Abstract. We call Krawtchouk-Griffiths systems, or KG-systems, systems of multivariate polynomials orthogonal with respect to corresponding multinomial distributions. The original Krawtchouk polynomials are orthogonal with respect to a binomial distribution. Our approach is to work directly with matrices comprising the values of the polynomials at points of a discrete grid based on the possible counting values of the underlying multinomial distribution. The starting point for the construction of a KG-system is a generating matrix satisfying the K-condition, orthogonality with respect to the basic probability distribution associated to an individual step of the multinomial process. The variables of the polynomials corresponding to matrices may be interpreted as quantum observables in the real case, or quantum variables in the complex case. The structure of the recurrence relations for the orthogonal polynomials is presented with multiplication operators as the matrices corresponding to the quantum variables. An interesting feature is that the associated random walks correspond to the Lie algebra of the representation of symmetric tensor powers of matrices.
Introduction
The original paper of Krawtchouk [13] presents polynomials orthogonal with respect to a general binomial distribution and discusses the connection with Hermite polynomials. Group-theoretic approaches were presented by Koornwinder [12] . We developed an approach [4] using matrices, observed as well in the work of N. Bose [1] , with entries the values of Krawtchouk polynomials on their domain. Matrix constructions for the multivariate case basic to this work were presented in [6] , acknowledging the foundational work of Griffiths, see [2, 7, 8, 9] , also [14] . Another point of view, the analytic and quantization aspects, is that of "Bernoulli systems", based on the approach of [5] . See [10, 11] for probabilistic aspects as well.
The symmetric representation, the action of operators on symmetric tensor space, is a main part of invariant theory. See [15] in the context of coding theory and for the invariant theory setting [16] , e.g. The infinite dimensional version, boson Fock space, is fundamental in the second quantization of operators in quantum theory and is a major component of quantum probability theory.
Important aspects of this work include a general recurrence formula for symmetric representations in Section 2. The Transpose Lemma plays an essential rôle in this work. The vector field formulation and Lie algebra maps are standard constructions, newly appearing in this context, important to our approach. The Columns Theorem and quantum variables comprise Sections 3 and 4. The term "quantum variable" is used to signify unitary equivalence to a diagonal matrix, but the spectrum may not be entirely real. Multivariate Krawtchouk polynomials make their appearance in Section 5 with quantum variables providing recurrence formulas and linearization formulas. We conclude after a section with important examples, especially properties involving reflections.
Basic notations and conventions.
(i) We consider polynomials in d + 1 commuting variables over a field, which we typically take to be C, while the constructions are valid over R as well.
(ii) Multi-index notations for powers. With n = (n 0 , . . . , n d ), x = (x 0 , . . . , x d ):
and the total degree |n| = i n i . Typically m and n will denote multiindices, with i, j, k, l for single indices. Running indices may be used as either type, determined from the context.
(iii) Vectors, conventionally taken to be column vectors, will be indicated by boldface, with components as usual, e.g.,
(iv) We use the following summation convention repeated Greek indices, e.g., λ or µ, are summed from 0 to d.
Latin indices i, j, k, run from 0 to d and are summed only when explicitly indicated.
(v) For simplicity, we will always denote identity matrices of the appropriate dimension by I.
The transpose of a matrix
We will use the notation U to denote an arbitrary unitary matrix, orthogonal in the real case, i.e., it is a unitary map with respect to the standard inner product.
(vi) Given N ≥ 0, B is defined as the multi-indexed matrix having as its only non-zero entries
the multinomial coefficients of order N .
(vii) For a tuple of numbers, diag(. . .) is the diagonal matrix with the tuple providing the entries forming the main diagonal.
(viii) The bar notation, A →Ā, is only used for the symmetric power mapping, with complex conjugation indicated by (included in) the star, z → z * . 
Symmetric
matrices. We call this the symmetric representation of the multiplicative semigroup of matrices. In particular, it is a representation of GL(d + 1) as matrices in GL(ν), with
Proposition 2.2. Matrix elements satisfy the homomorphism property
Proof. Let y = (AB)x and w = Bx. Then,
Remark 2.3. It is important to note that the bar mapping is not linear, neither homogeneous nor additive. For example, for N > 1,
Transpose Lemma.
Here we show the relation between A ⊤ andĀ ⊤ . The idea is to consider the polynomial bilinear form i,j x i A ij y j and its analogous forms in degrees N > 0. The multinomial expansion yields
which, interchanging indices i and j, equals
exchanging indices m and n. Comparing shows that
In terms of B, we see that
The symmetric representation satisfies
and similarly for adjoints
Remark 2.5. Diagonal matrices and trace
Note that the N th symmetric power of a diagonal matrix, D, is itself diagonal with homogeneous monomials of the entries of the original matrix along its diagonal. In particular, the trace will be the N th homogeneous symmetric function in the diagonal entries of D.
and so on . 
With ∂ i 1 = 0, ∀i, we write Remark 2.7. For brevity, we write (∂)S as ∂S, where it is understood that the ∂ symbol stands for the tuple (∂ 0 , . . . , ∂ d ) and is not acting on the matrix S.
We will use these observations to derive recurrence relations for matrix elements of the symmetric representation. 
Proof. Starting from (Rx)
m , use the boson commutation relations
where S = R −1 . We have, evaluating as functions of x,
Shifting the index in this last expression and comparing coefficients with the previous line yields m iRm−ei,n = S λiRm,n+e λ (n λ + 1) Now multiply both sides by R ij and sum over i to get the result (with k replacing the running index i).
2.3.
Vector field generating the action of a matrix. We consider the case where R = e g for g ∈ gl(d + 1). Recall the method of characteristics:
where x(t) satisfies the autonomous systeṁ
with initial condition x(0) = x. Note that a(x) on the right-hand side means a(x(t)) with t implicit.
Now consider
with initial condition x(0) = x. The solution is the matrix exponential
which we can write as
Hence Proposition 2.9. For R = e g , we have the one-parameter group action
In particular, we have the action of R
Gamma maps.
Let φ be any smooth homomorphism of matrix Lie groups. Then the image φ(e tX )
of the one-parameter group exp(tX) is a one -parameter group as well. We define its generator to be
In other words,
by the chain rule, where φ ′ is the jacobian of the map φ. Hence Proposition 2.10. The gamma map determined by the relation
can be computed as
the directional derivative of φ at the identity in the direction X.
This provides a convenient formulation that is useful computationally as well as theoretically.
Remark 2.11. We denote the gamma map for the symmetric representation simply by Γ(X).
The properties of the gamma map as a Lie homomorphism are shown in the Appendix.
The main result we will use for KG-systems follows:
Corollary 2.12.
Proof. Introduce the factor t. By linearity,
where t 2 multiplies the terms higher order in the v's. Setting t = 1 yields the result.
The Transpose Lemma applies to the gamma map as follows: Proposition 2.13. Under the Γ-map the Hermitian transpose satisfies
Proof. Write
Exponentiating:
differentiating with respect to t at 0 yields the result.
2.4.1. Gamma map for symmetric representation. For the symmetric representation, take f = x m in the above Proposition. We have
Now differentiate with respect to t at t = 0 to get
The left-hand side is
Hence Proposition 2.14. The entries of Γ(g) are given by
, otherwise with i, j each ranging from 0 to d.
Remark 2.15. Diagonal matrices and trace
The gamma map for a diagonal matrix will be diagonal with entries sums of choices of N of the entries of the original matrix corresponding to the monomials of the symmetric power. The trace turns out to be
and so on .
Columns theorem and quantum variables
Given a matrix A, with each column of A form a diagonal matrix. Thus,
Theorem 3.1. Columns Theorem. For any matrix A, let Λ j be the diagonal matrix formed from column j of A. Let
Then the coefficient of v n in the level N induced matrixΛ is a diagonal matrix with entries the n th column ofĀ.
Proof. Setting y = Λx, we have
A careful reading of the coefficients yields the result.
We may express this in the following useful way:
the diagonal entries ofΛ are generating functions for the matrix elements ofĀ .
And we have Corollary 3.2. Let A be such that the first column, label 0, consists of all 1's. Then with Λ j as in the above theorem, we have
Proof. In the Columns Theorem we have
The leading monomials are v . We have
We haveĀ 
Associated and quantum variables
Recall that in the finite-dimensional case, quantum observables are Hermitian matrices, thus unitarily equivalent to a real diagonal matrix.
Let A satisfy the condition that its first column consists of all 1's. Form Λ j from A as in the Columns Theorem. Define, for each j,
For X j so defined, we have the following terminology.
Definition 4.1. Given A. Define an associated variable to be a matrix equivalent to a diagonal matrix with A as similarity transformation, where the entries of the diagonal matrix are from a column of A.
If it turns out that this yields a unitary equivalence, for complex A, we call them quantum variables. For real A, they will be quantum observables. 
K-condition and associated system
Start with U , a unitary matrix with
Make the first column to consist of all 1's as follows. Let 
with p i > 0, tr p = 1.
Remark 5.1. We consider the values p i as probabilities corresponding to a multinomial process. Namely, a succession of independent trials each having one of the same d possible outcomes, with p 0 the probability of none of those outcomes occurring and p i the probability of outcome i,
The generating matrix A is defined by
The essential property satisfied by A is Definition 5.2. We say that A satisfies the K-condition if there exists a positive diagonal probability matrix p and a positive diagonal matrix D such that
Remark 5.3. 1. Note that this says that the columns of A are orthogonal with respect to the weights p i and squared norms given by D ii .
A fortiori
Let's verify the condition for our construction.
as defined above, satisfies the K-condition.
Proof. We have
Note that the K-condition implies that
Some contexts.
(1) Gaussian quadrature . Let {φ 0 , . . . , φ n } be an orthogonal polynomial sequence with positive weight function on a finite interval I of the real line. For Gaussian quadrature,
with x k the zeros of φ n and appropriate weights w k . Let
Then, with Γ the diagonal matrix of squared norms, Γ ii = φ i 2 , we have
where W is the diagonal matrix with W kk = w k . That is, A * satisfies the K-condition.
(2) Association schemes . Given an association scheme with adjacency matrices A i , the P and Q matrices correspond to the decomposition of the algebra generated by the A i into an orthogonal direct sum, the entries P ij being the corresponding eigenvalues. A basic result is the relation
where D µ is the diagonal matrix of multiplicities and D v the diagonal matrix of valencies of the scheme. This plays an essential rôle in the work of Delsarte, Bannai, and generally in this area.
Matrices for multivariate Krawtchouk systems.
For any degree N , the K-condition implies A * pĀ =D .
Application of the Transpose Lemma
with B the special multinomial diagonal matrix yields 
Factoring out the squares from the first column we have
with Example 5.9. For an example in two variables, start with
Taking D to be the identity, we have
The level two induced matrix
indicating the level explicitly. 
Rescale so that the first column consists of all 1's to get
with the uniform distribution p i = 1/4, and D = I. We find
With A 2 = 4I, we have, in addition to the orthogonality relation, that (Φ (2) ) 2 = 16I.
Quantum variables and recurrence formulas.
We resume from §4. Let A satisfy the K-condition. Form Λ j from A as in the Columns Theorem. Define, for each j,
Observe that from the K-condition we have
Thus, Proposition 5.11. If D equals the identity in the K-condition for A, we have
that is, conjugation by A is unitary equivalence. Thus, the X j are quantum observables in the real case, and quantum variables generally.
Referring to equation (4.1), we have, for each j, 0 ≤ j ≤ d,
The left hand side induces combinations of the rows of Φ while the right hand side multiplies by diagonal elements of Γ(Λ j ) * . Now Corollary 3.2 tells us that these are (complex conjugates) of the columns fromĀ, equivalently, rows of Φ. These are the rows with labels 1 through d thus corresponding to the polynomials x j , 1 ≤ j ≤ d. Thus, we interpret the above equation as the relation
that is, these are recurrence relations for the multivariate Krawtchouk polynomials.
In this next example, we keep the variable v and see that our procedure gives multiplication by higher-order polynomials thus yielding more complex recurrence formulas. Take the second column of A, recalling that our indexing starts with 0, and form the diagonal matrix
Example 5.12. Start with the orthogonal matrix
The corresponding observable is 
We have the (pre)spectral matrices
with Λ 0 the 3 × 3 identity. Conjugating by A yields 
fixing v. This is both self-adjoint and unitary, U 2 = I. The Krawtchouk matrix Φ will have interesting special properties in this case.
Proposition 6.1. Let U be a unitary reflection and let A be the corresponding generating matrix for the KG-system:
where δ is the diagonal matrix with diagonal elements from the first column of U . Let Φ be the Krawtchouk matrix for a given degree. Then:
1. Involutive property:
Proof. For #1,
Now multiply by δ −1 on the left and multiply back by δ on the right to get
Now bar and star to get
and replacingĀ * with Φ yields the result.
For #2, start with
Rearrange to
Now bar to getδ
In terms of Φ, this isδ
Multiplying through by B on the left yields
as required. , we take D = 1 0 0 36 so that We have the involution With j the column index, the spectrum has the form x = N − 2j. Denoting by K n the rows of the Krawtchouk matrix, i.e., these are the Krawtchouk polynomials when expressed as functions of x, we read off the recurrence relations
The polynomials may be expressed in terms of either x or j. For example
RecallingΛ from Example 5.12 we see the form for the generating function
via the Columns Theorem.
In this context U is a reflection, with p = (1/2)I, D = I. We have, specializing from §6.1, Φ 2 = 2 N I and (ΦB) * = ΦB involutive and symmetry properties respectively.
Conclusion
Here we have presented the approach to multivariate Krawtchouk polynomials using matrices, working directly with the values they take. With this approach the algebraic structures are clearly seen.
In KG-Systems II, we present the analytical side. In particular, the KG-systems as Bernoulli systems is presented showing how these are discrete quantum systems. The Fock space structure and observables are discussed in detail.
We conclude with the observation that there are many unanswered questions involving Krawtchouk matrices, for example, the behavior of the largest eigenvalue for the symmetric Krawtchouk matrices in the classical case is an interesting open problem [3] .
Remark 7.1. Symbolic computations have been done using IPython. Some IPython notebooks for computations and examples are available at:
http://ziglilucien.github.io/NOTEBOOKS which will be updated as that project develops.
Finally, as these are finite quantum systems, possible connections with quantum computation are intriguing.
Appendix
Theorem 8.1. Basic properties of the Γ-map for the symmetric representation.
The first two properties show that Γ is a linear map. The third shows that it is a Lie homomorphism.
1. For scalar λ, Γ(λX) = λΓ(X). and differentiating with respect to t at 0 gives #1. by definition. Now we use multiplicativity and the Trotter product formula as follows:
e t(X+Y ) = lim n→∞ e (t/n)X e (t/n)Y n and differentiating with respect to t at 0 yields the result. Differentiating with respect to t at 0 finishes the proof.
