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Abstract
High-resolution image reconstruction is an important problem in image processing. In gen-
eral, the blurring matrices are ill-conditioned, and it is necessary to compute a regularized
solution. Moreover, error exists not only in the blurred image but also the blurring matrix,
thus the total least squares method tends to give better results than the ordinary least squares
method.
Since the blurring matrices are also structured, it is more appropriate to apply Structured
Total Least Squares (STLS). Ng et al. [Int. J. Imaging Systems Technol. 12 (2002) 35] recently
proposed a Regularized Constrained Total Least Squares (RCTLS) algorithm for this prob-
lem. RCTLS is essentially a different name for Regularized Structured Total Least Squares
(RSTLS). However, Ng et al. solved a problem that approximates the RCTLS problem. The
algorithm proposed in this paper solves the exact regularization of the STLS problem, and it
is a faster algorithm. Also proposed is a preconditioner for the linear systems encountered in
our RSTLS algorithm.
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1. Introduction
We start with the image deblurring problem from [13], in which the blurred image
g is the convolution of a shift invariant blurring function h with the true image f. The
problem of deblurring is to recover the true image from the blurred one.
For the one dimensional problem with zero boundary conditions, the resulting
blurring matrix is a Toeplitz matrix. An m× n matrix T = (tkj ) is Toeplitz if there
exists a vector
a = [a−n+1, . . . , a−1, a0, a1, . . . , am−1]
such that tkj = ak−j for all k and j . In other words, T has constant entries along
its diagonals. We use the MATLAB [3] notation Toeplitz(c, r) to denote the Toeplitz
matrix having c as its first column and r as its first row.
In the one dimensional case with Neumann boundary conditions, the blurring
matrix is a Toeplitz plus Hankel matrix. A matrix is called a Hankel matrix if it has
constant entries along its anti-diagonals.
For the two dimensional problem, the resulting blurring matrix is Block Toeplitz
with Toeplitz Blocks (BTTB) when zero boundary conditions are used, and Block
Toeplitz plus Hankel with Toeplitz plus Hankel Blocks (BTHTHB) when Neumann
boundary conditions are used.
We are interested in a special two dimensional case in which the blurring function
is separable. In that case, the blurring matrix is also separable, that is, it can be
expressed as the Kronecker product of two one dimensional blurring matrices.
The problem of reconstructing a high-resolution image from multiple undersam-
pled frames [2] is closely related to the problem of image deblurring. Multiple un-
dersampled image frames are often obtained by using identical image sensors shifted
from each other by subpixel displacements. In this problem, the blurring function of
each sensor has a separable form.
When the undersampled frames are shifted from each other by a multiple of the
size of a high-resolution pixel, the problem of high-resolution image reconstruction
becomes a single image deblurring problem. However, in practice, the subpixel dis-
placements are seldom perfect, therefore, the blurring functions are periodically shift
invariant. This causes the resulting discretization matrix to be periodically BTTB
but not exactly BTTB when zero boundary conditions are used, and periodically
BTHTHB but not exactly BTHTHB when Neumann boundary conditions are used.
In general, the blurring matrices are ill conditioned, thus it is necessary to compute
a regularized solution [4]. In the sequel, we discuss the application of Tikhonov
regularization to these problems.
In traditional methods, the blurring function is assumed to be known. However, in
practice, the blurring function may not be known exactly, in other words, the blurring
matrix is also subject to noise. Recently, there has been growing interest in applying
the total least squares (TLS) method to these problems. Kamm and Nagy proposed
a TLS method for Toeplitz systems of equations in [7]. Rosen et al. presented an
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algorithm for structured total least norm in 1-, 2-, and ∞-norms in [19]. Pruessner
and O’Leary extended the Rosen et al. algorithm to include regularization in all
of these norms and demonstrated its use on image deblurring in [17]. Mastronardi
et al. developed a fast approach for the structured TLS (STLS) algorithm when the
matrix is Toeplitz in [9] and later extended that algorithm to include regularization
in [10]. Later Kalsi and O’Leary [6] also considered extending this algorithm for
matrices with certain structures including Toeplitz and BTTB. Using structured TLS
with Tikhonov regularization for image deblurring has also been previously stud-
ied in [11,15]. However, their work did not distinguish separable blurring functions
from inseparable ones. Ng et al. [14] recently proposed a Regularized Constrained
Total Least Squares (RCTLS) algorithm for high-resolution image reconstruction.
RCTLS is essentially a different name for Regularized Structured Total Least Squares
(RSTLS). However, Ng et al. did not solve the exact regularization of the constrained
total least squares problem, instead, they solved a problem that approximates it.
The algorithm proposed in this paper solves the exact regularization of the STLS
problem, it is also faster than the algorithm in [14].
The rest of this paper is organized as follows: in Section 2, we give a brief de-
scription of the mathematical model for image deblurring and high-resolution image
reconstruction, in Section 3, we give a brief description of the regularized structured
total least squares technique, in Section 4, the algorithm given in [17] is extended
for the special two dimensional case in which the blurring function is separable, in
Section 5, we present the RSTLS algorithm for high-resolution image reconstruction,
in Section 6, we describe an efficient way of preconditioning the linear systems in
Sections 4 and 5, in Section 7, we present some experimental results, and Section 8
concludes this paper.
2. Mathematical model
2.1. Image deblurring
For the one dimensional deblurring problem [13], let the original image or signal
be
f = [. . . , f−m+1, . . . , f0, f1, . . . , fn, fn+1, . . . , fn+m, . . .]T,
and the blurring function be
h = [. . . , 0, 0, h−m, h−m+1, . . . , h0, . . . , hm−1, hm, 0, 0, . . .]T.
The blurred image or signal is the convolution of h and f, that is, the ith entry of the
blurred image gi is given by
gi =
i+m∑
j=i−m
hi−j fj for i = 1, 2, . . . , n.
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Assuming m < n, the above system can be written in a matrix–vector form
Tf + T f + Tr fr = g, (1)
where the terms Tf and Tr fr denote boundary information. Here
T = Toeplitz
([0, . . . , 0]T, [0, . . . , 0, hm, hm−1, . . . , h1]T),
f = [0, . . . , 0, f−m+1, f−m+2, . . . , f−1, f0]T,
T = Toeplitz([h0, h1, . . . , hm, 0, . . . , 0]T, [h0, h−1, . . . , h−m, 0, . . . , 0]T),
f = [f1, f2, . . . , fn]T ,
Tr = Toeplitz
([0, . . . , 0, h−m, h−m+1, . . . , h−1]T, [0, . . . , 0]T),
fr = [fn+1, fn+2, . . . , fn+m, 0, . . . , 0]T
and
g = [g1, g2, . . . , gn]T.
The linear system (1) is an underdetermined system, thus boundary conditions are
needed to reduce the number of unknowns.
The zero boundary condition assumes that the scene outside the domain of the
observed image is zero (totally dark), that is,
f = fr = 0.
Then Eq. (1) becomes
H f = g, where H = T .
Therefore H is a Toeplitz matrix of bandwidth m.
The Neumann boundary condition assumes that the scene outside the domain of
the observed image is a reflection of the image inside, or

f0 = f1
...
...
...
f−m+1 = fm
and


fn+1 = fn
...
...
...
fn+m = fn−m+1.
Then Eq. (1) becomes
H f = g, where H = TJ + T + TrJ. (2)
Here J is the n× n exchange matrix (a matrix having ones along its anti-diagonal
and zeros elsewhere). It is clear that H is a Toeplitz plus Hankel matrix of bandwidth
m.
For two dimensional problems, the resulting blurring matrix is a BTTB matrix
under zero boundary conditions, and BTHTHB matrix under Neumann boundary
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conditions. In the case that the blurring function is separable, the blurring matrix is
also separable. In other words, the blurring matrix has the form of Hx ⊗Hy , where
Hx and Hy are one dimensional blurring matrices, and ⊗ denotes the Kronecker
product.
2.2. High-resolution image reconstruction
A brief description of the mathematical model from [2] for high-resolution image
reconstruction is given below.
Consider a sensor array with L1 × L2 sensors in which each sensor has N1 ×N2
sensing elements (pixels) and the size of each sensing element is P ×Q. Our goal is
to reconstruct an image of resolutionM1 ×M2, whereM1 = L1N1 andM2 = L2N2.
The pixel size of the reconstructed image is P/L1 ×Q/L2. To maintain the aspect
ratio of the reconstructed image, only the case where L1 = L2 = L is considered in
this research.
To generate enough information to solve for the high-resolution image, subpixel
displacements between the sensors are necessary. Ideally, the sensors are shifted from
each other by a multiple of the high-resolution pixel size P/L×Q/L. In practice,
there will be small perturbations around the ideal subpixel displacements. There-
fore, for 1, 2 = 0, 1, . . . , L− 1 with (1, 2) /= (0, 0), the horizontal and vertical
displacements dx1,2 and d
y
1,2
can be modeled as
dx1,2 =
P
L
(
1 + x1,2
)
and dy1,2 =
Q
L
(
2 + y1,2
)
,
where x1,2 and 
y
1,2
denote the normalized differences between the actual and
ideal displacements in the x and y directions respectively. It is assumed that∣∣x1,2 ∣∣, ∣∣y1,2 ∣∣ < 12 .
Let f (x, y) be the original scene. The low-resolution image obtained from the
(1, 2)th sensor, g1,2 , is modeled by
g1,2(n1, n2)
=
∫ Q(n2+1/2)+dy1l2
Q(n2−1/2)+dy1,2
∫ P(n1+1/2)+dx1,2
P(n1−1/2)+dx1,2
f (x, y) dx dy + η1,2(n1, n2).
The continuous image model can be discretized by the Trapezoid rule and
approximated by a discrete image. Therefore the blurring matrix corresponding to
the (1, 2)th sensor is given by
H1,2 = Hx1,2 ⊗H
y
1,2
.
Here Hx1,2 is the one dimensional blurring matrix of size M1 ×M1 defined as
Hx1,2 =
{
T under zero boundary conditions,
TJ + T + TrJ under Neumann boundary conditions, (3)
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where
T = 1
L
· Toeplitz([ 1, . . . , 1︸ ︷︷ ︸
L/2 ones
, 12 + x1,2 , 0, . . . , 0
]T
,
[
1, . . . , 1︸ ︷︷ ︸
L/2 ones
, 12 − x12 , 0, . . . , 0
]T)
,
T = 1
L
· Toeplitz([0, . . . , 0]T, [0, . . . , 0, 12 + x1,2 , 1, . . . , 1︸ ︷︷ ︸
L/2−1 ones
]T)
,
Tr = 1
L
· Toeplitz([0, . . . , 0, 12 − x1,2 , 1, . . . , 1︸ ︷︷ ︸
L/2−1 ones
]T
,
[
0, . . . , 0
]T)
.
H
y
12
is the M2 ×M2 one dimensional blurring matrix defined similarly. We see that
the blurring matrix of each sensor has a separable form.
It is clear that Hx1,2 and H
y
1,2
are Toeplitz matrices of bandwidth L/2 under
zero boundary conditions and they are Toeplitz plus Hankel matrices of bandwidth
L/2 under Neumann boundary conditions.
Gathering the low-resolution frames, we get
H f = g,
where
H =
L−1∑
1=0
L−1∑
2=0
D1,2H
x
1,2
⊗Hy1,2 .
Here D1,2 are diagonal matrices whose diagonal elements are equal to one if the
corresponding element of g comes from the (1, 2)th sensor and zero otherwise.
3. The regularized structured total least squares problem
The linear least squares problem with Tikhonov’s regularization [4] takes the form
min
{‖g −H f‖22 + λ‖Lf‖22}. (4)
Here λ (called the regularization parameter) is a positive constant chosen to control
the size of the solution vector, and L (called the regularization operator) is a matrix
that defines a norm or semi-norm (which we call the L-norm) on the solution.
The regularization parameter controls the degree of regularization applied to the
problem, usually it is not known a priori. Depending on the problem, several methods
can be used to choose an appropriate regularization parameter.
In this paper, the L-curve [5] is used to determine the regularization parameter
for all regularized least squares problems. The L-curve is a plot of the L-norm of
the regularized solution versus the norm of the corresponding residual, it exhibits a
corner behavior as a function of the regularization parameter λ (Fig. 3). The regu-
larization parameter is often chosen to be on the corner of the L-curve, because, in
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this region, the regularized solution yields both a small residual norm and a small
L-norm.
In the least squares method, the blurring matrix is assumed to be known without
error. In practice, the blurring matrix is also subject to error. For example, in the
image deblurring problem, the blurring function may not be known exactly, and in
the high-resolution image reconstruction problem, the displacement estimates are
subject to noise. The TLS method allows for the possibility of error in the elements of
the blurring matrix H , so that the modified blurring matrix is given by H˜ = H + E,
where E is the error matrix to be determined. The regularized TLS problem can be
stated as
min
(‖g − H˜ f‖22 + ‖H˜ −H‖2F + λ‖Lf‖22).
Most methods for solving TLS problems are based upon the singular value de-
composition. However, these methods do not preserve the structure in H . A new
approach, called Structured Total Least Squares (STLS) [19], addresses this problem.
The new approach requires that H˜ have the same structure as H . The regularized
structured total least squares (RSTLS) problem can be stated as:
min
(‖g − H˜ f‖22 + ‖H˜ −H‖2F + λ‖Lf‖22)
subject to H˜ has the same structure as H.
It is not necessary to use the Frobenius norm of the error matrix in the objective
function. Depending on the problem, we may choose different criteria to represent
the error level of the blurring matrix.
4. Regularized structured total least squares algorithm for two dimensional
image deblurring problems with separable blurring functions
Pruessner and O’Leary [17] extended the Rosen et al. [19] technique to include
regularization and demonstrated its use on image deblurring. They considered
1-, 2- and ∞-norm minimization for one and two dimensional problems. Here we
show that this technique can be extended to the two dimensional problem where the
blurring function is separable. Unless stated otherwise, for the rest of this paper, we
are discussing the two dimensional problem.
When zero boundary conditions are used, the blurring matrix is BTTB. In the case
that the blurring function is separable, the blurring matrix is further structured to be
the Kronecker product of two Toeplitz matrices. That is, the blurring matrix has the
form of H = H1 ⊗H2, where H1 is an n1 × n1 Toeplitz matrix of bandwidth m1 and
H2 is an n2 × n2 Toeplitz matrix of bandwidth m2. Therefore, the RSTLS solution
requires that H˜ be in the form of H˜1 ⊗ H˜2, where H˜1 has the same structure as H1
and H˜2 has the same structure as H2. The resulting RSTLS problem can be stated as
min
(‖g − (H˜1 ⊗ H˜2)f‖22 + ‖H˜1 −H1‖2F + ‖H˜2 −H2‖2F + λ‖Lf‖22)
subject to H˜1, H˜2 have the same structure as H1, H2.
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Here we use ‖H˜1 −H1‖2F + ‖H˜2 −H2‖2F instead of ‖(H˜1 ⊗ H˜2)− (H1 ⊗H2)‖2F to
represent the error level in the blurring matrix because using the latter will consider-
ably complicate the problem.
Let E1 = H˜1 −H1, and E2 = H˜2 −H2, then E1 is an n1 × n1 Toeplitz matrix of
bandwidth m1 and E2 is an n2 × n2 Toeplitz matrix of bandwidth m2. Let
E1 = Toeplitz
([α0, α1, . . . , αm1 , 0, . . . , 0]T, [α0, α−1, . . . , α−m1 , 0, . . . , 0]T),
E2 = Toeplitz
([β0, β1, . . . , βm2 , 0, . . . , 0]T, [β0, β−1, . . . , β−m2 , 0, . . . , 0]T).
Let u and v be vectors of length 2m1 + 1 and 2m2 + 1 that contain the distinct ele-
ments in E1 and E2 respectively, that is,
u = [α−m1 · · · α0 · · · αm1]T ,
v = [β−m2 · · · β0 · · · βm2]T . (5)
Define D1 and D2 as
Di = diag
(√
ni −mi
√
ni −mi + 1 · · ·√ni
· · ·√ni −mi + 1√ni −mi) , i = 1, 2,
then the RSTLS problem becomes
min
u,v,f
(‖g − ((H1 + E1)⊗ (H2 + E2))f‖22 + ‖D1u‖22 + ‖D2v‖22 + λ‖Lf‖22).
(6)
Let r(u, v, f) = g− ((H1 +E1)⊗ (H2 + E2))f. Similar to what was done in [19],
we can use a linear approximation for r(u +&u, v +&v, f +&f). First we expand
r(u +&u, v +&v, f +&f):
r(u +&u, v +&v, f +&f)
= g − ((H1 + E1 +&E1)⊗ (H2 + E2 +&E2))(f +&f)
= g − ((H1 + E1)⊗ (H2 + E2))f − ((H1 + E1)⊗ (H2 + E2))&f
−(&E1 ⊗ (H2 + E2))f − ((H1 + E1)⊗&E2)f
−(&E1 ⊗&E2)f − (&E1 ⊗ (H2 + E2))&f
−((H1 + E1)⊗&E2)&f − (&E1 ⊗&E2)&f. (7)
By ignoring higher order terms, we get
r(u +&u, v +&v, f +&f)
≈ r(u, v, f)− ((H1 + E1)⊗ (H2 + E2))&f
−(&E1 ⊗ (H2 + E2))f − ((H1 + E1)⊗&E2)f. (8)
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Next we try to find matrices X and Y such that
X&u = (&E1 ⊗ (H2 + E2))f,
Y&v = ((H1 + E1)⊗&E2)f. (9)
Partition f as the following:
f =


f1
f2
...
fn1

 , (10)
where f1, f2, . . . , fn1 are vectors of length n2. Then the n1n2 × (2m1 + 1) matrix X
defined as
X =


(H2 + E2)fm1+1 · · · (H2 + E2)f1 0
...
.
.
.
.
.
.
(H2 + E2)fn1−m1
.
.
. (H2 + E2)f1
...
.
.
.
.
.
.
...
(H2 + E2)fn1
.
.
. (H2 + E2)fm1+1
.
.
.
.
.
.
...
0 (H2 + E2)fn1 · · · (H2 + E2)fn1−m1


(11)
satisfies (9).
Let[
y1 y2 · · · yn2
] = (H1 + E1) [f1 f2 · · · fn1]T .
Denote the j th element of yi by yi,j , let Yi be the n2 × (2m2 + 1) matrix defined
as
Yi = Toeplitz
([ym2+1,i , ym2+2,i , . . . , yn2,i , 0, . . . , 0]T,
[ym2+1,i , ym2,i , . . . , y1,i , 0, . . . , 0]T
)
for i = 1, 2, . . . , n1,
then the matrix Y , defined as
Y =


Y1
Y2
...
Yn1

 , (12)
satisfies (9). Now (8) becomes
r(u +&u, v +&v, f +&f)
≈ r(u, v, f)− ((H1 + E1)⊗ (H2 + E2))&f −X&u − Y&v.
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Therefore, given some current guess of the solution (u, v, f), the minimization prob-
lem (6) can be approximated by solving
min
&u,&v,&f
∥∥∥∥∥∥∥∥


X Y (H1 + E1)⊗ (H2 + E2)
D1 0 0
0 D2 0
0 0
√
λL



&u&v
&f

+


−r
D1u
D2v√
λLf


∥∥∥∥∥∥∥∥
2
2
.
(13)
Rosen et al. [19] showed that this is basically a Gauss–Newton step. The RSTLS
algorithm for BTTB matrices in the form of H1 ⊗H2 is summarized below:
Algorithm 1
1. Set E1 = 0, E2 = 0, u = 0, v = 0,
compute the least squares solution fls by solving (4).
set f = fls, set r = g − ((H1 + E1)⊗ (H2 + E2))f,
construct X and Y according to (11) and (12).
2. Repeat
(a) Solve (13) for &f, &u, &v.
(b) Set f = f +&f, u = u +&u, v = v +&v.
(c) Construct E1 from u, E2 from v,
construct X and Y from f according to (11) and (12),
compute r = g − ((H1 + E1)⊗ (H2 + E2))f.
until ‖&f‖, ‖&u‖, ‖&v‖  .
When Neumann boundary conditions are used, the blurring matrix H is BTHTHB
for two dimensional problems. That is, H has a block level structure as (2) and each
block also has the form of (2). In the case that the blurring function is separable, the
blurring matrix is further structured to be the Kronecker product of two Toeplitz plus
Hankel matrices. In other words, the blurring matrix has the form of H = H1 ⊗H2,
where H1 is an n1 × n1 Toeplitz plus Hankel matrix of bandwidth m1, and H2 is
an n2 × n2 Toeplitz plus Hankel matrix of bandwidth m2. Therefore, the RSTLS
solution would require that H˜ be in the form of H˜1 ⊗ H˜2, where H˜1 and H˜2 are
simple Toeplitz plus Hankel matrices.
Define E1, E1m, and E1r as the following:
E1 = Toeplitz
([0, . . . , 0]T, [0, . . . , 0, αm, αm−1, . . . , α1]T),
E1m = Toeplitz
([α0, α1, . . . , αm, 0, . . . , 0]T, [α0, α−1, . . . , α−m, 0, . . . , 0]T),
E1r = Toeplitz
([0, . . . , 0, α−m, α−m+1, . . . , α−1]T, [0, . . . , 0]T).
Define E2, E2m, and E2r similarly. Let E1 = H˜1 −H1 and E2 = H˜2 −H2, then E1
and E2 have the form of
E1 = E1J + E1m + E1rJ,
E2 = E2J + E2m + E2rJ.
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Let u and v be the vectors that contain the distinct elements in E1 and E2 respec-
tively, then u and v will have the same form as (5). Let D1 = √n1I and D2 = √n2I ,
then the RSTLS problem can be stated as
min
u,v,f
(‖g − ((H1 + E1)⊗ (H2 + E2))f‖22 + ‖D1u‖22 + ‖D2v‖22 + λ‖Lf‖22).
For easy computation, here we use ‖D1u‖22 +‖D2v‖22, which is equal to ‖E1‖2F +
‖E1m‖2F + ‖E1r‖2F + ‖E2‖2F + ‖E2m‖2F + ‖E2r‖2F, instead of ‖E1‖2F + ‖E2‖2F to
represent the error level in the blurring matrix.
If we partition f the same way as in (10), then the (n1n2)× (2m1 + 1) matrix X
defined as
X =


(H2 + E2)fm1+1 · · · (H2 + E2)f1 0
...
.
.
.
.
.
.
(H2 + E2)fn1−m1
.
.
. (H2 + E2)f1
...
.
.
.
.
.
.
...
(H2 + E2)fn1
.
.
. (H2 + E2)fm1+1
.
.
.
.
.
.
...
0 (H2 + E2)fn1 · · · (H2 + E2)fn1−m1


+


0
0
(H2 + E2)fn1
.
.
.
...
.
.
.
.
.
.
(H2 + E2)fn1−m1+2 · · ·
.
.
. 0
(H2 + E2)fn1−m1+1 (H2 + E2)fn1−m1+2 · · · (H2 + E2)fn1 0


+


0 (H2 + E2)f1 . . . (H2 + E2)fm1−1 (H2 + E2)fm1
0 (H2 + E2)f1 . . . (H2 + E2)fm1−1
.
.
.
.
.
.
...
.
.
. (H2 + E2)f1
0
0


(14)
satisfies (9).
Let[
y1 y2 . . . yn2
] = (H1 + E1) [f1 f2 . . . fn1]T .
Denote the j th element of yi by yi,j , let Yi be the n2 × (2m2 + 1) matrix defined as
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Yi = Toeplitz
([ym2+1,i , ym2+2,i , . . . , yn2,i , 0, . . . , 0]T,
[ym2+1,i , ym2,i , . . . , y1,i , 0, . . . , 0]T
)
+Toeplitz([0, . . . , 0, yn2,i , yn2−1,i , . . . , yn2−m2+1,i]T, [0, . . . , 0]T)
+Toeplitz([0, . . . , 0]T, [0, . . . , 0, y1,i , y2,i , . . . , ym2,i]T),
then, the matrix Y defined as
Y =


Y1
Y2
...
Yn1

 (15)
satisfies (9).
Therefore, Algorithm 1 can be used for separable BTHTHB matrices, except that
now we construct X and Y according to (14) and (15).
5. Regularized structured total least squares algorithm for high-resolution
image reconstruction
For the high-resolution image reconstruction problem, the error in the displace-
ment estimates is the only cause of the error in the blurring matrix H , therefore, H˜
has to be in the following form:
H˜ =
L−1∑
1=0
L−1∑
2=0
D12H˜
x
12
H˜
y
12
,
where H˜ x12 and H˜
y
12
have the form of (3).
Let Ex12 = H˜ x12 −Hx12 . Since both H˜ x12 and Hx12 have the form of (3),
Ex12
must have the form of
Ex12 =
{
Exm under zero boundary conditions,
Ex J + Exm + Exr J under Neumann boundary conditions.
Here
Exm =
δx12
L
· Toeplitz([0, . . . , 0︸ ︷︷ ︸
L/2 zeros
, 1, 0, . . . , 0]T, [0, . . . , 0︸ ︷︷ ︸
L/2 zeros
,−1, 0, . . . , 0]T),
Ex =
δx12
L
· Toeplitz([0, . . . , 0]T, [0, . . . , 0, 1, 0, . . . , 0︸ ︷︷ ︸
L/2−1 zeros
]T),
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Exr =
δx12
L
· Toeplitz([0, . . . , 0,−1, 0, . . . , 0︸ ︷︷ ︸
L/2−1 zeros
]T, [0, . . . , 0]T).
E
y
12
is defined similarly.
Let u be the vector that contains the displacement errors of each sensor in the x
direction, and v be the vector that contains the displacement errors of each sensor in
the y direction, that is
u = [δx00 δx01 · · · δxL−1,L−2 δxL−1,L−1 ]T ,
v = [δy00 δy01 · · · δyL−1,L−2 δyL−1,L−1]T .
Then the RSTLS problem can be stated as
min
u,v,f
(‖r(u, v, f)‖22 + ‖u‖22 + ‖v‖22 + λ‖Lf‖22).
Here
r(u, v, f) = g −

L−1∑
1=0
L−1∑
2=0
D12
(
Hx12 + Ex12
)⊗ (Hy12 + Ey12)

 f.
As was done in the previous section, a linearization of r(u +&u, v +&v, f +&f)
yields
r(u +&u, v +&v, f +&f)
≈ r(u, v, f)−

L−1∑
1=0
L−1∑
2=0
D12
(
Hx12 + Ex12
)⊗ (Hy12 + Ey12)

&f
−

L−1∑
1=0
L−1∑
2=0
D12(&E
x
12
)⊗ (Hy12 + Ey12)

 f
−

L−1∑
1=0
L−1∑
2=0
D12
(
Hx12 + Ex12
)⊗&Ey12

 f. (16)
Next we need matrices X and Y such that
Xu =

L−1∑
1=0
L−1∑
2=0
D12
(
Ex12 ⊗
(
H
y
12
+ Ey12
)) f, (17)
Yv =

L−1∑
1=0
L−1∑
2=0
D12
((
Hx12 + Ex12
)⊗ Ey12)

 f. (18)
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Partition f as the following:
f =


f1
f2
...
fM1

 ,
where f1, f2, . . . , fM1 are vectors of length M2. Let the (M1M2)× 1 matrix F12 be
defined as
F12 = −


(
H
y
12
+ Ey12
)
fL/2+1
...(
H
y
12
+ Ey12
)
fM1
0

+


0(
H
y
12
+ Ey12
)
f1
...(
H
y
12
+ Ey12
)
fM1−L/2

 .
Let the (M1M2)× 1 matrix X12 be defined as
X12 = D12F12
when zero boundary conditions are used, and
X12 = D12

F12 −


0(
H
y
12
+ Ey12
)
fM1
...(
H
y
12
+ Ey12
)
fM1−L/2+1

+


(
H
y
12
+ Ey12
)
fL/2
...(
H
y
12
+ Ey12
)
f1
0




when Neumann boundary conditions are used. It follows that the matrix X defined
as
X = 1
L
[
X00 X01 · · · XL−1,L−2 XL−1,L−1
]
(19)
satisfies (17).
Let[
y121 y
12
2 · · · y12M2
]
= (Hx12 + Ex12) [f1 f2 . . . fM1]T .
Denote the j th element of y12i as y
12
i,j . Let F
12
i be the matrix of size M2 × 1
defined as
F
12
i = −


y
12
L/2+1,i
...
y
12
M1,i
0

+


0
y
12
1,i
...
y
12
M2−L/2,i

 .
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Let Y 12i = F12i when zero boundary conditions are used, and
Y
12
i = F12i −


0
y
12
M2,i
...
y
12
M2−L/2+1,i

+


y
12
L/2,i
...
y
12
1,i
0


when Neumann boundary conditions are used. Let
Y 12 = D12


Y
12
1
Y
12
2
...
Y
12
M1

 .
Then the matrix Y defined as
Y = 1
L
[
Y 00 Y 01 · · · YL−1,L−2 YL−1,L−1] (20)
satisfies (18).
Now (16) becomes
r(u +&u, v +&v, f +&f)
≈ r(u, v, f)−

L−1∑
1=0
L−1∑
2=0
D12
(
Hx12 + Ex12
)⊗ (Hy12 + Ey12)

&f
−X&u − Y&v. (21)
Therefore, given some current guess of the solution (u, v, f), the minimization
problem, with r(u +&u, v +&v, f +&f) replaced by (21), becomes
min
&u,&v,&f
∥∥∥∥∥∥∥∥


X Y H˜
I 0 0
0 I 0
0 0
√
λL



&u&v
&f

+


−r
u
v√
λLf


∥∥∥∥∥∥∥∥
2
2
. (22)
Here H˜ is the blurring matrix that corresponds to the current displacement estimates,
or
H˜ =
L−1∑
1=0
L−1∑
2=0
D12
(
Hx12 + Ex12
)⊗ (Hy12 + Ey12). (23)
The RSTLS algorithm for high-resolution image reconstruction is summarized
below:
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Algorithm 2
1. Set Ex12 = 0, E
y
12
= 0, u = 0, v = 0,
compute the least squares solution fls by solving (4).
set f = fls, set r = g −
(∑L−1
1=0
∑L−1
2=0 D12
(
Hx12
⊗Hy12
))
f,
construct X and Y according to (19) and (20).
2. Repeat
(a) Solve (22) for &f, &u, &v.
(b) Set f = f +&f, u = u +&u, v = v +&v.
(c) Construct Ex12 from u, E
y
12
from v,
construct X and Y from f according to (19) and (20),
construct H˜ according to (23),
compute r = g − H˜ f.
until ‖&f‖, ‖&u‖, ‖&v‖  .
Compared to the algorithm proposed by Ng et al. in [14], Algorithm 2 solves
the exact regularization of the STLS problem, while the Ng et al. algorithm did not
use the exact constraint (Eq. (3.7) in [14]), instead it used a constraint (Eq. (3.9) in
[14]) that approximates the exact one. Had the Ng et al. algorithm used the exact
constraint, it would be solving exactly the same problem as Algorithm 2. Algorithm
2 is also faster. The reader shall see later in Section 7 that this algorithm needs no
more than 6 iterations to converge for a fixed regularization parameter, while the
algorithm in [14] needs dozens of iterations to converge (see Fig. 2 on p. 40 of [14]).
For both algorithms, the major cost of one iteration is that of solving a linear least
squares problem of similar size.
6. Solving the linear least squares systems efficiently
In this section, we present an efficient way to solve the linear least squares systems
(13) and (22). The direct method for solving linear least squares problems, the QR
factorization, needs O(n3) flops, and it does not allow us to take advantage of the
structure of the matrix. These drawbacks make it unacceptable for large systems. On
the other hand, Krylov subspace methods such as LSQR [16] and CGLS [1] have
been proven to be effective for large sparse systems. In this research we chose the
LSQR algorithm. The basic operation of the LSQR algorithm (described in [16]) is
matrix–vector multiplication.
The convergence rate of the LSQR algorithm depends on the condition of the
system being solved. If the condition number of the system is large, then convergence
of the LSQR algorithm may be slow.
A linear least squares problem min ‖b − Ax‖22 can be solved by applying the
regular LSQR algorithm to the transformed system
min
xˆ
‖b − Aˆxˆ‖22,
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where Aˆ = AM−1, xˆ = Mx. We choose a matrix M , called a preconditioner, such
that Aˆ is well conditioned. We also need the linear system Mx = b to be easy to
solve.
The matrix involved in the problem of two dimensional image deblurring with a
separable blurring function is
A =


X Y (H1 + E1)⊗ (H2 + E2)
D1 0 0
0 D2 0
0 0
√
λL

 .
Directly preconditioning the entire matrix is difficult. However, if we note that the
block columns of this matrix can be separately preconditioned, then we could easily
adapt the techniques that already exist in the literature for this matrix.
The first and second block columns of the matrix A are already reasonably well
conditioned, considering they contain the diagonal matrices D1 and D2, simply pre-
conditioning these block columns by D1 and D2 will be good enough.
When zero boundary conditions are used, (H1 + E1)⊗ (H2 + E2) is a BTTB
matrix, therefore, we could choose to precondition the third block column with a two
dimensional Fourier transform based preconditioner [8]. First, we find the diagonal
matrix  such that∥∥F2F T− ((H1 + E1)⊗ (H2 + E2))((H1 + E1)⊗ (H2 + E2))T− λLLT∥∥F
is minimized. Here F is the two dimensional Fourier matrix. We use the matrix
FF T to precondition the third block column. For two dimensional problems with
zero boundary conditions, typically L is also a BTTB matrix or close to a BTTB ma-
trix, therefore, we could expect the third block column to be well conditioned when
preconditioned by FF T. Gathering the preconditioners for the block columns, we
arrive at the following preconditioner for the matrix A:
M =

D1 0 00 D2 0
0 0 FF T

 .
It is obvious that solving a system of My = z can be done by solving three smaller
systems of equations:
D1y1 = z1, D2y2 = z2, FF Ty3 = z3.
Here y1, y2, y3, z1, z2 and z3 are vectors of appropriate size. The first two systems
can be solved by a simple dot wise division, and the third system can be solved by 2
two dimensional Fast Fourier Transforms (FFTs) [8, Chapter 4], which requires only
O(n log n) flops (where n is the number of pixels of the high-resolution image).
When Neumann boundary conditions are used, (H1 +E1)⊗ (H2 +E2) is a BTH-
THB matrix. It can be diagonalized by the two dimensional discrete cosine transform
(DCT) matrix. Therefore, we could choose to precondition the third block column
with a two dimensional DCT based preconditioner [12], that is, we choose a diagonal
matrix  such that
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is minimized. Here C is the two dimensional DCT matrix. We use the matrix CCT
to precondition the third block column. For two dimensional problems with Neu-
mann boundary conditions, typically L is also a BTHTHB matrix, therefore the
third block column of A will be well conditioned when preconditioned with CCT.
Therefore, we arrive at the following preconditioner for the matrix A:
M =

D1 0 00 D2 0
0 0 CCT

 .
Again solving a system of My = z can be done by solving three smaller systems
of equations:
D1y1 = z1, D2y2 = z2, CCTy3 = z3.
The first two systems can be solved by a simple dot wise division, and the third
system can be solved by 2 two dimensional DCTs [18]. That requires O(n log n)
flops.
The matrix involved in high-resolution image reconstruction is
A =


X Y H
I 0 0
0 I 0
0 0
√
λL

 .
Here the blurring matrix H is not exactly BTTB or BTHTHB. However, when the
displacements are close to the ideal displacements, it is close to a BTTB or BTHTHB
matrix, therefore, we can still precondition it with an FFT or DCT based precondi-
tioner.
Last it should be mentioned that in most cases the blurring matrix H is sparse,
and a matrix–vector multiplication can be done in O(n) flops. In the rare case of
a dense blurring matrix, the periodically BTTB or BTHTHB structure of the blur-
ring matrices allows us to use FFTs [8, Chapter 4] to accomplish the matrix-vector
multiplication in O(n log n) flops.
7. Experimental results
In this section, we demonstrate the importance of the RSTLS algorithm for high-
resolution image reconstruction proposed in Section 5 and the effectiveness of the
preconditioner proposed in Section 6.
The picture shown in Fig. 1 is used for computer simulation. A 2 × 2 sensor array
with displacement errors are used to retrieve four 125× 125 blurred and undersam-
pled images. The actual displacements of each sensor are as follows:
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Fig. 1. The original high-resolution image.
Sensor #1 x 0.55, y 0.55
Sensor #2 x 0.55, y 0.45
Sensor #3 x 0.45, y 0.55
Sensor #4 x 0.45, y 0.45
The estimated displacements are set to be ideal displacements, therefore, the error in
the estimates is as follows:
Sensor #1 x 0.05, y 0.05
Sensor #2 x 0.05, y −0.05
Sensor #3 x −0.05, y 0.05
Sensor #4 x −0.05, y −0.05
The observed high-resolution image is shown in Fig. 2.
Neumann boundary conditions are used to build the blurring matrix, and the La-
placian is used as the regularization operator.
Fig. 3 shows the L-curve of the regularized least squares (RLS) method and
the RSTLS method. Here the residual norm of the RSTLS method is measured as√
‖r(u, v, f)‖22 + ‖u‖22 + ‖v‖22. As can be seen, the RSTLS method yields a smaller
residual norm and a smaller L-norm of the solution. Thus the solution satisfies the
equations better and has a smaller “size”. This figure also shows that if we choose
to minimize the residual norm subject to the L-norm of the solution is smaller than
some threshold value, the RSTLS method will give a smaller residual norm than the
RLS method.
The optimal regularization parameter (for us, the one that yields best visual effect)
for the RLS method is λ = 0.010, and the reconstructed image is shown in Fig. 4.
The optimal regularization parameter for the RSTLS method is λ = 0.006, and the
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Fig. 2. The observed high-resolution image.
reconstructed image is shown in Fig. 5. As can be seen from these pictures, the image
reconstructed by the RSTLS method exhibits better image quality. In particular the
edges are sharper than the image reconstructed by the RLS method. The difference
of these two images are more obvious when amplified.
0 20 40 60 80 100 120 140
0
1
2
3
4
5
6
7
RLS method
RSTLS method
R
es
id
ua
l n
or
m
L-norm of solution
8
Fig. 3. The L-curve of the RLS and RSTLS method.
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Fig. 4. Reconstructed image by the RLS method.
By using the optimal regularization parameter, the displacement errors recovered
by the RSTLS method are as follows:
Sensor #1 x 0.0571, y 0.0447
Sensor #2 x 0.0570, y −0.0435
Sensor #3 x −0.0279, y 0.0447
Sensor #4 x −0.0267, y −0.0436
As can be seen, these numbers reasonably agree with the actual displacement errors.
Fig. 5. Reconstructed image by the RSTLS method.
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Table 1
Error level of Algorithm 2 at each outer iteration for selected λ
Iteration λ = 0.02 λ = 0.01 λ = 0.006 λ = 0.003 λ = 0.001
1 4.9638 7.3472 9.2905 11.9172 12.5794
2 0.5763 0.6220 0.6994 0.9037 1.5844
3 0.1552 0.2379 0.3504 0.5356 0.6323
4 0.0512 0.0571 0.0709 0.0862 0.0727
5 0.0097 0.0128 0.0186 0.0262 0.0197
6 0.0049 0.0046 0.0052 0.0046
Numerical results also showed that the convergence property of Algorithm 2 is
very good. The error level (measured as ‖[&uT &vT &fT]T‖2) of this algorithm at
each outer iteration for selected regularization parameters is shown in Table 1. As
can be seen, for all regularization parameters used in this test, Algorithm 2 needs no
more than 6 iterations to converge to an error level of 10−2.
Fig. 6 shows the error level at each LSQR iteration during the first outer itera-
tion when the optimal regularization parameter is used. As can be seen, the LSQR
algorithm needed only 23 iterations to converge when the preconditioning technique
described in Section 6 is used, however, without any preconditioning, it did not con-
verge after 200 iterations. This demonstrates the effectiveness of the preconditioning
technique.
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Fig. 6. Error at each LSQR iteration during first outer iteration, λ = 0.006.
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8. Conclusion
In conclusion, we have proposed an efficient RSTLS algorithm for high-reso-
lution image reconstruction. The main contribution of this paper is improving the
algorithm proposed by Ng et al. in [14]. Other than that, we did a different exten-
sion to RSTLS for two dimensional image deblurring than that in [15,17]. We also
proposed an efficient preconditioning technique for the linear systems involved in
these algorithms. The superiority of the RSTLS method over the RLS method is
demonstrated by an example. Numerical tests showed that this algorithm is very
efficient, also the preconditioning technique proposed in this paper was proven to be
very effective.
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