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Abstract 
In the pharmaceutical industry, over 75 percent of all products are in the solid dosage form. 
Considering their prevalence, the aim of this study was to employ experimental methods and 
process modeling tools viz. Discrete Element Method (DEM) to ascertain the effect of powder 
flow and material properties during triboelectrification and particle size reduction. Considering 
electron exchange to be the dominant mechanism for charge transfer, work function all powders 
viz. Ibuprofen, theophylline, microcrystalline cellulose and lactose monohydrate was estimated 
from quantum chemical calculations. Tribocharging of individual powders in a V-blender 
revealed a higher specific charge for Ibuprofen against all surfaces. Moreover, for mixtures, 
charge mitigation was observed. To facilitate model development, a hopper-chute assembly was 
employed to investigate the effect of coefficient of friction (COF) and coefficient of restitution 
(COR). The specific charge increased with COF due to longer contact time and greater particle-
wall collisions. Secondly, the specific charge increased as COR was decreased, suggesting that 
continuous contacts transfer more charge than bouncing contacts. The model was able to capture 
the collisional nature of tribocharging although discrepancies were observed between numerical 
results and experimental observations. Thus, a collective experimental and simulation approach 
was found to be beneficial in identifying gaps and enabling a comprehensive interpretation of an 
intricate process. 
 To study the effect of process parameters on milling, dynamic mechanical analyzer was 
employed to investigate the effect of damage accumulation during breakage. Damage 
accumulation was found to be low since the change in breakage force upon repeated impacts was 
insignificant. High feed rates at lower speeds resulted in flood feed conditions, which changed 
ii 
 
the mode of breakage from fragmentation to attrition. Additionally, this effect was verified from 
the velocity profiles obtained from simulations that revealed stagnation of the powder bed, which 
consequently reduced the breakage rate. Although, the DEM model does not account for any 
attrition, simulations could qualitatively capture the effect of impeller speed and feed rate on the 
average particle size. Consequently, a combined experimental and simulations approach can be 
employed to direct experiment and equipment design thereby providing a better understanding of 
a process. 
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Chapter 1 
 
Introduction and Organization of Thesis 
 
Processes involving particulate matter are prevalent throughout the pharmaceutical industry 
where close to 75 percent of pharmaceutical products are formulated as tablets and capsules. 
These processes often consist of series of unit operations, each intended to alter the properties of 
material to facilitate processing and imparting desired attributes to the final product. Hence, the 
need for understanding the behavior of such complex particulate systems is of critical 
importance. To allow acceptable variations, the importance of mechanistic and parametric 
factors of the processes should be studied. These aspects of different unit operations pose a 
challenge owing to the complexities of the process involved [1-4]. For instance, electrostatic 
charges are known to develop upon interaction between dissimilar surfaces depend. The process 
of tribocharging is complex and is dependent on many factors such as shape, humidity, contact 
surface and mechanical factors. It is reported that flow of granular material in a typical unit 
operation like pneumatic conveying, fluidization, spray deposition, blending can generate 10−7 –
10−4 C/kg of static charges. Discharge of these charges in the presence of volatile liquid can also 
lead to explosion hazard [5-6]. Hence, myriads of industries including pharmaceutical expend 
significantly on safety measures and hazard detection techniques in their processing facilities. 
Other processes such as milling or particle size reduction are often employed in solid dosage 
manufacturing to improve flow and enhance solubility. Comminution is a poorly understood 
process as it depends on complex interaction between the operational parameters and material 
parameters. Ultimately, a lack of understanding of the flow and process parameters manifests 
into problems which can jeopardize the final outcome of the product and can also result in 
product recalls causing significant loss to pharmaceutical industry 
A more desirable approach to address such issues is to quantitatively predict flow behavior from 
fundamental principles, material properties and small-scale laboratory tests, and then to engineer 
processes accordingly. For this purpose, the use of various process modeling tools is becoming 
increasingly common and is playing a critical role to gain insight into these processes. Several 
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computational process modeling tools are available and include computational fluid dynamics 
(CFD), the finite element method (FEM), and the discrete element method (DEM). In contrast to 
CFD and FEM models, the discrete element method is a Lagrangian dissipative particle 
dynamics model that tracks the positions, velocities, and accelerations of each particle 
individually. This approach is advantageous due to the high level of detail in the output 
describing the dynamic behavior of the particles. Modeling techniques which simulate unit 
processes are also considered as current process analytical technology (PAT) tools for process 
optimization and design space establishment as they can be advantageous compared to 
experiments with respect to time and costs.  It is crucial to remember that combined numerical 
and experimental efforts often yield the greatest insight into new or poorly understood physical 
situations. Provided the experiments are well designed, disagreement between model and 
experiment often identifies gaps in knowledge, fostering a more complete understanding of 
complex physical situations. Hence, the current study is focused on investigating 
electrostatic charging and particle size reduction in pharmaceutical industry [7-8].  
Objective and Aims 
The overall objective of this work is to perform systematic experiments and numerical modeling 
based on first principles to study the tribo-electrification and particle size reduction in the 
pharmaceutical industry. 
Specific Aims: 
1) Investigate triboelectrification during granular flow: Experimental and computational 
modeling of electrostatic behavior of material in hopper-chute and V blenders. 
 
I. Experimental determination of charge developed for a given pair of material in a 
hopper chute system  
II. Experimental determination of charge developed for a given pair of material in a 
V-blender system  
III. Developing a computational model for flow in hopper and V-blender using 
discrete element method with the incorporation of electrostatic forces. The model 
will be verified by comparing with the trends obtained from experiments. 
3 
 
2) Investigating particle size reduction of granular material: Experimental and               
computational modeling of particle size reduction in Wiley mill. 
 
I. A parametric study on Wiley mill to understand the influence of operational 
parameters on size reduction. 
II. Developing a Discrete element model for fragmentation which will be compared 
with experiments. 
Outline 
Chapter 2 reviews some fundamental aspects of contact charging, including description of 
work function, mechansim involved in triboelectrification and techniques of measuring 
electrostatic charge. It also elucidates the different process and formulation factors involved in 
tribocharging of pharmaceutical powders. Furthermore, the most used and cited numerical 
models developed for understanding tribocharging are also described. 
Chapter 3 describes the study of contact charging in a hopper-chute system. It focusses on 
tribocharging due to simple unidirectional flow against a metal and a polymer surface. An 
attempt has also been made to determine the work function of all materials using semi-empirical 
approaches. A 3D-DEM model incorporating charge transfer [9-10] and electrostatic forces [11-12] 
has been presented.  
Chapter 4 describes a detailed experimental and simulation study of tribocharging in a V-
blender for pharmaceutical powders. A more comprehensive list of contact surfaces has been 
included owing to the prevalence of tribocharging in aerosol drug delivery [13-16]. The effect of 
contact time and blender speed on tribocharging has been investigated. The model developed in 
the previous chapter has been extended for the V-blender geometry. An, effort has been made to 
correlate tribocharging of pharmaceutical powders to properties such as cohesive energy density 
(CED) and surface energy [17]. 
Chapter 5 describes the triboelectrification of mixtures. The mixtures at intermediate 
concentration exhibited significant charge mitigation. These unanticipated trends previously 
reported have been explored using process modeling approaches [18-20]. The DEM model 
developed in Chapter 3 has been extended to include both particle-particle and particle-wall 
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charge transfer. The particle-particle charge transfer is suspected to actually enhance 
electrostatic interaction between the drug and excipient and decrease the overall charge transfer 
between particle and wall. 
Chapter 6 describes a review on different approaches for quantifying milling. Despite being 
ubiquitous in pharmaceutical field, it is one of the least understood processes owing to the 
complexity of material and machine factors involved during milling. Considering the ongoing 
initiative of FDA to encourage design in quality, the review is focused on some process 
analytical tools to characterize particle size distribution as well process modelling tools to 
simulate particle size reduction. The review highlights on some current experimental and 
modeling approaches used to quantify and understand the physics behind the process of dry 
milling. 
Chapter 7 describes a model for fragmentation in an impact mill. It employs the concepts of 
fracture mechanics and single particle breakage to develop a DEM based model for milling. 
Lactose non-pareil has been used as a model compound in the simulation studies. Additionally 
parametric studies have been explored using the DEM model and include effect of feed rate, 
impeller speeds and impeller wall tolerance. Some insights have been provided regarding the 
mechanism of milling at different operating conditions [21-22] 
 
Chapter 8 provides a summary for the entire thesis 
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Abstract 
Pharmaceutical processing inevitably involves relative movements of particles against solid 
surfaces, thus providing ample opportunities for triboelectrification. The charged particles can 
cause problems such agglomeration, segregation during flow or adhesion to process equipment. 
In addition, if particles are excessively charged, an electrostatic discharge may occur, which can 
pose a risk of fire and explosion hazards. Despite its prevalence, the electrostatic charging 
process is not fully understood, owing to the numerous factors that affect the phenomenon. The 
current review, briefly examines some of the basic concepts involved in charge transfer. It 
highlights the different experimental approaches employed in measuring electrostatic charges 
and summarizes the various factors involved in tribocharging. To theoretically analyze the 
process of particle charging, relevant numerical models have also been discussed. 
 
Keywords: work function, insulators, DEM, electrostatic forces. 
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1. Introduction 
Electrostatic effects on solids have been known for a long time; the ancient Greeks in the sixth or 
seventh century B.C. had already observed that amber attracts small objects after rubbing. 
Contact electrification is defined as the transfer of electric charge from one to the other when two 
different materials are brought into contact and separated. When the two materials are rubbed 
against each other, the process of charge transfer can be called ‘frictional electrification’ or 
‘triboelectric charging 1,2. Such contact electrification or tribocharging which has been known for 
many years now, is often significant in industrial processes. For instance, the ability of 
electrostatic forces to control the motion of charged particles has been exploited in many 
applications such, e.g. electrophotography, electrostatic precipitation and particle separation 3-7. 
As powders and particulate solids are extensively used in solid dosage manufacturing, 
electrostatic effects are also significant in the pharmaceutical industry. For example, electrostatic 
dry coating has been used as an alternative coating technique to obtain uniform coating for solid 
oral dosage forms as well as intravascular stents 8-11. Although powder charging is found to be 
beneficial in these coating processes it is often considered as a nuisance for other powder 
operations such as mixing, micronization, pneumatic transport and silo discharge. The 
electrostatic forces generated in such cases are a concern since the accumulated charge on these 
particles can cause adhesion or agglomeration leading to processing difficulties 12. Electrostatic 
forces may also result in undesirable adhesion of charged drug particles to drug devices such as 
inhalers and hence affect the trajectory and deposition of aerosols within the lungs13. Moreover, 
if the particles are excessively charged, an electrostatic discharge can occur, which can pose a 
risk of fire and explosion hazards 12.  While, contact charging has been known for many years, 
there are still many uncertainties, and in some cases, inconsistent results have been reported. 
This is because there are several factors, viz. chemical, physical, electrical properties and 
environmental conditions, which affect the process. 14-17 In light of these potential effects, 
different approaches have been applied to the characterize tribocharging, with different 
objectives and to varying degrees of success. The current review summarizes these methods and 
the basic mechanisms involved in charge transfer between solid surfaces. It highlights the 
various factors and different experimental approaches utilized to measure the electric charge of 
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pharmaceutical powders. To this end, numerical methods based on first principle such as 
Discrete element Method (DEM) incorporating charge transfer has been deliberated. 
2. Concepts and Mechanism of Charge transfer 
2.1. Work Function 
One of the fundamental properties involved in charging of materials is their work function and is 
defined as the minimum energy needed to extract an electron from a material. The experimental 
methods routinely employed to determine work function of surfaces are Photoemission 
spectroscopy (PES) and Kevin-Zisman method 18-20. PES refers to measurement of energy of 
electrons emitted from solids by the photoelectric effect. It is sensitive to the surface region due 
to the short range of the emitted photoelectrons and measures the kinetic 
energy spectra of photoelectrons emitted by molecules to determine  orbital energies and work 
function. The Kevin-Zisman method, on the other hand, (Fig.1) employs, an electric circuit 
consisting of a vibrating capacitor, a DC bias voltage supply, and an electrometer to determine 
the work function of the sample material.  The material whose work function is to be determined 
is placed into the concavity of the lower electrode and the upper electrode made of gold 
oscillates vertically above the sample. When the voltage applied on the upper electrode is equal 
to the potential difference between the sample and the upper electrode, the induced currents 
detected by the electrometer become zero. The work function can be calculated from this applied 
voltage and from the known work function of gold. Thus, the Kevin-Zisman method determines 
the work function relative to probe used, whereas PES allows the measurement of the absolute 
value of work function 20. Besides these limited experimental approaches, computational tools 
are also available to determine the work function of surfaces. For instance, Yanagida et al 21 and 
Trigwell et al. 22 have determined the electronic states of polymers by computational molecular 
orbital calculations and found these values to be almost proportional to the threshold energy of 
photoemission that corresponds to the work function of polymers. Ab initio calculations have 
been employed by Yoshida et al. 23   to determine work function and study the charge transfer for 
insulators. Their results indicate that the C atom with a dangling bond is more effective to 
transfer electrons than the fluorine atom. 
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2.2. Mechanism of charge transfer 
Metal contact electrification has been studied for many years and is well understood to be a 
process of the transfer of electrons.  
𝛥𝑞  =   𝐶𝑜  𝑉𝑐   =  −𝐶𝑜 (∅1 – ∅2)/𝑒                     (1) 
Φ1 and Φ2 represent the different work functions of the materials, while e refers to the elementary 
electronic charge (1.62×10-19C), Co is the capacitance between the two contacting bodies and Vc 
is the contact potential difference (CPD) 17. However, the charging mechanisms in case of 
insulators are still poorly understood despite of extensive research. This is because insulator 
surfaces are difficult to characterize and the electron energies are ill-defined. Based on 
experimental evidence, the concept of work function or electron transfer has also been extended 
to nonmetals. For example, in case of metal-insulator contacts, linear relationships have been 
found between charge density of polymers and metal work functions that support an electron 
exchange mechanism 17, 24-25. Moreover, theoretical relationships between work function, 
dielectric constant and particle size of polymers by Gallo and Lama, also support the concept of 
electron transfer for tribocharging of insulators 26. These studies suggest that when two 
substances with different dielectric constants or work function establish a contact, the material 
with a higher dielectric constant would donate electrons to the other and thus become positively 
charged (Table 1). The overall trends indicate that larger particles tend to be electron donors and 
become positively charged whereas the smaller particle of the same material accept electrons and 
become negatively charged. In a similar manner, experimental evidence suggests that charging of 
polymers also depends upon the chemical nature of the side group existing on carbon chain 
backbone. Certain chemical functional groups have been identified to be involved in 
tribocharging and in decreasing order of donor tendency. These include: OH > OCOR > C6H5 > 
COOH > CN 27. To investigate the effect of functional groups on tribocharging, Gibson 28-30 
employed a cascade method, where metal beads were flown over an inclined plate coated with a 
film made of salicylaldehyde or substituted polystyrenes. Linear correlations were observed for 
the specific charge and Hammett substituent constant of the functional group. These results 
strongly reinforced the investigation between chemical structure and triboelectrification of 
insulators.  Thus, plasma modification of polymer surfaces has been extensively studied and has 
been shown by X-ray photoelectron spectroscopy (XPS) to modify the functional groups on the 
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polymer backbone hence altering the chemical structure.  As an example, quantum chemical 
calculations revealed a decrease in work function of PFTE upon substitution of the fluorine 
group by hydroxyl or carbonyl group.  Consequently, for many organic compounds, the charging 
tendency can be determined by the energy level of HOMO and LUMO since they depend on the 
functional groups present in the chemical structure 22, 31.  
Besides electrons, some researchers have also suggested that electrolytic ions and adsorbed water 
play an important role in the charging process. Diaz et al. demonstrated that for dyes containing 
a large organic cation and a small inorganic anion, charge transfer would result in a positively 
charged toner due to transfer of the mobile ion 32-33. Law et al. have successfully verified ion 
transfer mechanism by employing toners coated with a cesium salt as a negative charge control 
agent. The linear correlation between the toner charge and the amount of cesium transferred, as 
determined by surface analysis XPS (x-ray photoelectron spectroscopy), serve as an evidence for 
ion transfer charge mechanism 34. This mobile ion mechanism cannot be applied to non-ionic 
polymers since they do not contain any mobile ions and yet exhibit charge exchange just as much 
as mobile ion containing polymers. For these non-ionic polymers it has been proposed that 
hydrophobic surfaces such as fluorocarbons can adsorb water from the air. The presence of water 
on these surfaces can affect surface conductivity and hence contact electrification under ambient 
conditions. Whiteside et al. proposed that hydroxide ions, generated from rapid equilibration of 
hydroxide and hydronium ions within the thin water layer between polymers can be 
preferentially adsorbed to one of the surfaces, though it is not yet understood why some 
polymers have greater affinity than others for hydroxide ion 35. Recently, however, in 
experiments designed to verify this hypothesis it has been demonstrated that contact charging 
can occur between nonionic polymers even in the total absence of water. Other reports have also 
demonstrated that charging can take place in vacuum between freshly cleaved polymer surfaces 
that were never exposed to the atmosphere. Thus, although the ion transfer mechanism has been 
demonstrated for ionic polymers it yet has to be verified for non-ionic polymers 36. Nonetheless, 
for most materials, electron transfer has been assumed to be involved in tribocharging. Some 
general trends have been observed in the interaction of different materials; part of this 
information has been captured in triboelectric series, which ranks materials in their propensity of 
acquiring positive (and negative) electric charge 22. A combination of new surface-specific 
spectroscopic techniques that can be used under ambient conditions and increasingly 
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sophisticated computer simulations may be able to test the different hypothesis viz. electron v/s 
ion transfer which has been suggested for triboelectrification.   
 
3. Electrostatic Charge Measurement techniques 
A diverse range of electrostatic measurement devices have been described in the literature for 
powders and aerosolized particles. These devices were individually designed by separate 
research groups and operate on different mechanistic principles. The simplest instrument for 
measuring electrostatic charge is the Faraday pail or Faraday well. It consists of two metal 
containers, one situated inside the other. The outer well is grounded to provide shielding from 
interferences by stray charges or electric fields in the vicinity. The inner well, connected to an 
electrometer, is electrically insulated to prevent charge leakage. A charged object in the inner 
well induces a flow of electrons to or from earth through the electrometer to balance the charge 
in the well.  To measure the charge on powders, the Faraday cup can be used in different ways.  
In some studies, after tribocharging under different conditions the powder has been directly 
poured into the Faraday cup to measure the resultant charge.  The Faraday cup measurement 
system is a very sensitive device and hence this method should be avoided as manual pouring of 
the powders into cup can itself generate charges. The preferable technique is to convey the 
powders directly into the Faraday cup following tribocharging 37-41. Besides powders, the 
Faraday cup can has also been used for characterizing charging behavior of aerosols. In these 
measurements, the powders are first drawn out and the residual charge on the inhaler is then 
determined. The limitation of this setup is that the charges among different size fractions cannot 
be determined 42.  Another modification is a through-type Faraday cage utilized by Watanabe et 
al. to study the tribocharging of pharmaceutical particles by impact. The entire experimental 
assembly involved two through-type Faraday cages, the first installed to measure the particle 
charge before impact and the second within the collection chamber to measure the particle 
charge after impact 37. An array of Faraday cages mounted vertically in cascade has been utilized 
by Zhao et al. 43  to study triboelectrification in a fluidized bed. This series of Faraday cages have 
open holes and the measurements are performed during the free falling of particles. The charge 
and mass of particles are measured with each Faraday cage.  Since this technique allows studying 
charge distribution it can be used to study complex bipolar system. Besides, the Faraday cup 
newer techniques have evolved to measure particle charges for bulk powder. These non-intrusive 
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and real-time techniques are able to generate signals that give electrostatic parameters for 
processes such as mass flow rate, volume loading and velocity For instance, Kwek et al. 44 
employed a non-intrusive experimental procedure involving a vibrating capacitive probe to 
analyze the triboelectric chargeability of pharmaceutically powders such as adipic acid and α-
lactose monohydrate under controlled environmental conditions.  
To measure the aerodynamic diameter and charge for aerosols; electrical low pressure impactor 
(ELPI) 44-45 or the electrical-single particle aerodynamic relaxation time (E-SPART) 47 analyzer 
can be employed. The ELPI is a cascade impactor that can classify particle size fractions and 
measure the charge on each impactor.  Unlike conventional cascade impactors, ELPI detects 
particle deposition by measuring electrical current resulting from dissipation of the particle’s 
charges. The collected particles can be measured simultaneously on all stages using a 
multichannel electrometer and reported in real-time on a computer.  Since impactor stages are 
electrically isolated, size specificity of charging can be evaluated.  For example, Kwok et al. 45 
used the ELPI to investigate the effect of different inhaler devices and observed a positive charge 
on the fine fractions and a shift to negative charge on the coarser fractions. Since ELPI provides 
both mass and charge distribution it can be used to evaluate inhaler devices as well as the 
deposition behavior from a temporal perspective.  
An ESPART device generates an oscillating electric field within the device that causes 
particles to oscillate and the particle’s response to these oscillations results in information about 
the particle’s count mean aerodynamic diameter and its charge-to-mass ratio.  Unlike the ELPI, 
that measures the average charges for mass deposited, E-SPART can obtain charges for 
individual particles 47. Saini et al. 48 recently used the E-SPART to study aerosol particle 
electrostatics. Inhalers were actuated into a collection chamber from which the E-SPART 
sampled particles over the course of several minutes. The study illustrated bipolar particle 
charging and suggested that charging was a result of interaction between inhaler surfaces and 
formulation.     
Electrostatic grid-probes have also been employed to measure charge distribution on 
aerosols. The measurement system consists of three conducting grids through which the charged 
aerosol passes. When the distance between the grids is relatively small, the probe gives 
information about the charge distribution as a function of time.  Murtoma et al. 49 employed an 
16 
 
electrostatic grid probe to study charge distribution in dry powder inhalers (DPI). The study 
concluded that if the generated charge on particles is due to separation of drug and additive 
particles then particles always carry opposite charges. On the other hand, if the charge of the 
aerosol is mainly due to contacts with the inhaler surfaces, drug and additive particles tend to 
carry similar charges. Thus, the electrostatic grid was also capable of separating charge signals 
from the drug and additive particles.  Such quantitative information has the potential to reduce 
aggregation and enhance deposition in the lung for DPI delivery. 
4. Influencing variables 
As tribocharging is by influenced by the interplay of material properties and environmental 
factors (Table 2 and Table 3), it is often difficult to envisage the extent of charging. It is difficult 
to predict in which way the sign and magnitude of the charge might change. Hence, the 
electrostatic charging of a powder in a given process may not be applicable to the same powder 
in a different process. Despite these difficulties, some factors have been recognized to affect 
electrostatic charging and include surface properties viz shape 50, surface roughness 51-53, process 
and formulation factors 54-63 and  atmospheric conditions such as relative humidity 64-66. Some of 
these factors will be discussed in the following sections 
4.1. Surface 
As triboelectrification arises from interactions between surfaces, the geometry and composition 
of surfaces would directly affect charging. With respect to geometry, Ireland 67 investigated the 
effect of particle shape on tribocharging by examining the interaction of particulate flow over a 
solid surface. According to these studies, spherical particles tend to roll and gather more charges 
than sliding contacts, as compared to irregular shaped particles. As a rolling particle presents a 
fresh surface area every time it flows, they have a greater capacity to accumulate charge. Kraner 
et al. 53 also observed similar results for mannitol particles; particles with higher aspect ratios 
were found to charge much more than particles with lower aspect ratios. Besides particle shape, 
the effect of surface roughness has also been investigated. For instance, Kwek et al. 52 compared 
the tribocharging of rough and smooth surfaces of mannitol generated by spray drying at 
different conditions.  Subsequent triboelectrification studies revealed rough and smooth particles 
to accumulate specific charges of 3.23±0.54 and 1.35±0.30 nC/g, respectively. This 
differential charging between mannitol particles has been attributed to significantly higher 
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surface potential of rough particles (~ −5.91 kV/m2) as compared to smooth particles (~ −
1.42 kV/m2). Moreover, surface roughness of a particle also influences the contact area with the 
surface and can hence affect the overall charge transfer. 
Based on the concept of work function, contact surfaces can also affect the extent of 
charging. For example, Carter et al. 68 experimentally determined the charge on lactose following 
tribocharging against brass, steel, and cellulose. Stainless steel was found to impart a more 
electronegative charge on lactose than brass due to a difference in work function. Similarly, 
Eilbeck et al 51 investigated the charging of lactose particles by blowing through a cyclone 
apparatus with interchangeable internal surface materials. They observed that polyvinylchloride 
(PVC) generated positively charged particles whereas acetal and stainless steel produced 
negative charges. Polypropylene imparted a minimal charge on the particles and thus was 
suggested to be a suitable material for avoiding charges during processing. Coating of surfaces 
by particulate material also affects charging process. In such cases, particle deposits can promote 
particle-particle and decrease particle-wall interactions. For instance, Elajnaf et al. 69 examined 
the effect of coating of stainless steel mixing vessels on tribocharging of powders. A 
considerable decrease in triboelectrification of salbutamol sulphate and ipratropium bromide was 
observed following film coating with the same drug viz. salbutamol sulphate and ipratropium 
bromide respectively. These studies suggest that charge transfer between like surfaces is 
minimal. As most DPI formulations consist of micronized drug blended with larger carrier 
particles, the electrostatic interactions between drug and carrier have been recognized as a major 
determinant of DPI performance. Telko et al. 46 characterized the electrostatic behavior of DPI 
powders using ELPI and generated a triboelectric series that follows the order (from most 
negative to most positive charge): Budesonide < glucose < calcium phosphate < milled lactose < 
sieved lactose < albuterol. Consequently, such triboelectric series can be very useful to estimate 
the relative charging capacity of many materials and hence facilitate the choice of materials for 
storage and packaging of powders as well as for the components of dry powder inhaler (DPI) 
devices. 
 
4.2. Process and Formulation parameters 
Dense powder flows characterized by multiple particle-particle and particle wall contacts are 
often are encountered in powder handling operations such as pneumatic conveying, sieving, 
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mixing and milling. Hence, in addition to aforementioned surface properties, the extent of the 
charging also depends on various process and formulation parameters. To understand the 
electrostatic behavior of powders during these handling stages, Engers et al. 70  employed a low-
shear stainless steel blender and measured the charge by dispensing the powder directly into a 
Faraday pail. The surface charge density for all powder compounds was determined after 40 
blender rotation. Different grades of MCC were observed to charge to a different extent and this 
behavior was attributed to the microstructure of these porous particles, which are commonly 
manufactured by spray-drying with differences in amorphous–crystalline content.  Parameters 
such as hold time after processing and composition of the formulation were found to be the most 
effective means of dissipating charge, whereas the use of grounding straps were less effective. 
Colloidal silicon dioxide was found to be the most effective excipient in reducing the surface 
charge density in comparison to other excipients such as lactose monohydrate.  
The charging kinetics of particles in mixers has been examined by Zhu et al 71.  Various 
operating conditions, particle characteristics, mixer type, had an impact on the triboelectrification 
of adipic acid, microcrystalline cellulose, and glycine. The accumulated charge on the powders 
was found to increase as the blender speed was increased from 34 rpm to 72 rpm. Greater 
tribocharging with blender speed was believed to be due to an increase in particle-wall contacts 
as well as a decrease in charge relaxation since the interval between successive collisions 
decreases with increase in blender speed. Tribocharging was also found to be greater for sliding 
motion in a horizontal oscillating mixer than the impact motion in a turbula mixer. The increase 
in tribocharging in horizontal oscillating mixer was recognized to be due to an increase in 
apparent contact area owing to sliding motion. For all powders, it was observed that the charge 
increased monotonically with mixing time until reaching saturation. The charging profiles for 
fine adipic acid particles were found to be different from those of coarse adipic acid and was 
recognized to be due to adhesion of particles onto the mixer wall that can alter the particle–wall 
contacts and slower the charging kinetics.  
As particle charging due to multiple contacts is difficult to analyze, Watanabe et al. 
explored charging due to a single impact for aspirin, ethyl cellulose and lactose monohydrate 37. 
These powders were impacted against a stainless steel target at velocities ranging from 0-30 m/s. 
For all powders, the impact charge increased linearly with impact velocity. The equilibrium 
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charge on softer materials such as aspirin and ethyl cellulose was found to be higher due to 
greater contact areas upon impact. The equilibrium charge was also found to be linearly related 
to the contact potential difference of the sample powders.  
Statistical DOE studies have been carried out by Karner et al. 72-73 to investigate the 
influence and interactions of particle size, container size and concentration of fines. Detailed 
studies of a range of particle sizes, suggested that the magnitude of the charge increases 
continuously with decrease in particle size.  Rowley et al. also observed a similar result (Table 
3). Tribocharging was also found to increase upon addition of fines (<40 μm) to coarse particles 
(100 μm–125 μm). This strong increase in the net charge was believed to be due to the adhesion 
of fine particles to coarse particles that eventually lead to an enhancement of the surface 
roughness of the coarse particles. Interaction effects were observed for particle size and container 
size. Additional studies also demonstrated the effect of aerosolization on triboelectrification of 
powders. The strongest effect was observed upon increasing the air flow rate through the inhaler 
from 60 l/min to 90 l/min.  This behavior was attributed to the higher impact and shear velocity 
of particle–particle and particle–wall contacts generated at higher air flow rates.  
4.3. Relative Humidity 
Since moisture has a strong effect on the electrical conductivity of the surface of particles, 
relative humidity plays an important role in tribocharging of powders. As such in many cases, 
particle charging has been found to decrease with increasing ambient relative humidity (RH) 64, 
74-75.  It has been suggested that moisture can reduce the surface contact, change the conductivity 
or other bulk properties of the particles, and hence facilitate charge neutralization. In a similar 
manner, the volume resistivity and charge decay half-life of pharmaceutical powder compacts 
were also found to decrease with increasing humidity 76. 
Relative humidity and electrostatic charge can also influence the fine particle fraction and the 
emitted dose of a DPI. Kwok and Chan 77 measured the electrostatic charge of an aerosol 
released from two commercial DPI devices viz. Pulmicort (Budesonide) and Bricanyl 
(terbutaline sulfate) at different RH-levels. Bricanyl followed the expected trend and the absolute 
specific charges decreased with increasing RH up to 90%. In case of Pulmicort a similar decrease 
in charge was observed up to 65%.  However, the absolute specific charges then increased at RH 
greater than 65%. The authors suggested that this increase in charging was due to greater 
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cohesive forces between agglomerates. Thus, at higher RH only those particles that can be 
successfully dislodged from the agglomerate became dispersed and are suspected to be carrying 
more charges. As terbutaline sulfate is more hygroscopic and electrically more conductive than 
Budesonide, such a behavior was not observed from Bricanyl inhalers. 
 
5. Numerical Simulations 
The aforementioned factors affect tribocharging, as they can influence the contact area, pressure, 
duration and contacting frequency between surfaces, which are difficult to quantify 
experimentally 60. Secondly, when a large number of particles are present, the charge on the 
nearby particles can affect the motion of particles. For instance, if all the particles have the same 
charge then the particles tend to repel each other and deposit on nearby surfaces. This is known 
as the space charge effect 78. These forces cannot be evaluated without accounting for the 
position of all charged particles.  With respect to numerical methods, discrete element method 
(DEM) serves as a powerful tool that can predict particle trajectories from Newton’s law of 
motion. It continuously calculates inter-particle and particle-boundary forces and can hence 
simulate the collisional nature of powder flow. These approaches are more flexible than Monte 
Carlo simulations as they permit a direct relation between material properties and model 
parameters 79.  For example, Watano et al. 80 employed a three-dimensional discrete element 
method (DEM) to study electrification during pneumatic conveying of powders. The effect of 
particle load and fluidization velocity on triboelectrification was evaluated using a simple charge 
transfer model. This model (Eq. 2) assumed the electrification of particles to be proportional to 
the vertical collision velocity. 
                                                           Δq = σ *S(v)   
 
Thus the charge on the particle for a single collision, has been calculated from the contact area 
S(v), and the charge density, σ. The contact area was calculated using Hertz theory and extension 
by Masui and Murata 81 for plastic deformation was employed. The charging model also 
assumed the contact surface to get a constant charge density σ, which was derived from 
experiments. No electrostatic forces were incorporated into the DEM model. In these 
simulations, as the charge transfer occurs mainly by particle collisions against the pipe wall, the 
specific charge was found to decrease with the initial load. Increase in fluidization velocity 
   (2) 
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increased the specific charge up to a maximum value and then followed a decrease due to the 
turbulent airflow. Although, the experimental results were well explained by these numerical 
calculations, the predicted charges were a factor of three to five times higher. Matsuyama et. al 82 
employed a similar to Watano et al. for charge transfer in vibrating cylindrical container. They 
observed that the resemblance between simulations and experiments improved when coulombic 
forces were incorporated into the DEM model. A comprehensive model on tribocharging 
incorporating both charge transfer and the effect of electrostatic forces has also been employed 
by Hogue et al 83-84.  The DEM model simulates charge transfer during flow of glass spheres 
along an inclined chute of different materials viz. were aluminum, polyvinyl chloride (PVC), low 
density polyethylene (LDPE), nylon, and polytetrafluoroethylene (PTFE). The charging of the 
particles in the simulations was modeled using a time dependent semi empirical relation (Eq.3) 
with a charging rate constant α, the saturation charge of the particle qsat   and the initial charge on 
the particle qin.  
 
𝑑𝑞
𝑑𝑡
  =  𝛼(𝑞𝑠𝑎𝑡 − 𝑞𝑖𝑛) 
 
The simulations performed without any electrostatic forces produced the smallest amount of 
separation across the incline while the unscreened electrostatic force (Coulomb’s forces) 
produced the greatest. For the screened electrostatic forces (Eq.4), q1 and q2  represent  the 
charges of two particles, r  is the distance between their centers, ε is the relative permittivity of 
medium, o is the permittivity of the free space (8.85×10-12 F/m) , 𝜏 is the screening factor, e is 
the charge of the electron(1.602×10-19 C),  is the relative permittivity of the medium, , T is the 
temperature in Kelvin, KB is the Boltzmann’s constant (1.38×10-23 JK-1), and ni is the number of 
particles with charge qi in the near vicinity. 
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Addition of a screened electrostatic force to DEM calculations illustrated a reasonable similarity 
for flow width between the experimental digital frames and the simulation snapshots. Moreover, 
the comparison between experimental and simulations results for the total charge/mass obtained 
for different chute inclinations was also found to be reasonable. However, in this simulation 
model, the effect of chute inclination was investigated by maintaining the charging efficiency 
constant for different chute materials. Consequently, this charging constant ensured that the 
particles would charge negatively whereas the inclined plane would charge positively upon 
contact. 
A charging process can also be described by a capacitor or condenser model where it is assumed 
that the accumulation of charge on the surface of the contacting particles is analogous to the 
build-up of charge on a capacitor. Thus, the surfaces in contact are viewed as two parallel plates 
which are charged by a potential difference V. This potential is caused by the difference in work 
function of the dissimilar surfaces 85. Tanoue et al. 86 employed a condenser model within the 
DEM–CFD framework to simulate powder tribocharging in a gas–solid two-phase flow. 
Although there was a good agreement between particle diameter and acquired charge, it was 
found that the effects of air velocity and pipe diameter on the impact charge are qualitatively 
different from those of the experimental results. A lack of electrostatic forces in the numerical 
model could explain these discrepancies since the influence of space charges was found to 
increase at a denser flow. As these were not included in the model, it may explain some of the 
incorrect trends. Another probable reason for this discrepancy is that the DEM model considered 
charge transfer as long as the particle was in contact with the wall. This can also result in 
overcharging of the system owing to the explicit nature of DEM model.  
Pie et. al 87 employed a 2D DEM model to analyze the charge transfer during pneumatic flow. To 
compute the charge transfer in a collision, a condenser model (Eq.5) was introduced, where  
 
∆𝑞 = 𝑘𝑆∆𝑉 
 
∇𝑉 =  𝑉𝑖 − 𝑉𝑗 − 𝑉
′ 
 
ΔV is the total potential difference for a collision, S is the contact area, k is the charging constant 
during contact electrification and is of the order of 10-4 C · m−2 · V−1. The total potential (Eq.6) 
(6) 
(5) 
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difference was determined by the work function potentials (Vi, Vj) of the materials and the 
induced potentials generated (V’) during collisions. Additionally, charge transfer was considered 
only for the maximum contact area for a given collision which was determined by comparing the 
value of the contact area at each time step during the collision. No electrostatic forces were 
incorporated in the DEM model. This simulation model was employed to investigate the effect of 
particle size and air fluidization on contact electrification. It was demonstrated that, in successive 
impacts, the charge on the particle increased and eventually reached equilibrium. The 
charge/mass ratio was also found to increase with decrease in particle size. Moreover, the 
transferred charge decreased as the accumulated charge on the particle increased.  It was also 
observed that during the initial stage of the fluidization, regions near the walls of a pipe have 
higher charge densities than particles in the center of the bed, due to frequent particle-wall 
collisions. Additionally, higher superficial gas velocity resulted in a faster charge accumulation 
due to increased collision frequency and impact velocity. Laurentie et al. 88 also employed a 
similar 2D condenser model for electrostatic separation of polymer particles in a vertically-
vibrated bed. The charge exchange between colliding particles as well as the Coulomb force 
acting on particles was computed from the electric field based on superposition principle. The 
total electric field was obtained from the vector addition of the electric field due to charged 
particles and the external electric field generated from a high-voltage supply to facilitate 
separation of granular plastics. The numerical results were found to fit very well to the 
experimental data following fine tuning of the work function of the polymers employed in the 
experimental set up. Although, numerical modeling for tribocharging is limited, the findings 
presented from these models are relevant to industrial processes as they provide insight on 
parameters that affect charge transfer at particle level.  
 
6. Conclusions 
Triboelectrification of powders is a multifaceted process that has been recognized to play a 
substantial role in powder processing. As such, conflicting observations have been reported and 
consistency between labs has often been lacking. Evidently, cleanliness and environmental 
conditions play an important role and should be carefully controlled. Another challenge for these 
experimental studies of triboelectric charging is to obtain data that can be linked to theoretical 
predictions. As such the inherent complexity of the process necessitates the application of new 
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analytical tools. Sensitive surface analyses could provide a powerful approach to recognize the 
charge transfer carriers as well identify the most relevant factors involved in tribocharging. 
Additionally, the development of dynamic measurement techniques to monitor charge 
accumulation during manufacture of powder formulations can elucidate the effect of different 
operational factors involved in tribocharging. Although such analysis is scarce, some general 
trends have been observed from bulk measurements and are summarized in the form of 
triboelectric series. Some attempts have also been made to model the charging of an ensemble of 
particles in different configurations. In most cases, charge transfer is modeled as simple 
capacitor or condenser.   Numerical methods such as DEM have been employed to quantify 
tribocharging during powder flow as they can capture the collisional nature of tribocharging viz. 
mechanical factors that are difficult to measure experimentally.  Further research should focus on 
the improvement of the charge exchange model by taking into account the effect of the ambient 
relative humidity. In closing, the information assembled from such experimental and 
computational approaches could potentially improve the understanding of triboelectrification; 
thereby improving theoretical predictions. 
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Nomenclature 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Φ 
Vc 
V’ 
Co 
εo 
  
s 
k 
e 
q 
T 
KB 
Fsc 
 
τ 
 
r 
 
σ 
Work Function 
Contact potential difference 
Induced potential 
Capacitance 
permittivity of the free space 
the relative permittivity of the medium 
Contact area 
Charging constant 
Charge of an electron 
Charge of particle 
Temperature 
Boltzmann Constant 
Screened Coulombic forces 
Screening factor 
Distance  
Charge density 
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CPD 
DPI 
DOE 
HOMO 
LUMO 
ELPI 
ESPART 
MCC 
PES 
 
XPS 
Contact potential difference 
Dry powder inhaler 
Design of experiments 
Highest occupied Molecular orbital 
Lowest occupied Molecular orbital 
electrical low pressure impactor 
electrical-single particle aerodynamic relaxation time 
Microcrystalline cellulose 
Photoelectron Spectroscopy 
X-ray Photoelectron Spectroscopy 
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Material Work Function (eV) Dielectric Constant (K) 
PFTE 5.75 2.1 
Polyvinly chloride 
(PVC) 
5.13 3.4 
Polysulfone 4.95 3.0 
Polystyrene 4.90 2.6 
Polyethylene 4.80 2.4 
Polycarbonate 4.68 3.17 
Polymethylmethacrylate 
(PMMA) 
4.54 4.2 
Polyvinly acetate 4.38 5.5 
Nylon 4.3 6.3 
Polyethylene oxide 3.98 7.6 
 
 
 
 
 
 
Table 1: Triboelectric series for polymers 
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Table 2: Effect of contact surface on tribocharging  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
% 
(RH) 
Process Triboelectric series  
20 
Cyclone charger 
64
 
Stainless steel <Acetal <Lactose <PP < PVC 
5-25 
Bin Blender 
70
 
Pseudoephedrine HCl< Stainless steel<Dicalcium phosphate 
dihydrate<MCC<Lactose monohydrate<acetaminophen  
30-35 
Hopper-Chute 
41
 
Aluminum < glass < lactose < PVC  
25-30 
Turbula mixer 
71
 
MCC<Glycine<Stainless Steel<Adipic acid 
5-15 Vibratory Shaker Lactose monohydrate< Hydroxy Propyl cellulose<PFTE 
50-60 
Impact 
37
 
Ethyl cellulose<stainless steel<Sucrose<Aspirin<PFTE 
37 
 
 
 
Factors Effect 
Mixing speed 
70-72
 Equilibrium charge independent of blender speed. 
Contact time 
37,71-73
 Charge increases exponentially with time and then plateaus. 
Relative humidity 
64-66,74-77
 
Powders: 
  Decreases with increase in RH for all bulk powders. 
  
 Significant for hygroscopic powders 
  
 Aerosols:   
 the charge behavior depends on FPF 
 may increase or decrease 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 3: Effect of process parameters on tribocharging 
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Particle size (µm) Charge (nC/g) 
335-500 10 
250-355 28 
125-150 50 
90-125 65 
Table 4: Effect of particle size on tribocharging 
60
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Figure1. Equivalent electric circuit of the Kelvin–Zisman method 
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                    Figure 2. Schematic diagram of the ELPI 
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Figure 3. Electrical-single particle aerodynamic relaxation time (E-SPART) analyzer 
20
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Abstract 
Electrostatic charging via contact electrification or tribocharging refers to the process of charging 
of two solid surfaces when they are brought into contact with each other and separated. Charging 
of continuous particulate flows on solid surfaces is poorly understood and has often been 
empirical. This study aims towards understanding the tribocharging of pharmaceutical excipients 
using a simplified geometry of unidirectional flow in a hopper-chute assembly.  Assuming 
electron transfer to be the dominant mechanism of electrification, a triboelectric series was 
generated using work functions estimated from quantum chemical calculations. A 3D-DEM 
model has been developed employing charge transfer and electrostatic forces. Using numerical 
simulations the charge accumulation for an assemblage of particles during flow was determined 
under different conditions. To theoretically analyze the process of charging, parametric studies 
affecting powder flow have been investigated.  A higher charge accumulation per mass was 
observed at larger friction coefficients and lower restitution coefficients. The results obtained 
from the simulation model reinforce the collisional nature of triboelectrification. The simulation 
results revealed similar trends to experimental data.  However, to enable a priori prediction the 
model needs to be tested for additional materials or extended to other process operations. 
Keywords: work function, DEM, friction, electrostatic forces. 
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1. Introduction 
When two materials are touched or rubbed together, electrical charges can be transferred from 
one material to another. This charging process is described as triboelectrification or tribo-
charging since sliding/frictional contacts are invariably involved. Such contact electrification or 
tribocharging which has been known for many years now, is often significant in industrial 
processes (Bailey, 1993). It is ubiquitous in dry particulate systems and can influence the 
mechanical behavior of particles resulting in adhesion to vessels or pipes (Jones et al., 1991). 
Although tribocharging is considered beneficial in some particulate processing operations such 
as xerography or electrostatic powder coating, (Bailey, 1998, Castle, 2001) the food, defense and 
the pharmaceutical industries often strive to minimize triboelectrification (Adhiwidjaja et al., 
2000) that can cause process problems such as jamming, segregation during powder flow. 
The triboelectric charging of metals has been well established and it is known to arise from the 
difference in work function of two surfaces. The absolute value of chemical potential i.e. the 
work function of a surface can be described as the minimum energy required to remove the 
weakest bound electrons away from the surface. Thus, electrons are transferred between two 
metal surfaces till thermodynamic equilibrium has been attained. In case of metals, however 
triboelectrification is usually imperceptible since the charge transferred moves away from the 
contact point due to their high conductivity (Inculet, 1980). There have been different 
mechanisms proposed for charge transfer involving insulators. With respect to tribocharging of 
insulators, the charge transfer carriers are thought to be either electrons or ions. Electron 
exchange has been suggested for insulator tribocharging based on experimental evidence. 
(Davies, 1970; Fabish et al., 1976; Lowell et al., 1986, Bailey, 2001). Recently, electrochemistry 
has been employed to provide evidence for an electron transfer mechanism for insulators. In 
these studies, the surface charges developed after tribocharging of insulators were employed for 
different chemical redox reactions and chemiluminescence, reactions which can be induced only 
by electrons (Lui et al., 2008, 2009). For ionic polymers, evidence suggests that the sign of the 
charge exchanged has been found to be consistent with transfer of the mobile ion. It is believed 
that these mobile ions are available for charge exchange at insulator surfaces in a similar manner 
as the electrons are deemed to be available in metal-metal charging (Diaz et al., 1993). Non-ionic 
polymers also exhibit substantial tribocharging and in this case ion transfer mechanism may not 
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hold true as they lack mobile ions. Although some theories have suggested the preferential 
adsorption of hydroxide ions from the atmosphere on the polymer surfaces, it is still unknown 
why some polymers have greater affinity for hydroxide than others (McCarthy et al., 2008). 
Moreover, it has been demonstrated that charging can occur between nonionic polymers even in 
the total absence of water (Baytekin et al., 2011). Thus, tribocharging can be considered as a 
combination of these aforementioned processes and particularly for non-electrolytes, electrons 
can be considered as the important charge transfer carriers (Karner et al., 2011). 
Pharmaceutical powders are usually insulators with a relatively small particle size and low bulk 
density, thus providing ideal conditions for tribo-electric charging (Huber & Wirth, 2003). A net 
charge on a powder is often generated in processes such as transport, sieving, mixing and milling 
due to inter-particle and particle-wall collisions with different surfaces. A majority of research to 
quantify tribocharging has been made using Faraday cages, or Faraday cups. A Faraday cup 
consists of a receiving surface contained within a cup enclosure that shields the material inside 
from the effect of any external electric fields. The Faraday cup is quite versatile and can be used 
in different ways for charge measurements. The most common technique is to pour the powder 
or directly convey it into the Faraday cup following tribocharging (Byron et al., 1997). The latter 
technique has been most commonly used by different investigators to describe tribocharging. 
Murtoma et al., (2000), performed a simple study of sliding lactose and glucose powders across 
an inclined plane of glass and measured the total charge. He suggested that in frictional contact 
these powders develop positive charges against glass. Tribocharging of lactose was found to 
higher than glucose and was believed to be due to lower resistivity of lactose than glucose. 
Rowley and Mackin (2003) studied tribocharging in a cyclone charger with removable walls 
materials using a Faraday cup. They generated a triboelectric series inclusive of α-lactose 
monohydrate and dextrose monohydrate that charged negatively against steel and positively 
against PVC and polypropylene. Sodium starch glycolate was found to charge negatively against 
all surfaces. They extended their experiments to study the effects of relative humidity on charge 
accumulation. These factors were also investigated by Elajnaf et al. (2006) and Zhu et al. (2007) 
who demonstrated that the magnitude of the net charge decreases with increase in relative 
humidity. A critical challenge for such experimental studies of triboelectric charging is to obtain 
data that can be linked to theoretical predictions. Ireland (2010) developed a simple 2D capacitor 
model for charge accumulation using silica particles to relate the triboelectrification of a flowing 
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powder to the mechanical characteristics of the flow. Rather than considering the actual contact 
mechanics or individual events viz. collisions, the study attempted to relate tribocharging to 
general average characteristics such as average time. Thus, the present lack of a quantitative 
understanding of charging during such interaction purports the need of developing more 
fundamental approaches to quantify tribocharging and support experimental evidence. 
These inadequacies have propelled the development of numerical methods to model 
tribocharging for an ensemble of particles. Such approaches have been adopted by Klinzing et al. 
(1986), Abel et al. (2002) and Bottner et al. (2002) for pneumatic conveying, segregation and 
powder coating using continuum approaches. One of the drawbacks of these models is that they 
ignore the discrete nature of powders and do not account for any electrostatic forces. Watano et 
al. (2003) has used a 2D discrete element model to analyze particle flow during pneumatic 
conveying. The model is restricted as it uses a limited number of particles and assumes that 
electrification of particle is proportional to the collision velocity. Their charging model also 
assumed a constant charge density which was derived experimentally. Hogue et al. (2009) has 
used 3D DEM to analyze the electrification of polymeric particles moving down an inclined 
plane. However this method employs a time-dependent semi-empirical approach to quantify 
electrification and hence, a priori prediction may not be possible. Taking into account the 
complexity of powder tribocharging in industrial operations, this paper intends to gain insight by 
rendering the geometry of interaction as simple as possible i.e. a unidirectional flow on flat 
surface. Based on the condenser model of Matsusaka et al. (2000) a 3D DEM model 
incorporating electrostatic forces has been developed. The ability of simulations to account for 
mechanical factors affecting tribocharging viz. COF (coefficient of friction) and COR 
(coefficient of restitution) has been exploited. Moreover, the estimation of work function of all 
materials by in silico computations has been attempted. The multi-scale model has been verified 
with experimental runs similar to pharmaceutical processing. 
2. Materials and Methods 
2.1. Materials 
Materials used in this study were two commonly used pharmaceutical excipients, sucrose non-
pareil from Paular Incorporation and microcrystalline cellulose (MCC) non-pareil from Cellets. 
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The excipients were sieved using B.S. test sieves, to produce a narrow particle size fraction for 
use in triboelectrification experiments. The experimental set up used in this study is a hopper-
chute assembly (Fig. 1) with two contact surfaces viz. Aluminium and polyvinylchloride (PVC)  
2.2. Material Characterization 
Tribocharging is known to be sensitive to the surface properties and any changes in surface state 
due to atmospheric contamination can significantly affect the charge transfer process. In this 
study an attempt was made to characterize the material by measuring some of these properties. 
The particle size (Table 1) of both the materials was determined by Malvern Mastersizer (2000E) 
using the Scirocco unit for dry measurements. Moisture sorption isotherms obtained by dynamic 
vapor sorption (DVS) analysis is one of the simplest means to study the interaction of water 
molecules with powder materials.  In a typical DVS experiment ,the relative humidity (%RH) is 
stepped from a low initial level (either ambient or 0 %RH) to a high level (90-95 %RH), then 
back down to a low level, and finally increased again to a higher level. The above study was 
carried out by placing ca. 15 mg of each test sample on the sample pan of DVS. Then each test 
sample was allowed to equilibrate at increasing R.H for 600 min, and the change in weight at 
each R.H was calculated. The temperature was kept constant at 25℃ throughout the run. 
2.3. Work function estimation 
The tendency of an insulator getting charged positively or negatively in contact with another 
insulator or metal can be evaluated using a triboelectric series (Matsusaka & Masuda, 2003). The 
materials higher up in this series generally have a lower work function than those located below 
and thus tend to release electrons and accumulate positive charge. There are a few experimental 
techniques such as photoelectron emission spectroscopy (PES) and Kevin Zisman method that 
can be used to actually measure work function. While PES allows the measurement of the 
absolute work function, Kevin Zisman method only gives the contact potential difference (CPD) 
between the actual probe and the sample surface.  Additionally, PES can be combined with 
scanning electron microscopy (SEM) to obtain high spatial resolution maps of work function. 
Besides these limited experimental approaches, computational tools are also available to 
determine the work function of surfaces. For instance, Yanagida et al (1993) have determined the 
electronic states of polymers by computational molecular orbital calculations and found these 
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values to be almost proportional to the threshold energy of photoemission that corresponds to the 
work function of polymers. Similarly, Gibson et al. (1984) has shown the triboelectric charging 
efficiency to be dependent on functional groups on the polymer backbone. Although the 
quantitative analysis is still limited, the molecular orbital calculations suggest a strong 
relationship between work function and chemical structure in order to understand the charge 
transfer between surfaces. Accordingly, in this study, the estimation of work functions of all 
materials (Eq. 1), based on quantum chemical calculations were attempted. Semi-empirical 
quantum calculations (Trigwell et al., 2003; Sarkar et al. 2012) were performed using MOPAC 
2012, a restricted Hartree Fock (RHF) PM7 methodology to determine the band gap (Eg) and 
ionization potential (χ) 
Φ = χ – 0.5Eg                                          (1) 
2.4. Experimental Section 
The pharmaceutical materials along with the hopper-chute assembly (Fig.1) were equilibrated at 
20% RH for 24-36 hours inside a humidity controlled glove box. The materials were spread in 
thin layers onto wax paper to condition them at 20% RH. At the beginning of each experiment 
the initial charge on the material was measured in a Faraday’s cup connected to a nano- 
Coulomb-meter (Monroe Electronics, NJ, Model 284). The particles were then loaded into the 
hopper and any residual charges on the material or hopper-chute assembly was neutralized using 
overhead anti-static ionizing bars (Meech International, Witney, Oxfordshire, UK). The material 
was then released through a dam in the base of the hopper to flow over the chute and then 
directly into the faraday cup. Following each experimental run, the hopper-chute assembly was 
thoroughly cleaned using isopropyl alcohol (Fischer Scientific, MA) and then deionized. All 
experiments were done in triplicate at ambient temperature (22 ± 2 ◦C) and humidity (20 ± 3% 
RH) within the glove box. 
3. Discrete Element Method 
In DEM, the trajectory of each particle inside the system can be calculated by considering all the 
forces acting on it. Once the forces have been calculated, new position and orientation can be 
obtained by integrating Newton’s second law of motion and the kinematic equations. This soft-
particle approach can be used to investigate long-lasting and multiple particle contacts 
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characteristic of pharmaceutical powders as it is not limited by the instantaneous contact time 
assumption of the hard-particle model (Cundall and Strack, 1979). The contact model used in 
this study is based on the work of Walton and Braun (1986). In this model each particle may 
interact with its neighbors or with the boundary only at the contact points through normal and 
tangential forces. The partially latching hysteretic spring model is used to calculate the normal 
forces based on extent of overlap between the particles and tangential forces are calculated using 
the incrementally slipping model based on loading and unloading history of the contact (Mindlin 
and Deresiewicz; Walton, 1993). Thus the total forces and torques acting on each of the particles 
is calculated as 
                                          Fi =   mig + FN + FT                                         (2)                                                                      
                                                   Ti = ri  FT                             (3) 
As in this study, triboelectrification during flow is also being considered, besides contact 
mechanical forces, the electrostatic forces between particles (Fep,i) and between particle and wall 
(Few,i)  need to be calculated to determine the trajectories of all particles. 
Modeling Electrostatic flow behavior of material 
In this study a condenser model introduced by Matsusaka et al. (2000) has been employed to 
compute the charge transfer during a collision. According to the condenser model, the total 
potential between two surfaces can be expressed as a difference in the contact potential 
difference and the induced potential difference. The contact potential difference depends upon 
the work function of the surfaces whereas the induced potential depends upon the charge of the 
approaching particles. The potential for a charge particle is given by (Eq.4) where q is the  
                                                         𝑉 =
𝑞
4𝜋∈0𝑟2
                                        (4) 
charge on the particle, ε0 is the permittivity of vacuum. (Pie et al., 2013). In the current DEM 
model, the electric field (Eq.5) of the charged particles is determined based on superposition 
principle since it also accounts for the presence of other charges in the system (Laurentie J.C. et 
al. (2013). 
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In Eq. (5), M is the total number neighbors of particle i, li,k is the position vector between particle 
i and its neighbor k. Thus the charge accumulated (Eq.6) on the particle is then given by 
 
                                                 
After each collision, the charge on materials i and j will become qi − Δq and qj + Δq, 
respectively. In Eq. 5, s represents the contact area, ϕ is the work function, e is the electron 
charge, Eii is the electric field of the incoming particle, dij is the position vector between particle 
and wall. The cutoff distance for charge transfer (z) considered in this study is 250 nm (Lowell 
and Roseinnes, 1980). The implementation of the Discrete Element Method requires generally a 
very small time step to predict the trajectories of particles. As a result, the contact between two 
particles may occur over numerous time steps and could result in excess charging. Hence for a 
given collision, charge transfer is considered to occur only for maximum force between particles 
(Matsusaka et al., 2000; Watanabe et al., 2007). As the charge decay times can be longer at 
relative humidities less than 30%, the effect of charge relaxation has not been considered in this 
model (Chubb, 2002). 
When a large number of charged particles are involved in a system, the charge on nearby 
particles can affect the motion of a particle.  This is referred to as the 'space charge" effect. The 
force of Coulombic repulsion (Eq.7) of two neighboring particles with charges ql and q2, is given 
by, 
                                                𝐹 =
𝑞1𝑞2
4𝜋∈0𝑟2
 
r is the distance between the particles and ε0 = 8.85 x 10-12 C 2 N-1 m-2. The actual force on a 
particle will be the sum of all the Coulombic forces of its neighboring particles. Thus, we cannot 
evaluate this force exactly without knowing the position of all particles. As the electrostatic force 
is approximately four times higher for its nearest neighbor, the force can be evaluated only for its 
  𝐸𝑖 = ∑
𝑞𝑘
4𝜋𝜀0 𝑙𝑖,𝑘
     3
𝑀
𝑘=1
𝑙𝑖,𝑘
→  
𝑞𝑛𝑒𝑤 = 𝑞𝑖𝑛𝑖𝑡𝑖𝑎𝑙 +  
𝑠𝜀0   
𝑧𝑒
 [𝜑𝑖 − 𝜑𝑗 − (𝐸𝑖𝑖 .
𝑑𝑖𝑗
||𝑑𝑖𝑗||
)𝑧𝑒]       (6) 
(7) 
(5) 
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nearest neighbors (Finlay, 2001). Considering this electrostatic interaction between charged 
particles, a screened Coulomb force (Fep,i) has been computed (Eq.8, Eq. 9)  (Hogue et al., 2008).  
          𝐹𝑒𝑝,𝑖 =
𝑞1𝑞2
4𝜋𝜀𝑜
(
𝜏
𝑟
+
1
𝑟2
) 𝑒−𝜏𝑟                            𝜏 = 𝑞𝑒√(
1
𝐾𝐵𝑇𝜀𝜖0
∑ 𝑛𝑖𝑞𝑖
2
𝑖 ) 
In this equation qe is the charge of the electron (1.602×10
-19 C),  is the relative permittivity of 
the medium, o is the permittivity of the free space, T is the temperature in Kelvin, KB is the 
Boltzmann’s constant (1.38×10-23 JK-1), and ni is the number of particles with charge qi in the 
near vicinity. To account for the electrostatic interaction between wall and particles, the 
boundary has been discretized into rectangular grids. The electrostatic force on a charged 
particle, i located near a wall may then be calculated as Few,i = E.qi, where E represents the 
electric field due to continuous charge distribution on the chute wall (Lim EWC et al., 2012)  
4. Results and Discussion 
4.1. Estimation of Work function 
In silico computations were performed using MOPAC 2013 (Trigwell et al., 2000) that solves for 
Schrödinger’s equation of multiple electron system for molecular structures.  AVOGADRO, an 
advanced molecule editor and visualizer used in computational chemistry, bioinformatics, 
materials science, and related areas was used for importing the molecular structures. From the 
semi-empirical calculations (Table 2) the triboelectric series appears to be in the order 
Aluminium, sucrose, MCC and PVC.  
4.2. Effect of loading mass 
The first part of the study was to develop a method to study tribocharging for the experimental 
assembly under investigation. This also encompasses the task of assessing the sensitivity and the 
reproducibility of nano-coulomb meter using simple faraday pail method. The study was 
conducted using MCC and sucrose spheres against Aluminium chute for which the total charge 
was determined at the end of each run. For both the materials, the magnitude of charge obtained 
increased with increase in the sample load (Fig 2a & Fig 2b), illustrating the collisional nature of 
tribocharging. Loading mass greater than 20g, seem to display the least statistical variability for 
(8) (9) 
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both the cases. Higher mass loadings i.e. greater than 120 g were not possible as the detection 
limit of the nano-coulomb meter was 200 nC.  
4.3. Effect of chute Inclination 
The mechanical nature of the interaction between a particle and a solid surface can strongly 
influence the exchange of charge. Consequently, the time the particle might spend in actual 
contact with the surface becomes an important determinant for charge transfer.  The contact time 
could depend on whether the particle just bounces on the surface as opposed to roll or slide. A 
rolling particle can progressively makes its entire area available for contact and may charge more 
than sliding contacts. However, a temperature rise caused through sliding contacts may also 
enhance charge transfer. Hence the effects of rolling and sliding contacts on triboelectrification 
are difficult to comprehend (Ireland, 2010). To investigate the effect of contact time, the particles 
were fed from the hopper onto a flat tilted chute at different angles (30º, 40º and 50º). The charge 
acquisition data was represented as the total charge to mass ratio at the end of each run. The 
charge accumulated (Fig. 3a & Fig 3b) at 30º was found to be higher (p<0.05) than cases with 
40º and 50º inclination of chute. The extent of charge accumulation is governed by the normal 
force acting on particles and the overall particle-wall collisions. A greater normal contact force 
can be predicted intuitively with decrease in chute angle, which would allow superior charge 
transfer between the contacting surfaces. Thus, the accumulated charge was found to decrease at 
steeper chute angles. 
4.4. Effect of Humidity 
It is well-known relative humidity plays a role in the discharge of insulators. Since moisture has 
a strong effect on the electrical conductivity of the surface of particles, relative humidity is an 
important influencing parameter of charging processes of powder.  The dielectric constant of air 
also increases with RH, but the effect is negligible. Under ambient temperature (22ºC) and 
pressure (1 atm), the dielectric constant of air only increases by 0.017% if the RH increases from 
15 to 90%.  Hence interaction of moisture with the contacting surfaces is thought to be a major 
factor as it changes the particle surface conductivity (Koga, 1940; Rowley et al., 2003). The 
effect of relative humidity on electrification was studied at 20%RH, 40%RH and 60%RH as 
depicted by the experimental method in section 2.2. For both MCC (Fig. 4a) and sucrose (Fig. 
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4b), there was decrease in charge accumulated upon increasing RH. However, the decrease in 
tribocharging of sucrose was found to be much smaller as compared to MCC (p<0.05). If 
dynamic vapor sorption is considered (Table 2) then the moisture sorption for MCC was found to 
be higher than sucrose. Thus, the enhanced charge dissipation rates are perhaps due to the 
facilitated movement of charges through the moisture layer on particle surfaces, which can 
contribute to greater charge mitigation for MCC as compared to sucrose.  
 
5. Discrete Element Modeling 
The collisional nature of tribocharging was further investigated by a 3D-DEM electrostatic 
model as it incorporates the effects of contact area, time and frequency which are difficult to 
quantify experimentally. Initially 30,000 spherical inelastic, frictional particles were deposited in 
the non-discharging hopper of same dimension to that of the experiment. No tribocharging was 
considered during deposition of particles in hopper. Following deposition, charge transfer and 
electrostatic forces described in section 3 were incorporated into the DEM model and the 
particles were then discharged.  
5.1. Effect of Chute Angle 
To determine the effect of contact time or contact mode, simulations were run at different 
hopper-chute inclinations viz. 30º, 40º, and 50 º. The DEM simulation parameters used in this 
study are depicted in Table. 4. The DEM snapshots (Fig. 5a-5c) illustrate the particle dynamics 
of flow and tribocharging along the chute at a given time. In these simulations the particles have 
been color coded for charge. The uncharged particles are represented by a cold blue color. As 
particles flow along the chute charge transfer occurs. Depending on the scope of particle-wall 
collisions particles are charged to different extents viz. -5e-14 C to 4e-14 C (light blue), -7e-14 C 
to -4e-13 C (light green to yellow), -1e-12 to -5e-12 (orange to red). Similar to experiments, the 
charge/mass values (Fig. 6) were calculated after all particles were discharged from the chute 
into Faraday cup. Besides a decrease in the charge at higher chute inclinations, DEM simulations 
also show some avalanching or bouncing of particles at steeper chute angles. To elucidate this 
effect further, the coefficient of restitution was varied viz. 0.9 to 0.4. As observed in Fig. 7a there 
is considerable bouncing of particles at COR of 0.9 as compared to a COR of 0.4 (Fig. 7b). Also, 
the accumulated charge per unit mass (Fig.8a) was found to increase upon decreasing COR. This 
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behavior is further corroborated by the increase in chute collisions (Fig. 8b) following a decrease 
in COR. Thus, despite an expected greater instantaneous normal force for bouncing contacts, 
simulations suggest these contacts do not contribute much, to overall charging. Consequently, 
continuous contacts transfer more charges as compared to bouncing contacts. 
5.2. Effect of Chute-Particle friction coefficient            
To determine the effect of coefficient of friction, the simulations were run using static different 
friction coefficients viz. 0.1, 0.4 and 0.7. It can be concluded from the simulation snapshots at a 
given time instant (Fig.9a-9b) and from the charge/mass values at different friction coefficients 
(Fig 10), there is an increase in charge accumulation.  A simplified approach was employed to 
understand the effect of COF on contact mode i.e. to identify between sliding and non-sliding 
contacts such as rolling. To determine sliding contacts, the coulomb’s friction criterion was 
applied. It was observed that the fraction of the sliding contacts decreased from 0.82 to 0.36 
upon increasing coefficient of friction. In comparison to irregular particles, the difference in the 
apparent contact area for rolling and sliding contacts is not considerable for spherical particles 
(Ireland, 2010). Moreover in the simulation model, charge distribution is considered to be 
uniform on the surface. Consequently, the increase in tribocharging cannot be attributed to 
difference in rolling/non-sliding and sliding contacts in this case. Thus, the increase in 
tribocharging in this case irrespective of type of contact is due to the greater contact time with 
the chute. 
            In this study, the chute-wall has been discretized into 5 X 20 rectangular grids to account 
for charge accumulation. If the charging of wall is considered, (Fig 11a & Fig.11b) there is 
distinct region where charge accumulation seems to be maximum. This is the region where all 
the particles impact the chute from the hopper and will have the strongest electric field. This 
region is likely to be the cause of adhesion of particles to surfaces. However, in case of hopper-
chute system, charging on the chute is for a short period (<4secs) and not quite high. Hence the 
extent of adhesion to chute wall was not practically significant. Moreover as the friction 
coefficient was increased, the collisions to the side walls also increased (Fig 11b). This might be 
due to increased space charge effect at higher friction values that results in relatively greater 
repulsion between particles. 
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5.3. Model Verification 
Experimental observations for charging of MCC and sucrose spheres against aluminum and PVC 
indicate that these materials charged in accordance to triboelectric series. To study these effects 
of contact surface on tribocharging, DEM simulations were performed against aluminum and 
PVC chute at 30º angle. The results (Fig 12) were found to correlate well for both the excipients, 
although some differences were observed against PVC surface. These differences cannot be 
explained based on the collisional nature of tribocharging alone and are still under investigation. 
It is suspected that this effect might be due to dangling bonds or surface defects that provide 
electron trapping sites resulting in faster tribocharging. In order to develop a more robust model, 
more materials need to be considered along with different process operations. 
6. Conclusion 
For complex processes such as tribocharging, numerical methods such as DEM can serve as a 
powerful tool to explore the dynamic charging behavior of particles during powder processing. 
Hence in this study, 3D –DEM model for charge transfer and electrostatics was developed. 
Additionally, contact mechanical aspects of tribocharging were investigated with this model. To 
verify the model, a simplified geometry viz. chute assembly with a Faraday cup was employed in 
the experiments to quantify tribocharging for pharmaceutical excipients. Assuming electron 
transfer to be the dominant mechanism of electrification, a triboelectric series was generated 
using work function estimated from quantum chemical calculations. Different interacting 
surfaces viz. Aluminium and PVC produced charges of opposite polarity in accordance to the 
triboelectric series. The DEM model captured the effect of chute inclination on tribocharging 
with a decrease in charge per unit mass at steeper chute inclines. Moreover, the effect of 
bouncing and continuous contacts revealed that the latter are more effective in charge transfer. 
Although some discrepancies were observed between the simulation and experimental results; a 
combined experimental and multi-scale approach was found to be more useful in quantifying 
electrostatic charging. 
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Nomenclature 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Φ 
V 
z 
εo 
E 
Eg 
χ 
s 
e 
q 
T 
KB 
d 
 
FN 
 
FT 
 
Fep,i 
 
Few,i 
Work Function 
Electric potential 
Cut off distance for charge transfer 
permittivity of the free space 
Electric field 
Band gap 
Ionization potential 
Contact area 
Charge of an electron 
Charge of particle 
Temperature 
Boltzmann Constant 
Position vector 
Normal Force 
Tangential Force 
Electrostatic force between particles 
Electrostatic forces between particle and 
wall 
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Abbreviation 
 
COR 
COF 
MCC 
PES 
Coefficient of restitution 
Coefficient of friction 
Microcrystalline cellulose 
Photoelectron spectroscopy 
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Material d
50
 (µm) 
Sucrose spheres 1100 
MCC spheres 950 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 1: Particle size of pharmaceutical excipients   
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R.H (%) Sucrose (%w/w) MCC (%w/w) 
10 0.001 0.109 
20 0.008 0.216 
45 0.015 
0.72 
70 0.026 
1.507 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 2: Moisture sorption of pharmaceutical excipients determined by DVS 
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Material Work Function (eV) 
Aluminium 4.33 
Sucrose spheres 4.80 
MCC spheres 5.11 
PVC 5.33 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 3: Calculated work functions of materials used to study tribocharging 
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DEM Parameters Values 
Total number of particles  30,000 
Particle size 1000µm 
Chute angle 30,40,50 
Coefficient of restitution: Particle/particle 0.7 
Coefficient of restitution: Particle/wall 0.7 
Friction coefficient: particle/particle 0.2 
Work function: Surface 4.33eV 
Work function particle 5.11eV 
Friction coefficient: particle/wall 0.3 
Time step 5.0 * 10
-6
 
 
 
 
 
 
 
 
 
Table 4: DEM simulation parameters for MCC against Aluminum chute 
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Figure 1. Schematic of Hopper-Chute assembly 
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 Figure 2a: Effect of loading mass on 
tribocharging MCC against Aluminum and 
PVC chutes 
Figure 2b: Effect of loading mass on 
tribocharging Sucrose against Aluminum 
and PVC chutes 
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Figure 3a: Effect of chute angle on 
tribocharging of sucrose against Aluminum 
and PVC chutes 
Figure 3b: Effect of chute angle on 
tribocharging of MCC against Aluminum and 
PVC chutes 
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Figure 4a. : Effect of humidity on 
tribocharging MCC against PVC chutes 
Figure 4b. : Effect of humidity on 
tribocharging sucrose against PVC chutes 
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Figure 5: DEM snapshots of evolution of charge at different chute angle a) 30º b) 40º c) 50º  
a b c 
T=1.540000 secs 
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Figure 6: Effect of chute angle on triboelectrification of MCC non-pareils 
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Figure 7: DEM snapshots of evolution of charge at different COR a) 0.9   b) 0.4 
a b 
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Figure 8a: Charge/mass ratio at different 
particle-wall COR 
Figure 8b: Number of particle-wall 
collisions at different COR 
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Figure 9: DEM snapshots of evolution of charge at different friction coefficients a) 0.1 b) 0.4 c) 0.7  
a b 
c 
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Figure 10: Charge/mass at different particle-wall friction 
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Figure 11a) Charge distribution on chute wall   for 
particle wall friction 0.1 
  
  
  
   
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 
 
 
Figure 11b) Charge distribution on chute wall 
for particle wall friction 0.7 
  
(C) 
(C) 
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Figure 12: Experimental and DEM model comparison for MCC and sucrose  
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Abstract 
Pharmaceutical powders are very prone to electrostatic charging by colliding and sliding 
contacts. In pharmaceutical formulation processes, particle charging is often a nuisance and can 
cause problems in the manufacture of products, such as affecting powder flow, fill and dose 
uniformity. For a fundamental understanding of powder triboelectrification, it is essential to 
study charge transfer under well-defined conditions. Hence all experiments in the current study 
were conducted in a V-blender located inside a glove box with a controlled humidity of 20%. To 
understand tribocharging, different contact surfaces viz. aluminum, Teflon, PMMA, Nylon were 
employed along with two pharmaceutical excipients and two drug substances. The work function 
values were estimated using MOPAC, a semi-empirical molecular orbital package which has 
been previously employed for the solid state studies and molecular structure predictions. For a 
mechanistic understanding of tribocharging a Discrete Element Model (DEM) incorporating 
charge transfer and electrostatic forces was developed. An, effort was made to correlate 
tribocharging of pharmaceutical powders to properties such as cohesive energy density (CED) 
and surface energy. 
 
Keywords: V-blender, tribocharging, work function, DEM 
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1. Introduction 
Tribo-electrification is traditionally defined as the generation of charges when two surfaces are 
brought into contact and then separated from each other (1). Most pharmaceutical operations 
provide ample opportunities for triboelectrification as they inevitably involve relative motion of 
particles against dissimilar solid surfaces. Consequently, processes such as micronization, 
fluidization, sieving, conveying of powders through pipes and hoppers, transfer into silos, and 
spray drying invariably generate charges (2-4).  Usually, higher the energy involved in a process 
the greater is the resultant charging. It has been reported that flow of granular material in a 
typical unit operation can generate 10−7 to 10−4 C/kg of static charges (5). As pharmaceutical 
powders are organic materials with high resistivities (> 1013 Ωm) and slower relaxation times (6-
7), they have a high tendency to accumulate and retain these charges for a longer time. As a 
result of these static charges, the powders are quite prone to adhesion and agglomeration leading 
to processing difficulties such as poor flow, jamming, segregation and weight variation. In case 
of dry powder inhalers (DPI) such charge generation has also known to influence the release of 
the drug from the device and hence it’s deposition into lungs.  Moreover, considerable efforts 
have also been devoted in reducing electrification of powders, since it’s a major safety hazard, 
especially in presence of flammable gases, solvent fumes and dust typically found in many 
chemical and pharmaceutical industries (8-9). 
Electrostatic particle charging has inspired a number of industrial applications, such as 
electrostatic precipitator, xerography, electrostatic dry powder coating and powder separation. 
Depending on the contact materials involved triboelectrification can be can be classified into 
three categories viz. metal-metal, metal-insulator and insulator-insulator contact. Traditionally, 
electron transfer due to the difference in work function of materials has been well established for 
metal-metal contacts. When two metals with differing work functions / Fermi levels are placed in 
contact, electrons are transferred from one to the other until the Fermi levels align. Thus, the 
material with the higher work function acquires excess of electrons and a negative charge (10). 
Although ideal insulators are not expected to charge, mechanism of tribocharging for metal-
insulator and insulator-insulator contacts is thought to be analogous to metals. This has been 
attributed to impurities and morphology defects present in insulators that produce additional 
energy levels into which charge can move and display contact charging (11). Some researchers 
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have also suggested that adsorbed water and electrolytic ions play an important role in the 
surface charging process. These theories have been fairly successful in elucidating the 
triboelectrification of polymers with mobile ions (12-14).  
Theoretical relationships between work function and dielectric constant of polymers have been 
explored by Gallo and Lama (15). The electrostatic behavior was exemplified by generating a 
triboelectric series in which the materials followed the order of decreasing dielectric constants. 
Thus when two substances with different dielectric constants establish contact, the material with 
the higher dielectric constant (i.e. lower work function) would donate electrons to the other and 
thus become positively charged. These potential differences are mainly due to disparate 
electronic configurations of contact materials but may also be influenced by different particles 
sizes, surface roughness and impurities. As such for most materials the electron transfer model 
has provided a reasonable description of a charging process driven by a difference in work 
function.  
Electrostatic charging in pharmaceutical systems is a complex process that depends on a number 
of factors viz. process or formulation factors along with electrical and mechanical properties of 
the powders and the contact surfaces involved. The atmospheric condition, e.g. relative humidity 
(RH) is also known to affect charge generation and dissipation. In some cases, the event may be 
further complicated by material transfer between the two surfaces. Thus, it is not easy to 
anticipate how the sign and magnitude of a charge in a system (16).  In light of these potential 
effects, different approaches have been applied to the characterize tribocharging. As most 
processes that involve multiple contacts are often difficult to analyze, triboelectrification due to 
single contact has been investigated by Watanabe et al. (17). In these studies, triboelectrification 
of different powders including α lactose monohydrate, aspirin, sugar granules and ethyl cellulose 
has been explored against a stainless steel target.  The authors concluded that the impact velocity 
was found to influence charge accumulation and the amount of charge was found to be a function 
of the area of contact and the impact velocity. Moreover, the equilibrium charge was also found 
to vary linearly with the contact potential difference of the sample powders. In a similar manner, 
electrification of pharmaceutical excipients has been investigated in a cyclone charger with 
detachable walls of different materials to generate an overall triboelectric series inclusive of α-
lactose monohydrate and dextrose monohydrate that charged negatively against steel and 
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positively against PVC and polypropylene (18). Zhu et al. (19) has investigated the effect of 
particle size and mixer type on triboelectrification. Their studies concluded that the charge/mass 
ratio of particles was found to be inversely proportional to particle size. With respect to blender 
type, it was observed that particles charged more by the sliding motion than by direct impact. A 
similar study using mannitol was performed in a turbula mixer by Karner et al. (20). Their study 
indicated that the amount of charge accumulated on powder is a directly proportional to the 
container size and the fines fraction. It was also shown that charge dissipation to the atmosphere 
is negligible indicating that charge relaxation for insulators is very slow. These studies 
underscore the importance of mechanical events during triboelectrification that can influence the 
overall charge accumulated on these powders (21). It is quite challenging to experimentally 
quantify the contact mechanics involved i.e. contact force, frequency or contact time and to 
establish relation with theoretical predictions or experimental data. Considering the prevalence of 
electrostatics in process operations, this paper aims at modeling the triboelectrification of 
pharmaceutical powders in a V-blender. In order to simulate such a dynamic system, a 
comprehensive model should be exploited that considers both charge transfer between dissimilar 
surfaces as well as the mechanical interactions that occur upon particle-wall or particle-particle 
collisions. This necessitates the coupling of a charge transfer model with a well-established 
numerical scheme for computing the motion of deformable particles. The charge transfer model 
used in this study is based on a condenser model which is suitable for charge accumulation due 
to repeat impacts (22) whereas DEM has been used to model flow of granular material. The in 
house DEM code has been previously validated to model granular flow during heat transfer, 
milling and mixing (23-25). 
2. Materials and Methods 
2.1. Materials 
For a comprehensive understanding of tribo-electrification a series inclusive of four 
pharmaceutical powders and five different surfaces was employed. Ibuprofen and theophylline 
powders were purchased from BASF, lactose monohydrate from Foremost Farms and 
microcrystalline cellulose Avicel (PH-101) from Sigma Aldrich. All powders were dispensed 
from bulk as received from the vendor. All contact surfaces viz. Aluminium, PMMA, Nylon, 
PVC and Teflon were obtained from McMaster-Carr to be fabricated into a V-blender 
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2.2. Material Characterization 
2.2.1. Sample Purity:  
The purity of the all powder samples has been determined using XPS (ESCALAB MKII) with a 
focused monochromatic Al Kα source (hν = 1486.4 eV) at a background pressure of 10−9 mbar 
and a pass energy of 100 eV (Table 1). 
 2.2.2. Particle Size, Surface Area, X-ray Diffraction and Moisture Content: 
Particle size determination for all materials was determined using Malvern Mastersizer 2000E 
using the Scirocco unit for dry powder measurements. Characterization of specific surface area 
of materials was done using BET methodology in a NOVA Quantachrome 1000 analyzer with 5 
point determination. The moisture content of these materials was determined using Karl Fischer 
titrimetry after equilibrating at 20% RH at 25◦C. (Table 2). Powder diffraction patterns (Fig 1) 
were recorded with Bruker D2 Phaser-Desktop X-ray diffractometer. Samples were scanned in 
continuous mode using CuKα (λ = 1.54 Å), tube voltage of 30 kV and tube current of 10 mA. 
The intensities were measured at 2-theta values from 10 º to 60 º at continuous rate of 5 º/min. 
2.2.3. Surface Energy:  
IGC–SEA was employed to examine the surface energy of the as received powders. Decane, 
nonane, octane, hexane, and heptane were used as nonpolar probes; dichloromethane and ethyl 
acetate were used as polar probes. Adsorption measurements were performed at 32◦C and 25% 
RH. Probes were carried into the column by helium with a gas flow rate of 10 sccm (standard 
cubic centimeter per minute), and the retention time was detected by a flame ionization detector 
(FID). The dead volume was calculated based on the elution time of methane. The surface 
energy (Table 3) of all the powders was measured at very low probe coverage of 0.5%. 
2.2.4. Work function:  
The triboelectric series is a list of materials established according to the tendency of a material to 
acquire positive or negative charges upon contact. The series can rank materials according to 
their work function and hence enable predictions of net charge. Secondly, the relationship 
between charge and work function could also facilitate the choice of materials for storage and 
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packaging of powders as well as for the components of dry powder inhaler (DPI) devices (26-
27). It has been previously demonstrated that the work function of a material can be modified by 
altering its chemical structure i.e. by introducing functional groups that can decrease (electron 
donor groups such as NH4) or increase (electron acceptor groups such as halogens) the contact 
potential difference (28). Consequently, for organic compounds, the charging tendency can be 
determined by the energy level of HOMO and LUMO since they depend on the functional 
groups present in the chemical structure. Hence, in this study, the work functions (Table 3) of all 
materials have been estimated using semi-empirical quantum calculations i.e. restricted Hartree 
Fock (RHF) with PM7 methodology. Calculations were performed using MOPAC 2012, a 
molecular orbital package, that makes approximations to the Hartree Fock formalism in 
treatment of Schrodinger’s equation and calculates the band gap (Eg) and ionization potential (χ) 
of the molecule under consideration. The work function (Φ) can be then calculated (29-30) as  
                                                                Φ = χ – 0.5Eg                                        (1) 
2.3. Experimental Method 
The pharmaceutical materials along with the V-blender assembly were equilibrated at 20% RH 
for 24-48 hours inside a humidity controlled glove box (Fig. 1). The materials were spread in 
thin layers onto Aluminium foils to condition them at 20% RH. At the beginning of each 
experiment the initial charge on the material was measured in a Faraday’s cup connected to a 
nano- Coulomb-meter (Monroe Electronics, NJ, Model 284). The particles were then loaded into 
the blender (5 %), which was then rotated at a prescribed speed. At end of a run, the powder is 
collected directly into the Faraday cup and the charge is measured. Following each experimental 
run, the blender assembly was thoroughly cleaned using isopropyl alcohol (Fischer Scientific, 
MA) and then dried with industrial grade air. All experiments were done in triplicate at ambient 
temperature (25 ± 2 ◦C) and humidity (20 ± 2% RH).  
3. Simulation Method 
Discrete Element Method (DEM), originally developed by Cundall and Strack (31) has been 
successfully used to simulate powder flow in different particulate systems (32-35).  In contrast to 
CFD and FEM models, DEM is a Lagrangian model and, as such, tracks the positions, velocities, 
and accelerations of each particle individually. This soft-particle model relies on force–
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displacement relations to determine the interaction forces for both particle–particle and particle–
wall contacts. In a typical simulation cycle, the system geometry (such as drum dimensions, etc.) 
and properties of the particles (such as diameter, volume, density, etc.) are first defined and the 
particles are then placed randomly into the simulation volume. In the current DEM model, the 
normal forces (FN) and tangential forces (FT) for inter-particle and particle-wall collision have 
been calculated using the “latching spring model and “incrementally slipping model” 
respectively, developed by Walton and Braun (36-37). 
3.1. Modeling charge transfer 
The introduction of tribocharging effects into the DEM algorithm requires the determination of 
charge on particles/wall as well the calculation of electrostatic forces that works in conjunction 
with the existing contact mechanics models. It has been widely recognized that contact 
electrification between conductors is primarily due to electron transfer from one material surface 
to another (12, 38). This concept has also been extended to insulator-insulator and insulator-
metal contacts. For these systems besides electrons, charge transfer has been attributed to ions 
particularly for polymers with mobile ions (39). In this study considering electrons as the charge 
carrier agents (40, 41), a DEM based electrostatic model has been employed that determines the 
charge exchanged between colliding species and estimates the final charge of the system under 
consideration. Similar to the concept of charge transfer between conductors, the driving force 
considered is the work function difference between different materials.  
 
 
In Eq.2, Φi and Φj represent the work function of the two materials i and j, εo is the relative 
permittivity, z is the cutoff distance for charge transfer (250 nm), e is the charge on electron, s is 
the contact area between the surfaces (42). In case of metal surfaces, these charges dissipate very 
fast unlike insulators for which charges are retained on surfaces for quite some time. Moreover, 
experimental observations indicate that triboelectrification follows an exponential increase in 
time followed by a saturation limit (43-45). Consequently, besides the work function difference 
between the surfaces, the potential difference is determined by the charge accumulated on the 
∆𝑞 =  
𝑠𝜀0   
𝑧𝑒
 [𝜑𝑖 − 𝜑𝑗]  (2) 
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materials during contacts/collisions. These induced potentials (46) produce localized electric 
fields as a result of which the materials will reach their saturation (Eq 3). 
 
   
The electric field at the center of a particle (Eii) is obtained by the Coulomb law, using the 
superposition principle whereas dij represents the position vector between the particle and wall 
(47). 
3.2. Modeling electrostatic forces 
The aim of the Discrete Element Method (DEM) is to compute the contact forces acting on each 
particle within the system. Since the system involves charged particles, besides contact forces, 
electrostatic forces also need to be calculated. The introduction of electrostatic forces into the 
current scheme requires the addition of a long-range coulombic force that works in conjunction 
with the existing Walton and Braun calculations. The long-range force model (48) is based on 
Coulomb’s law and incorporates a screening term to account for the presence of other charged 
particles. For these long ranged forces (Eq. 4.1 & Eq. 4.2), qe is the charge of the electron 
(1.602×10-19 C),  is the relative permittivity of the medium, o is the permittivity of the free 
space (8.85410-12 F/m ), T is the temperature in Kelvin, KB is the Boltzmann’s constant (1.38×10-
23 JK-1), and ni is the number of particles with charge zi in the near vicinity. 
       𝐹𝑠𝑐 =
𝑞1𝑞2
4𝜋𝜀𝑜
(
𝜏
𝑟
+
1
𝑟2
) 𝑒−𝜏𝑟             𝜏 = 𝑞𝑒√(
1
𝐾𝐵𝑇𝜀𝜖0
∑ 𝑛𝑖𝑧𝑖
2
𝑖 )                                                                                                  
Besides the repulsive electrostatic forces, tribocharging also generates attractive electrostatic 
forces between particles and boundary. The electrostatic force on a charged particle qi located 
near a wall can be calculated as few,i = E.qi, where E represents electric field due to continuous 
charge distribution on the boundary wall (49). 
 
 
∆𝑞 =  
𝑠𝜀0   
𝑍𝑒
 [𝜑𝑖 − 𝜑𝑗 − (𝐸𝑖𝑖 .
𝑑𝑖𝑗
||𝑑𝑖𝑗||
)𝑧𝑒] (3) 
(4.1) (4.2) 
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4. Results and Discussion 
4.1. Experimental 
4.1.1. Material Characterization 
The XPS data for elemental composition (Table 1) revealed that all pharmaceutical powders 
received from vendor had minimal contamination. The median particle size obtained from 
Mastersizer for Ibuprofen particles was around 17 µm whereas the median particle size for 
theophylline, MCC and lactose monohydrate was found to be quite close viz. 63 µm, 51 µm and 
52 µm respectively. The specific surface areas for Ibuprofen, theophylline, lactose monohydrate 
and MCC were found to be around 0.9202, 0.373, 0.412 m2 g−1, and 1.07 m2 g−1 respectively. The 
dispersive and polar surface energy results from SEA (at a surface coverage of 5%) are shown in 
Table 3. In case of MCC, a higher total surface energy is suspected to be due to partial 
amorphous nature as indicated by XRD diffractogram (Fig. 1d). In silico computation estimated 
a triboelectric series (Table 4) from which the tendency of a material getting charged positively 
or negatively in contact with another material can be evaluated. Therefore, PMMA, Nylon, 
Aluminum are expected to release electrons in contact with materials such as theophylline, 
whereas PVC and Teflon can remove electrons when in contact. Consequently, materials 
positioned higher in the table are expected to charge positively following contact with a material 
in the lower end of series (16, 38). 
4.1.2. Effect of contact time 
To study the effect of contact time on electrification, a measured quantity of powder (100g) was 
loaded into the V-blender. The blenders were rotated at 13 rpm for some time and then 
discharged from the blender directly into the Faraday cup. The weight of particles inside the 
Faraday cup was measured and the specific charge (nC/g) was then calculated. As illustrated in 
Fig.3a, the charge profile displayed an initial rise followed by a plateau for all powders. Under 
similar conditions of impact, Ibuprofen (IBU) was found to charge the most compared to the 
other powders. Secondly, Ibuprofen also required longer time to be charged to the saturated 
value.  The difference in the charging kinetics of Ibuprofen can be due to its smaller particle size 
(Table 2) and a greater triboelectrification that results in substantial adhesion of particles to the 
wall and hence can effectively reduce the available surface for charge transfer. With respect to 
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other powders, the triboelectrification of theophylline was found to be least around -0.624 ±0.23 
nC/g, whereas for MCC and lactose monohydrate the charge was found to be around -1.26±0.13 
nC/g and -2.32 ±0.56 nC/g respectively. Similar charging profile was obtained against Teflon 
with charges of opposite polarity (Fig. 3b). 
4.1.3. Effect of blender speed 
To evaluate the effect of blender speed, the charge accumulated for each of the material was 
determined at the end of 20 and 80 blender revolutions at a speed of 13 rpm, 40 rpm and 80 rpm. 
After a prescribed time, the powders were directly discharged from the blender into the Faraday 
cup. As observed from Fig. 4a-4c, the triboelectrification of Ibuprofen was found to much higher 
than the other powders in the Aluminium blender. A similar observation was obtained for PVC 
blenders (Fig. 5a-5c) with a change in charge polarity. The difference in the specific charge for 
all the powders was found to be practically insignificant upon changing the blender revolution 
for a given speed of 13 rpm and 40 rpm. Nonetheless, there was a steep decrease in charge value 
upon increasing the blender speed to 80rpm. Thus, the saturation charge does not seem to be 
influenced by the blender speed or the energy of contact as long as the powder can effectively 
contact the blender surface for charge transfer. 
4.1.4. Effect of Contact Surface 
The total charge of all powders was determined against all contact surfaces at the end of 20 
blender rotations since the powders particles were charged to saturated values under these 
conditions. As observed from Fig.6 Ibuprofen, theophylline, lactose and MCC charged 
negatively against PMMA, Nylon whereas these powders charged positively against Teflon and 
PVC. For all cases considered, electrification of Ibuprofen particles was highest. In case of 
theophylline, the magnitude of charge accumulated on the surface seems to build up with 
increase in surface potential difference between the two surfaces with largest charge 
accumulation against Teflon. Lactose monohydrate and MCC also showed a similar trend but for 
Ibuprofen the magnitude of charge remained almost same against all surfaces. Even so, the 
powders seem to follow the triboelectric series established in table 4. 
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4.2. Simulations 
The DEM model described in section 3 implements the electrostatics algorithm by first 
determining the contact between particles and the blender wall. Once a contact has been 
established, charge transfer occurs according to Eq (3), considering work function difference to 
be the driving force for charge transfer. The charges are considered to be homogenously 
distributed on the surface of particles. Traditionally, in a DEM model, the contact forces are 
calculated numerically by employing force-displacement schemes that divide the computational 
time into small time steps; normally micro-seconds. As a result, the contact force goes from zero 
at the beginning of a collision to a maximum value and then back to nearly zero at the end of a 
collision. The consequence is that a contact between two particles can last for several time steps. 
Hence, the charge transfer can occur over multiple time steps resulting in excess charging. 
Accordingly, in these simulations the maximum contact force was first determined which is then 
followed by charge transfer. As the transferred charge on highly insulating particles can be 
retained for several hours, charge relaxation has been ignored in this study (46). 
The basic assumptions used in this model can be summarized as  
1) Charge transfer occurs only due to work function difference between two surfaces 
2) With respect to contact detection, charge transfer occurs only for the maximum contact 
force between two colliding surfaces. 
3) Charge is assumed homogeneously distributed. 
4) Charge relaxation or charge dissipation has not been considered in this study. 
 
Prediction of charge in V-blender system 
To investigate tribocharging, particles were deposited in a V-blender of same dimensions as that 
of the experiment. The particles were assumed to be mono-disperse spheres with the number of 
particles set according to the fill level in experiments (5 %). Simulations were performed by 
varying blender speeds from 13 to 80 revolutions per minute. Initially (t=0), all particles have 
been considered to have no charge. As triboelectrification proceeds charge transfer occurs in 
accordance to the algorithm described in section 3. The DEM parameters for the system 
investigated have been provided in Tables 5  
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4.2.1. Effect of contact time 
The effect of contact time on triboelectrification was determined by calculating the total charge 
accumulated by the powders. The snapshots (Fig.7) display the evolution of charge with time for 
Ibuprofen and MCC against PMMA blender. All particles at initial time t =0 secs are uncharged 
and are represented by dark blue color. It can be observed from the DEM snapshots; the extent of 
tribocharging is higher in case of Ibuprofen (Fig. 7a) as compared to the other particles and is 
suspected to be due to smaller particle size of Ibuprofen. Moreover, the number of particles 
charging in the range of 7e-12 to 5e-11C (orange to red) is much greater for Ibuprofen than for 
theophylline. Additionally, the superior tribocharging of Ibuprofen also results in greater 
adhesion to the blender wall. The initial evolution of charge with time (Fig 8) illustrates that 
there is first an increase in tribocharging followed by some plateau effect. Consequently, the 
induced potential generated by the charged particle could ultimately lead to equilibrium charge 
on these powders. Thus, the charge kinetics is simulated by the DEM model as it incorporates the 
effect of the increasing potential of a charged particle in terms of its electric field (Eii) as 
depicted in Eq.3. 
4.2.2. Effect of Blender speed 
The effect of blender rotational speed on tribocharging was studied at 40 rpm and 80 rpm.  
Experimentally, these studies did not reveal considerable differences in specific charge observed  
at 13 rpm and 40 rpm for a given number of revolutions.  However at 80 rpm there was a steep 
decrease in charge. To investigate this behavior, a simulation study was performed at different 
blender speeds. The snapshots in Fig. 9 illustrate the evolution of charge at 40 and 80 rpm 
respectively. From these snapshots, it can be qualitatively observed that charging reduced when 
blender speed was increased to 80 rpm. At a blender speed of 80 rpm, the powder bed seemed to 
remain stagnant resulting in decrease in particle-wall contacts and hence decreases charge 
transfer. The larger centrifugal forces generated at 80 rpm seem to be responsible for this decline 
in charge (Fig 10a). This effect is further validated by decrease in particle wall collisions (Fig. 
10b) at 80 rpm as compared to 40 rpm. 
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4.2.3. Model verification 
The graph in Fig. 11 illustrates the comparison of charge accumulation obtained from 
experiments and from the simulation model. The simulation data was obtained at 30 seconds at 
40rpm (Fig 12) where the materials are expected to reach their saturation levels. As observed 
from the graph, the results obtained from simulation model lie within the expected experimental 
range for all powders. Moreover, similar to the experimental results, the triboelectrification of 
theophylline was found to be the least. However, there are discrepancies between the 
experimental and simulation data which are quite evident especially for Ibuprofen particles. 
These inconsistencies could be due to greater deformation of the particles resulting in higher 
charge accumulation during impact or might be due presence of surface defects generated during 
processes such as micronization which may serve as electron trapping sites and hence result in 
greater triboelectrification.  Some association seems to exist between the polar surface energy of 
powders (Table 3) and the accumulated charge, since polar interactions are associated with 
electron transfer (50), and can contribute to tribocharging. Besides surface defects, greater 
deformation of particles might also result in significant tribocharging of the powders. A 
comparison of cohesive energy density (CED) of the pharmaceutical powders suggests (Table 6) 
that Ibuprofen has the least CED. The CED of a material can be related to its Young’s Modulus 
and hence its extent of deformation (51). As Ibuprofen has the least CED of all the materials it is 
suspected to deform the most and hence tribocharge to a greater extent. All these factors in 
addition to the small particle size can contribute to the greater electrification of Ibuprofen. 
Nonetheless, the DEM model could capture the dynamics and difference in charging behavior of 
the powders, as the general trends obtained from experiments and simulations were quite similar. 
Thus, the prediction of models can complement and improve the understanding of tribocharging 
of pharmaceutical powders thereby filling the gaps in our knowledge of processes. 
5. Conclusions 
The current investigation has revealed the effects of some operating parameters on tribocharging 
of pharmaceutical powders in a simple V-blender and Faraday cup assembly. For all powders 
considered, triboelectrification displayed an initial rise followed by a constant equilibrium 
charge. Particle charging was found to be collisional and increased with blender speed as long as 
the powder could effectively contact the blender. Triboelectrification of Ibuprofen was found to 
95 
 
be highest as compared to other powders against all surfaces that resulted in significant adhesion 
to the processing equipment, a common problem encountered in solid–dosage manufacturing. 
Additionally, electrostatic process has been modeled by employing discrete element method 
incorporating electrostatic forces. The developed model captures the collisional nature of 
tribocharging and agrees well with experimental data for most of powders. In case of Ibuprofen, 
the discrepancy between experimental and simulation data is quite evident and an attempt has 
been made to understand this difference based on some material properties of these powders like 
CED and surface energy. Efforts are now being directed to investigate tribocharging of powders 
with different CED and incorporate these effects into the DEM model. Thus, process modeling 
based approach provides a mechanistic understanding of different factors involved, which are 
otherwise difficult to be quantified experimentally.  
 
 
 
 
 
 
 
 
 
 
 
 
 
96 
 
 
Acknowledgements 
The authors would like to thank Dr. Dave and Zhonghui huang for their help in surface energy 
calculations 
97 
 
Nomenclature 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Φ 
z 
εo 
E 
Eg 
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FT 
 
Fsc 
 
Few,i 
Work Function 
Cut off distance for charge transfer 
permittivity of the free space 
Electric field 
Band gap 
Ionization potential 
Contact area 
Charge of an electron 
Charge of particle 
Temperature 
Boltzmann Constant 
Position vector 
Normal Force 
Tangential Force 
Electrostatic force between particles 
Electrostatic forces between particle and 
wall 
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Abbreviations 
MCC    Microcrystalline cellulose 
LAC     Lactose Monohydrate 
THEO   Theophylline 
IBU         Ibuprofen 
CED        Cohesive energy Density 
XPS           X-ray Photoelectron spectroscopy 
            XRD           X-ray diffraction 
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Material C O N Si 
Ibuprofen 76.82 23.18 
--- --- 
Theophylline 59.12 14.77 
26.12 --- 
MCC 58.93 41.07 
--- --- 
Lactose Monohydrate 59.48 40.41 
--- 0.11 
              Table 1: XPS data showing normalized elemental percentage compositions of different materials 
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Material d50 (µm) Surface Area 
(m2/g) 
Moisture content 
(%w/w) 
Ibuprofen 17.02 0.920 0.056 
Theophylline 63.12 0.373 0.027 
MCC 51.47 1.071 4.812 
Lactose Monohydrate 52.34 0.412 0.012 
Table 2: Some material properties of pharmaceutical powders 
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Material Dispersive 
(mJ/m2) 
Polar 
(mJ/m2) 
Total (mJ/m2) 
Ibuprofen 46.64 13.18 59.82 
Theophylline 53.21 7.82 61.03 
MCC 59.08 10.91 69.99 
Lactose Monohydrate 43.21 6.93 
50.14 
 
  
 
 
 
 
 
 
 
 
 
 
 
Table 3: Surface energy of all as received pharmaceutical powders obtained at 0.5%  
surface area coverage (SAC),n=2 
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Material SEMI-EMPIRICAL 
CALCULATION (eV) 
Aluminium 4.33 
Nylon 4.43 
PMMA 4.51 
Ibuprofen 4.77 
Theophylline 4.90 
MCC 5.11 
Lactose monohydrate 5.18 
PVC 5.33 
PFTE 6.01 
      Table 4: Work function of all powders and contact surfaces from molecular orbital calculation (MOPAC) 
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Values 
DEM Parameters THEO MCC IBU 
Total number of 
particles  20,000 20,000 90,000 
Size of the particles 800 µm 800 µm 400 µm 
Coefficient of 
restitution 
Particle/particle 0.4  0.4  0.4  
Coefficient of 
restitution 
 Particle/wall 0.6 0.6 0.6 
Friction coefficient: 
 particle/particle  0.5 0.5 0.5 
Work function: Surface 
(PMMA) 4.51 eV 4.51 eV 4.51 eV 
Work function particle 4.90 eV 5.11 eV 4.77 eV 
Friction coefficient 
 particle/wall 0.5 0.5 0.7 
Blender speed 13 rpm  
Table 5: DEM parameters for tribocharging in V-blenders 
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Powder 
 
CED (MPa) 
 
Ibuprofen 376.3 
Theophylline 763.4 
MCC 1013.1 
Lactose Monohydrate 912.3 
Table 5: DEM parameters for tribocharging in V-blenders 
Table 5: DEM parameters for tribocharging in V-blenders 
Table 6: CED of pharmaceutical powders using group contribution method 51cs 
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Fig 1a: XRD diffractogram for Ibuprofen Fig 1b: XRD diffractogram for Theophylline 
Fig 1c: XRD diffractogram for Lactose 
monohydrate 
Fig 1d: XRD diffractogram for MCC 
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Pump 
Faraday Cup 
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Figure 3b: The accumulation of electrostatic 
charge as a function of time against Teflon 
surface 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3a: The accumulation of electrostatic 
charge as a function of time against PMMA 
surface 
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                               Figure 4c: Charge/mass of MCC against Aluminum surface 
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                                      Figure 5c: Charge/mass of MCC against PVC surface 
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Figure 6: Charge/Mass for all powders against PMMA, Nylon, PVC and Teflon surface 
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Figure 7: DEM snapshots of Evolution of charge with time at 13rpm A) Ibuprofen B) Theophylline 
 
A 
B 
T=11.16000 secs T=13.42000 secs 
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Figure 8: The accumulation of electrostatic charge as a function of time. 
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Figure 9: DEM snapshots of evolution of charge with number of revolutions A) 40 rpm   B) 80 rpm 
  
A 
B 
121 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10a: Charge accumulation at different 
blender speeds 
Figure 10b: Particle-wall collisions at different 
blender speeds 
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Fig. 11 Charge/Mass prediction by DEM-electrostatic model against PMMA surface 
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Figure 12:  DEM snapshots of evolution of charge with time at 40rpm A) Ibuprofen B) MCC 
A 
B 
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Most pharmaceutical powders are dielectric materials that often accumulate charge during 
manufacturing process. In this study, triboelectrification of binary mixtures of drug and excipient 
has been investigated. Powder samples for charge measurement were mixed using a V- blender 
and dispensed directly into a Faraday cup. The mixtures at intermediate concentration exhibited 
significant charge mitigation. These unanticipated trends previously reported have been explored 
using process modeling approaches. Additionally, in silico computations have been performed to 
estimate the work function of the all contact materials. DEM simulations suggest that the drug 
particles (Ibuprofen) charge positively whereas the excipient (MCC) charges negatively when 
particle-particle collisions become substantial. This charge transfer is suspected to actually 
enhance electrostatic interaction between the drug and excipient and decrease the overall charge 
transfer between particle and wall. 
 
 
 
Keywords: mixtures, charge mitigation, DEM 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1. Introduction 
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Triboelectrification can be described as a charge transfer process which occurs during powder 
handling when sliding and frictional forces are involved. Since pharmaceutical powders are 
insulators, they are unable to dissipate these charges and therefore accumulate them during 
different manufacturing processes. Due to it’s the inherent multi-variate nature, static 
electrification generated during powder handling operations is inadequately understood and 
difficult to predict. 1, 2 There are many factors that can affect tribocharging including particle size 
shape, surface roughness 3-5, impurities, contact material and relative humidity 6-9. Another 
parameter that can affect tribocharging is the mixing ratio of two or more different materials. 
Such systems are inherently known to be complicated as it becomes more difficult to predict in 
which way the sign and magnitude of the charge can change 10. To investigate this phenomenon, 
Engers et al. studied the tribocharging of pharmaceutical mixtures in a stainless steel bin blender. 
The effect of binary mixtures of drug and excipients on tribocharging was studied with the API 
pseudoephedrine hydrochloride, acetaminophen and excipients dicalcium phosphate dihydrate, 
microcrystalline cellulose, and lactose monohydrate. Binary mixtures were prepared at two 
levels, 10 and 90 %w/w, and blended at 12 rpm for 40 rotations in a stainless steel bin blender. 
For these binary systems, the charge of the mixtures was found to be lower that the individual 
components. Thus the surface charge density was found to be effectively dampened with respect 
to the values of the pure components. In case of acetaminophen, charge reversal was also 
observed along with charge mitigation. In a subsequent study the authors suggested that charge 
mitigation for dicalcium phosphate and MCC mixtures occurs due to relatively high dielectric 
constants of these excipients. The higher dielectric constant of these materials has been attributed 
to their greater moisture adsorption. The excipients with higher dielectric constants are expected 
to charge more electropositive than the API and hence enable charge mitigation. However, given 
the low concentration of the higher dielectric material, the resultant excess positive charge is 
somewhat unanticipated 11-12. In a similar manner, Murtomaa and Laine experimentally studied 
the tribocharging of mixtures of lactose and glucose through a glass pipe. They observed that the 
pure excipients charged positively. However, a charge reversal was observed for the mixtures 
when the amount of lactose was between 20 and 40 % wt 13. They suggested that the work 
function of glucose could be higher than that of lactose which could be responsible for 
suppression of charge at intermediate concentrations. Elajnaf et al. also investigated the 
interactions between micronized salbutamol sulphate and ipratropium bromide with lactose 
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mixtures in different mixing vessels. It was shown that the micronized API strongly altered the 
charging characteristics of lactose powder resulting in charge reversal and some mitigation 
effects 8. It was not clearly explained why this phenomenon arises and was considered to be 
possibly due some dynamic charge transfer effects. It is evident from this short literature review 
that the current knowledge on triboelectric charging of mixtures is quite limited.  Hence, in this 
study an effort was made to understand the effect of binary mixtures on triboelectrification in a 
V-blender and faraday cup assembly. Previous studies have employed process modeling 
approaches to examine and understand the triboelectrification of single component systems. For 
instance, Supuk et al.14 performed DEM simulations for triboelectrification of particles in a 
container agitated at different frequencies. The triboelectrification model used in this 
investigation was based on an experimentally developed empirical equation linking the extent of 
charge transfer to contact time and saturation charge. The model included the effects of 
electrostatic forces on particle flow but was limited to a few numbers of particles. Pie et al. 
developed a 2D-DEM model for particle-wall electrification based on contact potential 
difference for dissimilar surfaces. Although their model did not include the effect of any 
electrostatic forces it lacked the empiricism from the previous models for triboelectrification 15. 
In this study, the condenser model has been extended to incorporate both particle-particle and 
particle-wall charge transfer due to effect of collision. An in-house Discrete Element Model 
(DEM) 16-17 has been employed incorporating all relevant physical factors, charge transfer and 
the electrostatic forces.  
2. Materials and Methods 
2.1. Materials 
The materials used in this study were Ibuprofen and theophylline purchased from BASF, lactose 
monohydrate from Foremost Farms and microcrystalline cellulose Avicel (PH-101) from Sigma 
Aldrich. All powders were dispensed from the bulk as received from the vendor. Mixing studies 
have been performed in PMMA and Aluminium V- blenders. The material were characterized 
for their particles size (Table 1) using the dry dispersion unit of Malvern Mastersizer. In silico 
computations for work function were done using MOPAC 2013 from structures imported with 
Avogadro 1.0.3. This method was adopted from the work done by Mazumder et al. who 
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computed the work function from band gap calculations i.e. the energy gap between HOMO and 
LUMO orbitals 18. The calculated work functions are tabulated in Table 2. 
2.2. Experimental Method 
The individual powders are spread in thin layers onto the Aluminum foils in form of trays to 
condition them. These containers have been earthed to reduce the initial charges and equilibrated 
at 20% RH along with the blender for 24 hrs. The fill level for these experiments has been kept 
constant at 7 %. Following equilibration, the initial charge was measured in the Faraday cup. 
After transferring each powder from the cup into the blender; the blender was rotated at 13 rpm 
for 20 mins. Thereafter the powder is collected directly into the faraday cup and the charge is 
measured. Each experiment is repeated at least four times. The V-blender is then thoroughly 
cleaned first by dry air then by IPA. After cleaning with IPA, the blender is then purged with dry 
air to facilitate removal of any residual alcohol. 
3. Discrete Element Method. 
The charge transfer model used in this study is based on a condenser model that accounts for 
charging of powders whereas the DEM has been used to model flow of granular material. Owing 
to charge transfer between particles, one surface gains electrons and gets negatively charged 
whereas the other surface loses electrons and acquires a positive charge. As charge transfer 
continues, the actual potential between the particles begins to decline since the particles are 
getting charged. Therefore, the tendency of the particles to charge gradually declines and hence 
the ability of a negatively charged particle to accept more charge also diminishes. This effect 
needs to be considered for any tribocharging model as it ensures that particle charging is not a 
continuous process and can proceed to saturation. Hence in this model the effect of charged 
particles has been considered by determining the intensity of the local electric field of particles 
from super-position principles 19. Considering these effects, the charge on a particle due to 
particle-particle charging can be then determined from Eq (1) 
 
 
∆𝑞 =  
𝑠𝜀0   
𝑍𝑒
 [𝜑𝑖 − 𝜑𝑗 − (𝐸𝑖𝑗 .
𝑑𝑖𝑗
||𝑑𝑖𝑗||
)𝑧𝑒]        (1) 
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In Eq (1), Φ represents the work function of two dissimilar surfaces, in this case the drug and 
excipient, z is the cutoff distance for charge transfer and has been estimated to be around 250 
nm. 20 Eij represents the electric field at the point of impact of the two particles calculated from 
the linear interpolation of the individual electric fields of particles i and j. Using a similar 
approach, Eq (2) has been used for particle-wall charge transfer where the effect of induced 
potential of charged particle (Eii) has been incorporated into the model.  
 
 
In DEM, the trajectories of all particles are estimated from the sum of forces acting on each 
particle that primarily include the collisional and gravitational forces. Besides these contact 
mechanical forces that determine the particle trajectories, the presence of charged particles in a 
system necessitates the incorporation of electrostatic forces into the DEM model. A screened 
electrostatic force described by Hogue et al. has been incorporated into this DEM model 21-22.  
4. Results and Discussion 
4.1. Experimental 
In these mixing studies, the powders viz. API (Ibuprofen/Theophylline) and excipient have been 
added separately (unmixed) into the blender. After prescribed time i.e after 20 mins the powders 
have been discharged and the final charge has been measured in the faraday cup. This procedure 
was performed for all mixing ratios of the drug to excipient of viz. 3:1, 1:1, 1:3. Additionally, the 
individual powders have also been tribocharged under the similar conditions. It can be observed 
from Figure (1a-1d), that all intermediate combinations of Ibuprofen charged much lower than 
the individual powders. This implies that both powders are having a synergistic effect on overall 
charge behavior of the powders resulting in a parabolic charging behavior. Such an effect 
although demonstrated has not been well explained. For instance, these effects have been 
attributed to geometrical arrangements of particles within a mixture that affect the overall charge 
behavior 11-13. If we observe the snapshots of MCC and IBU blends (Fig. 3); pure IBU charges a 
lot and also adheres significantly to the blender. Upon addition of MCC to IBU there is a decline 
in charging of ibuprofen as well as adhesion of drug. Thus charge mitigation can be due to a 
∆𝑞 =  
𝑠𝜀0   
𝑍𝑒
 [𝜑𝑖 − 𝜑𝑗 − (𝐸𝑖𝑖 .
𝑑𝑖𝑗
||𝑑𝑖𝑗||
)𝑧𝑒] (2) 
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decrease in particle wall contacts of pure API. A similar effect may be involved in IBU-lactose 
mixtures since these mixtures also illustrate plateau effects at intermediate concentrations. In 
case of these IBU-LAC mixtures some charge reversal is also observed which is quite evident at 
higher excipient concentration. It seems in drug-excipient mixtures, the extent of charge transfer 
between the drug and excipient becomes as important as charge transfer between the 
drug/excipient and the blender wall. Thus when IBU drug particles (Φ = 4.77 eV) interact with 
MCC (Φ = 5.11 eV) or with lactose (Φ = 5.18 eV), electrons will transfer from the drug particles 
to excipients. On the other hand interaction of the two powders with blender wall (Φ = 4.51 eV) 
will result in the powders charging negatively. As a result, the drug particles can also acquire a 
positive charge whereas the excipient particles will acquire a negative charge. Moreover, as 
charge mitigation was observed to be to similar extent against a Aluminium and PMMA surface 
suggests a substantial involvement of particle-particle charge transfer. In case of Ibuprofen, an 
additional study has been performed at 90 % w/w which did not show much charge mitigation 
effect. A similar plateau effect was observed in THEO-excipient (2a-2d) mixtures. However, 
charge mitigation was not as high as Ibuprofen since theophylline itself charges low. 
4.2. Simulations 
The DEM model described in section 3 takes into account charge transfer due to particle-wall as 
well as due to particle-particle contact.  As DEM is an explicit numerical method the contact 
between particles or particle-wall can last for more than a few time steps. This can result in 
overflow of charge and hence can overcharge the system under consideration. To avoid charge 
transfer for all time steps in a given collision, the DEM algorithm was modified such that charge 
transfer occurs on when the contact force between particles or between particle and wall is 
highest. Thus in this model charge transfer occurs only due a difference in work function 
between two surfaces for the largest contact force. Moreover charge distribution is considered to 
be uniform on the surfaces of particles. Being insulators, charge relaxation or dissipation has not 
been considered in this study 15. After incorporating the electrostatic forces into DEM algorithm, 
simulations were performed for mixtures in a V-blender. No tribocharging was considered 
during deposition of particles in the blender. Particles of two different sizes (Table 3) were 
deposited into the blender with the number of particles set according to the fill level of 
experiments (7 %). DEM simulation have been performed at a blender speed of 13 rpm for 
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particles of two different sizes where the larger particle size represents the excipient (1000 µm) 
and the smaller particle size the API (500 µm). Initially all particles have been considered to 
have no charge. As triboelectrification proceeds, charge transfer occurs in accordance to the 
algorithm described in section 3 for both particle-wall and particle-particle contacts. To quantify 
triboelectrification, the evolution of charge with time has been documented. The coordination 
number (CRN) i.e. the average number of contacts per particle (Eq.3) as has also been 
determined for a the mixtures 
        CRN = Sum (CRN * Number of particles with the given CRN)/ Total particles     (3) 
The DEM snapshots in Fig 4A-Fig.4D illustrate the tribocharging of DEM mixtures at different 
ratios. Color coding was done to visually track the evolution of particle charge. From the 
snapshots it can be observed qualitatively that for higher excipient concentrations, the charge of 
the system begins to decrease. As tribocharging occurs, the particles acquire a charge depending 
whether it’s a particle-particle or a particle-wall collision. The positively charged particles are 
represented by different shades of blue whereas the color of negatively charged particles varies 
from yellow to dark red. Specifically, particles in the range of 7e-13 C to 7e-12 C are colored 
dark blue, 4e-13 to 1e-14 C are light blue, -1e-14 to -1e-12 are yellow to pale orange -3e-12 to -
7e-11 C are red in color. The uncharged particles are white in color. At 90 %w/w of drug, the 
charge on the system is dominated by the drug particles (Fig 5A) and most of the drug particles 
charge in the range of -7e-13 to -4e-11. At 75% w/w of drug, there was a considerable decline in 
the charge with few particles now charging in the range of -7e-13 to -1e-11. Moreover, as the 
concentration was further decreased towards 25% w/w, the drug particles acquired a positive 
charge (Fig 5C, 5D) in range of 1e-13 to 7e-12. In these simulations, charge mitigation occurs 
primarily because of charge transfer between drug and excipient.  As a result, the drug particles 
charge positively and excipients charge negatively due to particle-particle charge transfer. 
Hence, the charge on the particles depends upon the extent of particle-wall and particle-particle 
collisions. At lower excipient concentrations <10%w/w, the charge transfer between particles 
and wall dominate resulting in majority of particles acquiring a negative charge (red color). 
However as the concentration of excipient is increased > 30% w/w the particle-particle collisions 
exceed the particle wall collision by almost 4 times. Hence, the negative charge on the particle 
decreases and there are few particles which charge in the range of -4e-11 to -7e-11 (Fig. 6). This 
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charge transfer is suspected to actually reduce the overall charge on the particles and also 
decrease the adhesion of the particles to the blender. 
As this study was focused on binary mixtures, an attempt has been made to investigate 
the effect of triboelectrification on mixing. Coordination number (CRN) has been determined to 
assess the extent of interaction between the drug and the excipient particles. CRN in this case has 
been defined as the number of particles of a given size attached to a sphere of another given size. 
Thus, if two dissimilar particles of a given size are in contact with each other and form an 
adhesive mixture one can count and identify them. In these simulations, since the drug and the 
excipient particles have opposite charges the electrostatic interaction between the particles are 
likely to increase.  Hence, the coordination number Eq. (3) has been determined for each of the 
mixtures. As illustrated in Fig (7), the number average coordination number for a 90 % drug and 
75% drug was quite low. In case of 90% drug mixture, the drug particles as well as excipient 
particles charge negatively. Hence, the coordination number for such a system is low due to 
repulsive forces between the particles. As the amount of excipient is increased, the average 
coordination number also increased suggesting a better interaction between the drug and 
excipient and a hence better mixing 23.  
5. Conclusion 
The underlying mechanism for charge mitigation of powder mixtures is still unknown although 
such behavior has been previously reported. The current investigation employed both 
experimental and process modeling approaches to explore triboelectrification of powder 
mixtures. In these mixture studies, charge obtained for powder mixtures was found to be more 
electropositive than the charge obtained for the individual components. It was hypothesized that 
this behavior is due to considerable charge transfer between drug and the excipient particle. This 
mechansim should be reinforced by employing dynamic charge measurements that can actually 
measure the charge of individual particles.  In this study, an attempt was made to verify this 
hypothesis by employing a 3D DEM model incorporating charge transfer for powder mixing. 
DEM simulations do suggest that a decline in charge with increasing excipient concentrations. 
The drug particles were found to charge positively at higher excipient concentrations due to more 
particle-particle collisions. Such interactions could also be involved in DPI formulations were 
charge reversal has been reported. Consequently, formulations may be optimized to produce a 
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larger difference in charge magnitude / polarity to encourage fine particles to adhere to larger 
carrier particles and reduce segregation during mixing.  
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Nomenclature 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Φ 
z 
εo 
E 
s 
e 
q 
d 
 
 
 
Work Function 
Cut off distance for charge transfer 
permittivity of the free space 
Electric field 
Contact area 
Charge of an electron 
Charge of particle 
Position vector 
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Abbreviations 
API        Active product ingredient 
DPI         Dry Powder Inhalers 
CRN     Coordination number 
IBU         Ibuprofen 
LAC     Lactose Monohydrate 
MCC    Microcrystalline cellulose 
THEO   Theophylline 
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                                       Table 1: Particle size distribution of powders 
 
 
 
 
 
 
 
 
 
 
 
  
  
 
 
 
 
 
 
 
 
 
 
 
Material d
10 
(µm) d
50 
(µm) d
90 
(µm) 
Ibuprofen 5.07 17.02 
53.12 
Theophylline 14.23 63.12 
200.13 
MCC 15.10 51.47 
130.21 
Lactose Monohydrate 22.18 52.34 
140.16 
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Material SEMI-EMPIRICAL CALCULATION (eV) 
Aluminium 4.33 
PMMA 4.51 
Ibuprofen 4.77 
Theophylline 4.90 
MCC 5.11 
Lactose monohydrate 5.18 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 2: Work function of powders and contact surfaces from molecular orbital calculation  
(MOPAC) 
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DEM Parameters Values 
DRUG (500 µm): EXC (1000 
µm) (4:1) (3:1) (1:1) (1:3) 
Coefficient of restitution: 
Particle/particle 0.4 
Coefficient of restitution:  
Particle/wall 0.6 
Friction coefficient:  
particle/particle 0.5 
Friction coefficient:  
particle/wall 0.5 
Work function: Surface 4.51 eV 
Work function: DRUG (IBU) 4.77 eV 
Work function: EXC   (MCC) 5.11 eV 
 
 
 
 
 
 
 
 
 
Table 3: DEM simulation parameters for binary mixtures in PMMA blender 
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 Figure 1a: Charge/mass of Ibuprofen-MCC 
mixtures against Al surface, (n=4)  
  
 Figure 1b: Charge/mass of Ibuprofen-LAC 
mixtures against Al surface, (n=4)   
 Figure 1c: Charge/mass of Ibuprofen-MCC 
mixtures against PMMA surface, (n=4) 
  
 Figure 1d: Charge/mass of Ibuprofen-LAC 
mixtures against PMMA surface, (n=4) 
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 Figure 2a: Charge/mass of Theophylline-
MCC mixtures against Al surface, (n=4)  
 Figure 2b: Charge/mass of Theophylline-
LAC mixtures against Al surface, (n=4)
  
 Figure 2c: Charge/mass of Theophylline-MCC 
mixtures against PMMA surface, (n=4)   
 Figure 2d: Charge/mass of Theophylline-LAC 
mixtures against PMMA surface, (n=4)  
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Figure 3: Snapshots of mixtures after blending (A) Pure IBU (B) 75% IBU (C) 50% IBU  
(D)PURE THEO (E) 75% THEO (F) 50% THEO  
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Figure 4: DEM snapshots of evolution of charge at different drug to excipient ratios A) 90%w/w 
of drug B) 75%w/w of drug 
A 
B 
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Figure 4: DEM snapshots of evolution of charge at different drug to excipient ratios C) 
50%w/w of drug D) 25%w/w of drug 
C 
D 
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Figure 5: Evolution of charge for binary mixtures A) 90% w/w/ B) 75% w/w C) 50% w/w D) 25% w/w 
A B 
D C 
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Figure 6: charge on the drug particles for a given drug: excipient ratio 
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Figure 7: CRN for different binary mixtures 
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Abstract: 
Particle size reduction by mechanical means is an important unit operation in the pharmaceutical 
industry, used to improve flow, solubility and in amorphization of drugs.  It is usually achieved 
by fracturing of particles under the action of applied energy. Despite being pervasive in 
pharmaceutical field it is one of the least understood processes owing to the complexity of 
material and process variables involved during milling. To comprehend the process efforts 
should be focused on techniques that measure the particle size as well as the control the process. 
With the ongoing initiative of FDA to encourage design in quality the review is focused on some 
process analytical tools to characterize particle size distribution as well process modeling tools to 
simulate particle size reduction. Additionally, an overview of some fundamental aspects relating 
to milling is provided. To this end, the review is limited, mainly concentrating on some of 
experimental and modeling approaches used to quantify and understand the physics behind the 
process of dry milling. 
 
KeyWords: Milling, Particle Size, Fracture, PAT, Process modeling, 
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1.Introduction 
Particle size reduction or milling is an imperative unit operation employed in different 
manufacturing fields such as ceramics, mining, food, agriculture, paper and pharmaceutical 
industry. Various terms such as crushing, disintegration, dispersion, grinding and pulverization 
have been used synonymously with milling. 1-2 Briefly, the process is related to the internal 
structure of the material and consists of two steps, first opening up of any small fissures (or 
fractures) which are already present, and secondly forming new surfaces through fragmentation 
with the application of any external forces.3-4 In pharmaceutical solid dosage form 
manufacturing, milling process (Fig. 1) occurs following the API synthesis/filtration and 
following granulation process.5-6 The desired particle size distribution required for any of these 
operations can be achieved by dry or wet milling. The choice of dry or wet milling depends on 
the end use of the product. One of the most important applications of particle size reduction is 
improving the solubility of Biopharmaceutics Classification System (BCS) II drugs. This is 
because a decrease in particle size from a few microns to nano-size range can significantly 
increase the rate and extent of solubility of poorly soluble drugs. In dry milling, the focus of this 
article, the selection of the mill (as shown in Table 1) depends upon the extent of fineness 
required and the hardness of the materials under consideration. Since a much greater increase in 
surface results from crushing fines as opposed to coarse material, fine grinding requires more 
power. Moreover, the limit of fineness may be restricted in the region of 100 microns due to 
material caking unless flow aids such as talc are used. Wet grinding is more appropriate when 
further reduction in size is required. Besides improving solubility, dry milling is often exploited 
during tablet and capsule manufacturing to improve powder flow, compressibility, tablet 
hardness, and uniformity of content.2,7-10 In all these processes, milling essentially involves size 
reduction and size separation combined together to obtain a desired particle size distribution to 
avoid any over-processing of the product. Consequently, to comprehend the process, efforts 
should be directed towards techniques that measure the particle size as well as control the 
process. In this context, aspects of milling are reviewed briefly based on process analytical 
technology and recent modeling approaches. In the current review, the authors do not intend to 
discuss elaborately any core fundamentals of milling process and are focused on existing 
experimental and modeling methodologies used to quantify and understand the process of dry 
milling. 
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2.Background 
Particle size distribution (PSD) and the effect of machine parameters are vital attributes that need 
to be quantified to achieve a quality product during milling.  Depending on the nature and scope 
of the experimental investigation, the techniques employed to measure PSD often diverge. With 
respect to particle size measurement, the approaches employed can be partitioned into two chief 
categories: stream-scanning and field-scanning techniques. In stream scanning particles are 
examined one at a time and then classified into corresponding size intervals. In field scanning, 
the PSD is inferred from the interaction between the assembly and measurement probe i.e. PSD 
is derived from integral field response. These field-scanning methods are more robust, faster and 
hence better suited for Process analytical technology (PAT) applications.11 
 In pharmaceutical industry, laser diffraction (LD) and sieve analysis have been frequently 
employed to measure particle size with sieving being common for coarser materials and laser 
diffraction common for finer materials. Particle size analysis by sieving involves physically 
subdividing a large quantity of material into different classes. The process largely comprises of 
mechanical vibration of a sample through a series of successively smaller sieve apertures. The 
portion retained on each sieve is then weighed and a particle size based on mass distribution is 
obtained. The most important advantage of sieve analysis is that it is relatively simple and is the 
least expensive of all methods. However this method is not suitable for cohesive powders as they 
can easily clog the sieve apertures.  In some cases wet sieving may be a beneficial option when 
the cohesion between the materials is very high.  A combination of wet and dry sieving becomes 
a choice for very wide particle size distribution i.e. with fine and coarse powder. Some of the 
drawbacks of this method include standardization of the sieving procedure that necessitates use 
of large amount of sample and is often time consuming. For the same purpose LD has found to 
much more convenient in measuring PSD owing to relatively rapid particle size measurement 
and a smaller sample size. 2, 12,13   
In LD, a series of detectors positioned at different angles measure the scattering pattern of a 
monochromatic laser light by an assembly of particles. The spatial distribution of scattered light 
intensities is found to be contingent on the particle size, shape and optical properties. Depending 
on the ratio of particle size to wavelength of incident light, the scattering pattern can either 
follow Fraunhofer approximation or Mie’s theory. The Fraunhofer theory considers the particles 
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as two dimensional opaque disks and hence measures the interaction of light at contour of 
particle. It takes into account scattering only in the near forward direction i.e. when the scattering 
angle is very small. As larger particles scatter light of low intensity and at larger angles, 
Fraunhofer theory is suitable for very opaque particles greater than 50 µm. All smaller particles 
can be measured using Mie’s theory where it then becomes necessary to know the optical 
properties i.e the refractive index of materials. These optical properties can be estimated from an 
iterative approach based upon the goodness of fit between the modeled data and the actual data 
collected for the sample. In these methods, the scattered intensities are deconvoluted to a volume 
based particle size distribution using a system of linear equations. The most significant drawback 
of this method is that it always assumes the particles to be spherical. For micronized particles, 
deviation from sphericity is negligible and the shape factor should be taken into account in order 
to obtain an accurate measurement. 12,14 
The primary disadvantage of these off line methods is that they are intrusive i.e. they determine 
the outcome of a milling operation by stopping at preset times and in case of continuous 
processing operations may also resume, at risk, to the subsequent process.15 Hence there has 
been an amplified concern to incorporate particle size analysis into process monitoring. The 
ongoing PAT implementation emphasizes on the need to understand and control the 
manufacturing process and therefore facilitates “Quality by Design”, or QbD. Building quality 
within the product entails the determination of product and process attributes along with 
measuring relevant properties of raw and in-processed materials. The efforts to move towards 
such a risk based and science focused approach for pharmaceutical processing are now 
recognized by the development of process analyzers such as NIR, Raman spectroscopy and 
FBRM. 16-18 Besides various in/on line process analyzers; process modeling tools such as 
Discrete Element Method (DEM), Computational fluid dynamics (CFD) have gained momentum 
since they offer a fundamental approach to improve process understanding, efficiency, scale-up 
and equipment design. Moreover, using simulations, process effects can be much easily 
anticipated thereby reducing any effortful or expensive experiments. Consequently, these 
modeling tools also facilitate process economics by trimming down any developmental and 
manufacturing costs as well as any production delays. Thus these PAT techniques serve as 
predictive and diagnostic tools for a manufacturing process thereby providing valuable 
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information regarding the process methodology. However, each of these techniques has their 
own inadequacies in terms of computational or operational speed, ease and accuracy. 19-21 
3. Characterization of milling performance  
3.1 Non-intrusive methods 
The eventual goal of PAT is to initiate and develop a progressive fundamental understanding of 
manufacturing processes. During the last decade non-intrusive PAT tools such as focused beam 
reflectance measurement (FBRM), Dynamic Image Analysis (DIV), spatial filtering technique 
(SFT) have been introduced to measure PSD. As these are non-intrusive techniques, they have 
the advantage of not interfering with the process in progress and allow real-time process 
monitoring and control.  Moreover these techniques also eliminate any sample preparation 
required for conventional off-line methods. However, in these systems often a side stream of 
particles needs to be isolated since the traditional process streams are highly concentrated with 
flow rates that can cause fouling of the detectors. 13,16 
3.1.1.Dynamic image analysis (DIA) 
Automated image analysis instrumentations are capable of capturing two dimensional images of 
particles when presented in front of the detector. In a DIA system, dry powder particles are first 
placed on a vibratory chute and then accelerated to high speeds by a Venturi tube located in the 
sample dispersion line. As the particles pass through a detecting zone, the xenon flash light 
illuminates the particles and the camera acquires images of the fast moving particles. This image 
analysis system is capable of measuring particle sizes in the range from 1 to 3000 µm. Using 
DIA Nalluri et al. 23 have compared different modes i.e. on-line, in-line and at-line for 
monitoring size reduction in a conical mill. The results from the on-line, in-line and the at-line 
measurement modes showed similar size distributions for the various materials studied with 
some differences that were mainly attributed to sampling and dispersion techniques.  In addition 
to PSD, time evolving size and shape analysis (TESSA) was applied for determining changes in 
particle shape as well as to detect when the process reaches or falls out of equilibrium. For this 
purpose the mill was run continuously for 10 mins and data was collected for every 20 secs. To 
determine equilibrium of process the changes in standard deviations over time in terms of size 
and shape were monitored by a sigma box in a two-dimensional graph. The process was found to 
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arrive at the equilibrium within 4 min and was found to fall out of equilibrium towards the end. 
Thus the evolution of particle size and shape determined by TESSA was found to be helpful in 
monitoring the process changes in the conical mil. A main advantage of this sensor system is that 
it can provide digital images of the particles and hence allows a quick assessment of shape 
information. The TESSA concept can be particularly beneficial in collecting information 
regarding equilibrium milling conditions for a specific material and thus achieve uniform particle 
characteristics. A feedback control system for the conical mill can also be set-up with a DIA 
sensor that would enable enhanced understanding and control of the pharmaceutical dry milling 
process. 22, 23 
3.1.2.Focussed Beam Reflectance Microscopy(FBRM) 
The FBRM system uses a rotating laser optics design that can determine particle chord lengths 
by detecting reflected light from the particle. The FBRM instrument (Fig 2) is composed of three 
parts: a measurement probe, an electronic measurement unit, and a computer for acquiring and 
analyzing data. Briefly in an FBRM measurement a laser beam is projected through a sapphire 
window onto a stream of particles. The optics is then rotated so that the beam traces out a 
circular path.  Until the beam reaches the opposite end of particle, light gets reflected and 
propagated as the particle passes near the window. The chord length of the particle is then 
obtained by multiplying the speed of the laser focused beam with duration of reflection. The 
chord length is measured several times over few seconds and then grouped into size intervals 
providing a probability density function. The chord length distribution (CLD) obtained from 
FBRM measurement depend on both the PSD and the particle shape. The probability of the 
measured chord length is independent of the particle orientation in case of spherical particles. 
However the probability density function of irregular particles will be influenced by both shape 
and size. Different sample particle size distributions, dispersion concentrations and flow rates 
can be accommodated by adjusting the scan speed from 2 to 8 m/s. For measuring the chord 
length the FBRM probe is typically immersed in a flowing suspension of particles and thus it is 
necessary for particles to flow over the sapphire window. Consequently the placement of the 
FBRM probe becomes imperative as particles positioned a few hundred micrometers away from 
probe will be less likely measured. 13,24      
159 
 
Li et al.25 compared FBRM technique with three different sizing techniques, including laser 
diffraction ultrasonic attenuation, and image analysis for glass beads and silica particles. They 
concluded that FBRM measurements can under predict particle size in case of transparent 
particles as the signal amplitude does not possess a sufficient pulse strength. For non-spherical 
particles CLD measurement by FBRM was found to be complex as the measured chord length 
distribution tends to be misleading in terms of the actual particle size and hence a calibration 
specific to the concerned system of relevance is required. With respect to calibration, Heath et al. 
26 concluded that a mean of square-weighted chord lengths, for objects in the size range of 50–
400 µm, compared well with the actual mean diameter obtained using traditional sizing 
techniques.  Length and cube weightings were found to be appropriate for particles smaller (< 50 
µm) and larger (> 400 µm) respectively. Ai Tee Tok et al. 27 used a similar approach to monitor 
particle size distribution during fluidized bed granulation. By inserting FBRM and near-infra red 
spectroscopy (NIR) probes into the fluidized bed real-time measurements could be performed.  
Additionally, by attaching piezoelectric sensors on the external wall of the fluidized bed acoustic 
emission measurements (AE) were performed.  Owing to higher sensitivity, FBRM probe was 
found to be more resistant to fouling in comparison to an NIR probe.  Moreover, any fouling 
problem could be easily diminished by raising the focal point of the measurement from the 
normal setting of +20 to +100 μm. FBRM was also found to be more robust than AE since the 
latter is more sensitive to fluidizing air flows and external intrusions. Thus from an operational 
point, FBRM was found to effective in monitoring particle size in a pilot-scale fluidized bed 
granulator. In an analogous approach FBRM has also been employed for particle size analysis in 
a Continuous Granulation–Drying–Milling process. A self-cleaning spinning disc assembly was 
employed in this study to minimize small particles adhering to the probe window. The study also 
revealed a significant relationship (p<0.0001) between D20, D50, and D80 chord length and sieve 
particle size. The authors suggested that by establishing a meaningful relationship with sieve 
data, a real-time feedback control loops within the continuous process can be created. This PAT 
control loop could assist the generation of uniform and optimized cycle for different 
manufacturing processes or runs thereby reducing the effect of variability due to changes in raw 
material or other factors. 24  
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3.1.3.Spatial filtering velocimetry(SFV)  
SFV technique involves determining the velocity of an object by observing it through a spatial 
filter in front of a receiver. In SFV measurements, particles pass through a laser beam and cast 
shadows onto a linear array of optical fibers.  As the particles pass through the beam, a 
secondary pulse is generated by a single optical fiber and from the time of the pulse and the 
velocity of the moving particles, the chord length can be calculated. The measurement cell 
(Fig.3) of the SFV probe is constructed from stainless steel and has sapphire windows. This 
probe system is suitable for size measurements in the range 50–6000 µm with an uncertainty of 
1% and for velocity measurements between 0.01 m/s and 50 m/s with a standard deviation of 
0.5%. The probe can be installed directly into the process line to provide real-time analysis. The 
optical windows can be clear by passing compressed air or other gases. If the particle loading is 
too high an in-line disperser can also be used to dilute or disperse the sample flow. SFV has been 
recommended for particle size monitoring in mixing and coating, fluidized bed processes, dry 
granulation, high shear wet granulation, and spray-drying. 13,28-29. Närvänen et al. compared three 
different particle size measurement techniques: sieve analysis, laser diffraction and SFV and 
found the latter to be the most consistent among the three studied techniques. The in-line SFV 
probe provided information every 10 s about the process that allowed better understanding of 
different process variables, which was not possible using the off-line LD data. Another study by 
the same group showed that the in-line particle size data measured via SFV could be used to 
monitor different process phenomena and process failure.  
Spatial filter velocimetry (SFV) is similar to FBRM i.e. both the techniques provide a chord 
length distribution but FBRM uses the backscattered light and converts it to size measurement, 
while SFV relies on the particle shadow. Moreover the placement of the FBRM probe is of 
extreme importance since it is necessary for particles to flow over the sapphire window. 13,28,30-31 
4. Modeling approaches for milling processes 
In a grinding process, machine and material parameters interact in a complex way thereby 
making it difficult to comprehend the entire process. Hence extensive tests are often required to 
operate any new milling equipment in order to establish correlations between operation 
parameters and product properties. Hence the consideration of different components contributing 
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to comminution is necessary for a profound understanding of the whole process. Besides, this 
understanding has to be quantified in order to develop a predictive model.32 Besides monitoring 
particle size during milling a considerable effort has been made to model the particle breakdown 
in c systems. Different approaches (table 2) based on energy distribution, fracture mechanics, 
population balance modeling or a combination of these methods have been developed for 
modelling size reduction. In considering energy utilization, size reduction is a very inefficient 
process, only 0.1- 2.0 per cent of the energy supplied to the machine appears as increased surface 
energy in the solids. Such poor energy utilization primarily occurs when the applied forces do 
not exceed the elastic limit of the particle. As a result it gets reversibly deformed or stressed and 
when the load is removed, the particle returns to its original condition without doing useful work. 
Consequently, energy appears as heat and no size reduction is affected. Hence initial efforts were 
aimed at elucidating energy consumption in mill that led to the development of empirical rules 
for size reduction to quantify particle size reduction 2, 33-35. Application of principles of fracture 
mechanics to particle size reduction resulted in a more fundamental approach towards modeling 
comminution and led to a development of models based on material and machine parameters. In 
essence in these models, an energy balance is applied to the process of crack extension by 
equating the loss of energy from the strain field within the particle to the increase in surface 
energy when the crack propagates. 36 For the purpose of PAT applications a dynamic 
mechanistic model is an excellent tool for mapping process knowledge.  The mechanistic models 
that have been increasingly applied to pharmaceutical production processes are Computational 
fluid dynamics (CFD) Population balance models (PBM), Discrete Element Method (DEM). 
Computational fluid dynamics is usually an Eulerian method and can be extremely accurate for 
systems consisting of fluids and hence restricted for continuum material. Population balance 
models (PBM) describe the change in number and properties for given system with time. A 
comprehensive model for size reduction based on PBM was proposed by Broadbent and Callcott. 
This model is based on the concept of selection and breakage functions where selection function 
represents the probability of breakage and the breakage function represents the size distribution 
of broken particles.  Discrete element method (DEM) on the other hand is a Lagrangian model 
providing a high level of detail of the process by describing the dynamic behavior of the 
particles. Fundamentally, DEM solves Newton's equations of motion to resolve particle motion 
and uses contact laws to resolve inter-particle contact forces. It explicitly considers inter-particle 
162 
 
and particle-boundary interactions, providing an effective tool to model fragmentation. 
Moreover, it can be used to calculate many particle-scale quantities of interest such as local 
concentrations; particle stress as well as observe some particle-level phenomena. These 
mechanistic models are particularly beneficial as predictions can readily be made from 
simulations that would be difficult, and possibly expensive, to obtain experimentally. 21, 37 
4.1.Energy based Based Models 
Damage’’ or ‘‘breakage’’ is a general term referring to the reduction in mass of a mother particle 
due to external forces. The method of application of these external forces affects the breakage 
pattern of particles resulting in impact, shear or attrition. Stress conditions generated during 
milling depend upon the operational parameters and vary with the number of loading points, 
stressing rate and intensity. 32 As stresses created due to attrition or impact can be coupled to 
energy consumption, a quantitative relation can be established between size reduction and energy 
consumption. As mentioned earlier milling is an energy inefficient process and initial attempts to 
quantify milling have led to the development of empirical based energy models: Rittinger’s 
model, Kick’s model, and Bond’s model. Rittinger’s model is based on the assumption that all of 
the input energy is absorbed by the fractured particles and the energy required for size reduction 
is proportional to surface area generated per unit mass of the particle. Kick’s model is based on 
the concept that fracture occurs when elastic limit is exceeded and the strain energy needed to 
fracture the particle is proportional to its volume. Thus the Kick’s model neglects the energy 
absorbed by fractured particles whereas the Rittinger’s model ignores energy absorbed in the 
elastic deformation. Bond’s model is a compromise between Rittinger’s and Kick’s models 38-40 
Based on these energy models, the comminution behavior of lactose monohydrate in a single ball 
mill under different frequency and loading rates has been investigated.41 The results suggest that 
Rittinger’s model best describes the milling behavior for low mill loadings at high frequencies, 
whereas the data for high mill loading at low frequencies are well suited for Kick’s model. Also 
from the initial size reduction rate it was observed that attrition and/or chipping was found to be 
the dominant mechanism for milling at low frequencies whereas fragmentation by impact 
seemed to be accountable for size reduction at high frequencies. Although these energy based 
models are phenomenological, they do not deliberate on material properties or fracture 
mechanics which are the fundamental factors involved in comminution. Secondly their 
163 
 
predictiveness is limited by the inherent complexity of milling process and hence the results from 
this study cannot be extended to other mills and are applicable only under limited operating 
conditions. 42. 
4.2.Fracture Mechanics based Models 
The inherent inadequacies of the grinding laws led to the notion that milling is considered to be 
an art that can be learned from years of experience. From the perspective of process control this 
is an undesirable situation particularly for pharmaceutical field where product control is critical. 
With the advent of fracture mechanics and population balance modeling, the mathematical 
analysis of milling operations has been moderately successful. A more detailed understanding of 
fracture mechanics became possible only after the analysis of stress in spheres. Hertz considered 
contact between two homogenous bodies with ellipsoidal surfaces and determined the normal 
stresses in the contact area and also duration of contact.43 This theory was further extended by 
Huber who described stresses in the vicinity of contact area. 44-45 Griffith proposed that all brittle 
materials contain a population of small cracks and flaws. Fracture will result upon application of 
stress when the theoretical yield stress is exceeded at the tip of one of these flaws. Owing to the 
practical difficulties of energy approach, Irwin reformulated the equation in terms of stress rather 
than energy. This resulted in new material property called stress-intensity factor which is now 
universally accepted as a defining term for fracture mechanics and a characteristic material 
property. 46 Thus a comprehensive study of the entire process requires an adequate knowledge of 
the stressing events, which are determined by the operational conditions, as well as the materials 
reaction to the applied stress. Consequently, from energy based models the focus shifted towards 
establishing models from the principles of fracture mechanics, being a combination of both 
material properties and machine effects 32,47 
Based on indentation fracture mechanics a model for attrition of particulates has been developed 
by Zhang et al. 48. The fracture mechanics based model was developed from the analysis of 
propagation of the lateral cracks in single crystals of KCl, NaCl and MgO to provide an estimate 
on the rate of attrition. Damage during fracture can result in localized loading that can lead to 
significant deformation followed by the formation of radial cracks or subsurface lateral cracks. 
At low velocities these lateral cracks are considered to be responsible for the material removal 
and hence attrition whereas at sufficiently high velocities the propagation of the radial cracks 
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causes fragmentation. 49-50 Applying these principles of fracture mechanics, the fractional loss 
from a particle due to an attrition was found to be in (Eq. 1) where α is the proportionality factor, 
and the dimensionless group ɳ is regarded as the attrition propensity parameter. This parameter 
includes all the relevant material properties, i.e. density (ρ), particle linear dimension (l), 
hardness (H), and fracture toughness (Kc), and the impact velocity (v). In order to determine the 
constant of proportionality single particle impact tests were conducted and the material loss due 
to attrition was quantified gravimetrically. The trends of the experimental results were found to 
agree with the predictions of the mechanistic model of attrition. Moreover, the dependence of 
attrition rate on material properties, impact velocity and particle size was validated. Although 
this model does not take into account the effect fatigue or defect accumulation it is one of the 
few mechanistic models that actually describe attrition. 51-52  
 (1) 
 
4.3.Population balance modelling 
Population balance modeling consists of a set of integro-partial differential equations which 
describe the behavior of particles from the analysis of behavior of a single particle in local 
conditions. 
 
 
In a typical PBM system (Eq.2) t, m, S, and b represent time, mass density distribution function, 
selection function, and breakage distribution function respectively.   The portion of particles 
which is damaged in an experiment is obtained from the breakage probability whereas the 
breakage function represents the size distribution of the fragments. Most researchers have 
modified traditional PBM functions by adding semi-empirical relationships that are fitted to 
measure the equipment response. These relationships modify the breakage rates, enabling the 
model to respond to changes in feed and operating conditions, thereby providing some predictive 
capability. The main drawback of this approach is that it can’t be used for design purposes and 
for optimization.53-55 Fracture mechanic principles have facilitated the incorporation of material 
𝜉 = 𝛼𝜂 =  𝛼 
𝜌 𝜈2𝑙𝐻
𝐾𝑐
2
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𝑑𝑡
= −𝑆𝑖(𝑡)𝑚𝑖(𝑡) + ∑ 𝑏𝑖𝑗𝑆𝑗(𝑡)𝑚𝑗(𝑡)
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properties into the breakage probability functions of PBM. Starting from simplifying assumption 
of both geometrical similarity of particles undergoing size reduction and similarity of states of 
stress and strain Rumpf developed a relation between initial particle size and the elastic strain 
energy. Using dimensional analysis the similarity law was extended to include different materials 
with varying flaw distributions. The same correlation was obtained by applying Weibull statistics 
for flaw size distribution along with Hertz theory and mechanics of crack propagation. 56-58  
Vogel and Peukert 32 used this approach to arrive at an impact model which exclusively deals 
with both material and mill function. They simplified both approaches i.e. similarity 
considerations by Rumpf and the fracture mechanical model based on the Weibull statistics and 
arrived at two new parameters namely fMat and Wm,minx.  
 (3) 
In this impact model, fMat represents the resistance of particulate material against fracture, Wm,min 
characterizes the specific energy which a particle can absorb without breakage, x being the 
particle size and k the number of impacts. Meir et al. 59 have used this impact model to describe 
the grinding behavior of pharmaceutical materials based on fmat and Wm,min. These parameters 
were determined experimentally by particle impact tests. Single particle fracture studies have 
been used since the early 1960s and have now undergone significant improvement to study 
milling process and the material functions such as fMat and Wm,min. A variety of testing methods 
including single/double impact or slow compression have been used to measure the breakage 
characteristics of particles Particle impact tests can be performed by drop tests or by propelling 
particles against a target using a pneumatic gun. 60-62 In this study the particles are accelerated 
along a tube and hit an impact plate made of hardened steel. After the impact, the material is 
collected in bottom of the impact chamber. Several experiments were performed at different 
impact speeds to obtain a dependency of S over Wm,kin that provided the parameter fMat and 
Wm,min.  These material parameters allowed for a quantitative differentiation between various 
materials and enabled a comparison between different materials such as lactose monohydrate, 
sucrose, glycine, ascorbic acid, acetylsalicylic acid and tartaric acid. The results clearly indicate 
the high friability of citric acid as compared to other compounds. Thus this method can be used 
to identify those compounds that break easily from the ones that require a higher input of energy 
for breakage. The method also permits a quantitative characterization of breakage behavior in a 
𝑆 = 1 − exp {−𝑓𝑀𝑎𝑡 kχ (𝑊𝑘𝑖𝑛 − 𝑊𝑚,𝑚𝑖𝑛) } 
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size range down to about 25µm. Moreover, the method allows the characterization of grinding 
behavior of materials using smaller amounts of substance, thus reducing any developmental 
costs.  Vogel and Peukert's impact model is however limited to describing breakage by repeated 
impacts of constant magnitude only. Moreover, when using more detailed breakage functions, 
additional parameters need to be introduced, that can differ from substance to substance. 
Therefore, care has to be taken when choosing a model for describing the breakage function in 
PBM.59 
4.4. DEM modeling 
The Discrete Element Method (DEM), proposed by Strack and Cundall63 is a deterministic 
approach to investigate the particle dynamics. This method serves as predictive tool for granular 
behavior typically observed for pharmaceutical powders and treats each particle as a separate 
entity. It employs different numerical schemes to solve Newton's equations of motion and 
contact mechanics to predict the time history response of material and corresponding particle 
trajectories.64-67 This mechanistic model has now become been widely accepted as an effective 
method of addressing engineering problems and has been successfully used to simulate chute 
flow, 68 hopper discharge, 69 flows in rotating drums, 70-71 and tablet coating. 72-73 . 
The earliest DEM model of a ball mill was by Mishra and Rajamani 74,75 . A 2D model was 
developed to analyze the motion of balls and particles during flow. To experimentally verify the 
results obtained from DEM, the mill was computationally divided into slices such that 
percentage of area occupied by the discs, along with the void area is equal to the proportion of 
charge filling of the actual mill. As the torque of the experimental mill is the product of resultant 
value for the slice and the quantity of slices, power consumption was compared between the 
experimental mill and the DEM model. Although overall agreement was found to be satisfactory, 
the 2D model does not account for the torque component in the axial direction and hence should 
be used cautiously when analyzing slices at the feed or discharge end of mill where axial 
component dominates. This two-dimensional DEM for the ball mill was further extended by 
Cleary 76, 77 by incorporating particles of different size and shape. Detailed comparison of charge 
profiles in a mill predicted by the model with high speed photographs demonstrated a very close 
agreement. Segregation within the mill was also studied by computing the coefficient of 
variation of particle size distribution.  The largest amount of radial segregation in a mill was 
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found to be at 50% fill where the balls were confined to the center of mill. Under these 
conditions the balls cannot enter the cataracting stream and therefore do not break particles by 
high energy impacts. Additionally, particles were found to collide with neighbors of similar size 
and hence reduce the overall breakage opportunities. Following validation on flow and power 
consumption it was observed that increasing the angularity of charge can lead to higher dynamic 
angles of repose for the cascading free surface and hence higher power consumption. As the 
particles become rounder the shear strength of the charge was found to decline leading to lower 
power consumption. Thus the predictive ability of DEM can reinforce the effect of operational 
and feed parameters on the performance of mills and hence improve the sensitivity of predictions 
to various modeling assumptions. 74-77  
Besides the charge flow and power consumption, DEM has been extensively used to study 
energy distribution in mills 78-81. Since the fundamental phenomenon for particle breakage occurs 
due to collision of particles with the grinding media, most studies have sought to relate the 
impact energy distribution obtained from DEM simulations to the breakage rate.  In these 
models, the collision energy spectrum is calculated from the energy loss within the mill due to 
contact damping and friction rather than the kinetic energy of the collision. Damping energy is 
calculated during contact for both normal and shear components. Consequently, these techniques 
based on energy logging elaborate the various contributions to the overall energy dissipation 
within the mill and quantify the amount the energy actually utilized by the particles. Such efforts 
can enhance energy utilization of mills since it’s well-known that they are highly inefficient. 82 
This method of energy logging has been extensively used to determine the energy spectrum for 
tumbling mills. The frequency distributions for these mills indicate that majority of the particle 
impacts occur at low energy and hence are more likely to result in attrition than fragmentation. 
Therefore, high energy impact models may not be representative of the collision environment 
within these mills.82-83 Besides determining the impact spectra, DEM simulations have been used 
to determine breakage rates of particles. Earlier approaches used by Datta and Rajamani 84 
determined the breakage rate by DEM, based on energy and frequency of collision and compared 
to the impact energy determined experimentally. Similar to Datta and Rajamani, Concas et al.85 
established a breakage parameter in as the product of collision rate and the breakage probability 
by averaging the collision energy.  Despite incorporating the effect of collision spectrum on 
milling these methods lacked the consideration of any fundamental properties of particles such as 
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fracture toughness on breakage rate. Moreover in these studies the impact energy distribution 
was obtained by assuming that all energies contribute to breakage, which may not be practical 
since minimum impact energy must be overcome to cause flaws and crack propagation for 
particle breakage to occur. An attempt was made by Capece et al. 86 to resolve these deficiencies 
in determining the specific breakage rate parameter by exploiting the particle scale interactions 
obtained from DEM and the impact model established by Vogel and Peukert 32 (Eq 3). The 
impact model had to be revised since in the original experiments of Vogel and Peukert preset 
collision energy was provided to particles by an impacting plate. This may not be similar to the 
environment inside a mill as the particles will undergo a several series of impacts with varied 
impact energies. To address this issue Capece et al. modified the equation to make it well-suited 
to the collisional environment within a mill and determine a specific breakage rate parameter 
(Eq.4) based on fracture mechanics.  
 (4) 
The parameters fcoll,l represents collision frequency with energy Em,l,,and  x1 is the particle 
diameter. DEM simulations parallel to the experimental conditions of ball milling of silica glass 
were performed for various feed and media sizes. The specific breakage rate parameter based on 
impact model determined from the DEM calculations was found to agree very well with the 
experiment, which suggests that impact spectra obtained from DEM are accurate. Such 
comparisons demonstrate the capability of DEM based models to simulate an intrinsically 
dynamic milling environment and hence a more fundamental analysis of the process.86 However 
the validity of the model with respect to shear-based milling processes is still undetermined. 
Additionally this model involves no parameter that explicitly accounts for the material 
amenability to weakening by repeated impacts and hence cannot simulate conditions of low-
energy stressing or any defect accumulation.  
A model that exploits these principles from damage mechanics and Hertzian contact theory has 
been developed by Tavares et al. 87 to describe fracture of particle by damage accumulation. This 
model takes into account the distribution of collision energies in a mill obtained from DEM 
calculations along with distribution of fracture energies from impact tests to describe breakage 
by repeated stressing. From the particle impact tests the amount of damage “D” sustained (Eq.5) 
in the nth loading cycle was estimated as the damage accumulation constant, and was used for 
𝑘 ≡ 𝑘1 =  𝑓𝑚𝑎𝑡 𝑥1   ∑ 𝑓𝑐𝑜𝑙𝑙,𝑙   (𝐸𝑚,𝑙  − 𝐸𝑚,𝑚𝑖𝑛  )
𝐿
𝑙=1                           
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force-displacement calculations in DEM.  By incorporating the contact mechanics of load-
deformation of a sphere during compression the reduced stiffness of material was calculated 
based on the damage variable D thereby taking into account the weakening of material by 
repeated impacts. 
 
 
In this model, Ek,n and En-1 represents the impact energy of the striker and the fracture energy of 
particle respectively. Although, the model was capable of describing breakage rate of coarse 
particles, it predicted a significant departure from experiments for finer particles (<= 0.075 mm), 
probably due to the assumption that the energy is evenly split among particles. Despite these 
limitations an important the model could determine the optimum impact energy for breakage of 
all particles. Moreover, the model requires fitting of only one parameter i.e. the damage 
coefficient (γ); a material dependent parameter from experimental data of repeated-impact tests. 
88,89 
Simulation centered only on the collision energy spectra provide the opportunity to understand 
the various contributions to the energy dissipation within the mill and also predict the amount of 
energy consumed by particles.  Hence these are appropriate for the simulations of the flow of 
materials where intensity of breakage can be deduced from the energy spectrum. Although these 
methods demonstrate the method’s validity they do not involve any breakage of the particles and 
hence are mostly concerned with qualitative comparisons between simulated and experimentally 
observed granular motion in a mill. 90-93 To simulate actual size reduction of the particles, 
breakage and its controlling mechanisms need to be included in the DEM simulations. Recent 
progress in computing power and coding efficiency for numerical models are paving the way for 
simulations of particle breakage facilitating better equipment design and process operating 
conditions. The earlier models for simulating fracture are based on agglomerate structure where 
particles are glued to each other. This method is called Bonded Particle Method (BPM), suitable 
for non-porous particles. BPM simulates the mechanical behavior of a collection of particles that 
are bonded together at their contact points. The particles interact only at the soft contacts, which 
possess finite normal and shear stiffness. The mechanical behavior of such a system is described 
𝐷𝑛 =  [
2𝛾
(2𝛾−5𝐷𝑛    +5)
 
𝐸𝑘,𝑛
𝐸𝑛−1
]
2𝛾
5                                    (5) 
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by a force–displacement behavior at each contact defined by the normal and shear stiffness, kn 
and ks; and the friction coefficient, µ; of the two contacting particles. In these systems the 
breakage of particles is considered to be an elastic–brittle model with Griffith energy criterion 
for crack propagation. 94,95  Based on this approach simulations of fracture due to normal impact 
against a solid wall have been reported by Potapov and Campbell 96. In these simulations it was 
observed that the macroscopic load generated during impact was found to generate 
heterogeneous force transmission and induce several sites of tension or compression. It is these 
micro-forces and micro-moments that consequently induce a global force and stress 
redistribution. If the stress redistribution results in a maximum tensile or shear stress that exceeds 
the tensile strength or shear strength of the bond, breakage occurs due to formation of rupture 
zones. Unlike Finite Element Method (FEM) that idealize material behavior as an elastic 
continuum with elliptical cracks; BPM does not impose any theoretical assumptions and 
limitations on material behavior. Consequently in BPM, cracks form, interact and coalesce 
resulting in macroscopic fractures. 82,95   In a similar approach Thornton et al. 97-99 presented 
numerical simulations of spherical, crystalline face centred cubic agglomerate impacting a target 
wall.  In this approach, agglomerates were created with arbitrarily arranged spherical particles 
and glued together with surface adhesive forces. Agglomerates with different inter-particle bond 
strengths were created by attributing each particle a different surface energy (Γ). Simulations 
were performed to evaluate the effect of impact velocity and bond strength on the evolution of 
the wall force, kinetic energy of agglomerate and the proportion of broken bonds. The initial 
specific energy required to break a given number of bonds was found to scale with Γ3. As 
consequence of the large forces being transmitted vertically upwards upon impact with wall, the 
primary particles in this region of agglomerate were found to decelerate whereas those in the 
lower side of the agglomerate did not experience any slowdown. Subsequently a heterogeneous 
velocity field was created due to a velocity discontinuity producing a relative shear motion 
between the agglomerate planes; ensuing breakage of contacts and fragmentation. Geometry and 
orientation of the agglomerate at wall interface were found to dictate the pattern of weakened 
planes and hence mechanism of damage. Based on this approach Ghadhiri et al. 100 has shown 
that weakly agglomerated lactose particles tend to deform plastically rather than fracture. Thus 
the different stages encountered during fracturing of the materials during agglomerate breakage 
can be envisioned through these simulations and force analysis, which is almost impossible by 
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experiments. Although the bonded/glued particle method can be used to study agglomerate 
breakage it is challenging to extend this method to an ensemble of particles due to the 
computational cost required to model sub-particles elements and glued/bonded particles 94-95,98. 
To circumvent this drawback, Cleary et al. 101 introduced a replacement strategy in which the 
parent particle is replaced by an assembly of progeny when the breakage criteria are exceeded. 
Based on this approach Naik et al. 102 has explored the breakage of lactose in an impact mill. The 
simulations illustrate the effect of feed rate and impeller speed on milling where choke feed 
conditions has been observed at high feed rates and low impeller speeds. Although simulations 
agree with experimental trends the fragmentation model cannot be extended to accommodate 
effects of damage accumulation and hence are restricted to brittle materials. Additionally these 
models do not account for other modes of breakage such as attrition or chipping of 
particles.102,103 New micro-scale population balance models have been now developed providing 
a comprehensive model that simulates flow and breakage of particles. These models keep track 
of the mass balance of particles and their fracture energy within a mill. In traditional PBM, size 
dependent empirical functions are chosen to describe the specific breakage rate parameter and 
the breakage distribution parameter for all particle sizes under consideration. This drawback can 
be overcome by these micro-scale population models that predict breakage and product size 
distribution based on energy distribution in mills. Consequently, in these models the selection 
and breakage function of the PBM are described in terms of collisional energy and material 
properties obtained from DEM calculations and impact tests respectively. The most common 
selection function that has been explored for these models is based on the fracture mechanics 
model described by Vogel and Peukert whereas the breakage function employed are either 
Napier Munn or Broadbent and Callcott. 104-107 Micro-scale population models have been used to 
describe breakage due to incremental impacts for spherical and non-spherical particles in ball 
mills. The simulation model estimates mass loss with particle size evolution based on cumulative 
damage. Based on the energy spectra it was concluded that many of the impacts that cause 
damage exceed the threshold breakage energy only by a small margin and a large amount of 
energy is lost in elastic deformation. While the DEM model gave good predictions for the size 
evolution it significantly over predicted the size of finer particles probably as the simulations 
were truncated at a minimum progeny size to limit the number of particles that can reasonably be 
modeled. Thus one of the key challenges still remaining for these mechanistic DEM models is 
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the need to adequately take account of the fine particles in milling applications. However in 
principle these are complete particle scale models lacking empiricism of population balance 
model and also benefit from the fact that design and process parameters are directly accounted 
by DEM simulations. In closing, the energy spectra from DEM along with population balance 
models are providing an essential contribution to advance the study of comminution process to 
an engineering science based on the mechanics of the processes.82,108 
5. Conclusion 
Particle size reduction is simply the result of a series of mechanical interactions between the feed 
material and vessel geometry. These interactions result in an intricate granular flow and particle 
rupture at the macro-scale, which are difficult to resolve. Consequently, like other particulate 
processes, it is difficult to design and control it partly due to the absence of any constitutive 
equations to describe particle breakage. Hence there is a need for established and consistent 
methods or models to quantify and predict this process. Traditional experimental methods are 
limited in providing a mechanistic model to illustrate the effects of particle properties and 
operational parameters on the process. Recently, studies have shown the emergence of micro-
scale process modeling approaches as a promising tool for analyzing complex system 
geometries, parametric effects and energy efficiency in milling processes. However substantial 
testing of these techniques is still required to prove their predictive capabilities. Moreover 
validation is still inadequate especially in realistic environments as well against controlled pilot 
experiments. Experimental verification based on non-intrusive methods such as FBRM, SFT 
could facilitate model validation since they allow real time process monitoring. Thus, application 
of PAT tools along with process modelling could formulate dynamic mechanistic models in a 
structured way that facilitates development of predictive tools and knowledge transfer.  
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Modeling tool Information Advantage Short-comings 
Energy  based 
models
2, 40-41
 
Based on semi-empirical 
relations between particle 
size and energy 
Simple to operate  Not related to any 
material properties 
Cannot be extended 
to different mills 
Population balance 
modelling 
(PBM)
43,53-55,59
 
describes the evolution of 
populations of entities 
(particles, granules, 
droplets) over time. It 
gives the behavior of a 
population of particles 
from the analysis of 
behavior of single particle 
in local conditions  
Population balances 
model the evolution of 
properties that may 
differ from particle to 
particle. 
Can model fine 
particles. 
Newer models 
incorporate material 
properties into model  
A lot of 
experimental data is 
required  
Empiricism 
Challenging to 
extrapolate to 
different equipment 
design 
Discrete Element 
Modeling (DEM) 
78-82,,86,95-98,106-108
 
Predict trajectories of all 
particles using Newton’s 
equations of motions and 
Euler’s law  
Combined with  fracture 
mechanics and  population 
balances provide a 
complete particle scale 
model  
Provide dynamic 
information (transient 
forces energy spectra, 
power-consumption, 
stress distribution ) 
which are difficult to 
calculate 
experimentally.  
Easily incorporates 
material properties and 
machine parameters. 
Computationally 
very expensive and 
hence suitable for 
limited number of 
particles  
Doesn’t account for 
account of the fine 
particles in milling 
applications 
Table 2:  Modeling techniques used in dry milling operation 
185 
 
 
Figures 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
186 
 
 
 
 
 
 
 
  
 
 
 
 
 
Figure 1: Process operations for solid dosage form
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Figure. 2. Working principle of spatial field velocimetry (Parsum IPP70 probe). 
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Figure 3: Working principle of the FBRM technology 
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Abstract 
Particle size reduction rate was studied by conducting parametric studies experimentally and 
computationally using Discrete Element Method (DEM). Studies were performed with lactose 
non-pareils to understand the effect of blade speed (rotational), feed rate, and blade-wall 
tolerance in a Wiley mill. The size of the resulting progeny of particles was analyzed by sieve 
analysis. Greater size reduction was observed at higher speeds and low feed rates owing to the 
greater centrifugal force experienced by the particles and longer mean free path lengths 
respectively. Increase in blade-wall tolerance resulted in accumulation of powder bed which was 
found to be higher at low impeller speeds. Single particle impact studies were performed using 
Dynamic Mechanical Analyzer to determine the force required to break the granule. In this 
method, the granules were subjected to a quasi-static compression process and the corresponding 
force was continuously recorded. The flow and fragmentation of non-pareil were simulated using 
DEM, an explicit numerical technique scheme, which calculates interaction forces between 
grains for each grain-grain contact, and the resulting motion of each grain.  
 
Keywords: Comminution, Wiley Mill, Discrete element method, Fragmentation, DMA 
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1. Introduction 
 
Particulate processing is commonly encountered in a wide variety of industries such as paper, 
ceramics, mineral, food and pharmaceutical industry. It has been estimated that roughly 70% of 
all manufactured products require some sort of particle processing [1]. Despite granular systems 
being so pervasive in industry, processes involving these types of materials are often poorly 
understood compared to their fluid processing counterparts [2]. This reality stems in part from 
the fact that there is a lack of a set of constitutive equations derived from first-principles that 
describe granular flows for a specified initial state and boundary conditions. This leads to broad 
assumptions during process design, poor identification of critical process parameters and scale-
up complications [3]. The need for understanding the behavior of such complex particulate 
systems is of critical importance to the solid handling operations of the pharmaceutical industry; 
where close to 80% of pharmaceutical products are formulated as tablets, pills or capsules [4]. 
Tablets and capsules are manufactured as a result of different unit operations (mixing, 
granulation, drying, milling and compression) where reliable powder flow is crucial for the 
success of final product. Particle size reduction by mechanical means is an important unit 
operation as it determines the appropriate size distribution of the final product. For example the 
particle size distribution has significant impact on the performance and solubility of BCS II 
drugs whose solubility has been improved by micronization or milling [5-7].  
The particle size distribution of the material after comminution depends on complex interaction 
between the operational parameters and material parameters. Surface characteristic and fracture 
pattern of the powder under an applied energy is influenced not only by material properties, but 
also by mill performance .The machine parameters depend on the mill involved and for impact 
mills typically consist of rotor speed, feed rate, screen size, impeller wall tolerance [8-9]. These 
operational conditions of the mill determine the number, intensity and the distribution of stress 
events within the particulate bed leading to fragmentation. The material properties of interest that 
determine their breakage during comminution include the Young’s Modulus, Fracture toughness, 
Yield stress. Probably the most important characteristic governing size reduction is hardness 
because almost all size-reduction techniques involve somehow creating new surface area and this 
requires adding energy proportional to the bonds holding the feed particles together. Flow 
properties can be major factors, too, because many size-reduction processes are continuous, but 
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often have choke points at which bridging and flow interruption can occur [10-14]. Thus the 
knowledge of particle flow, granular fracture in a mill is very critical to optimize and to scale up 
this operation. Substantial effort has been expended in last three decades to understand the 
milling performance as a function to material properties, operational conditions and machine 
configuration. Kwan et al. [15] performed experiments and discrete element method (DEM) 
modeling of milling of pharmaceutical excipients in a very-small-scale, oscillatory, single-ball 
mill. Campbell [16] developed a relationship between the inlet and outlet particle size 
distribution in a roller-milling operation whereas the Hammer Mill has been investigated by 
Austin, Vogel and Djordjevic for different sorts of materials. Austin developed a simplified a 
analytical model of high-speed milling of limestone and cement in hammer mill and chose 
arbitrary parameter to match the model prediction to the experimental findings [17-18], whereas 
PMMA/Glass and rock were the materials of interest for Vogel [19] and Djordjevic [20]. A 
comprehensive understanding of the fragmentation mechanism from experiments helped the 
development of a series of mechanistic and population balance based models [17-19]. However, 
these models have some drawbacks such as computational complexity for which exact solutions 
may not be possible, and complete omission of inter-particle interaction. Moreover, such models 
are quite cumbersome for developing governing equations that handle influence of process 
parameters on particle size distribution.  
Unlike population-based models, which ignore particle-particle interaction, DEM explicitly 
considers inter-particle and particle-boundary interactions, providing an effective tool to model 
fracture and fragmentation phenomena. Fragmentation of particles was modeled using a 
composite-particle approach by Khanal [21] and Thornton [22-23] where bigger primary 
particles were considered to be fabricated by gluing smaller particles with a cohesive bond. Their 
DEM was based on first principles (Newton’s Law and Euler’s Law for linear and angular 
motion) wherein particle breakage is not due to fracture or crack propagation but bigger particles 
(agglomerates) simply disintegrate into clusters of smaller particles. Comprehensive modeling of 
milling based on first principles was attempted by Djordjevic using DEM, where granular flow 
properties are considered [20]. The DEM-based direct modeling of the milling process is limited 
to a small number (a few hundred) of spherical particles, and derives essentially no conclusions 
regarding optimization, control or scale-up of milling performance. Mio et al. [24] used DEM to 
estimate the scale-up strategies of grinding gibbsite powder by using four different scales of 
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planetary mill, relating specific impact energy with grinding rate. In these DEM models, the 
breakage is being either modeled using a stochastic approach or empirical relations which are 
very material specific, instead of using kinetics, kinematics and theories of fracture mechanics. 
This paper describes the use of Discrete Element Method (DEM) for studying particle flow and 
fracture under impact. The Discrete Element Method (DEM), proposed by Strack and Cundall 
[25] is a deterministic approach to investigate the particle dynamics. As DEM explicitly 
considers inter-particle and particle–boundary interactions along with kinematics of primary and 
secondary particles it provides an effective tool to model fragmentation. To the best of our 
knowledge no previous work has used 3D DEM of the comminution process for a realistic 
granular system in a Wiley mill which is the subject of our study. Experimentally validated 
particulate DEM has the capability to predict the particle size of fragments generated under 
different operational conditions. The DEM model can easily include physical properties of 
material of interest and operational conditions of comminution process.  
 
2. Material and Methods: 
2.1. Materials 
Comminution studies were performed on Lactose non-pareils obtained from Paulaur Corporation 
(Cranbury, NJ) of diameter 1.2–1.4 mm. The non-pareils was selected as a model compound 
because of it’s with well-known physical properties (stated in Table 1)  
2.1. Dynamic Mechanical Analysis:  
Breakage studies for single particles have been carried out using different approaches such as 
ultrafast load-cell [26], drop tests and quasi-static compression [27-28]. In this study a method 
similar to the testing procedure used by Antonyuk [28] et al. was used. Single particle breakage 
studies were performed in Dynamic Mechanical Analyzer (DMA) from TA instruments (Fig. 1a) 
to study the effect of the different loading conditions on granule properties. In this study the 
granule was placed on stationary clamp and compressed by a movable clamp that can be 
programmed to apply increasing load to sample. As the particle gets compressed, the applied 
force and corresponding change in granule properties (dimension change, displacement, and 
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stress) was continuously monitored on screen. Using this experimental approach the force 
required to crush the granule was determined. To investigate the effect of creep on breakage, the 
lactose granules were subjected to loading and unloading cycles and the corresponding breakage 
force for such treatment was monitored. To explore the effect of strain rate the particles were 
subjected to high loading rates (≈4N/min and 6N/min). 
2.2. Experimental approach: 
The milling equipment (Fig. 1b) (Thomas Wiley Mill,  Thomas Scientific, Swedesboro, NJ) used 
in our study is a variable speed, digitally controlled, direct drive mill; that  provides continuous 
variation of cutting speeds from 600 to 1140 rpm with constant torque maintained throughout the 
speed range. Parametric studies were conducted with lactose granules to study the effect of 
speed, impeller wall tolerance and feed rate on particle size reduction. In this study the material 
is fed from the hopper into the chamber and thrown out centrifugally by impact with the blades 
and ground by impact against the wall or hammers at the periphery. The material is retained until 
it is small enough to fall through the screen that forms the lower portion of the chamber. Particles 
fine enough to pass through the screen are discharged into a glass container. The experimental 
factors were studied at two or three levels. The operating conditions examined using the mill is 
enlisted in Table 2.  
To quantify the effect of operational parameters on size reduction, particle size was computed by 
sieve analysis. The data obtained following sieve analysis was plotted in the form of d90, d50 and 
d10 to understand the mechanism of comminution. The evolution of d90, d50 and d10 was used to 
investigate the milling behavior of particles with coarse, average and fine sizes respectively [29-
30]. 
3. Computational Model 
Numerical simulations based on the Discrete Element Method (DEM). DEM, originally 
developed by Cundall and Strack [25] has been successfully used to simulate chute flow [31] 
hopper discharge [32] and flows in rotating drums [33-34]. In DEM, the total forces and torques 
acting on each particle are calculated. Each particle may interact with its neighbors or with the 
boundary only at the contact points through normal and tangential forces. The force on each 
particle is given by the sum of gravitational, inter-particle (normal and tangential FN and FT), 
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cohesive forces (Fc) and Eq. (1). The corresponding torque on each particle is the sum of the 
moment of the tangential forces (FT) arising from inter-particle contacts (Eq. (3)). Hence, the 
forces and torques acting on each of the particles will be calculated as follows:                                       
                                          Fi =   mig + FN + FT                                            (1)                                                                      
                       
                                                     Ti = ri  FT                                (2)                                       
                    
The flow chart of the simulation process is given in figure 2. Initially the force on each particle is 
given by the sum of gravitational and inter-particle (normal and tangential FN and FT) as 
indicated in Eq. (1). The normal forces (FN) and the tangential forces (FT) for inter-particle or 
particle-wall collision were calculated with the “latching spring model” and “incrementally 
slipping model” respectively, developed by Walton and Braun [35].  The normal forces between 
pairs of particles in contact are defined using a spring with constants K1 and K2 for compression 
and recovery: FN =K1μ1 (for compression), and FN=K2 (μ1−μ0) (for recovery). Here μ represents 
the overlap during contact. The degree of inelasticity of collisions is incorporated in this model 
by including a coefficient of restitution e = (K1/K2)
1/2 (0<e<1, where e=1 implies perfectly 
elastic collision with no energy dissipation, e=0 implies completely inelastic collision 
The major computational tasks of DEM in each time step are as follows: (i) add/delete 
contact between particles thus updating neighbor lists, (ii) compute contact forces from contact 
properties, (iii) sum all forces and torques on particles and update position and (v) determine the 
trajectory of the particle by integrating Newton's laws of motion (second order scalar equations 
in three dimensions) using a central difference scheme, Verlet's Leap Frog method. The DEM 
code was written in C language and was performed in 32 and 64 bit Linux clusters. 
Grady [36] derived a simple model of dynamic fragmentation by balancing the available kinetic 
energy against the energy associated with the new surface created in the process. The fragments 
are supposed to be stress free upon their formation so that all the stored elastic energy is 
available for fragmentation. In this the paper, the model proposed by Djordevic [20] and Grady 
[36] was adopted to describe fragmentation in impact mills. However the breakage algorithm 
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was modified such that the particle breaks only when the contact forces between granule/hammer 
or granule/wall exceed the breakage force obtained from DMA studies.  
Based on Grady’s model the particle size of fragment following fracture is given in equation 4 
 
 
D is the diameter of the resultant progeny particle, Klc is fracture toughness of material, (Pa m
0.5) 
Vp is propagation velocity (m/s) of longitudinal elastic waves in the material, Sr is the induced 
strain rate. The strain rate in the sample is defined as the difference in particle velocity at the 
point of impact and at the opposite end along the length of the sample.  
The strain rate is calculated from the rotational velocity of the impeller and the radial distance 
between the center of the rotation and the impact point.  
 
 
 
Where Vpp1 and Vpp2 are particle peak velocities at the impact point and at the free end of the 
particle respectively, and L is the diameter of the particle sample (m). The peak velocity Vpp1 at 
the interface of the impeller and particle is equal to the impeller velocity Vi, and that Vpp2 at the 
free end of the particle sample is of the opposite sign of Vpp1, thus the strain rate can be 
represented [20] as 
 
 
Following fragmentation, the resultant particles are considered as spheres, obeying the laws of 
conservation of total mass and momentum [37]. Besides predicting the particle size, DEM 
simulations were performed to illustrate the effect of speed, feed rate and impeller wall tolerance. 
The value of DEM parameters are given in table 1 
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4. Results and Discussion 
4.1. Experimental Results 
4.1.1. Breakage force and Creep  
Granule breakage on impact with a rigid surface depends upon material properties of the granule 
and the impact surface.  It is plausible that for any given granule there is a specific force required 
to cause the granule to fracture under dynamic conditions and a different specific force required 
under static compression. This belief in the inequality between static failure force and dynamic 
failure force is largely due to the acceptance of creep (permanent deformation caused when 
certain materials experience low static forces) and high strain rate effects(increased resistance to 
deformation in some materials when exposed to high forces over very short periods ) [38]. Also, 
in a rotating bed depending upon mill speed and mass flow rate not all particles maybe subjected 
to forces of similar magnitude.  To investigate these effects, the breakage force using DMA was 
determined. As illustrated in Fig. 3a, this force was found to vary between 6-7 N for the 
granules. To evaluate the effect of creep, the non-pareils were subjected to at most three cyclic 
loading and unloading tests. As demonstrated in Fig. 3b when the material was subjected to 
smaller cyclic static forces, the breakage force did not change and the granule fractured 
completely around 7N. Thus in this case there was no permanent deformation that could cause 
the material to fail under lower loads when subjected to static forces. Moreover the breakage 
force did not change upon varying the loading rate from 4 N/min for the first cycle and 6 N/min 
for the next cycle depicted in figure 3c. Thus a creep cycle (Fig. 3b) and high strain rate effect 
(Fig. 3c) do not seem to affect the breakage force of the material. An initial hysteresis was 
observed in the first cycle that disappeared in the subsequent cycles. This hysteresis might be due 
to surface asperities on particles which deform plastically upon loading and loading.  
4.1.2. Parametric Studies 
4.1.2.1. Effect of Feed rate  
The feed rate determines the hold up of material in sizing chamber.  For each impeller speed, 
there exists a value of feed rate above which the chamber becomes flooded. At high feed rates, 
the hold-up of mill may increase beyond its nominal capacity thereby compromising its 
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comminution rate. As a consequence, the particle size distribution at the outlet becomes coarser. 
To understand the effect of feed rate, experiments were performed at three different levels; 
60g/min, 120g/min and 200g/min while the blades were rotated at 600 rpm and 1140 rpm. The 
clearance between the stationary and rotating knives was kept constant at 1.9 mm. As depicted in 
Fig. 4, as the feed rate increased from 60g/min to 200g/min the fragmentation rate declined as 
there was a significant decrease in d90 (≈ 8 fold). Hence, the larger particles are not rapidly being 
broken which manifests into a decline in d90 and d50 rate. Thus, the mechanism of comminution 
changed more towards attrition from impact. This can also be concluded from the rate of decline 
of d10. As the feed rate was increased from 60g/min to 200g/min the decline in d10 increased to 
by at least three times. Thus, because of low impeller speed and higher feed rate there is 
accumulation of the particles in the milling chamber. This can consequently lead to flood feed 
conditions. As a result same particles might come in contact with the blades resulting in 
production of fines.  
A similar result was observed at 1140 rpm. As the feed rate was increased from 60g/min 
to 200g/min Fig. 5 the fragmentation rate decreased (≈ 2.75 fold) with respect to d90, however 
this decline was not as steep as 600 rpm. Moreover the change in d10 rate was not very steep (≈ 
1.2 fold).  Thus, because of higher impeller speed rapid, fragmentation of particles dominates 
even at higher feed rates. This suggests that no flood feed conditions were observed at 1140 rpm 
under the current experimental parameters. 
4.1.2.3. Effect of blade clearance 
The blade clearance is determined by the intrusion of four knives from the inner wall of mill. A 
very large distance can result in continuous rolling of particles and hence significantly reduce the 
rate of size reduction. A very small tolerance on the other hand can result in unwarranted fines 
formation. For these experiments, a clearance of 1.9 mm and 3.6 mm was chosen. As shown in 
Fig.6, the size reduction rate declined with increasing impeller wall tolerance. The effect seemed 
to be more substantial at 600 rpm than at 1140 rpm. Owing to the lower impact velocities 
particle–wall fragmentation may not contribute significantly to milling at 600 rpm. This change 
in clearance can also influence the mechanism of size reduction, perhaps changing it from impact 
to a combination of rolling and attrition and hence reducing the overall milling rate.  
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4.2. Simulations 
The flow and fragmentation of particles in the Wiley mill is simulated using DEM as described 
in section 3. Initially 30,000 spherical particles with material properties described in table 1 are 
deposited in the hopper with a closed outlet. The impeller chamber and the blades were made by 
gluing particles together. After deposition, particles are discharged from hopper into the mill. 
The blades are then set into motion at prescribed velocity of 600 rpm and/or 1140 rpm. Color-
coding is based on particle size in order to visually track the evolution of size in simulations. 
Figure 7 illustrates the entire simulation model contour chart represents size of particles in 
meters. 
4.2.1. Effect of impeller speed 
As presented in the simulation axial snapshots in Fig. 8A and Fig. 8B, size reduction is slower at 
600 rpm than at 1140 rpm. This is apparent from the larger number of broken particles in the 
range of 600 to 350 µm at 1140 rpm. The parent particle are red in color as opposed to the 
broken particles which range from orange (900 μm) to blue (300 μm) as fragmentation occurs. 
This effect is due to the greater strain rate in accordance to Grady‘s algorithm, experienced by 
the particles which results in a smaller particle size at 1140 rpm. It is evident. that the velocity 
(Fig. 9) of particles was higher throughput the chamber for particles at 1140 rpm which results in 
rapid fragmentation. 
4.2.2. Effect of feed rate 
Similar to the experimental design, the effect of feed rate on milling was studied at 1140 and 600 
rpm.  As illustrated from the simulation snapshots (Fig. 10), at 600 rpm the size distribution 
become coarser as the feed rate is increased. It increased from (580-710µm) at 60 g/min to 
around (750-900 µm) at 200 g/min.  Moreover at 200 g/min the size distribution was also slightly 
bimodal (Fig 11). This can be as a result of flood feed conditions due to which the movement of 
powder bed gets impeded and same particles can come in contact with hammers. To further 
explore the effect of feed rate the average velocity at different time points were compared (figure 
12). In these snapshots, the particles have been color coded for velocity.  From the snapshots one 
can observe that as the feed rate was increased the velocity of the particle decreased gradually 
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with time. Thus, the higher feed rates perhaps decrease the mean free path length and hence 
reduce comminution rate.  
At 1140 rpm (Fig 13), the lower feed rates generated a smaller size distribution (370-
580µm). As the feed rate was increased to 200 g/min the distribution tends to become coarse 
(Fig. 14). However unlike the effect at 600rpm, no flood feed condition was observed at higher 
feed rates.  This suggests that due to greater centrifugal forces movement of powder bed is not 
obstructed and hence there is no much accumulation of particles. 
4.2.3. Effect of impeller-wall clearance 
The effect of impeller wall tolerance Fig. 15 was approximated by creating short hammers (3200 
glued particles) thereby providing a tolerance of 4.8 mm approximately. The operational speed 
during the simulation has been kept constant at 600rpm and 1140 rpm. As the impeller tolerance 
was increased the comminution rate slowed down Fig. 16. The snapshots indicate that there is 
accumulation of particles near the base of mill. This is because as length of blade is reduced the 
particles don’t strike the surrounding chamber/blade easily especially at lower speeds as 
centrifugal forces go down. Thus, the powder bed tends to collapse easily. Since at 600 rpm the 
size reduction rate is slow, the effect of clearance was more substantial than at 1140 rpm. These 
results underscore the importance of equipment design which can be easily studied by DEM 
simulations. 
5. Model verification 
As the parent particle size in simulation (2mm) differs from experimental (1.3 mm) a 
dimensionless size was computed and plotted against time. The simulation data for earlier time 
period displays a trend similar to experimental parameters viz. effect of feed rate and blender 
speed (Fig. 17).  In some cases, deviations are observed and are mainly attributed to nature of the 
soft particle algorithm. In these studies, the stiffness of the particles was reduced to obtain a 
reasonable time-step as it involves smaller particles; thereby resulting in very minute time steps. 
Nevertheless, the simulations could capture the differences observed in milling as the operation 
parameters were varied. 
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6. Conclusions 
Experimental and DEM simulation model have been employed to study comminution of granular 
bed in a Wiley mill. Granular flow and mechanical properties of lactose are taken into account in 
order to develop a fundamental understanding of their effect on milling performance. DEM 
simulations were used to examine the breakage rate in the granular materials processed in a lab 
scale Wiley mill. It was found that the speed and mass flow rate play an important role in 
comminution of powder bed. Very high mass flow rates resulted in flood feed conditions at 
lower speeds that can cause the mode of breakage to change from fragmentation to attrition. 
Increasing the impeller wall clearance reduced particle size reduction at both speeds. However 
the effect was more significant at lower speeds. In these simulations, the breakage algorithm 
does not depict the effect of attrition on particle size distribution as it does not account for 
mechanism of surface removal. However, the simulations could still qualitatively capture the 
difference in breakage behavior upon changing the experimental conditions. This suggests that 
simulations can be used to direct future experimental and equipment design to provide a better 
understanding of the process. To facilitate a priori prediction warrants the need to extend the 
simulation model to other materials. 
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Table 1.The Parameters used in DEM simulations 
DEM Parameters Values 
Total number of particles  30000-90000 
Size 2 mm- 600 µm 
Coefficient of restitution 
Particle/particle 0.5 
Coefficient of restitution 
 Particle/wall 0.5 
 
Friction coefficient: 
 particle/particle  0.5 
Friction coefficient: 
 particle/wall 0.2 
Fracture toughness 0.5-0.8 MPa m 
0.5
 
Time step 1.0 * 10
-6
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Table 2. Conditions examined for the milling experiments 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Speed (rpm) 600, 1140 
Clearance (mm) 1.9, 3.6 
Feed rate (g/min) 60 ,120, 200 
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  Figure1a: Compression clamp of  
  Dynamic Mechanical Analyzer 
                  Figure1b: Schematic of Wiley Mill 
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 Figure 2. Flow chart for DEM simulations 
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Figure 3A: Breakage forces under static 
compression 
Figure 3B: Force displacement behavior 
under cyclic loading and unloading 
A B 
Figure 3C: Force displacement behavior under different loading rates 
C 
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Figure 4 Size reduction behavior at impeller speed of 600 rpm under feed rate 
A) 60 g/min B) 120 g/min C) 200 g/min 
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Figure 5 Size reduction behavior at impeller speed of 1140 rpm under feed rate 
A) 60 g/min B) 120 g/min C) 200 g/min 
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Figure 6 Effect of impeller wall tolerance on size reduction at A) 600 rpm   B) 1140rpm  
A B 
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Figure 7: Full frame of Wiley hammer mill 
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Figure8 Temporal evolution of particle size under impeller speed of A) 600 rpm B) 1140 rpm 
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Figure 9: Spatial distribution of velocity under impeller speed A) 600 rpm B) 1140 rpm 
A B 
T=15.0000 s T=15.0000 s 
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A 
B 
C 
T=20.0000 secs T=5.0000 secs T=10.0000 secs 
Figure 10: Temporal evolution of particle size under impeller speed of 600rpm A) 60 g/min  
B) 120 g/min C) 200 g/min 
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Figure 11: Particle size distribution at different feed rates for an impeller speed of 600rpm 
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Figure 12: Temporal distribution of velocity under impeller speed of 600rpm  
 A) 60g/min B) 200 g/min 
A 
B 
T=2.0000 secs T=10.0000 secs T=15.0000 secs 
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C 
T=5.0000 secs T=10.0000 secs T=20.0000 secs 
Figure 13: Temporal evolution of particle size under impeller speed of 1140rpm A) 60g/min 
B) 120 g/min C) 200 g/min 
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Figure 14: Particle size distribution at different feed rates for an impeller speed of 1140 rpm 
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Figure 15 Temporal distribution of particle size at impeller wall tolerance 4.8 mm  
A) 600 rpm B) 1140 rpm 
A 
B 
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Figure 16.  Effect of impeller wall tolerance on size reduction at 600 rpm and 1140 rpm  
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Figure 17 Comparison of DEM simulations and experimental data A) 600 rpm B) 1140 rpm 
A B 
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Manufacturing is a critical step in procuring safe medication since it comprises of series of 
complex operations before the drug product is marketed. An improved understanding of these 
unit operations with the aid of first principle models could help in circumventing some of 
process development concerns. The focus of this dissertation has been triboelectrification and 
particle size reduction during pharmaceutical processing. Thus, the objective of this study was to 
elucidate and address the effect of process variables and material properties by employing 
experimentally validated discrete element model. Triboelectrification of powders is a 
multifaceted process that has been recognized to play a substantial role in powder processing. A 
review of current experimental and numerical methods employed for measuring electrostatic 
charges has been outlined in Chapter 2. Experimental evidence suggests that cleanliness and 
environmental conditions play an important role and should be carefully controlled. The need for 
reliable experimental and numerical models has also been emphasized. A brief description has 
been provided of the current DEM models used in quantifying tribocharging.  
 As triboelectrification is a complex process, Chapter 3 employs a simplified 
experimental setup to quantify charging.  A hopper-chute and a faraday pail system have been 
employed to develop an experimental method for tribocharging. The effect of contact time, 
relative humidity and contact surface on electrification of particles was evaluated. With respect 
to humidity, the difference observed in specific charge of sucrose particles upon changing the 
RH from 20% to 60% was found to be practically insignificant. However statistically significant 
results were obtained in the case of MCC due to greater moisture sorption. The different 
interacting surfaces viz. aluminum and PVC produced charges of opposite polarity owing to 
difference in work function. The contact mechanical aspects of tribocharging were investigated 
using a 3D DEM model incorporating charge transfer and electrostatic forces. The effect of 
bouncing and continuous contacts revealed that the latter are more effective in charge transfer. 
Overall, a synergistic experimental and multi-scale approach was found to be more useful in 
quantifying electrostatic charging. 
 In Chapter 4, the tribocharging in a V-blender system has been investigated by both 
experiments and DEM simulations. The study was more elaborate with 2 API viz. Ibuprofen and 
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theophylline and 2 excipients i.e. MCC and lactose monohydrate. Secondly, a larger set of 
contact surfaces were employed viz. Aluminum, PVC, PMMA, Nylon and Teflon. Material 
characterization studies were performed to estimate particle size, surface area, moisture content 
and surface energy. Additionally, the experimental method developed in the previous chapter had 
to be modified since ibuprofen had a high initial charge. Hence, in this case all powders were 
spread into thin layer on aluminum foils and grounded for 36 hrs. The effect of contact time and 
blender speed was investigated. All powders displayed an initial rise in charge followed by a 
plateau. For all cases considered, Ibuprofen was found to charge the most. These saturation 
effects are expected in the DEM model as it incorporates the effect of the increasing potential of 
the particle as they charge in terms of its electric field. However there are quite significant 
differences between the experimental and simulation data for Ibuprofen. Thus the smaller 
particle size can be partly responsible for this enhanced tribocharging against all surfaces. 
However, there might be other material properties involved in charging efficiency of these 
powders that can be responsible for excessive charge accumulation on Ibuprofen as compared to 
other powders. For instance, the polar surface energy of Ibuprofen, estimated by Surface Energy 
Analyzer Chromatography, was found to be the highest as compared to other powders. Moreover 
a comparison of cohesive energy density (CED) suggests that Ibuprofen seems to deform the 
most and hence can accumulate a significant amount of charge as compared to other powders.  
 The approach presented in Chapter 5 was aimed in understanding triboelectrification of 
binary mixtures. In this study it was observed that considerable charge mitigation occurs for 
different drug excipient combinations. To elucidate these effect furthers DEM simulations were 
performed. The electrostatic model developed in chapter 3 was extended to incorporate particle-
particle charge transfer. The simulations results suggest that inter-particle charge transfer is 
considerable. The drug particles were found to charge positively at higher excipient 
concentrations due to more particle-particle collisions. Such interactions could also be involved 
in DPI formulations were charge reversal has been reported.  
 The Chapter 6 reviews the current state of knowledge encompassing the experimental 
and modeling approaches to understand particle size reduction. Besides the traditional techniques 
to measure particle size distribution viz. Laser diffraction and sieve analysis, new PAT tools 
have been highlighted. Additionally, benefits of simulations as a potential tool have been 
discussed. In most cases, the method of choice is contingent to the nature and extent of 
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information desired. An integrated approach however, of experimental and process modeling 
was recommended to understand the process meticulously. 
 The Chapter 7 involves an experimental and numerical based approach to study particle 
size reduction in a Wiley mill. Single particle breakage studies have been performed to 
understand the effect of damage accumulation. Moreover, experimental runs were conducted for 
parameters such as feed rate and impeller speeds. These effects have been simulated by 
employing a numerical model based on Grady’s approach for fragmentation in impact mills, 
where DEM has been used to model flow of the material. Both simulation and experimental data 
suggest that flood feed conditions are observed for higher feed rate at impeller speed of 600 rpm. 
Velocity distributions at such high feed rates indicate that the particle bed almost becomes 
stagnant which overall reduces any particle-wall collisions. The simulations result suggests that 
DEM can be employed as a process development tool since it provides an insight on the effect of 
process parameters and equipment design. 
    Further investigation should be performed to develop a comprehensive understanding 
of both processes. For instance, in case of tribocharging effect of shape, surface roughness, and 
surface energy should be tested over a wide range of materials. The effect of humidity on 
triboelectrification has not yet been addressed the exact reason has not yet been elucidated. 
Future approaches could combine DEM-CFD to understand the effect of humidity on 
tribocharging. Moreover, the effect electrostatic discharge at higher RH also needs to be 
quantified. These phenomenon are not addressed in the current developed model.  In case of 
milling, efforts should be directed towards incorporating the effect of shape and extending the 
model to other materials and. Furthermore, the effect of attrition or shear should also be 
incorporated. These modifications could also enhance the applicability of the existing models. 
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