We consider two-layered perceptrons consisting of N binary input units, K binary hidden units and one binary output unit, in the limit N K 1.
Introduction
In most applications dealing with learning and pattern classi cation, neural networks are viewed as input-output devices whose parameters (i.e. weights) are tuned in order to t the training data. Fairly e cient learning algorithms exist for feed-forward networks with continuous-valued units (back-propagation Rumelhart et al. 1986 ]) as well as for the binary case (CHIR Grossman et al. 1989; Nabutovsky et al. 1990] ). A natural question that arises is: to what extent are the weights of a feed-forward network determined by its input-output map. Hecht-Nielsen (1990) pointed out that there are some sources of non-uniqueness, arising from the internal symmetries such as permutation of the hidden units. He emphasized the importance of understanding the structure of equivalence classes of the weights which give rise to similar mappings, in order to reduce the volume in weight space where search (i.e. learning) is performed; instead of searching the entire space of weights, it is su cient to pick one representative for each class.
Recently, Sussman (1992) showed that a two-layered perceptron, whose activation function is the hyperbolic tangent, is uniquely determined by its inputoutput mapping up to a nite group of symmetries. Albertini and Sontag (1993) generalized this result for activation functions s(x) satisfying s(0) = 0, s 0 (0) 6 = 0 and s 00 (0) = 0. This work was extended by Kurkova and Kainen (1994) for the case of asymptotically bounded, non-constant activation functions.
The issue of two-layered perceptrons of binary units was analyzed by Priel et al. (1994) . They pointed out that any two-layered perceptron (2LP) with a nite number of hidden units is equivalent to the union of a nite number of restricted 2LP's. A restricted 2LP has xed second layer weights. For instance, the committee machine (all the second layer weights are equal to one) is a restricted 2LP. Priel et al. found that all 2LP's with three hidden units are equivalent either to the committee machine or to a ruler machine (the output is determined by a single hidden unit). This means that for every 2LP with three hidden units there exists either a committee machine of three hidden units or a single layer perceptron, that implements the same Boolean function. For ve hidden units the most general 2LP is equivalent to one of four possible restricted two layer perceptrons. They have also shown that two di erent restricted machines implement two completely distinct sets of Boolean functions in the limit of large number of inputs. This paper deals with two-layered perceptrons with K binary units and N binary inputs. The problem we address is to understand to what extent the input-output map of the network, which is a Boolean function from f?1; 1g N to f?1; 1g, determines its weights and number of hidden units, K.
Various de nitions are introduced in Section 2; a net is minimal if no 2LP with fewer hidden units implements the same Boolean function; irreducible when it has no redundant units; and regular if the rst-layer weight vectors are linearly independent.
The main result of the paper is to show that for large N K, a regular irreducible network is minimal and its weights are uniquely determined by its input-output map, up to some obvious symmetries.
In Section 3 we derive an expression for the generalization error, g , which is a measure of similarity of the functions implemented by two 2PL's a . This expression is used in Section 4 to prove our main result.
The Model and De nitions
We consider feed forward networks with N input units, one layer of K hidden units, a single output unit, and s(x) = sign(x) as the transfer function. A network of this kind, the two-layered perceptron, is completely de ned by the a g = 0 means that the input-output map implemented by two networks is exactly the same for the connection of the l th hidden unit to the output. Given an input vector x = (x 1 ; : : :; x N ) 2 f?1; 1g N , the local eld, h l , given by We call a 2LP regular if the rst layer weight vectorsW l (1 l K) are linearly independent. In particular, if K N this is the generic case, since a nite number (K) of vectors with N K components will be linearly dependent only in a subset of measure zero of cases.
A net with K hidden units is called minimal if it is not equivalent to a net with fewer hidden units. By de nition, a minimal network is necessarily irreducible.
We will show that a regular irreducible network is minimal. Note that regularity and irreducibility are conditions imposed on rst and second layer weights separately, while to be minimal is a requirement for the whole 2LP.
The Generalization Error
The generalization error, g , is an index of similarity of the input-output map implemented by two networks. g is the fraction of the input space for which two networks give di erent outputs. Clearly two nets are equivalent if and only if g = 0, e.g. when their generalization error vanishes. In this work we use this de nition in order to prove whether or not two networks are equivalent.
First we analyze the case of two single layer perceptrons and then turn to the case of 2LP's, to establish the conditions such that g vanishes. We obtain an expression for g which is used in Section 4 to prove our uniqueness theorem.
The equivalence between two (single layer) perceptrons was studied in the framework of threshold logic Dertouzos, 1964; Lewis II and C.L. Coates, 1967] .
In the case of a nite number of inputs N, there is no simple expression for g .
Explicit classes of equivalence up to N = 6 are presented by Dertouzos (1964) .
In the large N limit, i.e. N 1, the well known result (Gy orgyi and Tishby 1990 , Opper et al. 1990 , Seung et al. 1992 Let us now consider two 2LP, N (1) and N (2) , both with N inputs and, respectively, K (1) and K (2) hidden units. We assume that N (1) is regular. Use W
li , w (1) l to denote the weights of N (1) and W (2) li , w (2) l those corresponding to N (2) .
Similarly, use h indicates the average over input space.
g N (1) ; N (2) can be expressed in terms of the IR as follows:
where f~ g 1 2 K (1) and f~ g 1 2 K (2) are the sets of IR for K (1) and K (2) hidden units respectively; P(~ ;~ ) is the fraction of input space for which the two 2LP's get the IR's~ and~ simultaneously (i.e. in response to the same input):
The argument of the -functions were normalized by 1 p N , for convenience (see Note that e h is the joint distribution of the K (1) +K (2) local elds given an internal representation for each of the two 2PL's. The eigenvectors~ m with eigenvalue m = 0 span a subspace . If the vector e h has a non-vanishing component in , it has zero probability density, e h = 0. On the other hand all e h that are perpendicular to appear with non-vanishing probability.
In the simplest case, the set nW ( It is simple to see that the rank of A equals the number independentW vectors.
Since N (1) is regular and permuting the labels of the hidden units of N (2) does not alter its input-output mapping, we can assume without loss of generality that nW ( (9) Equations (2) and (4) provide, in principle, a constructive method to evaluate the generalization error for any pair of 2LP. It is not always possible to compute eq. (4), but there are some cases (like that of non-overlapping receptive elds, when the correlation matrix is of the form R ab lm = lm ab + r l lm (1 ? ab ) ) when it is possible to explicitly integrate eq. (4). Examples of the calculation of g for some pairs of two layered machines are presented by Priel et al. (1994) .
Another situation in which the integral can be computed is when the rst layer weights of both 2LP are linearly independent; Kendall's expansion Kendall 1987 , Saad 1994 ] can be used to evaluate equation (4).
Main result
Assume we have an regular irreducible 2LP, denoted by N (1) , and another 2LP, denoted by N (2) . Both 2LP's have N binary input units and a single binary output unit, and they have, respectively, K (1) and K (2) binary hidden units. The weight vectors that connect the inputs to hidden unit l are denoted byW (i) l for the two networks i = 1; 2. We consider the case when the generalization error vanishes, g (N (1) ; N (2) ) = 0. The following discussion establishes the possible relations between K (1) and K (2) , and betweenW (1) l andW (2) l , that hold b in the limit N K (i) > 1.
We claim that under these conditions only one of two possibilities can occur: i) if N (2) is regular and irreducible, its rst layer weighsW (2) l are copies of those of N (1) , up to some symmetries mentioned above, andw (1) andw (2) are the weights of two equivalent perceptrons, and hence K (1) = K (2) .
ii) if N (2) is not regular and irreducible, a subset of its hidden units form a regular irreducible 2LP, for which the previous statement holds; i.e. K (1) < K (2) .
Particular case
We show that if the rst layer weights of two regular irreducible networks con- the simultaneous appearance of any pair of IR,~ and~ , for N (1) and N (2) ; P(~ ;~ ) > 0 for all~ 2 f?1; 1g K (1) and~ 2 f?1; 1g K (2) In particular, pairs of IR that produce di erent outputs on the two networks will appear. Such pairs of IR can always be found: if~ and~ produce the same outputs, clearly~ and ?~ produce opposite ones. Therefore g N (1) ; N (2) 6 = 0 and hence the two networks cannot implement the same mapping. can be expressed as a linear combination of these M, according to eq. (7). In Section 4.2.1 we prove that if g N (1) ; N (2) = 0, then two statements (A) and (B) hold as well:
(A) For all m = 1; : : : ; K (1) there exists at least one l in the range M ? K (1) < l K (2) , such that a lm 6 = 0 (see eqs. (7) and (9)). Hence the weights incident on K (1) (out of the K (2) ) units of N (2) are copies of the rst network's weights,W (1) m . Therefore we have shown that in order to copy exactly the Boolean function implemented by a regular irreducible network we must use at least K (1) hidden units. Hence the minimal copying network must use, in order to map the hidden layer to the output, an equivalent perceptron to that of the original network. So the second layer weights of the copy must belong to the same class as the original, and we can conclude that two regular irreducible 2LP's that perform the same Boolean function must have the same number of hidden units and weights c .
c Since K is nite, the weights from hidden layer to output may di er, as long as the same Boolean function is implemented.
Proof of statements A and B
Proof of (A):
Assume that there exists an m such that a lm = 0 for all l such that M ?K (1) < l K (2) . This means thatW (1) m does not appear in the expansion of any of the weight vectors W (2) l . Hence all local elds h (2) l , that are generated in response to any input, can be expressed in the form eq. (9) 
The IRs appears when the local elds on the hidden units are h (1) 1 ; :::; h (1) m ; :: ::; h On the other hand, the IR of N (2) is not altered; because changing of h m to ?h m does not a ect the local elds on its linearly dependent hidden units, and the linearly independent ones remain xed. This means that there is a nite subset of the input space (X 2 ), for which N (1) and N (2) give di erent answers, contradicting the hypotheses g N (1) ; N (2) = 0.
Proof of (B):
Let us assume that (B) is wrong; i.e. there exists a unit m K (1) , such that there is no l for which eq. (10) holds. One possibility for this to happen would be that m does not appear in any of the expansions (7) or (9); this would, however, violate (A) and hence can be ruled out. Violation of (B) means that appearance of m in any expansion of the form eq. (9) 
K (1) ; h (2) 1 ; : : : ; h (2) M?K (1) on the M linearly independent hidden units will appear for a subset X of the inputs (that constitute a nite fraction of the total input space).
In particular, we can chose X to contain those inputs for which (a) the output of Therefore none of the hidden units of N (2) is changed when we switch inputs fromx 2 X to somex 0 2 g X , whereas N (1) produces outputs of di erent sign. Thus we must have either y (1) (x) = ?y (2) (x), or y (1) x0 = ?y (2) x0 , and contradicting the assumption g N (1) ; N (2) = 0.
Discussion
We analyzed the equivalence of two-layered perceptrons of binary units in the limit of large number of inputs. We found that if two irreducible regular 2LP's perform the same input-output mapping, they must have the same number of hidden units, and must be composed of equivalent perceptrons. In the limit of large number of inputs (N 1) this imposes that the weights incident on the hidden units of these two networks must be pairwise equal,W (2) l =W (1) l , up to trivial symmetries (sign change and permutations). A direct consequence of this statement concerns restricted 2LP's (of xed, non-equivalent second layer weights). If two restricted regular 2LP's employ di erent (not equivalent) per-ceptrons from hidden layer to output, they must implement completely distinct sets of Boolean functions for any assignment ofW (2) l andW (1) m . This result was obtained by Priel et al. (1994) for the case of non-overlapping receptive elds.
As an additional result, we found the joint distribution of the local elds (4) of two 2LP. In principle this expression, together with equation (1), can be used to calculate the generalization error of any two-layered machine. We also showed that if the rst layer weight vectors of two machines are linearly independent, these networks should implement di erent Boolean functions, irrespectively of the mapping from the hidden units to the output unit.
Since equation (4) is valid for any set of perceptrons that receive simultaneously the same input, it can be used to compute the distribution of the local elds on the hidden units.
We conclude by stating two additional results implicit in our treatment. The rst addresses the issue of what is meant by \di erent Boolean function". We have in e ect shown that the Boolean functions realized by two di erent 2LP's di er in the output that corresponds to a nite fraction of the 2 N possible inputs. The reason is that eq. (6) does not depend on N. The second point concerns nite size (N) e ects. It can be shown that our results hold when N is large enough, such that 2 N >> N.
