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Abstract
In their paper about a dual of MacMahon’s classical theorem on plane partitions,
Ciucu and Krattenthaler proved a closed form product formula for the tiling number
of a hexagon with a “shamrock”, a union of four adjacent triangles, removed in the
center (Proc. Natl. Acad. Sci. USA 2013 ). Lai later presented a q-enumeration for
lozenge tilings of a hexagon with a shamrock removed from the boundary (European
J. Combin. 2017 ). It appears that the above are the only two positions of the
shamrock hole that yield nice tiling enumerations. In this paper, we show that in
the case of symmetric hexagons, we always have a simple product formula for the
number of tilings when removing a shamrock at any position along the symmetry
axis. Our result also generalizes Eisenko¨lbl’s related work about lozenge tilings of a
hexagon with two unit triangles missing on the symmetry axis (Electron. J. Combin.
1999 ).
Keywords: Perfect matchings, plane partition, dual graph, graphical condensation
2010 MSC: 05A15, 05B45
1. Introduction
The study of enumeration of lozenge tilings dates back to the early 1900s when
Percy Alexander MacMahon proved his classical theorem on plane partitions fitting
in a given box [20] . His theorem yields an exact enumeration of lozenge tilings of
∗Corresponding author, email: tlai3@unl.edu, tel: 402-472-7001
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Figure 1.1: (a) A hexagon with a shamrock hole in the center in [8]. (b) A hexagon with a shamrock
dent in [18].
a centrally symmetric hexagon on the triangular lattice. Here a lozenge (or unit
rhombus) is the union of any two unit equilateral triangles sharing an edge, and
a lozenge tiling of a region on a triangular lattice is a covering of the region by
lozenges so that there are no gaps or overlaps. Generalizing MacMahon’s tiling
enumeration is an important topic in the field of enumeration of tilings. A natural
way to generalize this theorem is investigating hexagons with certain defects, and
the most common defect is a triangle removed from the hexagon. We usually call
such a removed triangle a triangular hole if it stays inside the hexagon or a triangular
dent if it lies on the boundary of the hexagon.
The tiling enumeration of a hexagon with a triangular dent was first studied by
Cohn, Larsen, and Propp (see Proposition 2.1 in [10]), and the case of triangular
hole was investigated by Ciucu, Krattenthaler, Eisenko¨lbl, and Zare [6] (the latter
region is known as a ‘punctured hexagon’). It is worth noticing that in the dent
case, the removed triangle can appear at any position on the base of the hexagon;
however in the hole case the removed triangle must be located in the center of the
hexagon. Recently, Ciucu and Krattenthaler [8] generalized the tiling enumeration
of a punctured hexagon to a hexagon with a cluster of four triangular holes, called
a ‘shamrock hole’ (see Figure 1.1(a)). Interestingly, the triangular dent can also
be generalized to a ‘shamrock dent ’. In particular, the first author [18] shows that
a hexagon with a shamrock dent also has tilings enumerated by a simple product
formula (see Figure 1.1(b)). Similar to the case of triangular holes and dents, the
shamrock hole must be in the center of the hexagon while the shamrock dent can
vary along a side of the hexagon.
A question arises from the similarity of the above objects in Ciucu-Krattenthaler’s
[8] and Lai’s [18] results: Is there any common generalization of the shamrock hole
and shamrock dent that yields a simple product formula? Or, is there any other
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Figure 1.2: A symmetric hexagon with a (symmetric) shamrock removed along the symmetry axis.
position of the shamrock hole that provides a nice tiling formula? Unfortunately,
it appears that such a common generalization does not exist, and there only two
‘good’ positions to remove a shamrock in the general case. By contrast, we show,
in Theorem 2.13, that in the case of symmetric hexagons, we always have a closed
form tiling formula when removing a shamrock at any position along the symmetry
axis (see Figure 1.2). In other words, the common generalization for the shamrock
dent and shamrock hole exists in the symmetric case.
The main result of this paper, Theorem 2.13, also generalizes related work of
Eisenko¨lbl [5] as follows. In the late 1990s, James Propp published his well-known
survey paper [23] in which he collected 32 challenging open problems in the field of
enumeration of tilings. Problem 4 on the list is finding the tiling number of a regular
hexagon from which two of the innermost unit triangles (one up-pointing and one
down-pointing) have been removed. There are two cases to distinguish. Eisenko¨lbl
[5] solved the first case of the problem as shown in Figure 1.3(a) (and Krattenthaler
and Fulmek solved the second case [14], see Figure 1.3(b)). In particular, she obtains
a stronger result by proving a simple product formula for the number of tilings of a
symmetric hexagon from which a ‘unit bowtie’, a union of two adjacent unit triangles
of opposite orientation, has been removed along the symmetry axis (illustrated in
Figure 1.3(c)). One readily sees that our result implies the result of Eisenko¨lbl as a
unit bowtie is a special shamrock with two empty ‘leaves’.
The main method used in this paper is the graphical condensation introduced
by Eric Kuo [15]. Kuo condensation has been recognized as powerful combinatorial
version of the well-known Dodgson condensation in linear algebra (see e.g. [1], [11],
3
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Figure 1.3: (a) and (b). A regular hexagon with two innermost unit triangles removed. (c) A
symmetric hexagon with a unit bowtie missing along the symmetry axis.
[21]). We will use Kuo condensation to find the number of tilings of two ‘halves’
of our defected hexagon, then apply a factorization lemma of Ciucu [2] to find the
number of tilings of the whole defected hexagon. Depending on the parities of the
parameters, there are eight different ‘halved hexagons’ to enumerate here. Moreover,
the enumeration of these halved hexagons can be considered as generalizations of
Proctor’s [22] and Ciucu’s [3] result (see Theorems 2.1 and 2.2 in Section 2 and the
illustrating Figure 2.1).
The rest of the paper is organized as follows. In Section 2, we give precise
statements of our main results. Several definitions and fundamental results will be
provided in Section 3. For ease of references, we quote Ciucu’s factorization lemma
and the current version of Kuo’s graphical condensation that will be employed in
our proofs. Section 4 is devoted to the proofs of our main results.
2. Precise statement of main results
We define the Pochhammer symbol (x)n as:
(x)n :=


x(x+ 1)(x+ 2) . . . (x+ n− 1) if n > 0;
1 if n = 0;
1
(x−1)(x−2)(x−3)...(x+n)
if n < 0,
(2.1)
4
cc
a
b
b
a
(a) (b)
c
c
a
b
b
a
Figure 2.1: (a) The region Pa,b,c. (b) The weighted region P
′
a,b,c; the lozenges with shaded cores
have weight 1
2
.
and its ‘skipped’ version [x]n by
[x]n :=


x(x+ 2)(x+ 4) . . . (x+ 2(n− 1)) if n > 0;
1 if n = 0;
1
(x−2)(x−4)(x−6)...(x+2n)
if n < 0.
(2.2)
We also define the ‘trapezoidal products’ 1 T(x, n,m) and V(x, n,m) as
T(x, n,m) :=


∏m−1
i=0 (x+ i)n−2i if m > 0;
1 if m = 0;
T(x, n,−m)−1 if m < 0,
(2.3)
V(x, n,m) :=


∏m−1
i=0 [x+ 2i]n−2i if m > 0;
1 if m = 0;
V(x, n,−m)−1 if m < 0.
(2.4)
We first quote here the classical tiling enumeration due to Proctor [22] as follows.
Assume a, b, c are three nonnegative integers, such that b ≥ a. Consider the semi-
regular hexagon of side-lengths a, b, c, a, b, c (in counterclockwise order, starting from
the northwestern side) on the triangular lattice with a maximal staircase cut off,
denoted by Pa,b,c (see Figure 2.1(a)). Here M(R) denotes the number of tilings of a
region R
1If we write down the formulas of the T- and V-products in a line, the innermost factor has the
largest exponent. This can be visualized as a trapezoid of factors.
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.
Theorem 2.1. For any non-negative integers a, b, and c with a ≤ b, we have
M(Pa,b,c) =
a∏
i=1
[
b−a+1∏
j=1
c + i+ j − 1
i+ j − 1
b−a+i∏
j=b−a+2
2c+ i+ j − 1
i+ j − 1
]
, (2.5)
where empty products are taken to be 1.
Ciucu [3] proved the following weighted version of Proctor’s theorem. We now
assign to each vertical lozenge along the zigzag cut in Pa,b,c a weight
1
2
(see the
lozenges with shaded cores in Figure 2.1(b)); other lozenges are unweighted, i.e.
carrying a weight 1. Denote by P ′a,b,c the resulting weighted region. In the weighted
case, each tiling carries the weight equal to the product of weights of its lozenges,
and M(R) now denotes the weighted sum of all tilings of a weighted region R.
Theorem 2.2. For any non-negative integers a, b, and c with a ≤ b
M(P ′a,b,c) = 2
−a
a∏
i=1
2c+ b− a+ i
c+ b− a+ i
a∏
i=1
[
b−a+1∏
j=1
c+ i+ j − 1
i+ j − 1
b−a+i∏
j=b−a+2
2c+ i+ j − 1
i+ j − 1
]
.
(2.6)
We first consider a hexagonal region whose northern, northeastern, southeastern,
southern, and southwestern sides have lengths x+a, b+c, 2a+c+1, x, b, respectively,
and whose western side follows a zigzag lattice path of length a + c + 1. Next, we
remove a half down-pointing triangle of side 2a from the western side as in Figure
2.2(a). Denote by Bx,a,b,c the resulting region.
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Theorem 2.3. For any non-negative integers x, a, b, and c
M(Bx,a,b,c) =M(Pc,c,a)
V(2x+ 2a+ b+ 2, c, ⌊ c+1
2
⌋)
V(2a+ b+ 2, c, ⌊ c+1
2
⌋)
×
T(x+ 1, 2a+ b+ c, b) T(x+ a+ b+3
2
, c− 1, ⌊ c+1
2
⌋)
T(1, 2a+ b+ c, b) T(a+ b+3
2
, c− 1, ⌊ c+1
2
⌋)
(2.7)
if b is odd, and
M(Bx,a,b,c) =M(Pc,c,a)
V(2x+ 2a + b+ 3, c− 1, ⌊ c+1
2
⌋)
V(2a+ b+ 3, c− 1, ⌊ c+1
2
⌋)
×
T(x+ 1, 2a+ b+ c, b) T(x+ a+ b+2
2
, c, ⌊ c+1
2
⌋)
T(1, 2a+ b+ c, b) T(a+ b+2
2
, c, ⌊ c+1
2
⌋)
(2.8)
if b is even.
We also consider a weighted version of Bx,a,b,c as follows. We start with a halved
hexagon whose northern, northeastern, southeastern, southern, and southwestern
sides have lengths x+ a, b+ c, 2a + c, x, b+ 1, respectively, and whose western side
follows a zigzag lattice path of length a+ c. Next, we assign to each vertical lozenge
along the western side weight 1
2
. Finally, we also remove half of a down-pointing
triangle of side 2a from the western side as in Figure 2.2(b) (the lozenges with shaded
cores have weight 1
2
as usual). Denote by B′x,a,b,c the resulting weighted region.
Theorem 2.4. For any non-negative integers x, a, b, and c
M(B′x,a,b,c) =M(P
′
c,c,a)
V(2x+ 2a+ b+ 2, c− 1, ⌊ c+1
2
⌋)
V(2a+ b+ 2, c− 1, ⌊ c+1
2
⌋)
×
T(x+ 1, 2a+ b+ c− 1, b) T(x+ a+ b+1
2
, c, ⌊ c+1
2
⌋)
T(1, 2a+ b+ c− 1, b) T(a+ b+1
2
, c, ⌊ c+1
2
⌋)
(2.9)
if b is odd, and
M(B′x,a,b,c) =M(P
′
c,c,a)
V(2x+ 2a+ b+ 1, c, ⌊ c+1
2
⌋)
V(2a+ b+ 1, c, ⌊ c+1
2
⌋)
×
T(x+ 1, 2a+ b+ c− 1, b) T(x+ a+ b+2
2
, c− 1, ⌊ c+1
2
⌋)
T(1, 2a+ b+ c− 1, b) T(a + b+2
2
, c− 1, ⌊ c+1
2
⌋)
(2.10)
if b is even.
Notice that when a = 0 (i.e. there is no hole on the western side) our B-type
region becomes a P -region in Proctor’s Theorem 2.1, and our B′-region becomes
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a P ′-region in Ciucu’s Theorem 2.2. This means that our above theorems can be
considered as generalizations of Proctor’s and Ciucu’s theorems, respectively.
Next, we consider eight families of ‘defected’ halved hexagons that can be con-
sidered as further generalizations of the above B- and B′-type regions. Our new
families of regions depend on 6 parameters and are denoted by Hi
(
x b c
m a d
)
,
for i = 1, 2, . . . , 8. For the sake of simplicity, from now on, we use the notation
Mi
(
x b c
m a d
)
for the number of tilings M
(
Hi
(
x b c
m a d
))
, for i = 1, 2, . . . , 8.
First, we start with a halved hexagon whose northern, northeastern, southeast-
ern, and southern sides have lengths x + m, 2a + b + c + 2d + 1, 2m + b + c + 1,
x+a+d, and whose western side follows a zigzag lattice path withm+a+b+c+d+1
steps. Next, we remove half of an up-pointing triangle of side 2a at level b from the
bottom, and remove half of a down-pointing triangle of side 2m at level c + d from
the top. Finally, we remove an additional up-pointing triangle of side d adjacent to
the latter half triangle (see Figure 2.3(a)). Denote by H1
(
x b c
m a d
)
the resulting
region. We also consider a variant H2
(
x b c
m a d
)
of the latter region by removing
half of a down-pointing triangle of side 2m at level c+ d− 1
2
from a halved hexagon
with sides x+m, 2a + b+ c+ 2d, 2m+ b+ c, x+ a + d, and m+ a + b+ c+ d, in
clockwise order from the northern side (see Figure 2.3(b)).
Theorem 2.5. For nonnegative integers x, a, b, c, d, and m, the number of tilings of
the region
H1
(
x b c
m a d
)
is given by
M1
(
x b c
m a d
)
=
M(Pc+d,c+d,m)M(Bd,a,2m+1,b)M(Bd+x,a,2m+1,b+c)
M(Bd,a,2m+1,b+c)
×
T(x+ 1, c+ d− 1, d) T(x+ b+ d+ 2m+ 2a+ 3, c+ d− 1, d)
T(1, c+ d− 1, d) T(b+ d+ 2m+ 2a + 3, c+ d− 1, d)
×
T(b+ d+ a +min(a,m) + 2, c+ |m− a| − 1, m− a)
T(x+ b+ d+ a+min(a,m) + 2, c+ |m− a| − 1, m− a)
×
T(d+m+min(a,m) + 2, c+ |m− a| − 1, m− a)
T(x+ d+m+min(a,m) + 2, c+ |m− a| − 1, m− a)
. (2.11)
Theorem 2.6. For nonnegative integers x, a, b, c, d, and m, the number of tilings of
the region
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Figure 2.3: The halved hexagons of types (a) H1 and (b) H2.
H2
(
x b c
m a d
)
is given by
M2
(
x b c
m a d
)
=
M(Pc+d−1,c+d−1,m)M(Bd,a,2m,b)M(Bd+x,a,2m,b+c)
M(Bd,a,2m,b+c)
×
T(x+ 1, c+ d− 1, d) T(x+ b+ d+ 2m+ 2a+ 2, c+ d− 1, d)
T(1, c+ d− 1, d) T(b+ d+ 2m+ 2a + 2, c+ d− 1, d)
×
T(b+ d+ a +min(a,m) + 2, c+ |m− a| − 1, m− a)
T(x+ b+ d+ a+min(a,m) + 2, c+ |m− a| − 1, m− a)
×
T(d+m+min(a,m) + 1, c+ |m− a| − 1, m− a)
T(x+ d+m+min(a,m) + 1, c+ |m− a| − 1, m− a)
. (2.12)
As in the case of the B-type regions, we are also interested in the following
two weighted versions of the above H1- and H2-type regions. First, we start with
a halved hexagon whose northern, northeastern, southeastern, and southern sides
have lengths x + m, 2a + b + c + 2d, 2m + b + c, x + a + d, and whose western
side follows a zigzag lattice path with m + a + b + c + d steps. We next assign to
each vertical lozenge along the western side a weight 1
2
. Finally, we create three
triangular holes as in the case of the H1-type region. Denote by H3
(
x b c
m a d
)
the
9
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Figure 2.4: The weighted halved hexagons of types (a) H3 and (b) H4.
resulting weighted region (see Figure 2.4(a)). We are also interested in a variant of
the H3-type region that is obtained from a halved hexagon of side-lengths x +m,
2a+ b+ c+2d− 1, 2m+ b+ c− 1, x+ a+ d, 2(m+ a+ b+ c+ d− 1) (in clockwise
order from the northern side as in Figure 2.4(b)). The only difference here is that
the m-hole is located at level c+ d− 1
2
. Denote by H4
(
x b c
m a d
)
this new region.
Theorem 2.7. For nonnegative integers x, a, b, c, d, and m, the number of tilings of
the region
H3
(
x b c
m a d
)
is given by
M3
(
x b c
m a d
)
=
M(P ′c+d,c+d,m)M(B
′
d,a,2m,b)M(B
′
d+x,a,2m,b+c)
M(B′d,a,2m,b+c)
×
T(x+ 1, c+ d− 1, d) T(x+ b+ d+ 2m+ 2a+ 1, c+ d− 1, d)
T(1, c+ d− 1, d) T(b+ d+ 2m+ 2a + 1, c+ d− 1, d)
×
T(b+ d+ a +min(a,m) + 1, c+ |m− a| − 1, m− a)
T(x+ b+ d+ a+min(a,m) + 1, c+ |m− a| − 1, m− a)
×
T(d+m+min(a,m) + 1, c+ |m− a| − 1, m− a)
T(x+ d+m+min(a,m) + 1, c+ |m− a| − 1, m− a)
. (2.13)
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Theorem 2.8. For nonnegative integers x, a, b, c, d, and m, the number of tilings of
the region
H4
(
x b c
m a d
)
is given by
M4
(
x b c
m a d
)
=
M(P ′c+d−1,c+d−1,m)M(B
′
d,a,2m−1,b)M(B
′
d+x,a,2m−1,b+c)
M(B′d,a,2m−1,b+c)
×
T(x+ 1, c+ d− 1, d) T(x+ b+ d+ 2m+ 2a, c+ d− 1, d)
T(1, c+ d− 1, d) T(b+ d+ 2m+ 2a, c+ d− 1, d)
×
T(b+ d+ a+min(a,m) + 1, c+ |m− a| − 1, m− a)
T(x+ b+ d+ a+min(a,m) + 1, c+ |m− a| − 1, m− a)
×
T(d+m+min(a,m), c+ |m− a| − 1, m− a)
T(x+ d+m+min(a,m), c+ |m− a| − 1, m− a)
. (2.14)
It is easy to see that the enumeration of the B-type regions in Theorem 2.3
is a special case of Theorems 2.5 and 2.6, when specializing b = d = 0, and that
Theorems 2.7 and 2.8 imply Theorem 2.4.
Unlike the case of the B- and B′-type regions, we have here four additional
families of halved hexagons with a ‘mixed’ western boundary. Intuitively, only
half of the western boundary contains weighted vertical lozenges in these cases.
The first mixed-boundary region is obtained from the weighted halved hexagon
H4
(
x b c+ 1
m+ 1 a d
)
by removing all unit triangles running along the northern side
and along the portion of the western side above them-hole. Denote byH5
(
x b c
m a d
)
the resulting region (see Figure 2.5(a)). We consider the ‘sibling’ H6
(
x b c
m a d
)
of
the H5-type region by removing similarly all unit triangles running along the north-
ern and western boundary above them-hole of the region H3
(
x b c
m a d
)
(see Figure
2.5(b)).
In the regions of types H5 and H6, the portion of the western boundary above the
m-hole is unweighted, while the portion below the a-hole is weighted. We consider
two more mixed-boundary regions of the ‘reverse’ type, i.e. the upper part of the
western boundary is now weighted and the lower part is unweighted. We remove
the unit triangles running along the southern side, the base of the a-hole, and the
portion of the western side below the a-hole from the region H3
(
x b+ 1 c
m a d
)
.
This way we get the region H7
(
x b c
m a d
)
as shown in Figure 2.5(c). Finally, we
11
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Figure 2.5: The halved hexagons with mixed boundaries of types (a) H5, (b) H6, (c) H7, and (d)
H8.
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remove the same unit triangles from the region H4
(
x b+ 1 c
m a d
)
and obtain the
region H8
(
x b c
m a d
)
(illustrated in Figure 2.5(d)).
Theorem 2.9. For nonnegative integers x, a, b, c, d, and m, the number of tilings of
the region
H5
(
x b c
m a d
)
is given by
M5
(
x b c
m a d
)
=
M(Pc+d,c+d,m)M(B
′
d,a,2m+1,b)M(B
′
d+x,a,2m+1,b+c)
M(B′d,a,2m+1,b+c)
×
V(2d+ 2m+ 2a + 3, b+ c− 1, c)
V(2x+ 2d+ 2m+ 2a+ 3, b+ c− 1, c)
T(x+ 1, c+ d− 1, d)
T(1, c+ d− 1, d)
×
T(x+ d+ 2m+ 2, b+ c+ 2a− 2m− 2, c)
T(d+ 2m+ 2, b+ c+ 2a− 2m− 2, c)
×
T(x+ b+ d+ 2m+ 2a+ 2, c+ d− 1, d)
T(b+ d+ 2m+ 2a+ 2, c+ d− 1, d)
. (2.15)
Theorem 2.10. For nonnegative integers x, a, b, c, d, and m, the number of tilings
of the region
H6
(
x b c
m a d
)
is given by
M6
(
x b c
m a d
)
=
M(Pc+d−1,c+d−1,m)M(B
′
d,a,2m,b)M(B
′
d+x,a,2m,b+c)
M(B′d,a,2m,b+c)
V(2d+ 2m+ 2a+ 1, b+ c, c)
V(2x+ 2d+ 2m+ 2a+ 1, b+ c, c)
T(x+ 1, c+ d− 1, d)
T(1, c+ d− 1, d)
×
T(x+ d+ 2m+ 1, b+ c+ 2a− 2m− 1, c)
T(d+ 2m+ 1, b+ c + 2a− 2m− 1, c)
×
T(x+ b+ d+ 2m+ 2a+ 1, c+ d− 1, d)
T(b+ d+ 2m+ 2a+ 1, c+ d− 1, d)
. (2.16)
Theorem 2.11. For nonnegative integers x, a, b, c, d, and m, the number of tilings
of the region
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H7
(
x b c
m a d
)
is given by
M7
(
x b c
m a d
)
=
M(P ′c+d,c+d,m)M(Bd,a,2m,b)M(Bd+x,a,2m,b+c)
M(Bd,a,2m,b+c)
V(2d+ 2m+ 2a+ 3, b+ c− 1, c)
V(2x+ 2d+ 2m+ 2a+ 3, b+ c− 1, c)
T(x+ 1, c+ d− 1, d)
T(1, c+ d− 1, d)
×
T(x+ d+ 2m+ 1, b+ c+ 2a− 2m, c)
T(d+ 2m+ 1, b+ c+ 2a− 2m, c)
×
T(x+ b+ d+ 2m+ 2a+ 2, c+ d− 1, d)
T(b+ d+ 2m+ 2a+ 2, c+ d− 1, d)
. (2.17)
Theorem 2.12. For nonnegative integers x, a, b, c, d, and m, the number of tilings
of the region
H8
(
x b c
m a d
)
is given by
M8
(
x b c
m a d
)
=
M(P ′c+d−1,c+d−1,m)M(Bd,a,2m−1,b)M(Bd+x,a,2m−1,b+c)
M(Bd,a,2m−1,b+c)
×
V(2d+ 2m+ 2a+ 1, b+ c, c)
V(2x+ 2d+ 2m+ 2a+ 1, b+ c, c)
T(x+ 1, c+ d− 1, d)
T(1, c+ d− 1, d)
×
T(x+ d+ 2m, b+ c + 2a− 2m+ 1, c)
T(d+ 2m, b+ c+ 2a− 2m+ 1, c)
×
T(x+ b+ d+ 2m+ 2a+ 1, c+ d− 1, d)
T(b+ d+ 2m+ 2a+ 1, c+ d− 1, d)
. (2.18)
We now are ready to state our main result for a symmetric hexagon with a
shamrock missing on the symmetry axis. Consider a symmetric hexagon of sides
y + a + 2b, x + m, y + a + 2b, y + m, x + a + 2b, y + m. We remove a symmetric
shamrock Sm,a,b,b along the symmetry axis of the hexagon, such that the distance
between the base of the hexagon and the base of the removed shamrock is z. Denote
by HS
(
x y z
m a b
)
the resulting region (see Figure 1.2). It is easy to see that, by
the symmetry, if the lengths of the base of the shamrock and the southern side of
the hexagon have same parity, then z is even. This means that x and z always have
the same parity. The tiling number of the HS-type region is given in terms of the
above halved hexagons Hi in 8 different cases, depending on the parities of x,m, a.
Theorem 2.13. Assume that x, y, z, a, b,m are non-negative integers.
(a) If a and m are both odd, then
M
(
HS
(
x y z
m a b
))
= 2y+bM1
(
x+m−1
2
z
2
y − z
2
m−1
2
a−1
2
b
)
M4
(
x+m+1
2
z
2
− 1 y − z
2
m+1
2
a+1
2
b
)
(2.19)
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if x is even (so z is even); and
M
(
HS
(
x y z
m a b
))
= 2y+bM1
(
x+m
2
z−1
2
y − z−1
2
− 1
m−1
2
a−1
2
b
)
M4
(
x+m
2
z−1
2
y − z−1
2
m+1
2
a+1
2
b
)
(2.20)
if x is odd (so z is odd).
(b) If a and m are both even, then
M
(
HS
(
x y z
m a b
))
= 2y+bM2
(
x+m
2
z
2
− 1 y − z
2
m
2
a
2
b
)
M3
(
x+m
2
z
2
y − z
2
m
2
a
2
b
)
(2.21)
if x is even (so z is even); and
M
(
HS
(
x y z
m a b
))
= 2y+bM2
(
x+m−1
2
z−1
2
y − z−1
2
m
2
a
2
b
)
M3
(
x+m+1
2
z−1
2
y − z−1
2
− 1
m
2
a
2
b
)
(2.22)
if x is odd (so z is odd).
(c) If a is even and m is odd, then
M
(
HS
(
x y z
m a b
))
= 2y+bM5
(
x+m−1
2
z
2
y − z
2
m−1
2
a
2
b
)
M8
(
x+m+1
2
z
2
− 1 y − z
2
m+1
2
a
2
b
)
(2.23)
if x is even (so z is even); and
M
(
HS
(
x y z
m a b
))
= 2y+bM5
(
x+m
2
z−1
2
y − z−1
2
− 1
m−1
2
a
2
b
)
M8
(
x+m
2
z−1
2
y − z−1
2
m+1
2
a
2
b
)
(2.24)
if x is odd (so z is odd).
(d) If a is odd and m is even, then
M
(
HS
(
x y z
m a b
))
= 2y+bM6
(
x+m
2
z
2
− 1 y − z
2
m
2
a+1
2
b
)
M7
(
x+m
2
z
2
y − z
2
m
2
a−1
2
b
)
(2.25)
if x is even (so z is even); and
M
(
HS
(
x y z
m a b
))
= 2y+bM6
(
x+m−1
2
z−1
2
y − z−1
2
m
2
a+1
2
b
)
M7
(
x+m+1
2
z−1
2
y − z−1
2
− 1
m
2
a−1
2
b
)
(2.26)
if x is odd (so z is odd).
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3. Preliminaries
A (perfect) matching of a graph is a collection of vertex-disjoint edges that cover
all vertices of the graph. The tilings of a region on the triangular lattice are in
bijection with the matchings of its (planar) dual graph, the graph whose vertices
are the unit triangles in the region and whose edges connect precisely two unit
triangles sharing an edge. From this point of view, we use the notation M(G) for
the number of matchings of G. Moreover, if the lozenges of the region carry weights,
the corresponding edges of its dual graph carry the same weights. In the weighted
case M(G) denotes the sum of the weights of all matchings in G, where the weight
of a matching is the product of the weights of its constituent edges. We use the
notation M(R) similarly for a weighted region R.
A forced lozenge in a region R is a lozenge that is contained in every tiling of the
region. If we remove several forced lozenges from a region R and get a new region
R′, then
M(R) = ω ·M(R′), (3.1)
where ω is the product of the weights of the forced lozenges that have been removed.
We also have a similar identity when removing a subregion from a region as follows.
A region on the triangular lattice is said to be balanced, if it has the same number
of up- and down-pointing unit triangles. It is easy to see that an unbalanced region
has no lozenge tiling. The following lemma, first appearing in [17, 18], is useful in
our proofs.
Lemma 3.1. Let Q be a subregion of a region R. Assume that Q satisfies the
following conditions:
(1) On each side of the boundary of Q, the unit triangles having edges on the
boundary are all up-pointing or all down-pointing.
(2) Q is balanced.
Then M(R) = M(Q) ·M(R−Q).
One of our main tools is the following powerful graphical condensation of Kuo
[15]; it is usually referred to as Kuo condensation. For ease of reference, we show
here two particular versions of Kuo condensation that will be employed in our proofs.
Lemma 3.2 (Theorem 5.1 in [15]). Assume that G = (V1, V2, E) is a weighted
bipartite planar graph with |V1| = |V2|. Assume that u, v, w, s are four vertices
appearing in this cyclic order on a face of G, such that u, w ∈ V1 and v, s ∈ V2.
Then
M(G)M(G−{u, v, w, s}) = M(G−{u, v})M(G−{w, s})+M(G−{u, s})M(G−{v, w}).
(3.2)
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Lemma 3.3 (Theorem 5.3 in [15]). Assume that G = (V1, V2, E) is a weighted
bipartite planar graph with |V1| = |V2| + 1. Assume that u, v, w, s are four vertices
appearing in this cyclic order on a face of G, such that u, v, w ∈ V1 and s ∈ V2.
Then
M(G−{v})M(G−{u, w, s}) = M(G−{u})M(G−{v, w, s})+M(G−{w})M(G−{u, v, s}).
(3.3)
The next lemma, usually called Ciucu’s factorization (Theorem 1.2 in [2]), al-
lows us to write the matching number of a symmetric graph as the product of the
matching numbers of two smaller graphs.
Lemma 3.4 (Ciucu’s Factorization). Let G = (V1, V2, E) be a weighted bipartite
planar graph with a vertical symmetry axis ℓ. Assume that a1, b1, a2, b2, . . . , ak, bk
are all the vertices of G on ℓ appearing in this order from top to bottom2. Assume
in addition that the vertices of G on ℓ form a cut set of G (i.e. the removal of those
vertices separates G into two disjoint subgraphs). We reduce the weights of all edges
of G lying on ℓ by half and keep the other edge-weights unchanged. Next, we color
the two vertex classes of G black and white. Without loss of generality, assume that
a1 is black. Finally, we remove all edges on the left of ℓ which are adjacent to a
black ai or a white bj; we also remove the edges on the right of ℓ which are adjacent
to a white ai or a black bj. This way, G is divided into two disjoint weighted graphs
G+ and G− (on the left and right of ℓ, respectively). Then
M(G) = 2k M(G+)M(G−). (3.4)
See Figure 3.1 for an example of the construction of weighted ‘component’ graphs
G+ and G−.
We finally present here a direct consequence from the definition of the T and
V-products in the previous section.
Lemma 3.5. For the trapezoidal products defined in (2.3) and (2.4), we have
1.
T(x, n + 1, m)
T(x, n,m)
= (x+ n−m+ 1)m,
2.
T(x+ 1, n,m)
T(x, n,m)
=
(x+ n−m+ 1)m
(x)m
,
2It is easy to see that if G admits a perfect matching, then G has an even number of vertices
on ℓ.
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(a) (b)
1
2
ℓ
a1
b1
a2
b2
a3
b3
a4
b4
G+ G
−
1
2
ℓ
a1
b1
a2
b2
a3
b3
a4
b4
G
Figure 3.1: An illustration of Ciucu’s factorization lemma. The removed edges are given by the
dotted lines to the right and left of ℓ.
3.
V(x, n + 1, m)
V(x, n,m)
= [x+ 2n− 2m+ 2]m,
and
4.
V(x+ 2, n,m)
V(x, n,m)
=
[x+ 2n− 2m+ 2]m
[x]m
.
4. Proof of the main theorems
Let us first prove Theorem 2.3.
Proof of Theorem 2.3. We will prove the theorem by induction on x + b + c. The
base cases are the situations when at least one of parameters x, b, c is 0.
If x = 0, then the region has several forced lozenges as shown in Figure 4.1(a).
By removing these forced lozenges we get a new region congruent to the halved
hexagon Pc,c,a (see Figure 4.1(a)). Therefore
M(B0,a,b,c) = M(Pc,c,a), (4.1)
and this case follows from Proctor’s Theorem 2.1. Similarly, the case when b = 0
also has forced lozenges at the bottom of the region. The removal of these forced
lozenges gives the halved hexagon Pc,c,x+a, and this case follows again from Theorem
2.1 (shown in Figure 4.1(b)). Finally, the base case when c = 0 is reduced to the
enumeration of tilings of a hexagon (illustrated in Figure 4.1(c)) which is known by
MacMahon’s classical theorem [20].
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(c)
a
c
a
b 2
a+
c+
1
c
b c
c
c
b
x
x+a
a x
b
2a
+1
x
2a
+1
a
(a)
(b)
Figure 4.1: A B-type region with possible forced lozenges in the special cases when (a) x = 0, (b)
b = 0, and (c) c = 0.
For the induction step, we assume that x, a, c > 0 and that the theorem is true
for any B-type regions with the sum of their x-, b-, and c-parameters strictly less
than x + b + c. We use Kuo condensation to obtain a recurrence on the number
of tilings of B-type region. In particular, we apply Kuo’s Lemma 3.2 to the dual
graph G of the region Bx,a,b,c with the four vertices u, v, w, s corresponding to the
four black unit triangles in Figure 4.2(a). In particular, the u- and v- triangles are
the black ones in the northeastern corner of the region, and the w- and s-triangles
are the black ones in the southeastern corner of the region.
Consider the region corresponding to the graph G − {u, v, w, s}; the removal
of all four black unit triangles yields several forced lozenges along the northern,
northeastern, southeastern, and southern sides of the region. By removing these
forced lozenges, we get a new B-type region, the region Bx,a,b−1,c−1 (see the region
restricted by the bold contour in Figure 4.3(a)). Thus, we get
M(G− {u, v, w, s}) = M(Bx,a,b−1,c−1). (4.2)
Similarly, considering the removal of the u-, v-, w-, and s-triangles, we get
M(G− {u, v}) = M(Bx,a,b,c−1), (4.3)
M(G− {w, s}) = M(Bx,a,b−1,c), (4.4)
M(G− {u, s}) = M(Bx+1,a,b−1,c−1), (4.5)
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(a)
2a
+c
(b)
u
v
w
s
w
s
u
v
x+a
c
b
a
2a
+1
x
2a
+c
+1
b+c
x+a
c
b+c
a
2a
b
x
Figure 4.2: How to apply Kuo condensation to (a) a B-type region and (b) a B′-type region.
M(G− {v, w}) = M(Bx−1,a,b,c); (4.6)
see Figures 4.3(c)–(f), respectively. Plugging the above identities into the equation
in Lemma 3.2, we get a recurrence for the tiling number of a B-type region:
M(Bx,a,b,c)M(Bx,a,b−1,c−1) = M(Bx,a,b,c−1)M(Bx,a,b−1,c) + M(Bx+1,a,b−1,c−1)M(Bx−1,a,b,c).
(4.7)
Now, we only need to show that the tiling formula of B-type region satisfies
the same recurrence. We will consider the case where b is odd and c is even, the
other cases follow analogously. Denote respectively by f(x, a, b, c) and g(x, a, b, c)
the expressions on the right-hand sides of (2.7) and (2.8). Then need to show that
g(x, a, b, c)f(x, a, b− 1, c− 1) = g(x, a, b, c− 1)f(x, a, b− 1, c)
+ f(x+ 1, a, b− 1, c− 1)g(x− 1, a, b, c).
(4.8)
First notice each product contains M(Pc,c,a)M(Pc−1,c−1,a) and these will cancel when
dividing by the first product on the righthand side of (4.8).
We now consider the factors containing the trapezoidal product V when dividing
(4.8) by
M(Bx,a,b,c−1)M(Bx,a,b−1,c). That is, we divide each of
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c c
c
c
c
c
x+a x+a
x+ax+a
x+a x+a
b b
bb
b b
x x
xx
x x
b+c
b+c
b+c
b+c
b+c
b+c
2a
+c
+1
2a
+c
+1
2a
+c
+1
2a
+c
+1
2a
+c
+1
2a
+c
+1
a a
a a
a a
(e)
(d)(c)
(b)(a)
2a
+1
2a
+1
2a
+1
2a
+1
2a
+1
2a
+1
(f)
s
w
w
v
v
u
u
s
w
v
u
s
Figure 4.3: Obtaining the recurrence for the number of tilings of a B-type region.
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V(2x+ 2a+ b+ 2, c, c
2
)
V(2a+ b+ 2, c, c
2
)
·
V(2x+ 2a+ b+ 2, c− 2, c
2
)
V(2a+ b+ 2, c− 2, c
2
)
,
V(2x+ 2a+ b+ 2, c− 1, c
2
)
V(2a+ b+ 2, c− 1, c
2
)
·
V(2x+ 2a+ b+ 2, c− 1, c
2
)
V(2a+ b+ 2, c− 1, c
2
)
,
V(2x+ 2a+ b+ 4, c− 2, c
2
)
V(2a+ b+ 4, c− 2, c
2
)
·
V(2x+ 2a+ b, c, c
2
)
V(2a+ b, c, c
2
)
(4.9)
by the second pair of products. Using Lemma 3.5 we get
2x+ 2a+ b+ 2c
2x+ 2a+ b+ c
·
2a+ b+ c
2a+ b+ 2c
, 1,
2x+ 2a+ b
2x+ 2a+ b+ c
·
2a+ b+ c
2a+ b+ 2c
, (4.10)
respectively.
Likewise, we consider the factors with the trapezoidal product T in (4.8), and
divide by those in M(Bx,a,b,c−1)M(Bx,a,b−1,c). Again using Lemma 3.5, we are left
with
x+ 2a + b+ c
2a+ b+ c
, 1,
x
2a+ b+ c
, (4.11)
respectively.
Combining (4.10) and (4.11), we see that verifying (4.8) is equivalent to showing
2x+ 2a+ b+ 2c
2x+ 2a+ b+ c
·
2a+ b+ c
2a+ b+ 2c
·
x+ 2a+ b+ c
2a+ b+ c
= 1 +
2x+ 2a + b
2x+ 2a+ b+ c
·
2a+ b+ c
2a+ b+ 2c
·
x
2a+ b+ c
. (4.12)
A quick calculation shows that (4.12), hence (4.8), holds.
Theorem 2.4 can be treated in the same manner by applying Kuo condensation
as in Figure 4.2(b). This proof is omitted here.
Remark 4.1. An alternative proof of Theorem 2.4 can be obtained by using Ciucu
and Krattenthaler’s enumeration of the region HS
(
x y 0
m a 0
)
(called a ‘magnet
bar’ region in [8]) and Ciucu’s Factorization Lemma 3.4. In particular, apply the
cutting procedure in Ciucu’s Factorization Lemma to the dual graph G of the region
HS
(
x y 0
m a 0
)
. We first consider the case in which a is even. The component graph
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xy+m
y+
m
y+
a
m
a
(a) (b)
m
a
x
y+
m
y+
a
2x+m
x
y+m
y+a
y+a
2x+m
x
Figure 4.4: An alternative proof of Theorem 2.4.
G+ is isomorphic to the dual graph of the subregion with bold contour on the left
of Figure 4.4(a). This region is exactly the region Bx,m,a,y. The component graph
G− corresponds to the subregion on the right. Next, remove forced lozenges on the
top of the region on the right we get the region B′x,m+1,a,y−1. Ciucu’s Factorization
Lemma gives us:
M
(
HS
(
x y 0
m a 0
))
= 2y M(Bx,m,a,y)M(B
′
x,m+1,a,y−1), (4.13)
for even a.
Similarly, when a is odd, we get
M
(
HS
(
x y 0
m a 0
))
= 2y M(Bx,m+1,a,y−1)M(B
′
x,m,a,y); (4.14)
see Figure 4.4(b). Since the number of tilings on the left-hand side of the above
identities is known (by Ciucu and Krattenthaler) and the tiling formula for the B-
type region has been proved in Theorem 2.3, one can get the formula for the number
of tilings of the B′-type region.
Next, we go to the proof of Theorem 2.5.
Proof of Theorem 2.5. We prove the theorem by induction on x + a + c + 2d. The
base cases are the cases when at least one of the parameters x, c, and a+ d is equal
to zero.
If x = 0, by Region-splitting Lemma 3.1, we can separate the regionH1
(
0 b c
m a d
)
into two subregions and some forced lozenges as in Figure 4.5(a). In particular, the
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(b)
c+
d
m
c+d
d
m
a
b
a+d
2m
+b
+1
c
2a+b+d+1
d
d
m x
2d
m
a
b
a+d
2m
+b
+1
2a+b+1
(a)
Figure 4.5: The base cases of the proof of Theorem 2.5: (a) x = 0 and (b) c = 0.
upper subregion is the halved hexagon Pm,m,c+d, and the lower subregion is the
upside-down Bd,m,a,b. Thus, we get
M1
(
0 b c
m a d
)
= M(Pm,m,c+d)M(Bd,m,a,b). (4.15)
This case follows from Proctor’s Theorem 2.1 and Theorem 2.3. If c = 0, then we
can also split our region into a halved hexagon and an upside-down B-type region
(see Figure 4.5(b)). Then this case also follows from Theorems 2.1 and 2.3. Finally,
our region in the case when a = d = 0 was already enumerated by Ciucu (see
Proposition 2.1 in [3]).
For the induction step, we assume that the parameters x, c, a + d are positive
and that the theorem holds for any H1-type region with the sum of its x-, a-, c-,
and twice d-parameters strictly less than x+ a+ c+ 2d.
Since a + d > 0, at least one of a and d is positive. We first consider the case
when d is positive.
We consider a new region R obtained from H1
(
x b c
m a d
)
by shrinking the d-
hole. In particular, we add a strip of unit triangles to the right side of the d-hole
(we can do that since we are assuming d > 0). The new region R is now unbalanced,
with one more up-pointing unit triangles than down-pointing triangles. Next, we
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c+
d
d
2a+b+c+2d+1
2m
+b
+c
+1
x+m
m
a
b
x+a+d
2m
+b
+c
+1
2a+b+c+2d+1
d-1
x+a+d
b+
1
a-1
x+m
m
c+
d
v
v
w
u
s
(a) (b)
w
s
u
Figure 4.6: How to apply Kuo condensation to the H1-type region.
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apply Kuo’s Lemma 3.3 to the dual graph G of R as in Figure 4.6(a) with the
four vertices chosen as indicated by black unit triangles. In particular, the vertex
u corresponds to the u-triangle in the northeastern corner of the region, and the
vertices v, w, s correspond to the next black unit triangles as we go counterclockwise
from the u-triangle.
Figure 4.7 shows us that the product of the tiling numbers of the two regions in
the top row is equal to the product of the tiling numbers of the two regions in the
middle row, plus the product of the tiling numbers of the two regions in the bottom
row. By considering forced lozenges as shown in the figure, we get the following
recurrence for d > 0:
M1
(
x b c
m a d
)
M1
(
x b c
m a d− 1
)
=M1
(
x+ 1 b c
m a d− 1
)
M1
(
x− 1 b c
m a d
)
+M1
(
x b c+ 1
m a d− 1
)
M1
(
x b c− 1
m a d
)
.
(4.16)
For the a > 0 case, we shrink the a-hole by adding two rows of unit triangles to
its base. Let R′ denote the resulting region. We now apply Kuo’s Lemma 3.3 to the
dual graph G′ of R′ with the four vertices u, v, w, s selected as in Figure 4.6(b).
Similar to the d > 0 case, by considering forced lozenges as in Figure 4.8, we get
the following recurrence for a > 0:
M1
(
x b c
m a d
)
M1
(
x b+ 1 c− 1
m a− 1 d
)
=M1
(
x+ 1 b+ 1 c− 1
m a− 1 d
)
M1
(
x− 1 b c
m a d
)
+M1
(
x b+ 1 c
m a− 1 d
)
M1
(
x b c− 1
m a d
)
.
(4.17)
Our final task is now checking that the tiling formula in (2.11) satisfies the above
recurrences. We begin by plugging in the formula from (2.11) into (4.16) and we
will proceed like we did in the proof of Theorem 2.3. In particular, we divide (4.16)
by the first term on its right-hand side.
First notice that the terms corresponding to M(Pc+d,c+d,m), M(Bd,a,2m+1,b), and
all the trapezoidal products T with a min(a,m) in their first argument will cancel.
We now consider the factors corresponding to
T(x+ 1, c+ d− 1, d)
T(1, c+ d− 1, d)
. In particular
we divide each of
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(f)
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Figure 4.7: Obtaining the recurrence for the number of tilings of the H1-type region when d > 0.
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Figure 4.8: Obtaining the recurrence for the number of tilings of the H1-type region when a > 0.
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T(x+ 1, c+ d− 1, d) T(x+ 1, c+ d− 2, d− 1)
T(1, c+ d− 1, d) T(1, c+ d− 2, d− 1)
,
T(x+ 2, c+ d− 2, d− 1) T(x, c+ d− 1, d)
T(1, c+ d− 2, d− 1) T(1, c+ d− 1, d)
,
T(x+ 1, c+ d− 1, d− 1) T(x+ 1, c+ d− 2, d)
T(1, c+ d− 1, d− 1) T(1, c+ d− 2, d)
(4.18)
by the second fraction. Using Lemma 3.5, it is straightforward to see that these
terms simplify to
x+ c
x
, 1,
c
x
, (4.19)
respectively.
Similarly,
T(x+ b+ d+ 2m+ 2a+ 3, c+ d− 1, d) T(x+ b+ d+ 2m+ 2a+ 2, c+ d− 2, d− 1)
T(b+ d+ 2m+ 2a+ 3, c+ d− 1, d) T(b+ d+ 2m+ 2a+ 2, c+ d− 2, d− 1)
,
T(x+ b+ d+ 2m+ 2a+ 3, c+ d− 2, d− 1) T(x+ b+ d+ 2m+ 2a+ 2, c+ d− 1, d)
T(b+ d+ 2m+ 2a+ 2, c+ d− 2, d− 1) T(b+ d+ 2m+ 2a + 3, c+ d− 1, d)
,
T(x+ b+ d+ 2m+ 2a+ 2, c+ d− 1, d− 1) T(x+ b+ d+ 2m+ 2a+ 3, c+ d− 2, d)
T(b+ d+ 2m+ 2a+ 2, c+ d− 1, d− 1) T(b+ d+ 2m+ 2a + 3, c+ d− 2, d)
(4.20)
can be reduced, respectively, to
x+ b+ 2d+ 2m+ 2a+ c+ 1
x+ b+ 2d+ 2m+ 2a + 1
, 1,
b+ 2d+ 2m+ 2a+ c+ 1
x+ b+ 2d+ 2m+ 2a+ 1
. (4.21)
The only remaining terms requiring simplification upon division by
M1
(
x+ 1 b c
m a d− 1
)
M1
(
x− 1 b c
m a d
)
are those corresponding to
M(Bd+x,a,2m+1,b+c)
M(Bd,a,2m+1,b+c)
.
Notice that the third index is always odd, so we use (2.7). After performing the
division and simplifying, we are left with
1, 1,
2d+ 2x+ 2a + 2m+ b+ c + 1
2d+ 2a+ 2m+ b+ c+ 1
, (4.22)
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respectively. We now combine (4.19), (4.21), and (4.22) and observe that the result-
ing equation holds. Therefore, the d > 0 recurrence, (4.16), is true. It only remains
to verify (4.17).
We proceed similarly for the a > 0 recurrence, dividing (4.17) by the first
term on the righthand side. As in the previous case, the factors corresponding
to M(Pc+d,c+d,m), M(Bd,a,2m+1,b) cancel. Those corresponding to T(1, c+ d−1, d) do
as well.
Simplifying the pairs of products arising from the T(x + 1, c + d − 1, d) terms
(using Lemma 3.5) gives us, respectively,
x+ d
x
, 1,
x+ d
x
. (4.23)
We obtain
x+ b+ c+ 2d+ 2m+ 2a+ 1
x+ b+ c+ d+ 2m+ 2a + 1
, 1,
b+ c + 2d+ 2m+ 2a + 1
b+ c+ d+ 2m+ 2a+ 1
(4.24)
when dividing
T(x+ b+ d+ 2m+ 2a+ 3, c+ d− 1, d) T(x+ b+ d+ 2m+ 2a+ 2, c+ d− 2, d)
T(b+ d+ 2m+ 2a+ 3, c+ d− 1, d) T(b+ d+ 2m+ 2a+ 2, c+ d− 2, d)
,
T(x+ b+ d+ 2m+ 2a+ 3, c+ d− 2, d) T(x+ b+ d+ 2m+ 2a + 2, c+ d− 1, d)
T(b+ d+ 2m+ 2a+ 2, c+ d− 2, d) T(b+ d+ 2m+ 2a+ 3, c+ d− 1, d)
,
T(x+ b+ d+ 2m+ 2a+ 2, c+ d− 1, d) T(x+ b+ d+ 2m+ 2a+ 3, c+ d− 2, d)
T(b+ d+ 2m+ 2a+ 2, c+ d− 1, d) T(b+ d+ 2m+ 2a+ 3, c+ d− 2, d)
,
(4.25)
by the second expression. For the remaining trapezoidal products, we assumem ≥ a.
The simplification works similarly if m < a. After dividing by the four remaining
trapezoidal products in the first term on the righthand side of (4.17) and simplifying,
we get
(x+ b+ c+ d+ 2a)(x+ d+ a+m+ c)
(x+ b+ d+m+ a+ 1)(x+ d+ 2m+ 1)
, 1,
(b+ c+ d+ 2a)(d+m+ a + c)
(x+ b+ d+ a +m+ 1)(x+ d+ 2m+ 1)
.
(4.26)
We now must simplify the terms corresponding to the ratio of the remaining
matching generating functions of B-type regions. We further assume b + c is even;
the result follows analogously if b + c is odd. After division and simplification we
obtain, respectively,
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(x+ d+ 2m+ 1)(x+ b+ c+ d+ 2a+ 2m+ 1)
(x+ d)(x+ b+ c+ d+ 2a)
, 1,
(2x+ 2d+ 2a+ 2m+ b+ c+ 1)(d+ 2a+ b+ c+ 2m+ 1)(x+ d+ 2m+ 1)
(2d+ 2a+ 2m+ b+ c+ 1)(d+ 2a+ b+ c)(x+ d)
.
(4.27)
Finally, we combine the results (4.23), (4.24), (4.26), and (4.27) and verify that
the resulting equation holds, finishing the proof of Theorem 2.5.
Theorems 2.6–2.12 can be treated in the same manner as Theorem 2.5. In
particular, we can prove them all by induction on x+a+ c+2d with the use of Kuo
condensation. The recurrences (4.16) and (4.17) still hold for all Hi-type regions,
for i = 2, 3, . . . , 8. We omit these proofs here.
We are now ready to prove our main theorem.
Proof of Theorem 2.13. We first prove part (a).
We apply Ciucu’s Factorization Lemma 3.4 to the dual graph G of the symmetric
hexagon with a shamrock removed from its symmetry axis HS
(
x y z
m a b
)
.
We first consider the case when a and m are both odd, and x is even (so z is
also even). Applying the cutting procedure in the Factorization Lemma to the dual
graph G, we separate G into two component graphs G+ and G−, and get
M(G) = 2y+bM(G+)M(G−). (4.28)
Consider the left component subgraph G+. It is easy to see that G+ is isomorphic
to the dual graph of the region restricted by the bold contour on the left of Figure
4.9(a) (for the case x = 2, y = 3, z = 4, a = 3, b = 1, m = 3). The latter region
is exactly the region H1
(
x+m−1
2
z
2
y − z
2
m−1
2
a−1
2
b
)
reflected over a vertical line. This
means that
M(G+) = M1
(
x+m−1
2
z
2
y − z
2
m−1
2
a−1
2
b
)
. (4.29)
The right component subgraph G− is isomorphic to the dual graph of the region
on the right, where the lozenges with shaded cores have weight 1/2. By removing
forced lozenges along the northern and southern sides of the hexagon, as well as the
ones along the bottom of the a-hole, we get the region H4
(
x+m+1
2
z
2
− 1 y − z
2
m+1
2
a+1
2
b
)
,
and so
M(G−) = M4
(
x+m+1
2
z
2
− 1 y − z
2
m+1
2
a+1
2
b
)
. (4.30)
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Figure 4.9: Separating a symmetric hexagon with a shamrock missing into two Hi-type regions.
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Figure 4.10: Separating a symmetric hexagon with a shamrock missing into two Hi-type regions
(cont.).
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By (4.28), (4.29), and (4.30), we get
M
(
HS
(
x y z
m a b
))
= 2y+bM1
(
x+m−1
2
z
2
y − z
2
m−1
2
a−1
2
b
)
M4
(
x+m+1
2
z
2
− 1 y − z
2
m+1
2
a+1
2
b
)
.
(4.31)
The second formula of part (a) can be obtained by the same arguments, based
on Figure 4.9(b) (for the case x = 3, y = 3, z = 3, a = 3, b = 1, m = 3). The only
difference is that the forced lozenges appear on the left subregion (as opposed to the
right subregion as in the previous case).
Parts (b), (c), and (d) can be obtained by the same manner, based respectively
on Figures 4.9(c) and (d), Figures 4.10(a) and (b), and Figures 4.10(c) and (d).
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