Abstract-An expression for the upper bound of any component of the electric or magnetic field at any point in a region is derived in terms of a product of two surface field integrals. The result is most useful for bounding errors in near-field array synthesis, but might have other applications where upper bounds on field magnitudes are desired.
I. INTRODUCTION
A method for synthesizing a desired field distribution in the near field of a phased array has been described [1] , [2] and applied to electromagnetic susceptibility testing [3] . The method makes use of the fact that the electromagnetic fields inside a closed surface are uniquely specified by the values of a particular hybrid vector F over the closed surface. Thus it is sufficient to synthesize the desired values of F over the closed surface rather than dealing with the desired electric or magnetic field throughout the enclosed volume.
(The definition of F in terms of the tangential electric and magnetic fields is given in Section II.) The advantage of working with surface fields rather than volume fields is computational efficiency. If L is some characteristic length of the enclosed region, then surface sampling of F requires on the order of L2 points, whereas volume sampling requires on the order of L3 points.
In practical synthesis problems F cannot be synthesized exactly because the array has a finite number of elements. The synthesis procedure described in [1] and [2] chooses the element excitations to minimize the integral of the squared error in F over the closed surface. However, it would also be useful to know how the errors in the electric and magnetic fields within the volume are related to the surface errors in F. The purpose of this short paper is to derive a simple upper bound for the field errors within the volume in terms of the surface errors in F, and to show that the errors are of the same order. This result is important because it shows that the small surface field errors which result from realistic near-field array synthesis [1] - [3] do not introduce large errors in the test volume.
Although the application here is to near-field array synthesis, the results have possible application to other EMC problems where an upper bound of the fields in an interior region is desired [4] . The results in this short paper show that an upper bound for fields in a volume can be obtained from surface values of F. Also, van where IF is given by (2) or (4) and It is given by (10).
A number of observations can be made regarding the upper bound in (14). It is possible to test all three components of bEp by using three orthogonal orientations of p, and it is possible to test at any location by varying r' throughout V. These variations do not affect the error integral IF, which depends only on 6F. Therefore, from (13), if IF = 0, then bE = 0 everywhere inside S. This is an alternate proof of the uniqueness property of F as shown in [1] and [2] . Also, (14) shows that the squared error (bEp2 inside S is of the same order as the integral of the squared error 6F 12 on S. This property was observed numerically in [1] and [2] and experimentally in [3] , but was not shown analytically. In order to obtain the constant of proportionality in (14), it would be necessary to evaluate It as given by (10). This integral involves the tangential components of the test fields Et and Ht which are the well-known fields of a short electric dipole [5] . ( 1 1) where p is an electric dipole moment and 6 is a delta function. (p would be more properly termed a current moment because it has units of ampere * meters.) Substituting (11) into (5) The inequality in (27) must hold for all ka, but this is most easily seen for small or large values of ka. For the small ka limit, we have [7] [J2(ka) + 
By substituting (20) into (2), we can obtain the error integral IF
In obtaining (21), we used the fact that both JO(ka) and Ji(ka) are real for ka real.
For the test source, we choose an electric-line source of strength Io located at the origin (p = 0). Thus the volume integral Iv in (5) is simply When we substitute (28) into (27), the (ka)-2 factor in (28) cancels the (ka)2 factor in (27), and we have (29) Thus the upper bound for 6E, at p = 0 becomes an equality as ka approaches zero. For large ka, we have [7] [j2(ka) + J2 (ka) [7] . By substituting (23) into (9), we can obtain the integral It: (25) When we substitute (30) into (27), the pair of (ka) factors in (30) cancel the (ka)2 factor in (27), and we have (31) (23) Thus the upper bound for 6E, 2 at p = 0 is twice the actual value when ka is large. For most applications this is still a very useful upper bound.
IV. CONCLUSIONS
An expression for the upper bound of any component of the electric or magnetic field at any point in a specified region has been derived in terms of a product of surface field integrals IFIt, as shown in (10).
The convenient feature of the product form is that IF depends only on the hybrid field vector on the closed surface as shown in (2) or other interference problems [4] . In such cases, two forms of the surface field integral are available. One involves the hybrid vector F as shown in (2), but the other form involving tangential electric and magnetic fields, as shown in (4), might be more useful.
The results were derived for homogeneous media, but the same technique can be applied to inhomogeneous media. The complication which arises there is that the fields of the test source required to evaluate It in (10) will be more difficult to obtain. tages.
In functions, they can be easily generated using digital circuits, and can be used in the analysis of waveforms and in the transmission of information digitally in the same way as the sinusoidal functions are used in analog signal processing. In signal processing, the Walsh transform proves to be much easier and faster than the Fourier transform, since its computation involves only additions and subtractions [1] .
In the literature, different definitions of Walsh functions are presented. The first definition is in terms of a product of Rademacher functions [2] . The second definition is based upon recursive The formulas given in (1) and (2) have two shortcomings. First, the order of the Walsh function is not given as an explicit number but as an expression of two integer numbers. Second, the argument of the Walsh functions on the right-hand side of (1) is shifted by ± 1/4 and then scaled by a factor of 2, while in (2), it is scaled by a factor of 2. In this paper, we arrive at a simpler formula, which will overcome the above shortcomings. The proposed recursive relation is given as follows:
Wal (n, 0) =(-1)[2m01 Wal (2m-1-n, 0) (4) 
