Abstract-In this paper we give a new upper bound on the minimal degree of a nonzero Fourier coefficient in any nonlinear symmetric Boolean function. Specifically, we prove that for every non-linear and symmetric f : {0,
I. INTRODUCTION
One of the most important tools in the analysis of Boolean functions is the Fourier transform of the function. Roughly, the Fourier transform studies the correlation that the function has with linear functions. Although the Fourier transform is nothing but a linear transformation on the space of functions, it has found many applications in different areas of theoretical computer science, a partial list includes learning theory, hardness of approximation, pseudo-randomness, social choice theory, cryptography and more.
A typical question concerning the Fourier transform is: given a family of Boolean functions, what can we say about the Fourier spectrum of members in the family. For example, is most of the weight of the Fourier spectrum concentrated on the first few levels? Is the Fourier spectrum spread? Does the function have a nonzero Fourier coefficient at a certain level?
In this paper we consider the family of symmetric Boolean functions and study the following problem: What is the minimal degree such that any nonlinear symmetric Boolean function f : {0, 1} k → {0, 1} has a nonzero Fourier coefficient of (at most) that degree. In other words, what is the minimal size of a set ∅ = S ⊆ [k] such thatf (S) = 0.
This problem was first studied (although implicitly) in [8] in the context of giving PAC learning algorithms for Boolean juntas. It was later explicitly discussed in [7] , where improved bounds were obtained. A related question was studied in [6] . There the authors studied the question of what is the maximal degree such that any nonconstant symmetric Boolean function f : {0, 1} k → {0, 1} has a nonzero Fourier coefficient of (at least) that degree. Although this question seems the complete opposite of the question that we study here, the two questions are strongly related. Indeed, for g = f ⊕ PARITY we have thatf (S) =ĝ([k] \ S). Clearly g is symmetric if and only if f is symmetric. In particular if f (S) = 0 for all 0 < |S| ≤ t then it means that g does not have any monomials of degrees between n − t and n − 1. If in addition we know thatf (∅) = 0 then we would get that the degree of g is exactly k minus the minimal size of a set S such thatf (S) = 0. Thus, a lower bound on the maximal degree translates to an upper bound on the minimal degree (whenf (∅) = 0). We discuss these results in more detail in Section I-C. Besides being a very natural question that continues the investigation of Fourier spectrum of Boolean functions, our work is also motivated by the problem of giving learning algorithms for symmetric juntas.
Learning juntas: One of the most important open problems in learning theory is learning in the presence of irrelevant information. The problem can be described in the following way: we are given as input a set of labelled data points, coming from some high dimensional space and we have to come up with a (small) hypothesis that correctly labels the data points. However, it may be the case that only a small fraction of the data is actually relevant, and so, in order to be able to find such an hypothesis efficiently, we have to discover what the relevant variables are. This problem appears in many real-life applications. For example, when trying to learn how some genetic attribute depends on the DNA, we expect only a small number of DNA letters to affect this attribute, while the rest are irrelevant.
In this paper we study a (special case of a) question that was proposed by Blum and Langley [3] , [2] as a clean formulation of learning in the presence of irrelevant information. The general question is: Let f : {0, 1} n → {0, 1} be an unknown Boolean function depending on k n variables. Henceforth we refer to such a function as a k-junta. We get as input a set of labelled examples x, f (x) where the data points x = (x 1 , . . . , x n ) are chosen independently and uniformly at random from {0, 1} n . Our goal is to efficiently identify the k relevant variables and the truth table of the function (we shall describe the learning model in more detail in Section III). It is clear that by going over all n k possible choices of k variables we can learn f . However, the main question is whether this can be done faster. Specifically, Blum and Langley [2] asked the following, still unsolved, question: "Does there exists a polynomial time algorithm for learning the class of Boolean functions over {0, 1}
n that have log(n) relevant features, in the PAC or uniform distribution models?" Note, that for this setting of parameters, this is a sub-problem of the notoriously hard questions of learning polynomial size DNF formulas and decision trees. Another evidence of the central role that the junta learning problem plays in computational learning theory can be found in the words of Mossel et al. [8] : "We believe that the problem of efficiently learning k-juntas is the single most important open question in uniform distribution learning." For more background and applications we refer the reader to [3] , [2] , [8] . In this work we shall consider the case where the underlying junta is a symmetric function.
A. Our results
Our main result is a new theorem on the degree of the first (non-empty) non-zero Fourier coefficient, of a nonlinear symmetric Boolean function f . We shall need the following notation. For an integer m, denote with Γ(m) the size of the largest interval inside {1, . . . , m} that does not contain a prime number. In other words, Γ(m) = max{b − a | 1 ≤ a < b ≤ m and there is no prime number in the interval (a, b]}. The best bound on Γ was given in [1] where it was shown that Γ(m) ≤ m 0.525 (for large enough m). We also let f (S) be the Fourier coefficient of f at S (see definition in Section II-A).
k → {0, 1} be a non-linear symmetric Boolean function (i.e. f is not constant and is not parity nor its negation). Then, there exists a set
Our second result concerns an interesting subcase of the general junta learning problem that was first discussed in [8] , learning symmetric juntas. Here we are guaranteed that the unknown function is symmetric in its k variables. For this model we obtain the following learning result.
Theorem I.2. The class of symmetric k-juntas over n bits can be exactly learned, from random examples sampled from the uniform distribution, with confidence 1 − δ, in time n
Using standard learning tools, Theorem I.2 follows immediately from our main result, Theorem I.1.
Cramér proved that the Riemann hypothesis implies that Γ(m) = O( √ m log m) (which is slightly weaker than Legendre's conjecture that Γ(m) = O( √ m)) and conjectured that Γ(m) = O(log 2 m) [4] . Thus, if either Cramér's conjecture or Legendre's conjecture is true then Theorem I.1 may be improved to give a set S of size O( √ k), which will imply a similar improvement to Theorem I.2.
B. Proof technique
A basic idea that appears in previous works is that if all non-empty Fourier coefficients of f , up to size t, are zero, then no matter how we fix any t variables from f , its bias remains the same. Namely, the probability that f assumes the value 0 is unchanged under any such fixing of at most t variables. This is formally stated in Lemma IV.4. The natural idea now is to consider many different restrictions and to try and combine all the information obtained from them to show that the bias cannot remain unchanged, unless f is a linear function.
Denote with F (i) the value that f obtains on inputs that contain exactly i ones and k − i zeros. It follows that bias(f ) =
2). If we fix variables to 1 and t − variables to 0, and the bias is unchanged then we get that bias(f ) =
. Assume now that this holds for every ≤ t and that q = k − t > 2 is a prime number. It follows that for every ≤ t,
where ≡ q means equality modulo q. Since q > 2 we actually get that there exists some constant c such that for every ≤ t, F ( ) + F (q + ) = c. Thus, by considering those restrictions we learn that, for every ≤ t, F ( ) and F (q + ) satisfy a certain linear relation. By further calculations of the bias when fixing t + 1 variables we prove that either f is PARITY or that c ∈ 0, 2. The latter case means that f is actually fixed on the intervals [0, t] and [k − t, t].
By considering such relations for two primes k −
we are able to obtain equations of the form F (r) + 2F (p + r)+F (2p+r) = c p and F (r) = F (r+q) = c q , for r ≤ Γ(n) (roughly), where the last equality holds unless f is Parity (or its negation). Combining those two equalities we conclude that F is fixed on all points in the set {p, p+1, . . . , p+Γ(n)}. By the choice of p this set contains all points at distance at most √ n from n/2. A simple calculation then shows that if a function is fixed at such an interval around n/2 then it has a nonzero Fourier coefficient at the second level. This is in contradiction to our assumption that the function has non nonzero Fourier coefficient up to level t. Thus, the only possible case remaining is that the function is Parity (or its negation).
We shall now briefly describe the learning algorithm of [8] . In a nutshell, the algorithm first assumes that f is a linear function and then, by solving (or, more accurately, trying to solve) a system of linear equations, it will find the relevant variables of f (if the assumption is true). If the algorithm failed to find a relevant variable in the first step, then it will search for the sparsest non-zero Fourier coefficient that is supported on a small set S. In this way a subset of the relevant variables will be found, and it is not hard to see that one can use the same argument several times to recover all the relevant variables.
We note that our proof technique is very similar in nature to that of [7] . There the polynomial G(z) = F (z +1)−F (z) was studied modulo different primes, however the information obtained from those primes was used in a different way than it is used here.
C. Related work
In [6] , following [9] , von zur Gathen and Roche studied the question of giving a lower bound on the real degree of non-constant symmetric Boolean functions. In other words, the problem is proving that there is a large set S such that f (S) = 0. They were able to prove that the degree of a symmetric function on k bits is always at least k − Γ(k), and conjectured that actually the degree is at least k − O(1). This conjecture is still open. In [5] the related question of providing lower bounds on the degree of symmetric functions from {0, 1} k to {0, 1, . . . , m} was considered and lower bounds of the form k − o(k) on the degree were proved (when m < k). We shall later see the connection between bounding the degree of functions that take values in {0, 1, 2} to proving the existence of a not too large S such thatf (S) = 0. We note that the result of [6] actually implies the following corollary. We say that a Boolean function f is balanced if Pr x [f (x) = 0] = 1/2. I.e. if f gets the values 0 and 1 equally often. In other words,f (∅) = 0, when f is viewed as a function to {−1, 1}.
Thus, Theorem I.1 can be viewed as proving a similar bound for the case of unbalanced symmetric functions.
Mossel et al made the first breakthrough in PAC learning of juntas under the uniform distribution [8] . They gave a learning algorithm whose running time is n ω ω+1 k · poly(n, 2 k , log(1/δ)), where ω is the matrix multiplication exponent. Currently the best bound on ω gives ω < 2.376 and so their algorithm runs in time (roughly) n 0.7k · poly(n, 2 k , log(1/δ)), which is better than the trivial algorithm that runs in time n k · poly(n, 2 k , log(1/δ)). For the case of symmetric juntas, the algorithm of [8] runs in time an n 2k/3 · poly(n, 2 k , log(1/δ)). Their analysis for the case of symmetric juntas was greatly improved by Kolountzakis et al. [7] who gave an n O(k/ log k) · poly(n, 2 k , log(1/δ)) upper bound on the running time of the algorithm for that case. Both results are based on the fact that every non-linear symmetric function f on k variables, has a non-zero Fourier coefficient that is supported on a somewhat small non-empty set S. Namely, on weaker versions of Theorem I.1.
D. Organization
The paper is organized as follows. In Section II we give the basic definitions and discuss representations of Boolean functions as polynomials. In Section III we consider the PAC learning model and prove Theorem I.2 assuming Theorem I.1. The proof of Theorem I.1 is given in Section IV. Finally, we present a possible approach towards obtaining an improved analysis of the learning algorithm of [8] (for symmetric juntas), by reducing the problem of upper bounding the minimal nonzero degree to the problem of lower bounding the degree of functions taking values in {0, 1, 2}.
II. PRELIMINARIES We denote
n we denote with |x| the weight of x, i.e., the number of non-zero entries in x. In other words, |x| = x 1 + . . . + x n . All logarithms in this paper are taken to base 2. We denote n ≤r r i=0 n i . To ease the reading we will drop floors and ceilings, as it will be obvious that they do not affect the results.
n → {0, 1} is called a k-junta if it depends on only k of the input bits (usually k n). Namely, there exists a function g :
We will be studying integer equations modulo prime numbers and so the following two claims will be useful. The first is the well known Lucas' theorem. 
The second theorem guarantees the existence of a prime number in any large enough interval. 
We note the famous conjectures of Legendre and Cramér stating that the gap between consecutive primes in
and that Cramér showed that the Riemann hypothesis implies that the gap is at most O( √ m log m) [4] .
A. Representations of Boolean functions
The basic objects that we study in this paper are symmetric Boolean functions.
for all x and y such that |x| = |y|.
In other words, a function is symmetric if permuting the coordinates of the input does not change the value of the function.
We shall consider two equivalent ways of representing symmetric Boolean functions. One common and useful representation is the Fourier transform (which applies to non-symmetric functions as well). For this representation it is convenient to think of our function f as mapping {−1, 1}
It is a well known fact that {χ S } S⊆ [k] form an orthonormal basis to the space of functions from {−1, 1} k to C under the inner
, where x is distributed uniformly on {−1, 1} k . In particular, every Boolean
wheref
We callf (S) the Fourier coefficient of f at S. Note that Equation (1) gives a representation of f as a polynomial over the reals. For example, if we denote
. When f is a symmetric polynomial it follows thatf (S) =f (T ) whenever |S| = |T |. Parseval's identity implies that for f :
We note that wheneverf (S) = 0 then f depends on all variables x i such that i ∈ S (and possibly on other variables as well). In particular, in order to find a relevant variable for a junta f it is sufficient to find a non-empty S such that f (S) = 0.
Symmetric Boolean function can also be represented by univariate real polynomials of degree at most n. Indeed, recall that f (x) is actually a function of |x| = k i=1 x i . Hence, there exists a degree ≤ k polynomial F : {0, . . . , k} → {0, 1} such that F (|x|) = f (x). Similarly to the Fourier representation we shall represent F using a specific basis, {1, x, 
The coefficients γ d are given in the following lemma. For completeness, we give the proof of the lemma in Appendix A.
Lemma II.5.
We shall denote symmetric functions on the Boolean cube with the letters f, g, h and their corresponding integer polynomials with F, G, H, respectively.
III. LEARNING SYMMETRIC JUNTAS
In this section we prove Theorem I.2, assuming Theorem I.1. We start by describing the PAC learning model in more detail.
The common model for learning juntas is the PAC-model that was introduced by Valiant in his seminal work [11] . In this model, the learner gets a set of labelled examples x, f (x) where x is drawn from a certain distribution D over {0, 1}
n , and has to come up with a hypothesis h that approximates f with respect to the distribution D. When learning juntas we restrict our attention to the case where D, the underlying distribution, is the uniform distribution over {0, 1}
n . Furthermore, our goal is to find the relevant k variables x i1 , . . . , x i k and output h such that h(x i1 , . . . , x i,k ) = f (x 1 , . . . , x n ). As the inputs to our learning algorithm are randomly distributed, we allow failure with a small probability δ.
The following lemma of [8] shows that for the purpose of learning juntas, it is enough to find one relevant variable.
Lemma III.1 ([8]).
Suppose that A is an algorithm running in time n r · poly(2 k , n, log(1/δ)) which can identify at least one variable relevant to f with confidence 1 − δ (assuming f is non-constant). Then there is an algorithm for exactly learning f which runs in time n r · poly(2 k , n, log(1/δ)).
Note that the only difference in the running time comes from the term poly(2 k , n, log(1/δ)). A common technique in PAC learning over the uniform distribution is to estimate Fourier coefficients of the unknown function f . Indeed, notice that as x is drawn uniformly at random, we can get a very good estimate of f (S), with high probability. Since f depends on k variables, if we computef (S) to precision 1/2 k+1 then by rounding to the nearest integer multiple of 1/2 k we can exactly computê f (S). This is captured by the following lemma of [8] .
Lemma III.2 ([8]). For any set S ⊆ [k]
, we can exactly calculate the Fourier coefficientf (S) with confidence 1 − δ in time poly(2 k , n, log(1/δ)).
Theorem I.1 and Lemmas III.2, III.1 are almost all that is needed for the learning algorithm. All that is left is to handle the special case of linear functions. If f is a linear function (i.e., f is constant, parity or its negation) then by solving a system of linear equations we can easily find all the relevant variables of f . This is formally stated in the following simple lemma of [8] .
Lemma III.3 ([8])
. If f is a linear function, then we can learn f exactly in time poly(2 k , n, log(1/δ)) with confidence 1 − δ.
We now formally present the learning algorithm, which is similar to the one given in [8] . 
Go over all S ⊆ {1, 2, ..., n} of size t and compute the Fourier coefficientf (S) using Lemma III.2.
8:
end for 9: end if 10: Output the first set S such thatf (S) = 0 and halt.
Algorithm 1: Learning symmetric juntas
The proof of Theorem I.2 easily follows, assuming Theorem I.1 and the lemmas above.
Proof of Theorem I.2: Let δ > 0 be given. If f is linear then Lemma III.3 implies that Step 4 will return the junta set with probability at least 1 − δ. If f is not a linear function, Theorem I.1 shows that there exists a non-empty set S of size
. By lemma III.2, for any S ⊆ [n] we can compute the Fourier coefficientf (S) exactly, with confidence 1 − in time poly(2 k , n, log(1/ )) = poly(2 k , n, log(1/δ)). Thus, by the union bound, in time n s k · poly(2 k , n, log(1/δ)) we can compute exactly all Fourier coefficientsf (S) for every |S| ≤ s k , with confidence 1 − δ (i.e. the probability that we do not compute all of them correctly is at most δ). Therefore, if f is not a linear function then we can find a non-empty set S withf (S) = 0. It is clear that all the variables in S are relevant variables of f . Lemma III.1 implies that we can learn f , with confidence 1 − δ, in time n s k · poly(2 k , n, log(1/δ)).
IV. FOURIER SPECTRUM OF SYMMETRIC BOOLEAN FUNCTIONS
In this section we prove Theorem I.1. Our approach is similar to the approach taken by [6] , [7] . We study the bias of f after restricting some of the variables. From this point on we identify a symmetric function f : {0, 1} k → {0, 1}
with its corresponding integer polynomial F : {0, . . . , k} → {0, 1}. Recall that F (i) is the value that f obtains on inputs of weight i.
Definition IV.1. Let F : {0, 1, . . . , k} → {0, 1} be a symmetric function on k bits. The (m, )-fixing of F , is a symmetric function on k − m bits F | (m, ) : {0, 1, . . . , k − m} → {0, 1} defined by
In other words, f | (m, ) is the symmetric function obtained by fixing variables to 1 and m − variables to 0 (again, we identify f | (m, ) with F | (m, ) ). We shall study the bias of F under different restrictions.
Definition IV.2. The bias of a function f : {0, 1}
k → {0, 1} is defined as bias(f ) E x∈{0,1} k f (x), where x is uniformly distributed.
In other words, the bias is equal to the probability that f (x) = 1 (when x is picked uniformly at random). In particular, f is unbiased iff bias(f ) = 1 2 . Notice that when f is symmetric then the bias is given by
Similarly,
The following useful definition and lemma relate the bias of F | (m, ) and the Fourier spectrum of f . Definition IV.3 ([10], [7] ). f is called t-null (or tcorrelation immune) if for every set S ⊆ [k] such that 1 ≤ |S| ≤ t, it holds thatf (S) = 0.
The notion of correlation immunity was first studied in the cryptography community in the context of security of functions against correlation attacks [10] . We shall use the notation of [7] and refer to such functions as t-null.
Lemma IV. 4 ([12] , [7] ). The following are equivalent.
In order to prove that a symmetric f is not t-null, we will look for a (t, ) fixing that changes the bias. Towards this end we shall consider the bias of f modulo different prime numbers. Let p < k be a prime number. If f is (k − p)-null then, by Lemma IV.4, there exists c p such that for all ≤ k − p it holds that c p = bias (F | (k−p, ) ) .
In other words, according to Equation (4),
Reducing this equation modulo p we get that for every ≤ k − p
Similarly, by considering the case that f is (k − 2p)-null we get that there exists c 2p such that for all ≤ k − 2p it holds that
As before, reducing modulo p and using Lucas' theorem (Theorem II.2), we obtain that for every ≤ k − 2p
In the next two sections we study the effect of fixing bits on the bias of f and prove Theorem I.1.
A. Fixing 2 bits
In this subsection we present two classes of functions for which bias(F ) = bias(F | (2,1) ). In particular, every such function is not 2-null.
The following is an easy observation.
Claim IV.5.
Proof: The LHS is equivalent to k(k − 1) ≤ 4i(k − i). I.e. to i 2 − ik + k(k − 1)/4 ≤ 0. Solving we get the claimed result.
Corollary IV.6. Let F be a non-constant function F : {0, 1, . . . , k} → {0, 1}. If F (i) = c for all
< i, and because F is non-constant there exists some i such that F (i) = 1. Thus, the weight of each non-zero F (i) decreases after the fixing, hence the probability that F = 1 decreases. Formally,
where inequality ( * ) follows from Claim IV.5. Observe that there is equality in ( †) if and only if F (0) = F (k) = 0. Also note that we cannot have that both ( †) and ( * ) are equalities at this would imply that F (i) = 0 for every i in 0,
This, however, contradicts our assumption that F is not constant.
I n a similar way we obtain the following corollary.
Corollary IV.7. Let F be a non-constant function F :
, then bias(F ) = bias(F | (2,1) ) .
B. Proof of Theorem I.1
In order to obtain Theorem I.1 we shall combine the information obtained from considering restrictions modulo two different primes. For that end we shall prove the following lemma that shows correlation in the values of F between different regions of [k].
Lemma IV.8. Let 2 < q ≤ k be a prime number. Let f be a biased non-constant symmetric function on k bits which is (k − q + 1)-null. Then, there exists a constant c q−1 ∈ {0, 1} such that for every = 0, . . . , k − q
We now show how Theorem I.1 follows from the above lemma. To ease the reading we repeat the statement of the theorem here.
Theorem (Theorem I.1). Let f : {0, 1} k → {0, 1} be a nonlinear symmetric Boolean function (i.e. f is not constant and is not parity nor its negation). Then, there exists a set
Proof of Theorem I.1: If f is balanced then the claim follows from Corollary I.3. Hence, we can assume that f is biased. In addition, assume by contradiction that f is
By the definition of Γ, there exist prime numbers p, q such that
Since f is (k − q + 1)-null, Lemma IV.8 implies that there exists a constant c q−1 ∈ {0, 1} such that
As f is also (k − 2p)-null, Equation (6) implies that there exists a constant 0 ≤ c 2p < p such that for all = 0, 1, . . . , k − 2p
Assuming 4 < p (otherwise k is at most some fixed constant and the claim is not interesting), these equations hold over the integers and so we get that for every = 0, 1, . . . , k −2p
Note that for
In other words, F is constant in the interval
. By Corollary IV.6 we conclude that f is not 2-null, in contradiction. Therefore, f is not
, which is what we wanted to prove. We end this section by proving Lemma IV.8, which concludes the proof of Theorem I.1.
Proof of Lemma IV.8: Lemma IV.4 implies that since f is (k − q + 1)-null then for all = 0, 1, . . . , k − q + 1 it holds that
Consider these equations modulo q. A simple calculation shows that:
Therefore, we get that there exists a number 0 ≤ c q−1 < q such that
Hence, for all = 0, 1, . . . , k − q it holds that
Adding the RHS to the LHS we obtain,
Hence, 2c q−1 ∈ {0, 1, 2} mod q. It follows that c q−1 is either 0, 1 or (q +1)/2. If c q−1 = 0 or 1 then clearly F ( ) = F (q+ ) = c q−1 and we are done, so we only need to rule out the case c q−1 = (q +1)/2. So assume that c q−1 = (q +1)/2. Equation (7) gives
In other words,
Therefore it must be the case that either F ( ) = F ( + 2) = . . . = F ( +q −1) = 1 and F ( +1) = . . . = F ( +q −2) = 0, or vice versa. This implies that f | (k−q+1, ) is parity or its negation, and in particular f | (k−q+1, ) is unbiased. As f is (k − q + 1)-null we have that bias(F | (k−q+1, ) ) = bias(f ), and so f is unbiased. This contradicts the assumption that f is biased.
V. ON NULLITY AND DEGREE OF POLYNOMIALS TAKING THREE VALUES
In this section we show a connection between the problem of upper bounding the minimal size of a non-zero Fourier coefficient of a symmetric function and the problem of giving a lower bound on the degree of a univariate polynomial H : {0, . . . , k} → {0, 1, 2}, that was studied in [5] (in the argument below we consider H : {0, . . . , k} → {−1, 0, 1}, but the degrees of H and H + 1 are of course equal).
Using the observation thatf (S) = (f ⊕ PARITY) (S c ), where S c is the complement of S, Mossel et al. [8] concluded that
⇐⇒ f ⊕ PARITY is t-null and unbiased.
We shall prove a one directional reduction from any symmetric t-null function (i.e. even a biased one) to a low degree polynomial that maps {0, 1, . . . , k − 2} to {−1, 0, 1}. We first prove the following lemma that gives a relation between different coefficients in the Newton basis representation of a symmetric f such that f ⊕ PARITY is t-null.
Proof: Denote g = f ⊕ PARITY and let G : {0, . . . , k} → {0, 1} be its univariate representation. Since we assume that g is t-null, it follows that bias(G| ( ,0) ) = bias(G| ( +1,0) ) for = 0, . . . , t − 1. Therefore,
Multiplying both sides by 2 k− and using the fact that (−1)
Since
By Lemma II.5 we have (−1)
i . Hence, Equation (9) is equivalent to
i.e. γ k− = −2·γ k− −1 . The claim now follows as this holds for every = 0, . . . , t − 1.
We now show the connection between t-null functions and polynomials to {−1, 0, 1}. Theorem V.2. If f ⊕ PARITY is t-null then the interpolation polynomial of F (|x|+2)−F (|x|) on the range {0, 1, . . . , k− 2} is of degree smaller than k − t − 1.
Proof: Let G(|x|) = F (|x| + 2) − F (|x|). We compute G's representation in the Newton basis using F 's representation. As before, denote
where equality ( * ) follows from Lemma V.1, as F is tnull. Let H(|x|) be the interpolation polynomial at the points {0, 1, . . . , k − 2}. In other words, H(i) = G(i) for i = 0, 1, . . . , k − 2, and deg(H) ≤ k − 2. By Lemma II.5 the coefficients of |x| i in G and H (for i = 0, 1, . . . , k − 2) are equal as they depend on the same set of values. Since deg(H) ≤ k − 2 it must be the case that
Strengthening a conjecture of von zur Gathen and Roche [6] , Mossel et al. [8] conjectured that any non-linear symmetric function must have a Fourier coefficient of size O(1). Theorem V.2, suggests the following approach.
Corollary V.3. If the degree of any non-constant polynomial H : {0, . . . , k − 2} → {−1, 0, 1} is at least k − t, then every non-linear symmetric function f : {0, 1} k → {0, 1} must satisfyf (S) = 0 for some non-empty S of size |S| < t.
Proof: Assume by contradiction that there exists a non-linear symmetric function f which is (t − 1)-null. Let g = f ⊕ PARITY. Hence, f = g ⊕ PARITY. Theorem V.2 implies that the degree of the polynomial agreeing with G(y + 2) − G(y) on {0, . . . , k − 2} is smaller than k − t. By our assumption, it follows that G(y + 2) − G(y) is constant on {0, . . . , k − 2}. Since G only attains the values 0 and 1, it must be the case that G(y + 2) − G(y) = 0 on {0, . . . , k − 2} (assuming 1 k ≥ 4). Hence, G is equal to some constant on all the even elements in {0, . . . , k} and to some (possibly different) constant on all the odd elements there. From the definition of g it follows that f has the same property. This can only happen if f is linear, which contradicts our assumption.
Thus, if one could prove strong lower bounds on the degree of non-constant polynomials H : {0, . . . , k − 2} → {−1, 0, 1} then one would get improved learning algorithms for symmetric juntas. We note, however, that obtaining better bounds, even when the range of H is {0, 1} is still open. The best bounds that are currently known are deg(H) ≥ k−Γ(k) when H : {0, . . . , k − 2} → {0, 1} [6] , and deg(H) ≥ k − O( k log log k ) when H : {0, . . . , k − 2} → {−1, 0, 1} [5] .
VI. CONCLUSION
In this paper we proved an upper bound on the minimal size of a (non-empty) set S such thatf (S) = 0 for any nonlinear symmetric function f . We observed that the problem is related to the problem of giving a lower bound on the degree of any non-constant symmetric function. In Section V we saw the connection to lower bounding the degrees of symmetric functions taking values in {0, 1, 2}. To make the connection between the problems clearer we note that Corollary V.3 implies that the problem of lower bounding the degree of functions into {0, 1, 2} is at least as hard as proving an upper bound on the size of the first (non-empty) non-zero Fourier coefficient. The latter question in turn, is at least as difficult as proving a lower bound on the degree of any symmetric function (into {0, 1}) as discussed in the Introduction (since this problem is just a specialization to the casef (∅) = 0).
Another interesting question is to get rid of the need to use number theory (i.e. Theorem II.3). It is clear that new techniques are required as all current techniques rely on modular analysis which needs to assume the existence of primes in a certain range. 
Rearranging the equation (isolating γ d ) we get
By the induction assumption we have that γ = j=0 (−1) −j · j · F (j), for = 0, 1, . . . , d − 1. Plugging this to Equation (10) 
as required.
