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Abstract—In multiple instance learning, objects are sets (bags)
of feature vectors (instances) rather than individual feature
vectors. In this paper we address the problem of how these
bags can best be represented. Two standard approaches are
to use (dis)similarities between bags and prototype bags, or
between bags and prototype instances. The first approach results
in a relatively low-dimensional representation determined by the
number of training bags, while the second approach results in
a relatively high-dimensional representation, determined by the
total number of instances in the training set. In this paper a
third, intermediate approach is proposed, which links the two
approaches and combines their strengths. Our classifier is in-
spired by a random subspace ensemble, and considers subspaces
of the dissimilarity space, defined by subsets of instances, as
prototypes. We provide guidelines for using such an ensemble,
and show state-of-the-art performances on a range of multiple
instance learning problems.
Index Terms—Dissimilarity representation, multiple instance
learning, combining classifiers, random subspace method
I. INTRODUCTION
NOwadays, many applications face the problem of usingweakly labeled data for training a classifier. For example,
in image classification, we may only have an overall label for
an image (such as a “tiger”), not where the tiger is actually
located in the image. Such problems are often formulated as
multiple instance learning (MIL) [1] problems. MIL is an
extension of supervised learning, and occurs in cases when
class labels are associated with sets (bags) of feature vectors
(instances) rather than with individual feature vectors. The
bag labels provide weak information about the instance labels.
For example, the label “tiger” could apply to only some of
the image patches, because patches of sand, sky or other
surroundings could be present as well. This is a natural
representation for many real-world problems, therefore MIL
has been successfully used to address molecule [1] or drug [2]
activity prediction, image classification [3], [4], document
categorization [5], computer aided diagnosis [6] and many
other problems.
We can group methods that learn in this weakly supervised
setting in two categories. The first category, which we call
instance-based methods, relies on assumptions [7] about the
labels to recover the instance labels, and classifies a bag by first
classifying that bag’s instances, and then fusing these outputs
into a bag label. For example, the standard assumption is that
a bag is positive if and only if at least one of its instances
is positive. The second category, which we call bag-based
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methods, often use the collective assumption: they assume all
instances contribute to the bag label, and that bags with the
same label are somehow similar to each other. Therefore, bags
can be classified directly using distances [8] or kernels [9],
or by converting bags to a single-instance representation and
using supervised learners [4], [10]. The bag-based methods
have frequently demonstrated the best performances on a wide
range of datasets.
One of the ways to represent structured objects, such as
bags, in a feature space, is to describe them relative a set
of reference objects or prototypes. This novel approach is
called the dissimilarity representation [11] and is in contrast
to traditional pattern recognition because the dimensions of
this space are defined in a relative way: the dissimilarity to
the j-th prototype can therefore be seen as the j-th feature
in the transformed space. A successful approach we studied,
uses training bags as prototypes [10], [12], while an alternative
approach in [4] uses all the training instances as prototypes.
Both alternatives have demonstrated the best performances
on a wide range of MIL problems, and, as we show in this
paper, are in fact strongly related. However, both approaches
are extremes with respect to the dimensionality and the infor-
mation content of the resulting dissimilarity space. The bag
representation reduces the dimensionality from the number of
instances to the number of bags, but risks losing information.
The instance representation preserves more information, but
increases the dimensionality dramatically, possibly including
many redundant features.
Consider each prototype as a different information source.
The bag and instance representations are analogous to two dif-
ferent ways — concatenating and averaging — of combining
such information sources [13]. In general pattern recognition
problems there is a third alternative: ensemble methods [14],
[15]. When presented with different information sources, we
can train a classifier on each information source, and combine
the classifier decisions in the test phase. For dissimilarities,
this translates into training a classifier on a different subspace
of the dissimilarity space, where each subspace corresponds
to a a subset of bags or instances. Such an ensemble is in
between the two opposing representations, and offers several
advantages: the information provided by different dissimilari-
ties is preserved, the dimensionality of each subspace is lower.
Therefore the ensemble has the potential to be more robust
than a single classifier.
We introduced dissimilarity-based subspace ensembles
in [16], however, the preliminary results did not meet our ex-
pectations because the ensembles typically did not outperform
the single classifier dissimilarity representations. We describe
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2the ensembles in Section 3 and investigate these methods
in more depth to provide understanding of the relationship
between ensemble design and ensemble performance, and
therefore of our earlier results. In Section 4 we show signif-
icantly improved, competitive results on many MIL datasets.
Furthermore, our results provide insight the structure of some
popular MIL problems, and into the success of the dissimilar-
ity space for these problems.
II. DISSIMILARITY-BASED MULTIPLE INSTANCE
LEARNING
A. Data Representation
In multiple instance learning, an object is represented by a
bag Bi = {xik|k = 1, ..., ni} ⊂ Rd of ni feature vectors
or instances. The training set T = {(Bi, yi)|i = 1, ...N}
consists of positive (yi = +1) and negative (yi = −1)
bags, although multi-class extensions are also possible [17].
The standard assumption for MIL is that there are instance
labels yik which relate to the bag labels as follows: a bag
is positive if and only if it contains at least one positive,
or concept instance: yi = maxk yik. In this case, it might
be worthwhile to search for only these informative instances.
Alternative formulations, where a fraction or even all instances
are considered informative, have also been proposed [7].
We can represent an object, and therefore also a MIL
bag Bi, by its dissimilarities to prototype objects in a rep-
resentation set R [11]. Often R is taken to be a sub-
set of size M of the training set T of size N (M ≤
N ). If we apply this to MIL, each bag is represented as
d(Bi, T ) = [d(Bi, B1), ...d(Bi, BM )]: a vector of M dissim-
ilarities. Therefore, each bag is represented by a single feature
vector d and the MIL problem can be viewed as a standard
supervised learning problem.
The bag dissimilarity d(Bi, Bj) is defined as a function of
the pairwise instance dissimilarities [d(xik,xjl)]ni×nj . There
are many alternative definitions (see [10], [18]) but in this
work we focus on the average minimum instance distance,
which tends to perform well in practice. Suppose that we
are only given one prototype Bj . With the proposed bag
dissimilarity, the bag representation of Bi using prototype Bj
is:
dbag(Bi, Bj) =
1
ni
ni∑
k=1
min
l
d(xik,xjl) (1)
Note that the dissimilarity between bag Bi and Bj is now
reduced to a scalar, and d(Bi, T ) becomes an M -dimensional
vector.
A related method, MILES [4], considers a different defini-
tion of prototypes, by using the training instances rather than
the training bags. The motivation is that, when we assume just
a few concept instances per bag, it is better to consider just
these informative instances rather than the bag as a whole.
MILES is originally a similarity-based approach, where the
similarity is defined as s(Bi,x) = maxk exp (−d(xik,x)σ2 ) and
σ is the parameter of the radial basis function kernel. However,
by leaving out kernel and the need to choose σ, we get a
dissimilarity-based counterpart. The instance representation of
Bi using the instances of Bj is then defined as:
dinst(Bi, Bj) = [min
l
d(xi1,xjl),min
l
d(xi2,xjl), · · · ,
min
l
d(xini ,xjl)] (2)
Now the dissimilarity between Bi and Bj is summarized in
a ni-dimensional vector, resulting in a representation d(Bi, T )
that has a dimensionality of
∑M
k=1 nk.
From this point onwards, we will discuss the dissimilarity
matrices Dbag and Dinst, which look as follows:
Dbag =
dbag(B1, B1) d
bag(B1, B2) · · · dbag(B1, BM )
dbag(B2, B1) d
bag(B2, B2) · · · dbag(B2, BM )
...
...
. . .
...
dbag(BN , B1) d
bag(BN , B2) · · · dbag(BN , BM )
 (3)
Dinst =
dinst(B1, B1) d
inst(B1, B2) · · · dinst(B1, BM )
dinst(B2, B1) d
inst(B2, B2) · · · dinst(B2, BM )
...
...
. . .
...
dinst(BN , B1) d
inst(BN , B2) · · · dinst(BN , BM )
 (4)
Dbag and Dinst are two extremes with respect to the
amount of information that is preserved. In cases where only
a few instances per bag are informative, Dbag could suffer
from averaging out these dissimilarities. Dinst would preserve
these dissimilarities, but it could be difficult for the classifier
to select only these relevant dissimilarities due to the high
dimensionality of the representation. As an example, consider
an image categorization problem, where an image is a bag,
and an image region or patch is an instance. If many images
in the training set contain regions that include the sky, the dis-
similarities to the sky instances in Dinst will provide heavily
correlated information about the bags. Therefore, Dinst could
contain many redundant (but not necessarily uninformative)
dissimilarities.
On the other hand, when most instances in a bag are
informative, we would expect Dbag to perform well. Dinst
would still have access to all the informative dissimilarities,
however, selecting a few relevant dissimilarities might not be
the best strategy if most instances are, in fact, relevant for
the classification problem. The problem of being unable to
specify how many dissimilarities are informative, still holds
in this case.
B. Classifier and Informative prototypes
In this work we consider linear classifiers (w, w0) such that
f(d) = wᵀd + w0 and w is an M -dimensional vector. The
entries of w correspond to the weights assigned to each of the
prototypes, either bags or instances. These weights are found
by minimizing an objective function of the form:
min
w
L(w, T )) + λΩ(w) (5)
3L is the loss function evaluated on the training set, such as
the logistic (for a logistic classifier) or hinge loss (for a support
vector classifier or SVM). Ω is a regularization function of
the weight vector and is often the l2 or the l1 norm. The l2
norm typically results in most coefficients of w being non-
zero, while the l1 norm promotes sparsity, i.e., only some of
the coefficients have non-zero values. λ is a parameter that
trades off the loss with the constraints on the weight vector,
and therefore influences the final values in w.
A larger coefficient in w means the dissimilarity was
found to be discriminative by the classifier, we therefore
can examine the coefficients to discover which prototypes
are more informative. However, the low sample size and
high dimensionality/redundancy of feature space can make it
difficult to find the w that leads to the best performance on a
held-out test set.
One way to address the problem of feature redundancy is
by a so-called filter approach: evaluating features or subsets
of features, prior to training a classifier, and reducing the
dimensionality of the training set. However, selecting features
individually may disregard important dependencies within the
data, and selecting subsets of features is computationally
expensive, and may lead to overtraining [19].
Another alternative is to use a sparse classifier that performs
feature selection and classification simultaneously, such as the
l1-norm SVM [20] or Liknon classifier [21], used in MILES.
However, this requires cross-validation to set λ, which is ill
advised in case the training set is small already. A common
consequence of such problems is that a poor set of features
might be chosen for the testing phase.
One could argue that clustering the prototypes and selecting
the cluster centers as prototypes would alleviate the problem
of redundancy in dissimilarities. However, note that redundant
dissimilarities are not necessarily caused by similar instances
because we are considering minimum distances, not all dis-
tances of a set of points. Furthermore, clustering has the risk of
excluding informative instances in sparsely populated parts of
the feature space, because these would not have any neighbors
to form a cluster with.
III. PROPOSED APPROACH
A. Random Subspace Ensembles
We can see the bag and instance representations as two alter-
native ways of combining dissimilarities of different instances:
by averaging or by concatenating. If we view these approaches
as ways of combining different sources of information, a third
alternative, ensembles, springs to mind.
The random subspace method (RSM) [22] is one way to
create an ensemble that is particularly geared at small sample
size, high-dimensional data. Each classifier is built on a lower-
dimensional subspace of the original, high-dimensional feature
space. This strategy addresses both aspects of a successful
ensemble: accurate and diverse classifiers [23], [24]. Subsamp-
ing the feature space reduces the dimensionality for the indi-
vidual base classifiers, therefore allowing for more accurate
classifiers. Resampling of features introduces diversity [23],
i.e. decorrelates the classifier decisions, which improves the
performance of the overall ensemble.
More formally, the RSM ensemble consists of the following
components:
• Number of subspaces L to be sampled
• Numbers of features {s1 . . . sL} (or just s if si = sj∀i, j)
to be selected for each subspace.
• Base classifier f , which is applied to each subspace. We
denote the trained classifiers by {f1, . . . , fL}.
• Combining function g, which for a test feature vector
d, combines the outputs into a final classifier F (d) =
g(f1(d), . . . fL(d)).
RSM is interesting in high-dimensional problems with high
feature redundancy [25]. For example, the expression levels
of co-regulated (both influenced by another process) genes
will provide correlated information about whether a subject
has diabetes or not. Other genes may be irrelevant to di-
abetes, only adding noise. We typically do not have prior
knowledge about the number of underlying processes that
are responsible to diabetes, i.e., the amount of redundancy
is unknown. This increases the number of possible relevant
feature sets, and makes selecting only the relevant features
more difficult. RSM decreases this risk, simplifying the feature
selection problem for each individual classifier, and by still
allowing access to all the (possibly relevant) features, thus
letting the classifiers correct each other. Other examples where
RSM is a successful approach include functional magnetic
resonance imaging (fMRI) data [26], microarray data [27] and
hyperspectral data [28].
The different prototypes in MIL may also provide redundant
information, but we do not know in advance how many
such redundant prototypes there might be. Furthermore, many
MIL problems are small sample size problems in the number
of bags, so additional classifier evaluations during training
are undesirable. Therefore we believe that RSM can be an
attractive method to address dissimilarity-based MIL, and to
combine the strengths of the dissimilarity space with those of
ensemble classifiers.
B. Choice of Subspaces
There are two alternatives for how the subspace classifiers
can be defined, which we first introduced in [16]:
• By choosing each prototype bag as a subspace, i.e. the
subspace is formed by the dissimilarities to the instances
of a prototype bag. We denote this representation by
DBS , where BS stands for Bag Subspaces. The RSM
parameters are straightforward here: L = M and and the
subspace dimensionalities si correspond to the bag sizes
ni.
• By choosing each subspace randomly. We denote this
representation by DRS , where RS stands for Random
Subspaces. DRS offers more flexibility with regard to
the RSM parameters. In [16], we used default parameters
L = M and s = 1N
∑
i ni. However, alternative settings
are possible as well, and we will demonstrate further on
in this paper that other choices (which can be set by
rules of thumb rather than cross-validation), can in fact
improve the results significantly.
4Representation Dimensionality Classifiers
Dbag M 1
Dinst
∑
i ni 1
DBS {n1, . . . nM} M
DRS any any
TABLE I: Different ways for constructing dissimilarity rep-
resentations. Dbag consists of dissimilarities to bags in the
training set (one for each bag), whereas Dinst consists of dis-
similarities to instances in the training set. In DBS , a separate
classifier is built on each prototype’s instance dissimilarities. In
DRS , classifiers are built on random selections of all available
instances.
Note that these alternatives are both slightly different from
RSM because the dissimilarity representation depends on the
training set. In traditional RSM, all features are available
to the classifier at any split of the training and test data,
whereas with DBS and DRS , the features are defined through
dissimilarities to the training set, which obviously changes
with every training-test split. However, we still expect there
to be a relationship between how RSM parameters, and the
choices in DBS and DRS , affect ensemble performance.
We provide a summary of the ensembles, as well as the
single classifier dissimilarity representations in Table I.
C. Illustrative example
The basic intuition about the benefit of the proposed en-
sembles is illustrated by the artificial problem in the top of
Fig. 1. This is the classical MIL problem from [29]. This
dataset contains bags with 50 two-dimensional instances. The
instances from the bags are uniformly distributed in a square,
and the positive bags contain at least one feature vector from a
concept region that is located in the middle of the square. Only
the dissimilarities of the concept instances are informative.
Averaging over the dissimilarities as in Dbag dilutes these
informative features, and indeed, the learning curves in the
bottom of Fig. 1 show that Dbag performs poorly here.
Dinst has trouble selecting only the informative dissimilarities
because many dissimilarities are uninformative, and because
dissimilarities of the informative instances are correlated. The
ensemble methods are more robust against these problems and
achieve the best performances (Fig. 1, bottom).
IV. EXPERIMENTS
A. Data and Setup
We provide a list of datasets we used in Table II. The Musk
problems [1] are traditional benchmark MIL problems about
molecule activity, Mutagenesis [30] is a drug activity pre-
diction problem. Fox, Tiger and Elephant [3] are benchmark
image datasets. African and Beach are also image datasets
originating from a multi-class scene recognition problem [4],
but here formulated as one-against-all problems. The dataset
alt.atheism originates from the Newsgroups data [5], and are
concerned with text categorization. Brown Creeper and Winter
Wren are both bird song [31] datasets, where the goal is to
classify whether a particular bird species can be heard in an
audio recording.
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Fig. 1: Top: Artificial 2D MIL problem with informa-
tive instances in the center. Bottom: Learning curves for
dissimilarity-based classifiers on this dataset. The amount of
uninformative, and redundant instances deteriorates perfor-
mances of Dbag and Dinst, but the ensemble methods DBS
and DRS are more robust against these problems.
We preprocess the data by scaling each feature to zero mean
and unit variance. The scaled data is used to compute the
dissimilarity representations. The instance dissimilarity func-
tion is defined as the squared Euclidean distance: d(xi,xj) =
(xi − xj)ᵀ(xi − xj).
For the base classifier f , we consider linear classifiers as
described in Section 2. We used several linear classifiers:
logistic, 1-norm SVM and a linear SVM, where the primal
formulation is optimized [32]. The trade-off parameter λ is set
to 1 by default. The common characteristic of these classifiers
is that we can inspect the weight vector w to determine
which dissimilarities are deemed to be more important by
the classifier. Although the individual performances of the
classifiers differ, we observe similar trends (such as relative
5performances of two different ensembles) for these choices.
We therefore only show results for the linear SVM.
For the combining function g, we average the posterior
probabilities, which are obtained after normalizing the outputs
of each classifier to the [0, 1] range. We also considered
majority voting, and using the product and the maximum of the
posterior probabilities, but overall, averaging led to the best
performances. Furthermore, averaging posterior probabilities
performs well in practice in other problems as well [33], [34].
The metric used for comparisons is area under the receiver-
operating characteristic (AUC) [35]. This measure has been
shown to be more discriminative than accuracy in classifier
comparisons [36], and more suitable for MIL problems [37].
Dataset +bags -bags total average
Musk 1 47 45 476 5
Musk 2 39 63 6598 65
Fox 100 100 1302 7
Tiger 100 100 1220 6
Elephant 100 100 1391 7
Mutagenesis 1 125 63 10486 56
African 100 1900 7947 8
Beach 100 1900 7947 8
Alt.atheism 50 50 5443 54
Brown Creeper 197 351 10232 19
Winter Wren 109 439 10232 19
TABLE II: MIL datasets, number of bags, instances, the
average number of instances per bag. The datasets are available
online at http://www.miproblems.org
B. Subspace Experiments
We start by comparing the two alternatives of creating the
subspaces, DBS and DRS . For simplicity, we base the pa-
rameters of DRS on those for DBS , as in [16]: M subspaces,
each subspace with dimensionality 1N
∑
i ni. We use a linear
SVM as the classifier (C parameter is set to 1 by default) and
perform 10-fold cross-validation. Fig. 2 shows the distributions
of the individual classifier performances and the ensemble
performance for both representations.
The results show that overall,
1) the random subspaces are more informative than bag
subspaces, and
2) the random subspace ensemble is better at improving
upon the base classifiers.
Why do the random subspaces perform better than the bag
subspaces? One difference might be the subspace size: the bag
subspaces have variable dimensionalities, whereas the random
subspaces are equally large. For DBS , we plot the bag size
against the performance of that subspace. A few of the results
are shown in Fig. 3. In all datasets except alt.atheism, we
find medium to high correlations between these quantities.
Therefore, as prototypes, small bags are not very informative.
This might seem counterintuitive in a MIL problem, because
small bags are less ambiguous with respect to the instance
labels under the standard assumption. The fact that large,
ambiguous bags are better at explaining the class differences
suggests that most instances are informative as prototypes.
The informativeness of most instances as prototypes is
supported by the relationship between the bag label and
the subspace performance in the plots. Although for a fixed
bag size, positive bag subspaces perform better on average,
negative bags can also be very good prototypes. This is also
true for random bags, for which we do not have labels, but
for which we can examine the percentage of instances, which
were sampled from positive bags. We found no correlations
between the positiveness of the random subspaces and their
performance. This provides opportunities for using unlabeled
data in a semi-supervised way: unlabeled bags can be used
to extend the dissimilarity representation to improve perfor-
mance, similar to the approach in [38].
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Fig. 3: Relationship of bag size, bag label, and AUC perfor-
mance of the dissimilarity subspace formed by that bag
The results with respect to the bag size suggest that
it is advantageous to combine classifiers built on higher-
dimensional subspaces. We therefore investigate the effects of
subspace dimensionality in DRS , where this parameter can
be varied. We vary the subspace size for each classifier from
5 to 100 features, which for most datasets, would be larger
6than the default dimensionalities used previously, as shown in
Table II. We generate 100 subspaces of each dimensionality,
and train a linear SVM on each subspace. The classifiers
are then evaluated individually. Some typical distributions of
performances per subspace dimensionality are shown in Fig. 4.
For most datasets (except Newsgroups, as will be explained
later), larger subspaces lead to more accurate classifiers.
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Fig. 4: Distributions of AUC performances of individual
subspace classifiers, for different dimensionalities of the sub-
spaces.
Why is DRS better than DBS at improving upon the
individual classifiers? A possible explanation is that the clas-
sifiers created by DRS are more diverse than the classifiers
of DBS . For each set of classifiers, we examine their L × L
disagreement matrix C, where each entry Ci,j corresponds to
the number of test bags for which the i-th and j-th classifier
provide different labels. Ci,j can be seen as the distance of
the two classifiers. We perform multi-dimensional scaling with
each of these distance matrices and map the classifiers into a
2-dimensional classifier projection space [39].
The classifier projection spaces for two datasets are shown
in Fig. 5. These results are surprising, because the classifiers
in DBS actually cover a larger part of the space, and are
therefore more diverse. This diversity alone, however, is not
able to improve the overall performance of the ensemble. A
possible explanation is that here we are dealing with bad
diversity [40]. For example, a classifier that is 100% wrong is
very diverse with respect to a classifier that is 100% correct,
but not beneficial when added to an ensemble. We showed
in Fig. 3 that in DBS , small bags often result in inaccurate
classifiers, which are indeed responsible for higher diversity,
but worsen the ensemble performance.
Classifier Projection Space, Musk 1, SVM
bag
random
(a)
Classifier Projection Space, Tiger, SVM
bag
random
(b)
Fig. 5: Classifier projection spaces. The plots show the relative
disagreement of trained subspace classifiers on a test set. The
higher the disagreement of two classifiers on the labels of the
test set, the larger their distance in the plot.
In the experiments, the Newsgroups data shows very differ-
ent behavior from the other datasets. Most of the subspaces
(both bag and random) have nearly random performance, and
the performances are not correlated with the bag label or
subspace dimensionality. A possible explanation is that in this
dataset, many of the dissimilarities only contain noise, and the
informativeness is distributed only across a few dissimilarities.
RSM is particularly suitable for problems where the informa-
tiveness is spread out over many (redundant) features [25],
7which could explain the worse than random performance.
Indeed, examining the individual informativeness (as measured
by the nearest neighbor error) of each individual dissimilarity,
it turns out that more than half of the dissimilarities in
alt.atheism have worse than random performance, as opposed
to only around 10% of dissimilarities for the other datasets.
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instance in +ve bag
instance in −ve bag
(a)
Fig. 6: Multi-dimensional scaling of the instances in the
alt.atheism dataset
We have noticed previously [12] that positive bags in the
Newsgroups data consist of dense cluster of instances and
a few outliers, while negative bags of the dense cluster of
instances, and a few outliers. This distribution is caused by the
bag of words representation of the data — while the outlier
instances are in fact all positive for the alt.atheism topic, they
do not consist of the same words, and are far from each other
in the feature space. This situation is shown in Fig.6. The
presence or absence of such outliers is very informative for the
bag class. The definition of dissimilarity in (2), however, does
not succeed in extracting this information: for any training
bag, the instance closest to the prototype outlier instance, is
in the dense cluster. In this case the minimum function in
the dissimilarity is not suitable for the problem at hand, and
much better performances can be obtained by, for instance,
using bags and prototypes, and considering the asymmetry of
Dbag [12].
C. Ensemble Experiments
With several interesting results for the individual perfor-
mances of the subspace classifiers, we now investigate how
the ensemble behaves when both the parameters of interest are
varied. The ensembles are built in such a way that classifiers
are only added (not replaced) as the ensemble size increases,
i.e. an ensemble with 100 classifiers has the same classifiers
as the ensemble with 50 classifiers, and 50 additional ones.
The results are shown in Fig. 7. Here different plots show
the results for different subspace dimensionalities (5, 10, 25,
50 or 100 features), and the x-axis indicates the number of
classifiers used in the ensemble. The black line shows the
baseline performance of Dinst. The performance metric is
again the area under the ROC curve (AUC), and the results
are averaged over 10-fold cross-validation.
Ensembles created with higher-dimensional subspaces tend
to perform better. An unsurprising result is that the fixed
dimensionality values in this experiment are not suitable for all
datasets. For example, in Musk none of the ensembles outper-
form the single classifier. Clearly, the subspace dimensionality
should depend on the dimensionality (and possibly redundancy
of the dissimilarities) of the original problem.
Another interesting observation in Fig. 7 is that it is often
sufficient to build the ensemble from a few base classifiers,
and adding further classifiers probably would not improve
performance significantly. This is line with our earlier results
for ensembles of one-class classifiers [34], even though both
the data and the classifiers in question are very different.
The recommendation in [26] is that when there is no prior
knowledge about how redundant the features are, L should
be chosen to be relatively small, while s should be relatively
large.
Based on these observations, we settle on the following
choices for DRS : L = 100 and s = 15
∑N
i ni. We emphasize
that these choices are good rules of thumb and do not have to
be set to these exact values, which is supported by our results
from the previous section: the performance is quite robust to
changes in L and s provided s is large enough.
The performances of the proposed ensemble against those
of the single classifier representations Dbag and Dinst are
shown in Table III. Contrary to our earlier results in [16],
DRS is now a clear competitor for the single classifiers, and
has especially surprising performances on the Musk 1, Fox
and Mutagenesis datasets. The advantages of DRS over the
high-dimensional Dinst are more visible, however, there are
no significant differences with Dbag . This suggests that many
of the dissimilarities are, in fact, informative, and averaging the
dissimilarities over each bag preserves sufficient information.
We believe this illustrates the strengths of the dissimilarity-
based approach in general.
Representation
Dataset Dbag Dinst DRS
Musk1 93.7 (3.5) 93.9 (3.6) 95.4 (2.4)
Musk2 95.7 (1.4) 89.7 (4.7) 93.2 (3.2)
Fox 67.9 (2.5) 66.0 (3.9) 70.2 (1.8)
Tiger 86.8 (5.2) 83.7 (3.9) 87.8 (4.2)
Elephant 90.9 (2.5) 87.6 (3.3) 92.3 (2.7)
Mutagenesis 84.3 (2.9) 83.2 (3.2) 87.4 (3.5)
Brown Creeper 94.7 (1.0) 93.9 (0.8) 94.2 (0.8)
Winter Wren 99.5 (0.2) 98.4 (0.5) 99.0 (0.3)
African 92.5 (1.1) 91.6 (1.4) 92.8 (1.2)
Beach 88.3 (1.2) 85.6 (1.2) 87.9 (1.2)
alt.atheism 62.4 (8.3) 46.4 (5.9) 46.4 (5.2)
TABLE III: AUC (×100) mean and standard error of 10-fold
cross-validation of the single dissimilarity-based representa-
tions, and the proposed ensemble representation. Results in
bold are best, or not significantly worse than best, per dataset
D. Comparison with other MIL Classifiers
We compare our method to other popular MIL classifiers,
which cover a range of instance-based and bag-based methods,
and are often being compared to in recent papers.
8EM-DD [41], mi-SVM [42] and MILBoost [43] are
instance-based methods. EM-DD is an expectation-
maximization algorithm which uses diverse density (DD),
which, for a given point t in the feature space space, measures
the ratio between the number of positive bags which have
instances near t, and the distance of the negative instances
to t. The expectation step selects the most positive instance
from each bag according to t, the maximization step then
finds a new concept t′ by maximizing DD on the selected,
most positive instances. mi-SVM is an extension of support
vector machines which attempts to find hidden labels of the
instances under constraints posed by the bag labels. Likewise,
MILBoost is an extension of boosting, where the instances
are reweighted in each of the boosting rounds.
MILES [4] and the Minimax kernel are bag-based methods
which convert bags to a single-instance representation. MILES
is similar to the 1-norm SVM applied to the Dinst, except that
in MILES, a Gaussian kernel is used for defining similarities,
and an appropriate σ parameter is necessary. The Minimax
kernel [9] is obtained by representing each bag by by the
minimum and maximum feature values of its instances, this
representation can then be used with a supervised classifier.
All classifiers are implemented in PRTools [44] and the MIL
toolbox [45] and default parameters are used unless stated
otherwise.
Next to the standard MIL classifiers, we use DRS with the
guidelines from the previous section: the dimensionality of
each subspace is 1/5th of the total dimensionality, and 100
classifiers are used in the ensemble. The base classifier is
the linear SVM. The results are shown in Table IV. Some
results could not be reported; in particular, for EM-DD when
one cross-validation fold langs longer than five days, and
MILBoost when features with the same value for all instances
are present, as in alt.atheism. Needless to say, there is no
method that performs the best at all times. Some of the default
parameter choices may be unsuitable for a particular dataset,
or the assumptions that the method is based on do not hold.
However, overall the method we presented is always able to
provide competitive performance.
E. Instance weights
An advantage of linear classifiers is the interpretability
of the result — from the weights w of the dissimilarities,
we can derive which dissimilarities, and therefore which
instances are more important (i.e., have a larger weight) to
the classifier. This property can also be used in ensembles
of linear classifiers, with a procedure described in [19]. For
each dissimilarity, we calculate the average absolute value of
its weight over all L subspaces in which the dissimilarity
was selected. We then sort the dissimilarities by this average
weight, and view the position of each dissimilarity in this list
as its rank. The distributions of the dissimilarities with ranks
1 to 100 are shown in Fig.8 shows the distributions of top 100
dissimilarities. These most informative dissimilarities originate
from both positive and negative bags, supporting the idea that
not only concept, positive instances are important for these
MIL problems.
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Fig. 8: Top 100 ranked dissimilarities, where the rank is de-
termined by average weight of dissimilarities across L = 100
subspace classifiers
V. DISCUSSION
We proposed a dissimilarity-based ensemble as a novel
classification method for MIL problems. When bags are rep-
resented by their dissimilarities to instances from the training
set, such instances can provide redundant information about
the problem. A random subspace inspired ensemble, where
classifiers are trained on different subspaces of the dissimilar-
ity space, is a way of dealing with this redundancy. We show
that our method achieves competitive performances with other
MIL algorithms, and has intuitive parameters that do not need
to be set by cross-validation to achieve these good results.
We investigated two choices for generating the subspaces:
by using each training bag as a subspace, or by using a random
selection of instances (with replacement) as a subspace. The
9Classifier
Dataset EM-DD MI-SVM r = 10 MILBoost MILES r = 10 minimax+SVM DRS+SVM
Musk1 85.0 (5.1) 91.5 (3.7) 74.8 (6.7) 93.2 (2.9) 87.8 (5.0) 95.4 (2.4)
Musk2 88.1 (2.7) 93.9 (2.8) 76.4 (3.5) 97.1 (1.6) 91.3 (1.8) 93.2 (3.2)
Fox 67.6 (3.2) 68.7 (2.6) 61.3 (3.2) 66.8 (3.5) 55.8 (2.9) 70.2 (1.8)
Tiger - 87.2 (3.5) 87.0 (3.0) 84.6 (4.5) 76.0 (4.1) 87.8 (4.2)
Elephant 88.5 (2.1) 90.7 (2.3) 88.8 (2.2) 88.4 (2.5) 88.4 (2.1) 92.3 (2.7)
Mutagenesis 67.4 (5.3) 60.3 (4.5) 88.1 (3.1) 72.1 (4.3) 63.7 (4.4) 87.4 (3.5)
Brown Creeper 94.5 (0.9) 92.8 (1.2) 94.9 (0.9) 96.1 (0.6) 94.2 (0.9) 94.2 (0.8)
Winter Wren 98.3 (0.5) 99.2 (0.4) 93.8 (5.6) 99.1 (0.5) 98.2 (0.3) 99.0 (0.3)
African 91.2 (1.8) 88.6 (1.7) 89.4 (1.7) 48.7 (2.3) 87.6 (1.4) 92.8 (1.2)
Beach 84.6 (2.0) 78.2 (2.5) 85.2 (2.9) 72.8 (5.0) 83.0 (2.3) 87.9 (1.2)
alt.atheism 52.0 (8.0) 38.8 (5.2) - 50.0 (5.5) 80.0 (3.6) 46.4 (5.2)
TABLE IV: AUC ×100, mean and standard error of 10-fold cross-validation of different MIL classifiers. Results in bold are
best, or not significantly worse than best, per dataset. r = 10 stands for radial basis kernel with width 10.
random method achieved better results, especially when the
dimensionality of the subspaces was increased. In fact, we
found that the subspace dimensionality is the most important
factor affecting the performance of the ensemble. On the
other hand, the number of subspaces does not play a very
important role and just a few classifiers are sufficient for good
performance. These conclusions are in line with conclusions
from other applications of the random subspace method, where
the amount of redundancy of the features is unknown.
In general, the informativeness of a prototype is more
related to the dimensionality of the subspace, then to the
label of instances forming that subspaces. Negative bags,
and unlabeled random sets of instances were often good
prototypes, suggesting that most instances, and not only a
few concept ones, are informative for these MIL problems.
These results are more in line with the collective assumption
for MIL, where all instances are considered to contribute to
the bag label, rather than with the standard assumption, where
only a few positive instances are considered important.
Based on the encouraging results concerning the effective-
ness of random subspaces as prototypes, we also considered
randomly sampling the instance space (rather than randomly
selecting existing instances) to generate artificial prototype
bags that are not in the training set. Although the results
with artificial prototypes were slightly worse than with real
prototypes, this does seem to provide opportunities for using
unlabeled, or artificial bags in a semi-supervised way.
We would like to conclude by emphasizing that a
dissimilarity-based representation combined with a linear clas-
sifier (or an ensemble thereof) is a powerful way of classifying
MIL bags. A question that still remains is the use of structured
norms in such linear classifiers, which would enable selection
of groups of dissimilarities, therefore revealing more about the
relationships of the instances.
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Fig. 2: Distributions of AUC performances of individual bag subspace classifiers
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Fig. 7: AUC performances of the instance representation (black line) and the ensemble classifiers. Different lines per plot
indicate different dimensionalities of subspace classifiers.
