Abstract-In dynamic positron emission tomography (PET) data analysis, regions of interest (ROI's) are analyzed by fitting a parametric model to the time-activity curve acquired after a radio-labeled tracer has been introduced into the patient's bloodstream. This procedure can be carried out for multiple ROI's and/or multiple injections of the same or a different radiopharmaceutical. The approach presented here takes advantage of prior knowledge that some of the parameters of those multiple fits are the same. Reduction of the total number of parameters to be estimated results in smaller statistical uncertainty for all parameter estimates, especially those common to multiple fits.
I. INTRODUCTION
In dynamic positron emission tomography (PET) data analysis, regions of interest (ROI's) are analyzed by fitting a compartmental model to the time-activity curve acquired after a radio-labeled tracer has been introduced into the patient's blood [1] . The model we use for this purpose is y(t; p p p) =f v u(t 0 t 0 ) + (1 0 f v ) t 01 h(fkg; t 0 ) 1 u( 0 t0)d (1) where y(t; p p p) is the time-activity curve for the ROI, u(t) is the timeactivity curve for the blood, f v is the fraction of the ROI which consists of blood, fkg are the model parameters representing the transfer rate of tracer from one compartment to another, t 0 is the time offset between tissue and blood measurements, h(fkg; t) is the impulse response function for the compartmental model, and p p p is the vector of parameters to be fit, p p p = (f v ; t 0 ; fkg) T .
This fitting procedure can be carried out for multiple ROI's and/or multiple injections. The present work takes advantage of a priori knowledge that some of the parameters of these multiple fits are the same. For example, the time-delay t0 between arrival of blood at the blood-sampling site and arrival at an ROI can be expected to be nearly equal for different ROI's in the brain [2] . Also, the fractional blood volume fv of an ROI can be expected to remain constant for certain multiple injection studies. Reduction of the total number of parameters to be estimated results in smaller statistical uncertainty for all parameter estimates, especially those common to multiple fits.
Ideally, one would perform a grand fit for all of the timeactivity curves which have any common parameters by minimizing the combined weighted sum of squared residuals. This is equivalent to maximum-likelihood estimation, since the elements of the time-activity curve are samples taken from normally distributed random variables. In this way, the common parameters are naturally constrained to have the same value in the models for different timeactivity curves. We are often in the situation where the results of the separate fits are available, and we would like to be able to predict the results of the grand fit from the results of the separate fits. Here we investigate a method to approximate the results of the grand fit which is referred to here as the grand Taylor fit (GTF). It is based on Taylor polynomial approximations to the individual criteria which have been optimized in the separate fits. This approach results in simple formulas, amenable to hand calculation, for the estimation of parameters and their covariances. In particular, the common parameters are estimated as a weighted average of the results from the separate fits, and other parameter estimates are adjusted based on their correlations with the common parameters.
Studies involving a common blood fraction (fv) illustrate the power and simplicity of this approach, and an example with common arrival times (t0) shows some of the difficulties.
II. FORMULATION OF THE GRAND TAYLOR FIT
Dynamic PET measurement data consists of accumulated emission counts y j representing the integral of y(t; p p p) over the time interval (t j01 ; t j ). Measurements y i j from the ith data set are assumed to be normally distributed about the integral of y(t; p p p i ) with variances 2 (y i j ). These variances are estimated by straightforward application of the ROI evaluation procedure given in [3] . The normal approximation for the time-activity curves is justified by the ROI evaluation procedure which uses a simple weighted sum of the raw PET data. 
The criterion for the grand fit is the sum of the N individual criteria
Si:
The solution to the grand fit, p p (6) and (7) is given in the Appendix. They give us a prescription to estimate the outcome of the grand fit using only the results of the individual fits. Also derived in the Appendix are the following expressions for the diagonal blocks of 8, the asymptotic covariance matrix of the solution to the grand fit, as expressed in terms of the single fit asymptotic covariance matrices: Equation (6) shows that the new estimate of the common parameter vector is the weighted average of the results of the individual fits. Equation (9) shows that the asymptotic variance of the new estimates of the common parameters is expected to be reduced by at most a factor of N , the number of fits. The maximum reduction is achieved when all of the 8 k bb are equal. The values of the remaining parameters are then changed to reflect their correlation with the common parameter, as illustrated by (7) . Equation (10) shows that the asymptotic variance of these parameters is also reduced. The accuracy of both the parameter values and the asymptotic variances determined from GTF depend on how well the second-order Taylor approximations match the individual fits over the range of values of those fits. The approximation is excellent if all of the individual Taylor series are second order. In our first example, the accuracy of the approximation is adequate, and in the second the deviations are relatively large.
III. EXAMPLE 1: MULTIPLE INJECTIONS WITH A COMMON REGION For each of several
82 Rb injections in a single anesthetized dog, a sequence of PET measurements of the 82 Rb activity in a region of the myocardium and, simultaneously (t0 = 0), the activity in the blood pool in the left ventricular cavity were taken over a period of 4-6 min [4]- [8] . These data were used to determine parameters k 21 (uptake), k12 (washout), and fv (vascular fraction) for the myocardial region, to fit the model
Different injections were used to examine the change in k 21 and k 12 under a variety of physiologic conditions. We assume for the purpose of this analysis that the vascular fraction is unaffected by these conditions and should be the same in all fits. Table I shows the parameters estimated in five independent studies. Plots in Fig. 1 illustrate how the individual criterion values and the grand criterion value are affected by the choice of f v . Each circle in the five plots on the left in Fig. 1 is the minimum criterion value for that injection, conditioned on the value of fv. The solid line is the quadratic function which has the same minimum and curvature at the minimum as the criterion curve. In the right panel of Fig. 1 Table II contains two sets of estimates: 1) the grand fit parameter estimates and 2) the GTF approximations as calculated from (6) and (7)f 
IV. EXAMPLE 2: MULTIPLE REGIONS WITH A COMMON TIME DELAY
For a single injection of 18 FDG in a human subject, a time series of PET measurements were taken in several regions of a single slice of the subject's brain [9] - [11] . The purpose of the study was to examine differences in glucose metabolism in different regions of the brain. Glucose metabolism is modeled using the blood activity curve and three kinetic rate parameters: k 21 , k 12 , and k 32 . As in the rubidium example, tissue and blood data were combined to obtain estimates of the kinetic parameters. In this case our model is given by The blood data were collected at a remote location, since there was no measurable pool of blood in the transverse section of the brain in which the tissue regions were analyzed. Consequently, the time delay between the site of blood measurement (usually an artery in the arm) and the brain slice of interest must be estimated. This additional parameter, t0, is assumed to be the same for all regions of the brain. Table III shows the parameters estimated in six independent studies. Plots in Fig. 3 illustrate how the individual criteria are affected by the choice of t 0 . Each circle in the six regional plots in Fig. 3 is the minimum criterion value for that region, conditioned on the value of t0. The solid line is the quadratic function which has the same minimum and curvature at the minimum as the criterion curve. The grand criterion is shown in the tall plot with open circles, each representing the sum of the minimum criterion values for the six regions. The best t 0 is defined to be the time delay which minimizes this curve, t estimates and their approximations for the first region are shown graphically in Fig. 4 . Here, too, it can be seen that although the adjustment in parameter values is in the right direction, the differences between GTF values and the grand fit are large. Table IV gives the results of the grand fit with the parameter t 0 fit in common and lists the parameters obtained by the approximation method. In this example, the approximations to the grand fit are noticeably different from the grand fit results themselves. In one case First, the analysis was carried out with noiseless data but specifying to the fitting program the same noise level as was present in the original data. The results were as expected; the true values were estimated and the grand fit and its approximation gave the same result. Plots of the minimum criterion versus t 0 showed the same behavior with multiple minima as is shown in the left column of Fig. 3 . This behavior is not due to noise in the data.
The second simulation was performed with normally distributed noise added to the perfect data with magnitude as specified by the variances of the original data. Results were similar to those presented above, indicating that the measurement model and the noise estimates for the time-activity curve were not the source of failure for the GTF approximation.
A third simulation has noise added to the perfect data as in the second simulation, but with the noise level diminished by a factor of four. Fig. 5 shows plots of the individual criteria and the grand fit criterion as a function of the common parameter t0. Comparison with Fig. 3 shows that within the range of individual fit values for t i 0 the Taylor approximation is more appropriate when the noise level is reduced. There is a noise level above which combination of results from the individual nonlinear fits is difficult when the criteria exhibit multiple local minima with respect to changes in the common parameters.
V. CONCLUSION
We have derived simple formulas based on Taylor approximations to multiple separate criteria for approximating parameters which would minimize the grand criterion, under an assumption that some parameters are common. The utility of this approach has been demonstrated in an example for which the Taylor approximation is appropriate. A second example demonstrated the difficulties of this approach for a case in which the common parameter (time delay) enters the optimization problem in a way which makes a secondorder Taylor approximation of the criteria applicable only in a region very close to the minimum. Simulation shows that lower noise levels bring the individual common parameter estimates to within a range that make the second-order Taylor approximation appropriate.
We comment on a hybrid method to approximate the grand fit. For the second example (common time delay) the GTF gave us a reasonably accurate estimate of the common parameter, but the resulting changes in the other parameters and the asymptotic covariance matrix were not predicted accurately. Using the common parameter estimates from the GTF and refitting the individual fits with the common parameters held to the GTF values yields results much closer to the grand fit (results not shown). In any case, when this hybrid approach gives results inconsistent with the GTF, we likely are in a situation where the second-order Taylor series is not an adequate approximation to the results of the grand fit. This can be used to test the validity of the GTF approximation.
The grand fit method and its approximation (GTF) are also expected to have application in the modeling of neuroreceptors in the brain, where it is necessary to stabilize or regularize multiple fits by using parameter estimates from one part of the brain to reduce the number of parameters for a fit in another part of the brain. In this case, nonspecific uptake in the second region is predicted using uptake in a region with only nonspecific uptake. This and other situations in which known functional relationships exist between rate constants of different regions are amenable to solution using the grand fit methodology-it need not be restricted to the physical common parameters which were the subject of the examples presented in this paper.
The approach developed in this paper was first presented at the 1990 IEEE Nuclear Science Symposium [12] .
We now write S G in terms ofp p
