When processing image sequences some representation of image motion must be derived as a rst stage. The most often used such representation is the optical ow eld, which is a set of velocity measurements of image patterns. It is well known that it is very di cult to estimate accurate optical ow at locations in an image which correspond to scene discontinuities. What is less well known, however, is that even at the locations corresponding to smooth scene surfaces, the optical ow eld often cannot be estimated accurately.
The Problem 1.Errors Matter
A serious problem with optical ow computation is that the ow must be estimated using noisy data, and it is often not possible to accurately estimate the noise parameters. Because there is noise, the estimated and the actual ow can be di erent. Worse, the estimate often is biased; the expected value of the di erence between the actual and estimated ow is not zero. Con dence limits are also di cult to predict, and they matter because the variance of the ow can be large.
It will be shown here that many commonly used methods for computing optical ow are biased. It is di cult to correct for this bias because it is di cult to estimate the noise parameters. It might be possible if the parameters were static, but instead they change in unpredictable and complex ways. If we had enough data, we could use various statistical techniques to estimate the parameters; for example, we could use maximum likelihood. But when we rst view a scene, there is not enough data. When the environment changes, when the lighting conditions have changed recently or there has been a signi cant recent change in orientation which produces a change in the accuracy of the constraint that corresponding points have the same intensity, there is not enough data about the current values of the noise parameters.
In this paper we analyze all three major classes of optical ow algorithms: gradient methods, frequency-domain methods and correlation methods. We analyze both linear and non-linear estimation techniques, as well as some robust methods. In some of our analyses we do not make either a Gaussian or an asymptotic assumption.
Bias
There has been previous work on optical ow that analyzes error. Examples are 22, 41, 48, 54] . However, it has not been widely noticed by the computer vision community that optical ow estimates can be biased. It has been pointed out in 37] that optical ow estimated using gradient methods is biased: estimates tend to be underestimates. As we shall show here, even the estimates of the direction of ow are not unbiased. We also demonstrate here that it is not just gradient methods that result in biases. The mathematics of frequency domain methods is not very di erent than that of gradient methods and similar biases arise. Finally, we present a model that shows how even correlation methods can be biased and tend towards underestimation. Thus all these methods produce biases. It is not often appreciated how di cult these biases are to correct.
We conclude by arguing that more robust and more qualitative methods should be used for estimating optical ow, and that the estimation of optical ow should be combined with the estimation of three-dimensional information.
Optical Illusions
The inevitability of bias provides an explanation of certain well-known optical illusions. In particular, we provide a computational model for the Ouchi illusion; this model also explains a number of psychophysical experiments with moving plaids.
The striking illusion discovered in 1977 by the graphic artist H. Ouchi consists of two black and white rectangular checkerboard patterns oriented in orthogonal directions|a background orientation surrounding an inner ring ( Figure 1 ). Small retinal motions, or slight movements of the paper, evince a segmentation of the inset pattern, and motion of the inset relative 1 to the surround. The illusion occurs for a variety of viewing distances and angles. Some observers report an apparent depth discontinuity, with the center oating as it moves above the background 44]. Figure 1 : A pattern similar to one by Ouchi 38] .
Our explanation of the illusion lies in the estimation of di erently biased ow vectors in the two patterns. Because of the sparse spatial frequencies in these checkerboard patterns the bias is highly pronounced. In the sequel two di erent 3D motions are derived which cause the inset to move relative to the surround. Our model for explaining this illusion and related phenomena is given in Section 4 along with a set of illustrations.
A Formulation of the Flow Estimation Problem
The rest of this paper is a detailed exploration and examination of the themes mentioned above. In order to proceed further, it will be necessary to discuss in somewhat more technical detail exactly what is meant by ow and the kinds of methods for estimating ow that we are interested in analyzing.
It is assumed that a sequence of two or more images of a scene is available. If in the real world, whatever is at point P 1 at time t 1 is found at point P 2 at time t 2 , and point p i is the image of real-world point P i in image i, then image points p 1 and p 2 will be said to be corresponding points.
It is assumed that there exists some attribute that has the same value I at the two corresponding image points, p 1 ; p 2 . The value I might be the intensity of light at a point p in the image or the intensity of light of a given frequency. But I might also be something somewhat less local, such as the (weighted) average value of light intensity in some region R of the image. In computing the average, points that are nearest to p have the most weight. The value I might be assumed exactly known, or I might be modeled as being measured with a certain amount of error. The error may often be very large, but it is assumed that the value of I is the same at corresponding points and that this value is known with reasonable accuracy at a signi cant number of points. (Later we discuss more general constraints where the I's at corresponding points are not equal, but instead there is a linear relation between the values of I at corresponding points.)
If p 1 at time t 1 and p 2 at time t 2 are corresponding points, there is a two-dimensional motion from p 1 to p 2 . It makes sense to speak of the velocity of this motion. If the di erence between the times t 1 and t 2 is in nitesimal, one speaks of the instantaneous two-dimensional velocity or optical ow.
The constraint that some attribute have the same value at corresponding points is not enough. Other constraints must be employed in order to actually estimate ow. These additional constraints usually amount to models of the 2D velocity eld, for example, constraints on the sizes of the derivatives, or parametric models of the velocity eld.
To simplify the analysis, initially we will focus on the simplest special case where the ow is same at all positions in the image or at least constant in some large region of the image. To further simplify matters, it will be assumed that special problems due to the fact that certain pixels are near the boundary of an image can be safely ignored.
Methods of Computing Optical Flow
There are three primary classes of methods for computing optical ow: gradient-based methods, frequency-domain methods, and correlation methods. Gradient-based and frequency-domain methods derive optical ow in two separate stages: rst, information about the one-dimensional motion components of local edges or single spatial frequencies is obtained; then, the individual measurements within some neighborhood are combined into an estimate of optical ow. These two classes of methods are faced with similar noise issues and thus can be given a very similar mathematical analysis. Correlation techniques perform region-based matching and in general cannot be separated into one-dimensional and two-dimensional components. Thus, they will be given a separate analysis that is somewhat di erent, but not very di erent.
Gradient-based techniques 9, 26, 49, 53] compute the spatial and temporal derivatives of the intensity or functions of the intensity. These measurements de ne at individual points the component of ow perpendicular to edges, the normal ow. To derive these measurements the images are usually smoothed in space and time with low-pass lters and numerical di erentiation is performed. Then the optical ow is computed from the local one-dimensional measurements in a neighborhood using assumptions about the smoothness 10, 23, 26, 34{36, 50] or an explicit model (such as polynomial) of the underlying ow eld. The estimation amounts to solving an optimization problem minimizing some function of deviation from the model; if the ow eld is assumed to be constant, least squares or weighted least squares estimation is often used 32, 41] , but other techniques such as total least squares 54], or robust techniques, can alternatively be used. If more elaborate smoothness assumptions are employed, iterative techniques must be used.
Energy-based techniques 1, 2, 4, 22] are based on the constraint that all the energy of a translating pattern lies in a plane through the origin in spatiotemporal frequency space. Usually, the energy for a number of spatial and temporal frequency triplets is extracted by means of spatiotemporal energy lters of di erent kinds. Computationally this results in taking a local Fourier or related transform and it requires some smoothing and interpolation either in spacetime or in the frequency domain. Since energy can only be extracted within regions, the implicit assumption is that the ow eld is constant within the range of the lters. The tting of the plane to the estimated energy responses again amounts to an optimization problem which can be solved by linear estimation, but more often is addressed using total least squares estimation.
Another approach to ow estimation in frequency space is based on the assumption that phase is preserved 16] . In this case the phase response for spatiotemporal frequencies is computed using energy lters and then the spatial and temporal derivatives of the phase are estimated to obtain one-dimensional motion components.
Correlation techniques 6, 8, 33, 56] have mostly been used in the processing of stereo images where one component of the displacement is de ned by the epipolar constraint, and to establish sparse feature correspondence when far-apart views obtained by a moving camera are considered (discrete motion). They have also been used to derive dense correspondence elds and optical ow elds. Correlation techniques compare regions of usually large extent in the two images to nd the displacement between the regions which provides the best match. A measure of similarity is computed between regions centered at discrete (pixel) locations and the exact displacement is then estimated by interpolation between the discrete positions. Similarity may be measured using cross-correlation, which may be normalized, or using a distance measure such as sum-of-squared-di erences. It is then necessary to nd the displacement that maximizes the correlation or minimizes the distance measure. By considering large matching regions it is implicitly assumed that the correspondence eld is constant, and the aperture problem is circumvented in this way. There are also correlation techniques for ow which match small image regions, and thus face the aperture problem. In this case local correlation surfaces are combined via smoothness constraints to estimate the optical ow eld 3, 42].
2 Gradient-Based and Frequency-Domain Methods Gradient-based methods and frequency-domain methods use essentially the same constraint; the frequency-domain constraint can be obtained from the gradient constraint by taking a Fourier transform. For both methods the constraint is encoded as an over-determined system of noisy linear equations. There are many techniques for solving such a system of equations. Many di erent approximations can be employed. Many di erent methods exist for handling the noise. But in any case, there will be a noise term that comes from an inaccurate estimate of the spatial derivatives and a noise term that comes from an inaccurate estimate of the temporal derivative. The bias will arise because we cannot obtain a good estimate of the ratio of these two noise terms.
We proceed by providing a general framework for the basic constraint equation which describes the one-dimensional motion components of single spatial frequencies (Section 2.1). We then describe three classes of estimation techniques for solving a system of these equations: ordinary least squares (Section 2.2) and total least squares (Section 2.3), and we also sketch some robust techniques (Section 2.4). A discussion of models that do not assume constant ow (Section 2.5) and a summary (Section 2.6) conclude the section. (2) Here is a noise variable that might be assumed to be zero-mean Gaussian.
The Constraint Equation
There is another interpretation of this equation; one might assume that (1) is exactly true but one cannot observe the temporal derivative @I @t with perfect accuracy. Instead one can only observe @I @t + where is some noise variable that might be zero-mean Gaussian. Later we assume there are also errors in the observation of the spatial derivatives, and these terms cause the main di culties, but we ignore these terms for a while in order to simplify the analysis. Equation (1) (or (2)) is really many equations. There is one equation for each point in the image, or one equation for each point where the data is reasonably accurate. So is not a constant and we would do better to explicitly indicate the dependence of on the point p of observation and write p in (2) .
If the di erent p 's have the same statistical distribution and are independent, zero-mean Gaussian variables, then the maximum likelihood solution is obtained by using least squares:
Find the u; v that minimize the expression P 
Like (1), (4) is only approximately correct. Equation (4) normally makes little sense unless u; v are constant, but if the convolution is very local so that G x;y;t (a; b; c) is very small unless (x; y; t) and (a; b; c) are very close, then it makes sense to apply (4) at a point (x; y; t) even if ow is not constant everywhere but only approximately constant in the vicinity of (x; y; t).
If (1) has Gaussian error, so does (4) . If the errors in (1) are uncorrelated, that need not be true of (4).
For an interesting special case of (4), let G be a Gaussian smoother. In fact, G might be an ordered set of smoothers. Equation (4) makes sense if G x;y;t (a; b; c) is a real vector rather than a real scalar. A two-component real vector can be reinterpreted as a complex scalar. This will allow the Gabor transform to t into the schema of (4), and be relevant when we discuss frequency-based methods.
Application of Linear Transformations to I
We might apply the Fourier or some other linear transform to DI Dt considered as a function of position in space-time. A Fourier transformation is a convolution by a set of exponential functions. It is especially sensible to apply the Fourier convolution rather than some other convolution because by Parseval's theorem, the quadratic norm is preserved under Fourier transformation. This means that if f is a complex function and f its complex conjugate and jjfjj 2 2 = R R R f(x; y; t)f (x; y; t)dx dy dt and F represents the operation of computing the Fourier transform, then jjFfjj 2 = jjfjj 2 . Thus it does not matter whether we compute the least squares solution in the frequency or the space domain.
In more detail, letting subscripts represent partial di erentiation, we start with the equation In other words we need to choose u; v to minimize a weighted sum of energies; for each triplet of frequencies (w x ; w y ; w t ) that is o the plane w x u+w y v +w = 0 corresponding to the ow u; v we multiply the energy in that frequency by a weight that is the distance squared (w t ? w) 2 . We need to minimize this sum.
Another possibility is that there is noise in the estimation of the derivatives, both spatial and temporal. ), the integral being taken over all triplets w x ; w y ; w t . Here (w x + m x ; w y + m y ; w t + m t ) is a triplet that is on the plane uA + vB + C = 0 (or FI = 0 at (w x ; w y ; w t )) and the m's measure a distance between that triplet and the triplet w x ; w y ; w t . We want to choose at each frequency (w x ; w y ; w t ) the m's that minimize this distance, and then we multiply the distance squared by the energy w at the frequency and sum over all frequencies. We need to choose (u; v) so that this sum is minimized.
Alternatively, we might want to compute only local Fourier transforms. Let us multiply I by a Gaussian G centered at point P or by a function G that it is equal to 0 at points far from P and equal to 1 near P, and then take the Fourier transform. The e ect on (1) is to give less weight to data at points far from P when computing the least squares solution. The noise is also multiplied by G. In the frequency domain, instead of multiplying the noise by G, we convolve the Fourier transform of the noise by the Fourier transform of G. But the Fourier transform of a Gaussian is also a Gaussian. In other words, we minimize an expression very much like that in the previous paragraph, but here we rst multiply FI by a distance, then smooth the result by convolving with a Gaussian, and nally compute an L 2 norm which must be minimized.
In Appendix A we analyze relevant weighting functions for phase-based methods 16]. Such methods are based on the assumption of conservation of local phase which is estimated using the Gabor transform or some local Fourier transform.
In practice, Fourier or even Gabor transforms might be too hard to compute, so one computes some nite approximation, but still uses the idea of minimizing something involving the product of a distance function and an energy function.
In any case there is an equation of the form
for each index i where the indices usually represent points in space-time or frequencies in some kind of transformation space. Often (5) is solved by a kind of ordinary least squares. 7
Alternatively it may be solved with total least squares, a method that allows for errors in the observations of the spatial derivatives of I, or some more robust method. It may rst be necessary to apply a whitening transform in order to handle correlation between the errors of di erent equations, but for the most part we will ignore that possibility.
Errors in the Ordinary Least Squares Solution
Let us rst analyze the simplest method of solving (5) It is also convenient to explicitly represent the equation in matrix form
Here E and E are n by 2 matrices which incorporate the data in the A i and B i . The vector u denotes the ow whose components are u and v.
By de nition the least squares solution is given bỹ
If there are no errors in the estimation of the coe cients A i and B i , then under the usual assumptions that the di erent C i are uncorrelated and have the same variance, least squares gives an unbiased estimate and it is also simple to give con dence limits for the solution.
= jjC ? Eũ)jj 2 2 n ? 2 (9) is an unbiased estimator of the variance of the C i 17, 31] where jj jj 2 represents the quadratic norm de ned on vectors (i.e., the square root of the sum of the squares of the values of the components of the vector) andũ represents the ordinary least squares solution to (5) .
If we use a weighted least squares solution instead of the ordinary least squares solution and the weights are positive, then if ((w i ) 1 2 ) 2 is the weight of equation i, the weighted least squares solution is the same as the ordinary least square solution that would be obtained if we put w 1 2 i E ij and w 1 2 i C i in place of E ij and C i , in (5) . So even in this case it is possible to estimate the variance of the error in the ow estimate.
But, in fact, these error estimates should be modi ed to take into account the bias. There will be errors A i ; B i and these errors will cause the least squares estimate of the ow to be biased.
It is well known in the statistics community that the usual e ect of the errors A i ; B i (i.e., errors in the matrix E) is to produce an underestimate of the magnitude ofũ 17, 20, 45] , and the bias also a ects the estimate of the direction.
In the following, for two somewhat di erent models, this bias is demonstrated. In both cases it is assumed that the errors E i and C i are independent, that there is no correlation between the spatial ( E i ) and the temporal ( C i ) noise, and no correlation between the noise and the data. The di erence lies in the assumptions about the conditional probability of the noise, and the additional assumption of Gaussianness in one of the models. In the rst case (Section 2.2.1) it is assumed that the noise is symmetric around the actual values. That is, given E 0 and C 0 , the distribution of the noise E = E ?E 0 and C = C ?C 0 is assumed to be symmetric, but not necessarily Gaussian. In this case there is a downward bias, but only if there is a sizeable number of measurements.
In the second case (Appendix B), what is assumed is symmetry of the noise around the estimated values; given the known data E and C, there is a Gaussian probability distribution for the errors E and C. In this case there is a downward bias for any number of measurements.
Bias for Noise Symmetric Around the Actual Values
First we explain why, in the case of very few measurements, the bias is an overestimate of the magnitude ofũ. This can be seen by considering the simplest linear system, one equation with one unknown. C E = C 0 + C E 0 + E The expected value E(u) of the value of the estimated solution u is the expected value of C 0 E 0 + E E (and C) are assumed to be symmetric in the sense that for any real number s, the probability that E = s is the same as the probability that E = ?s. Now temporarily make the special assumption that j Ej = s < jE 0 j. Then the expected value of u is just the expected value of C 0
? s 2 (10) which is greater than the absolute value of the actual solution C
If there is a large number of equations, there is a simple argument (see e.g., 46]) that the ordinary least squares solution is downward biased. This argument is essentially an asymptotic argument. The least squares solution is the ratiõ u = (E t E) ?1 E tC : (11) We haveũ = (((E 0 ) t + ( E) t )(E 0 + E)) ?1 (E 0 + E) t (C 0 +~ C): (12) If there is correlation between the temporal noise C and the spatial noise E, this correlation can a ect the expected value ofũ. If, however, the expected values of C and E are zero, and C and E are independent and also independent of E 0 and C 0 , then the expected value of the least square solution is just the expected value of (((E 0 ) t + ( E) t )(E 0 + E)) ?1 E 0 tC 0 (13) But this expression can be rewritten as
The argument is that if there are enough equations then this last expression can be closely approximated by ((E 0 ) t E 0 + ( E) t E) ?1 E 0 tC 0 (15) This is because terms of the form ( E) t E 0 are likely to be small if there are many equations in the system we are solving using least squares. The elements of this product matrix are of the form P i E ij E ik . If there are enough equations, these sums should be small if the expected value of E ij = 0.
We next remind the reader of a partial order de ned on real matrices that generalizes the usual ordering of the real numbers. We use this partial order to de ne relative size. We can derive the result that the matrix ((E 0 ) t E 0 + ( E) t E) ?1 is smaller than the matrix ((E 0 ) t E 0 ) ?1 . Multiplying by (E 0 ) t C 0 , we get the result that ((E 0 ) t E 0 + ( E) t E) ?1 (E 0 ) t C 0 is smaller than the actual solution. Thus the expected value of kuk 2 is smaller than the actual ku 0 k 2 .
This argument for the case of ordinary least squares can also be applied to weighted least squares provided there is a su cient degree of cancellation of the noise.
We can also say something about the direction of the bias. We assume we are using a gradient-based method only in order to simplify the description. Also, temporarily assume that there are only two (non-parallel) gradient directions in an image. Then even if the two directions are not orthogonal, it is easy to analyze the two-dimensional least squares problem as two one-dimensional problems. Assume that E and E are written in a not necessarily orthogonal coordinate system in which the directions of the two axes are the two observed gradient directions. Then the direction in which there is more data (i.e., the direction in which E t E is largest) is also the direction in which there is the largest signal to noise ratio (i.e., the largest ratio of E t E to E t E; we can nd in which direction the ratio is greater because we are just computing component-wise the ratio of two diagonal matrices). But the e ect of noise > 0 on 1 x 2 + is smaller the greater x is. So there is less bias in the direction where there is more data and there is a bias in the direction of the estimated ow because there will be more underestimation in the direction in which there is less data.
There are not actually only two gradient directions, but all that really matters is the E matrix. Using a nonorthogonal coordinate system (i.e., rotating the two axes of the original coordinate system by di erent amounts), we can make E 0 diagonal, which is equivalent to assuming there were only two actual gradient directions. Similarly, we can assume that E is diagonal if we use a nonorthogonal coordinate system. If there are enough equation indices in (5), the two actual and the two observed gradient directions will be almost the same.
The interesting conclusion that can be drawn at this point is that since many common methods of computing optical ow essentially use ordinary least squares, there are many methods that will produce consistently biased results, and no Gaussianness assumptions are needed to derive that conclusion. More interesting, the bias is often an underestimation, and is smaller in the direction of more spatial gradients and greater in the direction of fewer gradients. It might be a good idea to try to estimate the amount of bias and then correct for it, or perhaps employ a method more accurate than least squares in the rst place. But it is not that easy to correct for the bias. One common technique used to correct for the bias is total least squares, but as we shall now see, this method has its own problems.
Total Least Squares
The problematic bias arose because of error in the E matrix and thus in the E t E matrix. Let us rewrite (5) in the form
Even if u and v are known, there is no way of telling from the A; B; C data how the noise is apportioned among A; B; C. This is the main di culty with total least squares: We have to know the relative amount of noise in the spatial and temporal errors. If the two spatial and the temporal variances of the noise are the same, then total least squares is approximately unbiased. Simulations have shown that if the spatial noise is larger than the temporal there is an underestimation. Otherwise, there is an overestimation. As discussed below, information about the noise ratios is di cult to compute; it can be obtained only from the change in ow between di erent regions.
Assuming again that the C i , A i , and B i are independent of each other and also of the data A; B; C, : (21) and that (18) through (20) are valid. This is called the total least squares solution.
The total least squares solution can also be obtained by choosing A i ; B i ; C i so as to
For an extensive discussion of the total least squares solution and of other methods involving errors in the variables, see 51]. An application of total least squares to optical ow computation using gradient techniques is found in 54].
Under the assumption the variances Even though this solution is approximately unbiased, the solution cannot be computed unless we know the variances of A i ; B i ; C i or at least know the ratio of the variances of the spatial and temporal noises. It is di cult to obtain this ratio. Even if we knew the actual constant ow we could not use the A; B; C data to determine how much of the blame for the fact that A i u + B i v ? C i 6 = 0 is due to spatial noise and how much is due to temporal noise without additional assumptions. It is therefore going to be necessary to assume something rather questionable in order to obtain the necessary ratio of the spatial and temporal noises. In other words, we have to augment the model we have used so far.
If were independent of position, we could solve for the necessary variances. If we could obtain a reasonable, crude estimate not just of the ow but of the di erence in ow between di erent patches of the image, and this crude estimate were fairly reliable, we could obtain rough estimates of the necessary ratios and then use these rough estimates to compute a total least squares solution.
However, there are many obstacles before us if we wish to assume we can use the methods of the previous paragraph to compute an approximately unbiased solution to the ow estimation problem. In regions where di erent objects are observed, or even in regions where di erent parts of the same object are observed and the texture properties di er greatly in di erent subregions, it is implausible to assume homogeneity of error statistics. In order to solve for the needed variances, we need to obtain a good estimate of the variance of A i u + B i v ? C i . We could use the estimate 1=(n ? 2) P j (A j u + B j v ? C j ) 2 , where n is the number of indices j for which the ow is approximately equal to that at index i. But is large unless the number of equations n is large.
There are still other sources of di culty. We need substantial di erences in ow between different regions of the image in order to be able to solve for the unknown variances of A i ; B i ; C i .
Otherwise, we cannot disentangle these di erent variances. But if there is a substantial di erence in ow, there may also be a substantial di erence in the noise statistics of the di erent regions, so it may be di cult to compute the variance ratios we need.
Other methods can be used to determine the variances we need in order to compute a total least squares solution. But they also depend on questionable assumptions and noisy estimates. For example, one might assume that the variances of A; B; C are proportional to the variances of A; B; C or proportional to some other easily obtained statistics of the data.
Con dence Limits
If we can somehow obtain reasonable estimates of the variances, it is not too di cult to obtain a rough estimate of the variance of the error of the total least squares optical ow estimate. We have to apply a certain optimization condition in order to compute the total least squares solution. This involves solving a certain nonlinear equation. The nonlinear equation can be approximated by a linear equation. We know how to estimate the variance of the error of a linear equation that has a unique solution. Ifã = Kb for a known matrix K, then if we know the statistics ofb, we know the statistics ofã. If we know the variance-covariance matrix ofb, we know the variance-covariance matrix ofã. What we need is a linear approximation to the nonlinear constraint that de nes the total least squares solution; then we can writeũ = KC for some matrix K, and this approximation must remain approximately correct (using the same matrix K) even if a small amount of noise is added to the data E, C. Or for simplicity, we can just use the ordinary least squares solution for the purpose of estimating the variance of the error in the ow estimate. The total least squares solution and the ordinary least squares solution will be di erent. But the variance estimate is rather crude anyway, and if the total least squares and ordinary least squares solutions are very di erent, most probably neither one is trustworthy.
Robust Techniques
Many of the essentially linear methods for obtaining ow estimates su er from similar problems. In the form we have presented them so far, they are not very robust. A few outliers can greatly a ect the computed result. Several robust methods have been developed to alleviate the problem 39]. It is di cult to analyze complex nonlinear methods. But a large number of these methods are subject to the same biases and inaccuracies as linear methods.
We next analyze what happens when we try to robustify the classical way of obtaining the value of (constant) ow using ordinary least squares. The ordinary least squares solution can be rewritten in a way that is very illuminating. This analysis also applies to total least squares. We just have to appropriately approximate the given total least squares problem by an ordinary least squares problem as discussed in Section 2. We have only given the equation for u ij but a very similar equation for v ij can be given.
The result established here also applies to weighted least squares (even if there are negative weights): just replace the equation E iũ = C i by w i E i = w i C i where w i is the square root of the weight of the ith equation; if the weight is negative, w i will be imaginary.
Robust methods somehow combine the localũ ij 's. One can think of many robust methods. For example, one can compute the minimum-volume ellipse containing most of the weight of the (u ij ; v ij ). Or, instead of considering all i 6 = j to solve forũ, one can use some sample, for example, by picking the pairs with large D 2 ij 's. It is di cult to provide a general analysis of the conditions for bias in robust methods. We know that the least squares solutionũ, which is a weighted average of the localũ ij 's is biased. Many robust methods can also be understood as averages of theũ ij 's using di erent weights. The point is that to choose the right weights, which would let us avoid the bias, the statistics of the noise have to be known. Thus by the same argument that the noise parameters often cannot be estimated well, robust methods like the ones discussed above are biased.
Non-constant Flow
Reference has already been made to the possibility that the ow is not constant. It was assumed that the ow is locally constant, but even that is not plausible. It is more likely that the ow is a simple function of position, perhaps approximately linear or approximately quadratic. If depth is constant, ow is an approximately quadratic function of position. More generally, the owũ can be decomposed into a linear combination of basis ows! i where each! i is a known function of position andũ = P i u iwi for some unknown coe cients u i . We can still use the fact that DI Dt = 0 to obtain a linear equation P j E ji u j ? C i = 0 for the unknown u j . We still have the possibility of applying a local smoothing operator before employing the principles that corresponding points have the same attribute value. We can still take Fourier transforms. We still have the same problems with bias in the ordinary least squares solution, and we can still obtain a rough estimate of variance using this solution.
A problem with this discussion is that if the ow is not constant, the result of applying a smoothing operator to A i u is not the same as u times the result of applying the smoothing operator to A i . But if the basis vectorsw j are known, we can compute in advance, for any vectorz j of coe cients, the e ect of applying the smoothing operator tow j z j .
In our framework, we cannot easily handle sharp discontinuities in the ow eld if the locations of these discontinuities are not known. But we can model more than simple linear decomposition of the ow.
One possibility is to de ne plausible a priori models of how equation error varies with the index of an equation. If the indices i represent points where ow is observed, and we wish to obtain the value of the ow in the vicinity of some point p, it is plausible that the further a point p 1 is from p, the less likely it is that p and p 1 have the same ow. Thus instead of computing a least squares solution to A i u + B i v ? C i = 0, we should compute the solution to k i (A i u + B i v ? C i ) = 0 where k i is a weight dependent on the distance between p and the point p 1 that is indexed by i. This procedure will, in e ect, give us a variety of smoothed ow values. Di erent weighting functions can be used for smoothing over di erent size regions. We will still get consistent underestimates using the ordinary least squares solutions under certain conditions. In order to get reasonably reliable ow estimates, we will want the data from many di erent equations to substantially in uence the computed solution, but that will produce a tendency for E t E 0 to be small compared to E t0 E 0 and thus give us underestimates.
Other linear methods can be treated within our framework. It might be better to more explicitly model the random point-to-point variations in ow. Then the equation A i u + B i v ? C i = 0 fails to be exactly true not only because of noise in the data A i ; B i ; C i but also because of \noise" in the u; v. That means that the owũ consists of a constant regional owũ r to which is added noiseũ n which is zero-mean. This noise is assumed to be independent of the noise in the A i ; B i ; C i and it is also assumed that theũ n 's of distinct points are independent and identically distributed. The amount of variance in A i u + B i v ? C i due to random pointto-point variations in ow is A 02 i Assume for the sake of simplicity that there is no noise in the A or the B data. Then under the assumption that the noise is Gaussian, since the weights should be inverse to the variances, the maximum likelihood solution for u is the ordinary least squares solution of 
General Remarks on Gradient and Frequency-space Methods
We have seen how di cult it is to estimate the noise parameters using the limited information available to us. This is true for several possible models of the noise. The result is inevitable bias.
If we had a large amount of data for which the noise parameters were xed, it would be easy to closely approximate the noise parameters. But the noise parameters do not stay xed long enough. Sensor characteristics may stay xed, but there are many other sources of noise besides sensor noise. Di erent lighting conditions, di erent physical properties of the objects being viewed, and di erent orientations of the viewer in 3D space all result in di erent amounts of noise. Aside from all these factors, in order to estimate derivatives or to compute Fourier transforms, we need to interpolate. The accuracy of interpolation can depend in complex ways on the pattern of intensities in the image. 16 
Correlation Methods
We next discuss a model for correlation methods which also gives bias. Classical correlation methods nd theũ that maximizes the correlation between I(p; t) and I(p+ũ; t+1) where this correlation is computed over a large fragment of the image. The point p is an arbitrary point in 2D image space and t represents time. If there is constant ow equal toũ and corresponding points have the same intensity, then this correlation should be perfect.
To simplify matters, we assume that the measure of correlation is additive, so that the correlation is just P p;t g(I(p; t); I(p+ũ; t+1)) for some function g. For example, the correlation might be measured by the covariance if we could safely ignore the fact that the errors in the estimates of the value of I at nearby points are not independent. This assumption is comparable to the assumption in gradient-based methods that the errors in (5) at di erent i's are independent. For simplicity we will assume that g is a quadratic function.
Nothing changes very much if instead of assuming that corresponding points have the same I, we allow for slowly changing I and requiring that I at time t + 1 be a linear function of I at time t. Then we also have to pick appropriate coe cients for the linear function and compare the actual I at a point Q corresponding to point P with the predicted I. The prediction is based on a linear predictor with unknown coe cients. We can solve for the unknown coe cients using least squares. There are rather annoying artifacts due to gridding. If in computing the correlation we only sum over (p; t) on the grid, the correlation would be a ected by how near the points (p +ũ; t + 1) are to points on the grid. This is because in order to compute the values of I at points o the grid we need to interpolate. The interpolation entails a kind of smoothing that cleans up some of the noise and hence increases the correlation; we need to do some smoothing to evaluate I at points half-way between two grid points, but much less smoothing to evaluate I near the grid points. In general, interpolation involves di erent amounts of noise-smoothing at di erent points, but we ignore this issue. We assume either that we are only working with points on a grid, or that we have designed an interpolation scheme and a correlation measure that do not su er from anomalies due to gridding, or we deliberately add random noise to the interpolated intensity values to counteract the problem, or we compute correlations using only points on the grid (and if we want to obtain subpixel accuracy estimates of ow, we interpolate the correlations). We analyze the bias only in the case of constant ow. The same kind of analysis could be applied more generally, and roughly the same result would be obtained, but the notation would have to be more complex. We will also not explicitly handle the case where what must match at corresponding points is not I, but some linear function of I.
The essence of our claim is that if the noise values at di erent points are correlated so that the closer two points are in space-time the greater the correlation, then there will be a bias towards underestimation. The same bias will arise if we assume that the observed I is obtained by smoothing the actual values of I in some space-time neighborhood and then adding noise.
Letũ 0 be the actual ow, and let the time interval between the images be one unit. To simplify the analysis we consider only one space dimension.
We assume that the observed I is equal to the actual I 0 plus I, a noise term. The I's at di erent points are not uncorrelated. We de ne a Euclidean distance metric in space-time and assume that the smaller the distance between two points, the greater the correlation of the I's found at the two points. Then if corresponding points have the same intensity, the di erence between the intensity observed at (x+ũ + C; 1) and the intensity observed at (x; 0) is the sum of two terms. One term is the di erence between the actual I 0 (x; 0) and I 0 (x + C; 0). The other term is the di erence between the I at (x +ũ + C; 1) Thus it can be ignored when analyzing bias, because the noise is independent of the actual I 0 , and is the summation of many terms which will tend to cancel each other out so that will tend to be small compared to the other two terms. If we compute the correlation over a large enough region so that boundary e ects can be ignored, and we pick a value s, the rst term on the right-hand side of the above equation will be the same if we change the value of C from s > 0 to ?s, but the second term will be smaller because of the correlation pattern of the noise. This will result in bias. A preference forũ ? s overũ + s will arise. If there are many sharp gradients in I 0 in the x-direction, the rst term will be fairly large unless C is small, so the bias will be less signi cant.
The above was only a 1D motion analysis. But the only additional complexity in the 2D case is the notation; there will still be the same kind of bias. A slight generalization of the argument shows that in the 2D case, if there is bias, it is smaller in the direction in which there is more data; the result is a bias in the orientation of the ow.
The E ect of Smoothing
What if our model of noise does not apply and the local estimates are noisy but unbiased? Even so, local correlation estimates of ow are likely to have a lot of error, and they need to be smoothed to give sensible results. In fact, the most frequently used correlation methods (such as those discussed in 3, 42]) compute this correlation over small areas of support and then apply smoothing to obtain the optical ow. These methods, because of the smoothing, will be biased.
The simplest kind of smoothing assumes constant ow and uses least squares to smooth the local estimates; indeed, it computes a weighted average. More sophisticated smoothers perform a kind of regularization, and su er from the biases discussed in Section 2.5; they still do not avoid bias.
An Explanation of Optical Illusions
This section discusses the Ouchi illusion, variations of this illusion, and the bias in the estimated motion of moving plaids.
The Model
We use a gradient-based method; simple least squares estimation; and additive, identically, independently distributed, symmetric noise. This is the model studied in Section 2.2.1; an asymptotic proof of the bias was given there.
To have a notation for the estimated ow which allows us to give a detailed explanation and which also shows the bias for a smaller number of measurements, we develop the least squares solution in a Taylor expansion.
In (5) The expected values of higher order terms are assumed to be negligible. In Appendix C the expected value of the estimated ow (18) is developed in a second-order Taylor expansion at zero noise; it converges in probability to there is more underestimation in the direction of fewer measurements and less underestimation in the direction of more measurements. The estimated ow therefore is biased downward in size and biased toward the major direction of the gradients (that is, toward the eigenvector corresponding to the larger eigenvalue of M 0 ). Figure 2 displays the expected values of the noise terms for the gradient distribution that occurs in one of the regions of the Ouchi illusion shown in Figure 1 with blocks four times longer than they are wide. The image gradients are in two orthogonal directions with four times as many measurements in one direction as in the other. The plots show the change in the bias as the angle between the gradients and the true ow direction varies. The angle is measured between the positive x axis and the direction of more gradients; the other gradient direction is at an angle + =2 with the positive x axis (see Figure 2a) . Figures 2(b,c) show the expected errors in length and angle. The plots are based on the exact second-order Taylor expansion given in Appendix C. For such a gradient distribution the bias can be understood rather easily. The eigenvectors of M 0 ?1 are in the directions of the two gradient measurements with the larger eigenvalue corresponding to fewer gradients. Asũ 0 = (0; 1), the noise term in (40) leads to a bias in length as shown by the curve in Figure 2b , which has its minimum at 0 and its maximum at =2 (that is, whenũ 0 is aligned with the major gradient direction). The error in angle is greatest for =4 (that is, whenũ 0 is exactly between the two eigenvectors of M 0 ?1 ) and it is 0 for 0 and =2 (Figure 2c ). Overall, this means the bias is largest when the major gradient direction is normal to the ow and is nearly eliminated when it is aligned with the ow (that is, in the Ouchi pattern, when the long edge of the block is perpendicular to the motion). The bias for angles between =2 and is obtained from the above plots by re ecting the curves in =2
Dissection
and changing the sign of the error in the angle. Let us now use these graphs to discuss the Ouchi illusion. In the Ouchi pattern, the relative angles between the real motion and the predominant gradient direction di er in the inset and the surround, so the regional velocity estimates are biased in di erent ways. When, instead of freely viewing the pattern of Figure 1 , the page is moved in di erent directions, we observe that the illusory motion of the inset is mostly a sliding motion orthogonal to the longer edges of the rectangle and in the direction whose angle with the motion of the paper is less than 90 . Using Figure 2 , it can be veri ed that for all angles the di erence between the error vector in the inset and the error vector in the surrounding area (or, equally, the estimated ow vectors) projected on the dominant gradient direction of the inset is in this direction. For example, when the motion is along the rst meridian (to the right and up), the error in the inset is found in the graph at angle = =4 and in the surround at = 3 =4. The two error vectors are of the same length, each toward the gradients of the longer edges, and the projection of the resulting di erence vector is to the right. If the motion of the paper is to the right, the di erence in error vectors is due to length, resulting in a perceived motion to the right. If the motion of the paper is upward, the di erence vector is downward; its projection on the major gradient direction of the inset is zero, and thus hardly any illusory motion is perceived. Figure 3 shows, for a set of true motions, the biases in the perceived motion. We assume that in addition to computing ow, the visual system also performs segmentation, which is why a clear relative motion of the inset is seen. When experiencing the Ouchi illusion under free viewing conditions, the triggering motion is due to eye movements, which can be approximated through random, fronto-parallel translations. Since the di erence in the bias vectors of the inset and surround has a signi cant projection on the dominant gradient direction of the inset for a large range of angles (that is, directions of eye movements), the illusion is easily experienced.
The Ouchi pattern is an ideal setting for demonstrating the bias. First, the gradient distribution in the pattern is such that the bias is highly pronounced. Second, the 3D motion of the observer relative to the pattern (which is either due to random eye movement or the jiggling motion of the paper) changes rapidly. This makes temporal integration of measurements very di cult, and thus the system cannot acquire enough data to learn the noise parameters.
A number of psychophysical studies have been reported using variations on the original Ouchi patterns 24, 25, 28, 29, 44] . For example, 29] replaced the rectangular checkerboard patterns with various other 2D periodic patterns and found that a decrease in the strength of the illusion occurs as the range of the spatial frequencies within the individual patterns increases. Our model readily predicts these ndings; with the spreading of directions in the patterns, the bias decreases, which translates into a decrease in the perceived illusory motion.
Many studies devoted to the understanding of 2D image velocity measurements in human vision have employed moving plaids. Plaids are patterns which are made of a combination of two one-dimensional sine wave gratings of di erent orientations, each moving with a (typically identical) constant speed. For any such \moving plaid" there is always some planar velocity of the whole pattern that produces exactly the same stimulus. (The ideal velocity is usually derived using the intersection of constraints model (IOC), which amounts to intersecting the lines perpendicular to the motion components of the individual gratings.) The perceived motion, however, is often biased away from the unique velocity which would account for the two motion signals.
In the case of \type 1" plaids, where the common motion direction is between the component motions of the two gratings, the perceived velocity of the plaid is biased toward the grating 21 of higher contrast 30, 47] . For \type 2" plaids, where the IOC velocity is not between the component directions 14], the bias is toward the average of the component vectors 7, 15] . For plaids composed of gratings of di erent spatial frequencies, there is bias in both direction and speed 30, 43] ; for example, plaids with orthogonal gratings are perceived as moving in a direction closer to the gradient of the higher spatial frequency than to the direction computed by the IOC model 43]. In no case is the there an overestimate of the plaid velocity compared to the IOC prediction.
This bias in the perceived direction is predicted by our model. Recalling that the plaid velocity is biased in direction toward the eigenvector corresponding to the larger eigenvalue of M 0 , we can directly map changes in the plaid pattern into the expected bias. If the contrast of one grating increases, the major eigenvector moves towards the direction of motion of that grating. For components of equal contrast and frequency, the major eigenvector is close to the vector average of the component motion vectors. In type 2 plaids, where both component motion vectors are on the same side of the IOC motion, this gives a bias towards this vector average direction. Di erent frequencies amount to di erent numbers of measurements in each direction; this also changes the direction of the major eigenvector. In the case of orthonormal gratings, as in 43], the larger eigenvector is in the direction of higher spatial frequency, and thus the estimated ow of the plaid should be closer in direction to the motion of the higher spatial frequency grating than predicted by the IOC model.
The erroneous estimation of image velocity in plaids has been given another explanation based on Bayesian modeling 55]. This explanation is based on the assumption that there is an a priori preference for small ow values. It is easily understood that this preference results in an increase in the a posteriori probability of small ow values and thus in a bias toward under-estimation. Thus, in the Bayesian model the bias is in e ect assumed, whereas in our model it is not. 1 It is true that most quantities in nature are more often small than large. Spatial derivatives of intensity, temporal derivatives of intensity, curvature, and many other visual quantities tend to be small more often than they are large. This is the basic justi cation of the smoothness assumptions that we often use. But why should a system prefer to estimate small ow values? Even if large ow values are rare, it is especially important to quickly detect them when they occur. This leads us to doubt that a Bayesian model which ignores the utility of ow information properly re ects the biological visual system.
Computational Models of Motion Processing
The current view which dominates modeling in both computer vision and biological vision is that the computation of optical ow is accomplished prior to any other computations involving image motion. First the optical ow is computed on the basis of 2D image information only; then it is used to compute 3D space and time interpretations, such as 3D motion estimation, segmentation and shape estimation.
We have seen, however, that estimation of optical ow entails computational problems. The estimation of optical ow requires that the data from each image region be aggregated, and this makes it inseparable from the detection of discontinuities (which are due to objects at di erent depths or di erently moving scene elements). Without knowing the locations of discontinuities, it is hard to estimate ow there, but in order to detect the discontinuities, information about optical ow within their neighborhoods is needed. Noise in the estimates makes the problem even more di cult. As shown in the preceding analysis, for statistical reasons it is very di cult to obtain accurate optical ow estimates even within areas of smoothly changing ow. Theoretically, to achieve good ow estimates, very accurate estimates of the noise parameters are needed; but in order to estimate the noise well, motion information from large neighborhoods has to be integrated, and this requires detailed models of the ow eld. The only way to obtain such models is from additional information about the dynamic scene; this includes knowledge about the discontinuities, the shapes of the visible surfaces, and the 3D motion.
This suggests that instead of following a two-step approach, which separates optical ow estimation from scene interpretation, new models should be developed that combine these processes. To obtain such models we might use a priori 3D constraints to improve our estimates of the 2D ow. These might be constraints on surface shape or 3D motion parameters. For example, we might seek the 2D ow that is consistent with the motion being rigid in some region and that minimizes some measure of curvature or some function of the derivatives of depth 5]. Or we might obtain useful a posteriori information about the depths or 3D motions of the objects in the scene using cues other than ow. Direct translation of these 3D constraints into constraints on the ow (or its derivatives) might be easy. If not, we could work explicitly with the 3D information.
Any such computational model has to consider the information exchange between the di erent processes. For example, we can envision an architecture which carries out the computations in a feedback loop. First, we estimate the image velocity by combining normal ow measurements. These estimates do not necessarily have to be quantitative, but could take the form of qualitative descriptions of local ow eld patches or bounds on ow values. The ow computed in this way is used to obtain partial depth estimates and perform discontinuity detection; at the same time, an estimate of 3D motion can be derived. The computed 3D information can then be fed back and utilized together with the image measurements to obtain better ow estimation, discontinuity localization, and improved 3D motion and structure estimation.
However, even when we use the best computations, we cannot guarantee that optical ow will be estimated accurately all the time, and this has to be taken into account in visual navigation. Most computational models assume generically computed ow which is used for obtaining accurate 3D motion and for metric shape estimation. Consideration of the computational di culties of this approach call for a more purposive approach. Depending on the particular computation of 3D information, di erent representations of ow may be useful. For example, instead of attempting accurate egomotion estimation from optical ow, the approximate directions of translation and rotation can easily be obtained from patterns of the sign of the normal ow 11]. Instead of reconstructing the scene in view, it is computationally more feasible to derive less powerful shape representations su cient for particular tasks, for example representations which only describe the qualitative shapes of scene patches, or we can obtain an ordering of surface patches with respect to their depth values 12, 13] . Also, instead of attempting segmentation directly from image measurements, segmentation may be performed only in conjunction with other tasks.
Conclusions
This paper has analyzed the statistics of optical ow estimation. Noise in the data poses serious problems for the estimation of ow. The reason is that noise a ects both the spatial and temporal components of the image measurements (that is, both the direction and length of one-dimensional velocity measurements). To estimate ow well, the noise parameters need to 23 be estimated accurately. In many situations this is impossible because the parameters are not static, but change with the viewing and lighting conditions, often too rapidly to collect enough data to obtain good estimates. An unfortunate consequence of the unknowability of the noise parameters is bias in the ow estimates. Many ow estimation techniques have been analyzed here, including gradient-based, energy-based, and correlation methods. It was found that most techniques produce consistent bias; the estimates tend to be smaller in length and closer in direction to the dominant gradient direction in the patch than the actual values. A bias of this form also provides an explanation for the illusory motion perceived by humans when viewing the Ouchi pattern, and for erroneous estimates in the perception of plaid motions.
Although it has long been known that the estimation of optical ow is a very di cult problem (and if formulated in the classic way, an ill-posed one), this paper for the rst time points out one of its inherent computational problems. The point of our study has been to argue for a reevaluation of the role of ow estimation in 3D motion processing. Optical ow estimation should not be carried out in isolation but in conjunction with the higher-level processes of 3D motion and scene interpretation. This way of looking at the \motion pathway" 57] might stimulate new research on structure from motion. 4 and whose numerator is just the squared amplitude of the G-transform.) One might apply (42) to estimate the ow in the vicinity of some point (x 0 ; y 0 ; t 0 ). In that case we x the spatial parameters so that x = x 0 ; y = y 0 ; t = t 0 but w x ; w y ; w t can vary through all possible frequencies. It makes sense to assume that the errors in the observation of DG j I Dt at the di erent frequencies are independent. It also makes sense to assume that 2 G 1 ; 2 G 2 is independent of frequency. So in computing the weighted least squares solution to (5), the weights need to be inversely proportional to the variances 31] and thus directly proportional to the squared amplitude.
Appendices

Appendix B Bias if the Noise is Gaussian
Here we present a non-asymptotic argument for the statement that ordinary least squares estimates tend to be underestimates. We assume that the di erent noises A i ; B i ; C i are independent and identically distributed. We also need to assume that the probability distribution of the noise given the known data is Gaussian. 
We want to say something about the probability that the actual ow in the x-direction has some value u 0 given that A and C have the values they do. It will be convenient to argue not directly in terms of probability, but instead in terms of an energy function. If Pr is the probability of some event, then by de nition the energy T is given by the relation Pr = k 1 e ?k 2 T where k 1 ; k 2 are constants of no interest to us.
We know that the energy can be written as If we replace the denominator r 1 by r 2 , we obtain the possibilities that arise when s > 0, but if we replace the denominator r 1 by r 2 , we increase the energy; therefore, it is less probable that s is positive than that it is negative. This argument assumed the values of jsj; jv 0 j to be xed, but it does not matter what they are equal to. Hence more likely than not s is negative and we have an underestimate.
Let us generalize still further by allowing B i 6 = 0. Then we can let the B i be arbitrary. 
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Here is a weight that depends on the variance of the noise in the y-direction. Choose three quantities, k 1 ; k 2 , and K 3 . The rst two quantities are scalars and we require jsj = jk 1 j while jv 0 j = jk 2 j. Here, as before, s = u 0 ? u. K 3 is a vector and we require that either B = K 3 or B = ?K 3 . An argument similar to that given in the next to last paragraph shows that it is less likely that s > 0 than that s < 0, and this argument depends in no essential way on the particular values k 1 ; k 2 ; K 3 chosen.
The nal generalization allows there to be noise in the C i . We have 
Here R; T; ; Q do not depend on u 0 ; v 0 . Again an argument that temporarily xes the values of certain quantities can be used. Namely, we need to x the values of jsj, jv 0 j, and nd noise vectors K 3 ; K 4 and require that either B = K 3 or B = ?K 3 , and similarly either C = K 4 or C = ?K 4 . Again, we can show that underestimation is more probable than overestimation.
Appendix C Expected Value of the Least Squares Flow Solution
The expected value E(ũ) of the least squares solution is given by E(ũ) = E (E t E) ?1 (E tC )
As the noise is considered independent and zero-mean, all the rst order terms and the second order terms in the temporal noise vanish, and thus the expansion at point noise N = 0 (i.e., 
