Abstract: We recast the result of our recent computation of the quartic action of tendimensional IIB supergravity in a manifestly SL(2,R)-covariant form. This affords us a critical assessment of an earlier conjecture in the literature.
Introduction
In a recent paper [1] we computed the full four-point amplitude of both type II tendimensional superstrings to all orders in α ′ , at tree level in the string coupling g s . Higherorder derivative corrections to ordinary type IIB supergravity continue to attract a lot of interest. Recent applications range from branes and black holes [2, 3, 4] , to holographic hydrodynamics and QCD [5, 6, 7, 8, 9] , to the question of perturbative finiteness of d = 4, N = 8 supergravity [10] .
The result of [1] , reviewed below in section 2, was compactly expressed in terms of traces of gamma matrices. However, although there was a brief discussion concerning the quadratic axion-dilaton terms, in the form given in [1] the SL(2, R) covariance of the IIB action was not manifest.
On the other hand a g s -exact conjecture for the quartic part of ten-dimensional IIB superstring effective action at order α ′3 (eight derivatives) was put forward some time ago in [11] . The conjecture of [11] was a -by no means unique -SL(2, Z)-invariant extension of the NSNS terms known at the time. In the subsequent paper [12] it was explained how the action of [11] is generated by taking the orbit of the NSNS terms under the action of (a quotient of) SL(2, Z), and it was also noted that additional string calculations would be needed to determine the tree-level interactions of RR fields.
Although there is overlap with the computation of [1] , there is still some confusion in the literature concerning the status of the conjecture of [11] , since the form in which the result of [1] was expressed does not lend itself to immediate comparison with the conjecture of [11] . In the present paper we recast the computation of [1] in a manifestly SL(2, R)-covariant form which can be readily compared with [11] .
Our main result is contained in eqn. (3.3) below. As in [11] , we have not included the terms containing the RR five-form, and we have truncated at order α ′3 . However, we stress that eqn. (3. 3) is only part of the quartic action, which can be found in its completeness in [1] . For example, the all-order α ′ -dependence can be easily recovered by acting on the right-hand-side with the operator G, as described in detail in [1] .
In contrast to the SL(2, Z)-invariant Lagrangian presented in eqn. (4.1) of [11] , eqn. (3.3) below does not contain any higher-g s corrections. Nevertheless, the two Lagrangians can be readily compared at tree-level, i.e. in the weak-coupling limit. Indeed, as explained in section 3, there are several discrepancies between eqn. (4.1) of [11] and eqn. (3.3) of the present paper. We therefore conclude that the conjecture of [11] cannot be the correct SL(2, Z)-invariant quartic Lagrangian. It would be interesting to apply the methods of [12] in order to determine the full SL(2, Z)-invariant extension of the quartic Lagrangian.
The remainder of this paper is organized as follows: In the next section we review the result of [1] , which we then recast in a manifestly SL(2, R)-covariant form in section 3. Appendix A contains some useful formulae. Many details of our computation are contained in appendix B.
Review of the quartic action
This section contains a brief review of the result of [1] , which the reader may consult for further details. For ease of comparison with [11] , in the following we will set α ′ = 1 and κ 2 = 1/2. The complete tree-level four-point eight-derivative bosonic Lagrangian consists of the following pieces [1] :
where
where we have defined
In the above, F is the Clifford-algebra element:
(2.7)
The covariant four-point Lagrangian
In this section we recast the Lagrangian of [1] in a manifestly SL(2, R)-covariant form.
Putting the results of appendix B together we have: 1
where we are using the shorthand notation:
for any fourth-rank tensors A, B, C, D; ∂∂D is shorthand for the fourth-rank tensor 
The Lagrangian above can be written more succinctly by using the SL(2, R)-covariant field strengths P , G:
1 In (3.1) we have reinstated the dilaton exponentials according to each field's conformal weight [14] .
where in the linear approximation we are working we have:
Note that we have rescaled P by a factor of two with respect to [11] . The SL(2, R)-covariant field-strengths P , G are charged under the local U (1) symmetry of IIB, with charges q = 2 and q = 1 respectively. The conjugate fieldsP ,Ḡ have the opposite charges.
Let us make a few comments about the general structure of (3.3):
• The NSNS and RR three-forms enter only through the neutral (i.e. with zero local U (1) charge) combination |∂G| 2 . The axion and the dilaton enter only through the neutral combination |∂P | 2 , except for the last term in the first line. In fact all the terms in (3.3) have zero local U (1) charge, except for the last one in the first line, which is a sum of therms of charge 2 and -2.
• The terms in the second line cannot be expressed using the t 8 t 8 tensor alone. Indeed, we have explicitly checked that the operators O 1,2 do not reduce to t 8 t 8 when acting
As already mentioned in the introduction, eqn. (3.3) of the present paper and the conjectured SL(2, Z)-invariant Lagrangian given in eqn. (4.1) of [11] can be compared in the weak-coupling limit. Taking into account that all modular functions f k in eqn. (4.1) of [11] have the same g s → 0 limit, it can readily be seen that there are several discrepancies between the two Lagrangians: all the terms in the Lagrangian of [11] have the t 8 t 8 tensor structure 2 , and they have U (1) charges ranging from -4 to 4. For example, it has been pointed out that quadratic axion terms of the form R 2 (∂χ) 2 contribute to the sub-leading correction to the Debye mass [8] . Whereas these terms are zero (by construction) in the g s → 0 limit 3 of the Lagrangian of [11] , they are nonzero in eqn. (3.3) above.
We conclude that the conjecture of [11] cannot be the correct SL(2, Z)-invariant quartic Lagrangian.
A. Useful formulae
The tensor t 8 was first introduced in [13] . Our normalization is such that:
for any four antisymmetric matrices M 1 , . . . M 4 . In particular this implies:
Another useful identity is the following:
for any R, S with the symmetries of the Riemann tensor.
B. The individual terms
In this section we give further details of the derivation of each term in the four-point Lagrangian (3.3).
•
Let us first examine the (∂F (1) ) 2 R 2 couplings. Note that in the linearized approximation the equation of motion for F (1) reads ∂ m F m = 0. In addition, F (1) must be closed by the Bianchi identities. These two conditions are equivalent to the statement that ∂ m F n is a traceless symmetric tensor. In the Dynkin notation for D 5 :
Similarly, at the linearized level, the equation of motion for the graviton reads R mn = 0. In addition, the Riemann tensor obeys the Bianchi identities R [mnp]q = 0. Together with the symmetry of the Riemann tensor R mnpq = R pqmn , these constraints can be expressed compactly as R mnpq ∼ (02000) .
It follows that in the case at hand there are exactly five inequivalent scalars which can be constructed. In Dynkin notation:
Explicitly, we can choose a basis I
of these five scalars as follows
In the linearized approximation around flat space we have in addition:
Taking this into account, it is straightforward to show that in this approximation the invariants above are not independent, but obey
As we have argued in [1] , in the linearized approximation around flat space there is a relation
This can be explicitly verified in the case at hand: a straightforward computation yields
The expressions on the right-hand sides of the two equations above can indeed be seen to be equal, when (B.2) is taken into account.
Let us now proceed to the computation of the (∂F (1) ) 2 R 2 couplings. These can be read off of (2.3). Explicitly we have:
where we have taken (B.2) into account. In addition, in order to compare with [11] , we must set: ∂χ = √ 2F (1) . The above computation can be facilitated considerably with the help of the recently-developped symbolic program Cadabra [16] . Noting that in the linearized approximation the Riemann tensor reduces to
, we have (in momentum space):
where s, t, u are the usual Mandelstam invariants, andχ,h mn are the momentum transforms of χ, h mn , respectively. Here and in the following the ellipses denote terms with fewer than four contractions between the momenta, i.e. terms with at least one contraction between a momentum and a polarization. Since the expressions of these terms are exceedingly lengthy and not very illuminating, we will not present them explicitly.
The couplings (∂ 2 D) 2 R 2 come from t 8 t 8 R 4 . Similarly to the previous case, there are exactly five inequivalent scalars which can be constructed. We can choose a basis I D 1 , . . . I D 5 of these five scalars as follows
Using (2.1),(2.2), we explicitly compute:
Passing to the linearized approximation in momentum space, we find
whereD is the momentum transform of D.
The couplings (∂H) 2 R 2 come from t 8 t 8 R 4 . Using (2.1),(2.2), we compute:
In the above we have used the linearized approximation, H abc = 3∂ [a B bc] , for the NSNS three-form, andB is the momentum transform of the two-form potential B. The Riemann tensor is expanded as in (B.6). To make contact with the notation of [11], we should substitute:
The computation was greatly facilitated by using [15] to compute the gamma-traces in (2.4), and [16] to manipulate the resulting expression in the linearized approximation.
The couplings (∂F (3) ) 2 R 2 can be computed from (2.3). Explicitly we find:
As before we have used the linearized approximation, F abc = 3∂ [a C bc] , for the RR threeform, andC denotes the momentum transform of the two-form potential C. To make contact with the notation of [11] , we should substitute:
The couplings ∂ 2 DR 3 come from t 8 t 8 R 4 . Explicitly we find:
The last equality above takes into account the kinematic relation s + t + u = 0.
The couplings (∂ 2 D) 3 R come from t 8 t 8 R 4 . A direct computation gives:
• Terms with an odd number of H These couplings are known to vanish [14, 1] .
The couplings (∂ 2 D) 4 come from t 8 t 8 R 4 . A direct computation gives:
In deriving the above we have used the following relations:
These can be straightforwardly shown by cyclicly permuting s, t, u, taking into account that s + t + u = 0. For comparison with (B.33) below, let us note that (B.14) can also be written as:
as can be seen using the identity
The couplings (∂F (1) ) 4 come from (2.6). A direct computation gives:
where as before we have substituted F (1) → ∂χ/ √ 2 and we have taken (B.15) into account. For comparison with (B.33) below, note that (B.18) can also be written as:
as can be seen using (B.17).
• (∂F (3) ) 4
The couplings (∂F (3) ) 4 come from (2.6). A direct computation gives:
In deriving the above we have made use of the following identities:
for any function f of s, t, u, and
For comparison with (B.40) below, note that (B.20) can also be written as:
The couplings (∂H) 4 come from t 8 t 8 R 4 . A direct computation gives:
In deriving the above we have taken (B.21),(B.22) into account. For comparison with (B.40) below, note that (B.24) can also be written as:
These couplings come from (2.1). We find:
These couplings come from (2.3). We find:
These couplings come from (2.6). We find:
These couplings come from (2.6). A direct computation gives:
The last equality can be seen as follows: interchanging particles 3 and 4 implies that t and u are also interchanged. Hence the terms in the curly brackets above are symmetric under interchanging 3 ↔ 4. On the other hand, the prefactor depending on the polarizations is antisymmetric.
These couplings vanish. This can be seen most easily by a group-theoretical argument. Taking the Bianchi identities and lowest-order equations of motion into account, ∂F (1) , ∂F (3) transform as follows:
where we are using the Dynkin notation for D 5 . On the other hand, there are no singlets in decomposition of the tensor product (20000) 3⊗s ⊗ (10100) .
These couplings come from (2.3). A direct computation gives:
where we have taken the identity:
into account. On the other hand, a direct computation gives:
Let us define the operator O 1 so that:
where we are using the shorthand notation: • R∂ 2 D(∂F (1) ) 2
These couplings vanish, as can be seen by direct computation.
• (∂H) 2 (∂F (3) ) 2
On the other hand we compute:
Analogously to the previous case, we can define the operator O 2 so that: • R 2 ∂F (1) ∂F (3) A direct computation shows that all these couplings, which come from (2.3), vanish.
