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The condenser is a critical component in many energy intensive systems, such as 
HVAC, power plants, automobiles, and gas liquefaction plants. Microchannel geometries 
offer the potential for more efficient and compact configurations for condensers. 
Condensation in small hydraulic diameter channels yields high heat transfer coefficients, 
combined with larger surface area-to-volume ratios, leading to increased system-level 
efficiency. 
Internal convective condensation in microchannels typically occurs in annular and 
intermittent flow regimes. This study develops mechanistic models for these two regimes, 
validated through relevant experiments. A first principles model for laminar annular flow 
condensation is developed. It addresses some of the limitations of models found in the 
literature, which are mostly shape-specific or have assumptions that are not valid over 
broad ranges of geometries. The present model is developed for an arbitrary channel 
geometry. For intermittent flow, most of the models in the literature address the 
hydrodynamics, or at best, heat transfer without phase change, while others are highly 
empirical. Therefore, a framework for a mechanistic model of condensation in intermittent 
flow in microchannels is developed here. A transient Lagrangian bubble-tracking scheme 
is used. 
Experimental data are collected using synthetic refrigerants as working fluids on a 
test facility capable of measuring heat transfer at low mass fluxes. Data are collected using 
two microchannel shapes, square and circle with hydraulic diameters of 0.98 mm and 1.55 
mm, respectively. The tests are conducted at different saturation temperatures, saturation-
 xxii 
to-wall temperature differences, and a range of low mass fluxes. These results show 
reasonable agreement with the predictions of mechanistic models for annular and 
intermittent flows. The effects of operating conditions and channel geometry on 





CHAPTER 1. INTRODUCTION 
1.1 Motivation 
Condensers are critical components of many energy intensive processes, such as 
power plants, HVAC systems, automobiles, and chemical plants. Air-coupled condensers 
in power plants have condensing vapor in the tubes, with finned external surfaces for heat 
rejection to air. Shell-and-tube condensers with in-tube condensation are typically used for 
reflux condensers when venting is needed, or when the vapor is at high pressure (Hewitt et 
al., 1994). In-tube condensation occurs in plate heat exchangers when compactness is 
required, especially for liquefaction of gases. In all these applications, increasing the heat 
transfer coefficient on the condensation side leads to an increased system level efficiency. 
In addition, as manufacturing costs of heat exchangers are relatively high in an energy 
system, reducing the size of the heat exchanger has an economic value. Moreover, when 
using refrigerants or working fluids with relatively high global warming potential (GWP) 
or with flammability concerns, minimizing the fluid charge offers an advantage. 
Microchannel heat exchangers have the potential to address these problems. An example 
of a system using microchannel condensers in residential applications was developed by 
Garimella et al. (2016c). 
Many studies have shown that using small hydraulic diameter channels increases the 
condensation heat transfer coefficient (Garimella et al., 2016a). In addition, microchannels 
have a much higher surface area-to-volume ratio, leading to higher energy densities and 
smaller system size. A 300 W text-book-sized heat pump was fabricated using 
microchannel technology by Determan and Garimella (2012). Several air-coupled 
 2 
microchannel condenser designs have been proposed for industrial applications (Guntly 
and Costello, 1991; Sanada et al., 2005).  
Condensation in microchannels has been investigated in the literature using 
experimental and computational approaches. Most of the models in the literature are semi-
empirical or correlation-based, and that are applicable only to the fluids and operating 
conditions similar to the experimental operating conditions on which they are based. 
Conducting experiments for every new working fluid or operating condition can be 
expensive and time consuming. Validated analytical and numerical models could be used 
instead. While analytical models have been proposed in the literature, they have limitations 
such as being shape-specific, having limiting assumptions, being computationally 
intensive, or not addressing relevant operating conditions. Furthermore, there are few 
analytical and numerical models in the literature for intermittent flow, a common flow 
regime in microchannels. In addition, fabrication processes (e.g., photochemical etching, 
stamping) for microscale features often yield irregular shapes (Figure 1.1.) Modeling heat 
transfer in such geometries can be a challenge. Therefore, there is a need for the 
development of analytical and numerical condensation models that can capture the 
 




important characteristics of condensation and address the limitations of some of the models 
in the literature. 
The development of detailed analytical and numerical models will also aid in the 
design of next-generation condensers. With the advancement of manufacturing techniques, 
especially metal 3-D printing, complex channel geometries, (e.g., polygons, star shape, and 
patterned surfaces) are easier to fabricate (Calignano et al., 2013). Using first-principles 
models, local parameters that govern condensation can be further understood. For example, 
the decrease in the heat transfer coefficient due to liquid pooling at the bottom of the 
channel as a result of high liquid hold up can be predicted and addressed a priori. Such an 
understanding can guide condenser design with the addition of enhancement techniques 
such as passive enhancements  hydrophobic/hydrophilic surfaces (Cheng et al., 2015), 
surface patterning (Ho et al., 2018), and/or strategically placed active enhancement (e.g., 
acoustic actuators (Boziuk, 2017)). Recent developments in 3-D printing could enable 
previously impractical channel cross-sections, including axially varying geometries, which 
would preferentially thin the film due to capillary effects.  Surface patterning could also 
influence and modify intermittent flows with high thermal resistances. 
Condensation is a flow regime dependent phenomenon. Typical flow regimes in 
microchannels include annular flow, which consists of a vapor core shearing through a 
liquid medium, intermittent flow, which consists of discrete vapor bubbles flowing in a 
continuous liquid medium, and a transition flow regime that bridges the previous two. A 
flow regime map based on the study of Nema et al. (2014) is shown in Figure 1.2 for R134a 
condensing at mass fluxes of 100 and 300 kg m-2 s-1 as a function of channel diameter and 
quality. Annular and intermittent flows gain more prominence at the smaller diameters at 
 4 
the expense of other regimes, e.g., the gravity dominated stratified flow regime or wavy 
flow as used in the notation of Nema et al. (2014) (which consists of the discrete and 
dispersed wave patterns). Microchannel or capillary effects start to play an important role 
around Dh  1.6 mm for R134a at the operating conditions of interest in the present study.  
1.2 Annular Flow Models 
Annular flow models are common in the literature because this regime covers a wide 
range of qualities during condensation, even for small channel diameters, as shown in 
Figure 1.2. The region shown as the transition region in this figure includes regimes such 
as discrete and dispersed wavy flow, which may be considered as an extension to the 
annular flow regime in which the film thickness around the channel perimeter is non-
uniform (Nema et al., 2014). Annular condensation has been modeled using semi-
 
Figure 1.2: Condensation flow regime map for R134a flowing at mass fluxes of 
100 and 300 kg m-2 s-1 in microchannels and macrochannels 
 
 5 
empirical, analytical, and Computational Fluid Dynamics (CFD) approaches. While semi-
empirical models are used for heat exchanger design and do not require significant 
computational power, they are applicable mostly to the conditions similar to the data on 
which they are based. Examples of such models include Bandhauer et al. (2006), in which 
a model for annular flow based on the film thickness was developed, and Thome et al. 
(2003), who proposed a flow-regime dependent model.  
Analytical or mechanistic models entail deriving the governing equation for a 
physical parameter, e.g., the film thickness or condensate radius of curvature, which is used 
for subsequent heat transfer calculations. Early models for small diameter geometries 
included capillary effects, interfacial shear and axial pressure gradient. Zhao and Liao 
(2002) developed a model for laminar annular flow in vertical triangular channels. Later 
models such as the one by Wang and Rose (2005) added the effect of gravity in horizontal 
channels, in which a differential equation for film thickness was used to model different 
parts of the channel. The model was applied to circular, rectangular, square, and triangular 
channels. Chen et al. (2009) derived the governing equation for the condensate radius of 
curvature at the corners in rectangular channels. A common aspect of these models is that 
they were developed for specific geometries. 
The third class of models is the Computational Fluid Dynamics (CFD) models. An 
example is the reduced-order CFD model under normal and micro gravity conditions 
developed by Nebuloni and Thome (2007). It includes the governing mass, momentum and 
energy equations. Da Riva et al. (2010), on the other hand, performed a full-CFD 
simulation of condensation in a circular microchannel using the volume of fluid (VOF) 
coupled to the differential form of the Navier-Stokes equation to model the two phases. 
 6 
With each addition of a physical force, such as gravity or momentum and inertial 
effects, model complexity increases. CFD-type models are required when turbulence 
effects are needed; however, these too require further research.  
1.3 Intermittent Flow Models 
During condensation in microchannels, the annular flow regime transitions to 
intermittent flow as the liquid hold up increases at lower qualities. Intermittent flow gains 
significance in micro- and minichannels as shown in Figure 1.2: the quality range over 
which this regime exists almost doubles as the channel diameter decreases below 
 1.6 mm. This is particularly significant at the lower mass fluxes (100 kg m-2 s-1), which 
are more relevant in microchannel heat exchangers because of the need of lower pressure 
drop (Garimella et al., 2016c). This makes understanding the heat transfer mechanisms in 
the intermittent flow regime important for microchannel condenser design.  Intermittent 
flow is also important in many other applications, such as three-phase, trickle-bed, and 
honeycomb-shaped monolithic catalyst reactors that are widely used in the chemical 
industry (Thulasidas et al., 1995; Boger et al., 2004; Kreutzer et al., 2005), as shown in 
Figure 1.3. Such reactors are utilized in conversion and synthesis processes, and offer low 
pressure drops and high geometric surface availability compared to conventional reactors. 
Intermittent flow is also encountered in microchannel absorbers (Hoysall et al., 2018; 
Hoysall and Garimella, 2019). Figure 1.4 shows a photograph of two-phase flow in an array 
of 52 microchannels, resembling a microchannel absorber. The absorber is a heat and mass 
exchanger used in absorption refrigeration cycles, and typically operates by absorbing 
vapor into a two-component liquid. The absorber can be a bottle neck in absorption 
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systems, such as refrigeration and thermal storage systems (N'Tsoukpoe et al., 2013), 
because of the poor heat and mass transfer in the intermittent flow regime. This is especially 
true for microchannel geometries (Hoysall and Garimella, 2019). Thus, understanding of 
the phase-change heat and mass transfer in the intermittent flow regime can provide 
insights into various components used in energy, waste heat recovery, and chemical 
systems.  
Intermittent flow is characterized by the heat and mass transfer that occurs through 
a train of discrete vapor bubbles flowing in a continuous liquid medium. Few models for 
intermittent flow, especially in horizontal channels, are available in the literature. These 
models have primarily been developed to predict the hydrodynamics (pressure drop, 
velocity of bubble to liquid, film velocity) in macrochannels under adiabatic conditions 
(Dukler and Hubbard, 1975). The models may be categorized as single-bubble (Bretherton, 
1961), repeating unit-cell (Garimella et al., 2002; He et al., 2010), and overall bubble-train 
(Perea Medina et al., 2015) models.  
  
 
Figure 1.3: a) Gas/liquid flow in microchannels (Boger et al., 2004); b) Gas/liquid 
chemical reactor with circular channel geometry 
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1.4 Experiments 
Experimental investigations of condensation in the literature have typically required 
repeated testing with the introduction of each new working fluid, geometry, or operating 
condition. Ever changing regulations to combat global climate change are driving the 
development of new working fluids with low global warming potential (GWP) in the 
HVAC and energy systems arena (Del Col et al., 2015). One such refrigerant is 
R1234ze(E), with a GWP of 6, which is much lower than that of R134a (1300) or R245fa 
(1030) (Fukuda et al., 2014). As such, and because of its similar thermodynamic properties, 
R1234ze(E) is widely considered a drop-in replacement for R134a in conventional heat 
pump systems (Fukuda et al., 2014). R245fa is an ideal refrigerant for waste heat recovery 
systems that use turbomachinery, e.g., organic Rankine cycles (Little and Garimella, 2011), 
because of its “dry expansion” properties. Alternatives for the high-GWP R245fa have 
been proposed, such as DR-2, with a GWP of 9.4 (Kontmaris, 2012).  The introduction of 
these new fluids necessitates an understanding of their performance in components such as 
evaporators and condensers, as well as at the system level.  
  
 
Figure 1.4: Two-phase flow with bubbles separated by liquid slugs in an array of 
microchannels (Hoysall et al., 2018) 
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1.5 Research Needs 
Several gaps in understanding of condensation still exist. Semi-empirical models are 
applicable primarily to the family of working fluids for which they are developed (e.g., 
synthetic refrigerants, natural refrigerants), and for similar operating conditions (mass 
fluxes, hydraulic diameters, reduced pressures). CFD-based models are computationally 
intensive and the underlying two-phase flow closure models are still under development. 
Analytical models proposed for the film thickness distribution around the perimeter of 
noncircular channels use different governing equations for straight sections and corners, 
(Zhao and Liao (2002); Wang and Rose (2005); Wu et al. (2009)). Thus, these models, and 
the corresponding numerical solution algorithms, are shape-specific. In addition, 
manufacturing techniques, such as photo chemical etching, yield irregularly shaped 
microchannels as shown in Figure 1.1 (Determan, 2008). Thus, there is a need for a 
versatile analytical annular condensation model that addresses the limitations of the models 
found in the literature, and can predict the heat transfer in commonly used circular and 
noncircular microchannels.  
First-principles-based intermittent flow models in the literature are mostly developed 
to understand the hydrodynamics of adiabatic bubble trains in macrochannels. Other 
studies are based on single-bubble modeling. While these studies are important and their 
results can be extrapolated to condensing flows, they lack the coupling to the heat and mass 
transfer that is essential for condensation. In addition, models based on repeating a unit cell 
in an overall bubble train can miss some of the aspects pertinent to the overall bubble train 
(e.g., pressure oscillations due to the mode of bubble injection). Lagrangian bubble 
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tracking of overall bubble trains has thus far only modeled heat transfer without phase 
change. 
It is evident that there is a need to develop versatile analytical models for the 
intermittent and annular flow regimes during condensation in microchannels. In this work, 
an annular model that is extended to arbitrary channel shapes is developed, in addition to 
an intermittent model that can couple the heat and mass transfer to the bubble train 
hydrodynamics. Representative experiments that correspond to some of the conditions 
used in the models are conducted for validation and establishing the range of applicability 
of the models. 
1.6 Organization of the Dissertation 
The dissertation is organized as follows: 
• Chapter 2 presents a comprehensive review of physics-based models of 
condensation. Annular flow models are subdivided into analytical, reduced-order 
CFD and CFD-based studies. Intermittent flow models are subdivided into single 
bubble, repeating unit-cell, and overall bubble train models. 
• Chapter 3 presents a derivation of a model for laminar annular condensation in 
microchannels. The model is compared with studies in the literature with similar 
assumptions. It is also used to compare condensation in several cross-sectional 
geometries, in addition to a case study of ammonia condensation in a representative 
microchannel condenser. 
• Chapter 4 presents the development of an intermittent flow model based on 
Lagrangian tracking of the overall bubble train, along with the bubble injection 
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process. Heat and mass transfer during condensation is coupled to the slug and 
bubble hydrodynamics. The model is compared with the data from experiments 
conducted in this study, and correlations from the literature. 
• Chapter 5 describes condensation experiments on several working fluids 
(R1234Ze(E), R134a and R245fa) over a range of operating conditions (mass flux, 
saturation-to-wall temperature difference and saturation temperatures). Circular 
and square geometries were tested. Comparison of the experimental results with the 
predictions of correlations from the literature is also included. 
• Chapter 6 presents a comparison of the annular and intermittent models developed 
in this study with the experimental results. The limits and range of applicability of 
the models are tested for different channel geometries, mass fluxes, working fluids 
and saturation temperatures. 
• Chapter 7 summarizes the important conclusions from this work in addition to 
recommendations for future research. 
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CHAPTER 2. LITERATURE REVIEW  
2.1 Introduction 
 Condensers are critical components in many thermal systems, including power plants 
(Fronk and Zada, 2015), electronics cooling (Kandlikar et al., 2013), natural gas 
liquefaction (Kimble, 2001), automobiles, and HVAC applications (Garimella et al., 
2005b; Qi et al., 2010; Determan and Garimella, 2012; Garrabrant et al., 2013; Garimella 
et al., 2016c). Many design concepts for condensers have been proposed; however, 
microchannel condensers offer significant promise in many applications. Such condensers 
use channels with hydraulic diameters ranging from tens of microns to < 5 mm. A simple 
geometric definition would consider Dh < 0.1 mm to define a microchannel (Ghiaasiaan, 
2007). Microchannel effects, such as dominant capillary forces and diminishing effects of 
gravity and inertia, are observed for Dh < 5 mm (Nema et al., 2014), and can vary based on 
the operating conditions  (Fronk, 2014). Kew and Cornwell (1997) used the Confinement 
number (Co > 0.5) to judge whether surface tension effects are important, while Serizawa 
et al. (2002) used the Laplace (La) length as a governing criterion. Microchannels have the 
potential to reduce system size (i.e., reduce material requirements, and also lower fluid 
inventories) and increase system level efficiency by reducing thermal resistances. Several 
studies have reported high heat transfer coefficients in such channels compared to 
macrochannels (Kim et al., 2012; Del Col et al., 2014; Fronk and Garimella, 2016c; 
Garimella et al., 2016a). Effective design and optimization of microchannel condensers 
with high power densities requires a detailed understanding and characterization of 
condensation in microscale passages.  
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Several computational studies have investigated condensation in microchannels (Da 
Riva et al., 2010; Nebuloni et al., 2010; Wang and Rose, 2011). While experimental studies 
(Traviss et al., 1972; Dobson and Chato, 1998; Bandhauer et al., 2006; Del Col et al., 2014; 
Fronk and Garimella, 2016c; Garimella et al., 2016a), are able to measure condensation 
heat transfer coefficients and pressure drops, they generally lack the ability to resolve the 
local and micro features, such as interfacial geometry and transport. In addition, the 
measurement of microscale phenomena during condensation could interfere with the local 
flow field, and in turn, affect condensation. To better understand these local phenomena, 
detailed theoretical and numerical models can be used. Some models can resolve the local 
interface curvature (Wang and Rose, 2011), while others can only predict an average heat 
transfer based on the local quality. The local flow morphology governs the appropriate 
modeling approach. If discrete tube-sized bubbles and slugs exist, a modeling approach 
that tracks the bubbles and captures local transients might yield better results than a steady 
state model (Perea Medina et al., 2015). For flows consisting of numerous minute bubbles 
in a continuous liquid, treating the mixture as a homogeneous medium is adequate. Several 
empirical models in the literature are based on order of magnitude and scaling analysis 
with tuning of fitting constants and exponents to experimental data sets (Cavallini et al., 
2006; Kim and Mudawar, 2013; Shah, 2016). While such models/correlations are useful 
for heat exchanger design, they often are capable of only predicting average heat transfers 
at a certain quality, with varying degrees of scatter. Other models use experimental insights 
to provide a specific closure (e.g., bubble length as a function of quality) to physics-based 
models (Garimella et al., 2002; Chung and Kawaji, 2004). Another class of models is based 
completely on first principles (Wang and Rose, 2005; Chen et al., 2009); however, some 
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of these models suffer from unrealistic assumptions or applicability only to a limited set of 
conditions. 
Triplett et al. (1999) and Coleman and Garimella (1999) showed that flow regime maps 
for macrochannels are not applicable for microchannels because of the dominant effects of 
surface tension that alter local flow characteristics. Nema et al. (2014) developed a two-
phase flow regime map for condensation in microchannels, based on the condensation flow 
visualization experiments of Coleman and Garimella (2003). Mist, annular, wavy, 
intermittent and bubbly flow regimes were identified. However, close observation of the 
results (Fukano and Kariyasaki, 1993; Kreutzer et al., 2005; Nema et al., 2014) shows that 
the two dominant flow regimes in microchannels are annular flow and intermittent flow. 
Annular flow consists of a thin film condensing on the channel walls with vapor shearing 
through the core. Generally, annular flow covers a wider quality range than the intermittent 
flow (Nema et al., 2014); therefore, many condensation models are based on this regime, 
(Zhao and Liao, 2002; Miscevic et al., 2009; Wu et al., 2009; Da Riva et al., 2010; Nebuloni 
and Thome, 2010; Wang and Rose, 2011). The other common flow regime observed is 
intermittent flow (also referred to as slug or plug flow, although in this study, a slug refers 
exclusively to a liquid slug), which refers to a train of discrete cylindrical vapor bubbles 
flowing in a continuous liquid medium. The annular flow regime transitions to intermittent 
flow as the liquid hold up increases due to condensation. At the point of transition, a 
“necking” phenomenon occurs, which is characterized by periodic injections of vapor 
“blobs” into the liquid medium, which eventually forms the bubble train (Wu et al., 2007). 
A schematic of the condensation flow regimes is shown in Figure 2.1.  
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 Annular flow regime models address the film thickness distribution along the channel 
wall to estimate the local heat transfer coefficient. Intermittent flow regime models are 
based on adiabatic flows (Suo and Griffith, 1964; Dukler and Hubbard, 1975), and of the 
few that address the condensing flows, they are commonly developed to understand the 
hydrodynamics (Garimella et al., 2002), rather than the heat transfer. Some key results 
from hydrodynamic models, such as local velocities and bubble-to-slug length ratios, are 
applicable to condensation heat transfer modeling. In intermittent flow modeling, the focus 
shifts to the capturing the effects of the bubble-slug interaction rather than the film profile 
surrounding the bubble, although this is important for accurate modeling of heat transfer. 
Several reviews have addressed empirical and semi-empirical modeling of 
condensation for single- and multi-component fluids (Cavallini et al., 2013; Fronk and 
Garimella, 2013; Awad et al., 2014), while other studies have addressed specific aspects 
such as numerical modeling of thin films (Sosnowski et al., 2013), or a specific modeling 
approach, such as Computational Fluid Dynamics (CFD) based models (Kharangate and 
Mudawar, 2017). A critical review of the analytical, first-principle and numerical modeling 
studies of condensation in microchannels is presented here. A schematic showing the 
different modeling approaches for each flow regime is shown in Figure 2.2. 
 












2.2 Annular Flow-Regime-Based Models 
2.2.1 Analytical Models with Closed Form Solutions 
The first of these models is the Nusselt condensation model (Nusselt, 1916), in 
which a governing equation for gravity-driven condensation that forms a continuous falling 
film over a flat cold surface is derived, assuming steady state, inertia free flow, 1-D 
conduction and a thin film approximation. It has found wide application in heat and mass 
exchangers that operate using a falling-film configuration (Ghiaasiaan, 2007). Several 
studies have also extended this analysis for internal flow condensation, for cases where 
interfacial shear is important and when there is forced convective flow (Wang and Rose, 
2005). In falling-film configurations, this simple analysis breaks down as the film Reynolds 
number increases, Re  Uf f /l, as then inertial and momentum effects become important, 
the films transitions to turbulence, and the interface between the vapor and liquid becomes 
wavy (Ghiaasiaan, 2007). A Nusselt-type analysis developed by Chato (1962) and used to 
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Dhir and Lienhard (1971) extended the Nusselt analysis to include falling films on 
arbitrary axi-symmetric vertical geometries, by considering the variation of the tangential 
component of gravity due to local curvature. The effective gravity due to curvature effects 
is given by Equation (2.2), where x is the distance from the reference and Rx is the radial 
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 Le et al. (2017) derived a closed-form solution for internal downward flow in a 
vertical tube by assuming an axi-symmetric and uniform film thickness at a given cross 
section, laminar vapor, and laminar liquid condensate. By applying continuity and 
conservation across the liquid-vapor interface, they coupled the vapor and liquid equations 
to derive a single governing equation for film thickness in non-dimensional form given by 
Equation (2.3). Using mathematical approximations, they were able to derive an analytical 
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Analytical models with closed form solutions are very rare due to the complex 
nature of the condensation process. In the very few models that exist, their range of 
applicability is very narrow. However, they can be used to validate experiments and higher 
order models. 
2.2.2 Analytical Models with Numerical Solutions 
Several models are able to reduce condensation to a single major governing 
parameter, such as the film thickness or interface curvature, from which heat transfer is 
calculated. Wang and Du (2000) proposed a model based on energy minimization 
considerations for annular and stratified-annular flows in micro and mini channels. They 
assumed an interface profile consisting of a thin film at the top of the channel and a liquid 
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pool at the bottom.  The radius of curvature of the liquid pool at the bottom is obtained by 
minimizing the total energy, consisting of the liquid gravitational energy, liquid kinetic 
energy and the surface free energy (surface tension) as a function of curvature angle.  They 
assumed most of the liquid flows in the pool at the bottom. They mentioned the need for 
better prediction of the film thickness at the upper part of the tube. 
 Zhao and Liao (2002) developed a model for laminar film thickness distribution 
along the channel perimeter in vertical triangular channels. The corners pull the condensate 
by capillary forces, which creates a non-uniform distribution of the film thickness along 
the channel perimeter, and plays a major role in determining the local condensation heat 
transfer coefficient (Gregorig, 1954). Knowing the local film thickness distribution, the 
local heat flux, and subsequently the heat transfer coefficient can be determined (by 
assuming 1-D conduction in the film,  = kl/ ). Zhao and Liao (2002) derived a differential 
equation, shown in Equation (2.4), for film thickness in the straight portion of the channel 
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  (2.4) 
Both equations were coupled to determine the heat transfer coefficient around the 
channel perimeter. The model includes the effects of surface tension, vapor shear and axial 
pressure gradient, but is limited to vertical orientations because of the absence of gravity. 
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 Wang and Rose (2005) extended the applicability of the model developed by Zhao 
and Liao (2002) to horizontal channels. This adds the complexity of modeling the 
gravitational effect in the azimuthal direction (perpendicular to flow direction). They also 
added a differential equation to model the corners instead of the lumped approach. They 
have used different versions of the model to study different channel shapes, orientations 
and operating conditions (Wang et al., 2004; Wang and Rose, 2006, 2007; Wang and Rose, 
2011; Wang and Rose, 2013). The version of the equation governing the straight portion 
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     (2.5) 
In this equation,  is the angle between channel normal and gravity, while  is the 
added mass transfer resistance at the interface. The model of Wang and Rose (2005) 
includes the effects of gravity, surface tension, interfacial shear and axial pressure gradient, 
under the assumptions of inertia free flow with a laminar condensate. While this model has 
been applied for several shapes and geometries, continuity of the governing equations at 
the interface between the straight portion and the corners must be ensured. This adds 
computational complexity and necessitates the development of new models and numerical 
solvers for different geometric shapes. 
 Beaini and Carey (2007) proposed a model to simulate condensing and evaporating 
flows (thin film evaporation) in microchannel bends with a square cross section. The model 
is based on the minimization of the energy principle to determine the shape of the interface. 
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In particular, the interface is assumed to have an upper curved part that is described by a 
polar angle, b, and a lower flat part due to curvature body force (similar to the effect of 
gravity). The thermodynamic potentials included in the Gibbs function are gravity and 
surface free energy (surface tension). The Gibbs function is then minimized with respect 
to the polar angle, at a fixed void fraction, density ratio and We number, We =  U2 H2  -
1  rbend 
-1 where rbend  is the radius of the channel bend and H is the channel height. After the 
interface profile is determined, 1-D heat conduction is assumed in the film, and the average 
heat transfer coefficient is calculated by discretizing the film. The Gibbs function is given 
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 Chen et al. (2009) proposed a model for condensation in rectangular microchannels 
by deriving an equation for the condensate radius of curvature at the corners of a 
rectangular channel. They assumed that the condensate aggregates at the corners and forms 
a meniscus with a constant radius of curvature, rc (rc varies axially, but is constant at a 
given cross section). They reduced the modeling of condensation into a single equation 
governing the variation of rc. They assumed that the meniscus is in direct contact with the 
wall material; thus, the gas-liquid-solid contact angle is used. This is a somewhat limiting 
assumption, because there always exists a thin film that prevents the existence of the triple 
contact point in the absence of dropwise condensation. Chen et al. (2008) used a similar 
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model to predict condensation in a triangular channel. A similar problem has been 
addressed by Wong et al. (1992), who included the disjoining pressure, a pressure that 
develops between the interface and wall molecules in ultrathin films, to model the thin film 
covering the channel walls away from the corners. In the limit when the disjoining pressure 
term goes to zero, they showed that the meniscus approaches a finite radius of curvature, 
circumventing the need to use a triple contact line assumption. 
 Wu et al. (2009) developed a model for rectangular microchannel condensation to 
address the limitations of the previous model by solving for the film thickness distribution. 
The model includes a differential equation to model the thin film on the straight section of 
the channel and a 1-D lumped equation for the corners (with the assumption of a constant 
radius of curvature) in a manner similar to that of Zhao and Liao (2002). Their model was 
applied for a constant heat flux condition, with continuity imposed at the interface between 
the straight portion and the meniscus.  
 Miscevic et al. (2009) proposed a model for condensation in microchannels that can 
simulate the full quality range for a range of boiling and capillary numbers. Their model 
captures the necking phenomenon that happens at the vapor-liquid interface at very low 
qualities by including an axial surface tension gradient, which becomes dominant at very 
low qualities. Their uniform film thickness assumption precludes modeling of stratification 
in the condensate due to gravity, but their model includes the effects of vapor momentum, 
liquid momentum, axial pressure gradient and the axial variation of the interface curvature 
(which leads to the observed necking phenomenon). The governing equation for the radius 
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 Hao et al. (2013) proposed a theoretical model for condensation in noncircular 
microchannels. The model is similar to the models of Wang and Rose (2005), Zhao and 
Liao (2002) and Wu et al. (2009) in that it couples two types of equations, one for the flat 
section of the wall and one for the corners. For the flat section, a governing differential 
equation for the thin film, which includes the effects of interfacial shear and surface 
tension, but not gravity, is derived, while for the corner meniscus, a lumped approach is 
followed. The two regions are coupled at the interface. Several versions of the model are 
presented for rectangular, triangular and trapezoidal cross sections.  
 El Mghari et al. (2014) addressed condensation in square and triangular channels 
by including the effects of interfacial shear and capillary forces. The model focuses on the 
thin-film region of annular flow for situations in which most of the condensate aggregates 
at the corners. The model is similar to the one developed by Chen et al. (2009), in that it 
includes a governing equation for the radius of curvature of the condensate at the corners, 
and uses a similar assumption, by defining the contact angle between the condensate, wall 
and vapor, i.e., assuming a triple contact line exists. (The triple contact line assumption can 
be relaxed by using the disjoining pressure equation developed by Wong et al. (1992) away 
from the corners, at the expense of increased computational requirements.) They calculate 
the heat transfer coefficient by assuming conduction only in the film. An average film 
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thickness is determined using the calculated radius of curvature of the liquid that aggregates 
in the corner.  
 Wang et al. (2018) modeled laminar annular condensation in an oval shaped 
microchannel in a manner similar to Wang and Rose (2005).  They used the Nusselt 
assumptions to derive the model separately for the straight and semicircular portions, and 
imposed continuity at the domain interfaces. 
These theoretical models for annular condensation include the major governing 
forces found in microchannels, which are surface tension, interfacial shear and gravity. To 
simplify the theoretical derivation, these models usually neglect turbulence, momentum, 
and inertial effects. Most of these models are developed for a specific channel geometry, 
which implies that a slight change in the geometry will necessitate the development of a 
new model.  
2.2.3 CFD Models 
2.2.3.1 Reduced-Order CFD 
The models in this section solve the complete set of conservation equations (mass, 
species, momentum, energy, and phase equation, in cases where the volume-of-fluid 
method is used) with some simplifying assumptions about the flow morphology or 
governing terms in the equations. These models do not reduce the condensation 
phenomenon into a single major governing equation as is done in the analytical models. 
They have an advantage over analytical models in that they can simulate a wider range of 
conditions. This includes, for example, solving for the velocity field, including momentum 
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and inertial terms, or including turbulence modeling. They can be computationally 
intensive and require special solvers and numerical methods, similar to CFD solvers. In 
addition, they use more empirical closure equations than analytical models. 
 Groff et al. (2007) proposed a numerical model for condensation in the presence of 
non-condensables in vertical macrochannels. Energy, mass, and momentum equations are 
solved in the film and vapor regions, with the species equation added in the vapor region 
to account for the presence of non-condensables. Turbulence effects are accounted for by 
using three different closure models, mixing length, k-, and a combination of both. Based 
on experimental data, it was found that using the k- model for both, the film and vapor 
regions yielded the best results. The closure model of Jones and Launder (1972) for the 
low Reynolds number k- model was used in the later simulations. 
 Nebuloni and Thome (2010) accounted for the effects of azimuthal and axial 
surface tension, gravity, interfacial shear and momentum mass fluxes for laminar annular 
condensation in microchannels with diameters ranging from 0.01 to 3 mm. The lumped 
finite volume version of the Navier-Stokes and 1-D energy equation is used for the liquid 
and vapor phases (Nebuloni and Thome, 2012). The use of lumped velocities necessitates 
closure models for the shear stress at the vapor-liquid interface, and more importantly, at 
the liquid-wall interface. They applied this model for circular, elliptical and flower-shaped 
channels to study the effect of variable wall heat flux, channel geometry, and presence of 
oil droplets (Nebuloni and Thome, 2007; Nebuloni et al., 2010; Nebuloni and Thome, 
2012, 2013). 
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 Kim and Mudawar (2012b) developed a control-volume-based method to predict 
the heat transfer coefficient in 1-mm square microchannels. Surface tension and 
gravitational effects are neglected, which led to the assumption of a uniform liquid film 
thickness. Turbulent effects in the thin liquid film are taken into account by modeling the 
eddy or turbulent viscosity using the Van Driest (1956) model. They introduced a damping 
coefficient of 0.1 (based on experimental data) to the original Van Driest (1956) turbulent 
mixing model to account for the damping effects of surface tension at the interface. 
2.2.3.2 Full CFD-based models 
These studies solve the full conservation equations of mass, species, momentum 
and energy in differential form for a given domain. When the volume-of-fluid (VOF) 
method is used, an additional phase equation is added to the governing equations. The first 
of these studies, Liang et al. (2004), conducted direct numerical simulation of a condensing 
flow in a tilted channel, using a 2-D computational domain, by accounting for gravity, 
shear and surface tension. Their model did not use the VOF (volume-of-fluid) method. 
They observed resonant effects that increased interface waviness upon introducing low 
amplitude vibrations on the lower plate. 
 Da Riva et al. (2010) used the VOF method to develop a CFD model for the 
condensation of R134a in microchannels. They integrated the CFD model with a turbulence 
model to capture turbulence effects in the liquid and vapor phases. For phase change, they 
used the model by Lee (1980), which uses a source term, Equation (2.8).  
s
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In Equation (2.8), Sph is a source term that is used in the VOF phase continuity 
equation, given by Equation (2.9). This term is dependent on the physical parameters, in 
addition to a positive numerical coefficient rph, that is empirically tuned based on each 
simulation case (upon comparison to experiments or another study). 





 =  (2.9) 
 The study showed that for R134a condensing in a 1-mm circular microchannel, for 
a mass flux of 100 kg m-2 s-1, a laminar assumption in the liquid film predicts the data better 
than a turbulent model. Turbulence models predicted the data for higher mass fluxes. A 
similar model was used to simulate condensation with laminar and turbulent effects in 
square and circular microchannels (Da Riva and Del Col, 2012; Da Riva et al., 2012; 
Bortolin et al., 2014; Bortolin and Del Col, 2015). 
 Ganapathy et al. (2012) used a transient CFD-VOF method to simulate 
condensation of R134a in a microchannel with a diameter of 0.1 mm. The simulations were 
used to investigate the effect of mass flux (200 – 800 kg m-2 s-1) in a 2-D computational 
domain with a constant heat flux boundary condition. They found that when including heat 
transfer and phase-change effects, the computational domain must be finely resolved to 
capture the thin film at the boundaries. They were able to simulate different flow regimes 
(bubbly flow, Taylor flow, droplet flow and vapor necking) by varying the operating and 
boundary conditions. 
 Zhang et al. (2016b) used the VOF method to simulate the condensation of R404a 
in a circular microchannel and modeled turbulence using the low-Reynolds form of the 
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Shear Stress Transport k- (SST k-) (Zhang et al., 2016a) equation. Their annular flow 
simulations agreed well with the correlations in the literature. They also noted the need for 
high number of grid elements, especially close to the wall, where the film is thin. 
A CFD formulation that uses the VOF method without the empirical Lee (1980) 
closure model was developed by Rattner and Garimella (2014). Instead of using the phase-
change term of Equation (2.8), another criterion that is mechanistically based, utilizes local 
volumetric and mass conservation, and forces the interface temperature to be equal to the 
saturation temperature was used. This criterion was applied to falling-film condensation; 
however, it can be adapted to VOF models of internal flow condensation. 
One other approach that is gaining traction in modeling two-phase flow is the 
Lattice Boltzmann CFD method (Liu and Cheng, 2013a, b). Liu and Cheng (2013b) used 
the Lattice Boltzmann method to simulate laminar falling-film condensation on a vertical 
plate. They used a 2-D 9-velocity scheme in the model. The distribution function, which is 
a corner stone function that governs the collision of “pseudoparticles” moving in a Lattice 














= + + − 
  
      (2.10) 
Here, i are the weight functions, cs is the lattice sound speed, ei is the discrete 
lattice velocity vector, and  is the fluid density. More details can be found in Liu and 
Cheng (2013b). Other attempts have been made to simulate dropwise condensation (Liu 
and Cheng, 2013a) and forced-flow condensation on a flat plate (Zhang et al., 2017); 
however, internal forced convective condensation with evolving quality change has yet to 
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be simulated using this method. More information on thin film modeling during 
condensation and evaporation can be found in the review of Sosnowski et al. (2013). 
2.2.4 Summary of the Annular Flow Models 
Analytical models can cover a wide range of condensation conditions. They reduce 
the numerical complexity needed to resolve condensation phenomena by accounting for 
the major governing forces in microchannels (gravity, surface tension, vapor pressure 
gradient and interfacial shear), often by reducing the problem to a single governing 
parameter (film thickness, radius of curvature) from which the heat transfer coefficient can 
be deduced.  They are typically developed for a specific geometry, and thus require a new 
model every time a new geometry is encountered. In computationally intensive CFD 
models, some authors observed wide variations of local parameters as a function of grid 
cell number, while others have resorted to 2-D simulations to study local phenomena 
without dealing with the computational complexity that is required to simulate 3-D effects, 
even though 3-D domains have been simulated. A widely used and versatile model is when 
the VOF method is combined with the typical Navier-Stokes equations. The most common 
VOF approach is to use the Lee (1980) phase change model which requires empirical 
tuning of the interface parameter, rph, depending on the geometry and conditions of the 
simulations. To include turbulent effects in the film, the Low Reynolds number form of the 
Shear Stress Transport k- (SST k-) has been successfully integrated into the common 
CFD-VOF methods. Upon adding this effect, it was observed by Da Riva et al. (2010) that 
turbulent effects become important for G ≳ 100 kg m-2 s-1, even in 1 mm diameter 
microchannels. The use of CFD models for phase change is discussed in Kharangate and 
Mudawar (2017). 
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The range of applicability of the annular flow models depends on how restricting 
the assumptions are. For instance, Zhao and Liao (2002) consider the effects of surface 
tension, axial shear, and pressure gradient, while Wang and Rose (2005) include additional 
effects of gravity. A CFD model such as the one by Nebuloni and Thome (2010) includes 
added effects of inertia and momentum transfer. Figure 2.3 shows a plot from Nebuloni 
and Thome (2010), comparing the simulations of R134a condensing in a 1-mm square 
microchannel at a mass flux of 300 kg m-2 s-1, using a model with momentum fluxes and 
inertial effects (Nebuloni and Thome, 2010) and a model without (Wang and Rose, 2005). 
Nebuloni and Thome (2010) also modified their model to match the assumptions of Wang 
and Rose (2005), by specifically removing the momentum mass fluxes and liquid-vapor 
velocity difference at the interface and achieved good agreement with the Wang and Rose 
 
Figure 2.3: Comparison of condensation of R134a at G = 300 kg m-2 s-1 in 1-mm 
square microchannel; “modified model” corresponds to the 
Nebuloni and Thome (2010) model, modified to the same 
assumptions as the Wang and Rose (2005), the complete model is the 
Nebuloni and Thome (2010) model with momentum fluxes and 
velocity differences at the interface included; figure adapted from 




(2005) results. This shows that even in channels with diameters as low as 1 mm, under 
certain conditions, momentum fluxes and inertia can be important. The parameter 
governing the relevance of momentum fluxes and inertial effects is the film Reynolds 
number. Other CFD models (Da Riva et al., 2010; Kim and Mudawar, 2012b) can include 
turbulent effects in the liquid film. With every addition of a physical effect, model 
complexity and computational requirement increases. Figure 2.4 shows a qualitative 
description of the complexity and range of applicability of the different modeling 
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2.3 Intermittent Models  
The intermittent flow regime in microchannel condensation has received 
considerably less attention than annular flow, especially when heat transfer is included. 
Most of the models focus on hydrodynamics with very few considering the phase change 
heat transfer. The modeling approach for intermittent flow is fundamentally different from 
that of annular flow because of the different flow morphology. Film thickness distribution 
in annular flow is of critical importance in determining local and average heat transfer 
coefficients. In intermittent flow, with a train of cylindrical vapor bubbles with different 
fore and aft shapes separated by liquid slugs, the focus shifts to the modeling of bubble 
dynamics and bubble-to-bubble interaction. 
While annular flow is amenable to steady state treatments, intermittent flow is 
inherently transient, because of the quasi-periodic nature of the bubble and slug movement. 
Intermittent flow during condensation can be viewed as being caused by the necking that 
occurs toward the end of the annular flow regime (Wu et al., 2007). At high qualities, the 
flow regime is annular; however, as the quality decreases and liquid hold up increases, 
necking, shown in Figure 2.1, is initiated, and can be viewed as a periodic injection of 
vapor bubbles into the continuous liquid medium. This forms a bubble train starting from 
the quality at the end of the annular regime and ending when full condensation is achieved. 
Therefore, for modeling purposes, the flow is usually divided into discrete unit cells, 
consisting of a bubble, slug, and thin film surrounding the bubble.  
Some studies have modeled the bubble train in intermittent flow using a repeating 
unit cell (Tien et al., 1988; Garimella et al., 2016a) while others have simulated the overall 
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transient bubble train (Perea Medina et al., 2015). Studies on the hydrodynamics of 
adiabatic two-phase flows can also be relevant for the understanding of some condensation 
phenomena. Similarly, thin film evaporation models can be adapted to film condensation, 
with the driving temperature difference flipped. 
2.3.1 Single Bubble Based Models 
Single bubble modeling is more typically known as Taylor bubble modeling 
(Rattner and Garimella, 2015).  Analytical and numerical studies of bubbles in horizontal 
microchannels that include the effects of surface tension and gravity can be extrapolated to 
condensing bubble trains representative of intermittent flow. The first of these studies is 
the one by Bretherton (1961), which aimed at modeling the experimental observations of 
Fairbrother and Stubbs (1935), who proposed deducing the flow rate by measuring the 
velocity of a bubble in a viscous liquid, termed the “Bubble-Tube”. Bretherton (1961) 
derived a theoretical model for the flow of a single bubble through a viscous liquid in a 
capillary tube. He simplified the Navier-Stokes equation by assuming a balance between 
the viscous forces and capillary forces, in addition to a stagnant liquid film. The bubble is 
divided into three zones: bubble head (leading meniscus), transition region, and the 
elongated portion of the body. Using this approach, he derived a relation between the 
bubble speed and the slug speed in capillary tubes as a function of the capillary number 
(Ca = l Ub  -1), in the limit of Ca → 0, given in Equation (2.11).  
( )
2/3





 = −     (2.11) 
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 Wong et al. (1992) developed an analytical method to determine the meniscus 
profile in a non-axisymmetric channel geometry. The model uses the Young-Laplace 
equation, augmented with the disjoining pressure to determine the interface position. This 
is applied to stagnant bubbles in a capillary tube. The use of the disjoining pressure is a 
mathematical manipulation to ensure that the thin film exists everywhere away from the 
sharp corners. Wong et al. (1995a) and Wong et al. (1995b) studied the hydrodynamics of 
arbitrary long bubbles in polygon shaped capillary tubes using the lubrication 
approximation of the Navier-Stokes equation. The analytical model was developed in the 
limit of Ca → 0, with a balance between capillary and drag forces. An interesting finding 
is that most of the liquid in a square shaped channel flows mainly in the corners, “the least 
resistance path,” because of the high drag experienced between the vapor-liquid interface 
and the channel walls. 
 Taha and Cui (2004) used the CFD-VOF method to simulate a slug flowing in a 
capillary tube for capillary numbers ranging from 0.01 to 10. Symmetric boundary 
conditions in a 2-D computational domain were used.  The bubble ends were spheroidal in 
shape. The simulations show recirculation patterns in front of the nose of the bubble even 
at low Ca numbers, i.e., a well-mixed slug region. 
Single bubble modeling can yield insights into the hydrodynamics and local 
parameters of slug and plug flow, such as the bubble-to-slug velocity ratio and film 
thickness, which are extremely important results that can be extrapolated to the overall 
condensing bubble train scenario. This approach, however, is not a substitute for the need 
to model the overall bubble train. For instance, because of the compressibility of the 
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bubbles, perturbations at the beginning of the bubble train are transmitted throughout and 
can cause bubble-to-bubble interactions that alter the local heat transfer coefficient. 
2.3.2 Repeating Unit Cell Models 
The second category of intermittent models is the static modeling of a repeating 
unit cell within a bubble train. A schematic of the repeating unit cell is provided in Figure 
2.5, which shows a bubble, film surrounding the bubble and liquid slug. Models in this 
category infer the overall bubble dynamics by focusing on a repeating unit cell. The first 
of these models is by Griffith and Wallis (1961), who investigated air-water flow in vertical 
12.7 to 25.4 mm tubes. They noticed a scatter in the bubble and slug lengths, which they 
quantified using a histogram. They developed a mechanistic average density model for 
intermittent flow, a potential flow theory-based model for the bubble length, and a semi-
empirical model for the absolute bubble velocity. 
 Suo and Griffith (1964) used a semi-empirical hydrodynamic model to calculate 
the film thickness and bubble-to-slug ratio for adiabatic two-phase flow (long bubbles 
separated by liquid slugs) of nitrogen-water and heptane-nitrogen in capillary tubes of 
diameter 0.795 mm. They showed that for a large range of capillary numbers, the slug-to-
 
Figure 2.5: Condensation process in a horizontal tube (flow from left to right) 
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bubble velocity ratio is independent of the capillary number, and Ub/Us → 1.2. They also 
suggested a flow regime map based on the volumetric flow quality and capillary number 
to distinguish between annular, slug, and bubbly-slug flows. They observed that under 
certain conditions, the liquid film is not symmetric around the bubble. Later, Suo (1968) 
developed a semi-empirical pressure drop model for air-water and heptane-N2 flowing in 
0.5 mm tube that included the pressure drop in the slug and a pressure drop for the 
expansion that occurs at the transition between the slug and the bubble. 
 The results of hydrodynamic studies in macro channels (Dh > 5 mm) can be used 
in condensation models, especially to calculate local parameters such as bubble-to-slug 
velocity, and the relative lengths of the bubble and slug. Bonnecaze et al. (1971) used 
potential flow theory and experiments to estimate bubble velocity, which was used as a 
closure for the model to obtain void fraction and pressure drop for oil and gas flowing in a 
horizontal and inclined 38-mm pipe. Their model did not include the pressure drop due to 
the mixing between bubble and slug. Similarly, Dukler and Hubbard (1975) presented a 
hydrodynamic model for intermittent flow in adiabatic conditions based on a unit cell 
analysis, i.e., a liquid slug followed by a gas pocket with a liquid layer. The slug frequency, 
required as an input to the model, was correlated to the local quality by matching the 
experiments on water and air flowing through a 38-mm pipe to the model. The study 
revealed the importance of accounting for the pressure rise that happens at the bubble/slug 
interface, and that the slug length followed a random behavior. They also determined an 
analytical relation between the slug and bubble velocities, using a kinematic model for the 
velocity profile in the slug, as shown in Equation (2.12), which was also verified 
experimentally.  
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 Nicholson et al. (1978) presented a semi-mechanistic model for predicting 
intermittent flow parameters such as slug and bubble velocities, bubble and film lengths, 
void fraction and pressure drop for air-light oil in tubes of 25.8 and 51.2 mm in horizontal 
channels. When assuming a fixed slug length, the pressure gradient was independent of 
slug-to-bubble length ratio, and the lengths of the bubbles and slugs were found to be 
stochastic. 
 Tien et al. (1988) presented one of the few analytical condensation heat transfer 
models based on a static unit cell approximation, which was applied for the condensation 
of methanol and water in macrochannels (Dh  10 - 25 mm), and divides the unit cell into 
a liquid slug, a vapor bubble and a thin film surrounding the bubble. Single phase forced 
convection heat transfer was assumed in the liquid slug. In the bubble, a thin film was 
assumed on the upper part, and forced convective condensation in the lower pool region. 
They avoided the use of empirical inputs by using the conservation equations and coupling 
the heat transfer to momentum and mass transfer. Hydrodynamics were solved to obtain 
the four parameters of bubble relative length, bubble velocity, bubble cross sectional area, 
and overall unit cell void fraction. Using the local velocities, area fractions and relative 
length, the heat transfer coefficient in the film, liquid pool and liquid slug can be calculated. 
The overall unit cell heat transfer coefficient is given by Equation (2.13). For closure, they 
assumed that both phases have equal kinematic head, leading to the relation given by 
Equation (2.14), where Ul,avr is the average liquid velocity in the unit cell. 
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 Wadekar and Kenning (1990) proposed a simple mechanistic model for evaporation 
heat transfer in vertical slug flow. Even though this is a thin-film evaporation model, the 
same methodology can be used for condensation, by simply reversing the temperature 
gradient driving phase change. A length-weighted average between the heat transfer in the 
bubble region and the heat transfer in the slug region, given in Equation (2.15) is used.  
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The heat transfer in the bubble region is through convection in the thin film 
surrounding the vapor bubble, while that in the slug is through single phase heat transfer. 
The Chun and Seban (1971) correlation is used for the heat transfer coefficient in the film, 
while the Dittus-Boelter equation is used for the slug region. Slug length (Ls = 20D), given 
by Taitel et al. (1980), is used for closure. The bubble length is determined using McQuillan 
and Whalley (1985) model. They observed good agreement with experimental data at low 
flow rates. 
 Fukano and Kariyasaki (1993) investigated, experimentally and numerically, the 
intermittent flow of air-water in vertical, inclined and horizontal mini tubes 
(1 < Dh < 9 mm), and concluded that the drift velocity, i.e., the difference in velocities, 
between the bubble and slug is negligible in capillary flows, even in the vertical orientation. 
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For their conditions, they observed that bubbles in capillary tubes have an axisymmetric 
shape with circumferentially uniform film thickness, and that slugs had no entrained 
bubbles. They also obtained a bubble-to-slug velocity ratio of 1.2, consistent with the 
earlier studies of Dukler and Hubbard (1975) and Suo and Griffith (1964). 
 Thulasidas et al. (1995) investigated the enhancement of mass transfer in chemical 
reactions in monolithic reactors. To that end, they compared the effects of square and 
circular shaped tubes on bubble size, shape, bubble velocity, and void fraction in capillary 
tubes under adiabatic conditions. They found that the interfacial area increased with a 
decreasing Capillary number, at a fixed gas-to-liquid flow rate ratio.  
 Garimella et al. (2002)  developed a hydrodynamics model to predict pressure drop 
during condensation of R134a in circular microchannels (1 < Dh < 4.91 mm). They used a 
unit cell approach, in which the bubble/film, slug, and transition regions were modeled 
separately. They took into account the pressure drops in the bubble due to the interface 
between the bubble and the film, acceleration/deceleration terms at the transitions between 
vapor bubbles and liquid slugs, and frictional pressure drop in the liquid slug. The major 
pressure drop was in the liquid slug because of the high phase velocity. The model used an 
empirical closure for the unit cell length as a function of liquid Reynolds number based on 
pressure drop data. They further extended their model to address pressure drop in non-
circular (square, barrel-shape, N-shape, rectangular and triangular) microchannel 
geometries (Garimella et al., 2003). 
 Chung and Kawaji (2004) developed an intermitted model to predict the pressure 
drop in microchannels based on the work of Garimella et al. (2002) model, with the major 
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difference being that they neglected the acceleration/deceleration losses at the transitions 
between the bubbles and the slugs. This is because for their conditions of interest, the liquid 
in the slug was in the laminar regime and these transition terms were small. 
 He et al. (2010) numerically investigated heat transfer without phase change 
through a unit cell representation of intermittent flow in a micro-tube. From a 
hydrodynamic analysis, they simulated an incompressible gas bubble and liquid slug in a 
tube and obtained the result of Ub/Us = 1.2. To model the heat transfer, 1-D transient heat 
conduction was assumed in the film, with the lower boundary as the wall and the upper 
boundary divided between liquid contact and gas contact. The heat transfer in the bubble 
occurs by conduction through the thin film surrounding it. In the slug, they assumed a thin 
conduction layer of the same thickness as the liquid film surrounding the bubble. This film, 
always close to the wall, is stagnant unlike the well mixed zone in the liquid bulk of the 
slug. The heat transfer to the gas was negligible compared to the heat transfer in the liquid 
slug. The bubble, which was surrounded by the thin film, is assumed to have a cylindrical 
shape. 
 Garimella et al. (2016a) presented one of the few models to address the heat transfer 
in condensing flows in the intermittent flow regime for R134a flowing in rectangular 
michrochannels with hydraulic diameter varying between 0.1 and 0.4 mm. The heat 
transfer coefficient, based on a unit cell approach, is a weighted average between the slug 





l fg bs s
uc s avr
s b sat wall b s b
h UL L
L L T T L L L

   
   
= + − −   
+ − +   
  (2.16) 
 44 
The average film thickness, avr, bubble velocity, Ub, bubble length, Lb, and slug 
length, Ls, are determined using an earlier model developed for condensation pressure drop 
in microchannels (Garimella et al., 2002). 0 is the film thickness at the head of the bubble, 
which is correlated to the local quality. 
 Rattner and Garimella (2018) investigated evaporating Taylor bubble flow in a 
vertical tube using the CFD-VOF method. The unit cell used periodic boundary conditions 
to simulate the bubble train. The calculated heat transfer matched well with a mechanistic 
model of the form given by Wadekar and Kenning (1990), upon using a developing flow 
heat transfer assumption in the slug region. The mechanistic model is given in Equation 
(2.17), where Nudeveloping is the developing Nusselt number based on the slug length. This 
model requires a closure equation for the slug length as function of quality, which is used 
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    (2.17) 
As can be observed in the repeating unit cell models, there is a close relation 
between the hydrodynamics and heat transfer. This is because of the effect of local flow 
parameters, such as slug velocity, bubble velocity and bubble length, on the heat transfer 
coefficient. Almost all the models have resorted to some kind of an empirical closure or an 
additional assumption about local flow dynamics to solve the resulting set of equations. A 
comprehensive study about the relevant parameters of intermittent flow was conducted by 
Kreutzer et al. (2005), in the context of chemical reactors utilizing capillary tubes. They 
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summarized the flow regimes observed in microchannels, primarily slug and annular flows, 
and the models used for the film thickness, bubble and slug length and pressure drop across 
a single bubble. 
2.3.3 Dynamic Bubble Train Models 
These models simulate the overall bubble train where the heat transfer and 
hydrodynamics of the first bubble is transmitted to the rest of the bubbles. In the repeating 
unit cell models, the focus is on a single unit cell, while in the overall bubble train models, 
the unit cells are coupled to each other and the transient interaction is taken into account. 
Nydal and Banerjee (1996) developed a Lagrangian dynamic model that tracks bubbles 
and slugs for 50-mm diameter pipe to understand slug behavior in a piping system for oil 
and gas applications. Momentum and mass conservation are applied for each unit cell 
enabling the interaction between them. The overall system of equations was solved 
simultaneously at each time step. The model also considers bubble coalescence. Because 
of the transient modeling, pressure oscillations were observed in the bubbles, consistent 
with experimental data. 
 Renault (2007) also proposed a Lagrangian slug tracking method to model the 
hydrodynamics of adiabatic intermittent flow in horizontal and vertical macrochannels, 
which can also be used for microchannels. It is based on the two-fluid model, which 
consists of using conservation equations for the gas and liquid phases separately.  The 
model also includes wave fronts and interfaces with minimal numerical diffusion, and can 
also capture the transition between stratified and slug flows. 
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 Rodrigues (2009) also developed a transient Lagrangian slug tracking method for 
air-water flows. Similar to Nydal and Banerjee (1996), momentum and mass conservation 
where applied to each unit cell. In this model the slugs could carry entrained gas bubbles 
and the bubbles are compressible, allowing them to expand and contract depending on the 
local pressure. Perea Medina et al. (2015) extended the Rodrigues (2009) model to include 
heat transfer without phase change to predict experimental air-water data in a 52-mm tube. 
Energy, mass and momentum balances are applied for each unit cell. Heat transfer in the 
bubble was accounted for by considering a 1-D resistance network between the intermittent 
flow, wall material and coupling fluid on the outer surface. Single-phase correlations for 
heat transfer are used in the liquid slug and the film surrounding the vapor bubble. Similar 
studies have been based on the Perea Medina et al. (2015) model to investigate the effect 
of bubble injection frequency, hydrate layer formation on the wall, and cell-to-cell heat 
transfer (Bassani et al., 2012; Bassani et al., 2016; Bassani et al., 2017). Equation (2.18) 
shows an example of the control volume equation written for a slug in a unit cell, where  
is the inclination angle of the tube and Rs,j and Rb,j are the gas fraction in the slug and film 
surrounding the bubble, respectively. The transient change of slug velocity is related to the 
pressures of the two consecutive bubbles, gravitational head and the shear stresses in the 
bubble and slug regions. 
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 Ganapathy et al. (2011) used CFD with the phase field method to study the 
hydrodynamics of Taylor bubbles in microchannels. They used a 2-D computational 
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domain with an injection port to simulate the Taylor bubble train in a horizontal channel. 
This model was later used to simulate the full quality range during the condensation of 
R134a in a 2-D computational domain with a hydraulic diameter of 0.1 mm (Ganapathy et 
al., 2013). The model captured the annular, transition and intermittent flow regimes. They 
reported pressure oscillations of various magnitudes associated with the intermittent nature 
of the flow field. They also noted the intensive computational demands of modeling the 
overall bubble train, even though a 2-D computational domain was used. 
 Chen et al. (2014) used the CFD-VOF method to model the condensation of FC-72 
in a 1-mm square microchannel. Because of the use of the VOF method, the model was 
able to capture the transition from the annular flow regime to the intermittent flow regime 
through the necking phenomenon. They noted that it was extremely challenging to get 
quantitative heat transfer data due to the computational requirements that are needed to 
capture the thin film at the wall. Wu and Li (2018) used an approach similar to that of 
Ganapathy et al. (2013) to model the condensation of R32 in a circular microchannel of 
Dh = 0.1 mm. They used the CFD-VOF method on a 2-D computational domain, combined 
with the Lee (1980) formulation for the phase change source term, in the simulations. 
Annular, injection (necking leading to bubble injection), intermittent (or slug), and bubbly 
flow were considered. They observed severe oscillations in the local heat flux and pressure, 
specifically in injection and intermittent flows, despite time averaging. No comparison with 
experimental heat transfer data was presented. Nasrfard et al. (2019) also used the CFD-
VOF method to simulate the intermittent flow of air and water in a 54-mm tube using a 3-
D computational domain A high degree of stratification was observed in the Taylor 
bubbles. The slug length was constant over a wide range of conditions, while the bubble 
 48 
length varied with the gas superficial velocity. This suggests that as the gas velocity 
changes, it affects the local hydrodynamics around the bubble leading it to elongate or 
shrink along its length. While the tube considered is 14.4 m long, it was observed that at 
most 2 - 3 bubbles existed along the length, suggesting that elongated bubbles cover almost 
the full length of the tube. 
Additional information on using numerical and CFD methods to model the 
intermittent flow regime is presented by Talimi et al. (2012). In general, two approaches 
are used to simulate the overall bubble train, Lagrangian unit cell tracking and CFD–VOF. 
The CFD type studies that were used to investigate intermittent flow noted the substantial 
computational power needed to simulate the full bubble train, even in a 2-D computational 
domain, with few Taylor bubbles. The other studies that coupled the unit cells to model the 
over bubble train, i.e., Lagrangian bubble tracking methods, have only included at most 
heat transfer with no phase change. As such, there is still a need to understand how phase 
change affects the dynamics of the train. 
2.3.4 Summary of Intermittent Flow Models 
An important distinction between the approaches to model intermittent flow is 
whether they are based on a single unit cell or the overall bubble train. While modeling a 
repeating unit cell can reduce the computational complexity, there are some important 
aspects that are not addressed unless the bubbles in the ensemble are coupled. Figure 2.6 
shows the pressure of a single Taylor bubble flowing through a tube, obtained using a CFD-
VOF simulation (Kreutzer et al., 2005). The pressure profile has a sharp drop due to the 
sudden expansion that happens between the liquid in the film and in the slug. There is a 
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negative gradient in the slopes at the front and the end due to the frictional losses in the 
bubble and slug, respectively. Figure 2.7 shows the typical wall shear stress, pressure 
profile and heat flux from simulations of the overall bubble train (Ganapathy et al., 2013; 
Wu and Li, 2018). The distinctive feature of such plots is the oscillations in the pressure 
field that affect the local condensing heat flux. Such oscillations are due to the injection 
process of the bubble in addition to the compressibility of the bubbles. This pressure 
oscillation has been observed in other studies of adiabatic and condensing flows when the 
overall bubble train is modeled (Nydal and Banerjee, 1996). 
Based on the repeating unit cell model, an extremely important parameter in the 
intermittent flow modeling is the bubble and slug hydrodynamics. The model proposed by 
Garimella et al. (2002), reduces the pressure drop calculation to a set of equations relating 
the bubble, film, and slug velocities and film thickness. The slug velocity can be related to 
local phase velocity, while the film velocity can be determined from the laminar 
 
Figure 2.6: Pressure profile of a single bubble (Kreutzer et al., 2005) 
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assumption due to its very thin geometry. A mass balance can be done at the bubble nose, 
which relates the film thickness to the local velocities. An added relation between the 
bubble nose speed and the adjacent slug will provide the necessary closure for film 
thickness. The bubble nose-to-slug velocity ratio is a critical relation for modeling 
intermittent flow. Several studies have tried to determine this ratio using analytical, 
computational and experimental techniques. Bretherton (1961) determined this ratio in the 
limit of Ca → 0. Both, Dukler and Hubbard (1975), using a kinematic model,  and Suo and 
Griffith (1964), using experiments, determined that Ub/Us → 1.2. Garimella et al. (2002) 
used Ub/Us → 1.2 to model pressure drop during condensation in microchannels. He et al. 
(2010) determined this ratio also to be 1.2 from CFD simulations of adiabatic flow. To 
compare the different models of the bubble-to-slug velocity ratio, a case study of a 
saturated mixture of R134a in minichannel of diameter 1.55 mm, G = 100 kg m-2 s-1 and 
Tsat = 30
oC is considered. The velocity ratio of the different models for a range of Ca 
numbers is shown in Figure 2.8. In the Suo and Griffith (1964) data, 1.1  Ub/Us  1.3 and 
Ub/Us → 1.2 at high Ca number. While the Bretherton (1961) model matches the 
 
Figure 2.7: Left: Oscillations in wall shear stress and heat flux (Wu and Li, 
2018)); right: oscillations in pressure field (Ganapathy et al., 2013) 
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experiments as Ca → 0, it diverges as Ca number increases. It should be noted that the 
Bretherton (1961) model is based on a single bubble flowing in a tube, while the other 
studies are based on modeling and experimentation of bubbles in an overall bubble train. 
This suggests that Ub/Us = 1.2 is the more relevant and physically based estimate of this 
ratio. 
Finally, almost all the unit cell-based models need an empirical closure equation 
that is determined experimentally. This closure model is typically given as an equation that 
couples the frequency of bubble injection, slug length or unit cell length to the local or 
volumetric quality. Single bubble-based models are not capable of capturing the total effect 
of phase change, although they are useful in understanding some hydrodynamic aspects 
such as the bubble nose-to-slug ratio. The overall bubble train models still require an initial 
bubble length or bubble injection frequency; however, this need not be a function of local 
 
Figure 2.8: Comparison of the predictions of different bubble-to-slug velocity 
models as a function of Ca number 
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quality, because the progression of the bubbles will be solved automatically as a result of 
the system of equations. A summary of the different studies on intermittent flow modeling 
is presented in Table 2.2.  
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• limit of Ca number goes to zero 
• No inertia 
• Axisymmetric bubble 
• laminar liquid and gas 











• includes surface tension 
• formation of meniscus in 
corners 
• obtains bubble profile in non-
axisymmetric capillaries 
Taha and Cui 
(2004) 





• used CFD VOF method for 
simulations 
• 2-D symmetrical domain 
• Determined local velocity field 
in bubble and liquid slug 











• assumed a stagnant liquid layer 
in the slug, with same thickness 
as film surrounding the bubble 
• 1-D transient heat conduction 
through liquid film 
• laminar liquid and gas 
Rattner and 
Garimella (2018) 








• 2-D axisymmetric modeling 
• uniform film thickness 
• no gravity (vertical flow) 
• repeating boundary conditions 
• evaporation phase change 
included 
• easily adapted for falling-film 
condensation 
Dukler and 











• includes a model for the slug-
to-bubble velocity 
• momentum and mass balance 
conservation applied for the 
film, bubble and slug 
• experimental closure model 
used for bubble injection 
frequency 











• divided the unit cell to film, 
bubble and slug 
• bubble has stratified profile 
• momentum and mass 
conservation equations are 
written per unit cell 
Garimella et al. 
(2002) 













• divided the unit cell to film, 
bubble and slug 
• used to calculate the pressure 
drop in intermittent flow 
 
 54 








Major Model Aspects 













• divided the unit cell to film, 
bubble and slug 
• used to calculate pressure drop 
in intermittent flow 
• phase change heat transfer in 
the bubble driven by 
conduction in thin film 











• flow divided to unit cells, each 
made from bubble, film and 
slug 
• unit cells coupled by mass and 
momentum conservation 
• transient model 









• flow divided to unit cells, each 
made from bubble, film and 
slug 
• unit cells coupled by mass and 
momentum conservation 
• transient model 
• 1-D heat conduction in the 
liquid film 
• Single-phase heat transfer in 
liquid film 
Chen et al. 
(2014) 





• modeled full condensation 
range 
• 2-D domain 
• ability to capture flow regime 
change from annular to 
intermittent 
• Modeled injection and necking 
phenomenon 
• no quantitative heat transfer 
data 
Ganapathy et al. 
(2011) 





• 2-D domain 
• pressure oscillations observed 
due to the injection 
phenomenon 
2.4 Conclusions 
An overview of the literature on microchannel condensation heat transfer in different 
flow regimes was presented. The dominant flow regimes in microchannel condensation are 
intermittent and annular flow; therefore, most of the analytical and numerical models are 
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based on these regimes. The annular flow regime covers a wider quality range, and there 
is a wealth of models based on this morphology. Considerably less attention has been given 
to condensation in intermittent flow regimes. 
Analytical models with closed form solutions, analytical first-principles models, 
reduced-order CFD models, and full CFD-VOF models have been used for annular flow 
condensation. The dominant effects in microchannels are surface tension, interfacial shear, 
frictional pressure gradient, and to a lesser extent, gravity. Other effects, such as 
momentum, inertial and turbulent effects become important under certain conditions 
(depending on the working fluid and operating conditions). As more physical effects are 
included in a model, computational complexity increases, and special numerical solvers 
are needed. CFD-VOF models are computationally intensive and are still undergoing 
research to develop non-empirical phase-change models.  Therefore, analytical models are 
useful for condenser design, even though they can cover a lesser range of physical 
conditions. These analytical models, however, are almost exclusively developed for 
specific channel geometry. 
Intermittent flow models have mostly addressed adiabatic flow conditions; however, 
useful results from these studies (e.g., bubble-to-slug velocity ratio, film thickness) are 
applicable to condensing flows. Single-bubble, repeating unit cell, and overall bubble train 
modeling approaches have been used. In first principles models for condensing flow, heat 
transfer is evaluated as a weighted average of slug and bubble heat transfer contributions; 
however, a closure model is needed to relate the local quality to the slug/bubble/unit cell 
length. CFD-VOF methods to model intermittent flow are computationally intensive even 
with few bubbles in the computational domain. Important differences can exist between 
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single bubble or repeating unit cell and overall bubble train models, especially in the 
pressure fields that ensue in a bubble train due to bubble compressibility and injection 
phenomena. Lagrangian intermittent bubble train models have typically included only 
hydrodynamic effects, or at most heat transfer without phase change.  
Based on this review, several aspects of internal forced convective condensation in 
microchannels need further research. While in the annular regime, the CFD-VOF models 
can simulate heat transfer across a wide range of operating conditions, models in the 
literature still require empirical tuning of the phase-change source term to the specific 
experimental conditions. Therefore, a methodology that primarily depends on an 
understanding of the underlying phenomena would reduce the empiricism. The CFD-VOF 
models are computationally intensive, require high performance computers for their 
solvers, and time-consuming.  Analytical models can provide an adequate option at 
conditions of relevance to microchannel condensation in compact thermal systems. The 
available analytical models, however, are shape specific; therefore, there is a need for the 
development of a versatile analytical model that can work for various geometries. 
Similarly, CFD-VOF models can be used to simulate the overall bubble train during the 
intermittent flow regime in condensation; however, several studies have noted the high 
computational needs of such approaches. An accurate and low computational cost 
alternative is the Lagrangian bubble tracking modeling of the bubble train. The available 
Lagrangian models have only considered heat transfer without phase change. A Lagrangian 
scheme that includes phase-change heat transfer is required. Such a model can have several 
applications, ranging from modeling of heat transfer in intermittent flow condensation, to 
modeling bubble-slug flows in reacting micro chemical plants and microfluidics. 
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The present study therefore proposes an analytical annular-flow-based model that 
addresses the limitations of the models in the literature, and is also applicable to different 
geometries. A Lagrangian bubble tracking model that includes phase change for 
intermittent flow is also developed. 
  
 58 
CHAPTER 3. ANALYTICAL MODELING OF LAMINAR 
ANNULAR FLOW CONDENSATION 
3.1 Introduction 
Based on the gaps in the literature identified earlier in Chapter 2, a new laminar film 
condensation model for annular flow that can be applied to microchannels of a variety of 
shapes, symmetric about the central vertical plane, is developed here. The model is based 
on previous studies in the literature such as Zhao and Liao (2002) and Wang and Rose 
(2005). It uses a single governing equation over the entire perimeter, unlike previous 
studies that patch different equations applied to different sections of the channel. It includes 
the effects of interfacial shear stress, vapor core pressure gradient, surface tension and 
gravity. The model is developed and applied to circular, rectangular, square, trapezoidal, 
triangular, and elliptical channels and its predictions are compared with data from the 
literature. 
3.2 Model Development 
The model is first derived for a microchannel with a circular cross section. It is then 
extended to an arbitrary shaped microchannel using the wall local radius of curvature and 
the wall curvilinear length coordinate. 
3.2.1 Circular Cross Section 
Figure 3.1 shows a channel with the coordinate systems defined. The following 
assumptions are made: 
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• Steady state 
• Annular flow regime throughout the condensation process 
• Laminar film condensate 
• Momentum and mass fluxes in liquid film neglected in a manner consistent with 
Nusselt film condensation theory (Nusselt, 1916) 
• Condensate flow in the azimuthal direction always tangential to the wall 
• Gravity vector component that drives the flow is in a direction tangential to the 
channel wall 
• Surface tension effects in the flow direction negligible compared to the transverse 
direction 
• Turbulent vapor core 
• Liquid velocity at interface negligible compared to vapor average velocity 
• Viscous dissipation in liquid and vapor domains neglected 
• Heat transfer in liquid film through conduction in radial direction 
 
Figure 3.1: Circular channel showing condensing film and a differential element 
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• Wall heat flux perpendicular to channel wall; film growth also perpendicular to 
channel wall 
• 1-D flow in vapor core 
• Vapor temperature constant at saturation temperature throughout condensation 
process 
• Vapor pressure is a function of the axial location, independent of the radial or 
azimuthal direction (well mixed)  
• Constant wall temperature 
• Pressure in the liquid film does not vary in the radial direction 
• Negligible interfacial mass transfer resistance 
The first step is deriving the mass conservation equation in the liquid film. Because this 
is a circular channel, the polar coordinate system is used. The liquid film is lumped in the 
radial direction; therefore, only two mass fluxes are present - azimuthal and axial – in the 
continuity equation. The two mass fluxes balance the condensing mass flux at the interface. 










 = + 
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  (3.1) 
Equation (3.2) shows the balance written in terms of the local velocities. This form 
of the equation is somewhat different from that of Wang and Rose (2005), especially in the 
axial term (mz), and by having rin in the denominator of both mz and m’. Using an overall 
mass balance on the microchannel, it can be shown that Equation (3.2) represents 
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    (3.2) 
The velocity profiles in the axial direction, v, and in the azimuthal direction, u, are 
determined from the Navier-Stokes equations under the Nusselt theory assumptions, in a 
fashion similar to that employed by Zhao and Liao (2002) and Wang and Rose (2005). The 
resulting velocity profiles are given by Equations (3.3) and (3.4) . These velocity profiles 
are obtained by using the boundary conditions in Equation (3.5). The energy balance at the 
interface is given by Equation (3.6). 
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The thin condensate film is assumed to be laminar; thus, the main mode of heat 
transfer in the film is through conduction in the radial direction. The energy equation in the 
liquid film is given by Equation (3.7). Using Equation (3.7), the heat flux at the interface 
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  (3.8) 
The relationship between the interface and the wall heat flux is given by Equation 
(3.9). In addition to relating the wall to the interface heat flux, this can be used in case a 









 =   (3.9) 
Substituting the velocity profiles given by Equations (3.3) and (3.4) into the 
continuity equation and integrating yields the right-hand side of Equation (3.10), the 
governing equation for the film thickness distribution. The left-hand side results from 
solving the energy equation, Equation (3.6), for the interface mass flux. It should be noted 
that the equation is written in terms of rw and rin; however, these are related to the film 
thickness, , through Equation (3.11). The complementary functions shown in Equation 
(3.10), are given by Equations (3.12) through (3.15). 
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The pressure gradient in the azimuthal direction is caused by the variation of the 
interface radius of curvature, which gives rise to the surface tension induced flow. The 







− = − = −   (3.16) 
Surface tension effects due to the variation of the axial radius of curvature (second 
radius of curvature) are neglected compared to the transverse radius of curvature. This is a 
valid assumption as long as the flow regime is “deep” in the annular flow; as the flow 
approaches the transitional flow regime, this assumption is no longer valid. 
Taking the derivative of Equation (3.16) in the azimuthal direction, the pressure in 
the liquid can be related to the interface curvature by Equation (3.17), which is calculated 
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Combining Equations (3.17) and (3.8) with Equation (3.10), the film thickness 
distribution is obtained for a constant wall temperature and given by Equation (3.19). 
Equation (3.19) includes the effects of gravity, surface tension, interfacial shear and vapor 
pressure gradient on the film thickness distribution for the constant wall temperature 
condition in a circular microchannel.  
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The condensate film equation is also coupled to the vapor momentum and 
continuity balances. No energy equation is included for the vapor core, since it is assumed 
to remain at a constant saturation temperature (evaluated at the inlet pressure). The vapor 
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The interfacial shear stress is calculated according to Equation (3.22). The friction 
factor is calculated using the Churchill (1977b) equation, taking transpiration at the 
interface into account as is done in similar laminar annular film condensation studies 
(Wang and Rose, 2005; Nebuloni and Thome, 2010). The model is given by Equations 
(3.23) to (3.28). 
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Equation (3.19) is a fourth-order differential equation in ; thus, four boundary 
conditions are needed in this direction. Because the channel is symmetric, the first 
boundary condition is given by Equation (3.29) (symmetry of the film thickness). 







  (3.29) 
Using Equation (3.11), this can be recast in terms of the interfacial radius as given 
in Equation (3.30). This version is used since the governing equation is solved in terms of 
rw and rin rather than rw and . 
 0 at =0, =





  (3.30) 
Referring to Equation (3.10), the second boundary condition is applied on the 
surface tension induced liquid pressure at the boundaries of the domain. Because of 
symmetry, it can be assumed that at the top and the bottom of the channel, there is a hard 
wall (no-penetration boundary condition). Physically, this implies that the pressure 
gradient in the  direction is zero; this is given in Equation (3.31). Using Equation (3.17), 
Equation (3.31) can be recast as Equation (3.32). 
 0 at =0, =





  (3.31) 







  (3.32) 
 It should be noted that this boundary condition is different from the one reported in 
Zhao and Liao (2002), Wang and Rose (2005) and Wu et al. (2009). They assumed, due to 
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symmetry, that the third derivative of the thin liquid film is zero. It can be shown in a 
Cartesian coordinate system that 
𝜕𝐾
𝜕𝑥
 ≈  
𝜕3𝛿
𝜕𝑥3
 =  0 under certain simplifying 
approximations; however, for a polar coordinate system, this is not straight forward. 
Because of symmetry, mathematically, the third derivative of the film thickness is equal to 
zero; however, it was observed that enforcing this boundary condition requires a very fine 
mesh. On the other hand, enforcing Equation (3.32) was more physical because it implies 
there is no azimuthal flow into or out of the vertical diameter line bisecting the tube cross 
section, due to symmetry, at the top and bottom of the channel.  
The boundary conditions in the axial direction are given by Equation (3.33), which 
applies to the inlet film thickness and the inlet pressure gradient. The inlet pressure gradient 
is calculated by assuming there is an adiabatic section before condensation starts, where 
only saturated vapor flows and the pressure gradient balances the shear stress at the walls. 
 0
0





    (3.33) 
This model is developed to solve the condensate film distribution in circular 
channels based on the models developed by Zhao and Liao (2002) and Wu et al. (2009), 
who derived a similar version using the Cartesian coordinates. Wang and Rose (2005) 
derived a polar version similar to the proposed model. Mathematical differences between 
this and the work of Wang and Rose (2005) exist, especially in Equations (3.2), (3.3), (3.5)
, (3.12), (3.13), (3.19) and (3.32). The differences are mainly in the azimuthal terms of the 
governing equation and boundary conditions. 
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3.2.2 Arbitrarily-shaped Symmetric Channels 
The previous model was developed for a circular microchannel. The following 
procedure is used to generalize the governing equation to an arbitrary cross section 
symmetric about the plane defined by  = 0, starting from the circular cross section. 
3.2.2.1 Gravity term 
For an arbitrarily shaped microchannel in which the assumptions stated above 
apply, condensate flow due to gravity is assumed to be in the direction of the wall tangent. 
Gravity is one of the driving forces for the condensate flow in the azimuthal direction, the 
other being surface tension. For the circular cross section, the local projection of the gravity 
vector along the tangent is given by Equation (3.34). Pg() is the projection of the gravity 
vector into the local wall tangent. 
 ( ) ( )sint gg gP g = =   (3.34) 
In the case of a circular cross section, the channel has a constant wall radius; thus, 
rw = R. Consider a general wall shape, given by rw = rw().  In this case, the gravity 
projection is given by Equation (3.35), which provides the projection of the gravity vector 
along a general wall curvature as a function of the azimuthal angle.  
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3.2.2.2 Local coordinate system 
Instead of using a Cartesian coordinate system as used in Zhao and Liao (2002) and 
Wu et al. (2009) or polar coordinate system as in Wang and Rose (2005), the governing 
equation is recast in terms of a local curvilinear system, formed by the curvilinear 
coordinate s along the wall and the local wall radius of curvature rcw. Figure 3.2 shows a 
schematic of the curvilinear coordinate s and local wall radius of curvature, the Cartesian 
and polar coordinate systems.  
In addition to the curvilinear coordinate and the local radius of curvature, the 
tangential angle is also defined. Figure 3.3 shows the three variables. The relationship 







  (3.36) 
 
Figure 3.2: Different coordinate reference frames used for condensation; 
Cartesian, polar and local curvilinear 
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For a circle with a constant radius of curvature, Equation (3.36) reduces to 
Rd = ds, where the tangential angle is equal to the azimuthal angle. Considering this, the 
generalization of Equation (3.19) from a circular shape to an arbitrary shape is done by 
replacing the azimuthal angle with the more general tangential angle. However, calculating 
the variation of parameters with respect to the tangential angle is numerically unstable; 
therefore, in Equation (3.19), the transformation shown in Equation (3.37) is used. Instead 
of the tangential angle, the radius of curvature and the curvilinear coordinate differential 






 →  =   (3.37) 
Another important aspect of the generalization procedure is the local heat flux 
direction at the wall. The heat flux is always defined as perpendicular to the wall. This 
implies that as the vapor condenses, the film grows in the direction of the heat flux, i.e., 
 
Figure 3.3: Tangential angle, radius of curvature and arc length; the differential 




perpendicular to the wall. Moreover, the tangential velocity, u, is always tangent to the wall 
no matter the orientation (if annular flow with thin film is assumed), i.e., it is perpendicular 
to the wall normal vector and subsequently normal to the local radius of curvature. In light 
of these observations and assumptions, instead of using the polar rw  and rin  that are 
directed from the reference origin, the local radius of curvature of the wall and the local 
interfacial radius are used.  Thus, the definition of the film thickness given in Equation 
(3.11) is now modified to Equation (3.38). Figure 3.4 clarifies the differences between 
these radii. 
 ,cw in lr r = −   (3.38) 
It should be noted that rin and rin,l can be omitted from the equations in favor of 
using , but are retained for ease of computation. Also by using rcw, the film thickness is 
now defined along the direction that is locally perpendicular to the wall as assumed. 
Combining Equations (3.35), (3.37) and (3.38) with Equation (3.19), the general 
governing equation for film condensation in a microchannel is obtained, as shown in 
Equation (3.39). 
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(3.39) 
Although the gravitational projection term is written as a function of , there exists 
a one-to-one mapping between  and s, i.e., any given location on the wall defined by 
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length s can also be determined by a unique value of . It can be shown that when the wall 
radius of curvature is constant (i.e., a circular cross section), Equation (3.39) reduces to 
Equation (3.19). In addition, it can be shown that in the limit when the wall radius of 
curvature tends to infinity (i.e., condensation on flat surface), this equation reduces to the 
Cartesian condensation equation given in Wang and Rose (2005). This derivation is shown 
in Appendix A. 
3.2.2.3 Interface radius of curvature  
In this local reference frame (defined by s and rcw), evaluating the curvature of the 
vapor-liquid interface is challenging. For any curve, its radius of curvature is independent 
of the reference frame used to quantify it, and is exclusively a property of the curve. 
Therefore, Equation (3.18) is used for the calculation of the curvature of the interfacial area 
with respect to the central polar reference frame. However, because now rw and rin are not 
aligned, the film thickness , is projected along rw, to get a new interface radius, rin,c. This 
 
Figure 3.4: Part of a square channel showing the radii used in the model, film 
thickness and the projected film thickness, wall radii in blue and interface radii 
in red 
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rin,c is now used in Equation (3.18) to calculate the interface curvature. The cosine of the 
projection angle between  and rw, , is given by Equation (3.40). rin,c is given by Equation 
(3.41). These parameters are shown in Figure 3.4. 
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The heat transfer coefficient is calculated based on the film thickness, ; however, 
the projected film thickness, proj, is used in the geometric reconstruction of the interface 
(Equation (3.41)) to calculate the interfacial curvature, which in turn induces a pressure 
gradient due to surface tension.  
3.2.2.4 Wall radius of curvature  
For an arbitrarily shaped microchannel, where the channel wall profile is defined 
by rw = rw(), the local wall radius of curvature can be easily calculated through Equation 
(3.18) to be used in Equation (3.39). This, however, becomes problematic for shapes where 
the wall radius of curvature is undefined, such as straight lines. Thus, channels with flat 
walls, such as squares, rectangles and triangles pose a numerical issue. For flat walls, the 
radius of curvature is infinity (undefined). Numerically, this can be approximated by 
assuming a large radius of curvature. This introduces a problem for closed shapes that have 
flat surfaces, a square for instance, versus flat surfaces that are infinitely long: in the limit 
of full condensation in channels, the interfacial perimeter tends to zero (since the vapor 
will condense completely). Therefore, a suitable radius of curvature must be found. 
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Another important consideration is that the integration of the governing film equation, 
Equation (3.39), is done over the wall coordinate, s, with integration limits being zero to 
the channel perimeter value (or half perimeter because of symmetry). Keeping these in 
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In other words, the radius of curvature of a flat surface is defined to be its length 
divided by the angle it subtends from the origin. The condensate film is still thinner than 
this radius; thus, the thin film approximation is still valid. (If the film thickness is of the 
same order of magnitude as the radius of curvature, the model will not work.) The radius 
of curvature for flat surfaces can be defined in other mathematically rigorous methods; 
however, this method is simple, physically intuitive, numerically efficient, consistent, and 
stable.  
The sharp corners in a square shape are not addressed independently from the flat 
surfaces; rather, they are considered part of either the horizontal or vertical wall. The finer 
the mesh, the better the profile is represented. Finally, the model is simulated by solving 
Equations (3.39), (3.20), (3.21) and (3.18) simultaneously.  
3.2.3 Heat Transfer Coefficient 
The local heat transfer coefficient is calculated according to Equation (3.43). The 
cross-sectional average of the heat transfer coefficient is given by Equation (3.44). The 






























  (3.44) 
3.3 Numerical Solution  
The coupled system of equations was solved numerically. The equations are 
discretized using the finite volume method (flux-based solver). The solver was developed 
using C++. The solver was initially developed in MATLAB®; however, it was observed 
that switching it to C++ would decrease the computational time by a factor of  10. It has 
been reported in the literature that the use of C++ can yield faster performance compared 
to MATLAB® (Ennis et al., 2018). The solution flow chart is shown in Figure 3.5. First, 
the local condensing mass flux and interface heat flux are calculated according to Equations 
(3.6) and (3.8), respectively. The vapor velocity is then calculated according to Equation 
(3.20), in addition to the shear stress, using Equation (3.22). These two parameters are then 
used to estimate the vapor pressure gradient using Equation (3.21). The gravitational 
projection is calculated using Equation (3.35). The interface curvature is calculated 
according to Equation (3.18), and its gradient according to Equation (3.17). The vapor 
gradient, shear stress, gravitational projection, and curvature gradient are then used to 
calculate an updated film thickness distribution using Equation (3.39). If the updated film 
thickness distribution is within the tolerance of the distribution used to predict the initial 
interface heat flux, then a converged solution is reached, else the process is repeated using 
the newly calculated film thickness distribution using Equation (3.39). It should be noted 
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that the model is developed for steady state conditions; however, a “transient” term is added 
to Equation (3.39), to facilitate the numerical solution using the explicit method. This term 
is a numerical iterator rather than a parameter that models true transient behavior. At 
“steady state” this term is zero; thus, it has no effect on the result once the solution is 
converged. Two convergence criteria were imposed on the numerical simulation. The first 
is on the relative growth of the film thickness from one iteration to another, given by 
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  (3.46) 
Equation (3.46) is a measure of how far the current solution is from “steady state”, and 
provides an estimate of the fraction of the wall heat flux that is going towards the 
“transient” growth of the film. Ideally, this fraction should be zero. Both convergence 
criteria are satisfied simultaneously. In addition, an overall mass and energy balance is 
done over the whole channel to check if convergence and conservation of mass and energy 
are achieved.  
Two different mesh independency studies were conducted, one on a continuously 
varying channel profile (vertical ellipse), and the other on a shape with four corners 
(horizontal rectangle). The operating conditions in both cases are R134a condensing at 
G = 500 kg m-2 s-1, Tsat = 50C, with ΔT = 6 K. The major axis for the ellipse and the longer 
side for the rectangle are 1.5 mm, while the other is 1 mm. Figure 3.6 shows the grid 
dependence results for the rectangle. To numerically investigate the effect of the axial step 
size on the predicted heat transfer coefficients, a fixed number of azimuthal elements (n 
= 60) is considered. Decreasing the axial step size from 1 mm to 0.1 mm changed the heat 
transfer coefficient by an Average Absolute Deviation (AAD) of 0.3% (< 2% criteria) over 
the simulated quality range; therefore, an axial step size of 1 mm is sufficient for the 
simulations. Upon increasing the number of azimuthal elements, the heat transfer 
coefficient versus quality curve converges further because it represents the channel cross 
sectional profile with a finer resolution.  For n  = 60, 80, 100, and 110, the AADs 
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compared to the n  = 120 case are 4.0%, 1.7%, 0.8%, and 0.4%, respectively. Therefore, 
80 azimuthal elements can be used with minimal loss in accuracy. In the actual simulations, 
an axial step size of 0.1 mm and n = 120 elements are used as a conservative measure, 
which requires  173 hours of computational time. For the ellipse (Figure 3.7), it was 
observed that using n = 30, and axial time step of 1 mm has an AAD of 0.3% when 
compared with the case of n = 30 and an axial time step of 0.1 mm; therefore an axial step 
of 1 mm can be used. Similarly, the AAD between the case of n = 30, axial step of 0.1 mm, 
and that of n = 60 and axial step of 0.1 mm is 1.5%. Based on these findings, n = 60 and 
an axial step of 0.1 mm are used in the simulations, requiring a computational time of  70 
hours. 
 
Figure 3.6: Mesh independence for a geometric shape with four corners 
(horizontal rectangle) with different axial and azimuthal grid 
elements 
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3.4 Results  
Simulations are run for condensation of R134a in circular and square microchannels 
with hydraulic diameters of 1 mm. The saturation temperature considered is 50C with a 
wall subcooling of 6 K at a mass flux of 500 kg m-2 s-1. These operating conditions were 
reported in Wang and Rose (2006). Some authors (Da Riva et al., 2012) have reported that 
for circular and square channels of hydraulic diameters of 1 mm, models that include 
turbulent effects can better predict the film thickness distribution at relatively high mass 
fluxes (G >  100 – 200 kg m-2 s-1). Given these findings, it is expected that the underlying 
assumptions of the present model will predict the condensation process better at the lower 
mass fluxes. The results reported here are at operating conditions typically found in the 
 
Figure 3.7: Mesh independence for a geometric shape with continuous profile 
(vertical ellipse) at different axial and azimuthal grid elements 
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literature, to facilitate comparison with the predictions of the present model (Wang and 
Rose, 2006). 
3.4.1 Circular Channel 
The progression of the interface in a circular cross-sectional channel is shown next. 
Figure 3.8 shows the vapor-liquid interface at different qualities as the flow condenses in 
the 600-mm long channel. As the condensate inventory increases due to condensation, it 
tends to accumulate at the bottom of the channel because of gravity. This effect leads to 
thinning of the film at the top and thickening at the bottom. This represents a gradual 
 
Figure 3.8: Progression of the interface as the quality decreases in the channel 
due to condensation 
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transition from annular flow to stratified annular. Figure 3.9 shows the film thickness 
values, as defined by Equation (3.38). Due to gravity, the film thickness is expected to be 
the thickest at the bottom; however, it is not the thinnest at the top of the channel. Because 
of surface tension, the change in interface curvature from the top to the bottom of the 
channel causes the minimum film thickness to be located at 50 to 100 from the channel 
top for different qualities. As the quality decreases, this minimum approaches the top of 
the channel.  
Close analysis of the numerical data shows that the location of the minimum 
thickness corresponds to an inflection point in the interface curvature, i.e., where the 
second derivative of the interface curvature, 𝐾 =  
1
𝑟𝑐
, is zero. This is notable because at the 
inflection point, the gradient of the curvature is a maximum. Referring to Equation (3.17), 
a maximum curvature gradient implies a maximum surface tension induced pressure 
gradient in the liquid film. From the velocity profiles, Equation (3.3), which are derived 
from the Navier-Stokes equations, the driving forces in the azimuthal direction are surface 
tension, pressure gradient, and gravity. The wall shear stress is implicitly included through 
the no-slip boundary condition of the velocity at the wall, Equation (3.5). As the pressure 
gradient reaches a maximum, the shear stress increases to a maximum value to balance it 
(since inertial effects are neglected, the wall shear stress balances the surface tension 
pressure gradient and gravity). A high shear stress implies that the liquid “accelerates”, i.e., 
gradient of velocity across the liquid film increases (𝜏~
∆𝑢
𝛿
). This causes the film thickness 
to locally decrease (local thinning) so the gradient of velocity can increase. This trend is 
consistent with the laminar film thickness trends reported in the works of Da Riva and Del 
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Col (2012) and Da Riva et al. (2012). The trends shown in Figure 3.9 are reflected directly 
in the local heat transfer coefficient variation, Figure 3.10.  
The heat transfer coefficient increases from the top of the channel to the point where 
the film thickness assumes a minimum. Because the main mode of heat transfer in the film 
is conduction, the heat transfer coefficient is inversely proportional to the film thickness. 
Studies that include the turbulent effects in the condensate film report that the turbulent 
conductivity plays a major role, in addition to the film thickness, in determining the local 
heat transfer coefficient (Da Riva et al., 2012). At the lower parts of the channel, the heat 
 
Figure 3.9: Film thickness variation with the azimuthal angle for different 
qualities, for a circular channel 
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transfer coefficient decreases until it reaches a minimum at the channel bottom. This is a 
direct effect of the thickening of the film at the bottom due to gravity. 
In addition, it is observed that the maximum heat transfer coefficient moves towards 
the top of the channel as the quality decreases. Again, this is because the minimum film 
thickness moves toward the channel top as the condensate drains at the bottom of the 
channel, a direct effect of interface curvature change because of surface tension. 
  
 
Figure 3.10: Heat transfer coefficient variation with azimuthal angle for 
different qualities, for circular channel  
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3.4.2 Square Channel 
Figure 3.11 shows the shape of the vapor liquid interface inside a square microchannel 
for different qualities. The effect of gravity is less prominent here than in circular channels. 
This is reflected by the fact that even for qualities as low as 0.37, there exists almost a top-
bottom symmetry. For circular channels, the stratification in the film thickness started at 
qualities ~ 0.69. This implies that for square channels, the relative magnitude of surface 
tension forces is much higher than the gravitational force. Another important observation 
is the retention of the liquid condensate at the corners. This phenomenon is known as the 
 
Figure 3.11: Interface progression in square channel 
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“Gregorig Effect” (Gregorig, 1954), and has been reported by multiple investigators in the 
literature (Wang et al., 2004; Wang and Rose, 2005; Nebuloni et al., 2010). This enhances 
the heat transfer in the channel because as the condensate tends to accumulate at the 
corners, it leaves a thin film at the flat surfaces. 
Figure 3.12 shows the film thickness variation with the azimuthal angle. The film is 
relatively thin at the top of the channel. As the angle increases, the film reaches a minimum 
value before the corner. Similar to the circular channel, this is due to an inflection point in 
the interface curvature, present because of an abrupt change in the channel wall. This 
locally increases the pressure gradient in the film, leading to an increase in the shear stress 
and consequently, a thinning of the film. At the corners, the film thickness is the highest. 
It then reaches another minimum (another curvature inflection point after the corner) and 
 
Figure 3.12: Film thickness distribution for a square channel 
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increases slightly after that to another local maximum near the center of the vertical wall. 
The same trends are observed for the lower corner leading down to the channel bottom. As 
the quality decreases, and the condensate retention in the corners increases, the minimum 
film thicknesses observed after the upper corner and before the lower corner approach each 
other where a single minimum thickness is attained somewhere near the middle of the 
vertical wall. This is shown for instance for a quality of 0.51. Below this quality, there is 
only one minimum between the corners. As the quality decreases and more condensate 
forms in the channel, the asymmetry in the film thickness becomes more apparent. The 
relative magnitude of the film thickness at the lower corner becomes higher than that at the 
top corner because of enhanced gravitational effects at lower qualities, as liquid hold up 
increases. The trends reported in the film thickness are similar to the ones reported by 
Wang and Rose (2005). 
Figure 3.13 shows the variation of the heat transfer coefficient along the channel 
walls due to the corresponding variation in film thickness. The heat transfer coefficient has 
a local maximum before and after the corners due to the inflection points mentioned earlier. 
The minimum value is at the corner, where the condensate is the thickest. The asymmetries 
are due to gravitational forces, which tend to retain liquid in the lower part of the channel, 
and become much more prominent as the quality decreases. 
3.4.3 Comparison of the Square and Circular Microchannel Results with the Literature 
Some of the numerical results from the preset study are compared with data from 
the literature. The conditions of the simulations are tailored to those used by other 
investigators in the annular laminar condensation literature on microchannels. 
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3.4.3.1 R134a condensation, comparison with Wang and Rose (2006) results 
Figure 3.14 shows the cross-sectionally averaged heat transfer coefficient for the 
condensation of R134a in square and circular channels for Tsat = 50C, G = 500 kg m
-2s-1 
and T = 6 K. The results are compared with those of Wang and Rose (2006). As shown 
for almost more than half the channel length, the heat transfer coefficient is higher for a 
square channel than for a circular channel. This is because for most of the perimeter of the 
square channel, the film is thinner than for the circular one. This is mainly due to surface 
tension leading to the condensate at the corners pulling the liquid from the center of the flat 
wall, making it thinner. This phenomenon is absent in circular channels. It can also be seen 
 
Figure 3.13: Heat transfer coefficient variation with azimuthal angle 
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that the predictions of the model developed here compare well with the results of Wang 
and Rose (2006).   
3.4.3.2 Propane (R290) and R134a condensation in circular microchannels 
Heat transfer coefficients in circular microchannels (Dh = 1 mm) predicted by the 
present model show good agreement with the experimental data of Toninelli et al. (2017) 
for R134a condensing at Tsat = 40C, G = 100 kg m
-2s-1 and T = 10 K in Figure 3.15. 
Simulations results from the study of Toninelli et al. (2017) are also included since the 
experimental results do not cover the high quality range. Propane condensation results at 
Tsat = 40C, G = 100 kg m
-2s-1 and T = 16.5 K from the present study also compare well 
with their experimental results as shown in Figure 3.15. 
 
Figure 3.14: Comparison of the variation of the average heat transfer 
coefficient as a function of location 
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3.4.3.3 FC-72 and R134a condensation in square microchannels 
The cross-sectionally averaged heat transfer coefficients for the condensation of FC-
72 in square microchannels are compared with the results of Kim and Mudawar (2012a) at 
Tsat = 60C, G = 248 kg m
-2s-1 and T = 6 K. To correspond to their experimental 
conditions, an average wall-to-saturation temperature difference of 6 K, deduced from the 
measured wall temperature profile provided in their study, is used here for the simulations. 
Figure 3.16 shows good agreement between their experimental values and those predicted 
using the present model. Heat transfer coefficients reported by Toninelli et al. (2017) for 
the condensation of R134a in a square microchannel of hydraulic diameter of 1.23 mm at 
Tsat = 40C, G = 100 kg m
-2s-1 and T = 10 K are also compared with the predictions of the 
 




present model  in Figure 3.16. The absolute average deviation (AAD), i.e., percentage error 
between simulation and experiments with respect to the experimental data, is 15%. Part of 
this difference can be attributed to inertial (advection) effects being neglected in the present 
model. A major non-dimensional number governing the applicability of the model is the 
film Reynolds number, Reδ. As Reδ tends to zero, the inertia and momentum fluxes can be 
neglected and the film remains in the laminar region. For the same conditions, FC-72 has 









3.5 Optimization of the Microchannel Cross-Sectional Geometry  
3.5.1 Channel Geometry Specifications 
By only specifying the channel profile in Equation (3.39), the heat transfer coefficient 
and pressure drop in an arbitrary cross-sectional shape can be calculated. The boundary 
conditions consist of the wall radius profile, as a function of the central azimuthal angle rw 
= rw(), in addition to the wall radius of curvature, which can be deduced from the radial 
wall profile. For a straight line, the “radius of curvature” is defined as the length of the 
segment divided by the angle subtended from the origin in radians. Details on defining the 
wall radius of curvature for a straight wall were discussed previously. Figure 3.17 shows 
the reference coordinate system used for an arbitrary geometry. The coordinates are placed 
at the midpoint of the height and width of the channel, because it is symmetric. Equation  
(3.47) shows the wall radius profile, in addition to the defined radius of curvature, for a 
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Equation (3.48) shows the wall profile and equation used to calculate the wall 
radius of curvature for an ellipse. It should be noted that whenever the profile is 
differentiable, the equation for the radius of curvature, given in Equation (3.48), is used. 
For a circle of radius 1 mm, a = b = 0.5  10-3 m, and the radius of curvature reduces to 
rcw = 0.5  10
-3 m.  
 
( )












     0
2





















    
 = +     
     
 
    
+ −     =  
     
 +       
  (3.48) 
 
Figure 3.17: Dimensions and geometric references 
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For a trapezoid, the radial wall profile and the radii of curvature are given by 
Equation (3.49). b is the half height, a is half the bottom base length and a2 is half the top 
segment. A triangle is essentially a trapezoid with a2 = 0. 
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3.5.2 Assessment of Condensation in Different Channel Shapes 
3.5.2.1 Heat Transfer Coefficient 
The model presented above is applied to channels with square, rectangular, 
trapezoid, elliptical and circular cross sections. R134a is chosen as the working fluid at a 
saturation temperature of 50C, mass flux of 500 kg m-2 s-1, wall subcooling of 6 K flowing 
through channels with hydraulic diameter of ~ 1 mm. For the rectangle case, one side is set 
to 1 mm while the other is 1.5 mm, i.e., an aspect ratio (AR) of 1.5. Similarly, the AR 
(major to minor axis) of the ellipses is set to 1.5, with minor axis being 1 mm. This serves 
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to compare the heat transfer performance of same aspect ratio channels, and also provide 
insights into nominally rectangular shapes that, due to manufacturing limitations, have 
rounded corners that result in a continuous wall profile. For the equilateral triangle case, 
the length of the side is set as 1 mm and for the trapezoid, one base is set to 1 mm, the other 
to 1.5 mm and the height is 1 mm. All the simulations are conducted in horizontal tubes. 
Certain shapes can have two configurations, e.g., either the long side of the rectangle or 
ellipse can be aligned with the gravitational vector or the short side. A vertical orientation 
implies that the gravity vector is directed along the major axis of the geometry (i.e., vertical 
rectangle or ellipse) and a horizontal orientation is when the minor axis of the geometry is 
aligned with gravity (i.e., horizontal rectangle or ellipse). Moreover, the trapezoid can have 
the longer base at the bottom or at the top. When the longer side is at the top, it is referred 
to as an inverted trapezoid (similarly for the triangle). It is worth noting that for a 1-mm 
hydraulic diameter square and circular channels, a recent study by Toninelli et al. (2019) 
showed that the laminar assumption is better suited for lower mass fluxes. The operating 
conditions in this study were chosen to facilitate comparison with the published data in the 
literature. In particular, the operating conditions and geometries used are similar to the ones 
found in Nebuloni and Thome (2007) and Wang and Rose (2006), which presented 
condensation in various shapes using a model with assumptions similar to those of the 
present model. The exact dimensions used for each channel shape, along with the resulting 
hydraulic diameter, are given in Table 3.1. 
The cross-sectionally averaged heat transfer coefficients for shapes with corners 
(square, rectangle, trapezoid and triangle) are shown in Figure 3.18, while those for shapes 
with a continuously differential profile (ellipse and circle) are shown in Figure 3.19. 
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Comparison of the heat transfer coefficients with some of the shapes found in Wang and 
Rose (2006) show good agreement.  
The triangular shape has the highest heat transfer coefficient over most of the 
quality range. Because of the lower hydraulic diameter and sharper angles found in the 
triangle, the pulling effect of condensate towards the corners is more prominent when 
compared with a square of similar dimensions. This is consistent with the predictions of 
Nebuloni and Thome (2007) which show that, for square and triangular channels of side 1 
mm, the triangular shape has a higher heat transfer coefficient. Because the surface tension 
effects in the triangle are prominent, gravity has a negligible effect, as evidenced by the 
little difference seen in the heat transfer coefficients in the inverted and standard triangles. 
It was also observed that at the high qualities,  0.8 - 0.9, when the film is still thin, 
variations in interface curvature can cause local thinning of the film thickness, which leads 
to slope variations in the heat transfer coefficient curve at different qualities (in a triangle, 
the corners are sharper and the hydraulic diameter is smaller than for the other shapes, both 
of which enhance the capillary effects).  
Table 3.1: Geometric dimensions of different shapes 
Shape a [mm] a2 [mm] b [mm] Dh [mm] 
Triangle 0.50 0.00 0.43 0.58 
Inverted Triangle 0.00 0.50 0.43 0.58 
Square 0.50 0.50 0.50 1.00 
Vertical Rectangle 0.50 0.50 0.75 1.21 
Horizontal Rectangle 0.75 0.75 0.50 1.21 
Trapezoid 0.75 0.50 0.50 1.10 
Inverted Trapezoid 0.50 0.75 0.50 1.10 
Vertical Ellipse 0.50 0.50 0.75 1.19 
Horizontal Ellipse 0.75 0.75 0.50 1.19 
Circle 0.50 0.50 0.50 1.00 
Circle (Dh = 1.19) 0.59 0.59 0.59 1.19 
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The square has the third highest heat transfer coefficient after the triangles, 
followed by the rectangles and trapezoids. Although the rectangle has longer flat sections, 
when compared with the square of side 1 mm, the rectangle has a larger hydraulic diameter, 
leading to lower heat transfer coefficients. Reducing the hydraulic diameter leads to thinner 
films, thereby increasing the heat transfer coefficient; however, increasing the AR also 
leads to an increase in the heat transfer coefficient. This was demonstrated in the 
experimental study of Garimella et al. (2016a). Moreover, in that study it was also observed 
that the heat transfer coefficient is more sensitive to variations in the hydraulic diameter 
than in the AR.  Another observation for rectangular cross sections is the effect of gravity. 
The vertical rectangle has a slightly higher heat transfer coefficient than the horizontal for 
 
Figure 3.18: Average heat transfer coefficient for microchannels with corners 
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a wide quality range. For a vertical rectangle, the gravitational head is slightly higher than 
the horizontal one, which means that the liquid condensate drains more to the bottom of 
the channel leaving it thin at the longer side walls, thereby increasing the heat transfer 
coefficient. This enhancement, however, is very minor,  1% increase in the heat transfer 
coefficient in the vertical orientation compared to the horizontal one. The trapezoids on the 
other hand, have heat transfer coefficients closer to the rectangles than the square, because 
of their elongated shape. In summary, in channels with corners, the heat transfer coefficient 
is a strong function of hydraulic diameter; however, for the same operating conditions, it 
can also be a function of the aspect ratio, as mentioned earlier, and the corner angle (90 
for the square versus 60 for the equilateral triangle). Specifically, the heat transfer 
coefficient can be correlated with the magnitude of the corner angle. This can be done for 
 
Figure 3.19: Average heat transfer coefficient for microchannels with 
continuously differentiable profiles  
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a specific region, characterized by a plateau in the  value for qualities between  0.45 and 
0.85. This region in the  versus xv plot corresponds to the physical condition when the 
corners are filled with condensate with an almost constant radius of curvature, which tends 
to cause a constant pulling action and thinning of the condensate independent of the local 
quality. This region has been identified for squares and triangles by Wang and Rose (2011). 
They derived a Nusselt-type equation based on surface tension instead of gravity to predict 
the heat transfer coefficient in this region (which was found to be independent of quality 
or mass flux). Their closed-form equation relating the local geometric parameters of the 
corner and the triangle side to the heat transfer coefficient is given by Equation (3.50), 
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  (3.50) 
They also developed a similar expression (used later in Chapter 6) for the square 
geometry (i.e., a geometry with an angle of 90). While in principle, a similar expression 
can be developed for higher order shapes (e.g., pentagon with corners of angles 108), this 
expression will be limited to a discrete set of corners for symmetrical and equilateral 
shapes. Moreover, this expression requires additional closure models, to determine the 
geometric parameters of the interface, such as the void fraction. Because of this limitation, 
Wang and Rose (2011) used this expression as a basis to develop a general correlation 
based on a large data set of simulations for different working fluids, conditions and 
geometries. The other region in the  versus xv curve is the initial region, when the film is 
very thin throughout the perimeter (xv >  0.85); this is when  decreases as the film gets 
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thicker on average. The third region in the  curve is when xv <  0.45. This is characterized 
in a sharp decay in the heat transfer coefficient. This is because at such low qualities and 
high liquid hold up, gravity begins to have a strong effect and the condensate drains to the 
bottom of the channel. The corners are no longer capable of storing the additional 
condensate. This “flooding” of the channel causes this sharp drop in the heat transfer 
coefficient. This area signifies the transition from surface tension-to-gravity dominated 
flow. This has also been observed in models that used similar assumptions in the literature 
(Wang and Rose, 2006). Care must be taken when using the model at such low qualities, 
as the flow begins to transition away from annular flow at qualities below  0.45 (Nema et 
al., 2014).  
Ellipses have a much lower heat transfer coefficient than the rectangles, due to the 
absence of corners. The gravitational effects are apparent for the vertical and horizontal 
ellipses, where the vertical one has a slightly higher heat transfer coefficient throughout 
the condensation range. Like the rectangular case, the gravitational head is higher for 
vertical ellipse (where the gravity vector is along the major axis), which drains the 
condensate to the bottom (compounding the pulling effect of the surface tension). This 
leads to the thinning of the film on the top and side walls of the channel and leading to 
higher heat transfer coefficients. In contrast, in the horizontally oriented ellipse, which has 
the surface tension pulling effect towards the side walls (as is discussed in next section), 
the film will tend to be thinner at the bottom and top portions of the channel. However, due 
to gravity, the lower part will already be flooded with liquid, i.e., the gravity in this case is 
countering the pulling effect of surface tension. This phenomenon reduces the heat transfer 
effectiveness of the surfaces. Nebuloni and Thome (2010) obtained a higher performance 
 100 
when the ellipse is in the horizontal configuration. This is however highly dependent on 
the AR of the ellipse and the hydraulic diameter as shown by their study. Moreover, when 
comparing the vertical and horizontal rectangles in Wang and Rose (2006), the vertical 
case had a slightly better performance than the horizontal case, showing the enhancing 
effect of gravity for the given AR. The circular channel has a heat transfer coefficient that 
is almost equal to that of the elliptical ones. It should be noted that as compared to the 
shapes with corners, the heat transfer versus quality curve has two distinct regions. The 
first region is at high qualities (xv >  0.9 ) where there is almost a uniform film thickness 
and  drops because the film is getting thicker. The second region is when the condensate 
starts pooling at the bottom of the channel, where the lower portion floods and becomes 
ineffective from a heat transfer point of view. This causes a near constant heat transfer 
coefficient that is dependent on the extent at which the thin film at the top covers the 
channel perimeter. A detailed discussion of the ellipse heat transfer coefficient is presented 
in subsequent sections.  
In general, the shapes that have sharp corners have a higher heat transfer coefficient 
than shapes with smooth walls (circle and ellipse) for most of the quality range. This is due 
to the Gregorig effect, by which the sharp corners tend to pull the condensate leaving its 
stretching and thinning at the flat surfaces of the cross section. The thinning of the film 
leads to higher heat transfer coefficient on average. A bar graph showing the average heat 
transfer coefficient for each shape along with the hydraulic diameter is shown in Figure 
3.20. For the same aspect ratio (AR = 1.5), rectangles have a higher average heat transfer 
coefficient than the ellipses by 45%, even though the ellipses have a lower hydraulic 
diameter (by 2%). A similar observation can be made about the circle and the square, both 
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of which have a hydraulic diameter of 1 mm, but the square has a higher heat transfer 
coefficient by 79%. This shows the importance of corners in enhancing heat transfer. A 
circle with the same hydraulic diameter as the ellipses (Dh = 1.19 mm) is included in the 
comparison to eliminate the effect of the hydraulic diameter and compare the enhancement 
only due to the varying wall radius of curvature. It is observed that for the same hydraulic 
diameter, a horizontal ellipse has a higher heat transfer coefficient by 5%, while the vertical 
ellipse has a higher heat transfer coefficient (by 13%) compared to the circle. This is solely 
due to local variations in wall curvature. The triangle has the highest heat transfer 
 
Figure 3.20: Bar graph showing the average heat transfer coefficient and 
hydraulic diameter for each geometry 
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coefficient, higher than the square by 26%; however, it has a smaller hydraulic diameter 
(by 41%) compared to the square. The increase in heat transfer coefficient observed in 
channels with corners is due to the pulling action of the corners, in what is termed the 
Gregorig effect. Thus, the corners act as pockets that collect the condensate, leaving a thin 
film behind, with high heat transfer coefficients. While triangles and squares can increase 
heat transfer, in the limit, the heat transfer coefficient for higher order shapes with more 
corners will approach the heat transfer coefficient of a circle. 
3.5.2.2 Condensation Length 
Another important parameter for heat exchanger design is the total area required 
for heat transfer, or the length of the heat exchanger given a certain cross-sectional shape. 
Figure 3.21 shows the vapor quality as a function of length for the shapes and conditions 
discussed in Section 3.5.2. It should be noted that for some flow conditions, at low qualities 
(xv  0.4), the flow transitions from annular to intermittent. In this analysis, the 
condensation length is predicted based on only the laminar annular flow model.  
Figure 3.21 shows that to reach low condensation qualities ( > 0.45 for instance, a 
representative quality where the flow for all shapes considered is strictly in the annular 
regime), the triangular channels require the minimum heat transfer length while the 
maximum heat transfer length is required for the horizontal ellipse/circle (Dh = 1.187 mm). 
Orientation effects due to gravity on the condensation length are also observed. For both 
shapes, the rectangle and the ellipse, aligning the major axis with the gravity vector reduces 
the heat transfer length slightly. To analyze the direct effect of hydraulic diameter, the 
condensation in a circle with the same hydraulic diameter as the ellipses is shown on the 
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same figure (Dh = 1.187 mm). The heat transfer length required for the circle is slightly 
larger than that for the ellipses.  
Geometries with sharp angles require the minimum condensation length. While 
standard shapes with straight walls (for example, triangle, square, trapezoid and rectangle) 
have been addressed in several earlier analytical modeling studies, the next section presents 
local condensation features for a non-standard geometry with a continuously curved (i.e., 
mathematically defined as a continuously differentiable) wall profile; the horizontal 
ellipse.  
 
Figure 3.21: Quality at different locations in the microchannel 
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3.5.3 Effects of Wall Curvature on Local Condensation Parameters 
Many of the theoretical/analytical models found in literature (Zhao and Liao, 2002; 
Wang and Rose, 2005; Chen et al., 2009), are developed for either circular channels or for 
channels with flat surfaces only. In these models, the flat portion of the channel is treated 
by a governing equation that is different than that for the corners, where continuity is 
applied at the interface of the two domains to bridge the solution. Using the annular model 
mentioned earlier, condensation in a horizontal ellipse at the conditions discussed in 
Section 3.5.2 is analyzed in detail here. Figure 3.22 shows the local wall radius of curvature 
for a horizontal ellipse of major axis = 1.5 mm and minor axis = 1 mm (i.e., aspect ratio is 
1.5). The mathematical equation describing the wall profile is given in Equation (3.48), 
 
Figure 3.22: Wall radius of curvature for an ellipse with minor axis of 1 mm and 
AR = 1.5 
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along with the equation used to derive the wall radius of curvature. An angle of 0 
corresponds to the top of the channel, while an angle of 180 to the bottom. 
This geometry can be thought of as a circle stretched sideways. Instead of having a 
constant radius of curvature, there is a “dip” in the wall radius of curvature reflected 
mathematically by the local minimum at an angle of 90 (Figure 3.22). This variation in 
the wall radius of curvature can alter the local film dynamics, leading to locally enhanced 
heat transfer coefficients. 
Figure 3.23 shows the location of the liquid-vapor interface at various vapor 
qualities. The film is thicker at the middle of the channel where the radius of curvature is 
minimum. This is because of surface tension forces. As angle  increases to the middle of 
the channel ( = 90), the radius of curvature, rc, of the wall decreases, i.e., there is a 
 
Figure 3.23: Vapor-liquid interface at different qualities 
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gradient towards the middle of the wall, where it forms a local minimum (Figure 3.22). 
Assuming the radius of curvature of the interface mirrors that of the wall, this gradient 
creates a pressure gradient towards the center of the wall (from the top and bottom parts) 
based on the Young-Laplace equation. This implies that the dip tends to pull the condensate 
towards it, leaving the film thinner at the rest of the channel walls.  
This pressure variation in the liquid film as a result of the surface tension and 
interface curvature is shown in Figure 3.24. This plot shows the normalized pressure 
difference values between the vapor core and the liquid condensate, given as a color map, 
overlaid on the liquid condensate, for a quality of 0.52. The normalized pressure difference 
is given by Equation (3.51). Here K, the curvature, is the reciprocal of the radius of 
 




curvature. Equation (3.51) is the normalized Young-Laplace equation with respect to the 
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  (3.51) 
A high negative value of the normalized pressure difference implies there is a local 
vacuum in the liquid compared to the vapor core (blue color). A low negative value implies 
that the liquid pressure is close to the vapor (red color). 
Towards the middle of the right wall ( = 90), the film is the thickest and the 
pressure in the condensate is the lowest. The pressure then increases towards the top and 
bottom of the channel. However the pressure difference is higher from the top to center of 
the channel (shown in red color) as compared to the bottom to center, because of gravity. 
This implies there is more flow (higher pumping) from the top towards the center, leading 
to a thinner condensate film at the top (surface tension pulling effect). These local pressure 
variations are what control the film hydrodynamics and distribution, which in turn affects 
the local heat transfer coefficient, shown in Figure 3.25. 
Figure 3.25 shows the variation of the heat transfer coefficient and film thickness 
along the channel wall. Where the film is the thickest (at the center of channel), the heat 
transfer coefficient is the lowest, and vice versa. The dip in the radius of curvature of the 
wall, shown in Figure 3.22, leads to a minor Gregorig effect. This is manifested in the 
pulling action, because of the pressure differentials, towards the center of the channel (the 
area where there is a local minimum in the radius of curvature), which results in a thinner 
film on the other parts of the channel. The thinning of the condensate results in higher local 
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heat transfer coefficients. An order of magnitude difference between the highest and lowest 
heat transfer coefficient can be observed in some cases (at xv = 0.52,   8 kW m-2 K-1 at 
  40 vs   0.5 kW m-2 K-1 at   90). At low qualities, gravity causes liquid to pool 
at the bottom of the channel, which locally reduces the heat transfer coefficient. In Figure 
3.25, for quality of 0.22, the film is thinnest at the top, thicker at the bottom and thickest at 
the center. This local variation in the wall radius of curvature leads to an increase in heat 
transfer coefficient by 5% as compared to a circle with the same hydraulic diameter (Figure 
3.20). 
The analysis of the local variations in heat transfer coefficient emphasizes the 
importance of the cross-sectional shape for annular laminar condensation. It was 
 
Figure 3.25: Local variation of heat transfer coefficient and film thickness 
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demonstrated that local large gradients in the channel wall radius of curvature lead to local 
high heat transfer coefficients. This implies that shapes with sharp gradients in the wall 
radius of curvature, for example, square, triangle, trapezoids, and in general hypocycloids 
with many cusps are ideal for condensation applications (corners act as mathematical 
radius of curvature singularities). The design of these channels should also take into 
account pressure drop and manufacturing limitations, such as shortcomings in fabricating 
sharp corners, and estimate the effect on the overall heat transfer. 
3.6 Case study 
The aforementioned model is applied to photochemical etched micro channels, 
shown in Figure 3.26a). Condensation of ammonia in the “D-shaped” channel is compared 
with that of an “ideal” channel without curves, i.e., a rectangular channel. The dimensions 
of both channels are shown in Figure 3.26. The D-shaped channel is found in the condenser 
of a 3.5 kW microchannel absorption refrigeration system developed by Garimella et al. 
(2016c). The refrigerant is a high concentration (99.8% by mass) ammonia-water mixture; 
 
Figure 3.26 a) Photochemically etched microchannel; b) Ideal rectangular 
microchannel 
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however, in this study, fluid properties are assumed to be those of pure ammonia at a 
saturation pressure of 2094 kPa (condenser pressure, (Garimella et al., 2016c)). This 
assumption neglects the temperature glide and the added mass transfer resistance that 
occurs in ammonia-water mixture; however, the quality range and heat duty where this 
glide occurs and where mass transfer effects are important has a small effect on the total 
condensation heat duty and heat exchanger design.  
The heat exchanger used in the study consisted of 1875 channels, resulting in a 
nominal mass flux through each channel of 7.6 kg m-2 s-1 for the D-shaped and 6 kg m-2 s-
1 for the rectangular channel (due to the slightly larger area of the rectangle). The wall 
subcooling (Tsat - Twall) is 4.5 K, consistent with a nominal 6 K logarithmic mean 
temperature difference (between the coupling fluid and refrigerant temperatures) used for 
the design of the component. 
3.6.1 Photochemically Etched and Brazed Microchannels 
Figure 3.26a) shows the dimensions of a typical microchannel in a photo-
chemically etched microchannel heat exchanger. The curve at the sides is due to the etching 
process, where a reagent reacts with the exposed surface of a metal sheet to form the 
groove, and hence the microchannel. In addition, applying brazing alloy to braze the sheets 
and form the heat exchanger also affects this curvature. This channel almost forms a 
semicircle; however, there is a flat section at the bottom of the channel, making it D-shaped. 
Applying the model to this geometry with ammonia, the interface location and the heat 
transfer coefficient can be obtained. Figure 3.27 shows the interface between the vapor and 
liquid ammonia in the photochemically etched channel. At high qualities, Gregorig effects 
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appear where the condensate is pulled towards the corners, making it thin in other parts of 
the channel. It is also observed that most of the condensate is accumulating at the top 
corners with a thin film at the top and bottom walls of the channel with negligible effects 
of gravity.  
Figure 3.28 shows the heat transfer coefficient distribution in the etched channel. 
At high qualities, the heat transfer coefficient increases from the top of the channel to 
slightly before the corner where it reaches a maximum (which corresponds to the thinnest 
portion of the liquid film). At the corner, the heat transfer coefficient is the lowest. Directly 
after the corner, another local maximum is reached, consistent with trends observed around 
corners in square channels. At lower qualities, the minimum heat transfer coefficient 
remains located at the corner; however, the local maxima in heat transfer move away from 
the corner, as more and more condensate fills them. There is another local maximum at the 
bottom part of the channel due to the pulling effect of surface tension towards the corners. 
 
Figure 3.27: Vapor-liquid interface in a photochemically etched microchannel 
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This implies that gravitational effects that tend to accumulate the condensate at the bottom 
are minimal for this low mass flux, small hydraulic diameter case. 
3.6.2 Ideal Rectangular Microchannels 
Figure 3.26b) shows an ideal etched microchannel, with no fillets on the sides, i.e., 
a rectangle. Applying the model to ammonia at the same working conditions as the previous 
section, the local parameters can be determined. Figure 3.29 shows the interface location 
for different qualities. Unlike the photochemically etched channels, there is a top-bottom 
symmetry because the channel itself is symmetric. At high qualities (xv = 0.95), Gregorig 
effects are prominent and most of the condensate aggregates at the corners, leaving the film 
thin at the flat surfaces. As the quality decreases and because of the aspect ratio of the 
rectangle (AR = 2.15), the condensate accumulating at the top and bottom corners starts to 
 




merge (for qualities  0.8) forming a thicker liquid film on the vertical walls at the sides, 
implying that all the liquid tends to be pulled towards the side walls, leaving the liquid film 
thin at the top and bottom walls. Again, the gravitational effects are almost negligible 
because of the top-bottom symmetry of the film.  
The corresponding variation of the heat transfer coefficient is shown in Figure 3.30. 
For high qualities, the lowest heat transfer coefficients are at the corners. Directly before 
and after the corner, there are two local maxima. The heat transfer coefficient drops to a 
local minimum at the center of the side, top and bottom walls. Because the side walls are 
shorter than the top and bottom walls, as the condensate accumulates more in the corners 
by the pulling action, the condensate in the top corner merges with the condensate in the 
lower corner along the side wall side walls before it does on the top or lower walls. This 
implies that the maximum after the upper corner and the maximum before the lower corner 
join and a single maximum heat transfer coefficient exists at the side walls (observed for a 
quality of 0.8, for instance). For much lower qualities, the liquid condensate accumulates 
 
Figure 3.29: Vapor-liquid interface for a rectangular channel 
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at the side walls and “floods” them, leaving them with low heat transfer coefficients as 
shown for a quality of 0.4 in Figure 3.29 and Figure 3.30. 
3.6.3 Comparison between the Ideal and Actual Microchannel 
The cross-sectionally averaged heat transfer coefficient for both channels is shown 
in Figure 3.31. For reference, the predictions of the model for a circular channel of the 
same hydraulic diameter as the D-shaped channel are also shown. In addition, the closest 
correlation that predicts ammonia condensation at the present mass fluxes (5 - 10 kg m-2 s-
1) is included. The correlation is developed by Fronk and Garimella (2016b), based on 
ammonia condensation experiments in circular mini-channels with mass fluxes of 
 125 kg m-2 s-1. At qualities above 0.85, the top and bottom corners in the rectangular 
shape are active in pulling the condensate, which makes it thin at the top and side walls; 
 
Figure 3.30: Local heat transfer coefficients at different qualities in the 
rectangular channel 
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however, it is thickening as condensation proceeds. This leads to a gradual drop in the heat 
transfer coefficient. At qualities below 0.85, the condensate accumulating in the top and 
bottom corners merges, covering the side walls with a thick liquid layer (because they are 
shorter compared to the top and bottom walls), which leads to a fast degradation in the heat 
transfer coefficient until a quality of 0.8. At qualities lower than that, there is a near-
constant pulling action due to the almost constant curvature of the condensate. This leads 
to a near constant heat transfer coefficient (as observed earlier in geometries with corners, 
Figure 3.18). A similar trend is observed for the D-shaped channel. Initially there is a drop 
in the heat transfer coefficient as the film thickens due to condensation; however, as the 
 
Figure 3.31: Cross-sectionally averaged heat transfer coefficient variation 
with quality for the circular, rectangular, and photochemically 
etched microchannels 
 116 
condensate in the corner stabilizes at an almost constant radius of curvature, it creates a 
pulling effect that is independent of quality, again similar to the rectangular case and the 
previously mentioned geometries with corners. The rectangular channel has higher heat 
transfer coefficients at qualities above  0.8, even though it has lower mass flux and higher 
hydraulic diameter than the D-shaped microchannel. This is because at those high qualities, 
the film is still thin and there are four corners that tend to stretch the condensate on the flat 
walls, versus only two for the D-shaped channel. However, once the channels get flooded 
with condensate for the lower qualities, the D-shaped channel has slightly higher heat 
transfer coefficients. This is because at low qualities not all corners in the rectangle are 
effective for enhancing heat transfer.  For example, because of liquid flooding on the side 
walls of the rectangular channel, even if the lower corners are replaced by fillets that trace 
the interface curvature (i.e., to make it similar to a D-shaped channel), the effect on the 
film thinning will be small. Moreover, the D-shaped channel has higher interfacial shear 
(due to the slightly higher mass flux) and smaller hydraulic diameter, which lead to higher 
heat transfer. While it is expected that some degradation in heat transfer will occur due to 
the brazing and photochemical etching process, the channel geometry (wall profile and 
heat transfer area) and operating conditions lead to a comparable heat transfer performance 
between the D-shaped and rectangular channels. An extra length of  9% is needed for the 
D-shaped channel to achieve the same exit quality (e.g., 0.4) as the rectangular channel, 
which is within the typical margins of safety applied to the design of the heat exchangers. 
It is also observed that both the D-shaped and rectangular channels have higher heat 




A model for annular laminar film condensation is developed for microchannels with 
a circular cross section. The velocity profiles are derived by applying the Nusselt 
assumptions to a condensing liquid film in a circular microchannel. Combining those 
profiles with the continuity and energy equations, a film thickness distribution is obtained. 
A coordinate transformation and assumptions on the local flow direction (tangent to wall) 
are used to generalize the model to an arbitrary symmetrical shape. The model is then 
applied to circular and square microchannels of 1-mm hydraulic diameter. The simulations 
are conducted for R134a at a mass flux of 500 kg m-2 s-1 at a saturation temperature of 50C 
and wall subcooling of 6 K. The results include the local film thickness distribution in the 
two channels, and the local heat transfer characteristics. The square channel demonstrated 
enhanced heat transfer performance compared to the circular one. These results agree well 
with the literature. The model can be applied to microchannels with an arbitrary 
symmetrical shape.  
The model can be extended to a variety of microchannel geometries to determine the 
optimal channel geometry for condensation heat transfer for a given set of conditions. 
Square, triangle, rectangle, trapezoid, elliptical and circular channels are investigated using 
the model. Channels with sharp corners had a better heat transfer performance than 
channels with smooth curved walls. By considering an elliptical channel, it was shown that 
gradients in the channel wall radius of curvature create pressure differentials that pump the 
condensate to concentrated areas, leaving it thin at the other parts, which leads to higher 
localized heat transfer coefficients. The model is then applied to a case study of ammonia 
condensing in a microchannel condenser used in a residential refrigeration absorption heat 
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pump. It is shown that even with the imperfections in the photochemical etching and 
brazing processes, the actual channel shape has a comparable heat transfer performance to 
an ideal rectangular channel. Both the D-shaped and the rectangular shape, however, had 
higher heat transfer coefficients than a circular channel. 
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CHAPTER 4. MODELING OF INTERMITTENT FLOW 
CONDENSATION IN MICRO AND MINICHANNELS 
4.1 Introduction 
As mentioned in Chapter 2, intermittent flow models are primarily developed to 
predict the hydrodynamics, such as the pressure drop, bubble-to-liquid velocity ratio, and 
film velocity, under adiabatic conditions (Suo and Griffith, 1964; Dukler and Hubbard, 
1975; He et al., 2010; Rattner and Garimella, 2018). Modeling of single-bubble 
(Bretherton, 1961; Wong et al., 1992), “static” repeating unit cells (Suo and Griffith, 1964; 
Dukler and Hubbard, 1975; Wadekar and Kenning, 1990; Fukano and Kariyasaki, 1993; 
Garimella et al., 2002; Kreutzer et al., 2005) and dynamic bubble trains (Nydal and 
Banerjee, 1996; Rodrigues, 2009; Perea Medina et al., 2015) are some of the approaches 
used. There are some major differences in modeling the overall intermittent bubble train 
versus a single repeating unit cell, especially in the oscillations due to the injection process. 
In addition, modeling the overall bubble train does not need a closure equation for the 
length of the unit cell, or slug length (Dukler and Hubbard, 1975; Garimella et al., 2002) 
as a function of the local quality. It does need an initial slug or unit cell length as a boundary 
condition. Models in the literature that use the Lagrangian bubble tracking method to 
simulate the overall bubble train have not considered phase-change heat transfer. This 
chapter presents a model that couples the unit cells in the overall bubble train with phase-
change heat transfer.  
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4.2 Model Development 
A coupled unit cell based model is developed, following the approaches of Perea 
Medina et al. (2015), Nydal and Banerjee (1996) and (Rodrigues, 2009). Mass, momentum 
and energy equations are developed for the subcomponents (bubble, slug and film) of the 
unit cell. The overall system of equations obtained for the nuc number of unit cells is solved 
simultaneously. Some physics-based closure models are used, such as the bubble-to-slug 
velocity ratio and a laminar film assumption. 
4.2.1 Hydrodynamics 
Figure 4.1 shows a schematic of the jth unit cell in intermittent flow consisting of n such 
unit cells at a given instant. A slug, bubble and the film surrounding the bubble constitute 
the unit cell. The bubble is assumed to be of cylindrical shape. The model is derived for 
the condensation of saturated vapor at a constant wall temperature. The following 
assumptions apply: 
• Incompressible liquid 
• Bubble of perfect cylindrical shape (Garimella et al., 2002; He et al., 2010) 
• Vapor in the bubble at the inlet saturation temperature 
• Pressure in the bubble varies according to the ideal gas law (Rodrigues, 2009) 
• Laminar liquid film surrounding bubble  
• Slug single-phase heat transfer coefficient estimated using Churchill (1977a) 
correlation 
• Temperature of liquid leaving film into slug behind at average temperature between 
wall and vapor 
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• Temperature of liquid leaving slug into subsequent film at slug temperature 
(upwind scheme) 
• Deformable axial boundaries of slug and bubble 
• Transient momentum change in film neglected (Rodrigues, 2009) 
• Well-mixed liquid slug 
These assumptions lead to the following governing equations for the subcomponents 
of the unit cell. Equation(4.1) is the mass balance, while Equation (4.2)  is the momentum 
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Figure 4.1: jth unit cell showing the film, bubble and slug 
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The Churchill (1977b) correlation is used to determine the shear stress at the 
wall/slug interface and at the bubble/film interface. The kinematic equation relating the 
boundaries of the bubble is given by Equation (4.3). This determines the transient evolution 
of the bubble length. Equations (4.4)  and (4.5) result from the application of continuity 
over the film and the bubble. Equation (4.5) governs the transient change of the bubble 
cross sectional area. The density of the bubble is related to the pressure according to 
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=   (4.6) 
In addition to the kinematic, mass, and momentum equations, the following closure 
models are used. The velocity ratio between the bubble and the front slug is given by 
Equation (4.7).  This equation determines the bubble nose velocity. 
 , ,1.2y j s jU U=    (4.7) 
This has been determined experimentally in the works of Suo and Griffith (1964) 
and numerically by the simulations of He et al. (2010), and used in the models of Garimella 
et al. (2002) and Chung and Kawaji (2004). This result can also be determined by using a 
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mechanistic kinematic model similar to the one presented by Dukler and Hubbard (1975). 
It should be noted that when the Ca tends to zero, the theoretical results of Bretherton 
(1961) should be used for the bubble-to-slug velocity ratio. 
The liquid mass balance at the bubble/slug interface is given in Equation (4.8), and 
relates the local void fraction (ratio of area of bubble to tube cross sectional area) to the 
average film, bubble, and slug velocities, in addition to the film average area. The average 
film velocity is given by Equation (4.9), which assumes laminar flow in the thin film 
(Garimella et al., 2002).  
 ( ), , , , ,1s j b j y j b j f jU U U = + −   (4.8) 
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Consistent with the approach of Garimella et al. (2002) and Chung and Kawaji 
(2004), the frictional pressure drop in the bubble is given by Equation (4.10), where the 
friction factor is determined by the Churchill (1977b) correlation. It should be noted that 
the velocity of the interface between the film and the bubble, Ui, is twice that of the average 
film velocity (laminar velocity profile in film). Because the bubble is compressible, the 
average velocity of the bubble is the average of the velocities at the bubble nose and bubble 
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4.2.2 Heat Transfer 
Heat transfer occurs in two regions, in the liquid slug through single-phase 
convection and in the condensate film surrounding the bubble through thin-film 
conduction, which drives the phase-change process. The energy balance in the slug is given 
by Equation (4.12), where s is determined by the Churchill single phase correlation 
(Churchill, 1977a). Because the film is thin, the temperature of the liquid flowing from the 
film to the slug is the assumed to be at the average of the wall and saturation temperatures, 
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Even though the heat transfer in the bubble region happens through conduction in 
the film surrounding it, some discussion is needed into what drives this conduction. Figure 
4.2a shows a representative cross section of a bubble in micro- and mini- channels (Winkler 
et al., 2012). For saturated refrigerant flow in such channels, there are two limiting cases 
for the film profile surrounding the bubble governed by the non-dimensional Bond number 
(Bo). The first limiting case is when the film is perfectly uniform, which occurs when 
Bo = gD2 -1 < 1 in horizontal flow, and always in vertical flow. The other is when the 
profile is stratified with a pool at the bottom and thin film at the top, which happens in 
horizontal flows with Bo = gD2 -1 > 1. Figure 4.2b is when capillary forces are 
completely dominant, which leads to a uniform bubble profile. Figure 4.2a represents the 
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case when gravitational forces are dominant, which leads to limited stratification, where 
most of the liquid pools at the bottom with a thin film at the top. For heat transfer purposes, 
Figure 4.2a can be approximated as a two-region profile: a thin film at the top and a liquid 
pool at the bottom as shown in Figure 4.2c. Equation (4.14) gives the heat transfer 
coefficient of the film condensate for a uniform film profile. Equation (4.15) gives the heat 
transfer through the liquid condensate for the gravity dominant case (Rosson and Meyers, 
1965; Tien et al., 1988).  Here, s is the stratification angle, where the thin film ends and 























  (4.15) 
For flows at typical operating condition in a microchannel heat exchanger, such as 
R134a flowing in a microchannel of D = 1.55 mm, Tsat = 30
oC, G = 100 kg m-2s-1, and 
 
Figure 4.2: Bubble Profile; a) typical bubble profile as observed in experiments; 




Tsat - Twall = 2.5 K, it can be shown that gravitational forces are still dominant (Bo = gD2 
-1  1). The vapor-liquid interface of R134a condensing in a 1-mm circular channel is 
presented in Toninelli et al. (2019). Although the simulation is for annular flow, the data 
presented by authors show that at low qualities, where the flow resembles a bubble shearing 
through liquid, setting the surface tension term to zero has minimal effects on the interface 
profile and the heat transfer, and that gravitational forces are more dominant and caused 
film stratification. Similarly, the annular vapor-liquid interfaces presented in Chapter 3, 
also show that stratification persists for R134a condensing in a 1-mm circular channel at 
low qualities (xv < 0.5), primarily because Bo > 1 at the simulated conditions. Han and 
Shikazono (2009) measured the film thickness surrounding a bubble flowing in micro and 
mini channels (0.3 < Dh < 1.3 mm), and addressed the effect of gravitational vs. capillary 
forces in bubbles. They measured the film thickness at the top and bottom of a single bubble 
flowing in a horizontal tube. They concluded that the film thickness, whether stratified or 
uniform, is dependent, in various degrees, on several parameters, including the Capillary 
number (Ca = lUb -1), Bond number (Bo = lgD2 -1), Reynolds number (Re = lUbDl 
-1), slug length, and the transition of the film from laminar to turbulent. A flow regime map 
based on the Bond number and the Capillary number that indicates whether the bubble has 
a stratified profile, i.e., strong gravitational effects, or a uniform profile, was proposed. For 
the particular case of interest (R134a, G = 100 kg m-2s-1, Tsat = 30
oC, D = 1.55 mm, 
Bo = 3.7), the Bo is plotted for the range of Ca expected across the quality change, as shown 
in Figure 4.3. It is clear that the range of conditions lies within the region were stratification 
is expected to occur. Moreover, from the flow visualization studies of Winkler et al. (2012), 
stratification can be observed in condensing R134a flows in channels with Dh  1 – 3 mm. 
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As such, for the subsequent analysis, the profile in Figure 4.2c is assumed and the heat 
transfer coefficient formulation of Equation (4.15) is used. To further simplify the analysis, 
in micro and mini channels,   1/; therefore, it is expected that the heat transfer 
coefficient in the upper part is much higher than the heat transfer coefficient at the bottom.  
Hence, pool is neglected (the pool heat transfer is estimated at  2.5% of the film heat 
transfer by Chato (1962)). Following the analysis of Chato (1962) and Tien et al. (1988), 
the film heat transfer coefficient can be derived by assuming an internal thin film that is 
gravity driven (Nusselt analysis) and thus the overall heat transfer coefficient given by 
Equation (4.15) is now given by Equation (4.16). 
 
Figure 4.3: Regime map based on Han and Shikazono (2009) showing the effect 
of bubble film stratification for different fluids 
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(4.16) 
To determine the stratification angle, all the liquid is assumed to pool at the bottom 
as shown in Figure 4.2d, therefore knowing the bubble void fraction, the stratification angle 
is given by Equation (4.17), (Thome et al., 2003; Fronk and Garimella, 2016b).  
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    (4.17) 
The bubble void fraction is determined by the hydrodynamic system of equations. 
For this case, it is found that the stratification angle is  122o, similar to what Chato (1962) 
assumed in his early theoretical analysis (for R113 flowing in a 14.5-mm tube). It should 
be noted that the void fraction, b, is not equivalent to the flow void fraction or the overall 
unit cell void fraction; in this study, it strictly refers to the ratio of the bubble area to tube 
cross sectional area. Knowing the bubble heat transfer coefficient, the condensing mass 
flux in the bubble can be determined by Equation (4.18).  
 ( ),c b b j sat wall fg cQ DL T T h m = − =  (4.18) 
4.2.3 Average Two-Phase Parameters 
To extract useful information from the model and compare it with the available 
literature, the following average qualities are defined. The local quality at any axial location 
is defined according to Equation (4.19), where ti and tf are the limits of integration. As will 
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be mentioned in the solution methodology section, these parameters are determined once 



















  (4.19) 
The heat flux at a specific axial location and instant is given by Equation (4.20), 
where s is the slug heat transfer coefficient, and b is the bubble heat transfer coefficient.  














   (4.20) 
The slug average temperature is determined using Equation (4.12), while the single-
phase heat transfer coefficient is determined using the Churchill (1977a) correlation. 
Because the two-phase heat transfer coefficient is defined between the saturation 
temperature and the wall temperature, the local and instantaneous heat transfer coefficient 
in the model is calculated using Equation (4.21). The time-averaged heat transfer 
coefficient is given by Equation (4.22). The time-averaged value of other physical 







































  (4.22) 
A schematic showing the major hydrodynamic and heat transfer characteristics is 
shown in Figure 4.4. The major parameters of the hydrodynamic model are the bubble 
pressure drop, slug pressure drop, and the transition pressure drop. The bubbles are drawn 
with a flat tail. This is to represent the blunt interface at the front of the slug/rear of the 
bubble. This occurs because of a region of mixing at the front of the slug (Garimella et al., 
2002). The major parameters of the heat transfer model are film-condensation heat transfer, 
slug single-phase heat transfer, liquid feeding into the slug at the film temperature, and the 
liquid leaving the slug at the slug temperature.   
4.3 Boundary Conditions 
As noted earlier, intermittent flow during the condensation process occurs because 
of periodic “necking” towards the end of annular flow. This phenomenon periodically 
injects vapor pockets that eventually transition to intermittent flow (Quan et al., 2008). In 
 
Figure 4.4: Schematic of the hydrodynamic and heat transfer characteristics  
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the proposed model, which is used to simulate the lower end of the quality range in a typical 
microchannel condenser where intermittent flow is expected, inlet conditions to the 
intermittent model are determined by knowing the inlet quality. This can be arbitrarily set; 
however, for physical consistency, a quality that is close to the annular-intermittent 
transition quality predicted by condensation flow regime maps (typically <  0.55) is used. 
If the model is used to simulate a chemical catalytic reactor or an absorber, then the inlet 
quality can be determined by knowing the inlet gas and liquid mass flow rates. In addition 
to the inlet quality, the inlet slug velocity, film velocity, bubble velocity, film thickness, 
bubble length and slug length are needed to initiate the simulation. For the present study, 
these are determined by assuming quasi-equilibrium conditions at the inlet in a manner 
similar to Garimella et al. (2002). If the inlet quality is known, then the slug velocity is 
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Equation (4.7)  can be used to calculate the corresponding bubble velocity. Equations 
(4.8), (4.9)  and (4.10)  can be solved simultaneously to get the average initial film velocity 
and initial film thickness. Equation (4.24) is used to calculate the relative lengths of the 









  (4.24) 
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The final inlet condition needed is an initial length of either the bubble or the slug or 
alternatively the bubble injection frequency. Many models for the bubble/slug length have 
been proposed (Taitel et al., 1980; McQuillan and Whalley, 1985; Laborie et al., 1999; 
Garimella et al., 2002; Kreutzer et al., 2005; Rattner and Garimella, 2015); however, for 
the present study, the model developed by Garimella et al. (2016b) is used, because of the 
similarity of working fluids and operating conditions. The initial unit cell length is based 
on the initial slug Reynolds number, in turn based on the initial slug velocity, given by 
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  (4.25) 
Even though the initial unit cell length was determined to be constant, this length can 
be varied according to a statistical distribution input, as observed in several experimental 
studies in the literature (Griffith and Wallis, 1961; Rattner and Garimella, 2015) which 
quantified the distribution of bubble length based on histograms in adiabatic studies. The 
effect of the initial bubble/slug length on heat transfer was minimal, because the heat 
transfer coefficient is weighted between the slug and bubble regions and the relative lengths 
of the bubble and slug are always determined by the mechanistic conservation equations, 
independent of the actual unit length. The initial length does affect the pressure drop 
because of the transition pressure drop at the tail of the bubble, which makes the pressure 
drop sensitive to the actual number of unit cells in the tube. 
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After the parameters of the initial “zeroth” bubble are determined, the simulations 
start. The inlet conditions are similar to those proposed by Perea Medina et al. (2015). The 
1st unit cell is used in the simulations and the 0th cell is used as a boundary condition. Figure 
4.5 shows a schematic of the 0th and 1st unit cells. After the nose of 1st bubble crosses the 
reference inlet, heat transfer is applied to it and the 0th cell becomes the 1st and another 0th 
cell is introduced. It should be noted that several models were tested for the injection 
process. It was observed that if the condensation mass transfer is applied suddenly to the 
1st bubble (after its nose crosses the reference inlet) severe pressure and velocity 
oscillations occur in the flow field. While these oscillations have a minor effect on the heat 
transfer, they can cause sudden jerks in the flow field that are not physical. To avoid the 
oscillations by the sudden introduction of the phase-change term in Equations (4.4) and 
(4.5), a damping function is introduced. This function is applied to mc in Equations (4.4) 
and (4.5), and is given by Equation (4.26). Effectively, it forces the condensation rate to 
vary linearly with axial distance, from a value of 0, when the bubble is outside the tube, to 
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Figure 4.5: Boundary conditions for condensation 
 134 
Once the bubble is fully in the tube (i.e., it has crossed a length  Lb,1), the value of 
this function becomes 1. Mathematically, the alternative of not including this function is to 
multiply mc in Equations (4.4) and (4.5) by 1. This is equivalent to introducing the phase 
change term as a step function. By using Equation (4.26), the phase-change term is 
introduced as a ramp function to damp unphysical numerical oscillations. This is needed 
to model the bubble injection process as physically as possible, as presented in Quan et al. 
(2008). Once the bubble detaches due to the necking process, it takes a finite amount of 
time and length for it to develop and for the condensation rate to increase as the thin film 
around the bubble adjusts to the flow conditions. Effectively, the time and length that the 
bubble needs to adjust are assumed to be the time it needs to cross one bubble length. As 
for the exit of the pipe, a constant pressure condition is assumed. As a unit cell reaches the 
exit of the pipe (a prescribed pipe length is set), it is removed from the simulations. 
4.4 Solution Methodology 
The governing mass, momentum, energy, kinematic and closure models form a 
system of first-order differential equations coupled to algebraic equations. The solution of 
this differential algebraic system of equations is known to have numerical convergence and 
stiffness issues. This is because of the fast transients that characterize some of the computed 
variables and the differences in time scales between these variables and others. For 
example, the time for a bubble to cross the tube is  1 sec; however, some pressure 
oscillations have a time scale of  10-3 - 10-2 sec. The explicit method in such systems can 
suffer from severe convergence problems. As such, and to ensure conservation at every 
time step, an implicit method is chosen. The Crank-Nicolson implicit scheme, which is 
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second order in time, can be used. This method has a higher computational complexity 
compared to the simple implicit scheme, because every variable is evaluated as an average 
between the future and the current time step; however, it can allow for larger time steps 
and thus, reduce the overall computational time. In this study, the simple implicit scheme 
was implemented, since it has been used for the solution of similar differential algebraic 
systems of equations for condensation problems (Nebuloni and Thome, 2010). The 
Newton-Raphson method is used to solve the system of neqn × nuc equations with neqn × nuc 
unknowns at every time step. The solver was developed on the MATLAB platform 
(MATLAB, 2018). It should be noted that several built-in packages in the MATLAB 
platform (MATLAB, 2018) (e.g., ODE15s and ODE23s) and in Fortran (LSODE 
(Radhakrishnan and Hindmarsh, 1993)) can be used for the solution of the current system 
of equations, which can increase the computational speed by using adaptive time steps and 
optimizing the calculations of the Jacobian matrix. For the problem under consideration 
here, the solution time was reasonably low when using the in-house solver ( 20 min). To 
account for the fast transients in such systems, a time step of 10-4 sec is used. Time-step 
dependence studies were performed for time steps of 10-5, 10-4, and 10-3 sec. The Absolute 
Average Deviation (AAD) in the heat transfer coefficient versus the quality graph is 0.4%, 
when using a time step of 10-3 sec compared to a 10-4 sec, and the AAD drops to 0.015% 
when using a time step of 10-4 sec compared to 10-5 sec, i.e., minimal variations exist when 
varying the time step. When the time step is increased to 10-2 sec, numerical instabilities 
start to occur. A schematic showing the solution methodology is presented in Figure 4.6. 
The size of the Jacobian matrix depends on the number of unit cells present in the pipe. 
Depending on the operating conditions, the number of unit cells can vary (in the present 
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Figure 4.6: Solution algorithm 
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study, it varied between five and seven). The number of equations in the Jacobian matrix 
is reduced to facilitate the numerical solution, because some of the variables can be easily 
deduced from others (for instance, density from local pressure, Equation (4.6)). Each unit 
cell is represented by a state vector Xi, which is determined by solving the system Jacobian 
matrix at every time step. In the present model, the unit cells are coupled through the set 
of equations that relate the parameters of consecutive unit cells. The bubbles interact 
together through the pressure field (as a new bubble is injected) and though the slugs 
between them; however, there is no direct bubble-bubble interaction (i.e., no bubble-bubble 
contact or coalescence).  
4.5 Results 
A test case of condensing intermittent flow of R134a, at Tsat = 30
oC, 
Tsat – Twall = 2.5 K, D = 1.55 mm, and a pipe length of 420 mm is compared with 
experiments and literature studies. The local parameters are compared with results from 
studies in the literature that provide local measurements and models of velocities and film 
thickness. The heat transfer and pressure drop results are compared with the corresponding 
experimental values presented in Chapter 5. The inlet conditions used as boundary 
Table 4.1: Boundary Conditions 
Parameter Value 
Us,0 1.4 m s
-1 
Ub,0 1.7 m s
-1 




Lb,0 212.6 mm 




conditions by solving equations, (4.23), (4.24), (4.25), (4.7), (4.8), (4.9), and (4.10) are 
shown in Table 4.1. 
4.5.1 Hydrodynamics 
The local slug velocity, local bubble velocity and average film thickness are 
compared with measurements reported in the literature. Keinath and Garimella (2019) 
reported direct measurement of the bubble velocity and average film thickness for high 
pressure fluids in microchannels. Garimella et al. (2002) used the measured pressure drop 
in condensing R134a to quantify the local film thickness, velocities, and the lengths of the 
unit cells. Chung and Kawaji (2004) conducted pressure drop and void fraction 
measurements (where the film thickness can be determined indirectly from void fraction 
measurements) for microchannels with hydraulic diameters of 50 m to 530 m. 
Figure 4.7 shows the average film thickness compared with selected studies from 
the literature (Garimella et al., 2002; Chung and Kawaji, 2004; Han and Shikazono, 2009; 
Keinath and Garimella, 2019) that specifically reported film thickness measurements and 
calculations based on the intermittent flow regime. It should be noted that these studies 
reported measurements for different working fluids; hence, the absolute average film 
thickness will vary accordingly. The variation of the fluid properties, especially the liquid-
to-vapor density ratio, directly affects the average film thickness. For instance, a dense 
vapor will occupy less area across the channel cross-section; therefore, the liquid film is 
thicker, and vice versa. Keinath and Garimella (2019) investigated high pressure R404a at 
30 < Tsat < 60
oC, for which the density ratio l/v = 14. Garimella et al. (2002) investigated 
R134a at similar temperature ranges where the density ratio is 32. Han and Shikazono 
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(2009) reported the average film thickness for water-air, ethanol-air and FC40-air mixtures. 
The lowest density ratio is for ethanol-air, which corresponds to 663 (density ratio for 
FC40-air is 1561). Based on these observations, it is expected that the film thickness lies 
somewhere between the measurements of Han and Shikazono (2009) and those of Keinath 
and Garimella (2019). Keinath and Garimella (2019) also reported measuring film 
thicknesses higher than the ones observed at similar R134a conditions, specifically because 
of the high-pressure conditions. 
Figure 4.8 shows the slug velocity at different qualities. The slug velocity decreases 
as the quality decreases, because the superficial velocity of the liquid-vapor mixture is 
decreasing due to condensation, as can be inferred from Equation (4.23). The predicted 
 
Figure 4.7: Average film thickness compared with studies in the literature 
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slug velocity agrees well with Garimella et al. (2002), because it uses a mechanistic 
approach to calculate the local liquid velocity in the slug. The slug velocity predicted by 
Chung and Kawaji (2004) deviates from the predictions of the present model because in 
their study on gas-water mixtures with much different liquid-to-gas density ratios, it is 
based on an average liquid velocity of the overall unit cell, rather than the actual velocity 
of the liquid in the slug. This is useful for estimating the frictional pressure drop, but it 
does not provide insights into the actual local liquid slug velocity. The predicted slug 
velocity decreases at a high rate initially, at a quality of  0.4, because of the damping term 
introduced in Equation (4.26). As the condensation rate of the injected bubble reaches its 
 
Figure 4.8: Slug velocity compared with studies in the literature 
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full value (0 → 100%), due to the damping term, the slug velocity decreases faster because 
the initial mixture superficial velocity is decreasing as the condensation rate increases. 
Figure 4.9 shows the bubble velocity as a function of quality. The bubble velocity 
follows the same trend as the slug velocity because of the linear relationship between the 
two, Equation (4.7). As the slug velocity decreases because of condensation, the bubble 
velocity follows suit according to the closure model used (Suo and Griffith, 1964; Dukler 
and Hubbard, 1975; Garimella et al., 2002). The bubble velocity shows good agreement 
with the bubble velocity determined from Garimella et al. (2002) and Keinath and 
Garimella (2019). It should be noted that the Keinath and Garimella (2019) values are 
based on direct measurements using image analysis.  
 
Figure 4.9: Bubble velocity compared with studies in the literature 
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The pressure of each of the unit cells is shown in Figure 4.10. This plot tracks the 
pressure of each bubble; from the instant it enters the tube, until it exists. After bubble 8, 
the pressure profile of the bubbles repeats itself; hence, “quasi-periodic” conditions are 
reached. Heat transfer and hydrodynamic data are collected after this instant. The pressure 
decreases as the bubble travels in the tube, because of shear stress at the wall-slug interface, 
shear stress at the bubble-film interface, and the pressure drop at the transitions fore and 
aft of the bubble. These are included in Equation (4.2). To calculate the pressure gradient 
as a function of quality, the pressure at fixed axial locations is averaged with time. Because 
of the oscillations in pressure, slight ripples remain in the pressure as a function of axial 
 
Figure 4.10: Pressure profile of individual bubbles as a function of time 
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distance, which are common when modeling bubble trains in condensing flows (Ganapathy 
et al., 2013; Wu and Li, 2018). To compare the simulations with experimental data, the 
pressure gradient is taken at length increments of z   50 – 100 mm, corresponding to a 
typical length of a test section used to collect the pressure gradient data described in 
Chapter 5. The average and local pressure gradient predicted by the present model are 
compared with experimental results and correlations from the literature in Figure 4.11. For 
reference, the predicted quality at which the flow transitions to the intermittent flow regime 
is shown on the plot, according to the flow regime map of Nema et al. (2014). The 
correlations of Keinath and Garimella (2019), Kim and Mudawar (2012c) and Garimella 
et al. (2002) are for micro- and mini- channels, while the Friedel (1979) correlation is for 
 
Figure 4.11: Average pressure gradient compared with correlations from the 
literature 
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calculating pressure drops for a wide range of conditions, including minichannels. The 
frictional pressure gradient decreases as the quality decreases, because the local slug and 
bubble velocities also decrease, as shown above. The local slug and bubble frictional 
pressure gradients are the major contributors of the overall frictional pressure gradient and 
are strong functions of the bubble and slug velocities. The results show relatively good 
agreement (AAD = 19%) between the average pressure gradient and results from the 
experiments conducted in the present study. 
4.5.2 Heat Transfer 
The heat transfer coefficient is shown as a function of quality in Figure 4.12, and 
also compared with experimental results and correlations from the literature. Similar to the 
pressure drop, the local heat transfer coefficient at a fixed cross section is averaged with 
time, Equations (4.21) and (4.22). The conditions for the correlations developed by 
Cavallini et al. (2006), Fronk and Garimella (2016b) and Dobson and Chato (1998) were 
the closest to the conditions of the present experimental data, and were therefore chosen 
for this comparison. The model predicts the experimental data (AAD = 11%) well and is 
closest to the predictions of Dobson and Chato (1998) (AAD = 26%), which is flow regime 
dependent. The overall heat transfer coefficient is the result of the integration of the single-
phase heat transfer in the slug and the two-phase heat transfer in the bubble region, as given 
by Equations (4.21) and (4.22). The overall heat transfer coefficient decreases as the quality 
approaches zero because as the condensation proceeds, the bubble size shrinks, leading to 
a reduced effect of the two-phase heat transfer that happens in the bubbles and a rise in the 
relative magnitude of the single-phase heat transfer in the slug. However this drop is not 
monotonic. The heat transfer coefficient does not decrease appreciably until a quality of 
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 0.1. A sharp drop happens around a quality of   0.08. This is because the heat transfer 
is still dominated by the bubble heat transfer at qualities >  0.1, since the relative length 
of the bubble in a unit cell is still high. At low qualities, the bubbles shrink in size 
significantly to the extent that the much lower single-phase heat transfer in the slug starts 
to dominate. This is further discussed in the next sections. The changes in slope of the heat 
transfer curve at certain qualities (xv  0.28, 0.13, 0.08) are because of the changes observed 
in the slug velocity, induced by the bubble injection process. The inclusion of Equation 
(4.26) damps these bumps; however, without this, the changes would be more severe.  
The model predictions are greater than the experimental data. This is because of the 
idealization of the bubble profile, Figure 4.2d. Because of the vapor shear that happens at 
 
Figure 4.12: Average heat transfer coefficient compared with experiments and 
correlations 
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the liquid-vapor interface, as mass flux increases, the momentum effects tend to smoothen 
out the differences in the film thickness between the top and bottom of the tube (Cioncolini 
and Thome, 2013). This phenomenon could lead to a somewhat thicker film at the top than 
the prediction of the model, in turn causing experimental heat transfer coefficients to be 
lower than those predicted by the model. The effect of mass flux is discussed further in 
Chapter 6. 
The transient variation in the heat transfer coefficient as a function of time, 
Equation (4.21), at fixed axial locations is shown in Figure 4.13. The locations did not start 
from z = 0, to avoid the effects of the damping function, Equation (4.26). This plot shows 
the variation in the heat transfer coefficient at a certain distance in the pipe, as bubbles and 
slugs pass consecutively.  Thus, if a sensor is used to measure the heat transfer coefficient 
at a fixed axial location, it will record high heat transfer when a bubble passes, due to 
phase-change heat transfer, and lower heat transfer when a slug passes, due to single-phase 
heat transfer. At the inlet of the pipe, the slugs have a very high velocity because of the 
high phase velocity of the mixture; therefore, the single-phase liquid heat transfer 
coefficient is very high (high liquid Re). Towards the end of the tube, the velocity of the 
slug decreases due to condensation; therefore, the single-phase heat transfer coefficient in 
the slug decreases. The bubble heat transfer coefficient is almost constant, because it is 
governed by Nusselt film condensation. At the inlet of the tube, the relative size of the slug 
is much smaller than that of the bubble, because at high qualities, the bubble is still long. 
As condensation proceeds, the vapor in the bubble changes to liquid, which elongates the 
length of the slug relative to the length of the bubble. This is reflected towards the end of 
the tube, where the length of the slug is almost equal to that of the bubble. 
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Finally, a snapshot of the simulations after two seconds is shown in Figure 4.14. The 
figure shows the progression of the bubbles and slugs as the condensation process occurs 
in the tube. The most notable change is the decrease in the bubble length and increase in 
the slug length as the vapor condenses. 
4.6 Conclusions 
A model for intermittent flow in micro- and mini- channels is developed. The model 
considers local parameters of intermittent flow, such as the slug and bubble velocities, 
 
Figure 4.13: Predicted instantaneous heat transfer coefficient at fixed locations 
in the tube 
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bubble and slug length, bubble void fraction, and bubble pressure drop. The model uses a 
Lagrangian approach that tracks each unit cell and couples the whole bubble train using 
conservation of mass, momentum and energy. Looking closely at conditions of interest, it 
was observed that gravitational effects are important and can alter the condensate film 
profile. The local hydrodynamics compared well with the literature, specifically the 
average film thickness, local slug velocity, and bubble velocity. The heat transfer 
coefficient showed good comparison with the experimental data (AAD = 11%). The 
pressure gradient was also in agreement with the experimental data (AAD = 19%). In 
subsequent chapters, the model is tested at different conditions and further compared with 
 
Figure 4.14: Snap shot of the flow field after two seconds of simulations, showing 
the progression of the bubble and slug lengths at different time 
instants 
 149 
experimental data in an attempt to propose a framework that can analytically model the full 
quality spectrum of condensation in micro- and mini- channels. 
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CHAPTER 5. EXPERIMENTS 
5.1 Introduction 
 There have been several experimental studies that investigate condensation in 
circular and noncircular channels. Traviss et al. (1972) developed an annular flow model 
based on condensation experiments on R12 and R22 in a 9.5-mm tube over a range of 
saturation temperatures, 24.4 < Tsat < 33.3C. Dobson and Chato (1998) proposed a flow 
regime map and a condensation heat transfer model based on an experimental study of R-
12, R22, R134a and a mixture of R32/R125 condensation in horizontal tubes, 
3.14 < Dh < 7.04 mm. Wang et al. (2002) performed an experimental study of R134a 
condensing in aluminum rectangular multiport microchannels with Dh = 1.46 mm. The 
operating conditions were wall subcooling of  20 K, 45 < Tsat < 63C and 
75 < G < 750 kg m-2 s-1. A similar study was conducted by Koyama et al. (2003), where 
they investigated condensation of R134a in rectangular multiport microchannels with 
hydraulic diameters of 0.8 < Dh < 1.11 mm at a Tsat of 60.4C and a mass flux range of 100 
< G <  700 kg m-2 s-1. Bandhauer et al. (2006) developed an annular flow model based on 
experiments on the condensation of R134a over the full quality range in circular 
microchannels with a range of diameters, 0.5 < Dh < 1.52 mm, and mass fluxes, 150 < G < 
750 kg m-2 s-1. Cavallini et al. (2006) presented a condensation model for horizontal tubes 
of Dh > 3 mm based on data for several synthetic and natural refrigerants (HCFCs, HFCs, 
hydrocarbons, carbon dioxide, ammonia and water). Kim and Mudawar (2013) developed 
a microchannel heat transfer model based on an extensive data set of experimental single 
and multiport condensation studies in the literature, with 0.424 < Dh < 6.2 mm, 53 < G < 
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1403 kg m-2 s-1 and 0.04 < Pred < 0.91. Fronk and Garimella (2016a) conducted experiments 
on the condensation of ammonia and ammonia-water mixtures in microchannels with a 
range of diameters, 0.98 < Dh <  2.16 mm, saturation temperatures, 30 < Tsat < 60C (for 
pure ammonia), and mass fluxes of 75 < G < 225 kg m-2 s-1. They developed a flow regime-
based model for natural refrigerants. Macdonald and Garimella (2016) investigated the 
effect of reduced pressure on the condensation of propane in horizontal tubes of diameters 
7 < Dh <14 mm and reduced pressures of 0.25 to 0.95 (30 < Tsat < 94C). Keinath and 
Garimella (2019) proposed a flow regime based model based on condensation experiments 
on R404A in microchannels with 0.86 < Dh < 3.05 mm at saturation temperatures of 30 < 
Tsat < 60C and mass fluxes of 200 < G < 800 kg m
-2 s-1. Park et al. (2011) conducted 
condensation experiments in vertical microchannels using R1234ze(E), R134a and R236fa 
at low mass fluxes (50 < G < 260 kg m-2 s-1) and over a wide range of saturation 
temperatures (25 < Tsat < 70C). They reported that the heat transfer performance of 
R1234ze(E) was lower than that of R134a by 15 - 25%. Del Col et al. (2015) investigated 
R1234ze(E), R134a, R32 and R1234yf condensing in a single horizontal microchannel 
with a hydraulic diameter of 0.96 mm for a range of mass fluxes (100 < G < 800 kg m-2 s-
1) and saturation-to-wall temperature differences of  12 - 14 K. They also reported lower 
heat transfer coefficients for R1234ze(E) than for R134a. Al-Zaidi et al. (2018) conducted 
condensation experiments in multiport rectangular microchannels with Dh = 0.57 mm using 
the dielectric working fluid HFE-7100 at Tsat = 60C and mass flux range of 
48 < G < 126 kg m-2 s-1 with a saturation-to-coolant temperature difference of 20 K. 
Garimella et al. (2016a) proposed a condensation heat transfer model based on 
condensation experiments on R134a flowing through rectangular microchannels of 
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different aspect ratios (AR) for 100 < Dh < 160 µm, 1 < AR < 4, 300 < G < 800 kg m
-2 s-1 
and 30 < Tsat < 60C. 
Even though numerous working fluids have been investigated, very few address the 
condensation of R1234ze(E) in horizontal microchannels, especially at conditions of 
relevance to microchannel condensers in a typical waste heat recovery system, i.e., 
G <  100 kg m-2 s-1 and saturation-to-wall temperature difference < 5 K (Garimella et al., 
2016c). R1234ze(E) is being considered as a low GWP replacement for R134a, in 
applications such as refrigerators and heat pumps, despite its slightly lower system 
performance (6% reduction in system COP compared to R134a)  (Del Col et al., 2015; 
Mota-Babiloni et al., 2016). Other fluids, such as R1234yf and R1234ze(Z) which is an 
R1234ze(E) isomer, are also considered as replacements for R134a in mobile air 
conditioning applications, especially due to the new restrictive policies that set an upper 
limit on the working fluid GWP, in addition to a “GWP tax” which can go up to twenty 
times the purchase price (Del Col et al., 2015; Mota-Babiloni et al., 2016).  Furthermore, 
knowledge of the effect of various physical parameters on the heat transfer coefficient is 
essential to optimize condenser performance. The effects of saturation temperature, 
saturation-to-wall temperature difference, mass flux, quality, cross section, and working 
fluid on heat transfer and pressure drop during condensation in microchannels is 
investigated experimentally here. A single circular microchannel of diameter 1.55 mm is 
used for the first set of experiments using R134a, R1234ze(E), and R245fa at G < 200 kg 
m-2 s-1, saturation temperatures of 30 < Tsat < 50C, and saturation-to-wall temperature 
difference of 1.5 – 5 K. The second set of experiments uses a single square microchannel 
for R134a and R1234ze(E) flowing at 100 < G < 400 kg m-2 s-1. 
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  A low heat duty, low mass flux facility is constructed to measure heat transfer 
coefficients across finite quality changes. The results obtained are compared with the 
predictions of correlations reported in the literature for similar conditions. These results, 
along with the analytical treatments reported in the previous chapter, are used to develop 
validated models for condensation in microchannels. 
5.2 Experimental Setup 
5.2.1 Circular Test Section 
A schematic of the test section (TS) used in the experiments is shown in Figure 5.1. 
The test section is a tube-in-tube heat exchanger, where the coupling fluid, in this case 
water, flows in the annulus section between the inner tube and the outer tube. A 240-mm 
long, 3.175-mm OD copper tube is used for the refrigerant side. The inner diameter of the 
tube is 1.55 mm. The dimensions of the test section are reported in Table 5.1. The reducer 
fitting, tee fitting and adiabatic lengths are used in the heat transfer analysis as shown in 
 
Figure 5.1: Schematic of the test section 
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the data reduction section. The outer most tube is made from stainless steel. One 
thermocouple is installed at the inlet and another at the exit of the coupling fluid section to 
measure the corresponding temperatures. Swagelok® compression fittings are used to seal 
the test section and couple it to the remainder of the refrigerant and water loops. Pressure 
taps across the pressure drop length are used to measure the absolute pressure and pressure 
drop across the test section. A section of the tube that was used to fabricate the TS was 
spliced open axially to measure the surface roughness of the inner wall of the channel, 
which was 0.5 m. 
5.2.2 Experimental Facility 
A schematic of the facility used for the experiments is shown in Figure 5.2. A 
similar experimental configuration has been used previously by Agarwal and Garimella 
(2010) and Fronk and Garimella (2016a). It is pressure tested up to 3 MPa. Refrigerant at 
State (7) enters the pre-heater as a subcooled liquid after leaving the condenser. The pre-
heater is used to precondition the flow to the desired quality at the inlet of the test section, 
State (1). An energy balance over the pre-heater (including the ambient losses/gains) is 
Table 5.1: Dimensions used in the test section 












used to determine the enthalpy and quality of the two-phase mixture at State (1). The flow 
enters the test section where the heat transfer coefficient is measured and reported at the 
average quality. A differential pressure transducer is installed between states (1) and (2) to 
measure the pressure drop. The flow then enters the post-heater, exiting as a superheated 
vapor, State (3). The power to the preheater and post-heater is measured using wattmeters, 
and the ambient losses are estimated. An overall energy balance between states (3) and (7), 
where single phase conditions exist, can be used to determine the TS heat duty. The test 
section heat duty corresponds to the heat duty between states (1) and (2).  
 
Figure 5.2: Schematic of the facility 
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To reduce the uncertainty of the measured two-phase heat transfer coefficient, the 
thermal resistance on the coupling fluid side is minimized by increasing the water flow 
rate. This leads to a very small temperature difference on the water side, which makes it 
impossible to determine the test section heat duty through temperature measurements on 
the coupling fluid within a reasonable uncertainty. However, due to this high coolant flow 
rate, the coolant temperature, and therefore, the wall temperature during condensation, is 
almost constant, allowing for an accurate study of the effect of wall subcooling. The facility 
is well insulated, using two insulation layers, N/PVC foam (k = 0.144 W m-1 K-1 and 
12.7 mm thick) and ceramic fiber insulation (k = 0.036 W m-1 K-1 and 20 mm thick) to 
minimize losses. A filter and one-way valve are installed in series along the flow loop, to 
reduce possible flow oscillations. Two flow meters are installed in parallel to measure high 
and low flow rates, as necessary. The coupling fluid loop consists of a cooling heat 
exchanger (HX) and water heater. The heated water exiting the TS is cooled using the 
cooling HX. A Proportional-Integral-Derivative (PID) temperature controller is used on 
the water heater downstream of the coolant HX to fine tune the water temperature to the 
desired value, which ensures accurate control of the coolant-to-refrigerant temperature 
difference. A photograph of the facility is shown in Figure 5.3. 
5.2.3 Data Reduction 
The test section heat duty is obtained by performing an energy balance over the 
pre-heater, post-heater and test section (between state points (7) and (3) in Figure 5.2). The 
TS heat duty is given by Equation (5.1), which accounts for the ambient heat losses in the 
pre-heater, post-heater and connecting pipes to the test section. 
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Axial conduction could affect test section heat transfer; therefore, the test section 
model was axially discretized to account for the variation in the wall temperature (Agarwal 
and Garimella, 2010). The reducer and Tee fitting are also accounted for in the heat transfer 
calculations in a fashion similar to Keinath and Garimella (2019). A schematic showing 
the axial discretization is presented in Figure 5.4. Commercial software (ANSYS®) was 
used to verify that the calculated heat transfer coefficient is independent of the 
discretization scheme. Details of the discretization scheme and the comparison with the 
predictions of the commercial software are shown in Appendix C and Appendix D.  
To quantify the ambient losses, thermocouples are attached to the walls of the 
heaters and the pipes. A model was used to account for ambient losses; in addition, 
 
Figure 5.3: Photograph of the facility 
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experiments were conducted over a range of surface-to-ambient temperature differences to 
validate the model. A conservative uncertainty of 25% was therefore assigned to these 
losses. The wall thermocouples were also used to ensure that the post heater, pre heater and 
test section reached steady state before recording the data. Details of the post and pre heater 
ambient loss calculations are given in Appendix B and Appendix C.  
Pressure drop was measured across the test section as shown in the schematic of 
Figure 5.1. The overall measured pressure drop includes the deceleration pressure drop due 
to condensation, in addition to contraction and expansion pressure drops at the inlet and 
outlet headers, respectively. Accordingly, the frictional pressure drop is calculated from 
Equation (5.2), following the procedures of Macdonald and Garimella (2016) and 









= =  +     (5.2)
minor expdec contP P P P =  + +     (5.3) 
 
Figure 5.4: Axial and radial discretization of the test section 
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A conservative uncertainty of 50% is assigned to these minor losses. The 
components and instrumentation used in the facility, along with their uncertainties, are 
documented in Table 5.2. 
5.2.4 Results 
5.2.4.1 Single-phase validation 
Single-phase tests were conducted using liquid R134a to validate the test section 
measurements and data reduction procedure. The Nusselt number was measured and 
compared with values predicted by the Churchill (1977a) and Gnielinski (1976) 

























































































































correlations for turbulent flow, and the Sieder and Tate (1936) correlation for laminar flow. 
It was found that the length of the test section was less than the fully developed length 
(thermally and hydrodynamically) when the single-phase flow transitioned from the 
turbulent regime to the laminar regime. In addition, to validate the pressure drop 
measurements, the measured friction factor is compared with the Churchill (1977b) 
correlation for turbulent flow and to the Shah and London (1978) correlation for laminar 
flow. The Nusselt number results are shown in Figure 5.5, while friction factor results are 
shown in Figure 5.6. For single-phase heat transfer, the absolute average deviation (AAD) 
in the laminar regime is 10%, while in the transition regime, it is 10%, and in the turbulent 
regime, it is 2%, with the overall AAD being 8%. For the friction factor, the AAD is 16% 
in the laminar regime, 21% in the transition regime, and 15% in the turbulent regime, with 
overall AAD being 17%. At the lowest Nusselt numbers, the heat duty  1 W; thus, the 
uncertainty is higher for those data points. 
 
Figure 5.5: Nusselt number as a function of Reynolds number 
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5.2.4.2  Experimental Conditions and Test Matrix 
The experimental conditions tested in this study are shown in Table 5.3. The 
average uncertainty in the measured heat transfer coefficient at Tsat = 30C is 19%. For Tsat 
= 40C, the uncertainty is 25%, while for Tsat = 50C, the uncertainty is 34%. At 
Tsat = 30C, most of the uncertainty in the heat transfer coefficient is due to the uncertainty 
in the post- and pre- heater heat duty measurements ( 65% of the uncertainty). The rest of 
the uncertainty was due to uncertainties in the thermocouples, pressure measurement, mass 
flow rate and the coupling fluid heat transfer coefficient. At Tsat = 40C and 50C, the 
uncertainty due to the ambient losses from the pre- and post- heaters starts to play a major 
role. At Tsat = 50C, up to  65% of the heat transfer coefficient uncertainty is due to the 
ambient losses from the pre- and post- heaters. The average quality change in the test 
section was <  0.2, except at a mass flux of 50 kg m-2 s-1, where it was up to  0.45. The 
condensation experiments attempted to minimize the quality change in the test section for 
 
Figure 5.6: Friction factor as a function of the Reynolds number  
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each data point to get a fine resolution in the variation of heat transfer coefficient with 
quality curve.  However, because of the emphasis on low mass fluxes in this study, this 
objective was not always met. Consider a data point at a mass flux of 100 kg m-2 s-1, where 
the quality change in the test section is  0.2. Maintaining the same operating conditions, 
while reducing the mass flux by half, i.e., to 50 kg m-2 s-1, will almost double the quality 
change across the test section (QTS = G Δx hfg Ac, Ac being the cross sectional area of the 
test section), because QTS is almost the same for both mass fluxes. This is because test 
section heat duty is also given by QTS =  Sch LTS (Tsat - Twall), where Sch is the perimeter of 
the channel. It was observed that  does not vary much with the mass flux; therefore, for 
the same operating conditions, lowering mass flux will lead to larger quality changes across 
the test section. On the other hand, if the test section heat duty is reduced by shortening the 
length of the test section, the measured test section heat duties will have higher 
Table 5.3: Experimental test matrix 
Parameter Range 
R134a 
G [kg m-2 s-1] 50 < G < 200 
Tsat - Twall [K] 1.7 < T < 5.0 
Tsat [C] 30 < Tsat < 50 
QTS [W] 3.4 < QTS < 14.5 
R1234ze(E) 
G [kg m-2 s-1] 50 < G < 200 
T sat – Twall [K] 2.5 
Tsat [C] 30 
QTS [W] 5 < QTS < 11 
R245fa 
G [kg m-2 s-1] 50 < G < 200 
Tsat – Twall [K] 2.5 
Tsat [C] 30 
QTS [W] 4.5 < QTS < 10.0 
D [mm]  








Figure 5.7: Heat transfer coefficients as a function of quality for different mass 
fluxes: a) R134a, Tsat = 30C; b) R134a, Tsat = 40C; c) R134a, 
Tsat = 50C; d) R245fa, Tsat = 30C; e) R1234ze(E), Tsat = 30C 
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5.2.4.3 Two Phase Results: Effect of Mass flux and Quality 
The heat transfer coefficient as a function of refrigerant quality at a wall subcooling 
of  2.5 K and the full range of mass fluxes tested is shown in Figure 5.7. It can be seen 
that there is a weak dependence on mass flux for most of the refrigerants and saturation 
temperatures shown. This is because the maximum mass flux tested was 200 kg m-2 s-1 and 
in mini- and microchannels at such mass fluxes, inertia has minimal effect on the heat 
transfer (Fronk and Garimella, 2016a; Toninelli et al., 2019). In general, R245fa exhibited 
a higher dependence on mass flux, while R1234ze(E) and R134a had low dependence on 
mass flux.  It is only at G = 200 kg m-2 s-1 that R1234ze(E) starts showing an increase in 
heat transfer coefficient with mass flux.  
The heat transfer coefficient decreases with a decrease in quality. This is consistent 
with the trends reported in literature for similar conditions (Bandhauer et al., 2006). As the 
 
Figure 5.8: Effect of the working fluid on the heat transfer coefficient 
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quality decreases, the liquid film thickens, increasing the conduction length; thus, the heat 
transfer coefficient decreases. 
5.2.4.4 Effect of Working Fluid 
The heat transfer coefficients for the three working fluids considered here are 
compared for a saturation temperature of 30C and two mass fluxes in Figure 5.8. The heat 
transfer coefficients for R134a and R1234ze(E) are very similar. R1234ze(E) has on 
average a slightly lower heat transfer coefficients (<  10%) compared to R134a; however, 
this is within the uncertainty bounds (similar to the trends reported by Del Col et al. (2015) 
and Park et al. (2011), who also show that as the mass flux decreases, the advantage of 
R134a over R1234ze(E) decreases to the extent that it is within the uncertainty bounds). 
Because of the similar heat transfer coefficients, R1234ze(E), which has a GWP of 
6, can be used as a drop-in replacement for R134a, which has a GWP of 1300, in 
microchannel condensers with minimal effects on the heat transfer performance for 
conditions close to those considered in this study. R245fa shows an increase in heat transfer 
coefficient as mass flux increases, as compared to R134a and R1234ze(E). At higher mass 
fluxes, the film thickness is expected to be more uniform (Cioncolini and Thome, 2013). 
This is due to the difference in thermophysical properties shown in Table 5.4 for the 
working fluids considered in this study. If a uniform film thickness is assumed, it can be 
Table 5.4: Transport properties of different working fluids at Tsat = 30C 
 kl 





l v-1 µl 
[kg m-1 s-1] 
µv 
[kg m-1 s-1] 
µl µv-1  
[N m-1] 
R134a 0.081 1187 38 32 1.8310-4 1.2210-5  15 7.410-3 
R1234ze(E) 0.073 1146 31 37 1.7810-4 1.2510-5 14 8.210-3 
R245fa 0.080 1325 10 131 3.7910-4 1.0410-5 37 0.013 
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shown that at the same operating conditions, R245fa has a thinner film compared to the 
other working fluids, leading to the increase in heat transfer coefficient (  k/). Using 
the Baroczy (1963) void fraction correlation, assuming a uniform film thickness, and fixing 
the quality (e.g., 0.5), a hypothetical film thickness for different working fluids under the 
same conditions can be determined. At Tsat = 30
oC, G = 150 kg m-2 s-1, D = 1.55 mm, the 
film thickness for R134a is 57.6 m, while for R245fa, it is 24.5 m. This is also reflected 
in the high density ratio (l v-1) of R245fa compared to that of R134a. 
5.2.4.5 Effect of Saturation Temperature 
Figure 5.9 shows the heat transfer coefficient of R134a as a function of quality at 
different saturation temperatures.  As expected from previous studies (Macdonald and 
 
Figure 5.9: Comparison of heat transfer coefficients at different saturation 
temperatures 
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Garimella, 2016), the heat transfer coefficient increases as saturation temperature 
decreases. This is mainly because at lower saturation temperatures, the enthalpy of 
vaporization increases, and also the difference between the phase densities increases, 
leading to relatively higher vapor-phase velocities and interfacial shear. In the limit of low 
inertia (at low mass fluxes), the Nusselt analysis applies for gravity-driven flows (for the 
thin condensate on the top of the channel that flows towards the bottom of the channel), 
and a similar analysis can be done for surface tension-driven flows (Wang and Rose, 2011). 
For thin condensing films in both types of flows, a reduction in saturation temperature leads 
to higher heat transfer coefficient. 
5.2.4.6 Effect of Wall-to-Saturation Temperature Difference 
Figure 5.10 shows the effect of wall-to-saturation temperature difference for R134a 
at Tsat = 30C. An increase in the average heat transfer coefficient by  22% is observed 
when the saturation-to-wall temperature difference decreases from 4.8 K to 1.7 K. This is 
similar to trends reported by Wang and Rose (2011) and Toninelli et al. (2019).  Again, 
this is mainly because in the absence of inertia, Nusselt-type considerations apply, and 
using the conventional thin-film Nusselt theory, it can be shown that the heat transfer 
coefficient increases with a decrease in wall subcooling. The Nusselt analysis adapted for 
in-tube condensation is given by Equation (5.4) (Chato, 1962). Similarly, the Nusselt 
analysis for surface tension driven flow is given by Equation (5.5) (Wang and Rose, 2011). 
In the Nusselt analysis, the heat transfer coefficient is inversely proportional to the wall 
subcooling. When a condensing thin film exists on the channel walls, lowering the wall 
subcooling, locally decreases the driving potential for vapor condensation and therefore 
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5.2.4.7 Frictional Pressure Gradient dependence on Mass Flux and Quality 
Figure 5.11 shows the frictional pressure gradient for the different conditions and 
working fluids considered here. Unlike the heat transfer coefficient, the frictional pressure 
 
Figure 5.10: Heat transfer coefficient as a function of wall-to-saturation 
temperature difference 
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gradient is highly dependent on the mass flux. As the quality and mass flux increase, the 
pressure gradient increases for all operating conditions and working fluids. This is because 
the pressure gradient is proportional to the shear stress, which is a direct function of the 
 
Figure 5.11: Frictional pressure gradient as a function of quality for different 
mass fluxes: a) R134a, Tsat = 30C; b) R134a, Tsat = 40C; c) R134a, Tsat 
= 50C; d) R245fa, Tsat = 30C; e) R1234ze(E), Tsat = 30C 
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vapor velocity (   vU/R). As the mass flux increases, the vapor velocity scales linearly, 
leading to an almost direct increase in the pressure drop. This is not observed in the heat 
transfer coefficient, because at the mass fluxes tested, where inertial effects are not 
dominant, it is mostly controlled by the azimuthal effects, such as gravity and surface 
tension.  
5.2.4.8 Frictional Pressure Gradient dependence on Working Fluid and Saturation 
Temperature 
Figure 5.12 shows the frictional pressure gradient for two mass fluxes and the three 
working fluids considered in the present study (Tsat = 30C). Like the heat transfer 
coefficient, R1234ze(E) and R134a have a very similar pressure drops (minimally higher 
for R1234ze(E), which has a slightly lower vapor density than R134a) while R245fa has a 
 
Figure 5.12: Frictional pressure gradient variation with different working fluids 
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much higher frictional pressure gradient. This is because R245fa has a substantially lower 
vapor density than R134a and R1234ze(E), leading to much higher vapor velocities, higher 
vapor shear, and consequently, a higher pressure drop. At Tsat = 30C, the vapor density of 
R245fa is 10 kg m-3, while that of R134a is 38 kg m-3, and of R1234ze(E), is 31 kg m-3 
(Table 5.4). Figure 5.13 shows the effect of the saturation temperature on pressure drop for 
R134a. As the saturation temperature decreases, the vapor density decreases, which leads 
to higher vapor velocities. The high vapor velocities cause an increase in the frictional 
pressure drop, as discussed above.  
5.2.5 Comparison with the Literature 
The heat transfer and pressure gradients obtained in the present study are compared 
with the predictions of correlations from the literature for macrochannels and 
microchannels at conditions close to those of the present study. 
 
Figure 5.13: Frictional pressure gradient variation with different saturation 
temperatures 
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5.2.5.1  Condensation Heat Transfer correlations 
Figure 5.14 shows a comparison between predicted and measured heat transfer 
coefficients for six different correlations. It should be noted that most of the correlations 
included here are developed for conventional working fluids (R134a, R245fa, R404a, NH3, 
and others.) R1234ze(E) is a new working fluid with promising properties, especially its 
low global warming potential (GWP.) The absolute average deviation (AAD), given by 
Equation (5.6), is used to quantify the differences between the predictions of these models 
and the data from the present study for both pressure drop and heat transfer data. Here, “n” 











     (5.6) 
The first of these correlations by Fronk and Garimella (2016b) has an AAD of 25%. 
This correlation is developed for ammonia and ammonia-water mixtures condensing in 
microchannels at low mass fluxes (75 < G < 200 kg m-2s-1) similar to those in the present 
study. The agreement with the Cavallini et al. (2006) correlation is 22%. This correlation 
is developed a comprehensive data set of operating conditions, which includes tubes with 
D > 3 mm, and different working fluids (synthetic and natural refrigerants). The agreement 
with the Shah (2016) correlation is 20%. This correlation is based on a comprehensive data 
set of 13 different working fluids (both synthetic and natural refrigerants) and a wide range 
of mass fluxes (20 < G < 1400 kg m-2s-1) in microchannels, which covers the conditions of 
this study. The Dobson and Chato (1998) correlation predicted the measured heat transfer 
coefficient the best with an AAD of 12%. This is mainly because it is tailored toward low 
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reduced pressure synthetic refrigerants such as R134a, in addition to accounting for low 
wall subcooling temperatures (1.8 – 4.0 K) and low mass fluxes, as low as 25 kg m-2s-1, in 
minichannels (D  3 mm). The agreement with the Keinath and Garimella (2019) 
correlation (AAD) is only 53%. This large deviation is because this correlation is 
developed for high pressure R404A in microchannels, with mass fluxes ranging between 
 
Figure 5.14: Predicted versus measured heat transfer coefficient for different 
correlations 
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200 and 800 kg m-2s-1 and hydraulic diameters between 0.86 and 3.05 mm, while the present 
experiments are for low pressure fluids and mass fluxes <  200 kg m-2s-1. While the 
correlation is flow regime dependent, flow regime transitions at high reduced pressures 
occur at different conditions than at low reduced pressures, leading to this large 
discrepancy. The Kim and Mudawar (2013) correlation has an AAD of 33%. This 
correlation is based on a comprehensive data set of working fluids and operating conditions 
for microchannels. In general, it is observed that the correlations that agreed well with the 
experimental data were those developed based on conditions close to the present study 
(synthetic refrigerants such as R134a, low reduced pressures, low mass fluxes, low 
saturation-to-wall temperature differences, and channels with mini to micro dimensions). 
The pressure drop data are also compared with the predictions of several correlations 
from the literature, as shown in Figure 5.15. The predictions of the Friedel (1979) 
correlation are within ± 55% of the present data. This correlation for two-phase flow 
pressure drop was developed  based on data over a wide range of operating conditions, 
working fluids (synthetic and natural refrigerants), and orientations (vertical, horizontal, 
and vertical with down-ward flow); however, it is mostly for macrochannels. The 
predictions of the correlation developed by Garimella et al. (2005a) showed a ±20% 
agreement with the present data. This correlation is flow regime dependent (based on 
annular and intermittent flows) and specifically developed for pressure drop in 
microchannels, similar working fluids and hydraulic diameters to this study. The agreement 
between the predictions of the homogeneous pressure drop model and the present data is 
±43%. The homogenous pressure drop model (Ghiaasiaan, 2007) assumes the vapor and 
liquid phases flow at same velocity. The agreement between the predictions of the Kim and 
 175 
Mudawar (2012c) correlation and the present data is ±23%. This correlation is developed 
for pressure drop in microchannels that included data collected over a wide range of 
conditions (0.0695 < D < 6.22 mm, 4 < G < 8528 kg m-2 s-1, and 0.0052 < Pred < 0.91). The  
Mishima and Hibiki (1996) correlation has an AAD of 16% with the present data. It is 
developed for pressure drop in mini and microchannels (1 < D < 4 mm) in vertical 
orientations. The agreement of the present data with the Müller-Steinhagen and Heck 
 
Figure 5.15: Predicted versus the measured frictional presure gradient for 
different correlations 
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(1986) correlation is within ±17%. This correlation is based on several working fluids 
(refrigerants, water-steam and air water), mass flux range of 55 to 2490 kg m-2s-1 and 
horizontal and vertical orientations.  In general, most of the pressure drop correlations that 
were developed for flows in microchannels agreed well with the data from the present 
study. The AAD for the different heat transfer and pressure drop correlations is shown in 
Table 5.5. 
5.3 Square Minichannel Studies 
5.3.1 Test Section Manufacturing 
To conduct condensation experiments for a square geometry, a single square 
microchannel is manufactured. The first fabrication technique considered was 3-D printing. 
A 240-mm long channel was 3-D printed using an aluminum alloy (AlSi10Mg). A cross 
sectional view of the 3-D printed tube is shown in Figure 5.16a. 3-D printing of highly 
thermally conductive materials such as aluminum is still in its infancy. The high thermal 
conductivity material requirement with the need for precision in the shape and dimensions 
leads to a significant manufacturing challenge. The high thermal conductivity leads to 
Table 5.5: AAD of heat transfer coefficient and pressure gradient correlations 
Heat Transfer Coefficient Pressure Gradient 
Study AAD % Study AAD % 
Fronk and Garimella 
(2016b) 
25% Homogeneous Model 43% 
Cavallini et al. (2006) 22% Kim and Mudawar (2012c) 23% 
Shah (2016) 20% Mishima and Hibiki (1996) 16% 
Dobson and Chato (1998) 12% Müller-Steinhagen and 
Heck (1986) 
17% 
Keinath and Garimella 
(2019) 
52% Friedel (1979) 55% 
Kim and Mudawar (2013) 33% Garimella et al. (2005a) 20% 
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effective heat diffusion away from the intended printed pixel, causing shape distortions 
(Kruth et al., 2007). Even though a 3-D printed channel was successfully manufactured 
using an aluminum alloy, it was not used in the experiments for two main reasons. First, 
aluminum is less conductive than copper and would increase the wall thermal resistance, 
leading to increased uncertainties in the measurements of the heat transfer coefficient. 
Second, thermal characterization of 3-D printed metals (especially those with high thermal 
conductivity) is needed. Anisotropic thermal conductivity is expected, which is dependent 
on the printing orientation (vertical top-down, diagonal print with supporting structures, or 
horizontal print). In addition, the thermal conductivity of Aluminum alloy is different than 
that of pure aluminum, which would affect the measurements. Therefore, the aluminum 3-
D printed tube was not used for the experiments; however, this is a promising fabrication 
technique due to its potential applications. 
 An alternative fabrication technique that included a combination of machining and 
brazing was used to fabricate a square channel. Figure 5.17 shows the process followed to 
 
Figure 5.16: Cross sections of the square microchannel tubes; a) 3-D printed 
aluminum tube, b) machined copper tube, used in the experiments 
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manufacture the test section. The first step was to machine 1-mm channels on a C145 
copper block (length = 300.0 mm, width = 46.4 mm, and depth = 3.7 mm), Figure 5.17a. 
A copper block (length = 300.0 mm, width = 46.4 mm, and depth = 2.7 mm) is then brazed 
to the machined section to form the channels. The microchannels are then separated using 
wire Electric Discharge Machining (EDM), as shown in Figure 5.17b. A lathe is then used 
to turn the square exterior of this channel into a smooth circular tube with an outer diameter 
of 3.175 mm. The fabricated channel can be seen in Figure 5.17c. The resulting cross 
section of the copper tube is shown in Figure 5.16b. The formed channel is a square with 
an average side length of 0.98 mm. 
The surface roughness of the inner wall of both the machined and 3-D printed 
channels is measured. Two sample tubes were sliced open axially using the wire EDM to 
measure the surface roughness optically using a ContourGT-I 3D Optical Microscope. The 
machined copper channel has a maximum surface roughness of 2 m (it varied due to the 
machining process and it can be as low as 0.5 m in some locations), while the 3-D printed 
channel has an average surface roughness of 2 m. 
  
 
Figure 5.17: Square microchannel fabrication: a) machining of grooves on 
microchannel block, b) wire EDM to isolate a single channel, c) 
transformation into a circular tube using a lathe 
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5.3.2 Condensation Experiments on Square Microchannels 
The facility used for the experiments on the circular microchannel was also used to 
measure the heat transfer coefficients and pressure gradients in the square channel 
described above, with minor modifications. Figure 5.18 is a schematic showing the cross 
section of a square channel with the applicable thermal resistances. Because of the square 
shape, the conduction thermal resistance from the inner wall to the center of the channel is 
















 =    (5.7) 
The correction factor that is added to the thermal resistance of a cylindrical shell is 
to account for the square shape. CRTS is the central radius of the square test section, which 
is the average of the distance from the center to the outer wall, i.e., ORTS, and the distance 
from the center to the inner wall, i.e., a. As is the correction factor for a square shape, 
 
Figure 5.18: Schematic of the square tube, showing the coupling water in blue, 
and the copper tube in brown 
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adapted from the work of Laura and Sanchez Sarmiento (1978).  The dimensions of the 
square test section are given in Table 5.6 with reference to Figure 5.1. As was done for the 
circular channel, single-phase experiments were conducted to validate the data reduction 
procedure. The single phase Nusselt number is compared with the Churchill (1977a), 
Gnielinski (1976) and Adams et al. (1998) correlations in Figure 5.19. The Adams et al. 
(1998) correlation is based on the Gnielinski (1976) correlation and is specifically 
 
Figure 5.19: Single-phase Nusselt number as a function of Reynolds number 
 
Table 5.6: Dimensions of the square test section 












developed for microchannels with Dh < 1 mm and Re > 2600.  The Sieder and Tate (1936) 
correlation is used for simultaneously developing conditions. Even in the square channel, 
the developing length was comparable to the test section length at laminar conditions. 
Similarly the pressure drop is compared with the Gnielinski (1976)  and Churchill (1977b) 
correlations for turbulent conditions, and to the Shah and London (1978) correlation for 
hydrodynamically developing laminar flows in Figure 5.20. For single-phase heat transfer, 
the absolute average deviation (AAD) in the laminar, transition, and turbulent regimes is 
11%, 4%, and 5%, respectively, with the overall AAD being 6%. For the friction factor, 
the AAD in the laminar, transition, and turbulent regimes is 18%, 4%, and 6%, 
respectively, with the overall AAD being 9%. 
  
 
Figure 5.20: Single-phase friction factor as a function of Reynolds number 
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5.3.2.1 Effect of mass flux and working fluid 
The experiments on the square microchannel were conducted at nominal conditions 
of Tsat = 30C, Tsat = 2.3 K and 100 < G < 400 kg m-2 s-1 for R134a and R1234ze(E). The 
average uncertainty in the heat transfer coefficients for all the square channel condensation 
data is 19%. The average quality change was <  0.2, except at a mass flux of 100 kg m-
2 s-1, where it was up to  0.4. Similar to the circular case, the quality change in the test 
section is determined by the heat duty. Since the square channel has a lower hydraulic 
diameter, in addition to the corners, the heat transfer coefficients are expected to be higher 
than those for the circle; therefore, for the same conditions, the square test section heat duty 
is expected to be higher than that of the circle (QTS =  Sch LTS (Tsat - Twall), Sch being the 
channel perimeter). Moreover, because of the smaller cross sectional area, maintaining the 
same mass fluxes as the circle will also lead to higher quality changes (QTS = G Δx hfg Ac, 
Ac being the channel cross sectional area). For example, a mass flux of 200 kg m
-2 s-1 will 
lead to a quality change of  0.2. Decreasing the mass flux by half (i.e., G = 100 kg m-2 s-
1), will increase the quality change by almost a factor of two. 
 Figure 5.21 shows the heat transfer coefficients of R134a and R1234ze(E) at 
different mass fluxes. The heat transfer coefficient increases as the mass flux increases; 
however, at lower mass fluxes (G = 100 - 200 kg m-2 s-1), the heat transfer coefficient 
becomes independent of the mass flux. This is consistent with the circular channel 
experiments, where at low mass fluxes, the heat transfer coefficient is nearly independent 
of mass flux. This indicates that at high mass fluxes, inertial effects, such as perturbation 
of the interface, play a big role in increasing the heat transfer coefficient. In addition, the 
 183 
high shear stress in the liquid film due to the high vapor velocity causes the film to be 
thinner and hence increases the heat transfer coefficient (Thome et al., 2003). 
The data in Figure 5.21 can also be used to directly compare the effects of the 
working fluid on the heat transfer coefficient. Figure 5.22 shows a comparison of the heat 
transfer coefficient at two mass fluxes. It is observed that the heat transfer coefficients for 
R1234ze(E) are almost equal to those of R134a. At Tsat = 30C, the liquid-phase thermal 
conductivity of  R134a (kl = 0.081 W m
-1 K-1) is slightly higher than that of R1234ze(E) 
(kl = 0.073 W m
-1 K-1), leading to this small increase in heat transfer coefficient (Table 5.4); 
however, the difference is within the uncertainty bounds. Similar trends were reported in 
Park et al. (2011) and Del Col et al. (2015).   
  
 
Figure 5.21: Heat transfer coefficients for R134a and R1234ze(E) 
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5.3.2.2 Effect of channel geometry 
Figure 5.23 compares the heat transfer coefficients in the circular and square 
geometries for R134a. It should be noted that even though the experiments are conducted 
at the same saturation temperature and saturation-to-wall temperature difference, the 
hydraulic diameters of the two geometries are different (for circle Dh = 1.55 mm, for square 
Dh = 0.98 mm). The results are also compared with the values reported in Toninelli et al. 
(2019). 
The heat transfer coefficient is higher for the square geometry. This is because of 
two factors. The first is that the corners of the square geometry tend to pull the condensate 
towards them, leaving it thin on other parts of the channel walls. On average, this leads to 
an increase in the heat transfer coefficient due to the Gregorig effect (Wang and Rose, 
 
Figure 5.22: Comparison of the heat transfer coefficient for different working 
fluids 
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2011) described earlier. The second reason is that the square channel has a smaller 
hydraulic diameter. With a smaller hydraulic diameter, the average film is thinner than in 
larger hydraulic diameter channels, leading to higher heat transfer coefficients (Garimella 
et al., 2016a). The results compare well with the data reported in Toninelli et al. (2019). 
The data in Toninelli et al. (2019) are at Tsat = 40C (higher than Tsat = 30C) and T = 12 
K (higher than T = 2.5 K)  and a slightly larger hydraulic diameter. All these effects lead 
to lower heat transfer coefficients than the ones reported in this study. 
 
Figure 5.23: Comparison of the heat transfer coefficient for the square and 
circular shape, in the present study, with the results reported in 
Toninelli et al. (2019) 
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To compare the effect of the channel shape exclusively, the circular heat transfer 
data at a Dh = 1.55 mm are adjusted to those expected for a Dh = 0.98 mm. This is done by 
considering that at the mass fluxes tested (G <  200 kg m-2 s-1), inertial effects are not 
dominant. This implies that the heat transfer coefficients will follow a Nusselt-type 
behavior, where gravity and azimuthal effects determine the local film thickness. When 
gravitational effects are dominant, Equation (5.4) applies for internal condensation, which 
indicates that   D-1/4. On the other hand, if capillary effects are dominant, then Equation 
(5.5) applies, and   D-3/4. At conditions similar to those in the present study, it has been 
shown in the literature than even with R134a condensing in 1.0-mm circular channels, 
gravitational effects are more significant than capillary effects (Toninelli et al., 2019). 
Therefore, when accounting for the effect of hydraulic diameter, the square channel still 
has a higher heat transfer coefficient than the circular channel (by 41% if using Equation 
(5.4) for the adjustment, and by 26% if using Equation (5.5)), as shown in Figure 5.24. 
5.3.2.3 Effect of mass flux and working fluid on pressure gradient 
The pressure gradient is measured using the previously described methodology 
developed for the circular channel (given in Equation (5.2)). It should be noted that because 
the pressure drop was higher for the smaller hydraulic diameter square channel, the 
pressure drop transducer was changed to the Rosemount® 3051 Pressure Transducer 
(3051CD2A22A1AB4E5M5) which has an uncertainty of  0.048 kPa. These pressure 
drop results are shown in Figure 5.25. 
As expected, and similar to the circular channel, as the mass flux increases, the 
pressure gradient increases for both the R1234ze(E) and R134a. This is because as the mass 
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flux increases, the local vapor and liquid velocities increase, leading to higher shear stress 
at the channel walls. Figure 5.26 provides a direct comparison of the effect of the working 
fluid on pressure drop. Figure 5.26 shows that R1234ze(E) has a higher pressure gradient 
than R134a, especially at higher mass fluxes (G = 400 kg m-2 s-1). This can be due to the 
fact that the vapor viscosity of R1234ze(E) is slightly higher than that of R134a, in addition 
to R1234ze(E) having a lower vapor density, leading to high vapor velocities. The vapor 
viscosity and density of R134a are 1.2210-5 kg m-1 s-1 and 38 kg m-3, while for 
R1234ze(E), they are 1.2510-5 kg m-1 s-1 and 31 kg m-3, respectively (Table 5.4). Because 
at high qualities, the vapor flows through the core and the liquid aggregates on the channel 
walls, a higher vapor viscosity leads to a higher pressure drop. This effect is more 
 
Figure 5.24: Comparison of heat transfer in circular and square channels 
adjusted to the same hydraulic diameter 
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prominent at higher mass fluxes. This is also consistent with the trends reported in Del Col 
et al. (2015). 
5.3.2.4 Effect of channel shape on pressure gradient 
Figure 5.27 compares the pressure gradients in square and circular channels for a 
mass flux of 100 kg m-2 s-1 at Tsat = 30C.  The square channel has a higher pressure 
gradient. This is because for the same operating conditions, the channel with the smaller 
hydraulic diameter, i.e., the square, will have a higher pressure gradient. The direct effect 
of the geometry (i.e., square vs circle) on the pressure gradient is expected to be less 
prominent than the effect of the hydraulic diameter (Garimella et al., 2003) (as compared 
to the heat transfer coefficient case). To isolate the effect of the channel shape, an analysis 
 
Figure 5.25: Frictional pressure gradient at different mass fluxes for R134a 
and R1234ze(E)  
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similar to the one conducted for heat transfer case is used. The Müller-Steinhagen and Heck 
(1986) correlation is used to adjust the circular channel data from Dh = 1.55 mm to 
Dh = 0.98 mm, thereby matching the Dh of the square channel. This correlation is used 
because it was in good agreement with the present data for both channel shapes (±17% for 
the circle and ±13% for the square).The circular pressure gradient data are multiplied by 
the ratio of the predicted pressure gradient at Dh = 0.98 mm to the pressure gradient at 
Dh = 1.55 mm. The results are shown in Figure 5.27. The corrected circular results are  
8% higher than the square case, showing that the channel geometry has a lower effect on 
the pressure gradient as compared to the heat transfer coefficient. 
  
 
Figure 5.26: Comparison of the frictional pressure gradient for different 
working fluids 
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5.3.3 Comparison with the Literature 
The heat transfer coefficients reported for the square test section are compared with 
the predictions of correlations from the literature (Fronk and Garimella (2016b), Keinath 
and Garimella (2019), Kim and Mudawar (2013) and Shah (2016)). These correlations are 
developed for condensation in microchannels and were previously used for comparison 
with the data for the circular channels. In addition, correlations developed for square and 
rectangular microchannels by Koyama et al. (2003) and Wang et al. (2002) are compared 
with the data from the present study. Figure 5.28 shows the experimental results compared 
with the predictions of these correlations. Koyama et al. (2003) investigated R134a 
condensing in multiport square microchannels with hydraulic diameters of 1.11 mm and 
 
Figure 5.27: Comparison of frictional pressure gradient for the circle and 
square channels at the same hydraulic diameter 
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0.8 mm. Wang et al. (2002) also investigated R134a condensing in aluminum multiport 
channels with hydraulic diameter of 1.46 mm.  
The pressure gradient in the square channel is also compared with the predictions 
of several correlations from the literature. The results of the comparisons are shown in 
 
Figure 5.28: Predicted versus measured heat transfer coefficient for different 
correlations for square channel 
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Figure 5.29. The effect of the channel geometry on the pressure gradient is less prominent 
than that of the heat transfer coefficient; therefore, the correlations used for the circular 
channel are also employed here (Garimella et al. (2005a), Friedel (1979), Kim and 
Mudawar (2012c), Müller-Steinhagen and Heck (1986) and the homogeneous model 
(Ghiaasiaan, 2007).)  
 
Figure 5.29: Predicted versus the measured frictional presure gradient for 
different correlations for square channel 
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  The absolute average deviation (AAD) as defined by Equation (5.6) is used to 
determine the correlations that best predict the present data. The total number of data points 
for the square channel is 56. The results are shown in Table 5.7. The correlation that best 
predicted the heat transfer coefficient was that by Koyama et al. (2003), which had 
conditions very similar to those in the present study and was specifically developed for 
square channels. The pressure drop correlation that best predicted the data was the Müller-
Steinhagen and Heck (1986) correlation, which was developed based on an extensive data 
set of two-phase pressure drop experiments. 
5.4 Conclusion 
An experimental investigation of the condensation of R134a, R245fa and 
R1234ze(E) in single square and circular microchannels is conducted. The effects of 
saturation temperature, wall-to-saturation temperature difference, mass flux, working fluid, 
and channel geometry on condensation process are investigated. It is observed that mass 
flux has a minimal effect on the heat transfer coefficient in the circular channel, while for 
Table 5.7: AAD of heat transfer coefficient and pressure gradient correlations 
for square channel 
Heat Transfer Coefficient Pressure Gradient 
Study AAD % Study AAD % 
Fronk and Garimella 
(2016b) 
19% Homogeneous Model 41% 
Wang et al. (2002) 41% Kim and Mudawar 
(2012c) 
21% 
Shah (2016) 30% Mishima and Hibiki 
(1996) 
24% 
Koyama et al. (2003) 13% Müller-Steinhagen and 
Heck (1986) 
13% 
(Keinath and Garimella, 
2019) 
23% Friedel (1979) 27% 
Kim and Mudawar (2013) 35% Garimella et al. (2005a) 23% 
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the square channel, increasing mass flux increased the heat transfer coefficient, especially 
at the higher mass fluxes (G > 300 kg m-2 s-1). The heat transfer coefficient increased with 
a reduction in saturation temperature and wall subcooling. In the circular channel, R245fa 
had a slightly higher heat transfer coefficient than R134a and R1234ze(E). R134a and 
R1234ze(E) had similar heat transfer and pressure drop characteristics for both geometries, 
which implies that R1234ze(E) is an ideal low GWP drop-in replacement for R134a in 
energy systems (especially systems utilizing microchannel technology). For the circular 
channel, the Dobson and Chato (1998) correlation had the best agreement  (12%) with heat 
transfer coefficients for the conditions considered in the present study. Mishima and Hibiki 
(1996) (16%), Garimella et al. (2005a) (20%) and Müller-Steinhagen and Heck (1986) 
(17%) had good agreement with the pressure drop data from the present study. For the 
square channels, the Koyama et al. (2003) correlation had the best agreement with the 
experimental heat transfer data (13%), while the Müller-Steinhagen and Heck (1986) had 
the best agreement with the pressure drop data (13%). The results presented here are further 
used in conjunction with the analytical treatments described in the previous chapter to 
develop analytical microchannel condensation models in the next chapter. 
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CHAPTER 6. MICRO- AND MINI- CHANNEL CONDENSATION 
MODEL  
6.1 Introduction 
 In this chapter, the intermittent and annular flow models developed earlier are 
validated against experiments at different operating conditions. The effects of mass flux, 
saturation temperature, and saturation-to-wall temperature difference, and when 
applicable, the working fluid and channel geometry, are investigated. The experimental 
conditions used for comparison are relevant to microchannel condensers used in compact 
refrigeration systems. Such microchannel condensers typically operate with  Tsat between 
30 to 50C, T <  5 K and low mass fluxes, G < 20 kg m-2 s-1 (Garimella et al., 2016c). 
The experiments are conducted using a single channel test section in the experimental 
facility described in Chapter 5. While such low mass fluxes are favorable to match the 
model assumptions, in the actual experiments, the mass flux is limited by ability to 
accurately measure the corresponding low heat duties at low quality changes in the test 
section, and also the low temperature differences between the condensing and coupling 
fluids due to the high heat transfer coefficients. In this chapter, the annular and intermittent 
flow models developed in Chapters 3 and 4 are used to predict the heat transfer coefficient 
over the entire quality range.  
6.2 Flow Regime 
The Nema et al. (2014) flow regime map was developed using an extensive set of 
R134a flow visualization experiments conducted for 150 < G < 750 kg m-2 s-1 and 
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1 < Dh < 4.91 mm. The flow visualization experiments were previously reported by 
Coleman and Garimella (2003). Nema et al. (2014) suggested a macro-to-micro channel 













    (6.1) 
For lower Bo, capillary and surface tension effects are dominant, and the channel can 
be considered a microchannel. In these channels, they observed the following flow 
regimes: mist flow, dispersed flow, annular flow, intermittent/annular transition and 
intermittent flow. When Bo > Bocritical, gravitational and inertial effects are more prominent. 
Under these conditions, the following flow regimes are observed: mist flow, dispersed 
flow, annular flow, dispersed wave flow, discrete wave flow, intermittent/discrete wave 
flow and intermittent flow. 
The experimental results used for comparison with the annular and intermittent 
flow models are reported in Chapter 5. The experimental conditions of interest to this study 
are reported in Table 6.1. R134a and R245fa are used as the working fluids. Circular 
(Dh = 1.55 mm) and square (Dh = 0.98 mm) channels are considered. 
The expected flow regimes for the experimental conditions of interest to this study 
are shown in Figure 6.1. Most of the experimental conditions fall either in the annular or 
intermittent flow regimes, with a few data points that exhibit transition flow. Transition 
flow is classified into two flow regimes: the intermittent/annular transition and the 
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discrete/dispersed wavy flow regime. The dispersed wavy flow regime is defined by Nema 
et al. (2014) to be separated flow with liquid flowing at the bottom of the tube and vapor 
at the top, which may be considered as stratified-annular flow. For comparison purposes, 
the transition quality range can be treated using overlapping annular and intermittent flow 
models. For R245fa data in the circular channel and R134a in the square channel, annular 
flow is the dominant regime with very few data in the intermittent or the transition regions. 
On the other hand, several R134a circular channel data points are well into the intermittent 
flow regime. Therefore, the intermittent flow model predictions are compared with the data 
from experiments on R134a in a circular microchannel that are categorized as intermittent, 
while the annular flow model predictions are compared with R134a data for the square 
channel and R245fa data for the circular channel. For most of the flow conditions, the 
transition quality from annular to intermittent is  0.3 - 0.4. Due to the change in quality 
Δx that occurs in each data point, ~ 0.2 to 0.4, the applicable flow regime (Figure 6.1) for 
any data point may actually span multiple regimes. The Bond number for the experiments 
Table 6.1: Experimental test matrix 
Parameter Range 
Circle: R134a 
G [kg m-2 s-1] 50 < G < 150 
Tsat - Twall [K] 1.5 < T < 2.5 
Tsat [oC] 30 < Tsat < 50 
D [mm]  1.55 
Circle: R245fa 
G [kg m-2 s-1] 50 < G < 100 
Tsat - Twall [K] 2.5 
Tsat [oC] 30 
D [mm]  1.55 
Square: R134a 
G [kg m-2 s-1] 100  
Tsat - Twall [K] 2.3 
Tsat [oC] 30 
D [mm]  0.98 
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in this work varied from 1.5 to 5, i.e., below and above the critical Bond number given by 
Equation (6.1), indicating that both macroscale and microscale effects are relevant. 
6.3 Annular Model 
The predictions of the annular model described in Chapter 3 are compared with the data 
for R245fa and R134a flowing through circular and square channels. The effect of 
saturation temperature, saturation-to-wall temperature difference and mass flux are also 
investigated. For a good agreement between the predicted and experimental results, the 
experimental conditions should match closely with the model assumptions. The key 
assumptions of the annular model are: laminar condensate film, momentum mass fluxes in 
the liquid film neglected similar to the Nusselt (1916) theory, negligible liquid velocity at 
 
Figure 6.1: Expected flow regimes for the experimental data points 
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the interface, and heat transfer in the liquid film due to conduction in the radial direction.  
Most of these assumptions are governed by the film Reynolds number, Re0  (Nebuloni et 









=      (6.2) 
For these assumptions to hold, the film Reynolds number should be minimized. This 
can be done by either conducting experiments at low mass fluxes or choosing a working 
fluid with suitable transport properties. 
The condensate film will transition from laminar to turbulent at sufficiently high 
mass fluxes, even in microchannels. Toninelli et al. (2019) showed that in 1-mm square 
and circular microchannels, the assumption of a laminar liquid film can predict the data for 
G < 100 kg m-2 s-1, while for higher mass fluxes, the turbulent assumption works better. In 
this study, mass fluxes of 150 kg m-2 s-1 and less are used for the comparison.  
The simulations are conducted at the average mass flux, saturation temperature and 
wall-to-saturation temperature at which the experiments are run. Small quality changes in 
the experiments are also important, so that flow regime transitions within a single data 
point and smearing of the relevant transport phenomena across multiple regimes is 
minimized. Under some conditions, such as at low mass fluxes and high heat transfer 
coefficients when small quality changes are difficult to achieve, it is important to account 
for the change in quality. The relation between the model predictions and experimental 
heat transfer coefficients is given in Equation (6.3).  Here, xavg is the average quality, while 




















    (6.3) 
To compare the data with the simulations, the absolute average deviation (AAD) is 









     (6.4) 
6.3.1 Saturation Temperature Effect 
Figure 6.2 shows a comparison of annular flow predictions with the data at a 
nominal saturation-to-wall temperature difference, T, of 2.5 K and fixed mass flux of 
G = 100 kg m-2 s-1 for R134a flowing through a circular tube (Dh = 1.55 mm). The model 
predictions are in good agreement with the experimental results, with an AAD for 
Tsat = 50C of 8%, for Tsat  = 40C of 9%, and for Tsat  = 30C of 7%. The model predicts a 
higher heat transfer coefficient with decreasing saturation temperature, which is also 
reflected in the experimental data, although to a much lesser extent. This is because at 
lower saturation temperatures, the enthalpy of vaporization, hfg, is higher, and the difference 
in vapor and liquid velocities is greater, both of which lead to higher heat transfer 
coefficients. At low mass fluxes, inertial and momentum effects are absent, and the physics 
of the thin falling film is expected to dominate, as in the Nusselt analysis. For the 
experiments in circular channels, the heat transfer coefficient calculated using Equation 
(6.3) was close to the heat transfer coefficient predicted by the model because of the low 
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quality changes (Δx <  0.2) in the experiments, and the small dependence of heat transfer 
coefficient on quality (difference was less than 1% at xv = 0.6, G = 100 kg m
-2 s-1). 
6.3.2 Mass Flux Effect 
Figure 6.3 shows a comparison of the annular model with R134a data in a circular 
channel of Dh = 1.55 mm at a fixed saturation temperature, Tsat = 30C and T = 2.5 K, 
with variable mass fluxes. The AAD for G = 50
 kg m-2 s-1 is 17%, while for G  = 100
 kg m-
2 s-1, it is 7%. At 50 kg m-2 s-1, the quality change in the test section could not be maintained 
lower than  0.4, due to the low heat duties. According to Nema et al. (2014), the flow 
 
Figure 6.2: Comparison of the annular model results with experimental data at 
various saturation temperatures 
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regime changes from annular to transitional flow at a quality of  0.45; therefore, the lowest 
two qualities at a mass flux of 50 kg m-2 s-1 do not represent fully annular flow. It appears 
mass flux has a minimal effect on the heat transfer coefficient. At low mass fluxes (G < 
200 kg m-2 s-1), inertia play a minimal role. This small effect of mass flux on heat transfer 
has also been reported in similar studies based on the laminar annular model (Wang and 
Rose, 2011; Wang and Rose, 2017). The predictive capabilities of the present model are 
inadequate at high mass fluxes, G >  100 kg m-2 s-1, because the assumptions in the model 
are no longer valid, and the film transitions from laminar to turbulent flow, where 
momentum fluxes can no longer be neglected. 
  
 
Figure 6.3: Comparison of annular model results with experimental data at 




6.3.3 Saturation-to-Wall Temperature Difference 
Figure 6.4 shows the effect of the saturation-to-wall temperature difference, T at 
two mass fluxes (G = 50, 100 kg m-2 s-1) and a fixed saturation temperature of 30C.  There 
is good agreement between the model predictions and the data. At G  = 50
 kg m-2 s-1, the 
AAD for T = 2.5 K, Tsat  = 30C is 7%, while for T =1.5 K, Tsat  = 30C, it is 8%. At 
G = 100 kg m-2 s-1, the AAD for T = 2.5 K, Tsat  = 30C is 17%, for T = 1.5 K, 
Tsat  = 30C, it is 13%, and for T = 2.5 K, Tsat  = 50C, it is 7%. The models predict a 
slight increase ( 9%) in the heat transfer coefficient as T decreases. This trend is 
consistent with the experimental observation of Toninelli et al. (2019). In the limiting case 
of inertia-free flow, where the Nusselt assumptions apply, heat transfer is driven by two 
 
Figure 6.4: Annular flow predictions versus data at different T for G = 100 kg m-
2 s-1 and G = 50 kg m-2 s-1 
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physical forces, gravity and surface tension. The expression for a falling-film, gravity 
driven flow for internal condensation is given by Equation (6.5) (Chato, 1962). A similar 
analysis can be conducted for surface tension driven flow, for which the Nusselt number 





























    (6.6) 
In both cases, the heat transfer coefficient is inversely proportional to the T term; 
thus, the heat transfer coefficient increases as the temperature difference decreases.  
6.3.4 Working Fluid Effect 
Figure 6.5 shows a comparison of the model predictions with the experimental 
results using R245fa and R134a as the working fluids. In general, there is good agreement 
between the simulations and the experiments, with better agreement at the lower mass flux 
(G = 50 kg m-2 s-1). The AAD for G = 50 kg m-2 s-1 is 6%, while for G = 100 kg m-2 s-1, it 
is 13%. This is expected because the film Reynolds number decreases with decreasing mass 
flux. In comparison to R134a, R245fa has a much lower vapor density; therefore, for the 
same mass flux, the vapor velocity of R245fa is expected to be higher than that of R134a. 
When the difference between the liquid and vapor velocities increases, the interface 
becomes wavy and increases the heat transfer rate; however, this mechanism is not 
captured by the model.  
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6.3.5 Prediction of Square Microchannel Condensation 
The applicability of the annular model to a square geometry is investigated next. 
Experiments conducted using R134a flowing through a square channel with Dh = 0.98 mm, 
discussed in Chapter 5, are used. For R134a flowing in a square channel with Dh = 1 mm, 
the laminar assumption of the thin liquid film is achieved for mass fluxes of 100 kg m-2 s-
1 and less (Da Riva et al., 2010). Figure 6.6 shows the experimental heat transfer coefficient 
as a function of quality at a mass flux G = 100 kg m-2 s-1, as well as the local averaged heat 
transfer coefficient, using Equation (6.3) that accounts for the averaged predicted value 
(based on the annular flow model) over the test section quality change. The predicted heat 
transfer coefficient shows a significant decrease at a quality of ~ 0.55. This is because at 
 
Figure 6.5: Comparison of annular model results to experiments of R245fa and 
R134a 
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this quality, the liquid hold up increases to the point that the channel becomes flooded, 
leading to a sharp drop in the heat transfer coefficient. At this point, the influence of gravity 
becomes important, as noted in studies that use the laminar annular film assumption (Wang 
and Rose, 2005). In the experiments, the quality change for every data point is  0.4 for 
this case, because of the low mass flux tested. For the data point corresponding to a quality 
of 0.46, i.e., the lowest experimental quality in Figure 6.6, the test section quality change 
is between 0.26 and 0.66, leading to an average of 0.46. The flow regime map of Nema et 
al. (2014) shows that at a quality = 0.39, the flow regime abruptly transitions to intermittent 
flow, suggesting that almost half the test section at that point corresponds to the transition 
and intermittent flow regimes. Similarly, the data point at an average quality of 0.56, where 
the quality in the test section varies between 0.35 and 0.77, also exhibits intermittent flow 
in a small portion of the test section. Therefore, for accurate prediction of the experimental 
results, there is a need to account for the contribution of intermittent flow in square 
microchannels at such qualities. There were not enough data points in the square channel 
to develop a detailed study similar to the model developed for intermittent flow in circular 
channels described in Chapter 4. Thus, an estimate of the heat transfer coefficient in 
intermittent flow in square microchannels was obtained using a first-order, steady state, 
unit cell-based mechanistic model. The heat transfer coefficient in intermittent flow can be 
evaluated using Equation (6.7), which is a weighted average between the slug heat transfer 
coefficient and the bubble heat transfer coefficient (Tien et al., 1988; Wadekar and 
Kenning, 1990; Garimella et al., 2016a). 
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The slug heat transfer coefficient is determined using the single-phase heat transfer 
approach of Garimella et al. (2016a) (which is used for rectangular and square geometries) 
and the relative length of the bubble and slug are estimated using the mechanistic approach 
of Garimella et al. (2016b). A key takeaway from the intermittent model developed in 
Chapter 4 is that the profile of the bubble has a great influence on heat transfer. This is 
because it controls the thickness of the surrounding liquid film and if the film is laminar, 
the heat transfer coefficient is inversely proportional to the local film thickness ( = kl/). 
Wong et al. (1995a) and Wong et al. (1995b)  presented an analytical study of bubbles in 
polygonal capillary tubes, in which the bubble velocity and profile where determined in 
 
Figure 6.6: Comparison of the square annular model results with experiments, 
predicted results using Equation (6.3), Equation (6.7), and Equation 
(6.11) are also shown 
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relation to other flow conditions, such as slug velocity. Based on the Wong et al. (1995b) 
and Garimella et al. (2016b) models, the bubble velocity, bubble area and slug velocity are 
related according to Equation (6.8). This equation assumes that the film velocity is  0, 
which is consistent with the conclusions of Wong et al. (1995b) that the flow rate of the 
liquid in the corners is almost negligible. 
 
c s b bAU AU=  (6.8) 
 The slug velocity is the sum of the liquid and vapor phase velocities, similar to the 
approach of Garimella et al. (2016a) and Suo and Griffith (1964). The relationship between 
the bubble velocity and the slug velocity in a four-sided polygon (i.e., square) is given in 
Wong et al. (1995b).  It should be noted that according to Wong et al. (1995a), the bubble 
will have the shape shown in Figure 6.7 (left), where the liquid condensate aggregates in 
the corners. The profile is characterized by the radius of curvature of the condensate and 
the length of the thin film region as shown in Figure 6.7 (right). For this specific profile, 
i.e., where almost all the liquid aggregates at the corners and forms a constant radius of 
curvature meniscus, the bubble area is related to the radius of curvature and film length 










= − − 
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    (6.9) 
Equation (6.9) allows for solving of af and Rcor. For this specific profile, Wang and 
Rose (2011) derived Equation (6.10), which relates these geometric parameters to the heat 
transfer coefficient. Equation (6.10) is then used to solve for the bubble heat transfer 
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coefficient. Equation (6.10) is the general form of Equation (6.6) presented earlier, for thin 
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   (6.10) 
Having established the bubble heat transfer coefficient, Equation (6.7) can be used 
to obtain the intermittent flow regime heat transfer coefficient. It should be noted that while 
this analysis will give an estimate of  heat transfer in intermittent flow in square 
microchannels, it is based on the Wong et al. (1995a) and Wong et al. (1995b) theoretical 
analysis of bubbles in polygonal capillary tubes. More studies are needed to fundamentally 
understand the condensing heat transfer of bubbles in square microchannels, and especially 
the shape of the bubble profile at conditions of relevance to microchannel heat exchangers. 
To account for the fact that part of the quality range in the test section lies within the 
 
Figure 6.7: Left: Bubble profile in a polygonal capillary tube taken from Wong 
et al. (1995a), with the thin film portion exaggerated for illustration 
purposes; Right: Bubble profile geometry used in analysis (Wong et 
al., 1995b) 
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intermittent flow regime, Equation (6.3) needs to be modified to account for intermittent 





















  (6.11) 
Here, xtrans is the flow regime transition quality from annular to intermittent flow, 
which was determined earlier to be 0.39. The heat transfer coefficient in the intermittent 
flow regime is calculated to be between 8.00 kW m-2 K-1 and 7.80 kW m-2 K-1, according 
to Equation (6.7), when the quality varies between 0.39 and 0.26 (the lowest quality 
observed in the test section corresponding to the data point at xavg = 0.46). For the data 
point at a quality of xavg = 0.46, the average  in the intermittent flow regime is 7.88 kW m-
2 K-1, while the average  in the annular flow regime is 4.31 kW m-2 K-1, and the weighted 
average according to Equation (6.11) is 5.41 kW m-2 K-1. For the data point at a quality of 
xavg = 0.56, the average  in the intermittent flow regime is 7.96 kW m-2 K-1, while the 
average  in the annular flow regime is 5.27 kW m-2 K-1, and the weighted average 
according to Equation (6.11) is 5.53 kW m-2 K-1. Thus, Equation (6.11) can be used to 
account for the flow regime change that happens at xavg = 0.46 and for a small portion of 
data point corresponding to xavg = 0.56. It should be noted that in this theoretical analysis, 
the heat transfer coefficient predicted by the intermittent flow model is higher than those 
predicted by the annular flow model at low qualities. This is because of the assumed bubble 
profile in a square cross section. According to the analysis of Wong et al. (1995a) and 
Wong et al. (1995b), a bubble in a polygonal channel will expand to cover most of the cross 
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sectional area, having a consistent flat profile at the straight portion of the channel and a 
small curvature at the corners, Figure 6.7. The thin film that forms at the flat portion will 
result in very high heat transfer coefficients (Wang and Rose, 2011). At low qualities, in 
annular flow, the liquid that condenses aggregates around the vapor core, resulting in a 
thicker film on average, leading to a lower heat transfer coefficient. While the analysis of 
Wong et al. (1995a) and Wong et al. (1995b) has been directly extended here to condensing 
bubbles in intermittent flows, more work is needed to understand local bubble dynamics 
and profiles in condensing flows in square microchannels. 
The AAD between the experiments and the simulations is 12% when considering 
the data points (a total of 3, the highest qualities) that correspond to only the annular flow 
regime calculated by Equation (6.3); however, when all the points (total of 4) that exhibit 
flow regime transition (Equation (6.11)) are included, the AAD is 10%. The higher AAD 
in the annular flow regime compared to the circular cross section predictions is due to the 
assumptions used in developing the model. One critical assumption is the insignificance of 
the inertia and momentum fluxes in the liquid film. The velocity profile used to derive the 
annular model is given in Equation (6.12).  
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 (6.12) 
The azimuthal and axial velocity profiles are based on simplifying the original 
Navier-Stokes equation by neglecting the momentum terms on the left-hand side and 
assuming that the dominant physical mechanisms driving the flow are gravity and surface 
tension. The original non-dimensional form of the Navier-Stokes equation used in the 
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annular model derivation is given in Equations (6.13) and (6.14). In addition, the non-
dimensional energy equation used to derive the film thickness equation is given by 
Equation (6.15). The pressure term in Equations (6.13) and (6.14) is scaled by  l Ul,0 / 0. 
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 (6.15) 
The governing non-dimensional parameter that determines the order of magnitude of 
the momentum and inertial terms is film Reynolds number, Re0, which appears on the left 
hand side in all the governing equations. This number should be minimized to justify 
neglecting the inertia and momentum terms. The first method is to lower the mass flux at 
which the experiments were conducted, leading to lower velocities. In the experiments of 
Chapter 5, reducing the mass flux further would have led to higher experimental 
uncertainties and much larger quality changes in the test section. In addition, a reduction 
in test section length to reduce the heat transfer so smaller quality increments can be 
achieved would lead to secondary effects such as axial conduction dominating the 
measurements, and lead to high experimental uncertainties. Choosing a different working 
fluid with favorable properties can decrease this term, without having to resort to low mass 
fluxes. Experimental FC72 data from Kim and Mudawar (2012a) are compared with the 
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predictions of the model in Figure 6.8 and show good agreement, with an AAD = 6%. Kim 
and Mudawar (2012a) noted that at their conditions, the annular flow regime persisted to 
lower qualities. A fixed criterion to compare different working fluids can be defined, even 
though the film thickness and velocity will vary axially and azimuthally through the 
channel. Assuming a uniform film thickness, a quality of 0.5, and using the Baroczy (1963) 
void fraction correlation, an average film thickness can be calculated. In addition, knowing 
the mass flux, a uniform film velocity can also be determined at that quality. These can be 
used to define a reference film thickness, velocity and Re0 according to Equation (6.2). 
Re0 for a saturation temperature of 60C, for a nominal mass flux of G = 100 kg m
-2 s-1 
and Dh = 1 mm is 31 for FC72 and 107 for R134a. FC72 has a lower reference Re0 than 
 
Figure 6.8: Comparison of the FC72 experiments of Kim and Mudawar (2012) 
with the annular model for a square channel with Dh = 1 mm 
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R134a at the same conditions; hence, experimental data on FC72 are expected to match the 
model assumptions better. This criterion to define Re0 is very specific and based on the 
assumptions used to estimate it. For a general criterion, several working fluids must be 
tested experimentally under various operating conditions, especially at low mass fluxes, 
and if possible, the local film thickness should be measured and the transition from laminar 
to turbulent should be quantified.  Theoretical and numerical based studies that have 
employed the laminar annular film assumption have emphasized the importance of Re0, 
specifically for comparison of numerical models and experiments (Nebuloni et al., 2010).  
6.4 Intermittent Model 
The intermittent model developed for circular mini and microchannels in Chapter 4 is 
used to predict the experimental data at conditions that are well into the intermittent flow. 
These conditions apply almost exclusively for the R134a condensation experiments 
conducted on the circular channel (Dh = 1.55 mm). 
Based on Figure 6.1, the transition to fully intermittent flow happens around 
xv  0.3 - 0.4. Therefore, in the intermittent simulations, the inlet quality, which is an input 
to the model, is taken slightly higher (xv >  0.45) than the transition quality of the 
experimental data set. 
6.4.1 Saturation Temperature and Saturation-to-Wall Temperature Difference Effects 
Figure 6.9 shows a comparison of the results of the intermittent model to the 
experimental data taken at G = 100 kg m-2 s-1 for different saturation temperatures and 
saturation-to-wall temperature differences for R134a flowing in a circular microchannel 
 215 
(Dh = 1.55 mm). The model predicts the experimental data at the different conditions well. 
The AAD for T = 2.5 K, Tsat  = 30C  is 11%, while for T = 1.5 K, Tsat  = 30C, it is 
13%, and for T = 2.5 K, Tsat  = 50C, it is 19%. The heat transfer coefficient increases 
with a decrease in saturation temperature and saturation-to-wall temperature difference. 
This is because inertia is not an important factor for low mass fluxes. The heat transfer in 
the intermittent model is divided into a two-phase heat transfer coefficient in the bubble 
and a single-phase heat transfer coefficient in the slug. The dominant heat transfer is that 
of the bubble, which is governed by a Nusselt-type thin film analysis, similar to Equation 
(6.5); which leads to an increase in heat transfer with a decrease in T and saturation 
temperature.  
 
Figure 6.9: Comparison of the intermittent model with experiments at different 
T and Tsat 
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6.4.2 Mass Flux Effect 
The effect of mass flux is shown in Figure 6.10. The experimental data are collected 
at saturation temperature of 30C and T of 2.5 K. The AAD for G = 50 kg m-2 s-1 is 5%, 
while for G  = 100
 kg m-2 s-1, it is 11%, and for G  = 150
 kg m-2 s-1, it is 16% . Mass flux 
does not appear to have an appreciable effect on heat transfer at these conditions, which is 
reflected in both the data and the model predictions. The heat transfer in the intermittent 
flow model unit cell is divided into the bubble heat transfer and slug heat transfer, as 
mentioned earlier. The bubble heat transfer is governed by conduction through the thin 
film, which is strongly coupled to the local velocity ratio (in the analysis Ub/Us = 1.2), but 
not to the absolute value of the velocities, which can vary based on the mass flux. However, 
the slug single-phase heat transfer is strongly dependent on the mass flux, and it can be 
 
Figure 6.10: Comparison of the intermittent flow model with experiments at 
different mass fluxes 
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observed that especially at low qualities, the heat transfer coefficient increases as the mass 
flux increases. As the mass flux increases to 150 kg m-2 s-1, the discrepancy between the 
model predictions and the data increases. This is because the model assumes that the bubble 
profile is divided into a thin film at the top and a liquid pool at the bottom; however, as the 
mass flux increases, the film thickness is expected to be more uniform through the channel 
perimeter (Cioncolini and Thome, 2013). A thicker, uniform film thickness will lead to 
lower heat transfer. The predicted heat transfer coefficient dips as the quality approaches 
zero for all conditions. This is because in the intermittent model, as condensation 
progresses and vapor in the bubble condenses, the two-phase flow approaches single-phase 
flow. The heat transfer coefficient would theoretically approach the single-phase 
convective heat transfer coefficient at a quality of zero. 
6.5 Summary of Results 
A summary of the comparison between the simulations and the experiments at 
different conditions is presented in Table 6.2. For R134a flowing through the circular 
channel (Dh = 1.55 mm) at Tsat = 30
oC, T = 2.5 K and G =100 kg m-2 s-1, the predictions 
of both the intermittent and annular models along with the experimental results are 
replotted in Figure 6.11, which shows good agreement for the overall quality range. The 
models overlap within the quality range of 0.3 - 0.4, where flow transition is expected to 
take place. The annular flow model heat transfer coefficient prediction approaches infinity 
as the quality tends to one, where the film thickness approaches zero, while the intermittent 
flow model prediction drops to the single-phase heat transfer coefficient as the quality 
approaches zero. 
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Finally, the range of applicability of the current models in terms of mass flux is 
shown in Figure 6.12. As mentioned earlier, as the mass flux increases (G > 100 kg m-2 s-
1), turbulence, inertial and momentum effects become important in the annular film 
condensation model (Da Riva et al., 2010); however, the present model is developed for 
laminar conditions. According to the definition of the film Reynolds number in Section 
6.3.5, the annular model for the circular geometry is applicable for Re0 < 125, while for 
the square geometry, for Re0 < 61. In the intermittent flow model, as the mass flux 
increases, the film surrounding the bubble is expected to have a uniform film thickness, 
due to increased inertial effects that enhance mixing (Cioncolini and Thome, 2013), while 
the intermittent model in this study is based on a thin film at the top of the bubble and a 
Table 6.2: Comparison between simulations and experiments 




50 2.5 100 8 
40 2.5 100 9 
30 2.5 100 7 
30 2.5 50 17 
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50 2.5 100 19 
30 2.5 100 11 
30 1.5 100 12 
30 2.5 50 5 
30 2.5 150 16 
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pool at the bottom. The intermittent flow model can be applied for cases with film Reynolds 
number in the range 78 < Re < 365. Low mass fluxes are commonly present in micro- and 
minichannel condensers with hydraulic diameters of  0.5 mm, where the mass flux can be 
 10 kg m-2 s-1 (Garimella et al., 2016c). 
6.6 Conclusions 
Analytical intermittent and annular models developed in previous chapters were 
tested at various experimental conditions. The annular model showed good agreement with 
experimental data for various saturation temperatures, saturation-to-wall temperature 
differences, and mass fluxes. In addition, the model was able to predict the experimental 
 
Figure 6.11: Comparison of the annular and intermittent model predictions 




heat transfer coefficients for R245fa and R134a in a circular channel. For R134a in a square 
channel of 1 mm, the AAD between the model and experiments was higher than that of the 
circular channel because of the high film Reynolds number at the tested conditions. The 
model was able to predict FC72 data from the literature well. When the model assumptions 
are valid, i.e., under laminar annular film condensation conditions, the model is effective. 
For data points in which a combination of annular and intermittent flow was expected, a 
first-order mechanistic intermittent flow model specific to square microchannels was 
developed to adequately account for the respective contributions of the two regimes, in 
proportion to their extent in the test section for each of these data points. For circular 
(Dh = 1.55 mm) and square (Dh = 0.98 mm) channels, using the laminar assumption for 
 
Figure 6.12: Range of mass fluxes for which the models are compared 
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film condensation is accurate for G less than  100 kg m-2 s-1. The intermittent model was 
able to predict the experimental heat transfer coefficient at different mass fluxes, saturation 
temperatures and saturation-to-wall temperature differences. In conjunction with a flow 
regime map, the models can predict the heat transfer coefficient over the full quality range, 
especially for circular channels at the conditions considered in this study. More work is 
needed to develop analytical models of annular and intermittent flows that can capture heat 
transfer in different microchannel geometries.  
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CHAPTER 7. CONCLUSIONS AND RECOMMENDATIONS 
7.1 Conclusions 
A model for laminar annular film condensation was developed for micro and 
minichannels with circular cross sections. A coordinate transformation and assumptions on 
the local flow direction were used to generalize the model to an arbitrary symmetrical 
shape. The model was applied to a variety of microchannel cross-section geometries, 
including circle, square, rectangle, inverted rectangle, ellipse, inverted ellipse, trapezoid, 
and inverted trapezoid. The model results showed good agreement with the values in the 
literature for similar geometries, fluids, and operating conditions. Geometrical shapes with 
corners had higher heat transfer coefficients than those with smoothly varying shapes. This 
is due to the Gregorig effect, in which capillary forces tend to enhance the heat transfer 
coefficient by preferentially sequestering the condensed liquid and much more effective 
thin-film regions. The model was also applied to a case study of ammonia condensing in a 
microchannel condenser. It was shown that a D-shaped channel fabricated using 
photochemical etching and brazing needed an additional 9% heat transfer length to achieve 
the same condensation duty as an ideal rectangular channel. 
A model was also developed for intermittent flow in micro- and mini- channels. 
The model considers local parameters of intermittent flow, such as the slug and bubble 
velocities, bubble and slug length, bubble void fraction and bubble pressure. The model 
uses a Lagrangian approach that tracks each unit cell and couples the whole bubble train 
using conservation of mass, momentum, and energy. The heat transfer coefficients 
calculated using this intermittent flow model showed reasonable agreement with the 
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experimental data (AAD = 11%) and correlations from the literature for circular 
microchannels.  The pressure drop was also in agreement with the experimental data 
(AAD = 19%) and correlations from the literature.  
An experimental investigation of the condensation of R134a, R245fa and 
R1234ze(E) in single-tube square and circular microchannels was also conducted to 
investigate the effects of saturation temperature, saturation-to-wall temperature difference, 
mass flux, working fluid, and channel geometry. It was found that the mass flux has a 
minimal effect on the heat transfer coefficient in the circular channel, while for the square 
channel, increasing the mass flux increased the heat transfer coefficient, especially at 
higher mass fluxes (G > 300 kg m-2 s-1). The heat transfer coefficient increased with a 
reduction in saturation temperature and wall subcooling. In the circular channel, R245fa 
had a higher heat transfer coefficient than R134a and R1234ze(E); however, it has a much 
larger frictional pressure gradient. R134a and R1234ze(E) had similar heat transfer and 
pressure drop characteristics for both geometries, which implies that R1234ze(E) is a good 
low-GWP drop-in replacement for R134a in energy systems (especially those using 
microchannel technology for their components). For the circular channel, the predictions 
of the Dobson and Chato (1998) correlation agreed best with the heat transfer coefficients 
measured in the present study (AAD = 12%). The Mishima and Hibiki (1996) 
(AAD = 16%), Garimella et al. (2005a) (AAD = 20%) and Müller-Steinhagen and Heck 
(1986) (AAD = 17%) correlations showed reasonable agreement with the pressure drop 
data from the present study. For square microchannels, the Koyama et al. (2003) correlation 
had the best agreement with the experimental heat transfer data (AAD = 13%), while the 
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Müller-Steinhagen and Heck (1986) correlation had the best agreement with the pressure 
drop data (AAD = 13%). 
The intermittent and annular models were validated using the experimental results. 
The annular model showed good agreement with experimental data as the saturation 
temperature, saturation-to-wall temperature difference and mass flux were varied. In 
addition, the model was able to predict the experimental conditions of the R245fa and 
R134a data in a circular channel of Dh = 1.55 mm. The average AAD for the circular data 
was 11%. For R134a condensing in a square channel of Dh = 0.98 mm, the AAD was 12% 
when including only the data points that correspond to the annular flow regime; however, 
the model was able to predict FC72 data from the literature well (AAD = 7 %) because this 
fluid would have a lower film Reynolds number, which would in turn correspond well to 
the model assumptions. The intermittent model was able to predict the experimental values 
at different mass fluxes, saturation temperatures, and saturation-to-wall temperature 
differences with an average overall AAD of 13%.  
Finally, the key contributions and findings of the present study are: 
• Development of high fidelity, low computational complexity (compared to CFD,) 
analytical model for annular flow condensation in arbitrarily shaped micro- and 
mini channels 
• Development of a framework for intermittent flow modeling in micro- and 
minichannels that combines overall bubble train dynamics with phase-change heat 
transfer 
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• Development of a first-order, analytical model for intermittent flow in square 
channels  
• Experimentally validated condensation heat transfer models for synthetic 
refrigerants at low mass flux conditions 
• At low mass flux conditions, heat transfer coefficient increases with decreasing 
saturation temperature and saturation-to-wall temperature difference, in accordance 
with Nusselt condensation theory 
• R245fa has a higher heat transfer coefficient than R134a and R1234ze(E) at the 
same conditions 
• R1234ze(E) can be used as a low GWP drop-in replacement for R134a in 
condensation applications (the decrease in heat transfer coefficient compared to 
R134a is < 10%). 
7.2 Recommendations for Further Research 
The present study was successful in developing a laminar annular film condensation 
model for arbitrary channel cross-sections.  A limited number of validation experiments 
were conducted to demonstrate the effectiveness of the model.  Additional validation could 
be achieved by conducting experiments with fluids at conditions that lead to lower film 
Reynolds numbers while maintaining acceptable experimental uncertainties.  In this regard, 
experiments on a fluid such as FC72 would extend the validity of the present model.  
Circular and square channels were tested; this could further be extended by conducting 
experiments on other shapes such as ellipses and triangles, which were modeled in this 
study.  The annular model is limited to laminar conditions, and ignores inertial effects.  As 
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mass fluxes increase, these assumptions are not valid.  Future efforts should therefore be 
devoted to extending this model to situations where inertial effects, and perhaps, even 
turbulence, can be modeled. 
The intermittent flow model was developed for circular geometries.  Due to the 
prevalence of intermittent flow in microchannels, this model should be extended to the 
more commonly used channel shapes such as squares and rectangles, which lead to better 
heat transfer geometries.  Better bridging of the transition between the respective flow 
regimes would also enhance the utility of these models.  Measurements of heat transfer 
coefficients at such small heat duties remain a challenge, and advances in local 
measurements that would shed additional light on the underlying flow mechanisms would 
further enhance the models.  Additional potential subjects of further research include 
extension of the annular model to internally finned or patterned channels.  Similarly, the 
intermittent model can be extended to include inlet unit cell lengths based on a statistical 
distribution instead of the constant unit length used here. Bubble coalescence and related 
heat transfer phenomena could also be addressed.  With the advent of 3-D printed structures 
with increasing dimensional accuracy, condensers with optimized cross-sectional 
geometries that can exploit the prevalent flow mechanisms best with high heat transfer 




APPENDIX A DERIVATION OF THE LIMIT OF THE FILM 
THICKNESS EQUATION AS WALL CURVATURE TENDS TO 
INFINITY  
This section describes the mathematical development to show that in the limit of 
rcw → , the arbitrary shaped film thickness equation reduces to the 1-D Cartesian form 
given by Wang and Rose (2005). A flat surface may be treated as a curved surface with the 
radius of curvature tending to infinity. Therefore, to reduce the general film thickness 
equation developed for laminar annular flow in Chapter 3 to the flat surface version, the 
limit of the equation when rcw →  is applied. The laminar annular film thickness equation 
is shown in Equation (A.1). 
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 (A.1) 
The relationship between the wall radius of curvature, rcw, interface radius, rin,l, and 
film thickness, , is given by Equations (A.2) and (A.3). At the limit of rcw → , the film 
thickness, , will be negligibly small compared to rcw. 
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The limit of the film thickness equation as rcw → , is given by Equation (A.4). 
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Applying the limit to each term of the equation yields Equation (A.5). 
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 (A.5) 
Replacing rin,l with rcw and , Equation (A.2), and moving the limit of rcw to inside 
the derivatives, Equation (A.6) is obtained.  
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It should be noted that in the axial pressure gradient term, fz, and in the shear stress 
term, f, rcw is moved inside the derivative. This is possible because rcw is a function of only 
the azimuthal angle, , i.e., rcw = rcw (), and not a function of z. The channel geometry 
does not vary axially. Also, the limit is applied to each term separately, i.e., the limit of a 
product is the product of the limit of each term. In the next sections, the limit of the 1-D 
heat conduction term (on the left-hand side) and the limits of each of the terms on the right-
hand side are carried out separately. The thin film approximation and the Taylor series 
expansion are used.  
 Limit of the Surface Tension Term, f 
The surface tension term from Equation (A.6) is shown in detail in Equation (A.7), 


















in l in lcw cw
cw cw in l cw
in l cw
cw cw cw cw
cw
cw cw





r f r r r
r r
r r r r
r
r r








   
  = + − 
     
  −  −
  = + − 
 −    
  −  − −
  = − + − 










   −    −
  − + −   
       
  (A.7) 
For x ⋘ 1, Equation (A.8) is the Taylor expression of ( )ln 1 x−  . 
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Knowing that  ⋘ rcw, i.e., a thin-film approximation, Equation (A.9) is derived 
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Replacing the logarithmic term in Equation (A.7) with its Taylor series expansion, 
Equation (A.10) is derived. It should be noted that including higher order terms in the 
Taylor series will not affect the leading term of the result, which in this case, is − 3/3. 
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 (A.10) 
Applying the limit as rcw →  to Equation (A.10), the result shown in Equation 
(A.11) is determined. 
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 Limit of the Gravity Term, fg 
Repeating the same procedure for the gravity term, originally shown in Equation 
(A.6), i.e., replacing rin,l with rcw and , results in Equation (A.12). 
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Using the Taylor series expansion for x ⋘ 1, Equation (A.8), and with  ⋘ rcw, 
Equation (A.9) is derived for the logarithmic term in Equation (A.12). Replacing the 
logarithmic term in Equation (A.12) with its Taylor series expansion, Equation (A.13) is 
obtained. Including higher order terms in the Taylor series will not affect the leading term 
of the result, which in this case, is  3/3. 
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 (A.13) 
Applying the limit as rcw →  to Equation (A.13), the result shown in Equation 
(A.14)  is obtained. 
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 Limit of the Shear Term, f 
Repeating the same procedure for the shear term, originally shown in Equation (A.6)
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Using the Taylor series expansion for x ⋘ 1, Equation (A.8), and with  ⋘ rcw, 
Equation (A.9) is derived for the logarithmic term in Equation (A.15). Replacing the 
logarithmic term in Equation (A.15) with its Taylor series expansion, Equation (A.16) is 
obtained. Including higher order terms in the Taylor series will not affect the leading term 
of the result, which in this case, is  2/2. 
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 (A.16) 
Applying the limit as rcw →  to Equation (A.16), the result shown in Equation 
(A.17) is obtained. 
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 Limit of the Axial Pressure Gradient Term, fz 
Repeating the same procedure for the axial pressure gradient term, originally shown 
in Equation (A.6), i.e., replacing rin,l with rcw and , results in Equation (A.18). 
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Using the Taylor series expansion for x ⋘ 1, Equation (A.8), and with  ⋘ rcw, 
Equation (A.9) is derived for the logarithmic term in Equation (A.18). Replacing the 
logarithmic term in Equation (A.18) with its Taylor series expansion, Equation (A.19) is 
obtained. Including higher order terms in the Taylor series will not affect the leading term 
of the result, which in this case, is −  3/3. 
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Applying the limit as rcw →  to Equation (A.19), the result shown in Equation 
(A.20)  is obtained. 
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 Limit of the 1-D Heat Conduction Term 
The heat conduction term, given on the left hand side of Equation (A.1), is shown in 
Equation (A.21) after replacing rin,l, with rcw and , according to Equation (A.2). 
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Using the Taylor series expansion for x ⋘ 1, Equation (A.8), and with  ⋘ rcw, 
i.e., a thin-film approximation, Equation (A.9) is derived for the logarithmic term in 
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Equation (A.21). Replacing the logarithmic term in Equation (A.21) with its Taylor series 

















cw cw cw cw cw
l sat w
fg
cw cw cw cw
k T T k T T
h r r h
r r r r r r
k T T
h
r r r r
     








− − − − −  
  
 (A.22) 
Applying the limit as rcw →  to the denominator of Equation (A.22), which 
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With this limit applied, Equation (A.22) can be written as follows. 
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 Gravitational Projection Term, Pg() 
The gravitational projection term, which determines the local projection of the 
gravity vector into the wall tangent direction is given by Equation (A.25), which was 
presented earlier in Chapter 3. 
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  (A.25) 
The equation of a vertical straight line in polar coordinates is given by Equation 
(A.26). The derivative of the straight line equation with respect to the azimuthal angle is 
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 Summary of the Limits of Individual Terms 
Below is a summary of the limits of each of the terms. Equation (A.29) is just the 1-
D heat conduction, Equation (A.30) is the gravitational projection term, Equation (A.31) 
is the gravity term, Equation (A.32) is the surface tension term, Equation (A.33) is the shear 
stress term, and Equation (A.34) is the axial pressure gradient term.  
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( ) 1gP  =      (A.30) 
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   (A.34) 
Finally, the limit as rcw →  applied to Equation (A.1), which was carried out to 
give Equation (A.6), is reproduced again in Equation (A.35). 
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Replacing the identities obtained in Equations (A.29), (A.30), (A.31), (A.32), 
(A.33), and  (A.34) into Equation (A.35) and with / cwr → 0 as rcw → , results in 
Equation (A.36).  
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  (A.36) 
The curvature, K, of the interface is the inverse of the radius of curvature of the 
interface, 1/ cK r= , As rcw → , the curved surface becomes flat; therefore, the wall 
coordinate, s, becomes the straight Cartesian coordinate x. Thus, Equation (A.36) can be 
recast as Equation (A.37), which is identical to the equation given by Wang and Rose 
(2005) for the condensation on the vertical side of a square test section. 
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APPENDIX B QUANTIFICATION OF AMBIENT LOSSES FROM 
HEATERS 
 The pre- and post- heaters used in the experimental setup are fabricated using a 
stainless steel casing with an electric cartridge heater embedded in it. The design is the 
same as the one used in Fronk (2014). To estimate the uncertainties in the experiments, the 
ambient losses from the heaters are quantified experimentally along with the associated 
uncertainties. The test section (TS) heat duty is dependent on the heater duty; therefore, a 
high uncertainty in the ambient heater losses will be reflected as a high uncertainty in the 
TS heat duty, and in turn, a high uncertainty in the heat transfer coefficient.  
 Pre-Heater Ambient Heat Loss 
A schematic of the heater is shown in Figure B.1. The heater is covered by two layers 
of insulation, a fiber ceramic based insulation (k = 0.036 W m-1 K-1 and tcr = 20 mm thick) 
and a PVC foam based insulation (k = 0.144 W m-1 K-1 and tfbr = 12.7 mm thick). Two 
tubes are connected to the preheater through NPT fittings, one for fluid inlet and the other 
for the outlet. The outer effective area of the insulation was measured and used to calculate 
the ambient losses. Details of the effective diameter and dimensions are provided in 
Appendix C, where the calculations for a representative data point are shown in detail. The 
enthalpy at the inlet and exit of the heater is calculated by measuring the pressures and 
temperatures at the respective location. This is possible because the states at the inlet and 
exit of the heater are always single phase. The experiments were conducted by setting the 
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fluid at the inlet to a subcooled liquid and then heating it all the way to a super-heated 
vapor. To estimate the heat losses at various surface-to-ambient temperature differences, 
the saturation temperature was varied by controlling the pressure inside. The heat loss is 
determined by calculating the difference between the enthalpy at the inlet and exit and 
comparing with to the electrical energy input, given by Equation (B.1).  
 ( ), ,amb loss pre elec r out inQ Q m h h= − −  (B.1) 
 
Figure B.1: a) Heater, with the inlet pipe, exit pipe, main body and surface 
thermocouples; b) detailed description of the heaters showing the 
insulation layers and the different faces for heat loss calculation (F1, 
F2, and F3) 
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The temperature of the external surface of the heater is measured by installing three 
welded thermocouples to the external metal surfaces as shown in Figure B.1a). The average 
temperature of the readings is taken as a representative of the actual surface temperature of 
the heater. The average standard deviation between the surface temperature measurements 
was less than 1 K. The ambient temperature was measured by an independent 
thermocouple. The ambient loss is correlated to the temperature difference between the 
external surface and the ambient. 
The heat loss at various temperature differences is shown in Figure B.2. A thermal 
resistance network was also developed to estimate the heat losses from the faces, inlet and 
exit tubes of the heater. Natural convection and radiation were taken into account at all 
surfaces exposed to the ambient. Details of the natural convection correlations and heat 
loss calculation are presented in Appendix C. 
 
Figure B.2: Pre-heater ambient losses at different surface-to-ambient temperature 
differences, for Qpre,elec ranging from 11 W to 58 W 
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The average experimental uncertainty on the preheater ambient losses are 19%. The 
heat losses predicted by the model are slightly lower than the measured values, by  0.7 W. 
This can be due to axial conduction in the fittings that hold the heater to the facility frame 
and through the inlet and exit connecting pipes. This is also more prominent because of the 
large temperature difference between the inlet (subcooled liquid with ΔTsubcooling  20C) 
and the body of the heater, which is at near-saturation temperature. This axial conduction 
is less pronounced in the two-phase flow experiments in which the overall facility is nearly 
isothermal (at Tsat). Overall energy balance experiments will be conducted using the 
ambient losses model and reported in subsequent sections.  
 Post-Heater Ambient Heat Loss 
A schematic of the post-heater, which is similar in design to the pre-heater, is shown 
in Figure B.3. This heater has an additional thermocouple and a 3.18 mm OD tube 
connecting a pressure transducer to an opening next to the inlet. The thermocouple and the 
pressure transducer tube act as extended surfaces, which are considered when estimating 
the ambient heat losses. Figure B.4 shows a comparison between the measured and 
modeled heat losses, with the corresponding calculations shown in Appendix C. The 
average experimental uncertainty on the measured post-heater ambient losses is 21%.  
Based on the average experimental uncertainty in the ambient losses (19% for the 
pre-heater and 21% on the post-heater) a conservative uncertainty of 25% was assigned to 
the ambient losses estimated during the actual experiments.  
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 Overall Energy Balance 
To validate the overall energy balance in the facility with the ambient heat loss 
model, which is used to determine the test section heat duty in the two-phase flow 
experiments, an overall heat transfer rate was calculated between the pre-heater inlet and 
post-heater outlet, i.e., between state points 3 and 7 in Figure 5.2. The circular test section 
is used (Dh = 1.55 mm) with R134a as refrigerant at a nominal saturation temperature of 
50C. The refrigerant enters the pre-heater at a subcooled single-phase state; hence, the 
enthalpy can be measured, and it is fully evaporated and further superheated at the exit of 
the post-heater, where the enthalpy can be calculated. A low coupling water flow rate is 
used so that the heat duty in the test section can be determined from a temperature 
 
Figure B.3: Heat loss modeling for the Post-heater 
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difference on the water side. Ambient losses calculated according to the models outlined 
in Appendix C are also estimated and included in the energy balance. Figure B.5 shows the 
energy balance between the overall heater input and the enthalpy gain in the refrigerant for 
several mass fluxes. The enthalpy difference between the inlet and exit is compared with 
the electric heat input to the post- and pre- heaters, test section heat duty, and ambient 
losses. This shows that even at mass fluxes as low as G = 30 kg m-2 s-1, the overall energy 
balance is within  5%. The energy balance is expected to hold as the mass flux increases 
and as the saturation temperature decreases due to the reduced relative importance of the 
ambient losses in those cases to the overall energy input. The only difference between the 
overall energy balance experiments and the phase-change heat transfer experiments is that 
in the latter, the coupling fluid water flow rate is much higher, to achieve a lower 
uncertainty in the measured phase-change heat transfer coefficient. The heat loss estimates, 
and their uncertainties are expected to be the same. 
 
Figure B.4: Post-heater ambient losses at different surface-to-ambient 




Figure B.5: Overall energy balance in the facility when conducting full 
condensation experiments at low coupling fluid flow rates 
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APPENDIX C SAMPLE DATA POINT ANALYSIS 
The analysis of a representative data point shown below is described in detail in this 
Appendix. A schematic of the facility is shown in Figure 5.2 with the Test Section (TS) 
between states 1 and 2. The nominal conditions at which the data point is collected are: 
• Date: 2019-09-13 
• Geometry: Square 
• Hydraulic diameter: 0.98 mm 
• Saturation temperature: 30C 
• Saturation-to-wall temperature difference: 2.3 K 
• Mass flux: 300 kg m-2 s-1 





 Pre-Heater Sample Calculation 
To quantify the ambient losses accurately, the refrigerant path is tracked between the 
pre-heater inlet and the post-heater outlet. The overall experimental assembly used for heat 
transfer measurements is shown in Figure C.1. The refrigerant enters as liquid to the pre-
inlet tube, then it is heated in the pre-heater body, and exits through the pre-exit tube. These 
three subcomponents of the pre-heater are exposed to the ambient and are therefore subject 
to ambient losses. The refrigerant then continues to the Test Section (TS), where the TS-
inlet tube and TS-exit tube are also subject to ambient losses. The refrigerant then flows 
through the post-inlet tube, into the post-heater body, and then exits as vapor through the 
post-exit tube. All these subcomponents are subject to ambient losses. Moreover, the post-
heater has a thermocouple and pressure transducer connected to its body, which also serve 
as surfaces for ambient losses. In this section, the heat losses from the pre-heater are 
quantified in detail. The pre-heater has 3 faces, shown in Figure C.2. The heat losses are 
accounted for on each face. In addition to the exposed surfaces of the heater body, heat 
losses occur from the connecting pipes at the inlet and exit. Figure C.2, in addition to Figure 
 
Figure C.1: Overall refrigerant path from pre-heater inlet to post-heater exit  
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B.1, show the different parameters and dimensions used in the heat loss calculation, and 
Table C.1 provides the numerical values of these dimensions. The surface temperature of 
the pre-heater is measured to be 29.8C  0.25C, which is the same for the three faces, 
F1, F2, and F3, shown in Figure C.2 and Figure B.1. This is also the surface temperature 
of the exit pipe. The total heat loss from the pre-heater was 0.51 W, which is the sum of all 
 
Figure C.2: Pre-heater exposed surfaces  
Table C.1: Dimensions of the pre-heater 
Parameter Description Value 
Dpre OD of heater body 38.1 mm 
Dpre,cy,in ID of heater body 17.9 mm 
Dpre,cr Effective OD of ceramic insulation, measured 
using caliper on the heater body 
130.0 mm 
Dpre,fbr OD of fiber insulation 90.0 mm 
Dpre,fbr,in ID of fiber insulation 64.6 mm 
Dpre,ex,cr Effective OD of ceramic insulation, measured 
using caliper, on preheater exit tube 
50.8 mm 
Dpre,ex,fbr OD of fiber insulation, on exit tube 25.4 mm 
Dpre,ex,fbr,in ID of fiber insulation 6.4 mm 
Dpre,in,cr Effective OD of ceramic insulation, measured 
using caliper, on pre-heater inlet tube 
50.8 mm 
Dpre,in,fbr ID of fiber insulation 25.4 mm 
Lpre,cy Length of pre-heater body 200.0 mm 
Lpre,ex Length of pre-heater exit tube 62.5 mm 
Lpre,in Length of pre-heater inlet tube 15.2 mm 
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the contributing surfaces listed in Table C.2. A detailed calculation for the heat loss from 
selected representative surfaces is shown below. 
 
 
Table C.2: Losses from the pre-heater 






















8.210-2    
m2 
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Lpre,in Vertical flat 
plate 
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Pre-Heater Cylindrical Body (Face 2, F2) Losses (Treated as Horizontal Cylinder) 
 
24.8 CambT =   
 
, , 2 25.6 Cpre ins FT =   
(calculated iteratively) 
 
101.3 kPaambP =  
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covering the heater body) 
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2 , ,F pre cr pre cyA D L=  
, 25.2 Cfilm avgT =   
5 2 11.56 10  m  sa
− − −=   
3 13.36 10  Ka
− −=   
1 10.026 W m  Kak
− −=  
5 2 1
, 2.2 10  m  sth a
− −=   
Pr 0.707a =  
168471aRa =  
2 1
, , 2 1.8 W m  Knat conv F
− −=  
2 2
2 8.17 10 mFA
−=   
, 1 29.8 Cpre surfT =   
, 2 29.8 Cpre surfT =   
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( )( )2 2, 2 , , 2 , , 2rad F pre pre ins F amb pre ins F ambT T T T  = + +  
, 29.8 Cpre surfT =   
, , 2 25.6 Cpre ins FT =   
1
, , 2 6.8 K Wnat conv FR
−=  
1
, 2 2.39 K Wrad FR
−=  
2 1
, 2 5.12 W m  Krad F
− −=  
1
, , 2 2.03 K Wins cr FR
−=  
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, 130 mmpre crD =  
(effective OD of 
insulation, measured using 
a caliper) 
, 90 mmpre fbrD = (OD of 
fiber insulation, refer to 
Figure B.1) 
, , 64.6 mmpre fbr inD = (OD 
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Pre-Heater Vertical Inlet Connecting Pipe Losses (Treated as Vertical Plate) 
24.8 CambT =   
, , 25.02 Cpre ins inT =   
(calculated iteratively) 
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1 1
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Pre-Heater Total Losses 
3
, , 1 7.6 10  Wpre loss FQ
−=   
, , 2 0.45 Wpre loss FQ =  
3
, , 3 9.6 10  Wpre loss FQ
−=   
, , 0.04 Wpre ex lossQ =  
3
, , 4.7 10  Wpre in lossQ
−=   
, , , , 1 , , 2 , , 3 , , , ,pre loss total pre loss F pre loss F pre loss F pre ex loss pre in lossQ Q Q Q Q Q= + + + +  , , 0.51 Wpre loss totalQ =  
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 Post-Heater Losses 
In this section, the heat losses from the post-heater are shown in detail. The post-
heater is similar to the pre-heater; however, it has two protruding surfaces, namely, a 
thermocouple and a pressure transducer connecting pipe, as shown in Figure C.3. The 
dimensions of the post-heater are tabulated in Table C.3. The losses from the thermocouple 
and the pressure transducer lines, with lengths of 127 mm and 254 mm, respectively, are 
calculated in a similar manner. The surface temperature of the post-heater is measured to 
be 31.51C  0.25C. The surface temperature of the inlet tube is measured to be 29.3C  
0.25C. A sample calculation of the heat losses for the thermocouple is shown below. The 
losses of the post-heater are shown in Table C.4, where the total loss is 0.87 W. 
 
Figure C.3: Post-heater exposed surfaces  
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Table C.3: Dimensions of the post-heater 
Parameter Description Value 
Dpost OD of heater body 38.1 mm 
Dpost,cy,in ID of heater body 17.9 mm 
Dpost,cr Effective OD of ceramic insulation, measured 
using caliper on the heater body 
130.0 mm 
Dpost,fbr OD of fiber insulation 90.0 mm 
Dpost,fbr,in ID of fiber insulation 64.6 mm 
Dpost,ex,cr Effective OD of ceramic insulation, measured 
using caliper, on post-heater exit tube 
50.8 mm 
Dpost,ex,fbr OD of fiber insulation, on exit tube 25.4 mm 
Dpost,ex,fbr,in ID of fiber insulation 6.6 mm 
Dpost,in,cr Effective OD of ceramic insulation, measured 
using caliper, on post-heater inlet tube 
50.8 mm 
Dpost,in,fbr OD of fiber insulation 25.4 mm 
Dpost,th,cr/Dpost,pr,cr Effective OD of ceramic insulation, measured 
using caliper, on thermocouple and pressure 
tubes 
50.8 mm 
Dpost,th,fbr/Dpost,pr,fbr OD of fiber insulation 25.4 mm 
Dpost,th,fbr,in/Dpost,pr,fbr,in ID of fiber insulation 6.6 mm 
Lpost,cy length of heater body 200.0 mm 
Lpost,in Length of inlet tube 62.5 mm 
Lpost,ex Length of exit tube 25.4 mm 
Lpost,th Length of thermocouple body 127.0 mm 
Lpost,pr Length of pressure line  254.0 mm 
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Post Heater Losses 
Post Heater Thermocouple Losses (Treated as Horizontal Cylinder) 
24.8 CambT =   
, , 25.18 Cpost ins thT =   
(calculated iteratively) 
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, , , 6.35 mmpost th fbr inD =  
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1
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1
, 0.01631 W Kpost thUA
−=  
, , 0.05472 Wpost th lossQ =  
 
Post Heater Total Losses 
, , 1 0.01 Wpost loss FQ =  
, , 2 0.61 Wpost loss FQ =  
, , 3 0.01 Wpost loss FQ =  
, , 0.04 Wpost ex lossQ =  
, , 0.04 Wpost in lossQ =  
, , 0.05 Wpost th lossQ =  
, , 0.11 Wpost pr lossQ =  
, , , , 1 , , 2 , , 3 , , , ,
, , , ,
post loss total post loss F post loss F post loss F post ex loss post in loss
post th loss post pr loss
Q Q Q Q Q Q
Q Q
= + + + +
+ +
 , ,
0.87 Wpost loss totalQ =  
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 Connecting Pipes in the Test Section Ambient Losses 
The connecting pipes of the test section are essentially the “adiabatic portion” of the 
test section as shown in Figure C.4. Even though these are considered parts of the test 
section, since they are exposed to the ambient, for the sake of completeness, the small 
amount of heat loss from them is included in the overall heat loss, which is calculated to 
be 0.07 W. A horizontal cylinder approximation is used to calculate the natural convection 
coefficient, similar to face 2 of the pre-heater. The dimensions of the adiabatic part are 
shown in Table C.5 
 
Table C.5 Dimensions of adiabatic part of the test section 
Parameter Value 
Dts,cr 50.8 mm 
Dts,fbr  25.4 mm 
Lad 59.8 mm 
 
 
Figure C.4: Insulation on the adiabatic part of the test section 
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 Heat Transfer Coefficient Calculation 
To determine the refrigerant heat transfer coefficient, the test section is discretized 
into 87 axial elements to include axial conduction effects. Schematics of the test section 
and discretization are shown in Figure 5.1 and Figure 5.4. The test section is symmetric 
and divided to seven sections, two adiabatic parts, two reducer parts, two tee fittings parts 
and an annulus part, as shown in Figure C.5. The reducer and T-section are needed to 
couple the water loop to the refrigerant loop; however, some heat transfer occurs in these 
sections, which affects the test section heat transfer. All the thermodynamic properties are 
calculated using the property routines in Engineering Equation Solver. Sample calculations 
are shown for a representative discretized point in each of the adiabatic, reducer, tee fittings 




Figure C.5: Test section discretization, showing the temperature nodes of the first 
adiabatic portion, schematic not drawn to scale 
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Test Section Heat Duty 
3 760.5 kPaP =  
3 43.55 CT =   
7 771.6 kPaP =  
7 24.29 CT =   
( ),h f T P=  7 85395 J/kgh =  
3 280916 J/kgh =  
, , 0.5127 Wpre loss totalQ =  
, , 0.8685 Wpost loss totalQ =  
, , 0.07 WTS loss totalQ =  
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− −=   
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Q Q Q m h h Q
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− −
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Test Section Heat Transfer Coefficient 
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110.  5  K7 WconjR
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10.087 W32 K cdbR
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(calculated iteratively) 
2 18122 W m  Kref
− −=  
(calculated iteratively) 
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Reducer Section at the Exit of the Test Section 
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, , 0.  96 K W06ax red iR
−=  
1
, ,  K W18.04conj red iR
−=  
1
, , 0 4  .1 9 K Wcdb red iR
−=  
1
, , 1 8  7. 9 K Wcvb red iR
−=  
(calculated iteratively) 
2 18122 W m  Kref







































 =  
 





, ,  K W45.94conj red oR
−=  
1
, , 0.108  K W5  cdb red oR
−=  
1




8 27.26 CT =   
 
22 28i   
25i =  
 
[24] 29.22 CxT =   




































[25] 29.17 CxT =   
, [25] 17 Cx wallT =   
[25] 0.076 WaxQ =
 
[25] 0.041 WbQ =  













[25] [26] [25] [25] 0ax ax b boQ Q Q Q− + − =  
Tee Section at the Exit of the Test Section (Schematic similar to reducer section) 
, 8elem teeN =  
9.27 mmteeL =  
4.826 mmredD =  
1 1
, 0.609 W m  Keff teek














































, , , , , ,conj tee i cvb tee i cdb tee iR R R= +  
1.159 mmteedl =  
6 24.55 10  mteedA
−=   
 
1
, , 0.  58 K W94ax tee iR
−=  
1
, ,  K W27.24conj tee iR
−=  
1
, , 0 2  .2 5 K Wcdb tee iR
−=  
1
, , 2 0  7. 2 K Wcvb tee iR
−=  
(calculated iteratively) 
2 18122 W m  Kref





, ,  K W94.4conj tee oR
−=  
1
, , 0.163  K W8  cdb tee oR
−=  
1






























 =  
 
, , , , , ,conj tee o cvb tee o cdb tee oR R R= +  
8 27.26 CT =   
 
30 36i   
34i =  
 
[33] 28.65 CxT =   



















































[34] 28.55 CxT =   
, [34] 28.56 Cx wallT =   
[34] 0.219 WaxQ =
 
[34] 0.0497 WbQ =  
[34] 0.0137 WboQ =  
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Annulus Section at the Middle of the Test Section (Schematic similar to reducer section) 
, 15elem annN =  
75.82 mmTSL =  
6.35 mmwaterOD =  
4.572 mmwaterID =  
0.02616 kg/swaterm =  
 
8 27.26 CT =   
9 27.26 CT =   
8 238.6 kPaP =  
9 219.2 kPaP =  
 
, /water water h water waterNu D k=  
0.78 0.48 * 0.140.025Re Prwater water waterNu r
−= (Garimella 
















, ,Pr ( , )water water avg water avgf T P=  








,h water water TSD ID OD= −  
( )2 2
4
water water TSAC ID OD



















47.54waterNu =  
2 120766 W m  Kwater
− −=  
* 0.6944r =  
Re 5082water =  
Pr 5.8water =  
1 10.61 W m  Kwaterk
− −=  
2 13078 kg m  swaterG
− −=  
, 1.397 mmh waterD =  
6 28.5 10  mwaterAC
−=   
, 27.26°Cwater avgT =  
, 228.9 kPawater avgP =  
 
 
5.055 mmanndl =  
5 2
, 1.988 10  mann indA
−=   
5 2
, 5.042 10  mann outdA
−=   
 
1
, , 2 9 0 K W. 4ax ann iR
−=  
1











, 4ann in TS anndA ID dl=  



















































 =  
1
, , 0.05166 K Wcdb ann iR
−=  
1
, , 6 9  .1 4 K Wcvb ann iR
−=  
(calculated iteratively) 
2 18122 W m  Kref





, ,  K W0.993conj ann oR
−=  
1
, , 0.037  K W5  cdb ann oR
−=  
1












, , , , , ,conj ann o cvb ann o cdb ann oR R R= +  
 
 
38 51i   
44i =  
 
8 27.26 CT =   
9 27.26 CT =   
 
 
[43] 27.64 CxT =   
5[45] 1 10  WaxQ


















































[44] [45] [44] [44] 0ax ax b boQ Q Q Q− + − =  
[44] 27.64 CxT =   
, [44] 27.66 Cx wallT =   
5[44] 1.1 10  WaxQ
−=   
[44] 0.384 WbQ =  
[44] 0.384 WboQ =  
 
Energy Balance Over Test Section and Saturation-to-Wall Temperature Difference 
, 30.16 Csat inT =   
, 29.91 Csat outT =   































sat in x wall avg sat out x wall avg
sat in x wall avg
sat out x wall avg







  − 
 
, , 28.02 Cx wall avgT =   
2.01 KT =  
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 Temperature Profiles in the Test Section 
Figure C.6 shows the temperature profiles in the test section. The two extremities of 
the test section are nearly in thermal equilibrium with the condensing refrigerant. This is 
because the adiabatic sections of the test section act as fins with an adiabatic tip boundary 
condition, where the temperature approaches the free stream temperature (i.e., the 
saturation temperature) because of the high heat transfer coefficient on the refrigerant side 
(8122 W m-2 K-1).. Towards the center of the channel, the wall temperature drops because 
of the high heat transfer coefficient on the water side in the annulus section (20766 W m-
2 K-1). This temperature gradient in the channel walls drives the axial heat conduction from 
both extremities of the test section towards the center. The saturation temperature drops 
throughout the length of the test section because of the pressure drop. The effect of the 
 
Figure C.6: Temperature profiles in the test section using the present data 
reduction method 
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pressure drop on the saturation temperature is considered in a piece-wise fashion. At the 
inlet of the test section, i.e., in the adiabatic section, reducer and tee fitting, the saturation 
temperature is evaluated at Psat,in = P1+ Δp /4. In the annulus section, which is at the center 
of the test section, the saturation temperature is evaluated at Psat,in = P1+ Δp /2. Towards 
the exit of the test section, i.e., in the exit adiabatic section, tee fitting and reducer, the 
saturation temperature is evaluated at Psat,in = P1+ 3Δp /4. To further investigate the effect 
of the saturation temperature change in the test section, a linear pressure profile is assumed 
(i.e., that the pressure varies linearly from the inlet pressure of 777.1 kPa to 765.8 kPa). 
The saturation temperature is then evaluated at the local saturation pressure in the test 
section. The result is shown in Figure C.7. It is observed that there are minimal variations 
in the temperature distribution in the test section, when including the linear pressure profile 
and when using a piece-wise pressure profile (this is because the change in the saturation 
 
Figure C.7: Temperature profiles in the test section using a linear pressure 
profile 
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temperature in the heat transfer section of the test section is 0.25C). The wall temperature 
profiles are nearly identical, especially in the active heat transfer zones (annulus, reducer, 
and tee sections). Moreover, the heat transfer coefficient calculated using the two 
approaches are nearly identical (difference of less than 0.1%). 
 Pressure Drop Calculation 
A sample calculation of the pressure drop for a representative data point is shown below. 
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Pressure Drop Calculation 
Contraction Pressure Drop at the Inlet of the Test Section 
4 12.902 10  kg srm
− −=   
 
0.98 mmTSID =  
 
, 41.48 Wpre elecQ =  
, 24.05 Wpost elecQ =  
 
, , 0.5127 Wpre loss totalQ =  
, , 0.8685 Wpost loss totalQ =  
 
7 85395 J/kgh =  
3 280916 J/kgh =  
 
1 777.1 kPaP =  
2 765.2 kPaP =  
, , ,
1 7






= +  
, , ,
2 3






= +  
( )1 1 1,x f h P=  
( )2 2 2,x f h P=  
 
( ),1 10,l f x P = =  
( ),1 10,l f x P = =  
( ),1 11,v f x P = =  
( ),1 11,v f x P = =  
1 226580 J/kgh =  




1 0.7672x =  
2 0.6219x =  
 
3
,1 1186 kg ml
−=  
4 2
,1 1.82 10  Pa s ml
− −=   
3
,1 37.89 kg mv
−=  
5 2
,1 1.22 10  Pa s mv
− −=   
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For reference on the state 





( ),2 20,l f x P = =  
( ),2 20,l f x P = =  
( ),2 21,v f x P = =  
















      −

















      −
 = +                  
 
2










,2 1188 kg ml
−=  
4 2
,2 1.83 10  Pa s ml
− −=   
3
,2 37.32 kg mv
−=  
5 2
,2 1.22 10  Pa s mv
− −=   
 
1 0.941 =  
1 0.906 =  
 
7 29.66 10 mTSCA
−=   
7 29.66 10 mTSCA
−=   
2 1300.3 kg m  sG − −=  
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Schematic of the contraction at the inlet of the test section: 
 
1 0.7672x =  
2.286 mmconD =  
0.98 mmTSID =  











=  (using the hydraulic diameter to calculate 
























 = + − 
 
 
7 27.589 10  msmallA
−=   
6 24.104 10  mbigA
−=   
 
0.1849rA =  
24.26h =  
0.6342cC =  
























  =  − + − 
   
  (Hewitt et al., 
1994) 
Expansion Pressure Drop at the Exit of the Test Section (The Geometry is Symmetric to the Inlet) 
2 0.6219x =  
0.98 mmTSID =  
2.286 mmconD =  













=  (using the hydraulic diameter to calculate 































P G A A

 = − (Hewitt et al., 1994) 
7 27.589 10  msmallA
−=   
6 24.104 10  mbigA
−=   
 
0.1849rA =  
14.74s =  
exp 168.6 PaP = −  
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a a     
− −
   − −
    = + − +
− −   
   
(Ghiaasiaan, 2007) 
, 1559 Padec inP =  
, 1147 Padec outP =  
411.81 PadecP = −   
Minor Pressure Drop Across the Test Section 
dec 411.81 PaP = −  
exp 168.6 PaP = −  
con 1197 PaP =  





minor 616.8 PaP =  
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Frictional Pressure Gradient Across the Test Section 
minor 11260 PaP =  
minor 616.8 PaP =  
ΔP 242 mmL =  

















APPENDIX D AXIAL DISCRETIZATION OF THE TEST 
SECTION 
The grid independence of the discretization scheme of the test section is shown in 
Figure D.1. Figure D.1 shows the change in the heat transfer coefficient predicted versus 
the number of axial elements in the circular test section of Dh = 1.55 mm, with condensing 
R134a. The difference between the test cases is only the number of segments, with a fixed 
test section heat duty. It was observed that for Nseg = 67 elements, the difference in the 
predicted heat transfer coefficient is less than 1% from the heat transfer coefficient with 
Nseg = 324 elements; therefore, 67 elements were chosen for the analysis of the circular test 
section. The EES-based discretization results are also compared with the results of analyses 
conducted on commercial software (Ansys ®), for additional validation. Assuming 
symmetric conditions at the center of the test section, the axial temperature variation for a 
 
Figure D.1: Analysis of heat transfer coefficient calculation from measurements: 
effect of number of axial elements in the test section 
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typical case of ref = 6088 kW m-2 K-1, Tsat = 40C, and G = 200 kg m-2 s-1 is shown in 
Figure D.2. The exact dimensions of the test section are replicated in ANSYS.  For the 
reducer and tee fitting, an effective heat transfer coefficient is applied in those regions. The 
red color in the figure refers to the adiabatic region, where the temperature is almost equal 
to 40C. The temperature drops to 35C in the annulus section (blue part) due to the high 
heat transfer coefficient of the coupling water. The refrigerant heat transfer coefficient was 
fixed and the heat duty was predicted using Ansys® and compared with the heat duty 
predicted using the segmented analysis described in Appendix C, as shown in Figure D.3. 
For the square channel, the number of segments used is increased to 87 segments, because 




Figure D.2: A representative snap shot from Ansys® showing the degree of axial 
temperature variation along the circular test section wall, the 
simulation is done for half the channel length, assuming symmetric 







Figure D.3: Comparison of the heat duty predicted using discretization scheme 
versus heat duty predicted using commercial software 
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APPENDIX E UNCERTAINTY ANALYSIS 
 An analysis of the uncertainties in the reported results based on measurement 
uncertainties and assumptions for the several parameters reported in Appendix C was 
conducted using Engineering Equation Solver (EES) ®.  
 Heat Transfer Coefficient Uncertainty 
The uncertainties in the heat transfer coefficient were analyzed using the propagation 
of errors technique in EES®. A representative calculation of the uncertainty in the heat 
transfer coefficient calculated in Appendix C, 8.122 kW m-2 K-1, is shown here. The 
uncertainties and the values of the relevant parameters used in calculating the heat transfer 
coefficient are shown in Table E.1. All the uncertainties represent instrument uncertainties, 
except for the coupling fluid. An uncertainty of 25% was assigned on the estimation of the 
water-side thermal resistance from correlations, as seen in previous similar studies (Fronk, 
2014).   
 288 
 
Table E.1: Uncertainty analysis for the heat transfer coefficient 





4  kg s-1 
2.90210-7  
kg s-1 
0.36% -297791.9 Mass flow rate 
of refrigerant 
P1 777.1 kPa 1.364 kPa 3.00% -0.1819 Saturation 
pressure 
Qpost,loss,total 0.87 W 0.218 W 5.32% -1.52 Ambient heat 
loss by post-
heater  
Qpre,loss,total 0.51 W 0.128 W 1.85% -1.531 Ambient heat 
loss by pre-
heater  




6.60% 1.543 Coupling fluid 
thermal 
resistance 
Qpost,elec 24.05 W 0.5 W 28.22% 1.523 post-heater 
electric power 
Qpre,elec 41.48 W 
 
0.5 W 28.22% 1.523 Pre-heater 
electric power 
T7 24.29C 0.25C 1.19% 0.6262 Liquid T at pre-
heater inlet 
T3 43.55C 0.25C 0.62% -0.4508 Vapor T at post-
heater exit 
T8 27.3C 0.25C 12.26% 2.008 T of coupling 
water at inlet of 
TS 
T9 27.3C 0.25C 12.26% 2.008 T of coupling 
water at exit of 
TS 
P3 760.5 kPa 1.364 kPa 0.01% 8.93810-4 Vapor pressure 






 Equation (E.1) is used for the error propagation.  
, , , ,
, , , ,
2 2 2
, , , ,
22
, , , ,
post loss total pre loss total r
cvb ann o pre elec post elec
Q Q m
post loss total pre loss total r
R Q Q








       
+ +              
    
+ + +          = 
( ) ( ) ( )
( ) ( ) ( )
1 7 3 8 9
3
2
2 2 2 22
1 7 3 8 9
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3
22 2 7 5
2 2 2
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10.1819
P T T T T
P
U U U U U
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= 
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−+  +  + 
+  + 
= 
  (E.1) 
The sensitivity values are provided in Table E.1. The resulting uncertainty in the heat 
transfer is 1.43 kW m-2 K-1 (18% of the measured value). The uncertainties in the post- 
and pre-heater duties (combined 56%) had a major effect on the heat transfer coefficient, 
because this determines the enthalpy at the inlet and exit of the test section, which is used 
in the test section heat duty calculation. The second major source of uncertainty was due 
to the temperature of the coupling water (combined 25%), which drives the heat transfer 
and is used to deduce the heat transfer coefficient. The third major source uncertainty was 
due to the coupling fluid thermal resistance (7%). The rest of the uncertainties are due to 
the ambient losses from the heaters, saturation pressure, and single-phase temperature and 
pressure measurements at the post- and pre-heaters exit and inlet, respectively. 
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 Frictional Pressure Gradient Uncertainty 
Uncertainties in the frictional pressure gradient were calculated using a similar 
propagation of errors approach in EES®. A representative calculation of the uncertainty in 
the frictional pressure gradient calculated in Appendix C, 43.98 kPa m-1, is shown here.  
The uncertainties and the values of the relevant parameters used in calculating the frictional 
pressure gradient are shown in Table E.2. The resulting uncertainty in the frictional 
pressure gradient, based on this uncertainty propagation approach, Equation (E.2), is 1.29 
kPa m-1 (3% of the measured value). 
 
Table E.2: Uncertainty analysis for the frictional pressure gradient 
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= 
 
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  (E.2) 
The major source of the uncertainty is due to the minor losses (97%), which were 
assigned a conservative uncertainty of 50%. The other sources of uncertainty are the 
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