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A practical model is proposed for predicting the detectability of targets at 
arbitrary locations in the visual field, in arbitrary gray-scale backgrounds, and under 
photopic viewing conditions. The major factors incorporated into the model include: (i) 
the optical point spread function of the eye, (ii) local luminance gain control (Weber’s 
law), (iii) the sampling array of retinal ganglion cells, (iv) orientation and spatial-
frequency dependent contrast masking, (iv) broadband contrast masking, (vi) and 
efficient response pooling.  The model is tested against previously reported threshold 
measurements on uniform backgrounds (the ModelFest data set and data from Foley et al. 
2007), and against new measurements reported here for several ModelFest targets 
presented on uniform, 1/f noise, and natural backgrounds, at retinal eccentricities ranging 
from 0 to 10 deg.  Although the model has few free parameters, it is able to account quite 
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Chapter 1: Introduction 
 
The science of vision is more than one and a half centuries old. During this time, 
many discoveries about how the human brain processes information from the light 
entering our eyes have been made. On the one hand, many key discoveries in vision 
science are like key discoveries in physics or chemistry. Rigorous experimentation, often 
in relatively controlled environments, has given us empirical relations that stand the test 
of time. Models of neural processing and human behavior are tested and either accepted, 
rejected, or some combination of both (something’s right, but something’s also wrong). 
The level of measurement precision and model accuracy may differ (there is a serious 
difference in trying to model the behavior of an electron vs. that of a human, especially 
since completely describing the behavior of one electron completely describes the 
behavior of all electrons), but the ability of vision science to produce discoveries that 
form a foundation for further discoveries, and that does not have to be completely torn 
apart later, is commendable.  
However, there is also something very different about the trajectories of fields 
like physics and chemistry compared to that of vision science, or for that matter any other 
area of brain science or psychology. Thus far, it is hard to claim that any area of brain 
science or psychology has produced a “grand theory” of some large category of 
phenomena where the theory has been proven to be highly accurate. There is no theory in 
brain science or psychology that has a similar stature to Newton’s theory of motion or 
Maxwell’s theory of electromagnetism. It is even hard to say we have come close to 
formulating such a grand theory. This is true despite having many times more resources 
and researchers today than in the 17th century when Newton published his theory. It is 




(approximately one and a half centuries if one goes back to the very early research in 
modern vision science – this is comparable to the time from the first discoveries in 
modern science in the mid-16th century to the publication of Newton's Principia in 1687). 
Some may suggest that such grand theories are not possible in fields like brain science 
and psychology, or even biology. Indeed, other than the theory of evolution, and perhaps 
because of it, most of biology looks like "stamp collecting", as the Nobel Prize winning 
physicist and chemist Ernest Rutherford once said (his exact quote is "All science is 
either physics or stamp collecting"). On the other hand, there are many areas in brain 
science and psychology where theories like those seen in physics exist, but on a smaller 
scale. For example, there is currently no general theory of learning. This is true whether 
we are talking about a mechanistic model of learning that describes the underlying neural 
mechanisms of learning, or a behavioral theory that predicts the probability of any 
response to any stimulus, assuming one knows the history of stimulus presentation (and 
in principle, assuming one knows the history of responses to those stimuli since the 
responses themselves can be associated with stimuli that seem to occur as a 
consequence). There is also no general theory in any of the major subdivisions of 
learning research, such as in associative learning, instrumental learning or in perceptual 
learning, among other areas. Nevertheless, one sees many successful models in these 
fields that resemble models in physics (and later, chemistry) from the 17th through 19th 
centuries. These models consist of relatively simple mathematical relations with 
components that map onto measurable (or if not measurable, then intuitive) physical, 
biological or psychological phenomena. The main difference is that they predict smaller 
subsets of phenomena and have not yet been unified into a larger, more general model 




increased over time, suggesting the problem is not necessarily that unifying theories 
cannot in principle be formulated, but simply that no one has yet succeeded. 
Just as in the science of learning, the science of vision has a plethora of models 
that work well on smaller subsets of phenomena. Vision science is also full of reliable 
experimental results that could someday form the foundation for developing more general 
models. In the following sections, I will describe many such discoveries that deal with the 
optics of the human eye, processing in the retina, and processing in area V1 of the visual 
cortex. The examples are chosen to highlight what seem to be the key discoveries needed 
to build a more general model in one small but important area of vision science: the study 
of target detection. The study of target detection is the study of the probability with which 
an observer correctly determines that something it is looking for (the target) was present 
or absent in a background scene. The field is concerned with the neural mechanisms 
underlying this behavior, as well as the ability to predict human target detection 
performance accurately. Some people may ask why scientists should bother studying 
target detection in the first place. It may not be obvious what utility there is in studying 
something that "low level". The reason is that the ability to detect targets is fundamental 
to essentially every task the human visual system does. While target detection is rarely 
sufficient to accomplish a more complex task, it is almost always necessary. The current 
state of vision science is such that we still do not have a relatively complete 
understanding of the neural mechanisms underlying target detection, nor do we have a 
practical behavioral model that accurately predicts the probability of detecting a target in 
an arbitrary background. The model presented here, called the Retina-V1 model, is an 
attempt to include many of the mechanisms known to determine human detection 




There are many different models of target detection that have been published 
(e.g., Wilson & Bergen 1979; Watson & Solomon 1997; Watt & Morgan 1985; Morrone 
& Burr 1988; Foley 1994; Foley et al. 2007; Watson & Ahumada 2005; Arnow & Geisler 
1996; Goris, et al. 2013). As previously stated, they tend to account for a very limited 
range of phenomena. One major limitation of many current models is that they predict 
detection performance only for certain artificial stimuli, like sine waves or Gabors (a 
Gabor is a sine wave with a Gaussian envelope). They also tend to predict detection 
performance for such stimuli only when they are presented in uniform backgrounds. 
These models are generally not designed to handle detection in non-uniform backgrounds 
where features in the background may adversely affect detection performance. Some 
models do attempt to predict detection performance in certain types of non-uniform 
backgrounds, such as white noise backgrounds. However, these models are not designed 
to predict detection performance in natural backgrounds – the backgrounds most relevant 
for the human visual system. Thus, one way in which the Retina-V1 (RV1) model is 
more general than most previous models is that it is designed to make predictions of 
detection performance in natural scenes. As the reader will see later, it does a relatively 
good job of this for the small number of stimuli tested (it takes a lot of experimental trials 
to get reliable data in our experiment, so resource constraints have limited us to testing 
the model in natural scenes for just 3 types of stimuli). Another way in which the RV1 
model is more general than most previous models is that it takes into account the effect of 
foveation – visual acuity is best at the fovea (light from where one fixates arrives at the 
fovea), but gets progressively worse away from it. This means that detection performance 
decreases as one moves further and further out into the peripheral visual field. As the 
reader will see, the RV1 model also does a relatively good job of predicting detection 




attempt to model the underlying biological mechanisms responsible for detection 
performance. The RV1 model is in many ways based on known properties of the 
physiology and anatomy that are considered relevant for determining detection 
performance. It is not a fully mechanistic model, if for no other reason than that we still 
do not have all the relevant information about the underlying biology. Nevertheless, a 
serious attempt is made to ground the model in the relevant physiology and anatomy.  
Despite the greater generality of the RV1 model compared to competing models, 
there are still serious limitations in its scope. In the sections that follow, I will describe 
phenomena that any truly general model of target detection must account for, but are not 
predicted by the RV1 model. Known neural mechanisms that might underlie accurate 
detection of these phenomena, but are not included in the RV1 model, are also detailed. 
Thus, the RV1 model only attempts to get us partway to a true unifying model of target 
detection. However, the reader will see that its structure lends itself to many natural 
extensions that might lead us even further towards this goal. Its true utility, if successful, 
will be in giving vision science some idea of how far the field has come (or not come) in 
modeling the mechanisms necessary for accurately predicting target detection 












Figure 1. A. Aberration free eye: parallel rays 
converge on a single point B. Aberrated eye: 
parallel rays fail to converge on a single point. 
(from Williams and Hofer, 2003) 
Chapter 2: Modeling the Human Visual System 
 
OPTICS OF THE HUMAN EYE 
Visual processing in humans begins when light from the external environment 
passes through the cornea, pupil and lens to stimulate light sensitive cells called 
photoreceptors at the back of the eye (photoreceptors lie in the retina – a thin layer of 
tissue that lines the inner surface of the eye). Photoreceptors transform the light into 
electrical and chemical signals. These signals are then processed by other neurons in the 
retina until the end result (in the retina) is a set of neural impulses sent by retinal ganglion 
cells to other regions of the brain, where further processing occurs. In this section, I will 
describe key features of the optics of the eye and processing in the retina that a general 
model of target detection should include. The retina-V1 model includes only a small 
subset of these features, but as will be seen, it provides a good foundation for adding 
many of the missing features (see "Extensions of the RV1 model" section). 
The cornea, pupil and lens project an image on the retina that is a blurred and 
distorted version of the external world. Properties of this retinal image are best quantified 
by what is called the point-spread function (PSF). The PSF describes mathematically the 
distribution of light (extent of blurring) 
emanating from a distant point source 
when it passes through a given optical 
medium. When the PSF is applied to all 
point sources of light from the external 
world or from an image (this is done 
mathematically through convolution), 




blurred image can be visualized. For the human eye, the PSF depends primarily on 
aberrations in the cornea and lens, and on the pupil size. Aberrations in the cornea and 
lens result from imperfections in their shape. This leads to different rays of light from the 
same point source being bent (refracted) in such a way that they fail to converge to a 
single point on the retina. Figure 1 illustrates this. Figure 2 shows the aberrations of four 
real eyes for a fixed pupil size, compared to a hypothetical aberration-free eye, and their 
corresponding PSF's applied to the letter E. 
The effect of pupil size on the human eye's PSF is more complex to explain 
because the wave/particle nature of light must first be understood. Light exhibits 
properties of both waves and particles, but as far as physicists can tell, never both at the 
Figure 2. A-D: wave aberrations of four real eyes. E: an ideal, aberration-free eye. F-J: point spread functions 




same time (this is called the wave-particle duality). Specifically, light is emitted as a 
particle (called a photon) so one can count particles of light just like one can count any 
other kind of particulate matter (soccer balls or pebbles on the beach). However, when a 
stream of photons is emitted from the same light source under (as far as one can tell) the 
exact same conditions, the distribution of the photons exhibits wave-like properties, and 
is completely unlike what we would expect if a similar experiment were done with soccer 
balls or pebbles. If, hypothetically, we perform the same experiment (assume conditions 
are identical, except the time at 
which the experiment is 
performed) on two or more 
identical soccer balls, the results 
for all such experiments will be 
identical. That is, their trajectories, 
and possible final resting place, 
will be identical. However, for 
photons, identical conditions 
results in a distribution  
of photons where the distribution 
resembles what we would expect if 
we were observing a wave. In 
Figure 3, one can see that each 
photon lands in a different location 
even though it was emitted under 
identical conditions, and the 
distribution over time shows a 
Figure 3. The double slit experiment. A photon is 
shot through a screen with two slits, neither of 
which lies directly in the path of the photon. A-D 
is a time lapse, showing the wave-like diffraction 
pattern that appears over time. This pattern appears 
even though the photons are shot from the same 





wave-like property called diffraction. Diffraction is observed in other types of waves (e.g. 
water waves) when they go around obstacles or through slits that are similar in size to 
their wavelength. Importantly, the wave-like property of photons is what allows each 
photon to seemingly pass through both slits at the same time in the famous double slit 
experiment shown in Figure 3 (neither slit lies directly in the path of the photon, so a 
particle would not pass through either slit). Pupils act like small slits, and a stream of 
photons will exhibit diffraction when going through it. Figure 4 shows how the 
magnitude of diffraction increases as the pupil size gets smaller. The combined effect of 
the cornea, lens and pupil are shown in Figure 4. As one can see, diffraction is the 
primary determinant of the PSF for small pupil sizes, while aberrations dominate for 
large pupils. 
Two more key properties of the optics of the human eye should be briefly 
described before I list some reasonable limitations in the scope of the RV1 model. These 
properties are: chromatic aberration and accommodation. Chromatic aberration refers to 
the cornea and lens focusing light of different wavelengths at different locations (e.g. 
different distances from the lens), leading to light of one wavelength being in focus on a 
given image plane while light of other wavelengths are not. This occurs because any 
optical medium will refract light of smaller wavelengths (such as blue light) more than 
longer wavelength light (such as red). In axial aberration, different colors are focused at 
different distances from the lens. In transverse aberration, different colors are focused at 
different points on the same (focal) plane.  
Accommodation refers to the ability of the lens to change its refractive power as 
needed. This allows the eye to change the distance at which objects are in focus. 
Accommodation allows the eye to keep a clear image of an object while it moves towards 





Figure 4.  (top) PSF's for an ideal, aberration-free eye limited only by diffraction for 
various pupil diameters. (bottom) PSF's for a typical real eye for various pupil diameters. 
Diffraction dominates PSF shape for small pupils, while aberrations dominate for large 




size, on the wavelength of light, and on accommodation, we will restrict the Retina-V1 
model to conditions where the PSF was measured for a fixed pupil size, for 
monochromatic light, and where accommodation was not a factor. Specifically, we will 
use the average PSF of four human observers measured by Navarro et al. (1993) in 
precisely these conditions as our model of the optics of the human eye.    
RETINAL PROCESSING 
The next step in visual processing occurs when photoreceptors transform the 
retinal image into a series of electrical and chemical signals through a process called 
phototransduction. Phototransduction begins when light changes the shape of a light-
sensitive molecule called a photopigment. This shape change causes a chemical cascade 
of events that leads to the closure of first sodium ion ( Na+ ) channels and then calcium 
ion ( 2Ca + ) channels that lie at the surface (outer membrane) of the photoreceptor. In the 
dark, these ion channels are kept open, allowing Na+  and 2Ca + ions into the cell, which 
leads to the release of neurotransmitters – a chemical signal to other neurons. During 
phototransduction, closure of these ion channels leads to a decrease in the amount of 
neurotransmitter that is released. The magnitude of this decrease informs other neurons 
about the state of the retinal image at the location of the photoreceptor. 
There are broadly speaking two types of photoreceptors: rods and cods. Rods are 
specialized for vision under low light conditions (scotopic vision), while cones are 
specialized for vision under most daylight conditions (photopic vision). The 
specialization of rods to low light levels is great enough that a single photon can elicit a 
response from a rod cell. In contrast, cones often require hundreds or thousands of 
photons for a response. There are several other important differences between rods and 
cones. First, cones respond faster to temporal changes in light levels than rods. Second, 




distributions are qualitatively different. In particular, there are no rods in the central 
portion of the fovea (where light from the direction in which the eye is pointing falls) 
while the maximum density of cones occurs there. And finally, the subsequent processing 
of rod and cone responses differs in significant ways. Perhaps the most important 
difference is the degree of convergence in the outputs of rods and cones. In general, far 
more rod outputs converge on a single rod bipolar cell – the next cell in the retinal 
processing pathway – than do cone outputs on cone bipolar cells. In fact, at the fovea, a 
single cone bipolar cell receives input from only one cone. The greater convergence of 
rod outputs may be useful for its apparent role as a sensitive light detector because weak 
responses from many rods can be pooled together to generate a larger response in the rod 
bipolar cell. However, greater convergence comes with the cost of loss in acuity; indeed, 
Figure 5. Distribution of rods (purple) and cones (green). Note the lack of 
rods in the fovea, and also the increasing size of cones in the periphery. 




the cone system provides greater acuity than the rod system despite the cones being larger 
than the rods and being outnumbered approximately by 20:1. Because of all these 
differences between rods and cones, the RV1 model will for now be restricted to 
detection under photopic conditions only. Nevertheless, the foundation provided by the 
RV1 model will allow extension to scotopic vision; this is explored in the "Extensions of 
the RV1 model" section. 
There are further restrictions on the scope of the RV1 model that result from the 
existence of not one, but three types of cones: L-cones, M-cones and S-cones (long, 
middle and short wavelength, respectively). Each cone has a photopigment that is 
maximally sensitive to light of a certain wavelength, as seen in Figure 6. The human 
Figure 6. Normalized responsivity spectra of long, medium and short wavelength cones. 




visual system combines the output of these three types of cones to create our perception 
of color. Specifically, every perceived color can be modeled as a set of three numbers 
representing the relative degree to which the L,M and S cones are stimulated. As with the 
distribution of rods vs. cones, the three types of cones are distributed differently across 
the retina. The biggest difference lies with the distribution of S-cones compared to those 
of the L- and M-cones. S-cones tend to be absent from the fovea and seem to be relatively 
non-randomly, but irregularly distributed, as compared to L-cone and M-cone mosaics 
(Williams et al., 1981; Ahnelt et al., 1987; Curcio et al., 1991, Roorda & Williams, 
1999). In terms of numbers, L-cones are approximately twice as numerous as M-cones, 
while S-cones may constitute only 10% of the total (Ahnelt et al., 1987; Dacy, 1993). 
Another complication for including color processing at this stage in the development of a 
more general model of target detection is the theory of color opponency, which was first 
proposed by Ewald Hering in 1892. Hering pointed out two special properties of the 
colors red, yellow, green and blue. First, it seemed like all other colors could be created 
from them by mixing them together. Second, it seemed that certain pairs of these colors 
were impossible to perceive: specifically, reddish-green and yellowish-blue hues do not 
exist. Based on these observations, Hering hypothesized the existence of three distinct 
opponent mechanisms: a red vs. green mechanism ( L M− ), a blue vs. yellow mechanism 
( ( )S L+M− ), and an achromatic mechanism ( L+M ). In 1957, Hurvich and Jameson 
provided evidence for the existence of such color-opponency mechanisms. Thus, to keep 
things simple at this stage, the RV1 model will be designed for and tested on achromatic 
stimuli (grayscale images). With achromatic stimuli, we need not worry about three 
different cone mosaics or color opponency mechanisms and can instead use a single cone 





Despite now being able to treat all three cone mosaics as one by restricting 
ourselves to achromatic stimuli, the RV1 model does not explicitly include a model of the 
distribution of cones in the retina. The reasons for this are twofold: 1) the processing of 
the cone outputs by bipolar cells, horizontal cells and amacrine cells is still not well 
understood (specifically, while bipolar cells are thought to simply relay information from 
the photoreceptors to ganglion cells, how horizontal and amacrine cells modulate that 
response is not well understood), and 2) good models of ganglion cell output exist for 
certain classes of ganglion cells. Since ganglion cells are the output neurons of the retina, 
this means that we can accurately model the output of the retina to certain types of 
stimuli, even if we don't know the details of retinal processing that led to that output. 
Furthermore, since ganglion cell processing occurs after cone processing, and ganglion 
cells essentially form a bottleneck in human visual information processing, modeling the 
distribution of ganglion cell outputs across the retina makes it unnecessary to explicitly 
include a cone mosaic. For the RV1 model, we use data on the average ganglion cell 
distribution of six human retinas from Drasdo et. al (2007) to create a ganglion cell 
mosaic. The algorithm used, and the resulting mosaic, are shown in a later section.  
Before describing our model of ganglion cell output, it is worth pointing out that 
including the ganglion cell mosaic in the RV1 model vastly increases its scope relative to 
competing models. Modeling a ganglion cell mosaic means taking into account the 
effects of decreasing cone and ganglion cell density as a function retinal location. 
Detection performance is known to deteriorate in the peripheral visual field, but few 
models attempt to predict such changes in performance as a function of retinal location. 
Most models of target detection are either models for detecting targets presented at the 
fovea, or they inaccurately assume equal resolution everywhere in the visual field. 




density, differ not just as a function of distance away from the fovea (retinal eccentricity), 
but also as a function direction away from the fovea. At any given retinal eccentricity, 
human visual acuity is highest to the left and right of the fovea, is a bit worse below it, 
and drops precipitously above it. From an evolutionary point of view, it seems that areas 
of the visual field where we need the greatest acuity (other than the fovea) tend to lie 
along the horizon or below the horizon, while the areas of the visual field where we need 
the least acuity lie above it (which is often the sky). The greatest acuity of course occurs 
at the fovea. A popular evolutionary explanation for foveation is that the human visual 
system needs to combine the demands of high acuity and a wide field of view, but with 
resource constraints prohibiting high acuity across the visual field, the human visual 
system instead combines a foveated system with ballistic eye movements called saccades 
to move the eye from one part of the visual field to another. Since the average fixation 
duration between saccades is 200-250 ms, we will test the RV1 model on images 
presented during such typical fixation durations (where the observer makes no saccades). 
This may potentially help in the development of models of overt visual search (overt = 
using eye movements) where information gathered during a fixation may be used to 
guide further fixations (see "Extensions of the RV1 model" section). 
A very popular model of retinal ganglion cell processing is Rodieck's (1965) 
Difference-of-Gaussians model. To understand this model, we need to first understand 
the concept of a receptive field. The first use of the term receptive field was by 
Sherrington in 1906, who used it to describe the region of skin over which one could 
elicit a scratch reflex in a dog. The idea of a receptive field for an individual neuron 
comes from Hartline (1940), who tried to characterize the responses of individual 
neurons to small spots of light presented at different locations in the visual field. Hartline 




stimulated with a spot of light in a 
very specific region of visual space 
(Hartline, 1938). He defined this 
region of visual space over which a 
neuron responds to photopic stimuli 
as the receptive field of that neuron. 
Further investigation showed that 
some retinal ganglion cells showed a 
burst of activity at light onset, while 
others showed a burst only when the 
light is turned off (see Figure 7). 
Hartline called these ON and OFF 
cells, respectively. He also found 
ON-OFF cells that responded both at light onset and offset. The next major advance in 
understanding ganglion cell processing came when Kuffler (1953) showed that ganglion 
cell receptive fields in the cat retina have a spatially concentric center-surround structure. 
For some ganglion cells, a small spot of light presented in the "center" region would 
increase their firing rate, while that same spot of light presented in the "surround" region 
decreased it. These ganglion cells were labeled ON-center/OFF-surround. Similarly, 
other ganglion cells showed the opposite behavior: light in the center region inhibited the 
ganglion cell, while light in the surround region excited it. These ganglion cells were 
called OFF-center/ON-surround cells (see Fig 8). The firing rate of the ganglion cell 
could then be qualitatively predicted by the amount of light that fell on the center region  
vs. the surround region. In particular, a spot of light in the center region of a receptive 
field was found to stimulate ganglion cells more than light that covered the entire  
Figure 7. Hartline's recordings from retinal 
ganglion cell axons. ON cells give a burst of 
activity at the onset of a stimulus, OFF cell do 
likewise at the offset, and ON-OFF respond at both 





Figure 8. ON-center/OFF-surround and OFF-center/ON-surround receptive fields of 
ganglion cells. ON-center/OFF-surround ganglion cells respond best to illumination of the 
center portion of their receptive field. They are inhibited when the surround is illuminated. 




receptive field (Barlow, FitzHugh & Kuffler, 1957). To allow more quantitative 
predictions, Rodieck (1965) modeled this receptive field structure with a difference of 
two Gaussian distributions, one representing the center, and the other representing the 
surround, with relative weights on each (the volume under the two Gaussians need not be 
the same). The receptive field center is represented by a Gaussian with a narrow standard 
deviation, while the surround is 
represented with a Gaussian with a 
larger standard deviation. Subtracting 
the (weighted) surround from the center 
gives us the Difference-of-Gaussians 
model (see Fig 9). The RV1 model uses 
this Difference-of-Gaussians model of 
ganglion cell processing.  
The relative sizes of the 
receptive field center and surround have 
been measured in the macaque retina 
(Croner & Kaplan 1995) for two types 
of ganglion cells, P cells and M cells, at 
different retinal eccentricities. P cells 
(parvocellular cells) tend to have 
smaller receptive field sizes than M 
cells (magnocellular cells). P cells also differ from M cells in the type of information they 
transmit to the visual cortex. For example, most P cells show evidence of coding 
red/green color opponency, while most M cells show no evidence of spectral opponency 
(Wiesel & Hubel, 1966; De Monasterio & Gouras, 1978). The ON center/OFF surrounds 
Figure 9. Example Difference of Gaussians 
(shown in blue). In Rodieck's model, the red 
Gaussian would correspond to the center 
portion of a receptive field, while the yellow 
Gaussian would correspond to the surround 
portion. The blue Gaussian is the red 





of P cells are often seen to be either L-ON/M-OFF or M-ON/L-OFF. Since we have 
already restricted the RV1 model to achromatic stimuli, it would seem that we should 
model the M cells instead of the P cells. However, Merigan and Maunsell (1991; 1993) 
showed that lesioning M cells in the macaque preserved detection performance for 
achromatic gratings of varying spatial frequency (but no temporal frequency), while 
lesioning P cells caused a huge reduction in detection performance (see Fig. 10). This 
suggests P cells carry most of the information relevant for detecting stationary gratings 
across spatial frequencies. The effect of selective lesions of P and M cells was mixed for 
gratings of different temporal frequency. Lesioning the P cells preserved detection 
performance for high temporal frequency gratings, while lesioning M preserved 
performance for low temporal frequency gratings. Studies such as these have led to the 
view that M cells carry information about luminance, motion and coarse spatial patterns, 
while P cells are tuned to color and fine spatial patterns. Since we are interested in 
presenting relatively low temporal frequency stimuli (average fixation duration of 200-
250 ms) that can vary greatly in their spatial pattern, the RV1 model will include a model 
Figure 10. The effect of lesioning just the P cells or just the M cells on spatial (A), 




of P cell output and distribution, but ignore the M cells. There are of course many more 
types of retinal ganglion cells than just P cells and M cells. For example, K cells are 
thought to process blue/yellow color opponency.  In total, at least 17 physiologically 
different types of ganglion cells have been identified (Dacey, 2004; Field & Chichilnisky, 
2007).  
Restricting the RV1 model to include only P cell output still leaves us with two 
types of outputs: ON-center P cells and OFF-center P cells. The distributions of ON-
center vs. OFF-center P cell populations are asymmetric: based on the observed 
differences in diameters of ON-center and OFF-center P cells, there are estimated to be 
approximately 1.7 times more OFF-center P cells than ON-center P cells (Dacey, 1993). 
While the reasons for this are not exactly known, it is thought that this is an adaptation to 
the asymmetric distribution of luminances in natural scenes: an average natural scene will 
have more "dark" patches (luminances below the mean luminance) than "light" ones 
(luminances above the mean). For simplicity, the RV1 model combines both ON-center 
and OFF-center P cells into a single "combined-response" P cell that responds either 
when an ON-center P cell responds, or when an OFF-center P cell responds. This 
simplification results in little loss of accuracy because to a good approximation, a point 
stimulus of light (presented at the center of the receptive field) causes either an ON-
center or an OFF-center cell to respond, but not both. If the distributions of ON-center 
and OFF-center P cells were identical, this combined-response P cell population would 
provide identical information to the visual cortex as the two separate ones. However, the 
distributions of ON-center and OFF-center P cells are not the same; thus, there will be 
some discrepancy between the combined-response P cell output and the actual output of 




center P cell populations, as well as potentially including other types of ganglion cells 
(such as M cells or K cells), is discussed in a later section. 
One more important property of retinal ganglion cell processing must be included 
in the RV1 model: luminance gain control. Retinal ganglion cells change the effective 
range of light intensities they are sensitive to depending on the level of ambient light. 
Across a wide range of ambient light levels, it is found that the incremental intensity of 
light I∂ needed to detect a photopic stimulus is related to the ambient background light 





= , where K  is a constant. That is, the ratio of the light intensity 
needed to detect a test stimulus relative to the light intensity of the background remains 
relatively constant. This is called Weber’s law, named after Ernst Weber, who in 1834 
discovered this relation held in a study on weight lifting. In that study, Weber found that 
the smallest difference in weights A  and B  (where A B> ) that people could detect was 
always a constant fraction 
AK
B
= . Weber’s law has been found to hold for a wide range 
of discrimination tasks, in different modalities, and across many species, though the fit is 
often not quite perfect. This has led to the popularity of a “near-miss” to Weber’s law. 
For human photopic vision, there is a large amount of data on “threshold vs. intensity” 
functions that show Weber’s law holds for most photopic conditions (Hood & 
Finkelstein, 1986; Hood, 1997). Functionally speaking, luminance gain control allows a 
neuron with a limited dynamic range (the ratio between the highest and lowest stimulus 
intensities over which the neuron gives discernable responses) to adjust the actual range 
of stimulus intensities over which it best responds. This gives the entire visual system a 
much higher dynamic range. Thus, if the ambient light level is low, the visual system 
adapts to make it easier to discriminate light intensities around that ambient light level; if 




light levels. Mathematically, the RV1 model implements Weber’s law simply by dividing 
the Difference of Gaussians response to a stimulus by the mean luminance of the 
background in the neighborhood of the target. 
PROCESSING IN THE VISUAL CORTEX 
For predicting detection performance in uniform backgrounds, the RV1 model 
needs only the output of the P cells. The P cell outputs are combined using a pooling rule 
inspired by ideal observer analysis, which is described in the "Ideal observer analysis" 
section. For targets placed in non-uniform backgrounds, the RV1 model requires not just 
the P cell outputs, but also a model of V1 (visual area 1) neurons in the human visual 
cortex to predict the degree to which the non-uniform background masks (impairs 
detection performance of) the target. V1 neurons do not directly receive inputs from 
retinal ganglion cells. Retinal ganglion cells such as P and M cells project their output to 
the lateral geniculate nucleus (LGN), and not directly to V1. It is the LGN neurons that 
project their outputs to cortical areas like V1. Because the receptive fields of LGN 
neurons have been shown to be highly similar to those of the retinal ganglion cells they 
receive input from, the next important step in visual processing after the retina is thought 
to lie in V1. 
In 1959, David Hubel and Torsten Wiesel provided neurophysiological evidence 
of the type of processing that occurs in V1. They showed that the cat visual cortex 
contained cells that preferentially respond to small bars of light presented at specific 
spatial orientations (Hubel & Wiesel, 1959). In many cases, these neurons were also 
selective for the direction of motion: large responses were observed to bars of specific 
orientations moving in one direction across the receptive field of the neuron but not to 
similar bars moving in the opposite direction. V1 receptive fields were otherwise similar 




observed. They were dissimilar in that the receptive fields were more elongated, with a 
shape better suited to detecting bars or small edge elements rather than spots of light (see 
Figure 11a). Summation of inputs was observed in both the center and surround regions; 
that is, shining two or more spots of light in the center alone (or in the surround alone) 
led to a predictable increase in the response of the neuron. The neuron acted as if it was 
simply summing the inputs to the center and surround. Furthermore, since illuminating 
the center canceled out illumination of the surround in an additive way, Hubel and Wiesel 
proposed a simple linear model of how inputs from lateral geniculate nucleus (LGN) 
neurons can be combined to produce the observed properties of cat V1 neurons. Their 
model postulated that the receptive field center of a V1 neuron was aligned with the 
centers of the LGN neurons it received input from (see Figure 11b); the orientation 
selectivity of V1 neurons arose from the locations in visual space of the LGN neurons’ 
receptive fields. The model was not only conceptually elegant but mathematically simple 
in that the proposed integration mechanism of LGN outputs by V1 neurons was a simple 
linear weighting function. Evidence for this model was provided by experiments 
measuring the correlation between LGN and V1 neurons (Reid and Alonso, 1995). 
Figure 11. A. A typical V1 receptive field. B. Simple linear model by Hubel and Wiesel 
to explain how elongated V1 receptive fields can be created from the circular receptive 





Several years later, Hubel and 
Wiesel (1962) showed that many 
V1 neurons had more complex 
receptive field properties than the 
ones they previously described. 
They called the previously 
described cells "simple cells" and 
the new ones “complex cells”. The 
primary difference between simple 
and complex cells was that simple 
cells responded to bars of light in a 
very specific region of visual 
space, while complex cells 
responded to bars of light in one of 
many different locations in a larger 
region of visual space. Thus, 
complex cell receptive fields showed a degree of spatial invariance not seen in simple cell 
receptive fields. The relatively clear distinction between center and surround areas in the 
receptive fields of ganglion cells and simple cells were not found in complex cells.  
The next important step in understanding the receptive field properties of V1 
neurons occurred when Campbell & Robson (1968) presented psychophysical evidence 
in humans, and Campbell & Cooper (1969) presented neurophysiological evidence in cats 
that many V1 neurons are highly tuned to spatial frequency (instead of just a bar of light). 
Figure 12 shows the spatial frequency sensitivity functions – the relative sensitivity, or 
strength of response, of a neuron to sinusoidal gratings of different spatial frequencies – 
Figure 12. Spatial frequency response and 
sensitivity curves for (A) simple and (B) complex 
cells in the cat visual cortex. Responses of cells to 
high contrast (0.5) gratings moved across the 
receptive field. Open circles show mean response, 
open triangles show amplitude of fundamental 
Fourier component, and filled triangles show 




reported by Movshon et. al. (1978) for both simple and complex cells in the cat visual 
cortex. As one can see, V1 neurons show their most vigorous response to stimuli of a 
certain spatial frequency, with progressively weaker responses to stimuli of less similar 
spatial frequencies. Similar results were found in the monkey visual cortex (De Valois et. 
al., 1982). In both cats and monkeys, the widths of the tuning curves have been found to 
be similar. The widths of tuning curves are usually described in terms of the bandwidth of 
the tuning curve. Bandwidth is defined as the ratio between the two frequencies (higher 
vs. lower) where sensitivity is half that of the peak sensitivity. It is usually stated in 
octaves, which is the log base 2 of the bandwidth. For cats and monkeys, the average 
octave bandwidth is about 1.5 (Movshon et. al., 1978; De Valois et. al., 1982).  
Does knowing that V1 neurons are preferentially tuned to different spatial 
frequencies help predict detection performance for complex spatial patterns? In 1968, 
Campbell and Robson showed how the human contrast sensitivity function (CSF) can 
predict the threshold at which one detects a complex stimulus composed of many 
individual sine waves. Specifically, the CSF measures the stimulus contrast at which 
detection performance reaches some threshold for sinusoidal gratings of different spatial 
frequencies. The question is whether knowing the detection performance for gratings of 
different spatial frequencies allows one to predict the threshold for a stimulus that is a 
combination of those spatial frequencies. One hypothesis was that the threshold for the 
more complex stimulus would be a linear combination of the thresholds for the individual 
sine waves. Another hypothesis, drawing on inspiration from earlier work done by others 
in the auditory system, suggested that the threshold for the complex stimulus would be 
primarily determined by the threshold of just one of the component sine waves, namely 
the one that reached threshold first. To test these hypotheses, Campbell and Robson made 




any signal (or image) into a sum of sines and cosines. Each sine and cosine has an 
amplitude and a phase associated with it. Adding all these (possibly infinite number of) 
sines and cosines together gives back the original signal with no error. In Figure 13, the 
Fourier decomposition for a square wave is shown. A square wave has a very specific 
Fourier decomposition that consists of a “fundamental” frequency sine wave, plus odd 
multiples of that fundamental frequency sine wave (integer multiples of the fundamental 
frequency are called harmonics). Importantly, the amplitude of the first harmonic 
(fundamental frequency) of a square wave is exactly 
4
π
 times the amplitude of the square 




the amplitude of the 1st harmonic. Campbell and Robson (1968) used this property of 
square waves to test how the threshold for a stimulus is related to the thresholds of its 
sine wave components. They found that the detection threshold for almost all square 
waves tested was almost exactly 
4
π
 times the detection threshold for a sine wave grating 
at the fundamental frequency (see Figure 14). The exceptions were for square waves 
Figure 13. Fourier decomposition of a square wave. The 
different colors represent the result of adding up more and 
more components of the Fourier series. In the limit, the sum 
of all components (an infinite number) will precisely equal 




whose fundamental was less than 0.8 cycles per degree. This meant that the threshold for 
a square wave was essentially being determined by the threshold of a sine wave at the 
fundamental frequency, as opposed to some linear combination of the thresholds of the 
component sine waves.  
Detection performance in certain 
non-uniform backgrounds was also easier 
to explain using the idea that target 
detection was mediated by neurons tuned to 
different spatial frequencies and 
orientations. In general, it was found that 
the detection of any spatial pattern becomes 
more difficult when it is presented on a 
background that has similar spatial 
frequency and orientation to the target, at 
the location of the target (Legge & Foley, 
1980; Phillips & Wilson, 1984; Levi, Klein, 
et al., 2002). For example, a sine wave 
target presented on another sine wave 
background (called the mask) is generally 
harder to detect the more similar in 
frequency and orientation the target and 
background sine waves are. A popular 
explanation for why this type of masking occurs is that the mask stimulates the same 
feature detectors as does the target. This makes it difficult for any neuron receiving the 
output of that those feature detectors to determine whether it was the target or the 
Figure 14. Contrast sensitivity for sine wave 
gratings (open circles) compared with square 
wave gratings (open squares). Their ratio is 
plotted below. The line is at . From 




background that caused the response. In other words, the “noise” becomes greater relative 
to the “signal” in cases where both the noise and the signal contain similar features. 
Predicting detection thresholds for more complex spatial patterns presented in more 
complex backgrounds requires a mathematical technique of determining which 
frequencies and orientations are in the region of the target. This can be done by applying 
the Fourier transform to both images (target and background). The Fourier transform of 
any image gives us two images of the same size: the amplitude spectrum and the phase 
spectrum of the image. The amplitude spectrum tells us which frequencies and 
orientations are contained in the image, as well as how much of each frequency and 
orientation is in the image. The phase spectrum determines the locations of the features 
that are created when the different frequencies and orientations interact in space. The 
RV1 model makes use of the Fourier transform to determine which frequencies and 
orientations in the background are also contained in the target; this allows the RV1 model 
to predict the type of masking just described.  
Up until this point, I have described various linear models of how V1 neurons 
process information. Hubel and Wiesel’s model says simple cell receptive fields are built 
from a linear combination of the outputs of LGN neurons. Fourier transforms are also 
linear functions, meaning that (using the mathematical definition of linear function) if 
( )f x  and ( )g x  have Fourier transforms ( )F k  and ( )G k , where k  represents 
frequency, then ( ) ( ) ( ) ( ) [ ] [ ]af x bg x a f x b bg x aF k bF k+ = + = +             , where 
  is the Fourier transform operator, and a  and b  are any real numbers. Modeling any 
physical system as a linear function is attractive because it makes predicting the behavior 
of that system relatively easy. This is because knowing the response of the system to a 
small number of specific inputs (responses to a series of simple sine waves in the case of 




inputs (e.g. weighted sum of sine waves). In the case of cortical neurons, this linear 
systems approach would mean that the output of that neuron to a sine wave input is also a 
sine wave. In fact, the frequency of the sine wave will also be the same, with only the 
amplitude and phase possibly being different. However, there is a great amount of 
evidence that V1 neurons have important non-linear components to their receptive fields. 
Indeed, much of the research following the discovery that V1 neurons could be accurately 
described with simple linear models was aimed 
at chipping away at this simple narrative.  
One of the first important modifications 
of the linear receptive field model for V1 
neurons came after evidence for non-specific 
suppression of excitatory responses in V1 
neurons was found. Bonds (1989) found that 
the responses of both simple cells and complex 
cells in the cat visual cortex decreased when a 
target sine wave grating was presented on top 
of another sine wave grating (the mask), even 
when the mask was presented at vastly different 
orientations from that of the target. The degree 
of response reduction varied among the cells. 
Simple cells with narrow orientation tuning 
showed more reduction in response than those 
with broad tuning, and simple cells were 
generally more susceptible to non-specific 
orientation suppression than complex cells. 
Figure 15. Response of a cortical 
neuron to a drifting grating after 
adapting to a null adapter (a stimulus 
that elicits almost no response from 
that neuron no matter the contrast). 
The response to the drifting grating 
after adaptation depends on the 
contrast of the null adapter. From 




Further evidence for non-specific suppression was provided by Albrecht and Geisler 
(1991; 1992) when they measured the adaptation effect of a counter-phase grating on 
neurons in the cat visual cortex. A counter-phase grating is one that reverses in contrast 
over time. For simple cells, the counter-phase grating can be positioned over the 
receptive field so that it produces no response (above the spontaneous activity) regardless 
of the contrast of the grating. Geisler and Albrecht measured the strength of 
adaptation/masking to this grating by varying the contrast of another, drifting grating that 
was superimposed on it. The results are shown in Figure 15. They found that the contrast 
of the counter-phase grating (also called the null adapter) changed the degree to which 
the neuron adapted to it, despite that counter-phase grating eliciting no response from that 
neuron. Presumably, this occurs because other neighboring neurons do respond to this 
counter-phase grating, and are sensitive to its contrast. Specifically, the results suggest 
that the neighboring neurons affect the gain of the target neuron, dependent on the 
contrast of the grating. Thus, this study provides evidence for non-specific suppression, 
and specifically for contrast gain control. In a separate paper, Albrecht and Geisler (1991) 
showed that the receptive field structure of these same cat visual cortex neurons was 
consistent with a model that has linear and nonlinear components. In the model, the linear 
spatiotemporal receptive field component is responsible for the initial selectivity to 
different stimulus properties such as frequency, orientation, and direction, etc… 
Nonlinear mechanisms play different roles. One is an exponent applied to the output of 
the linear component, which enhances selectivity to the stimulus. The other is non-
specific suppression (in this case, contrast gain control), which adjusts the sensitivity 
similar to the way luminance gain control does for retinal ganglion cells. Because the 
gain control only depends on contrast (not on the receptive field characteristics of the 




bandwidth) masking discussed previously. It has the effect of causing response saturation 
(neuronal responses gradually asymptote as a function of stimulus contrast), but at the 
same time preserving the selectivity of the neuron along all stimulus dimensions except 
contrast.  
Heeger (1991; 1992) popularized a model of V1 cells that took into account 
broadband masking as well as other observed nonlinearities. Its most recent version is 
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In equation 1, jD  represents neuron j ’s driving input (such as a linear receptive 
field) and jR  represents neuron j ’s final response; the three remaining parameters: γ , σ  
and n  are constants, with 2n =  a common choice. The normalization term nkk D∑  in the 
denominator runs over k  neighboring neurons and is responsible for predicting gradual 
response saturation and broadband masking. In his early models, Heeger (1991; 1992) 
specified the nature of the normalization mechanism: he hypothesized that a feedback 
circuit was responsible for the normalization term; Albrecht and Geisler (1991; 1992) left 
this question open. We still do not know what the precise neural mechanisms are that 
produce normalization (Carandini & Heeger, 2012). There is evidence that the 
mechanism is feedback in nature, but there is also evidence it is feedforward. Evidence it 
is a feedback circuit comes from measuring normalization signals that originate from 
neurons whose receptive fields lie in regions of visual space relatively far from that of the 
target neuron. These signals show selectivity resembling that of V1 neurons. This 
suggests that the normalization term is summing over the output of other V1 neurons, and 
is thus possibly the result of a feedback mechanism. Evidence that normalization results 




from neurons whose preferred location in visual space are near that of the target neuron. 
These neurons show relatively broad stimulus selectivity, similar to those seen in the 
receptive fields of LGN neurons. This argues possibly for a feedforward circuit as it is 
evidence that the inputs to the V1 neurons are driving the normalization term.  
The RV1 model predicts broadband masking without explicitly encoding equation 
1 (or the normalization model in Albrecht and Geisler). Instead, the broadband 
component of the RV1 model calculates the power in the P cell responses that contributes 
to masking but is not dependent on spatial frequency or orientation. This gives essentially 
the same result as explicitly encoding equation 1, but it allows for greater ease of 
computation since it can be done directly on the P cell outputs. To summarize, the RV1 
model has two separate components responsible for masking: a narrowband component 
and a broadband component. In principle, there should be a single target-dependent 
cortical filter that does the job of both of these components because the cortical neurons 
represented in our narrowband filter are the same neurons responsible for broadband 
masking in the brain. How the RV1 model might be extended to use just one cortical 
filter that combines both narrowband and broadband masking is explored in the 
"Extensions of the RV1 model" section.  
If the only nonlinearities of V1 neurons were the response exponent and contrast 
normalization, then the RV1 model would be well on its way to capturing the major 
masking effects of arbitrary backgrounds on target detectability. However, there is 
evidence of even more nonlinearities in the response properties of V1 neurons. For 
example, research pioneered by Polat and Sagi (1993; 1994) showed that a mask that was 
not at the location of the target, but a certain distance away from it, could actually 
facilitate the detection of the target. In their experiments with Gabor stimuli (a Gabor is 




two other Gabors of the same 
frequency and orientation 
actually facilitated detection, 
while flanking the target Gabor 
with Gabors of different 
orientations had no such effect 
(see Figure 16). Control 
experiments showed that 
flankers with different 
frequencies but same orientation 
still facilitated detection, while 
the absolute orientation of the 
Gabors did not matter. Others, such as Field et. al (1993) showed that a chain of Gabors 
that was placed in a random field of Gabors was detected only if the Gabors were 
collinear to a smooth curve, or tangent to each other. These studies showed the existence 
of facilitation mechanisms (called collinear facilitation) that operate over areas larger 
than the size of simple and complex cell receptive fields. Such mechanisms have been 
postulated to be involved in feature integration (say for contours) that occurs possibly 
after processing in V1.  
Another example of masking by features outside of the receptive fields of V1 
neurons responding to a target is the phenomenon of crowding. Examples of crowding 
are shown in Figure 17 (b-d). As the reader can see for himself, the ability to identify the 
letter R becomes harder the more flanking letters of the same size there are (assuming 
one fixates at the fixation dot). No good models of crowding exist at this time, in the 
sense that none can predict the major properties of crowding. Evidence that crowding is 
Figure 16. Thresholds were measured for the central 
Gabor. Significant facilitation was found in (a), but 
not in (b) or (c) where the Gabors were not collinear 




different from the type of 
masking discussed earlier 
(some call it “ordinary” 
masking) comes from several 
sources (Pelli et. al, 2004). 
First, the strength and extent of 
crowding in the peripheral 
visual field is greater than for 
ordinary masking (Andriessen 
& Bouma, 1976; Levi et al., 
2002). Figure 17e shows the 
extent of  crowding in parts of 
the peripheral visual field. In 
general, the width of the 
crowding region tends to be 
proportional to retinal 
eccentricity, while the region 
for ordinary masking tends to remain constant across the visual field. Second, ordinary 
masking and crowding seem to produce qualitatively different kinds of effects. In 
ordinary masking, the target ceases to be detected; in crowding, the target remains 
visible, but cannot be accurately identified. Thus, while masking affects detection and 
identification, crowding only affects identification. Contextual effects on V1 neuron 
responses have been shown to go even further, including differences in response 
properties based on whether the V1 neuron’s receptive field was within a "figure" region 
or a "ground" region (Lamme, 1995; Zipser et. al, 1996). In these experiments, a V1 
Figure 17. Examples of crowding (b-d) for the letter R. 
The R becomes harder to identify with more flanking 
letters. The peripheral extent of crowding (e) tends to 
scale with retinal eccentricity. The widths of the regions 





neuron’s receptive field receives the same stimulus in two conditions. In one condition, 
the receptive field lies within a "figure" region, while in the other condition, it is part of 
the "ground". The responses are the same up till about 80 msec after stimulus onset. 
However, the response properties differ afterwards (greater neuronal response for the 
“figure” condition).  
Another general category of nonlinearities in V1 neuron receptive fields is their 
temporal properties. One such property already mentioned was adaptation. Adaptation 
occurs when a high-contrast stimulus stimulates a neuron for an extended period of time 
(e.g 30 seconds). There are also well-known refractory effects of neurons that operate on 
the order of a few milliseconds, well within the time of a single fixation.  
And then there is perceptual learning. Ball & Sekuler (1982) provided an early 
demonstration that humans improved when trained on a motion discrimination task. They 
found the improvement lasted over 10 weeks. That humans improve through learning is 
not surprising. The question was what the underlying mechanisms were. That is, how 
does perceptual learning change the receptive field properties of neurons? One hypothesis 
was that perceptual learning leads to the narrowing of bandwidths. This hypothesis was 
tested by Sarrinen and Levi (1995), with measurements of orientation bandwidths (using 
a masking paradigm) before and after observers performed a Vernier acuity task (a 
Vernier acuity task is a task that measures the ability to distinguish whether two stimuli 
are aligned or not). They found that the bandwidths after learning were narrower in some 
cases by a factor of 2; the degree of narrowing was also found to correlate with the 
improvement in the task. Thus, the receptive field of a V1 neuron not only cannot be 
described by a simple linear function, that function itself changes over time due to 




In summary, there are many known nonlinearities in the response of V1 neurons. 
The RV1 model only includes the narrowband and broadband masking components 
described earlier and restricts itself to predicting ordinary masking. No collinear 
facilitation, crowding, effects of context, adaptation, or perceptual learning phenomena 
are designed to be predicted by the RV1 model. Despite these limitations, the scope of 
the RV1 model is still significantly broader than competing models. The two primary 
areas where the RV1 is more general than other models is that it is designed to predict 
detection performance across the visual field, and it is designed to predict ordinary 
masking in arbitrary backgrounds. Experimental evidence shown later suggests it does 
relatively well in these tasks. 
IDEAL OBSERVER ANALYSIS 
How do we take the outputs of the V1 neurons (or if we choose, the P cells) and 
combine them to predict the probability a target will be detected at any location in the 
visual field on an arbitrary background? This question cannot currently be answered by 
neurophysiology. We do not yet understand how the outputs of V1 neurons are processed 
by other areas of the brain, ultimately resulting in a decision on whether the target is 
present or absent. Instead, we take a different approach: ideal observer analysis. In ideal 
observer analysis, the goal is to determine the optimal solution to a problem the human 
visual system must solve. For the problem of target detection, the question reduces to the 
one we have: given the outputs of any stage of processing already done on the stimulus, 
how does one use those outputs to maximize accuracy in the task (correctly determine 
whether a target was present or absent in the background). It is important to note here that 
using ideal observer analysis in the RV1 model does not imply we are assuming humans 
integrate information optimally. It is just a principled means of deriving the mathematical 




stage of processing to predict detection performance. We can and will modify the optimal 
pooling rule to allow for suboptimal pooling; this may better describe what humans do. 
The important point here is that it is better to derive the form of the pooling rule from a 
principled method like ideal observer analysis than from just using intuition. Two 
questions must be answered here: 1) what is the optimal pooling rule and how does one 
derive it, and 2) what inputs should go into the ideal observer? First, we describe the 
mathematics behind ideal observer analysis. 
The roots of most forms of ideal observer analysis go back to Bayes' theorem in 
probability theory. To illustrate Bayes' theorem, let's begin with a simple example. 
Suppose we have two coins, 1C  and 2C . Suppose also that only two possible events can 
occur if we flip either coin: heads or tails (which we'll represent as H and T , 
respectively). Now suppose a coin is flipped, and the result is heads, but for whatever 
reason we don't know which coin was flipped. The question Bayes (1702-1761) was 
interested in solving was: what is the probability the coin that was flipped was 1C  (or 2C ) 
after observing H ? He found that he could solve this problem if several other 
probabilities were already known. First, he needed to know what the prior probabilities of 
1C  and 2C  are. The prior probabilities ( )1p C  and ( )2p C , of 1C  and 2C , represent the 
probability of 1C  and 2C  being flipped before H was observed. He also needed to know 
the conditional probabilities of H given 1C  and 2C . That is, he needed to know the 
probability ( )1|p H C  of H occurring given that the coin flipped was 1C . And similarly, 
he needed to know the probability ( )2|p H C  of H occurring given that the coin flipped 
was 2C . Once these probabilities were known, Bayes could solve the problem using what 
is now known as Bayes' theorem. Bayes' theorem states that for any events A  and B , the 
following holds: 




How do we use Bayes' theorem to solve the problem of finding the probability 
that the flipped coin was 1C  (or 2C ) given that H  was observed? First, we note that in 
mathematical notation we want to know which of ( )1 |p C H  and ( )2 |p C H  is greater. By 
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p H C p C
p C H
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= . To compare ( )1 |p C H  and ( )2 |p C H , we first cancel the 
denominator ( )p H  and then note that all the other probabilities (the prior and conditional 
probabilities) are already known. This solves the problem. If, in addition, we wanted to 
specify an optimal decision rule for correctly predicting which coin was flipped, we 
would say: if ( ) ( )1 2| |p C H p C H>  , then select 1C , and if ( ) ( )1 2| |p C H p C H< , then 
select 2C . In the special case where ( ) ( )1 2| |p C H p C H=  , then it is irrelevant which of 
1C  or 2C  one picks if the goal is to maximize accuracy. This simple example can be 
generalized to the case where there are k possible events 1,..., kE E and n  possible 
categories 1,..., nC C . 
Applying Bayes' theorem to the problem of target detection is straightforward in 
principle. In a target detection paradigm, there are two possible categories: target present, 
or target absent. Stated another way, either the stimulus (the event in this case) is target + 
background, or background alone. Assuming one can measure the prior and conditional 
probabilities (this is however often not possible), Bayes' theorem gives us a decision rule 
that tells us how to predict whether the target was present or absent with maximal 
accuracy. Thus, the ideal observer for a single "detector", such as a single retinal ganglion 
cell or a single cortical neuron, is in principle specified by Bayes' theorem. Of course, the 
question we really want the answer to is how to optimally combine the outputs of many 
such individual ideal observers (many neuronal outputs). This problem was solved in by 




and Swets made. They assumed that the distributions of target + background (signal + 
noise) and background alone (noise alone) were both Gaussians having the same 
variance, differing only in their means. They also assumed that all detectors are ideal 
observers and their outputs are statistically independent (this simplifies things because 
the product of two statistically independent events occurring is the product of their 
individual probabilities). In the special case where the detectors received information 
sequentially, it was assumed no loss of information occurred over time. Under these 
conditions, they showed that if one defines d ′  (called d prime) as the difference between 
the means of the distributions of target + background and background alone, divided by 
the (average) standard deviation, then the percent correct of an ideal detector idealPC  was 
related to ideald ′ by 
 idealideal 2
dPC
′ = Φ 
 
        (3)  








′ ′= ∑           (4) 
Thus, the optimal way to combine the outputs ( id ′ ) of the individual detectors is to take 
the square root of the sum of the squares of the individual outputs (essentially compute a 
Euclidean distance, if one treats the id ′ as coordinate values). We note that the 
assumptions made by Green and Swets (1966) often do not hold in the strict 
mathematical sense. Nevertheless, the derived optimal pooling rule often approximates 
the actual optimal solution quite well in many cases.  
The RV1 model uses equation 4 as the basis for its pooling rule. The one 
modification made is to allow for suboptimal pooling by letting the exponent on id ′  be a 
free parameter (that is, we let the exponent be different than 2). The question that still 




analysis? Should the ideal observer operate on the retinal image, the P cell outputs, or the 
V1 neuron outputs? We choose to let the ideal observer operate on the P cell outputs for 
several reasons. First, the retinal image should not be the inputs to the ideal observer 
because the retinal image does not include any effects of retinal eccentricity on detection 
performance. That is, since the brain does not have access to all the information 
contained in the retinal image (due to the distribution of retinal ganglion cells), and the 
ideal observer will use all available information, it is unwise to let the retinal image be 
the inputs to the ideal observer. This same type of "information loss" argument will not 
work in rejecting the P cells (vs. V1 neurons) as the input to the ideal observer because 
we assume in the RV1 model that there are more than sufficient resources in the visual 
cortex to fully represent the P cell outputs. We select the P cell outputs, instead of the V1 
neuron outputs, as the inputs to the ideal observer primarily for two reasons: 1) we don't 
know enough about the processing in V1 and the distribution of different types of V1 
neurons to avoid making many extra assumptions about the visual cortex that would 
otherwise not be made in the model, and 2) computational complexity would increase in 
our model because V1 has orders of magnitude times more neurons than there are P cells. 
Thus, the RV1 model makes use of known properties of cortical neurons to predict 
masking power, but it draws its inspiration for how to pool information about the target 





Chapter 3: The Retina-V1 Model 
 
SCOPE OF THE MODEL 
The preceding sections described phenomena that any truly general model of 
target detection should include. As the reader has by now learned, the Retina-V1 model 
attempts to make accurate predictions only over a very limited range of conditions. To 
summarize from the previous sections, these include: fixed pupil size, grayscale images, 
conditions where accommodation is not a factor, photopic conditions, low temporal 
frequency stimuli, modeling only the P cells in the retina, ignoring separate distributions 
of ON-center and OFF-center P cells, and including only "ordinary" masking (no 
collinear facilitation, crowding, contextual effects, adaptation or perceptual learning, 
etc…). Nevertheless, while these restrictions are severe on an absolute scale, the RV1 
model is far more general in its scope than competing models. For the task considered 
here – the signal-known-exactly task where the target and the location of the target (if it 
appears) is known to the observer – there are a great many models that have been 
proposed to account for detection and discrimination over narrow ranges of conditions 
(e.g., Wilson & Bergen 1979; Watson & Solomon 1997; Watt & Morgan 1985; Morrone 
& Burr 1988; Foley 1994; Foley et al. 2007; Watson & Ahumada 2005; Arnow & Geisler 
1996; Goris, et al. 2013). None of these models are as general in scope as the RV1 model. 
Specifically, the RV1 model is designed to predict detectability over the entire visual 
field (not just the fovea), and it is also designed to predict detectability in natural 
backgrounds (not just uniform or artificial noise backgrounds). In developing this model, 
it is important to note that our goal was not to incorporate all existing knowledge into a 




conditions, but rather to combine what appear to be the most important factors identified 
in the spatial vision literature into a streamlined model, for which it is practical to 
generate predictions rapidly for arbitrary backgrounds and targets at arbitrary retinal 
locations.  
The proposed model is based largely on known anatomical and physiological 
factors, and hence there are relatively few free parameters. To estimate some of these 
parameters, and test the model for foveal detection on uniform backgrounds, we fitted the 
ModelFest data set, which consists of detection thresholds measured in 16 observers, for 
43 different targets (see, Watson & Ahumda 2005). To estimate the remaining parameters 
and test the model in the more general case, we measured and then fitted detection 
thresholds in 3 observers, for 1/f noise backgrounds (which have the power spectrum of 
natural images; Burton & Moorehead 1987; Field 1987) and natural image backgrounds, 
for three ModelFest targets, at several eccentricities. In what follows, we first describe 
the model, then the psychophysical measurements, and finally the predictions for the 
psychophysical measurements. 
BASIC OUTLINE OF THE MODEL 
There are orders of magnitude more photoreceptors and primary visual cortex 
neurons than there are retinal ganglion cells.  This fact alone suggests that the optic nerve 
(the population of retinal ganglion cells) may be the main bottleneck for spatial pattern 
detection information in the human visual system.  In other words, there are likely to be 
sufficient neural resources in early cortical areas to encode the ganglion cell responses 
from the target and the background.  Also, the target and background are most compactly 
represented in the ganglion cell responses (fewest numbers of neurons), and much is 
known about the anatomy and physiology of the retina.  These observations motivated us 




In the model, cortical mechanisms also play important roles.  One is to limit the spatial-
frequency and orientation content in the ganglion cell responses that mask detectability of 
the target.  The other is to pool the neural responses, in order to make perceptual 
decisions. 
The RV1 model has two major components: a “retinal” component and a 
“cortical” component (Figure 18).  The retinal component is grounded in the known 
anatomy and physiology of the eye, while the cortical component is grounded in known 
properties of neurons in primary visual cortex as well as empirical relations from the 
psychophysical literature. The retinal component simulates the responses of the midget 
ganglion cells (P cells) in the human/primate retina.  It includes the average optical point 
spread function (psf) of the  human eye (Navarro et al. 1993), local luminance gain 
control ( LG ), which enforces Weber’s law for detection on uniform backgrounds (for 
reviews see Hood & Finkelstein 1986; Hood 1997), the average spatial sampling density 
of midget retinal ganglion cells in the human retina  (Curcio & Allen 1990; Dacey 1993; 
Drasdo et al. 2007), and the receptive field properties of midget ganglion cells in the non-
human primate retina (Croner & Kaplan 1995; Derrington & Lennie 1984). We focus on 
the midget ganglion cell pathway because of evidence that it is responsible for detection 
performance under conditions of low to moderate temporal frequency (Merigan et al. 
1991; Merigan & Maunsell 1993). These conditions include the case of interest here:  
static stimuli presented for the duration of a typical eye fixation (150-400 ms). 
The cortical component simulates the spatial pattern masking effect of the 
background, as well as the final pooling of responses that determines the predicted 
detectability of the target (𝑑′).  The spatial pattern masking is represented by an effective 
total contrast power (𝑃𝑒𝑓𝑓) that is the sum of three components: a baseline component, a 




computed assuming filtering matched to the average spatial frequency and orientation 
bandwidth of neurons in monkey primary visual cortex (for reviews see, De Valois & De 
Valois 1988; Geisler & Albrecht 1997; Palmer et al. 1991; Shapley & Lennie 1985), 
which are generally consistent with estimates from the psychophysical literature (for 
reviews see De Valois & De Valois 1988; Graham 1989; 2011). The broadband 





component is consistent with the contrast normalization effects observed in cortical 
neurons (Albrecht & Geisler 1991; Geisler & Albrecht 1997; Heeger 1991; 1992; 
Carandini et al. 1997; Sit et al. 2009; Carandini & Heeger 2012) and evidenced in the 
psychophysical literature (Foley 1994; Goris et al. 2013; Watson & Solomon 1997). We 
assume that the effective total contrast power acts as an equivalent noise power in the 
computation of 𝑑′ (Burgess & Colborne 1988; Lu & Dosher 1999; 2008; Eckstein et al. 
1997a).  This enforces the psychophysical rule that threshold contrast power increases 
linearly with background contrast power for white-noise backgrounds (Burgess, et al. 
1981; Legge, et al. 1987), and for 1/f-noise backgrounds (Najemnik & Geisler 2005).  
This concludes a brief summary of the model; we now provide more details. 
RETINAL IMAGE 
The input image is either the background image alone ( )BI x  or the sum of the 
target and background images ( ) ( )T TI I+x x , where we have simplified the notation by 
letting ( ),x y=x .  Until the final steps of the model the operations are effectively linear, 
and hence the target and background can be processed separately. The retinal images of 
the target and background are computed by convolving the target and background images 
with an appropriate optical point spread function: 
 
( ) ( ) ( )TT I psf= ∗x x x         (5) 
 
( ) ( ) ( )BB I psf= ∗x x x         (6) 
 
In the current implementation, we use the average human point-spread function in 
the fovea reported in Navarro et al. (1993).  The convolution is computed in the Fourier 




( ) ( ) ( )0.78exp 0.172 0.22exp 0.037MTF f f f= − + − .   The optical point spread function 
broadens (blur increases) with retinal eccentricity, but is relatively constant out to 10 deg 
eccentricity, the largest eccentricity measured in the present study.  This component of 
the model could be easily adjusted for greater eccentricities, or to take into account 
individual differences in optics. 
GANGLION CELL SAMPLING AND THE MAGNIFICATION PRINCIPLE 
There is strong evidence that each different type of retinal ganglion cell forms a 
mosaic such that the dendritic branches and the receptive fields of the cells in the mosaic 
tile the retinal image with no gaps.  Furthermore, for each cell type the percent overlap of 
the receptive fields is approximately constant and independent of retinal eccentricity (for 
a recent review, see Field & Chichilinsky 2007).  This result suggests a tight link between 
the anatomical spacing of retinal ganglion cells and the size of their receptive fields.  We 
exploit this fact to reduce the number of parameters in the model.  
We use the average ganglion cell density reported by Drasdo et al. (2007) (6 
human eyes) to generate a mosaic of midget ganglion cells.  The results reported by 
Drasdo et al. (which are based on a reanalysis of the data in Curcio & Allen, 1990) 
describe the combined falloff for all types of ganglion cells.  However, Dacey (1993) 
reports that the falloff in midget ganglion cell density in humans tracks that reported by 
Curcio and Allen over the first 15 deg eccentricity, the range of interest here.  Thus, we 
assume that human midget ganglion cell density from 0 to 15 deg is proportional to the 
ganglion cell density reported by Drasdo et al. (2007).  
The symbols in Figure 19A plot one over the square root of the density (the linear 
spacing) of ganglion cells as function of eccentricity in the four cardinal directions (nasal, 




linear receptive field) for each cone in the center of the fovea.  The spacing of cones in 
the center of the fovea, 0s , is approximately 30 arc sec (0.0083 deg), and thus the 
Figure 19. Midget ganglion cell spacing (in degrees) in the human retina.  A. Ganglion cell 
spacing (1/square-root of density) in the four cardinal directions of the visual field assuming 
one midget ganglion cell for each cone in the center of the fovea (which sets the y intercept).  
This one “midget ganglion cell,” which can respond positively and negatively, represents an on 
and off pair of ganglion cells. (Data from Drasdo et al. 2007.)  B. To generate a ganglion cell 
mosaic we assume that in each quadrant, the contours of constant spacing fall on an ellipse. 
This specific contour shows the retinal locations where the spacing between midget ganglion 
cells is twice what it is in the center of the fovea. Thus, in the upper vertical direction the 
spacing doubles at about 1.1 deg of eccentricity, but in the horizontal directions it does not 
double until about 1.6 deg. C. Equation that defines the spacing function: is the spacing in 
the center of the fovea and are the eccentricities in the four cardinal directions 




assumed density of midget ganglion cells in the center of the fovea is 120 cells/deg. In 
reality there is one on and one off midget ganglion cell for each cone, and hence the 
actual density is approximately 240 cells/deg. However, with little loss of precision we 
represent the pair of on and off cells by a single linear receptive field that produces 
positive and negative responses.  [In the current model, we ignore differences in the 
density and receptive field sizes of on and off ganglion cells (Dacey & Peterson 1992).]  
As can be seen, midget ganglion cell spacing increases approximately linearly with a 
slope that depends on direction in the visual field. We use these data to generate a 
ganglion cell mosaic.  In particular, we assume that the contours of constant spacing in 
each quadrant of the visual field fall on an ellipse (Figure 19B).  Thus, the spacing 
Figure 20. Part of midget ganglion cell mosaic generated from the human anatomical data in 
Figure 19.  Each dot represents the location of the center of a ganglion cell receptive field. This 





function is given by the equation in Figure 19C, where , , ,N T I Sε ε ε ε  are the eccentricities 
in the four cardinal directions at which the spacing between ganglion cells reaches twice 
what it is in the center of the fovea.  This spacing is then used to generate the ganglion 
cell mosaic, a portion of which is shown in Figure 20.  The specific algorithm used to 
generate the mosaic is given in the figure caption.  The algorithm produces a mosaic that 
satisfies the spacing function and does not have any observable artifacts.  We represent 
the mosaic by the function ( )samp x . Once the ganglion cell mosaic is specified, we then 
enforce the magnification principle by assuming that the receptive field properties (center 
and surround size) of the simulated ganglion cells scale with the spacing between 
ganglion cells in the mosaic.  Thus, for each property, there is only a single free 
parameter, a scale factor, that applies to all eccentricities.  
LIGHT ADAPTATION 
Retinal light adaptation mechanisms maintain pattern detection and discrimination 
sensitivity by keeping the responses of neurons within their limited dynamic ranges.  The 
primary effects of light adaptation can be summarized as a multiplicative luminance gain 
control (the signal is scaled by the inverse of the average luminance).  An important 
perceptual effect of retinal light adaptation is Weber’s law: contrast threshold on uniform 
backgrounds is approximately constant independent of background luminance.  To 
include luminance gain control we compute the local average luminance at each retinal 
location.  Let ( );ag y x  be a 2D Gaussian (with a volume of 1.0) centered on retinal 
location x .  Then the local average luminance at x  is  
 
( ) ( ) ( );aL B g= ∑
y
x y y x        (7) 
It is plausible that local retinal luminance gain is set by neural populations having 




these populations in primates, and hence for simplicity we assume the standard deviation 
of the Gaussian is fixed: ( )L Lσ σ=x .  Thus, the effect of light adaptation is represented 
by a single parameter.  The local luminance gain is ( ) ( )1LG L=x x .  Note that when the 
background is uniform then luminance gain is the same at all retinal locations (because 
the Gaussian has a volume of 1.0).  To handle low light levels where Weber’s law fails, a 
constant 0L  can be added to the denominator; but for the conditions of interest here that 
was not necessary. We note that there is also global light adaption due to slower 
mechanisms (pupil response, photoreceptor adaptation) that adjust the retina to the 
overall ambient light level in the environment.  However, here we focus on stimuli where 
the global average luminance is fixed (displays where the average luminance is fixed 
across conditions), and hence we ignore the effects of global light adaptation. 
GANGLION CELL RESPONSES 
The spatial receptive fields of midget ganglion cells (and the corresponding P 
cells in the lateral geniculate nucleus) are often approximated by a difference of 2D 
Gaussians (Croner & Kaplan 1995; Derrington & Lennie 1984; Rodieck 1965).  Using 
this approximation, let ( );cg y x  and ( );sg y x  be 2D Gaussians representing the center 
and surround mechanisms of a midget ganglion cell at retinal location x  (equations are in 
the Appendix).  The response of ganglion cells to the background alone is given by 
 
( ) ( ) ( ) ( ) ( );B Lr samp G B D= ∑
y
x x y y y x      (8) 
where ( );D y x is a difference of Gaussians: ( ) ( ) ( ) ( ); ; 1 ;c c c sD w g w g= − −y x y x y x .  For the 
conditions of interest here, the target contributes little to the local luminance and hence 
the response to the target plus background is simply the sum of the responses to the target 





( ) ( ) ( ) ( ) ( );T Lr samp G T D= ∑
y
x x y y y x       (9) 
We assume that the magnification principle holds, and thus the standard deviation of the 
center mechanism is given by ( ) ( )c ck spσ =x x  and the surround mechanism by 
( ) ( )s sk spσ =x x .  We see then that three parameters, cw , ck  and sk , describe the receptive 
field properties of all the ganglion cells.  
EFFECTIVE MASKING POWER 
Masking in the RV1 model is represented by an effective contrast power effP  that 
is the weighted sum of three components (see Figure 21); a baseline component 0P  
(masking power of a uniform background), a narrowband component nbP , and a 
broadband component bbP : 
( )0 1eff b b nb b b bbP P k w P k w P= + + −       (10) 
where bk  sets the overall strength of pattern masking, and bw  sets the relative strength of 
the narrowband and broadband components. The baseline component is a constant that 
represents the masking when the background is uniform.  This component includes the 
effect of spontaneous ganglion cell activity, decision noise, and other factors not 
dependent on the spatial pattern of the background.  
The narrowband component is the power in the ganglion cell response to the 
background that drives the population of primary visual cortex (V1) neurons responding 
to the target, and thus it is target dependent.  In other words, the narrowband component 
represents the fact that neurons in V1 are simultaneously selective to spatial frequency 
and orientation, and thus will filter out background power in the ganglion cell responses 
that does not activate the population of V1 neurons activated by the target.  In computing 
the narrowband component we assume that the spatial frequency selectivity of V1 
neurons is approximately Gaussian in log frequency (a log Gabor function) with a 




Albrecht 1997), and that the orientation selectivity is approximately Gaussian on a circle 
with a bandwidth that averages 40 deg (De Valois, Yund & Hepler 1982).  The log Gabor 
and Gaussian functions are defined in the Appendix. 
The first step in computing the narrowband component is to obtain the filtered 
ganglion cell responses which are given by 
( ) ( ) ( ) ( ); ;nb bc Tr samp G f= ∑
y
x x y x y x       (11) 
where ( );bcG y x is the continuous (unsampled) ganglion cell center response to the 
background, and ( );Tf y x  is the target specific filter that removes the background power 
in the ganglion cell responses that does not drive the cortical neurons that encode the 
target. To determine the target specific filter we (i) take the Fourier transform of the 
ganglion cell center response to the target alone, (ii) convert to log polar coordinates (log 
frequency vs. orientation), (iii) convolve (in the frequency domain) with a function that is 
the product of the amplitude spectrum 
of a log Gabor (bandwidth 1.5 
octaves) and a Gaussian function in 
orientation (bandwidth 40 deg), (iv) 
convert back into standard spatial 
frequency axes and take the inverse 
Fourier transform. We convert to log 
polar coordinates so that the cortical 
filters at all log frequencies and 
orientations have the same shape, 
allowing simple convolution in step 
(iii) (Watson & Solomon 1995 use a 
Figure 21. Effective masking power of responses 
to a 1/f noise background, for a Gabor target.  
Shown is a cross-section of the average masking 
power as a function of orientation, at one spatial 





similar trick). In this version of target‐dependent filtering, we did not include the effect of 
the ganglion cell surround, because the lowest frequency (DC) is automatically removed 
by the log‐Gabor cortical filtering. However, we have preliminary results that include 
both center and surround, and the quality of the model predictions is similar. 
The narrowband component is given by 
( ) ( ) ( )2 ;nb nb TP r E=∑
y
x y y x        (12) 
where ( );TE y x  is the blurred spatial envelope of the target, where the blurring depends on 
retinal location (i.e., envelope size increases with eccentricity). The filtered ganglion cell 
responses are weighted by the blurred envelope of the target under the plausible 
assumption that only the background power falling within some spatial neighborhood of 
the target will have a masking effect. The envelope is defined to be the 2D Gaussian 
(with arbitrary covariance matrix) that best fits the absolute value of the target (see 
Appendix). The blurred envelope is obtained by convolving the envelope with a 2D 
Gaussian having a standard deviation of the ganglion cell center cσ  (see Appendix);  
The broadband component is the power in the ganglion cell responses that 
contributes to masking but is not spatial-frequency and orientation dependent.  Such a 
broadband component is consistent with divisive contrast gain control (normalization) 
observed in cortical neurons (Albrecht & Geisler 1991; Geisler & Albrecht 1997; Heeger 
1991; 1992; Carandini et al. 1997; Sit et al. 2009; Carandini & Heeger 2012) and with the 
psychophysical literature (Foley 1994; Goris et al. 2013; Watson & Solomon 1997). The 
broadband component is given by 
( ) ( ) ( )20 ;bb B TP r r E=  −  ∑
y
x y y x       (13) 
where 0r  is the response of a ganglion cell to a uniform background, which is a constant 




of 0r  guarantees that bbP is zero for uniform backgrounds. Note that nbP  is also zero for 
uniform backgrounds, because the spatial frequency tuning of the cortical neurons is log 
Gabor (which goes to zero at zero spatial frequency).  Finally, note that ( ) ( ) 0nb Br r r≤ −x x  
at all eccentricities, because the target-dependent filter can only remove background 
power.  This implies that the masking power of the background will be greatest when the 
weight on the narrowband component is zero (upper dashed line in Figure 21) and least 
when the weight on the broadband component is zero (i.e., when the solid curve touches 
the baseline in Figure 21). 
POOLING 













        (14)  
where ρ  is a pooling exponent, and eff effPσ =  is the effective masking contrast.  If one 
regards the effective masking contrast as an equivalent noise (Burgess & Colborne 1988; 
Lu & Dosher 1999; 2008; Eckstein et al. 1997), then pooledr  can be regarded a signal-to-
noise ratio.  In this case, if the pooling exponent is 2.0, then equation (14) is the standard 
formula for optimal pooling of statistically independent Gaussian signals (“ d ′  
summation”).  Following others (Quick 1974; Watson 1979; Graham 1977; Watson & 
Ahumada 2005), we allow the pooling exponent to be greater than 2.0 (which is 
suboptimal), although for the current model the estimated exponent is only slightly larger, 
2.4 (see later). 
DETECTABILITY AND CONTRAST THRESHOLD 
The last step is to specify the relationship between the pooled response, detection 




define the contrast of the target in the standard way, as the target amplitude (peak gray 
level) divided by the mean background gray level of the whole screen.  We define 
detection threshold tc  to be the contrast of the target at which the signal-to-noise ratio 
given by equation (14) is equal to 1.0, which corresponds to 69% correct.  In other words, 
the predicted contrast threshold is the solution to the equation 
( ) 1pooled tr c =          (15) 
Although this equation gives the threshold, another parameter β  is required to predict the 
steepness of the psychometric function.  Specifically, we assume that detectability has the 
form: 
( ) ( )pooledd c r cβ′ =         (16) 
Note that at threshold: ( ) ( ) 1t pooled td c r c′ = = .  In the model, for a given target and 
background, the pooled response is linear with target contrast and hence it is easy to show 
that 
( ) ( )td c c c
β′ =          (17) 
Using the usual formula from signal detection theory, the predicted psychometric 
function is given by: 
( ) ( ) ( )1 1
2 2 t
pcorr c d c c c β   ′= Φ = Φ      
     (18) 
where ( )zΦ  is the standard normal integral function (this assumes optimal criterion 
placement). Note that for expository purposes we regard effσ  as an equivalent noise.  
However, it could also be regarded as a deterministic gain control, which would make 
( )pooledr cβ a deterministic signal.  A constant late decision noise would then also give 
equations (16)-(18). 
In sum, the contrast thresholds predicted by the model are determined by only 
eight parameters.  Five of these parameters, ck , sk , cw , 0P  and ρ , determine the 




additional three parameters, Lσ , bk , and bw , determine predicted thresholds for more 
complex backgrounds.  A ninth parameter β  is needed for predicting values of 
detectability ( d ′ ) that do not correspond to the 69% correct threshold. 
IMPLEMENTATION 
While the RV1 model is relatively simple conceptually, programming an efficient 
implementation is non-trivial, especially if one would like to rapidly compute 
detectability for all possible target locations and/or fixation locations, for a wide range of 
targets and backgrounds.  The primary difficulty is that all the linear weighted 
summations (except the optics) are shift variant (they change with location relative to the 
point of fixation).  To make the computations efficient we use multi-resolution stacks.  
Specifically, we fix the target and background images at a canonical location, centered at 
( )0,0=x , and then convolve each image separately with a series of Gaussians having 
standard deviations that incrementally increase in powers of two.  This set of images 
forms a stack of successively blurred images, each corresponding to a particular discrete 
standard deviation (resolution). We pre-compute and save these stacks for each target and 
background image to be processed.  For each target image we also pre-compute and save 
the target-specific spatial-frequency filter corresponding to each level of the target stack.  
Once these stacks are computed and stored, they can be interpolated to rapidly determine 
the local luminance function, the ganglion cell target response function, and the ganglion 
cell effective background response function for any target location and fixation location.  
Specifically, each fixation location and target location specifies a spatial region of the 
background, as well as the spatial coordinates of the samples (ganglion cells) covering 
that region. The location of a sample specifies a particular continuous standard deviation 
(resolution).  That resolution will fall between two neighboring resolutions in the stack.  




values in these neighboring resolution images. This procedure provides a close 
approximation to the exact calculations.   
PARAMETER ESTIMATION 
To estimate model parameters we minimized the squared error between the 
measured and predicted contrast thresholds expressed in log units (dB).  Let ic  be the 
observed contrast threshold (in dB) for condition i and let ( )îc θ  be the predicted contrast 
threshold for parameters θ .  We minimize the sum of the squared errors ( )S θ , and thus, 
( )ˆ arg min S=
θ
θ θ .  When the background is fixed (e.g., a uniform background) this 
minimization is straight forward.  However, when the background randomly varies from 
trial to trial (the 1/f noise and natural backgrounds), it is not practical to generate a 
predicted model response for each trial, for each vector of parameter values evaluated 
during the parameter search. 
To handle the case of variable backgrounds, we use the following procedure.  
First, we pick a random background patch for each background condition and then obtain 
estimates 1θ̂ .  Once these estimates are obtained we generate the predicted threshold 
( )1ˆîjc θ for each specific background patch j in each condition i.  Then, for each condition 
we rank order the thresholds and select the patch having the median threshold.  Let this 
patch be ij .  We then estimate the parameters again, where the fixed patch for condition i 
is ij .  These estimates are 2θ̂ .  We repeat this process until the estimated parameters 
converge (usually just a couple of iterations).  Simulations show that this procedure is 
effective in finding the optimal parameters. Once the optimal parameters are estimated, a 
predicted threshold is computed for every background patch in every condition.  The 
predicted threshold for a particular condition is the average of the predicted thresholds for 




Chapter 4: Testing the Retina-V1 Model 
 
EXPERIMENT: MEASURING DETECTABILITY IN 1/F NOISE AND NATURAL BACKGROUNDS 
The goal of our model is to accurately predict detection thresholds for localized 
targets in arbitrary natural backgrounds at arbitrary locations in the visual field. To test 
the accuracy of the predictions, we measured contrast detection thresholds in a single-
interval forced choice (yes-no) paradigm for three target stimuli (Gabor, Gaussian, and 
Edge) presented at four retinal eccentricities (0, 2.5, 5 and 10 degrees) along the 
horizontal meridian in the right visual field, in three different types of background 
(uniform, 1/f noise, and natural image).  The 1/f-noise and natural-image backgrounds 
were presented at RMS contrast levels of 7.5% and 15%.  The yes-no task was used 
because it more typical of real world tasks where one is not given the opportunity to 
compare the image with and without the target present. Also more like natural tasks, the 
sample of 1/f noise and natural image background was different on each trial. Thresholds 
were measured for three observers (two were authors in the corresponding paper). 
The targets were chosen because they represent three broad categories of targets:  
narrowband in frequency and orientation (Gabor), broadband in spatial frequency and 
orientation (Gaussian), and narrowband in orientation and broadband in frequency 
(Edge). The background types were chosen to vary in the degree of similarity to natural 
backgrounds.  Natural backgrounds are extraordinarily complex, differing from uniform 
backgrounds along a number of different dimensions.  One dimension is the shape of the 
average amplitude spectrum, which typically falls off inversely with spatial frequency 
(Field 1987).  Thus, as a first approximation to natural backgrounds, we used random 
noise backgrounds that have a 1/f amplitude spectrum. The 1/f-noise backgrounds are 




to vary across space in luminance, contrast, spatial frequency, orientation, and phase 
structure.  Our second (closer) approximation to natural backgrounds was to include the 
spatial frequency, orientation and phase structure, but to control the variations in local 
luminance and contrast. To do this we adjusted the grayscale histograms of natural 
images to match those of 1/f noise with 7.5% and 15% contrast (see Stimuli). These 
“Gaussianized” natural images appear remarkably naturalistic (see Figure 30A in 
Discussion), and comparing  detection performance in 1/f noise with that in Gaussianized 
natural images allows us to isolate the effects of spatial frequency, orientation and phase 
structure. 
In future studies we plan to measure detection thresholds in unaltered natural 
backgrounds, but we focused first on Gaussianized backgrounds because they are more 
useful for testing our model.  Because of the large variations in local luminance and 
contrast in natural images, there are many trials, even for a fixed amplitude target, where 
the target will be either trivially detectable or trivially impossible to detect.  Performance 
on such trials is easier for a model to predict, making unaltered natural images less 
useful. 
STIMULI 
Eight-bit gray-scale images were displayed on a calibrated monitor (Sony 
Trinitron, GDM-FW900) at a resolution of 1920 x 1080 pixels and a frame rate of 60 Hz 
non-interlaced.  The monitor was placed 168 cm from the eyes, and all stimuli were 
displayed at 120 pixels per degree.  The graphics card lookup table was set to produce 
256 linear steps in luminance with a mean luminance of 18 cd/m2. There were three target 
stimuli in our experiment: Gabor, Gaussian, and Edge. The Gabor was horizontal, at 4 
cycles per degree, in cosine phase, and had a bandwidth of one octave.  The Gaussian had 




Gaussian having a standard deviation of 0.5 degrees. These three targets were taken from 
the ModelFest stimulus set (ModelFest stimuli #12, #27 and #30, see Watson & 
Ahumada 2005). Targets were presented at the center of a 512 x 512 background located 
within a larger mean luminance background (18 cd/m2, 1920 x 1080).  Depending on the 
background condition, the 512 x 512 background was either set to mean luminance, or 
randomly selected from either large 1/f noise images (1280 x 1280) or from one of 10 
large (4284 x 2844) "Gaussianized" natural images.  In all conditions, the pixels on the 
edge of the 512 x 512 background were set to black; this created a 1-pixel wide box that 
cued the location of the background under all conditions.  Detection measurements were 
obtained for uniform backgrounds, and for 1/f-noise and natural backgrounds of 7.5% 
and 15% RMS contrast (i.e., 5 background conditions). 
The natural images were randomly selected from a set of 1200 calibrated natural 
images (available at www.cps.utexas.edu/natural_scenes), and both the 1/f-noise and 
natural images were converted to 8-bit gray scale. The natural images were 
"Gaussianized" by matching their grayscale histograms to a large 1/f noise image. The 
first step was to rank-order the pixels in each image according to gray level from smallest 
to largest. Note that for each specific gray level, the fraction of pixels having that gray 
level will differ between the two images.  The goal was to make the fraction of pixels at 
each gray level in the natural image the same as that in the 1/f noise image.  This was 
done in the second step by applying the following mapping: 𝑔𝑖 = 𝑓𝑗 , where 𝑔𝑖 is the gray 
level of the natural-image pixel having rank order i out of a total of N pixels, 𝑓𝑗 is the gray 
level of the 1/f noise pixel having rank order j out of a total of M pixels, with 𝑗 =
⌈𝑖𝑀 𝑁⁄ ⌉.  (Note that N > M, and ⌈𝑥⌉ is the “ceiling” function.)  This mapping preserved 
the spatial frequency, orientation, and phase structure of natural images, but allowed us to 




contrast as patches selected from our large 1/f noise images.  Specifically, for each 
randomly selected 512x512 patch of 1/f noise used in the experiment, we randomly 
selected a patch of Gaussianized natural image having approximately the same mean 
luminance (the mean luminance differed by a maximum of 1.45 cd/m2); the RMS 
contrasts of the two patches were set to the same value (i.e., 7.5% or 15%). 
PROCEDURE 
Psychometric functions were measured in a single-interval, blocked, forced-
choice paradigm where the observer judged whether a target was present or absent at the 
center of the background.   Each psychometric function was based on at least 240 trials, 
collected in separate sessions of 120 trials each. For a given condition in a session, four 
blocks of 30 trials each were run in descending order of target contrast.  Eye position was 
monitored using an Eyelink 1000 eye tracker.  If eye position deviated by more than 1 
deg from the fixation dot, the trial was discarded and another trial added to the block. 
Each 30-trial block began with a standard 9-point calibration procedure for the eye 
tracking.  After the calibration procedure, the observer was required to hold fixation on a 
fixation dot for each of the 30 trials in the block.  Each trial began with a 500 ms interval 
in which the background location was cued with a one-pixel wide black square outlining 
the background area.  In conditions where the target location was the center of the fovea, 
the fixation dot was extinguished 100 ms before onset of the test stimulus.  The test 
stimulus consisted of a 250 ms presentation of either background or background-plus-
target.  At the end of this interval, there was a 2 sec response window (mean luminance 
background) during which the observer could signal "target present" or "target absent" by 
pressing one of two buttons. Failure to respond led to the trial being replaced with a new 
one; this occurred less than 1% of the time. Feedback was given at the end of the 2 sec 




"incorrect".  The next trial began immediately after feedback was given. Psychometric 
functions were measured for 60 separate conditions (3 stimuli x 4 eccentricities x 5 
background conditions).  The psychometric functions with uniform and 1/f noise 
backgrounds were measured in a random order.  Then the psychometric functions for the 
Gaussianized natural backgrounds were measured in a random order. 
FITTING PSYCHOMETRIC FUNCTIONS AND THRESHOLDS 
As mentioned earlier, we used a yes-no task because it is more typical of natural 
conditions.  Performance in all forced choice tasks can be influenced by criterion bias, 
but yes-no tasks are often thought to be more susceptible. Therefore, for each condition 
(comprising at least 240 trials), we obtained maximum-likelihood estimates of the 
threshold ( tc ), steepness parameter ( β ), and criterion (γ ). Consistent with equation (18), 
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Thus, the log likelihood of all the responses from a condition is 
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where n is the number of contrast levels of the target, and Nh(ci), Nm(ci), Nfa(ci), Ncr(ci) 
are the numbers of hits, misses, false alarms, and correct rejections, for contrast level ci. 
We first estimated the parameters by maximizing equation (21).  We found that the 
values of the steepness parameter were consistent across conditions (see Results) and that 




Thus, the final thresholds for each observer were obtained by setting the steepness 
parameter to the average across all subjects and conditions, setting the criterion to the 
average across conditions for that subject, and then finding the maximum likelihood 
estimate of the thresholds using equation (21).  Importantly, the pattern of thresholds was 
robust across different versions of this analysis (including ignoring criterion effects and 
only analyzing percent correct). 
RESULTS 
Maximum likelihood fits of equations (19) and (20) to the psychometric data were 
used to obtain the estimated contrast threshold 𝑐𝑡 for each of the 60 conditions.  Figure 22   
Figure 22. Detection threshold measurements for three different targets, at four different 
eccentricities as function of background contrast power, for 1/f noise and natural backgrounds. 





plots the square of the estimated contrast thresholds (threshold power) as a function of 
square of the background contrast (background power).  The open circles represent the 
average thresholds of three observers for three target stimuli (columns) presented at 4 
retinal eccentricities (colors) in 1/f noise and Gaussianized natural backgrounds (rows).  
The colored lines are linear fits to the data (not model predictions).  Note the thresholds 
measured in uniform backgrounds (background contrast of zero) are the same in both 
rows of plots, and that the vertical scales are different for the different targets. The 
estimated criterion (bias) for the three observers in units of d-prime were: 0.362 (JSA), 
0.228 (CKB), 0.277 (SPS). 
Two principles of masking are suggested by these plots: 1) threshold contrast 
power increases linearly as a function of background contrast power, and 2) the slope of 
the best fitting line increases as a function of retinal eccentricity.  Figure 23 shows more 
clearly how well our data are described by linear masking functions.  In this figure, the 
Figure 23. Normalized contrast threshold power as a function of 





data from each subject has been normalized so that the linear fits have an intercept of 0 
and a slope of 1; also shown are the average thresholds (Fig. 23a).  If threshold contrast 
power is a linear function of background contrast power then the normalized data points 
should fall on a line of slope 1 through the origin (black line).  
Although not easily seen in Figure 22, the intercepts of the masking function also 
increase with retinal eccentricity. Figure 24 plots the intercept as a function of retinal 
eccentricity for each type of target. The intercepts tend to increase exponentially with 
eccentricity (solid curves). In general, the thresholds in 1/f noise and in natural 
backgrounds are similar (see Fig. 22).  However, for the Gabor and Edge targets masking 
was somewhat greater in the natural backgrounds.  This can be seen clearly in Figure 25, 
which plots threshold in 1/f noise as a function of threshold in natural backgrounds 
separately for each target. The points for the Gaussian target fall near or slightly below   
Figure 24. Threshold contrast power as function of eccentricity when 




the diagonal, but the points for the Gabor and Edge target fall above the diagonal.  Even 
though the points do fall off the diagonal, they fall roughly on straight lines, indicating 
that thresholds in 1/f noise and natural backgrounds differ approximately by a fixed 
proportionality constant that depends on the target. 
The slopes of the psychometric functions were fairly constant over the 60 
conditions.  Figure 26a shows that the steepness parameter varies little across the three 
Figure 25. Threshold in Gaussianized natural images as a function threshold in 1/f noise, for all 
conditions, for the three subjects: CKB (green symbols), SPS (blue symbols), JSA (red symbols).  
Dashed curve is best fitting line through the origin. 
 
Figure 26. Psychometric function slope parameter. A. Average slope 
parameter values for three types of target. B. Average slope parameter as 




types of target.  Figure 26b plots the average steepness parameters of the three targets for 
all background and retinal eccentricity conditions.  On average there is a slight trend for 
the parameter to increase with eccentricity. Overall the average steepness parameter is 
1.685.  We take this average parameter value to be the estimate of β  in the RV1 model.  
MODEL PREDICTIONS 
In fitting the model to the estimated thresholds we use equation (15), and then 
equation (18) if we need to predict thresholds for a different criterion percent correct 
(e.g., 82% rather than 69%). In what follows, we estimate a subset (five) of the 
parameters by fitting the model to the average thresholds (based on 16 observers) 
reported in the ModelFest study.  Keeping these parameters fixed (except for P0 that 
scales all thresholds up and down), we estimate the remaining three parameters by fitting 
the average thresholds from the present experiment.  Finally, in the discussion section we 
keep the parameters fixed (except for P0) and generate predictions for the results of Foley 
et al. (2007). Figure 27 shows the predictions of the RV1 model (red line) to the 
ModelFest data set (black points), which is the average contrast thresholds of 16 
observers across 27 labs for foveal detection of 43 target stimuli in a uniform 
background.  The thresholds in the ModelFest set are based on an 82% correct criterion.  
The thresholds are plotted in dB units.  Thus, a 6 dB difference in threshold corresponds 
to a factor of two in contrast threshold.  The RMS error of the model is comparable to the 
RMS error of the better models tested by Watson and Ahumada (2005). Recall these 
predictions depend on five parameters: three that control the relative size and strength of 
the center and surround, a pooling exponent, and a baseline noise parameter. The values 




Figure 28 shows the predictions (solid curves) of the model for the present 
experiment (plotted in dB units rather than contrast power as in Fig. 5). The open circles 
show the average contrast thresholds of the 3 observers for three target stimuli (columns) 
as a function of retinal eccentricity, for three background contrasts (colors), in 1/f noise 
and Gaussianized natural backgrounds (rows). The plotted thresholds for detection in the 
uniform background (black open circles) are the same in both rows. In order to maximize 
compatibility with the ModelFest data, these thresholds are also based on the 82% correct 
criterion.  In fitting these data we kept the parameters values obtained from fitting the   
Figure 27. Predictions for ModelFest data set. Data points are average contrast thresholds 
of 16 observers in 10 labs, for 43 different targets. The solid curve is the prediction of the 
RV1 model.  Parameter values: , , , , , 
. Note that changing translates the entire predicted curve vertically on the 
logarithmic (dB) scale.  Threshold contrast in dB = , where here  is the 82%-






Figure 28. Predictions for the data from the present experiment. Data points are the average contrast 
thresholds of 3 observers for 60 different conditions (3 targets x 4 eccentricities x 3 background 
contrast levels, for 2 kinds of background; the 0% background contrast is a uniform field, and hence 
the black points are the same in the upper and lower plots). Error bars represent ± 2 standard errors 
(across observers).  Parameter values: , , , , , 
, , , .  The first six parameters are the same as in Figure 
27, except for , which accounts for (modest) differences in overall sensitivity between groups of 




ModelFest data, with the exception that we allowed the baseline noise parameter 0P to 
change.  The only effect of the baseline noise parameter is to shift the predictions for 
uniform backgrounds vertically on the dB axis. Although we allowed the baseline noise 
parameter to vary, the estimated value was well within the range of individual differences 
for that parameter in the ModelFest dataset. Recall that the model has three additional 
parameters for predicting thresholds in non-uniform backgrounds: overall pattern 
masking strength, the relative weight of the narrowband and broadband components, and 
the spatial area for local luminance gain control.  Again, the values of the estimated 
parameters are given in the figure caption. As can be seen, the model captures most of the 
variance in the thresholds, but is qualitatively more accurate for the Gaussian and Edge 
targets than for the Gabor target.  Note that the foveal thresholds for the three targets on 
the uniform background are similar to those in ModelFest data set (our targets correspond 
to ModelFest stimuli #12, #27 and #30 in Figure 27). 
UNIFORM BACKGROUNDS 
The predictions of the RV1 model for uniform backgrounds are determined by six 
parameters. One of these parameters, β , was determined from the average steepness of 
the psychometric functions in the experiment reported here. We find 1.685β = , which we 
note corresponds to a Weibull slope parameter of 2.13.  The remaining five parameters 
can be estimated from the detection thresholds measured on uniform backgrounds in the 
fovea. To estimate these parameters we fit the ModelFest dataset which consists of foveal 
detection thresholds measured for 43 different targets on 16 observers in 10 different 
laboratories. The fit of the model to the ModelFest data is good; comparable to (slightly 
worse than) the best non-physiologically based models (see Watson & Ahumada 2005). 
The estimated parameters for the midget ganglion cell receptive fields are 




psychophysical estimate of the standard deviation of the ganglion cell center mechanism 
cσ  is almost exactly equal to the spacing between the (on or off) midget ganglion cells, 
which in the central visual field is approximately equal to the spacing between the 
photoreceptors (about a half minute of arc). This is consistent with the anatomical finding 
that in the central visual field a midget ganglion cell synapses with one midget bipolar 
cell, which synapses with one cone photoreceptor.  The measured width of center 
mechanisms with single-unit recording is larger than a single cone, but the larger size is 
expected because of the effect of the optical point-spread function; the measured center 
mechanism should be the convolution of the physiological center mechanism and the 
optical point spread function. Croner & Kaplan (1995) report that in the central 5 degrees 
the median standard deviation of the center mechanism is 0.03 deg, and of the surround 
mechanism is 0.18 deg (about 6 times larger than the center). We computed the effective 
center standard deviations for our model and find that they range from 0.021 deg at 0 deg 
eccentricity to 0.038 at 5 deg eccentricity, spanning the value reported by Croner & 
Kaplan.  Similarly, the effective surround standard deviation for the model ranges from 
0.077 (3.6 times larger than center) at 0 deg eccentricity to 0.3 (7.9 times larger) at 5 deg 
eccentricity. Finally, Croner & Kaplan report that the relative weight on the center 
mechanism cw  is about 0.64, whereas our estimate is 0.53.  Thus, we also find greater 
weight for the center mechanism, but not by as large a factor.  
The ModelFest dataset only contains measurements made in the center of the 
fovea.  In the present experiment we made measurements for three of the ModelFest 
targets at four eccentricities (black circles in Figure 28), and obtained reasonable 





Figure 29. Predictions for data from Foley et al. (2007).  A. Threshold as a function of eccentricity 
for 4 cpd radially-symmetric Gabor targets in sine phase (envelope SD = 0.25 deg; 2 observers; 
), and cosine phase (envelope SD = 0.18 deg; 3 observers; ). B-D 
Threshold as a function of envelope standard deviation for 4 cpd Gabor targets with a circular 
envelope, an envelope elongated collinear with the grating, and an envelope elongated orthogonal 
to the grating (2 observers; ). Solid curves are the predictions of the RV1 model with 
same parameters as in Figure 10, except for , which accounts for (small) differences in overall 





baseline masking power 0P  to change from 1.4E-3 to 4.5E-4 to account for modest 
differences in overall sensitivity among different groups of observers. As a further test of 
the model, we generated predictions for the detection thresholds reported in Foley et al. 
(2007). In their Experiment 1, Foley et al. measured thresholds for vertical 4 cpd Gabor 
targets at retinal eccentricities ranging from -5 to 5 deg along the horizontal meridian.  In 
three observers thresholds were measured for a cosine-phase Gabor having an envelope 
standard deviation (SD) of 0.25 deg.  In two other observers, thresholds were measured 
for a sine-phase Gabor having an envelope SD of 0.18 deg. The symbols in Figure 12A 
show the average thresholds.  The solid curve shows the prediction of the RV1 model 
without altering parameters, except for the baseline masking power (see figure caption).  
In their Experiment 2, Foley et al. measured thresholds in the fovea for 4 cpd Gabor 
targets in cosine phase (Figure 29B), sine phase (Figure 29C), and anti-cosine phase 
(Figure 29D), for various areas and aspect ratios, in two observers.  The blue symbols 
show the thresholds for Gabor targets with a radially symmetric envelope.  In this case, 
the horizontal axis gives the standard deviation of the envelope in all directions.  The red 
symbols show the thresholds for Gabor targets that are elongated parallel to the 
orientation of the grating.  In this case, the horizontal axis gives the standard deviation of 
the envelope in the parallel direction, where the standard deviation in the perpendicular 
direction is fixed at 0.25 deg.  The green symbols show the thresholds for Gabor targets 
that are elongated perpendicular to the orientation of the grating.  In this case, the 
horizontal axis gives the standard deviation in the perpendicular direction, where the 
standard deviation in the parallel direction is fixed at 0.25 deg.  The solid curves show the 
predictions of the RV1 model. We have only evaluated the predictions of the model out 
to 10 deg eccentricity.  However, if it works well over this range then the literature 




The relatively good fit of the model to all the uniform background data, and the 
reasonable agreement of the estimated parameters with retinal anatomy and physiology, 
suggest that optical and retinal factors may be the primary factors causing the variation in 
detection thresholds across different targets on uniform backgrounds.  This is not 
implausible given that the optic nerve is arguably the major information transmission 
bottleneck in the visual pathway, making it possible for cortical circuits to process the 
ganglion cell responses with relatively constant efficiency across the different targets.  
The largest errors (underestimates) of the thresholds in Figure 27 occur for the two 
spatially complex targets (binary noise, #34, and cityscape, #43), for which it is 
reasonable to expect reduced central efficiency in pooling all the relevant features. 
NON-UNIFORM BACKGROUNDS 
The predictions of the RV1 model for patterned backgrounds depend on three 
additional parameters. To estimate these remaining parameters and provide a further test 
of the model we measured psychometric functions for Gabor, Gaussian and Edge targets 
at four different eccentricities in uniform backgrounds, in 1/f-noise backgrounds, and in 
natural backgrounds whose gray-scale histogram has been adjusted to match that of 1/f 
noise. The predictions are good, but slightly poorer for the Gabor target than for the 
Gaussian and Edge targets (see Figure 28). It is interesting to note, however, that the 
average thresholds reported by Foley et al. (2007) for the Gabor target (Figure 29a) 
increase slightly faster with eccentricity, in better agreement with the RV1 model. 
Perhaps the most remarkable result is that the model does about as well predicting 
detection thresholds in Gaussianized natural backgrounds as it does in 1/f-noise 
backgrounds, and that the thresholds for the two kinds of background are similar.  The 
background masking effects in the model are entirely based on the narrowband and 




which differs greatly between the natural-image and 1/f-noise backgrounds.  Perhaps the 
trial-to-trial variation in the backgrounds is hiding the effect of the phase structure. That 
is, thresholds may be similar in the two types of background only because on some trials 
the phase structure helps detection and on other trials it hurts detection.  However, if this 
were true then one might expect shallower psychometric functions for natural 
backgrounds.  In fact, the slope parameter of the psychometric functions is similar for 
uniform, 1/f-noise, and Gaussianized natural backgrounds (see Figure 26). It would 
appear that for Gaussianized natural backgrounds, the complex phase structure of natural 
backgrounds has, practically speaking, a relatively minor effect on detection thresholds. 
A limitation of our test of the RV1 model for patterned backgrounds is that it is 
based on data for only three different targets. However, note that the pattern-masked 
thresholds for these three targets tend to parallel (on a log scale) the thresholds obtained 
on a uniform background (see Figure 28). This suggests that the pattern-masked 
thresholds for other ModelFest targets would also tend to parallel those obtained on a 
uniform background. Thus, it seems likely that the predictions of the RV1 model would 
be of similar accuracy for the other ModelFest targets, given the accuracy of its 





Chapter 5: Discussion 
 
COMPONENTS IN THE MODEL AND COMPONENTS NOT IN THE MODEL 
The RV1 model contains a number of different components, and they each play 
an important role in the predictions.  The optical point spread function has a substantial 
effect on the shape of the contrast sensitivity function (especially the high-frequency 
falloff) and on how rapidly thresholds rise with eccentricity – thresholds for high-
frequency targets would rise more rapidly without the effect of the optics, because the 
effective ganglion cell center size would grow more rapidly. Obviously, the discrete 
sampling function has a big effect.  The number of samples declines rapidly with 
eccentricity, and hence the maximum amount of retinal image information transmitted by 
the ganglion cells for high-frequency and broadband (e.g., natural or 1/f noise) images 
drops rapidly. The continuous variation in ganglion-cell receptive field size with the 
sample spacing is also important. For example, consider the contrast sensitivity function 
(CSF) in the fovea.  In Figure 27, the thresholds for stimuli 1-10 give the CSF for targets 
with a fixed spatial extent, and the thresholds for stimuli 11-15 give the CSF for targets 
with a fixed numbers of cycles. These CSFs are not well approximated by a difference of 
Gaussians (Watson & Ahumada, 2005), which is the shape of the ganglion cell receptive 
fields.  The relatively accurate prediction of the RV1 model is due in part to the fact that 
there is a distribution of ganglion-cell receptive field sizes falling under the stimuli. 
In agreement with the masking literature (Foley 1994; Solomon & Watson 1997; 
Eckstein et al. 1997b) we find that both the narrowband and the broadband masking 
components are important.  If parameters are estimated with the weight on the 
narrowband component set to zero ( 0.0bw = , see eq. 6), then the predictions are 




broadband component set to zero, then predictions are also substantially worse.  Although 
the estimated weight is higher on the narrowband component ( 0.962bw = ) than the 
broadband component (1 0.038bw− = ), they both play an important role.  In fact, the 
average total masking power due to the broadband and narrowband components is about 
equal across the three targets: ( )1b nb b bbw P w P≅ − .  More specifically, the average ratio of 
narrowband to broadband masking power is smallest for the Gabor target (0.165), 
intermediate for the Edge target (0.98), and largest for the Gaussian target (2.27). 
Although we find that both components are important in the current version of the model, 
the result may depend on how the target-dependent filter is computed. It is perhaps worth 
emphasizing that broadband and narrowband components have no effect on the 
predictions for uniform backgrounds. 
There are some well-known components that are not included in the RV1 model. 
One is a component that would produce the oblique effect—foveal detection thresholds 
tend to be higher for gratings oriented along the diagonals (Campbell et al. 1966; 
McMahon & MacLeod 2003). This effect is most likely cortical in origin (McMahon & 
MacLeod 2003). We left out this component because the underlying anatomy and 
neurophysiology are not well understood, and because including the oblique effect 
produces only minor improvements in prediction accuracy for the stimuli tested here 
(Watson & Ahumada 2005). However, it would not be difficult to include in the model. A 
second missing component is one that would produce the dipper effect – when the masker 
has the same (or nearly the same) shape as the target, then detection threshold reaches a 
minimum (dips) when the contrast of the masker is itself at or near detection threshold 
(Legge & Foley 1980). The dipper effect has been modeled with an accelerating (or 
threshold) nonlinearity prior to late noise (e.g., Legge & Foley 1980; Foley 1994; 




would reduce the computational efficiency of the RV1 model (which depends on 
linearity), and because the dipper effect is likely to occur very infrequently under natural 
conditions.  The dipper effect reduces or disappears if the target and masker differ just a 
little in shape (e.g., spatial-frequency bandwidth of the dipper effect is about 0.25 
octaves, ref), which they generally do in 1/f noise or natural images. A third missing 
component is one that would produce some of the stronger crowding effects – 
identification of targets can be strongly suppressed by the presence of surrounding 
objects/textures that are sufficiently similar to the target (for a review see Levi 2008). We 
did not try to include explicit crowding mechanisms because the current aim is to predict 
detection rather than identification performance (detection is a special case of 
identification). However, it is interesting that the RV1 model is able to predict detection 
in natural backgrounds without including the kinds of mechanisms (extended 
feature/texture integration) thought to underlie crowding.  For example, natural 
backgrounds are filled with edges of various scales and orientations, yet threshold for the 
edge target across the visual field is accurately predicted from only the background 
power falling under the envelope of the target (note the envelope expands slightly with 
eccentricity, see Appendix).  Like crowding paradigms, doesn’t detection in this case 
involve identifying whether the specific target is present as opposed to whatever other 
edge shape or object might be at that location?  (Recall that in the present Yes/No task, 
the observer does not get to compare target + background with background alone.)  
Perhaps the success of the model is because in natural scenes (and in 1/f noise) the target 
is on average not very similar to the background surrounding the target.  This raises the 
question: How important are crowding effects when looking for specific targets in natural 
scenes?  If one takes an arbitrary target and adds it at a random location in a natural 




for crowding effects to be strong relative to the more local masking effects? It may be 
possible to answer this question by analysis of natural image statistics.  Of course, in 
some natural cases crowding effects are known to be very important (e.g., reading), and 
in other cases are likely to be very important (e.g., detecting animals, which often mimic 
the backgrounds in their natural habitat). 
COMPARISON TO PREVIOUS MODELS 
The RV1 model borrows heavily from previous models of pattern detection (as 
indicated by the references in earlier sections), but has several unique features.  First, the 
model directly incorporates physical measurements of the optics of the eye and of the 
anatomy and physiology of retinal ganglion cells, extending an earlier attempt to do this 
(Arnow & Geisler 1996).  This approach exploits known physical and physiological 
constraints and hence reduces the number of free parameters.  Second, there are few 
models of pattern detection that explicitly model the variation in spatial resolution across 
the visual field.  Indeed most models focus exclusively on detection in the fovea, which 
reduces their generality and utility.  Third, the model takes into account the spatial 
frequency and orientation selectivity of cortical populations (channels) by applying a 
target-dependent filter (that varies with eccentricity) to the modeled ganglion cell 
responses.  This approach allows for very efficient computation, while still representing 
the information processing carried out by the (very large) cortical population.  Fourth, the 
implementation of the model makes extensive use of Gaussian stacks, which make it 
possible to rapidly generate predictions for arbitrary locations across the visual field even 
though the visual system is highly inhomogeneous (shift variant). 
There are a number of previous pattern masking models that include narrowband 
spatial-frequency channel masking together with broadband contrast masking (e.g., Foley 




2013), and some of these have been applied to detection of targets in natural backgrounds 
(e.g., Eckstein et al. 1997b; Rohaly et al. 1997). These models differ from the present 
model in that they explicitly represent the spatial frequency channels rather than 
implicitly with a target-dependent filter, and they do not explicitly represent the variation 
is spatial resolution across the visual field.  As mentioned above the models of Foley 
(1994), Solomon & Watson (1997), and Goris et al. (2013) include an accelerating 
nonlinearity to account for the dipper effect, which the present model does not. 
Another class of pattern masking model is related to ideal detection in noise 
(Burgess, et al. 1981; Legge, et al. 1987; Myers & Barrett 1987; Eckstein et al. 1997a; 
Zhang et al. 2006; Burgess 2011).  These models typically involve first characterizing the 
statistical properties of the backgrounds, plus any assumed internal noise properties or 
constraints, and then deriving a model (ideal) observer that is optimal given those 
statistical properties and constraints.  This is a more principled approach that often yields 
nearly parameter free predictions and can provide deeper insight into neural computation 
(Geisler 2011).  This approach has been extensively developed in the area medical 
imaging perception (e.g., see Samei 2010; Zhang et al. 2006; Burgess 2011). The RV1 
model does not directly consider the statistical properties of backgrounds and hence is not 
an ideal observer model; however, it borrows from this approach by regarding the 
baseline, narrowband, and broadband masking effects as a combined equivalent noise in a 
signal detection framework. In the future an ideal observer analysis that includes the 
biological constraints represented in the RV1 model may provide deeper insights into, 
and new predictions for, the neural computations underlying pattern detection in natural 
scenes.  Nonetheless, the RV1 model may prove useful because it is: (i) based directly on 
known biological constraints, (ii) contains few parameters, (iii) is extensible, (iv) takes 




or predicted response (Yes/No) as output, (v) can generate predictions across the visual 
field for arbitrary backgrounds, and (vi) is computationally efficient.  
DETECTABILITY MAPS 
The computational efficiency of the RV1 model makes it possible to generate 
maps of target detectability across the visual field for arbitrary backgrounds.  Figure 30A 
shows a Gaussianized natural image that is 24 deg across.  Figures 30b-d illustrate three 
Figure 30. Detectability maps for a 4 cpd Gabor target. A. Gaussianized natural image. B. 
Detectability (d’) of the target at all locations within the dashed box in A, given fixation at the 
center of the scene.  C. Detectability of the target presented in the center of the scene, for all 
possible fixation locations within the dash box in A. D. Detectability of the target at all 
locations within the dash box in A, given fixation at the location of the target.  The target 





different types of detectability (d’) map. Figure 30B shows the d’ map for all possible 
locations of a fixed-contrast 4 cpd Gabor target, given fixation in the center of the image 
(0,0).  As can be seen, d’ is predicted to be higher near the fixation point, but also to vary 
greatly depending on the background content at the target location.  Such d’-maps for 
target location may be useful in making predictions for single fixation search, where the 
observer’s task is to detect the target during a single brief presentation when the location 
of the target is uncertain.  For example, these location d’ maps could be used to 
determine the best possible search performance, assuming perfect parallel processing of 
all potential target locations. This is a critical baseline analysis for interpreting the results 
of visual search and attention experiments (e.g., see Eckstein 2011; Geisler & Cormack 
2011). Figure 30C shows the d’ map for all possible fixation locations given that the 
target location is at the center of the image.  In this case, d’ falls smoothly away from the 
target location.  This fixation d’ map is closely related to the conspicuity area—the spatial 
region around a target where it can be detected in the background (Engel 1971; 
Bloomfield 1972; Geisler & Chou 1995; Toet et al. 1998). The conspicuity area can be 
defined as the area of the region where d’ exceeds some fixed criterion. Previous studies 
(Geisler & Chou 1995; Toet et al. 1998) have shown that there is strong negative 
correlation (on the order of -0.8 to -0.9) between the conspicuity area and the time it takes 
humans to locate the target, even in natural scenes (Toet et al. 1998). This is a powerful 
result of theoretical importance and of potential practical value. But to be of practical 
value one must know the conspicuity area for the particular target at its particular location 
in the background. The RV1 model might prove useful for estimating conspicuity areas 
without having to directly measure them in preliminary psychophysical experiments. 
Finally, Figure 30D shows the d’ map for all possible target locations when the observer 




possible search accuracy for a given target in a given background, given unlimited search 
time. 
EXTENSIONS OF THE MODEL 
There are many ways of extending the RV1 model, either to new tasks or to a 
larger range of stimuli for the same task. However, for most of these extensions, it seems 
like the extension is not trivial and will require more careful thought. Therefore, this 
section is mostly exploratory in nature. Only for a few of the ideas presented have we 
done any preliminary research. 
One of the possible extensions of the RV1 model is towards discrimination and 
identification tasks. Formally, there is no need to discriminate between discrimination 
and detection if one defines the “background” in a discrimination task as the 
(unmodified) target + background and the “target + background” as the (modified) target 
+ background. The target is then simply the “target + background” minus the 
“background”. To give an example, suppose we have an orientation discrimination task 
and the observer has to decide whether a horizontal Gabor or a slightly off-horizontal 
Gabor appeared. Then the horizontal Gabor could be called the background and whatever 
needs to be added to the horizontal Gabor in order to produce the slightly off-horizontal 
Gabor would be the target. Seen from this point of view, the RV1 model can be used in 
its current form and tested on the large discrimination literature. To extend the RV1 
model to identification, we simply use the RV1 model n times (once for each of the 
possible n targets, using naturally a different target-dependent filter for each target) and 
then do a maximum likelihood calculation to identify the target. Exactly what the effects 





One possible way of extending the RV1 model to a larger range of stimuli is to 
extend the model towards the detection of targets that occlude the background. In nature, 
it is almost always the case that an object will occlude all objects directly behind it (the 
exceptions are with transparent objects or organisms). The RV1 model is currently set up 
to predict detection of targets in a relatively unnatural situation, where the target is added 
to the background. To extend the RV1 model to target-occluding-the-background 
conditions, we cannot just use the trick described above for discrimination of targets and 
say: assume the background behind the target is uniform. If we did this, the model would 
fail because a target that occludes the background usually becomes far more visible than 
one added to the background. This is because the boundary of the target is likely to create 
edges, making the target more visible than if there were no occlusion. One option would 
be to make the target very small and estimate the masking effect of the background 
surrounding it (possibly over a much larger area the target envelope). Another option is to 
modify the task to a "similarity masking" task, where masking power depends on the 
similarity of the target to the background surrounding it. This would become more like a 
camouflage detection task. The initial strategy in both cases would be to estimate the 
masking power of the background using the same narrowband and broadband 
components as in the current version of the RV1 model, but change the inputs to the 
model (instead of the background behind the target, we select samples of background 
directly surrounding the target). Nevertheless, as stated before, a lot more thought and 
experimentation must be done to see how well the RV1 model can be extended to this 
more natural detection task of a target occluding the background immediately behind it.  
Another possible extension of the RV1 model is more of a modification than an 
extension, and the idea came from a conceptual problem we had with the narrowband 




passing the target through the optics and the receptive field center of a ganglion cell. 
After space-variant convolution with a log Gabor in frequency and a Gaussian in 
orientation, we obtain the target-dependent filter. This target-dependent filter is now 
applied to the result of passing a background through the optics and the receptive field 
center. In both cases, the target and background were passed through the optics and 
center mechanisms, but neither was passed through the surround. Conceptually, this 
seems a bit odd, or at least it seems harder to justify than creating the target-dependent 
filter from the full ganglion cell output to the target (which includes the surround), and 
then applying that filter to the full ganglion cell output to the background. If we did that, 
it could basically be interpreted as the cortex filtering the retinal ganglion cell output to 
the background based on what it thinks the retinal ganglion cell output to the target 
should look like. We tried this without altering anything else in the model (thus, this is 
only a very preliminary analysis) and two things happened. First, the predictions were 
slightly worse (after parameter optimization) than with the current version of the RV1 
model: the RMS error on our yes-no experiment (for 3 targets, in noise and natural 
scenes, etc…) was 2.5 dB, which is greater than the 2.27 dB we have with the current 
version of the model. Second, the weight on the narrowband filter went to 1. That is, the 
optimization routine led to all weight being placed on the narrowband component and no 
weight on the broadband component (this weight on the narrowband component was 
varied in increments of 0.001 and it chose 1!). From this, the idea of possibly using a 
single cortical filter emerged. The cortical filter would be target-dependent, but more 
broadband than the narrowband component in our current version of the model. The 
question is where the neurophysiological justification would come from for such a 
change. In the present version, the orientation bandwidth (40 degrees) and frequency 




is worth noting that these are average values. Measures of the distribution of such values 
can be found in Geisler & Albrecht (1997). Geisler and Albrecht summarized the 
distributions of orientation and frequency bandwidths for cat and monkey cortical 
neurons with Gaussians. These bandwidth distributions determine the distribution of 
tuning curve shapes. For example, the Gaussian distribution of orientation bandwidths 
determines how often the tuning curve of cortical neuron will have an orientation 
bandwidth of 40 degrees or 35 degrees. The average shape of the tuning curve turns out 
not to be a Gaussian, but instead something that is better described as a weighted sum of 
a Gaussian and a Laplacian (exponential decay away from the mean in both directions). 
Such a distribution is more heavy-tailed than a Gaussian, and thus is more broadband in 
orientation than a Gaussian. This means that a more accurate use of the data in Geisler & 
Albrecht (1997) leads naturally to a narrowband filter that is more broadband than the 
one being used currently. Whether implementing a single cortical filter based on the 
measured distribution of tuning curve bandwidths will work well with using the full 
ganglion cell output to the target (that is, with the surround) as the basis for the target-
dependent filter remains to be seen. We note that in this modified model, there would be 
one less free parameter because there is only a single cortical filter and the bandwidth 
distributions are specified by the neurophysiology. 
A general strategy for extending the RV1 model to larger sets of stimuli is 
through adding different types of ganglion cells or cortical cells to the model. For 
example, we could add the M cells or the K cells and expand the set of stimuli this model 
accounts for. The seemingly easiest-to-add extension would be to explicitly include the 
ON-center and OFF-center P cell populations into the model. In our current version, we 
model a "combined-response" P cell that responds each time either as an ON-center or an 




receptive field center of the ON-center P cells responds when the receptive field center of 
the OFF-center doesn't, and vice versa. The problem is that we must assume the 
distributions of ON-center and OFF-center P cells are identical. Their distributions are 
not identical (Dacey, 1993). It is estimated that there are 1.7 times more OFF-center P 
cells than ON-center P cells in the periphery; near the fovea their densities are the same. 
It is not difficult to create the mosaics for both the ON- and OFF-center P cells. The same 
algorithm that creates our combined-response P cell mosaic can be used to create both: 
we just use a different spacing function. However, potential problems may emerge once 
one actually tries to incorporate both mosaics into the model. For example, in equations 
8, 9, and 11, we sample with the retinal ganglion cell mosaic (currently, that of the 
combined-response P cells). Now, we would have to sample separately with the ON-
center and OFF-center mosaics. The problem is that the images we are sampling from in 
those three equations are for combined-response P cells, not ON-center or OFF-center P 
cells. This could be fixed by rectification (above and below the local mean luminance) 
before sampling, but the important point is that including two or more populations of 
cells is not necessarily a trivial extension. 
With such potential difficulties in mind, we can list several other possible 
extensions of the RV1 model. One extension would be to color processing. Other than the 
problems outlined above, the method for incorporating color into the RV1 model seems 
straightforward. The P cells already carry color information. Some have a center-
surround receptive field structure with a red center, while others have a green center. 
These naturally come in both ON and OFF varieties. The surround is not simply a green 
surround for a red center, or a red surround for a green center. Instead, the surround 
receives input from both red and green cones, and different distributions of the relative 




opponency in the red/green sensitive P cells. The distributions of red-center and green-
center ganglion cells can be modeled, and nothing in principle needs to be done on their 
outputs before feeding them into the RV1 model: the model will become naturally 
selective for color as a result. Other than the sampling issue described earlier, one 
problem with extending the model to color processing is that blue-yellow opponency 
information is carried by the K cells. This means we may have to include another 
population of ganglion cells if we want to incorporate color processing. Finally, what 
about an extension of the RV1 model that includes the M cells? M cells respond more 
transiently and better to high temporal frequency stimuli than do P cells. They are 
thought to carry much of the information from the rods during scotopic viewing 
conditions. Their inclusion might lead to having to model temporal properties of P cells 
or V1 neurons, but would also allow the potential addition of area MT (where cells are 
highly sensitive to directions of motion) to create a Retina-V1-MT model. Such a model 
would need to reduce to the Retina-V1 model when low temporal frequency stimuli are 
presented. This is likely one of the more difficult extensions, and should be attempted 
only after success with simpler problems (like adding ON-center and OFF-center P cells). 
Nevertheless, these examples do highlight the potential of the RV1 model for becoming a 
more general model of target detection.  
APPLICATIONS OF THE MODEL 
There are several potential applications of the RV1 model. One area where the 
RV1 model may be useful is in the diagnosis of vision problems. For example, if it is 
known that one group of observers has a particular vision problem while another group 
has normal vision, then one could use the RV1 model to make predictions about 
differences in detection performance between the two groups for many types of targets 




follows: if one can find a stimulus, or a small set of stimuli, where detection performance 
between people with normal vision and those with a particular vision disorder is vastly 
different, then one can use that stimulus as a diagnostic tool for determining whether a 
person has the disorder or not, and perhaps maximize the likelihood of early detection of 
the disorder. Currently, there is no way to find such a stimulus except through trial and 
error on actual human subjects. The RV1 model may be especially suited for this task 
because one can modify different components of the model and see what their effects on 
detection performance are. For example, one could put an extra optical filter in the model 
that represents a cataract, or one could simulate knocking out a subset of the retinal 
ganglion cells and see what effect these changes have on detection performance. A model 
that predicts detection performance well with such simulated impairments may be useful 
in finding good diagnostic stimuli for visual impairments. Given how well the RV1 
model predicts data from our experiment (important here is that we tested across 
backgrounds and in the periphery of the visual field), there is a good chance the RV1 
model will prove useful in this task. Theoretically, success in finding better diagnostic 
stimuli could also lead to improved classification of vision disorders.  
Another area where the RV1 could prove to be useful is when an engineer wants 
to display something in a perceptually salient way, or when he wants to do the opposite 
and camouflage something. A simple example would be a typical head-up display (HUD) 
that one might see in military aircraft cockpits. The purpose of a HUD is so that the pilot 
does not need to keep looking down at instruments while also trying to focus on what is 
in front of him (possibly targeting another fighter in a dogfight). The ability to accurately 
predict what is visible and identifiable given a fixation point can potentially minimize the 
number of saccades, and thus the amount of time wasted on eye movements, that are 




complex natural scene, and the target is projected (added) onto the display, which 
matches in some ways the conditions that the RV1 model was developed for. Of course, 
factors not yet incorporated in the RV1 model will come into play. Information is often 
presented on HUD’s that needs to be read and interpreted, not just detected. This means 
object recognition mechanisms not yet in the model, and not yet envisioned to be 
incorporated in the model, are probably very important (perhaps including effects such as 
crowding). The same is likely true for webpages, or for information communicated 
through other forms of media. For webpages, factors like how useful the design is, or 
how easily it can be navigated, are likely to be more important than pure detection 
probability at a fixation location. Nevertheless, because detection is necessary in all these 
tasks, it is hard to imagine the RV1 model not being useful in some sense towards their 
design.  
At the other end of this spectrum is camouflage: the attempt to make something 
less visible in an environment. As described earlier in the "Extensions of the RV1 model" 
section, it may be possible to extend the RV1 model to "similarity masking" tasks where 
the properties of the surrounding 
background are compared to the target. 
As stated earlier, there are potential 
problems in predicting the 
detectability of a target that occludes 
the background because the 
boundaries of the target are often 
highly visible. But what if the 
boundaries are not very visible? In this 
case, the RV1 model in its current 
Figure 31. A type of camouflage the RV1 will 
fail to predict. The feature is highly detectable, 
but it confuses or distracts (e.g., tail marking 




form can already be tested in a camouflage task. That is, we can test how well does the 
RV1 model does in predicting the least detectable patterns in a particular background. If 
it can do even reasonably well at this task, it would be an improvement over the status 
quo. There is a lot of research on camouflage (for the military, if for no other reason), but 
for the most part it is a trial and error endeavor based on inspiration from nature, ideas 
artists have had, or just intuitions people have about what might work best. This doesn't 
mean that effective camouflage doesn't exist. It just means that finding good camouflage 
for a novel environment, or finding a better camouflage for a known environment, is a 
resource intensive operation. There are clearly some types of camouflage that are 
effective, but where the RV1 model will incorrectly classify as ineffective. One such 
example is shown in Figure 31. The RV1 model will correctly determine that the 
camouflage (fake eye) is highly detectable, but the model has no mechanisms to 
determine whether a highly detectable pattern is distracting or confusing (the fake eye 
might confuse a predator, but other highly detectable features might not). Thus, the RV1 
model cannot go farther than to say how detectable the feature is, and will thus fail at 
classifying the fake eye as effective camouflage. However, for types of camouflage that 
blend in with the environment, (as long as object recognition is not required) there is a 
decent chance that the RV1 model will make accurate predictions. Perhaps the area of 
greatest potential utility with respect to camouflage is where one has to design 
camouflage that is most effective across multiple background patterns. If one needs 
camouflage for just a single type of background pattern, an artist is likely to do a very 
good job. But what works on average best across multiple backgrounds is harder to intuit.  
Another way in which the RV1 model could be useful is in reducing interpretation 
errors when clinicians look at medical images (Berlin, 2005; 2007). Percentage estimates 




are due to visual errors – errors that occur because the clinician either does an incomplete 
search or because the clinician failed to recognize an abnormality even though he fixated 
at its location (Giger, 1988). Visual errors have been estimated to comprise about 55% of 
all interpretation errors in interpreting medical images. Of visual errors, approximately 
65% were due to the clinician failing to look near the region of the abnormality (Kundel, 
1975; 1978), while 35% were due to the failure to detect the abnormality despite fixating 
at it (Carmody, 1980). The explanation given for this 35% is that fixation time was 
insufficient to properly interpret the features as an abnormality. Masking of lesions by 
normal anatomical structures is also estimated to increase lesion detection thresholds by 
an order of magnitude (Samei, 1997). In this context, it is understandable why computer 
aided diagnosis (CAD) – an algorithm automatically searches for features likely to be 
part of an abnormality and then notifies a clinician to take a closer look – is becoming 
more popular (Doi, 2007). Despite its increasing importance, it is not yet precisely clear 
how best to integrate CAD with diagnosis by humans. Machines still make many errors, 
cannot yet replace humans in this task, and many clinicians ignore CAD when it starts 
making too many errors (either false positives or misses). This is one area where any 
detection model that can predict human performance better could be useful. For example, 
one could better evaluate existing CAD by predicting how well they predict the difficult-
to-detect abnormalities, which are really the ones CAD should be useful for. One of the 
technical details that would need to be fleshed out is what the target is. It's possible that 
for something like tumor detection one would have to use a signal-known-
probabilistically paradigm instead of the signal-known-exactly case used for the detection 
tasks the model was tested on. That might mean the target is either a weighted average of 
many targets, or the model looks for one of many different targets as it would in an 




Finally, a very important potential application of the RV1 model is for creating 
better models of visual search. The human visual system combines high-speed, ballistic 
eye movements called saccades with a foveated retina as a solution to the demand of 
providing high spatial resolution across a wide field of view given limited resources (one 
example of such a resource constraint is size of the optic nerve. If the retina had foveal 
acuity, the optic nerve would not fit in the space provided). Modeling overt visual search 
(search using eye movements) is a tough problem, even if one restricts the task to simple 
detection of a target in a larger background where eye movements are necessary to find 
the target. To properly model visual search, one needs to know how information obtained 
during one fixation (or information still retained from all previous fixations) is used to 
decide the next fixation location. In order to do this, one needs an accurate detectability 
map for each fixation made. These are precisely the types of d ′  maps generated from the 
RV1 model shown in Figure 30b. Najemnik and Geisler (2005) showed how such d ′
maps could be useful for models of visual search. They derived the optimal eye 
movement strategy (the Bayesian ideal observer) for a visual search task in 1/f noise 
background. Importantly, this derivation first requires knowing a d ′map. In their case, 
the d ′map was the same for all locations in the background because the background was 
statistically speaking homogeneous. However, in the more general case of search in 
natural scenes, the d ′map would have to be separately estimated for each fixation 
location. This is because natural scenes are statistically speaking inhomogeneous from 
region to region (the sky has very different statistical properties than the ground or a 
tree). Generating such d ′maps is precisely where the RV1 model has utility. One 
potential problem with using the RV1 model to generate d ′maps for every possible 
fixation location is that doing so becomes computationally intractable. Even generating a 




to generate a single predicted d ′  or a smaller number of d ′ s, but it cannot quickly 
generate an entire d ′map). However, several studies have shown that one does not need 
to have a complete d ′  map to predict many aspects of visual search performance: the 
concept of a conspicuity area will do. A conspicuity area is simply the region over which 
d ′ exceeds some fixed criterion (Engel 1971; Bloomfield 1972; Geisler & Chou 1995; 
Toet et al. 1998). Studies have shown that conspicuity area predicts the time it takes 
humans to find a target, even for something like a vehicle hidden in a natural scene (Toet 
et al. 1998). This means that the RV1 model may have potential value even by predicting 
an iso- d ′ contour, or the conspicuity area. This is far more computationally tractable than 
entire d ′  maps. In summary, there are many possible applications of the RV1 model that 
should be explored; these range from improved medical diagnosis to camouflage to visual 




Chapter 6: Concluding remarks 
 
In this paper, the Retina-V1 model was introduced. It is a model of target 
detection designed to predict the detectability of any known localized spatial pattern (a 
target) in any arbitrary background at any point in the visual field. The model is practical, 
needing no appreciable time to generate a predicted detection threshold, and it is testable 
across a wide range of conditions. As has been described, there are good opportunities to 
extend the model to even more general conditions and also good opportunities for it to 
produce practical benefits. In its current form, it is restricted to what may seem to be a 
highly restrictive set of conditions: photopic conditions, grayscale images, static images, 
no eye movements allowed, nothing that requires object recognition (there are no 
grouping mechanisms in the model), etc… Nevertheless, it is far more general in its 
scope than competing models. Its primary areas of generality are: 1) the ability to predict 
detectability in natural scenes, and 2) the ability to predict detectability across the visual 
field. The RV1 model was fit to two datasets. For uniform background conditions, we fit 
the model to the ModelFest dataset. There are 43 ModelFest stimuli, and the RV1 model 
predicts the data with an RMS error comparable to competing models. However, unlike 
competing models, the RV1 model is grounded in the known optics, physiology and 
anatomy of the eye. Only the final stage where the retinal ganglion cell outputs are 
pooled to predict d ′  is the model based on ideal observer analysis. The optimal 
parameters for fitting the ModelFest dataset were fixed and used unaltered (except for 
one observer-dependent free parameter) to predict Foley’s dataset, which consists of 
different types of Gabors presented at different retinal eccentricities (ModelFest is for 
foveal detection only), in uniform backgrounds. The RV1 model performed 




components of the RV1 model were tested by fitting the model to data from our own 
experiment. Our experiment tested detectability of three ModelFest targets (one of the 
Gabors, one of the Gaussians and the Edge) in different types of backgrounds (uniform, 
1/f noise, and Gaussianized natural scenes), at 4 different retinal eccentricities. We found 
that threshold contrast power increases as a linear function of background contrast power, 
not just for 1/f noise (previously known), but also for Gaussianized natural scenes. The 
slope of this linear function was found to increase as a function of retinal eccentricity. In 
general, thresholds in 1/f noise and natural backgrounds were similar, though thresholds 
were somewhat greater in natural backgrounds. The RV1 model does a decent job of 
predicting the data. Of all the conditions tested, the only ones where the model did not do 
well was for Gabors presented at 10 degrees eccentricity in all types of backgrounds; the 
predictions are pretty good up to 5 degrees. It remains to be seen how well the model 
does at predicting detectability for many other stimuli presented in various conditions. In 
conclusion, the purpose of this study was to build a foundation for a more general model 
of one small but important area of vision science: target detection. Given the relative 
success of the model on the data tested, and given the relatively clear potential for 
extending the model to include a much wider range of stimuli, one can argue that this 












GENERATION OF THE GANGLION CELL MOSAIC 
First, place a ganglion cell at the center of the fovea. The algorithm then creates 
successive rings of ganglion cells around that location. Begin by defining ,k ng to be the 
kth ganglion cell on ring n. The ganglion cell at the fovea will be 1,1g  (the only ganglion 
cell on ring 1).  Also, define ( ),k nC g  to be the circle centered at ,k ng  with a radius 
(spacing) specified by the equation in Figure 2C (the radius depends on the retinal 
location of ,k ng ). Two rules specify how all ganglion cells on ring n are created given that 
ring n-1 has been completed. For each rule, there is a special case when the fovea is the 
previously created ring. 
 
Rule 1: The first ganglion cell on ring n, 1,ng , is placed at the intersection furthest 
from the fovea between ( )1, 1k nC g − −  and ( ), 1k nC g − , where k is a randomly chosen positive 
integer at most as large as the total number of ganglion cells on ring n-1. The special case 
where n-1=1 (the central ganglion cell) is handled by placing 1,2g  at any randomly 
chosen point on ( )1,1C g . 
  
Rule 2: The kth ganglion cell on ring n, for k>1, is found by first identifying all 
intersections between ( )1,k nC g −  and the circles of all ganglion cells on ring n-1. In the 
special case where n-1=1, there will be only two such intersections, one clockwise and 
the other counter-clockwise from 1,k ng − . In this case, choose the intersection that is 
clockwise from 1,k ng −  as the location for ,k ng . In the more general case where n-1>1, we 




on ring n-1 that lie counter-clockwise from 1,k ng − . The location of ,k ng  is at the 
intersection (within this subset) that is furthest from the fovea.  
GANGLION CELL RECEPTIVE FIELDS 
The center and surround mechanisms at retinal location x are given by: 
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where ⋅  is the Euclidean norm (vector length). 
CORTICAL FILTERS 
The filtering characteristics of cortical neurons are assumed to be described by the 
product of a log Gabor function in spatial frequency (Gaussian on a log spatial frequency 
axis) and a Von Mises function in orientation, where the log Gabor has a spatial 
frequency bandwidth (at half height) of 1.5 octaves and the Von Mises function has an 
orientation bandwidth (at half height) of 40 deg. The form of the functions is as follows: 
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TARGET ENVELOPE 
The envelope of the target was computed by first finding the parameters of a 
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where μ is the mean vector, Σ  is the covariance matrix, and ( ); ,g y u Σ  has a volume of 
1.0.  To obtain the envelope for a given retinal location, we then blurred this Gaussian 
with another Gaussian (of volume 1.0) having the size of the ganglion cell center at that 
retinal location ( )cσ x .  Thus the envelope (which also has a volume of 1.0) is given by 
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