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Abstract
Creation operators are given for the three distinguished bases of the type BCD universal character ring of
Koike and Terada yielding an elegant way of treating computations for all three types in a unified manner.
Deformed versions of these operators create symmetric function bases whose expansion in the universal
character basis, has polynomial coefficients in q with nonnegative integer coefficients. We conjecture that
these polynomials are one-dimensional sums associated with crystal bases of finite-dimensional modules
over quantized affine algebras for all nonexceptional affine types. These polynomials satisfy a Macdonald-
type duality.
© 2006 Elsevier Inc. All rights reserved.
Keywords: Kostka polynomials; Symmetric functions
1. Introduction
1.1. Universal characters of classical type
It is well known that the ring Λ of symmetric functions is the universal character ring of
type A. That is, for every n ∈ Z>0 there is a ring epimorphism Λ → R(GL(n)) from Λ onto the
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sλ to the character of the irreducible GL(n)-module of highest weight λ.
The ring Λ is also the universal character ring for types B , C, and D. Using identities of
Littlewood [11], Koike and Terada constructed two distinguished bases {sλ } and {sλ } of Λ
corresponding to the irreducible characters of the symplectic and orthogonal groups. These two
bases have the same structure constants dλμν .
There is a third basis {sλ } of Λ [9] that also has structure constants dλμν . This basis is im-
plicitly defined in [5] where it was also shown that up to a natural constraint involving Schur
function expansions, the only bases of Λ with structure constants dλμν are the three bases {s♦λ }
for ♦ ∈ { , , }.
1.2. Creation operators
Bernstein’s creation operator Br [26] is a linear endomorphism of Λ. The operators Br
create the Schur basis in the sense that Bλ1Bλ2 · · ·Bλk1 = sλ where λ = (λ1, . . . , λk). The pri-
mary purpose of this paper is to study the creation operators B♦r for the bases {s♦λ } and their
q-analogues B˜♦r . The q-analogues are defined by the general construction of the q-analogue of
any symmetric function operator [25].
1.3. K polynomials
Jing [4] showed that the type A operators B˜r create the modified Hall–Littlewood symmetric
functions, whose Schur function expansion coefficients are the Kostka–Foulkes polynomials.
More generally, there is a parabolic analogue B˜ν of B˜r which yields the generalized Kostka
polynomials [24].
We consider the ♦-analogues of these operators. The operators B˜♦r create symmetric func-
tions, which, when expanded in the basis s♦λ , yield coefficient polynomials dλμ(q) with nonneg-
ative integer coefficients. These polynomials are the same for ♦ ∈ { , , } and are q-analogues
of the multiplicity of the irreducible character χλ in the tensor product
⊗
i V (μiω1) of type Cn
irreducibles indexed by multiples of the first fundamental weight.
One may consider the straightforward parabolic analogue B♦ν of the creation operator B♦r and
its q-analogue B˜♦ν . The operators B˜♦ν yield polynomials that fail to have nonnegative coefficients.
Motivated by considerations detailed below, for each ♦ ∈ { , , } we define an ♦-variant
H♦ν of the type A operator B˜ν . These operators create symmetric functions whose expansion
into the basis s♦λ has coefficients K♦ ∈ Z0[q]. The polynomials K♦ include the polynomials
dλμ(q) as a special case. We show that all K♦ are linear combinations of the dλμ(q) coefficients.
The creation operators give an explicit formula for K♦ in terms of the generalized Kostka
polynomials. The generalized Kostka polynomials satisfy a Macdonald-type duality [18,20]. This
implies a duality for the polynomials K♦ which, as a special case, relates the polynomials K
and K .
1.4. The X = M = K conjecture
Let g be a Kac–Moody Lie algebra of nonexceptional affine type, with derived subalgebra
g′ and simple Lie subalgebra g¯. Let Uq(g) ⊃ U ′q(g) ⊃ Uq(g¯) be the corresponding quantized
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dimensional U ′q(g)-modules W
(k)
s called Kirillov–Reshetikhin (KR) modules. The KR modules
are conjectured to have crystal bases Bk,s . It is expected that all irreducible finite-dimensional
U ′q(g)-modules that have a crystal base, are tensor products of KR-modules. Such modules have
the structure of a graded Uq(g¯)-module. Their graded multiplicities are called one-dimensional
sums X. The above authors also define the fermionic formula M , whose form is suggested by
the Bethe ansatz, and conjecture that X = M .
As the rank of g goes to infinity, the fermionic formula M stabilizes. We call these polynomials
the stable fermionic formulae. Of all the infinite families of affine root systems with distinguished
0 node, there are only four different families of stable fermionic formulae. These four families
M♦ for ♦ ∈ {∅, , , } correspond to the four bases given by the Schur functions s∅λ = sλ and
the bases s♦λ . The family ♦ associated with a given affine root system, is determined by the part
of the Dynkin diagram near the 0 node.
We conjecture that X = M = K for the stable formulae (large rank case). In type A(1)n this
follows by combining the papers [8,19,24]. It is also known to hold for q = 1.
In a separate publication [22] it will be shown that X = K holds for types ♦ ∈ { , } for
tensor factors of the form B1,s using the virtual crystal theory of [16] and a generalization of the
Schensted bijection for oscillating tableaux due to Delest, Dulucq, and Favreau [1].
1.5. Dual bases and affine Kazhdan–Lusztig polynomials
The dual bases to {s♦λ } for ♦ ∈ {∅, , , } with respect to the standard scalar product
are families which are elements of the completion of the ring of symmetric functions. They
are defined as the bases {s♦∗λ } with the property 〈s♦μ , s♦∗λ 〉 = δλμ. This implies that s♦∗λ for
♦ = ∅, , , (respectively) is a Schur function times∏α∈Φ¯+(1 − eα)−1 (with xi = e
i ) where
Φ¯+ are the set of positive roots of types A, B , C, D (respectively) which are not positive roots
of type A. In an interesting connection we find that creation operators for the s♦∗λ bases can also
be used to define linearly independent sets of elements related to the Weyl groups of types An,
Bn, Cn, and Dn which have Lusztig’s weight multiplicity polynomials as change of basis coef-
ficients. These results will be explored further in a separate paper. Since the submission of this
paper, Lecouvey [13] has used a q-analogue of the Jacobi–Trudi determinant to define polyno-
mials which he shows are equal to Lusztig’s q-weight multiplicities for types Cn and Dn. His
determinantal formulae are essentially equivalent to those for the q-analogues of creation opera-
tors for the dual bases s♦∗λ .
1.6. Outline of paper
We begin in Section 2 with the derivation of symmetric function identities using the ‘plethys-
tic’ notation à la Garsia. Section 3 introduces notation for classical root systems and translates
expressions involving root systems into the language of symmetric functions.
In Section 4 we give a plethystic definition for the bases {s♦λ } based on Littlewood’s formulae.
The bases {s♦λ } for ♦ ∈ {∅, , , } are defined as special cases of a single formula involving
skewing (dual to multiplication) operators acting on Schur functions allowing a unified account
of formulas in the rest of the paper. An important advantage of our definition, is that any ho-
momorphism on symmetric functions which transform a basis of one type to another is easily
realized as a substitution on the alphabet of the symmetric function.
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for the bases {s♦λ } in Section 5. These creation operators are used to derive several Jacobi–Trudi
like identities for the distinguished bases, in particular recovering some identities of Weyl and
the determinantal definition of the bases {sλ } and {sλ } given in [10]. We also derive creation
operators for the dual bases to s♦λ .
In Section 6 we study the straightforward q-analogues B˜♦ν of the parabolic creation opera-
tors B♦ν . Section 7 gives the definition of the K polynomials via the ♦-analogues H♦ν of the
parabolic Hall–Littlewood creation operator B˜ν . Section 8 states the X = M = K conjecture.
2. Plethystic notation
Let Λ = F[p1,p2,p3, . . .] be the ring of symmetric functions, graded with pk of degree k over
a field F. We apply the ‘plethystic notation’ to Λ. A plethysm in symmetric functions is a substi-
tution of the monomials of one symmetric function into the variables of another and ‘plethystic
notation’ refers to notation which allows manipulations of sets of variables in symmetric function
identities. We refer the reader to [14] for symmetric function identities and we will introduce all
the necessary additional identities and notation we will use in this section.
Assume that the letters X,Y,Z and W represent sums of monomials with coefficient 1 (e.g.
X = x1 + x2 + x3 + · · ·) and capital letters subscripted by a number such as Zn represent the
finite sum of indeterminates z1 + z2 + · · · + zn. Expressions such as x ∈ X indicate that x is a
single monomial in the multiset of monomials whose sum is X.
The symbol pk is a power sum symmetric function. For X = x1 + x2 + · · · the expression
pk[X] is defined as
pk[X] = xk1 + xk2 + xk3 + · · · =
∑
x∈X
xk
and more generally for any expression in variables X,Y,Z,W, t, q, ε,
pk[expression] = expression with each variable x replaced by xk. (1)
Now for a partition λ = (λ1  λ2  · · · λ(λ)),
pλ[X] = pλ1[X]pλ2 [X] · · ·pλ(λ)[X]
and for f ∈ Λ, where f =∑λ cλpλ, we define f [X] =∑λ cλpλ[X].
The notation (λ) will denote the number of parts of λ and |λ| will represent the sum of the
parts λ1 + λ2 + · · · + λ(λ). In the exposition below, zλ =∏k>0 knk(λ)nk(λ)! where nk(λ) is the
number of parts of size k in the partition λ.
Recall from references such as [14,26] that the symmetric functions are endowed with an
external and internal product and coproduct. On the power sum basis these operations are defined
by pλ · pμ = pλunionmultiμ, Δ(pλ) =∑μunionmultiν=λ pμ ⊗ pν , pλ  pμ = δλμzλpλ and Δ(pλ) = pλ ⊗ pλ.
The operations  and Δ are sometimes referred to as the Kronecker product and coproduct.
The advantage of this addition of plethystic notation to the ring of symmetric functions is that
we can easily consider expressions in several sets of variables and manipulate sets of variables
as if they represented algebraic expressions. These operations naturally encode the product and
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∑
i fi[X]gi[Y ] may be thought of as ele-
ments of ΛX ⊗ ΛY (or simply Λ ⊗ Λ) via the isomorphism ∑i fi[X]gi[Y ] →∑i fi ⊗ gi . For
instance, the expression XY represents a product of these sums of monomials and hence is equal
to
∑
i,j xiyj and it is easily checked using the definition above that pλ[XY ] = pλ[X]pλ[Y ] (rep-
resenting the internal coproduct on Λ) and pλ[X+Y ] =∑μunionmultiν=λ pμ[X]pν[Y ] (representing the
external coproduct).
The expression −X (plethystic negation) has a special meaning: it is the expression Y which
has the property that X + Y = 0. From the defining formula (1) pk[X + Y ] = pk[X] + pk[Y ].
It follows that pk[−X] = −pk[X] since pk[0] = 0 (the empty sum is zero). Similarly X − Y is
the expression Z such that Z + Y = X. Then by (1) pk[X] = pk[Z] + pk[Y ] and pk[X − Y ] =
pk[Z] = pk[X] − pk[Y ].
In particular f [−X] is not the substitution of the variable −x for each variable x in f [X]
because pk[X] with x ∈ X replaced by −x is (−1)kpk[X].
There is sometimes the need to compute the substitution of f [X] with x ∈ X replaced
by −x. Let us denote by ε a variable which is later replaced by the scalar −1. Then pk[εX] =
(−1)kpk[X]. In general f [−εX] = ω(f )[X] where ω(pλ) = (−1)|λ|−(λ)pλ and ω(sλ) = sλt .
Let Λˆ be the completion of Λ consisting of formal sums f0 +f1 +· · · where fi ∈ Λ is homo-
geneous of degree i. Define Ω =∑k0 sk = exp(∑k>0 pk/k) ∈ Λˆ where sk is a Schur function
indexed by a single part k (the kth complete symmetric function in the notation of [14]). Note
that since sk[x] = xk , we have Ω[x] =∑k0 xk = 1/(1 − x). Moreover, since pk[X + Y ] =
pk[X] +pk[Y ] we have Ω[X + Y ] = exp(∑k>0 pk[X]/k +∑k>0 pk[Y ]/k) = Ω[X]Ω[Y ]. We
then derive from these identities and the definition of the plethystic notation,
Ω[X − Y ] =
∏
y∈Y (1 − y)∏
x∈X(1 − x)
=
(∑
r0
(−1)r s(1r )[Y ]
)(∑
r0
sr [X]
)
. (2)
Cauchy’s formula for Ω[XY ] expands the kernel in terms of Schur functions:
Ω[XY ] =
∏
i,j
1
1 − xiyj =
∑
λ
sλ[X]sλ[Y ]. (3)
Λ has a scalar product 〈·,·〉 with respect to which the Schur functions {sλ} are an or-
thonormal basis. The reproducing kernel for this scalar product is Ω[XY ] in the sense that
〈f [X],Ω[XY ]〉 = f [Y ]. Given P [X] ∈ Λ, the skewing operator P [X]⊥ ∈ End(Λ) is the lin-
ear operator that is adjoint to multiplication by P [X] with respect to the scalar product. In other
words, for all P [X] ∈ Λ, 〈P [X]⊥f [X], g[X]〉 = 〈f [X],P [X]g[X]〉 and from this identity we
derive
P [X]⊥(Ω[XY ])= Ω[XY ]P [Y ]. (4)
Taking P [X] = Ω[XZ] and skewing in the X variables, we have
Ω[XZ]⊥(Ω[XY ])= Ω[XY ]Ω[YZ] = Ω[(X +Z)Y ]. (5)
Remark 1. All skewing operations and expressions involving the scalar product in this paper
are done with respect to symmetric functions in the X variables only. Expressions which contain
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Eq. (3), Ω[XY ]⊥ =∑λ sλ[Y ]sλ[X]⊥.
Consider V,W ∈ End(Λ) that do not involve the arbitrary set of variables Y , if V (Ω[XY ]) =
W(Ω[XY ]), then by (3) and by taking the coefficient of sλ[Y ] it holds that V (sλ[X]) =
W(sλ[X]). Since sλ[X] is a basis for Λ, then V = W as elements of End(Λ). Due to the previous
remark we can check using the identities above that for all P [X] ∈ Λ,
Ω[XZ]⊥(P [X])= P [X +Z]. (6)
We compute the commutation of the multiplication operator Ω[XZ] and the skewing operator
Ω[WX]⊥, letting the composite operators act on Ω[XY ]:
Ω[XW ]⊥(Ω[XZ]Ω[XY ])= Ω[XW ]⊥(Ω[X(Y +Z)])
= Ω[(X +W)(Y +Z)]
= Ω[(X +W)Z]Ω[XW ]⊥(Ω[XY ]).
This yields the operator identity
Ω[XW ]⊥ ◦Ω[XZ] = Ω[(X +W)Z] ◦Ω[XW ]⊥. (7)
In particular, for all P [X] ∈ Λ,
Ω[XW ]⊥ ◦ P [X] = P [X +W ] ◦Ω[XW ]⊥. (8)
The comultiplication map Δ :Λ → Λ ⊗ Λ may be computed as follows. Let P ∈ Λ, expand
P [X + Y ] as a sum of products of the form P1[X]P2[Y ]: P [X + Y ] =∑(P ) P1[X]P2[Y ]. Then
Δ(P ) =∑(P ) P1 ⊗ P2.
The adjoint operators P⊥ act on products by [14, Remark I.5.25(d)]
P⊥(QR) =
∑
(P )
P⊥1 (Q)P⊥2 (R). (9)
Given any operator V ∈ End(Λ), one of the authors [25] defined its t-analogue V˜ ∈ End(Λ) by
V˜
(
P [X])= V Y (P [tX + (1 − t)Y ])∣∣
Y→X, (10)
where V Y acts on the Y variables and Y → X is the substitution map.
We now apply the above construction for V = Ω[XZ] ◦ Ω[XW ]⊥. We have that for
P [X] ∈ Λ,
Ω[YZ]Ω[YW ]⊥Y P [tX + (1 − t)Y ]= Ω[YZ]P [tX + (1 − t)(Y +W)].
Then
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P [X])= Ω[XZ]P [tX + (1 − t)(X +W)]
= Ω[XZ]P [X + (1 − t)W ]= Ω[XZ]Ω[XW(1 − t)]⊥P [X].
By linearity, for all P [X],Q[X] ∈ Λ, if V = P [X] ◦Q[X]⊥, then
V˜ = P [X] ◦Q[X(1 − t)]⊥. (11)
For this V , at t = 0 the operator V is recovered:
V˜ |t=0 = P [X] ◦Q[X]⊥ = V. (12)
At t = 1, the operator
V˜ |t=1 = P [X]Q[0] (13)
is multiplication by P [X]Q[0].
For later use we compute the commutation of the operator Ω[s(12)[X]]⊥ with a multiplication
operator.
Proposition 2.
Ω
[
Ws(12)[X]
]⊥ ◦Ω[ZX] = Ω[ZX +Ws(12)[Z]]Ω[W (s(12)[X] +ZX)]⊥. (14)
Proof.
Ω
[
Ws(12)[X]
]⊥(
Ω[ZX]Ω[XY ])
= Ω[Ws(12)[X]]⊥(Ω[(Y +Z)X])
= Ω[(Y +Z)X]Ω[Ws(12)[Y +Z]]
= Ω[(Y +Z)X]Ω[W (s(12)[Y ] + YZ + s(12)[Z])]
= Ω[ZX +Ws(12)[Z]]Ω[XY ]Ω[W (s(12)[Y ] + YZ)]
= Ω[ZX +Ws(12)[Z]](Ω[W (s(12)[X] +ZX)]⊥(Ω[XY ])). 
3. Root systems and characters
In this section we fix notation for the root systems of classical type.
Consider a root system Φ of types An−1, Bn, Cn, or Dn, coming from the Lie group GLn,
O2n+1, Sp2n, or O2n, respectively. We use GLn instead of SLn for convenience.
Let I = {1,2, . . . , n− 1} for type An−1 and I = {1,2, . . . , n} for types Bn, Cn, Dn. Let 
i be
the ith standard basis vector of Zn. A set of simple roots Δ = {αi | i ∈ I } can be given by
Δ =
⎧⎪⎨
⎪⎩
{αi = 
i − 
i+1 | 1 i  n− 1} for type An−1,
{αi = 
i − 
i+1 | 1 i  n− 1} ∪ {αn = 
n} for type Bn,
{αi = 
i − 
i+1 | 1 i  n− 1} ∪ {αn = 2
n} for type Cn,
{αi = 
i − 
i+1 | 1 i  n− 1} ∪ {αn = 
n−1 + 
n} for type Dn.
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E = {v ∈ Rn | 〈v, 
〉 = 0} where 
 = (1,1, . . . ,1) ∈ Rn. For types Bn, Cn, Dn, E = Rn.
The simple coroots {α∨i | i ∈ I } ⊂ E are defined by α∨i = 2〈αi ,αi 〉αi for i ∈ I , where 〈·,·〉 is the
standard scalar product on Rn.
The fundamental weights {ωi | i ∈ I } ⊂ E∗ are defined by the condition that they be a dual
basis to the coroot basis of E with respect to the standard scalar product on Rn. The weight lattice
is defined by P =⊕i∈I Zωi ⊂ E∗ and the dominant weights are given by P+ =⊕i∈I Z0ωi .
In type An−1, E∗ ∼= Rn/R
. For types Bn, Cn, Dn we shall make the identification E∗ = E.
The dominant weights are given by
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
{ωi = (1i ,0n−i ) mod R
 | 1 i  n− 1} for type An−1,
{ωi = (1i ,0n−i ) | 1 i  n− 1} ∪ {ωn = (1/2)
} for type Bn,
{ωi = (1i ,0n−i ) | 1 i  n− 1} ∪ {ωn = 
} for type Cn,
{ωi = (1i ,0n−i ) | 1 i  n− 2}
∪ {ωn−1 = ((1/2)n−1,−1/2),ωn = (1/2)
} for type Dn.
For i ∈ I let si ∈ GL(E) be the linear map given by the reflection through the hyperplane
orthogonal to αi : si(λ) = λ − 〈λ,α∨i 〉αi for i ∈ I and λ ∈ E. The Weyl group W is the group
generated by {si | i ∈ I }. For type An−1, W is the symmetric group Sn on n symbols. For types
Bn and Cn, W is the hyperoctahedral group of signed permutations on n symbols. For type Dn W
is the subgroup of the hyperoctahedral group on n symbols consisting of the signed permutations
with an even number of negative signs.
The root system Φ is the W -orbit of Δ in E. The set Φ+ of positive roots is defined by
Φ+ = {α ∈ Φ | 〈α,ωi〉 0 for all i ∈ I}.
Explicitly
Φ+ =
⎧⎪⎨
⎪⎩
{
i − 
j | 1 i < j  n} for type An−1,
{
i ± 
j | 1 i < j  n} ∪ {
i | 1 i  n} for type Bn,
{
i ± 
j | 1 i < j  n} ∪ {2
i | 1 i  n} for type Cn,
{
i ± 
j | 1 i < j  n} for type Dn.
Let ρ = 12
∑
α∈Φ+ α =
∑
i∈I ωi . Explicitly
ρ =
⎧⎪⎨
⎪⎩
(n− 1, n− 2, . . . ,1,0) mod R
 for type An−1,
(1/2)(2n− 1,2n− 3, . . . ,3,1) for type Bn,
(n,n− 1, . . . ,2,1) for type Cn,
(n− 1, n− 2, . . . ,1,0) for type Dn.
Let Z[P ] be the group Z-algebra of the weight lattice, with Z-basis eλ for λ ∈ P . The Weyl
group W acts on P and therefore on Z[P ]. Let J =∑w∈W ε(w)w be the W -antisymmetrization
operator on Z[P ]. Define the linear map π on Z[P ] by πf = J (eρ)−1J (eρf ).
The Weyl character formula says that the character χλ of the irreducible module of highest
weight λ ∈ P+, is given by
χλ = π(eλ). (15)
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χλ = ε(w)χw(λ+ρ)−ρ. (16)
It follows that χλ = 0 if and only if λ+ρ has trivial stabilizer in W . In this case there is a unique
w ∈ W such that w(λ+ ρ) ∈ P+. Thus χλ is either zero or an irreducible character, up to sign.
The Weyl denominator (up to the factor e−ρ ) is defined by
∏
α∈Φ+
(
1 − e−α)= e−ρJ (eρ). (17)
Let zi = e
i for 1 i  n, Z = Zn = (z1, z2, . . . , zn), z∗i = z−1i , and Z∗ = (z∗1, z∗2, . . . , z∗n). Then
the Weyl denominator and their determinantal forms for these four cases is given in our notation
as
RA(Z) = R(Z) =
∏
1i<jn
(
1 − zj z∗i
)= det∣∣zi−ji ∣∣,
RB(Z) = R(Z)Ω[−f [Z∗]]= det∣∣zi−ji − zi+j−1i ∣∣,
RC(Z) = R(Z)Ω[−f [Z∗]]= det∣∣zi−ji − zi+ji ∣∣,
RD(Z) = R(Z)Ω[−f [Z∗]]= 1
2
det
∣∣zi−ji + zi+j−2i ∣∣, (18)
where we have defined
f∅[X] = 0,
f [X] = s1[X] + s(12)[X],
f [X] = s2[X],
f [X] = s(12)[X]. (19)
Explicitly s1[Z∗] =∑i z∗i , s(12)[Z∗] =∑i<j z∗i z∗j and s2[Z∗] =∑ij z∗i z∗j . Along with Eq. (2),
we may arrive at other expressions for RA(Z), RB(Z), RC(Z), RD(Z) but for manipulations we
have chosen to express them as symmetric function identities.
We shall only consider characters χλ where λ ∈ Zn ∩ P+ using the above realizations of P .
The character χλ :G → C, defined by the trace of the action of g ∈ G on the highest weight
module V λ of G, is a symmetric polynomial function in the eigenvalues of g. A typical element
of the group G has eigenvalues of the form
⎧⎨
⎩
(z1, . . . , zn) for G = GLn,
(z1, . . . , zn,1, z−11 , . . . , z−1n ) for G = O2n+1,
(z1, . . . , zn, z
−1
1 , . . . , z
−1
n ) for G = Sp2n or O2n.
(20)
The value of χλG(g) only depends on Zn = (z1, z2, . . . , zn) so we will write χλG(g) = χλG(Zn)
where χλG can be thought of as a symmetric function in the appropriate set of variables from
Eq. (20).
42 M. Shimozono, M. Zabrocki / Journal of Algebra 299 (2006) 33–614. Bases of symmetric functions
We consider four bases of the algebra Λ of symmetric functions. The first is the basis {sλ} of
Schur functions.
For ♦ ∈ {∅, , , }, define the symmetric function
s
♦
λ [X] = Ω[−f♦]⊥sλ[X] (21)
with f♦ as in (19). All of the families {s♦λ } are bases of Λ, due to the inverse formula
sλ[X] = Ω[f♦]⊥s♦λ [X]. (22)
The explanation for the notation is given by (23) below. Let P♦ be the set of partitions that can be
tiled using the shape ♦ without changing the orientation of the tile ♦. In other words, P∅ = {∅}
is the singleton set containing the empty partition, P is the set of all partitions, P is the set
of partitions with even rows, and P is the set of partitions with even columns.
Littlewood [11, (11.9)] gives the Schur function expansions of Ω[±f♦]:
Ω[f♦] =
∑
λ∈P♦
sλ[X], (23)
Ω[−f ] =
∑
μ=(α1,...,αp |α1−1,...,αp−1)
(−1)|μ|/2sμ[X] =
∏
i<j
1 − xixj , (24)
Ω[−f ] =
∑
μ=(α1−1,...,αp−1|α1,...,αp)
(−1)|μ|/2sμ[X] =
∏
ij
1 − xixj , (25)
Ω[−f ] =
∑
μ=μt
(−1)(|μ|+d(μ))/2sμ[X] =
∏
i<j
1 − xixj
∏
i
1 − xi, (26)
where (α|β) is Frobenius’ notation for a partition and d(μ) is the size of the largest diagonal in
the Ferrers diagram of μ.
We now explain how Littlewood’s Cauchy identities lead directly to the universal characters
of Koike and Terada, which are symmetric functions which specialize to characters of classical
groups.
In the notation of Section 3, Littlewood [11, (11.8;2)] showed that the values of the irreducible
characters2 χλ of the classical groups satisfy the Cauchy-type identities
∑
(λ)n
χλSp(2n)(Zn)χ
λ
GL(n)(Yn)
∏
1i<jn
(1 − yiyj )−1
=
∑
(λ)n
χλGL(2n)
(
Zn +Z∗n
)
χλGL(n)(Yn), (27)
2 The character χλ
O(n)
is the character of SO(n) obtained by restricting an irreducible character of O(n) to SO(n). It is
either an SO(n)-irreducible or the sum of two SO(n)-irreducibles which are related by the automorphism of the Dynkin
diagram that exchanges the spin nodes [10].
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(λ)n
χλO(2n+1)(Zn)χ
λ
GL(n)(Yn)
∏
1ijn
(1 − yiyj )−1
=
∑
(λ)n
χλGL(2n+1)
(
Zn + 1 +Z∗n
)
χλGL(n)(Yn), (28)
∑
(λ)n
χλO(2n)(Zn)χ
λ
GL(n)(Yn)
∏
1ijn
(1 − yiyj )−1
=
∑
(λ)n
χλGL(2n)
(
Zn +Z∗n
)
χλGL(n)(Yn). (29)
For each λ, replacing the eigenvalues (20) in χλG by formal variables and taking the (inverse)
limit as n → ∞, one has a limit of symmetric polynomials converging to a symmetric function.
These limiting symmetric functions are the universal characters of Koike and Terada.3 Denote
them by χλSp, χ
λ
O(odd), and χ
λ
O(even), respectively. The limits of (27), (28), and (29) are given by
∑
λ
χλSp[X]sλ[Y ]Ω
[
f [Y ]]= Ω[XY ], (30)
∑
λ
χλO(odd)[X]sλ[Y ]Ω
[
f [Y ]]= Ω[XY ], (31)
∑
λ
χλO(even)[X]sλ[Y ]Ω
[
f [Y ]]= Ω[XY ]. (32)
On the other hand, we have
∑
λ
s
♦
λ [X]sλ[Y ] = Ω
[−f♦[X]]⊥Ω[XY ] = Ω[XY ]Ω[−f♦[Y ]]
by (21), (3), and (4). Multiplying by Ω[f♦[Y ]] we have
∑
λ
s
♦
λ [X]sλ[Y ]Ω
[
f♦[Y ]
]= Ω[XY ]. (33)
From this it follows that
χλSp = sλ ,
χλO(odd) = χλO(even) = sλ (34)
and that [10, Proposition 2.2.1]
3 See Section 5.3 for the determinantal definition in [10] of the universal characters.
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[
Zn +Z∗n
]= χλSp(2n)(Zn),
sλ
[
Zn + 1 +Z∗n
]= χλO(2n+1)(Zn),
sλ
[
Zn +Z∗n
]= χλO(2n)(Zn). (35)
By Proposition 3 below, we also have sλ [Zn + 1 + Z∗n] = χλSp(2n)(Zn). Proctor’s odd sym-
plectic group Sp2n+1 [17], which is neither simple nor reductive, has an indecomposable rep-
resentation with trace χλ, which restricted to elements g ∈ Sp2n+1 of determinant 1, satisfies
χλ(g) = sλ [Z + 1 +Z∗].
We introduce notation for the linear maps that change among the bases {s♦λ } for various ♦. In
plethystic formulae let ε represent a variable that has been specialized to the scalar −1. We will
consider ε a special element with the property ε2 = 1 and
Ω[εX − εY ] =
∏
y∈Y (1 + y)∏
x∈X(1 + x)
. (36)
For ♦,♥ ∈ {∅, , , } define the linear isomorphism i♥♦ :Λ → Λ by
i
♥
♦
(
s
♦
λ [X]
)= s♥λ [X] (37)
for all λ. It is given by
i
♥
♦ = Ω[f♦ − f♥]⊥. (38)
Proposition 3. For all P ∈ Λ,
i P [X] = P [X − 1], i P [X] = P [X + 1], (39)
i P [X] = P [X − 1 − ε], i P [X] = P [X + 1 + ε], (40)
i P [X] = P [X − ε], i P [X] = P [X + ε]. (41)
Proof. We have
Ω[f − f ] = Ω[−X], (42)
Ω[f − f ] = Ω[−p2[X]]= ∏
x∈X
(
1 − x2)= Ω[−(1 + ε)X]. (43)
All of the formulae follow from these and (6). 
In particular, since substitution maps are algebra homomorphisms, one has the following re-
sult, which was obtained in [10, Theorem 2.3.4] for the pair and .
Corollary 4. i♥ is an algebra isomorphism for ♦,♥ ∈ { , , }.♦
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s♦μ [X]s♦ν [X] =
∑
λ
♦cλμνs
♦
λ [X]. (44)
The coefficient ∅cλμν is the ordinary Littlewood–Richardson coefficient cλμν . By Corollary 4, the
other three sets of structure constants coincide (this is proved in [10] for and ); call this
common structure constant dλμν .
Kleber [5] showed that the three bases {s♦λ } for ♦ ∈ { , , } are the unique bases with this
property, assuming a certain kind of expansion in terms of Schur functions.
Theorem 5. [5] Suppose {vλ} is a basis of the ring of symmetric functions such that
vμvν =
∑
λ
dλμνvλ (45)
for all μ,ν and that
sλ ∈ vλ +
∑
μ<λ
Z0vμ, (46)
where μ λ means that μ1 + · · · + μi  λ1 + · · · + λi for all i (but μ and λ need not have the
same number of cells). Then {vλ} must be one of the bases {sλ }, {sλ }, or {sλ }.
Example 6. The element s♦(433) is expanded in the Schur basis for ♦ ∈ { , , }. Each Schur
function is represented by the diagram for the partition indexing it. These expansions may com-
puted by (21), (24)–(26) and the Littlewood–Richardson rule.
s(433) = − − + + +
− − − + ,
s(433) = − − + + − ,
s(433) = − − + + + − −
− − + + + − − + . (47)
The structure constants dλμν can be expressed in terms of the Littlewood–Richardson coeffi-
cients cλμν , using the Newell–Littlewood formula, which we rederive here.
Proposition 7. ([9, Theorem 7.5], [12,15])
dλμν =
∑
ρ,σ,τ∈P
cμρτ c
ν
στ c
λ
ρσ . (48)
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dλμν =
〈
sμsν , sλ
〉= 〈Ω[s(12)[X]]⊥(sμsν ), sλ〉
=
∑
τ
〈(
Ω
[
s(12)[X]
]⊥
sτ [X]⊥sμ
)(
Ω
[
s(12)[X]
]⊥
sτ [X]⊥sν
)
, sλ
〉
=
∑
τ
〈(
s⊥τ sμ
)(
s⊥τ sν
)
, sλ
〉=∑
τ
〈sμ/τ sν/τ , sλ〉
=
∑
ρ,σ,τ
cμρτ c
ν
στ c
λ
ρσ .  (49)
Corollary 8. dλμν is symmetric in its three arguments.
The next result is an immediate corollary of Proposition 7 and the transpose symmetry of
Littlewood–Richardson coefficients
cλ
t
μt νt = cλμν. (50)
Equation (50) is equivalent to saying that the involution
ω :Λ → Λ,
ω(sλ) = sλt , (51)
an algebra isomorphism. This implies the following corollary (see [10, Theorem 2.3.4]).
Corollary 9. dλtμt νt = dλμν .
Proposition 10. [10, Theorem 2.3.2]
ω
(
s
♦
λ
)= s♦t
λt
, (52)
where ∅t = ∅, t = , t = , and t = .
Proof. ω ◦ Ω[−f♦[X]] = Ω[−f♦t [X]] ◦ ω by (24)–(26). It follows that ω ◦ Ω[−f♦[X]]⊥ =
Ω[−f♦t [X]]⊥ ◦ω. Hence
ω
(
s
♦
λ [X]
)= ω ◦Ω[−f♦[X]]⊥sλ[X] = Ω[−f♦t [X]]⊥ωsλ[X] = s♦tλt [X]. 
5. Creation operators for the bases s♦λ and determinants
5.1. The Schur basis
The Schur functions {sλ | λ ∈ P} are the unique family of symmetric functions indexed by
partitions, which for λ = (r) are given by
sr [X] =
{
sr [X] if r ∈ Z0,
0 otherwise, (53)
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sλ[X] = det
∣∣sλi−i+j [X]∣∣1i,j(λ), (54)
where (λ) is the number of parts of λ. We may also define sν[X] for ν ∈ Zn using (53) and (54).
It follows that for all w in the symmetric group W = Sn,
sν[X] = ε(w)sw(ν+ρ)−ρ[X], (55)
where ρ = (n− 1, n− 2, . . . ,1,0) ∈ Zn.
We now recall the creation operators for the Schur basis. Bernstein’s operators {Br | r ∈ Z} ⊂
End(Λ) are defined by the generating function
B(z) =
∑
r∈Z
Brz
r = Ω[zX]Ω[−z∗X]⊥, (56)
where z∗ = 1/z. For ν ∈ Zn, define
Bν = Bν1 ◦Bν2 ◦ · · · ◦Bνn ∈ End(Λ).
We claim that
Bν1 = sν[X]. (57)
The proof is included since the proofs for the other bases s♦λ are very similar.
This result follows from a formula for the composition of Bernstein operators. Let Z = z1 +
z2 + · · · + zn and Z∗ = z∗1 + · · · + z∗n. Define
B(Z) =
∑
ν∈Zn
zνBν = B(z1) · · ·B(zn). (58)
We have
B(z)B(w) = Ω[zX]Ω[−z∗X]⊥Ω[wX]Ω[−w∗X]⊥
= Ω[zX]Ω[w(X − z∗)]Ω[−z∗X]⊥Ω[−w∗X]⊥
= Ω[−wz∗]Ω[(z+w)X]Ω[−(z∗ +w∗)X]⊥. (59)
Iterating (59) yields
B(Z) = R(Z)Ω[ZX] ◦Ω[−Z∗X]⊥. (60)
Rewriting R(Z) = det|zi−ji |1i,jn and then applying B(Z) to 1 ∈ Λ and taking the coefficient
at zν , we have that
Bν1 = Ω[ZX]det
∣∣zi−ji ∣∣1i,jn
∣∣
zν
= det∣∣sνi−i+j [X]∣∣1i,jn = sν[X]. (61)
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Define the operators B♦ν ∈ End(Λ) by
B♦(Z) =
∑
ν∈Zn
zνB♦ν = i♦∅ ◦B(Z) ◦ i∅♦ . (62)
It follows from (57) and (37) that
B♦ν1 · · ·B♦νn1 = B♦ν 1 = s♦ν [X]. (63)
The operator B♦(Z) has the following plethystic formula.
Proposition 11. For ♦ ∈ { , , },
B♦(Z) = R(Z)Ω[−f♦[Z]]Ω[ZX]Ω[−(Z +Z∗)X]⊥. (64)
Proof. First let ♦ = . By (60) and (14) with W = −1 (the plethystic negation of the plethystic
expression 1), we have
B (Z) = i
∅
B(Z)i
∅
= Ω[−s(12)[X]]⊥R(Z)Ω[ZX]Ω[−Z∗X]⊥Ω[s(12)[X]]⊥
= R(Z)Ω[−s(12)[Z]]Ω[ZX]Ω[−ZX]⊥Ω[−Z∗X]⊥
= R(Z)Ω[−f [Z]]Ω[ZX]Ω[−(Z +Z∗)X]⊥.
Next let ♦ = .
B (Z) = i B (Z)i
= Ω[−X]⊥R(Z)Ω[−f [Z]]Ω[ZX]Ω[−(Z +Z∗)X]⊥Ω[X]⊥
= R(Z)Ω[−s(12)[Z]]Ω[Z(X − 1)]Ω[−(Z +Z∗)X]⊥
= R(Z)Ω[−f [Z]]Ω[ZX]Ω[−(Z +Z∗)X]⊥.
The proof for ♦ = is similar. 
It follows that
B (Z) = Ω[−Z]B (Z), (65)
B (Z) = Ω[−(1 + ε)Z]B (Z). (66)
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Recall that the Schur functions satisfy the Jacobi–Trudi identity (54). The other three bases
satisfy a common determinantal formula due to Weyl for s and s . Koike and Terada [10] use
(67) and (68) as the definition of the universal character for ♦ ∈ { , }.
Proposition 12. For ♦ ∈ { , , } the basis {s♦λ | λ ∈ P} of Λ is characterized by
sr = sr ,
sr = sr − sr−1,
sr = sr − sr−2, (67)
for r ∈ Z and
s
♦
λ =
1
2
det
∣∣s♦λi−i+j + s♦λi−i−j+2
∣∣
1i,j(λ). (68)
Proof. Take n = (λ). Using the formula for RD(Zn) in (18), Proposition 11 for ♦ = , applying
B (Z) to 1 ∈ Λ and taking the coefficient at zν for ν ∈ Zn we have that
sν = B (Z)1|zν
= 1
2
Ω[ZX]det∣∣zi−ji + zi+j−2i ∣∣∣∣zν
= 1
2
det|sνi−i+j + sνi+i+j−2|.
This proves the formula for ♦ = . For ♦ ∈ { , } apply the algebra isomorphism i♦. 
5.4. Kernels
The Cauchy element Ω =∑n0 sn naturally plays a role in the generating function for the
structure coefficients of the ring of symmetric functions. Combining the identities sλ[X + Y ] =∑
μ,ν c
λ
μνsμ[X]sν[Y ] and
Ω[XY ] =
∑
λ
sλ[X]sλ[Y ], (69)
one obtains a generating function for all of the LR coefficients:
Ω
[
X(Y +Z)]= ∑
λ,μ,ν
cλμνsλ[X]sμ[Y ]sν[Z].
Similarly we have sλ[XY ] =∑μ,ν kλμνsμ[X]sν[Y ] where kλμν are the Kronecker coefficients
arising in the expression sλsμ =∑ν kλμνsν where pλ  pμ = δλμ pλ . The coefficients kλμν arezλ zμ zλ
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of the symmetric group. Substituting YZ for Y in Eq. (69) yields
Ω[XYZ] =
∑
λ,μ,ν
kλμνsλ[X]sμ[Y ]sν [Z].
The structure coefficients dλμν satisfy the following property.
Proposition 13.
Ω[XY +XZ + YZ] =
∑
λ,μ,ν
dλμνsλ[X]sμ[Y ]sν[Z]. (70)
Proof.
Ω[XY +XZ + YZ] =
∑
α,β,τ
sα[X]sα[Y ]sβ [X]sβ [Z]sτ [Y ]sτ [Z]
=
∑
α,β,τ,λ,μ,ν
cλαβc
μ
ατ c
ν
βτ sλ[X]sμ[Y ]sν[Z]
=
∑
λ,μ,ν
dλμνsλ[X]sμ[Y ]sν[Z]. 
Both the left- and right-hand side of the above expression are independent of ♦ ∈ { , , }
and yet the coefficients dλμν appear in this expression. It turns out that this is only because the
kernel Ω[XY +XZ + YZ] is common to all three bases as we show in the following corollary.
Lemma 14.
f♦[X + Y ] = f♦[X] +XY + f♦[Y ].
Proof. Notice that s(12)[X + Y ] = s(12)[X] +XY + s(12)[Y ], s2[X + Y ] = s2[X] +XY + s2[Y ]
and s1[X+Y ]+s(12)[X+Y ] = s1[X]+s1[Y ]+s(12)[X]+XY +s(12)[Y ]. Therefore the statement
holds for each ♦ ∈ { , , }. 
Using (4) the bases s♦λ [X] are dual to the functions s♦∗λ [X] := Ω[f♦[X]]sλ[X]:
〈
s
♦∗
λ [X], s♦μ [X]
〉= 〈Ω[f♦[X]]sλ[X],Ω[−f♦[X]]⊥sμ[X]〉
= 〈Ω[−f♦[X]]Ω[f♦[X]]sλ[X], sμ[X]〉
= 〈sλ[X], sμ[X]〉= δλμ.
Note that s♦∗λ [X] are elements of the completion Λˆ of the ring symmetric functions. The expan-
sion of s♦∗[X] in the Schur basis can be computed using (23).λ
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Ω
[
f♦[X + Y +Z]
]= ∑
λ,μ,ν
dλμνs
♦∗
λ [X]s♦∗μ [X]s♦∗ν [X].
Proof. From the previous lemma,
Ω
[
f♦[X + Y ]
]= Ω[XY ]Ω[f♦[X]]Ω[f♦[Y ]]=∑
λ
s
♦∗
λ [X]s♦∗λ [Y ].
In addition we have
Ω
[
f♦[X + Y +Z]
]= Ω[f♦[X] + f♦[Y ] + f♦[Z] +XY +XZ + YZ]
= Ω[f♦[X] + f♦[Y ] + f♦[Z]] ∑
λ,μ,ν
dλμνsλ[X]sμ[Y ]sν[Z]
=
∑
λ,μ,ν
dλμνs
♦∗
λ [X]s♦∗μ [Y ]s♦∗ν [Z]. 
6. Hall–Littlewood symmetric functions and analogues
6.1. Deformed Schur basis
Define
B˜(Z) =
∑
ν∈Zn
zνB˜ν, (71)
where B˜ν is the t-analogue of Bν from Eq. (10). This is the “parabolic modified” analogue of
Jing’s Hall–Littlewood creation operator. It was studied in [24], where it is denoted by Htν . By
(60) and (11),
B˜(Z) = R(Z)Ω[ZX]Ω[(t − 1)Z∗X]⊥. (72)
Let Z(1), . . . ,Z(L) be a family of finite ordered alphabets and R1 through RL be partitions such
that the number of parts of Rj is equal to the number of letters in Z(j) for all j . Define the
symmetric functions BR[X; t] and polynomials cλ;R(t) by
B˜R1 · · · B˜RL1 = BR[X; t] =
∑
λ
sλ[X]cλ;R(t). (73)
The cλ;R(t) are the generalized Kostka polynomials of [23], as proved in [24].
By (12) and (57) we have
BR[X;0] = BR1 · · ·BRL1 = s(R1,...,RL)[X], (74)
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partitions Rj . By (13) and (57) we have
BR[X;1] = sR1 [X] · · · sRL[X]. (75)
Example 16. For R = ( , , ) we have
BR[X; t] = + t + t +
(
t2 + t) + t2
+ (t3 + t2) + t3 + t4 . (76)
6.2. Deformed s♦λ basis
Let B˜♦ν be the t-analogue of B♦ν . For ♦ ∈ { , , } define
B˜♦(Z) =
∑
ν∈Zn
zνB˜♦ν . (77)
By (11), Proposition 11, (65) and (66),
B˜ (Z) = R(Z)Ω[−s(12)[Z]]Ω[ZX]Ω[(Z +Z∗)(t − 1)X]⊥,
B˜ (Z) = B˜ (Z)Ω[−Z],
B˜ (Z) = B˜ (Z)Ω[−(1 + ε)Z]. (78)
For a sequence of partitions R = (R1,R2, . . . ,RL), define the symmetric function B♦R[X; t] and
the polynomials d♦λR(t) by
B
♦
R[X; t] = B˜♦R1B˜♦R2 · · · B˜♦RL1 =
∑
λ
d
♦
λR(t)s
♦
λ . (79)
By (12), (13), (74), (75), and (62) we have
B
♦
R[X;0] = s♦(R1,R2,...,RL)[X], (80)
B
♦
R[X;1] = s♦R1[X]s♦R2 [X] · · · s♦RL[X]. (81)
Theorem 17. d♦λR(t) is constant over ♦ ∈ { , , }.
Proof. This follows from the fact that the t-analogue operation commutes with the change of
basis operations between the kinds { , , }, when acting on B˜ (Z). By Propositions 3 and 11
we have
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Ω
[−p2[X]]⊥B˜ (Z)Ω[p2[X]]⊥ = Ω[−(1 + ε)Z]B˜ (Z) = B˜ (Z). (83)
That is,
B [X; t] = Ω[−X]⊥B [X; t] =
∑
λ
dλR(t)i sλ =
∑
λ
dλR(t)sλ ,
and
B [X; t] = Ω[−p2[X]]⊥B [X; t] =∑
λ
dλR(t)i sλ =
∑
λ
dλR(t)sλ .
Taking the coefficient of sλ and sλ in these last two equations implies that dλR(t) = dλR(t) =
dλR(t). 
Let us call these polynomials dλR(t). An important special case is when R consists of single-
rowed rectangles of sizes given by the partition μ; in this case write dλμ(t) instead of dλR(t).
Theorem 18. dλμ(t) ∈ Z0[t].
These polynomials appear again in Proposition 25 and it is a consequence of this proposition
and Eq. (91) that provides a proof of this theorem.
Example 19. We present an example of the symmetric functions created by these operators.
Let μ = (3,2,1). For ♦ ∈ { , , }, we will represent the function s♦λ by the diagram for the
partition λ superscripted by ♦. Notice that our example is independent of ♦.
B
♦
μ [X; t] =
♦
+ t ♦ + t
♦
+ (t2 + t) ♦ + (t2 + t3) ♦
+ t4 ♦ + (t2 + t) ♦ + t ♦ + (2t2 + t + t3) ♦
+ (t4 + t2 + t3) ♦ + (t2 + t3) ♦ + (t4 + t2 + t3) ♦ + t4.
One might expect that dλR(t) ∈ Z0[t] if the sequence (R1,R2, . . . ,RL) is a partition, since this
conjecture has been made for ♦ = ∅ [24]. An example where this fails to be the case is R1 = (3),
R2 = (2,2) and R3 = (1) and ♦ = . There the coefficient of s(1,1) is t5 + t3 − t4.
We now give a more explicit formula for dλμ(t). Iterating in a manner similar to (59), we have
B˜ (z1) · · · B˜ (zn) = B˜ (z1, . . . , zn)
∏
1i<jn
Ω
[
tzj
(
zi + z∗i
)]
. (84)
Let us apply both sides to the element 1 ∈ Λ and take the coefficient at zμ. Let n be the number
of parts of the partition μ and let Π be the above product over i < j . We have
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[−s(12)[Z]]Ω[ZX]Π |zμ
= R(Z)Ω[−s(12)[X]]⊥Ω[ZX]Π |zμ
= R(Z)Π
∑
λ∈Pn
sλ[Z]sλ [X]|zμ .
Taking the coefficient of sλ [X] for λ ∈Pn and using ρ and J of type An−1 we have
dλμ(t) = z−ρJ
(
zρ
)
sλ[Z]Π |zμ = J
(
zλ+ρ
)
Π |zμ+ρ
=
( ∑
w∈Sn
ε(w)zw(λ+ρ)Π
)∣∣∣∣
zμ+ρ
=
∑
w∈Sn
(
ε(w)Π |zμ+ρ−w(λ+ρ)
)
.
Replacing each letter in Z by its reciprocal, we have
dλμ(t) =
∑
w∈Sn
ε(w)
∏
1i<jn
Ω
[
tz∗j
(
zi + z∗i
)]∣∣
zw(λ+ρ)−(μ+ρ) . (85)
The product of geometric series can be expanded to obtain a formula resembling Lusztig’s
t-analogue of weight multiplicity. We also note that
dλμ(t) =
∑
w∈Sn
ε(w)zμ+ρ
∏
1i<jn
Ω
[
tz∗j
(
zi + z∗i
)]∣∣
zw(λ+ρ)
= J
(
zμ+ρ
∏
1i<jn
Ω
[
tz∗j
(
zi + z∗i
)])∣∣∣∣
zλ+ρ
= J−1(zρ)J
(
zμ+ρ
∏
1i<jn
Ω
[
tz∗j
(
zi + z∗i
)])∣∣∣∣
sλ[Z]
.
7. Parabolic Hall–Littlewood operators and analogues
For each ♦ ∈ {∅, , , } we define a variant of the same parabolic Hall–Littlewood creation
operator. These will be the creation operators for the universal affine characters.
7.1. Definition of operators
Write B˜♦
t2
(Z) for B˜♦(Z) with t replaced by t2. Let
H♦(Z) =
∑
ν∈Zk
zνH♦ν = Ω
[
f♦[tX] − f♦[X]
]⊥
B˜t2(Z)Ω
[
f♦[X] − f♦[tX]
]⊥
. (86)
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H♦(Z) = Ω[f♦[tZ]]B˜♦t2 (Z). (87)
Proof. There is nothing to prove for ♦ = ∅. Consider ♦ = . By Proposition 2 with W = t2 −1,
Ω
[(
t2 − 1)s(12)[X]]⊥Ω[ZX]Ω[(1 − t2)s(12)[X]]⊥
= Ω[ZX]Ω[(t2 − 1)s(12)[Z]]Ω[(t2 − 1)ZX]⊥.
Using (72) and (78) we have
H (Z) = Ω[(t2 − 1)s(12)[X]]⊥R(Z)Ω[ZX]Ω[(t2 − 1)Z∗X]⊥Ω[(1 − t2)s(12)[X]]⊥
= R(Z)Ω[ZX]Ω[(t2 − 1)s(12)[Z]]Ω[(t2 − 1)(Z +Z∗)X]⊥
= Ω[t2s(12)[Z]]B˜t2(Z).
Next let ♦ = . We have
H (Z) = Ω[(t2 − 1)p2[X]]⊥H (Z)Ω[(1 − t2)p2[X]]⊥
= Ω[(t − 1)(1 + ε)X]⊥Ω[(t2 − 1)s(12)[Z]]R(Z)Ω[ZX]
×Ω[(t2 − 1)(Z +Z∗)X]⊥Ω[(1 − t)(1 + ε)X]⊥
= Ω[(t2 − 1)s(12)[Z]]R(Z)
×Ω[Z(X + (t − 1)(1 + ε))]Ω[(t2 − 1)(Z +Z∗)X]⊥
= Ω[t2s2[Z]]Ω[−p2[Z]]B˜t2(Z)
= Ω[t2s2[Z]]B˜t2 (Z).
Finally, for ♦ = we have
H (Z) = Ω[(t − 1)X]⊥H (Z)Ω[(1 − t)X]⊥
= R(Z)Ω[(t2 − 1)s(12)[Z]]Ω[Z(X + (t − 1))]Ω[(t2 − 1)(Z +Z∗)X]⊥
= Ω[(t − 1)Z]Ω[t2s(12)[Z]]B˜t2(Z)
= Ω[tZ + t2s(12)[Z]]B˜t2(Z). 
Let R = (R1,R2, . . . ,RL) be a sequence of partitions. For ♦ ∈ {∅, , , } define H♦R[X; t]
and K♦
λ;R(t) by
H
♦
R[X; t] =
∑
K
♦
λ;R(t)s
♦
λ [X] = H♦R1H♦R2 · · ·H♦RL1. (88)λ
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and t = 1, for all ♦,
H
♦
R[X;0] = s♦(R1,R2,...,RL)[X], (89)
H
♦
R[X;1] = sR1 [X]sR2[X] · · · sRL [X]. (90)
Remark 21. For any ♦, by (90) H♦R[X; t] is a t-deformation of the product of Schur functions.
Note also that K∅
λ;R(t) = cλ;R(t2) where the latter is a generalized Kostka polynomial; see (73).
7.2. H♦ in terms of H∅
Let |R| =∑i |Ri |. Observe that
H
♦
R[X; t] = Ω
[
f♦[tX] − f♦[X]
]⊥
H
∅
R [X; t].
From this and the fact that K∅
τ ;R(t) = 0 unless |R| = |τ |, it follows that for ♦ ∈ {∅, , , },
K
♦
λ;R(t) = t |R|−|λ|
∑
τ∈P|τ |=|R|
K
∅
τ ;R(t)
∑
μ∈P♦
|μ|=|R|−|λ|
cτλμ. (91)
Remark 22. Let R = (R1) be a single rectangle. For μ ⊂ R1 let μ˜ be the partition obtained by
the 180 degree rotation of the skew shape R1/μ. Then cR1λμ = 0 unless λ = μ˜, in which case the
coefficient is 1. We have
H
♦
(R1)
[X; t] =
∑
μ∈P♦
μ⊆R1
t |μ|s♦
μ˜
[X]. (92)
The known transpose symmetry of the generalized Kostka polynomials for sequences of
rectangles, induces a symmetry for all the polynomials K♦
λ;R(t). Let ‖R‖ =
∑
i<j |Ri ∩ Rj |,
∅
t = ∅, t = , t = , and t = .
Proposition 23. Let R be a dominant sequence of rectangles (that is, one whose widths weakly
decrease) and R′ a dominant rearrangement of Rt . Then for all partitions λ,
K
♦t
λt ;R′(t) = t2(‖R‖+|R|−|λ|)K♦λ;R
(
t−1
)
. (93)
Proof. For ♦ = ∅ the formula holds by combining [24], which connects the creation operator
formula with the graded character definition of [19,23], which connects the definition of [23]
with a tableau formula, and either [20] or [18], which show that the tableau formula satisfies
the above transpose symmetry. In the other cases the formula holds by the case ♦ = ∅, (91),
and (50). 
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We now make explicit the connection between the polynomials dλR(t) and K♦λ;R(t) that is
implied by Proposition 20.
Theorem 24. For ♦ ∈ {∅, , , }, and R = (R1,R2, . . . ,Rk) a sequence of partitions,
H
♦
R[X; t] =
∑
ν(i)∈P♦
∑
γ (i)
t |ν|
(∏
i
c
Ri−(abii )
ν(i),γ (i)−(abii )
)
B
♦
γ
[
X; t2], (94)
where the sum is over all sequences of partitions ν = (ν(1), ν(2), . . . , ν(k)), bi = (Ri), and γ =
(γ (1), γ (2), . . . , γ (k)) is a sequence of γ (i) ∈ Zbi with γ (i) weakly decreasing and ai = γ (i)bi .
Proof. Recall that we have the relation B˜♦ν = 
(w)B˜♦w(ν+ρ)−ρ for w ∈ Sn and for every ν ∈ Zn
there is a w ∈ Sn such that w(ν + ρ)− ρ = α ∈ Zn with α1  α2  · · · αn. Therefore
B˜♦(Z) =
∑
ν
zνB˜♦ν =
∑
α
∑
w∈Sn

(w)zw(α+ρ)−ρB˜♦α , (95)
where the sum on the right is over all α ∈ Zn with α a weakly decreasing sequence. From equa-
tion R(Z) = z−ρJ (zρ) and hence
R(Z)−1B˜♦(Z) =
∑
α
J
(
zρ
)−1
J
(
zα+ρ
)
B˜♦α .
Now if αn = r then zw(α+ρ)−ρ = z(rn)zw(α−(rn)+ρ)−ρ where (rn) is shorthand notation for the
sequence with r repeated n times. Therefore
R(Z)−1B˜♦(Z) =
∑
α
z(α
n
n)sα−(αnn)[Z]B˜♦α .
We know by Proposition 20 that H♦(Z) = Ω[f♦[tZ]]B˜♦t2 (Z) and since Ω[f♦[tZ]] =∑
λ∈P♦ t |λ|sλ[Z] we have that
R(Z)−1H♦(Z) =
∑
α
∑
ν∈P♦
∑
γ
z(α
n
n)t |ν|cγ
α−(αnn),νsγ [Z]B˜
t2♦
α .
The sum over γ in this expression will be over all the partitions γ ∈ P = P with the number
of parts of γ less than or equal to n. Multiplying both sides of this equation by R(Z) and using
again the identity that R(Z)sλ[Z] =∑w∈Sn 
(w)zw(λ+ρ)−ρ yields
H♦(Z) =
∑
α
∑
♦
∑
γ
∑
t |ν|cγα−(αnn),ν
(w)z
w(γ+ρ+(αnn))−ρB˜t2♦α .
ν∈P w∈Sn
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w(γ + ρ + (αnn))− ρ be a partition and the coefficient of zR for R ∈P will be
H
♦
R =
∑
α
∑
ν∈P♦
t |ν|cR−(α
n
n)
α−(αnn),νB˜
t2♦
α .
The theorem follows since for a sequence of rectangles R = (R(1),R(2), . . . ,R(k)) with R(i) ∈P
we have H♦R[X; t] = H♦R(1)H♦R(2) · · ·H♦R(k)1 and iterating the above formula yields (94). 
Proposition 25. Let μ be a partition and R the sequence of single-rowed partitions (μi). Then
HR[X; t] = BR
[
X; t2] (96)
or equivalently,
Kλ;R(t) = dλR
(
t2
)
. (97)
Proof. This follows from Proposition 20 and the fact that s(12)[z] = 0 for z a single letter. 
Example 26. We choose R = ( , ) as a sequence of rectangles that will index an example
of the 4 types of symmetric functions that we define here. The first example H∅R [X; t] is a
generating function for generalized Kostka polynomials; see Remark 21.
H
∅(
,
)[X; t] = + t2 ,
H(
,
)[X; t] = + t2 + t2 +
(
t2 + t4) + (t4 + t6) ,
H(
,
)[X; t] = + t2 +
(
t2 + t4) + t4 + (t4 + t6) ,
H(
,
)[X; t] = + t2 + t +
(
t + t3) + t3
+ t2 + 2(t2 + t4) + t4 + (t3 + 2t5)
+ (2t3 + t5) + 2(t4 + t6) + (t5 + t7).
Next we list the functions B♦γ [X; t2] that are relevant to the computation of H♦R[X; t] for
♦ ∈ { , , }. For ♦ = ∅ we have that B∅R [X; t2] = H∅R [X; t].
B
♦
((2,2),(1))
[
X; t2]= t2s♦3,2 + s♦2,2,1 + t2s♦2,1,
B
♦
((2,1),(1))
[
X; t2]= t2s♦2 + t2s♦1,1 + t2s♦3,1 + t2s♦2,2 + s♦2,1,1,
B
♦ [
X; t2]= t2s♦ + t2s♦ + t2s♦,((2,0),(1)) 3 2,1 1
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♦
((1,1),(1))
[
X; t2]= t2s♦2,1 + s♦1,1,1 + t2s♦1 ,
B
♦
((1,0),(1))
[
X; t2]= t2 + t2s♦2 + t2s♦1,1,
B
♦
((0,0),(1))
[
X; t2]= t2s♦1 ,
B
♦
((2,−1),(1))
[
X; t2]= (t2 − 1)s♦2 ,
B
♦
((1,−1),(1))
[
X; t2]= (t2 − 1)s♦1 ,
B
♦
((0,−1),(1))
[
X; t2]= (t2 − 1),
B
♦
(λ,(0))
[
X; t2]= s♦λ .
Observe that Theorem 24 says we will have the following relationship:
H(
,
)[X; t] = B((2,2),(1)) + t2B((1,1),(1)) + t4B((0,0),(1)),
H(
,
)[X; t] = B((2,2),(1)) + t2B((2,0),(1)) + t4B((0,0),(1)),
H(
,
)[X; t] = B((2,2),(1)) + tB((2,1),(1)) + t2B((1,1),(1)) + t2B((2,0),(1))
+ t3B((1,0),(1)) + t4B((0,0),(1)) + tB((2,2),(0)) + t2B((2,1),(0))
+ t3B((1,1),(0)) + t4B((2,0),(0)) + t4B((1,0),(0)) + t5B((0,0),(0))
+ t3B((2,−1),(1)) + t4B((1,−1),(1)) + t5B((0,−1),(1)).
8. X = M = K
Consider a nonexceptional affine Lie algebra g of type X(r)N , with canonical simple Lie subal-
gebra g¯ of rank n. Let λ be a partition whose number of parts is sufficiently smaller than n. There
is a standard way to view λ as a dominant integral weight of g¯, namely, that λ is identified with
the weight
∑n−1
i=1 (λi −λi+1)ωi where ωi is the ith fundamental weight of g¯ (with n large enough
so that no spin weights occur). Let R be a sequence of rectangles R = (R1,R2, . . .) where Ri has
ri rows and si columns where ri is sufficiently smaller than n. Let Bri,si be the crystal graph of
the KR module W(r)s [2,3]. Let X¯R,λ(t) be the classically restricted one-dimensional sum for the
crystal
BR =
⊗
i
Bri ,si (98)
at the isotypic component of the irreducible Uq(g¯)-crystal of highest weight λ, using the nor-
malized coenergy function. Let M¯R,λ(t) be the corresponding fermionic formula, denoted by
M(R,λ, t−1) in [2,3]. In those two papers it is conjectured that X¯ = M¯ . By analyzing the fermi-
onic formulae one can show the following.
Lemma 27. There is a well-defined limiting polynomial
lim M¯R,λ(t) (99)
n→∞
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there are only four distinct families of such polynomials, which shall be named as follows:
(1) For A(1)n : M¯∅R,λ(t).
(2) For B(1)n , D(1)n , and A(2)2n−1: M¯R,λ(t).
(3) For C(1)n and A(2)†2n : M¯R,λ(t).
(4) For D(2)n+1 and A(2)2n : M¯R,λ(t).
Note that the families are grouped according to the decomposition of Br,s as a Uq(g¯)-crystal,
or equivalently, according to the attachment of the 0 node. See the appendices of [2,3].
Conjecture 28. For R a dominant sequence of rectangles and for all ♦ ∈ {∅, , , },
K
♦
λ;R(t) = M¯♦
t
Rt ,λt
(
t2/

)
, (100)
where 
 = 1 except for ♦ = in which case 
 = 2.
This conjecture is surprising: it proposes a simple relationship (coming from the deformations
of the type A Hall–Littlewood creation operators) between the type A universal affine characters,
and those of all other nonexceptional affine types. At t = 1 this was essentially known in [5].
However the formulae for the powers of t occurring in the affine characters given either by the
fermionic formula or the one-dimensional sum, do not at all suggest such a simple relationship.
Perhaps the virtual crystal methods of [16] can be used to prove Conjecture 28.
Equation (100) holds for ♦ = ∅. The proof connects five formulae for the generalized Kostka
polynomials.
(1) The modified Hall–Littlewood creation operator formula, or equivalently, the K polynomials
[24].
(2) Their definition (call it χq ) as isotypic components of graded Euler characteristic characters
of modules supported in the nullcone [23].
(3) A tableau formula (call it LR) using Littlewood–Richardson tableaux and a generalized
charge statistic [18,19].
(4) The affine crystal theoretic formula X given by the one-dimensional sum of type A(1)n
[18,21].
(5) The fermionic formula M [6].
We have K = χq [24], χq = LR [19], LR = X [18,21], and X = M [8].
Equation (100) also holds for a single rectangle in all nonexceptional affine types, due to the
agreement of [2, Appendix A] and [3, Appendix A] with the formula in Remark 22.
Observe that by combining Conjecture 28 and Proposition 23 one obtains the following con-
jecture.
Conjecture 29.
M¯
♦
R;λ(t) = t
(||R||+|R|−|λ|)M¯♦
t
Rt ,λt
(
t−1
)
. (101)
M. Shimozono, M. Zabrocki / Journal of Algebra 299 (2006) 33–61 61This was proved in [7] via a direct bijection for ♦ = ∅. This is striking as it relates the
fermionic formulae of different types. This kind of relation is not at all apparent from the structure
of the fermionic formulae.
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