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Let X be a Banach space with a generalized basis. The Banach algebra B(X) of bounded
linear operators on X is used to construct Banach spaces, M and K, of weak∗ continuous
functions from the state space of a C∗-algebra to B(X). If the basis satisﬁes certain
properties, we prove that the dual space of M has a decomposition analogous to that
of the dual space of B(X). In terms of the notion of M-ideal introduced by Alfsen and
Effros, the subspace K is an M-ideal in the Banach space M. For the cases of c0 and p ,
1< p < ∞, we also prove an analogue of the result that trace(AB) = trace(B A) for a trace
class operator A and a bounded operator B on a Hilbert space.
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1. Introduction
A beautiful theorem of Dixmier ([4], [10, p. 50, Theorem 5]) states that each bounded linear functional f on the algebra,
B(2), of bounded linear operators on the Hilbert sequence space 2 admits a unique decomposition f = g + h, where g is
a trace functional given by a trace class operator, and h is a singular functional, vanishing on the ideal, K(2), of compact
operators. The most interesting part of Dixmier’s Theorem is that ‖ f ‖ = ‖g‖ + ‖h‖. This theorem has been generalized to
much wider class of Banach spaces. Most signiﬁcantly it has led to the vast literature of M-ideals, a notion introduced by
Alfsen and Effros in 1972 [1]. For certain Banach space X , the bounded linear functionals on the algebra B(X) of bounded
operators on X has the annihilators of the ideal, K(X), of compact operators on X as an 1 direct summand. That is K(X)
is an M-ideal in B(X). Much of the recent work on M-ideals can be found in [5] and the references therein. Most of the
known examples are the compact operators form an M-ideal in the space of bounded operators on certain Banach spaces
(see [6,11,12,2,3]). Since operators on spaces with bases can be regarded as matrices with complex entries and C∗-algebras
resemble the complex ﬁeld in several different ways, it is natural to ask whether we can use operators to construct spaces
of matrices with entries from a ﬁxed C∗-algebra that contain M-ideals. Since the lack of commutativity can be a major
obstacle, the use of functionals as tools seem to circumvent the diﬃculty. Here we use operators on Banach spaces with
certain kind of bases to build examples of M-ideals in C∗-valued function spaces. That is with the complex ﬁeld replaced
by a C∗-algebra and using the state space rather than the norm as analytical tools we obtain generalizations of results on
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the decomposition of the dual of B(X). The methods used here are elementary.
We introduce notation and the class of Banach spaces with generalized basis, whose operators will be used to construct
the C∗-valued function spaces, and then prove some preliminary results in Section 2. Section 3 contains results on operators
on this special class of Banach spaces that will be used later. In Section 4 operators on Banach spaces with generalized bases
will be used to deﬁne the spaces of functions on the Cartesian square of the indexing set of the basis of X taking values
in a C∗-algebra (i.e., spaces of generalized C∗-matrices). In Sections 5 and 6 we prove the extension of Dixmier’s Theorem
on the C∗-valued function space. The one dimensional C∗-algebra case also subsumes all the cases of p , 1< p < ∞ and c0
(see [6]). With the C∗-algebra taken to be the complex ﬁeld C, the paper contains also an elementary proof of c0 and p ,
1< p < ∞, analogues of trace(AB) = trace(B A) for Hilbert space operators.
2. Notation, deﬁnitions and preliminaries
Let S be a nonempty set, and X a Banach space. Denote by F(S), or simply F when there is no ambiguity, the collection
of all ﬁnite subsets of S directed by set inclusion. A function x : S → X is said to be summable in X if there is an x ∈ X to
which the net (of “partial sums”) {∑s∈F x(s)}F∈F(s) converges. If this is the case, x is called the sum of ∑s∈S x(s), we say
that
∑
s∈S x(s) converges in X , and write∑
s∈S
x(s) = lim
F∈F(S)
∑
s∈F
x(s) = x.
If no such an x exists, the sum
∑
s∈S x(s) diverges in X .
We omit the proof of the following useful Cauchy criterion.
Proposition 1. Let X be a Banach space and x : S → X. Then the following conditions are equivalent.
1.
∑
s∈S x(s) converges in X.
2. For every  > 0, there is an F ∈ F such that∥∥∥∥∑
s∈G
x(s)
∥∥∥∥<  for all G ∈ F(S \ F).
3. For every  > 0 there is an F ∈ F such that∥∥∥∥ ∑
s∈S\F
x(s)
∥∥∥∥< .
A convergent sequence is always bounded, but, a convergent net, in general, may not be. However a convergent sum
must have bounded “partial sums”. This fact holds true for the more general class of topological vector spaces, see [13] for
a proof of the following proposition.
Proposition 2. Let X be a topological vector space. If
∑
s∈S x(s) converges in X, then the net {
∑
s∈F x(s)}F∈F (of “partial sums”)
is bounded in X.
For each G ⊆ S and each function x on S , xG is the function xG(s) = x(s) if s ∈ G and x(s) = 0 otherwise.
For a ﬁxed set S = ∅ and p ∈ [1,∞], p(S) is the space of all functions x : S → C such that ‖x‖pp =
∑
s∈S |x(s)|p < ∞, if
p < ∞, and ‖x‖∞ = sups∈S |x(s)| < ∞, if p = ∞. The generalized version of c0 is the subspace of ∞(S),
c0(S) =
{
x ∈ ∞(S): (∀ > 0) (∃ F ∈ F(S)) (∀s ∈ S \ F ) (∣∣x(s)∣∣< )}.
These are generalized sequence spaces, and are Banach spaces with the norm as deﬁned.
The notion of Schauder bases is inspired by the standard basis,{
en = {0, . . . ,0,1︸ ︷︷ ︸
n
,0 . . .}: n ∈ N}
in p sequence spaces for 1 p < ∞. Analogously, the spaces c0(S) and p(S) with p ∈ [1,∞) have the standard “general-
ized basis” {es: s ∈ S}, where es : S → C is deﬁned by es(t) = δst ∀t ∈ S (δst = 0 if s = t and δss = 1).
A set of vectors {es: s ∈ S} in a Banach space X is called a generalized basis, or g-basis of X if for each x ∈ X , there is a
unique function fx : S → C such that
x =
∑
fx(s)es.
s∈S
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is exactly the unconditional Schauder basis [8, Section 4.2].
As nonzero multiples of vectors in a g-basis form another g-basis, we will assume that each vector in a g-basis is a
unit vector. We will also identify each vector x in X with its representing function fx , and we will simply treat x as the
function fx , though in some situations we may need to get back to the actual sum x =∑s∈S x(s)es . In essence, a g-basis
converts X into a space of complex valued functions deﬁned on S , the indexing set of the g-basis.
We omit the proofs of the following propositions.
Proposition 3. Let {es}s∈S be a g-basis for X. Then
|||x||| := |||x|||{es}s∈S := sup
F∈F
∥∥∥∥∑
s∈F
fx(s)es
∥∥∥∥, x ∈ X
is an equivalent norm on X and |||x||| ‖x‖ for all x ∈ X.
Proposition 4. Let {es}s∈S be a g-basis for X.
1. For each subset S0 of S, let P S0 be deﬁned by
P S0(x) =
∑
s∈S0
f s(x)es, for all x ∈ X .
Then P S0 is a bounded projection.
2. For each s0 ∈ S, then the functional fs0 deﬁned by
fs0(x) := fx(s0) (x ∈ X)
is a bounded linear functional on X.
Motivated by the norm on the classical sequence spaces, we also further assume that the norm on X (treating X as a
space of complex-valued functions on S) has the N-property as deﬁned below (see [6]).
Deﬁnition 5. The norm on a Banach space X of complex valued functions on the set S is said to have the N-property if
there is a nonnegative real-valued function N on [0,∞)× [0,∞) such that
1. N(α,β) N(a,b) for all 0 α  b and 0 β  b; and
2. for all x ∈ X ,
‖x‖ = N(‖xF ‖,‖xS\F ‖) ∀F ∈ F .
For condition (2) above, we have implicitly used the facts that xF ∈ X since F is ﬁnite and xS\F = x − xF ∈ X , for all
x ∈ X and F ∈ F . Clearly, the generalized sequence spaces c0(S) and p(S) with 1  p < ∞ with their standard g-basis
have the N-property with N(a,b) = max{a,b} and N(a,b) = (ap + bp)1/p respectively. A Banach space with a g-basis can
also have the N-property when the space is treated as a space of complex valued functions on the indexing set of the
g-basis.
Parts 5, 2 and 1 of the following lemma are the stronger versions of Propositions 3 and 4 under the N-property assump-
tion.
Lemma 6. Let X be a Banach space with a basis {es}s∈S having the N-property and x ∈ X.
1. For each s ∈ S, |x(s)| ‖x‖.
2. For each F ∈ F(S), ‖xF ‖ ‖x‖.
3. The net {‖xF ‖}F∈F is increasing.
4. If G ⊆ H ⊆ S, then xG , xH ∈ X, and ‖xG‖ ‖xH‖ ‖x‖.
5. ‖x‖ = supF∈F(S) ‖xF ‖ = limF∈F(S) ‖xF ‖.
6. If f , g ∈ CS satisfy | f (s)| |g(s)| for all s ∈ S, and if∑
s∈S
g(s)es converges in X,
then
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s∈S
f (s)es converges in X, and∥∥∥∥∑
s∈G
f (s)es
∥∥∥∥ ∥∥∥∥∑
s∈G
g(s)es
∥∥∥∥ for all G ⊆ S.
7. For each s ∈ S, there is an e#s ∈ X# such that e#s (et) = δst for all t ∈ S.
Proof. We prove (2), then (1) follows. From the N-property assumption,
‖x‖ = ‖xF + xS\F ‖ = N
(‖xF ‖,‖xS\F ‖) N(‖xF ‖,0)= N(∥∥(xF )F∥∥,∥∥(xF )S\F∥∥)= ‖xF ‖.
(3) Let F ,G ∈ F(S) be such that F ⊆ G . Then
‖xG‖ =
∥∥(xG)F + (xG)G\F∥∥= N(‖xF ‖,‖xG\F ‖) N(‖xF ‖,0)= ‖xF ‖.
(4) Let  > 0. Since x ∈ X , by Cauchy criterion (Proposition 1), there is an F ∈ F such that
‖xF ‖ <  for all F ∈ F(S \ F).
Let F1 = F ∩ G . Then F1 ∈ F(G). Let F ∈ F(G \ F1). Then F ⊆ S \ F , and hence ‖xF ‖ <  . Since  is arbitrary, by Cauchy
criterion,
xG =
∑
s∈G
x(s)es converges in X .
Let G ⊆ H ⊆ S; and let η > 0. There is an Fη ∈ F(G) such that
‖xG − xF ‖ < η for all Fη ⊆ F ∈ F(G).
Let Fη ⊆ F ∈ F(G). Then, F , Fη ∈ F(H), and hence, by part (2), with xH (s) = x(s) if s ∈ H , and xH (s) = 0 if s ∈ S \ H ,
‖xH‖ =
∥∥∥∥∑
s∈S
xH (s)es
∥∥∥∥ ∥∥∥∥∑
s∈F
xH (s)es
∥∥∥∥= ∥∥∥∥∑
s∈F
x(s)es
∥∥∥∥= ‖xF ‖ ‖xG‖ − ‖xG − xF ‖ > ‖xG‖ − η.
Since η is arbitrary, ‖xH‖ ‖xG‖ for S ⊇ H ⊇ G . This also shows that ‖x‖ ‖xH‖ for S ⊇ H .
(5) Let  > 0. Since x=∑s∈S x(s)es converges in X , there is an F ∈ F(S) such that∥∥∥∥x−∑
s∈F
x(s)es
∥∥∥∥<  for all F ∈ F(S), F ⊇ F .
Thus
sup
F∈F(S)
‖xF ‖ ‖xF‖ =
∥∥x− (x− xF )∥∥ ‖x‖ − ‖x− xF‖ > ‖x‖ − .
(6) Let G ⊆ S . Part (4) implies that ∑s∈G g(s)es converges. We show inductively that the inequality holds for all ﬁnite
subsets of G . For a singleton set F = {s1} ∈ F(G),∥∥ f (s1)e1∥∥= ∣∣ f (s1)∣∣‖e1‖ ∣∣g(s1)∣∣‖e1‖ = ∥∥g(s1)e1∥∥.
Suppose for each k element set F = {t1, t2, . . . , tk} ∈ F(G), we have∥∥ f (t1)et1 + · · · + f (tk)etk∥∥ ∥∥g(t1)et1 + · · · + f (tk)etk∥∥.
Let {s1, s2, . . . , sk+1} ⊆ G . Then∥∥ f (s1)es1 + · · · + f (sk+1)esk+1∥∥= N(∥∥ f (s1)es1∥∥,∥∥ f (s2)e2 + · · · + f (sk+1)ek+1∥∥)
 N
(∥∥g(s1)es1∥∥,∥∥g(s2)e2 + · · · + g(sk+1)ek+1∥∥)
= ∥∥g(s1)es1 + g(s2)e2 + · · · + g(sk+1)ek+1∥∥.
This shows that the inequality holds for all k + 1-element subsets of G whenever it holds for all k-element subsets of G .
Since it holds for all singleton subsets of G , we conclude, by induction, that∥∥∥∥∑ f (s)es∥∥∥∥ ∥∥∥∥∑ g(s)es∥∥∥∥ ∀F ∈ F(G).s∈F s∈F
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s∈F
f (s)es
∥∥∥∥ ∥∥∥∥∑
s∈F
g(s)es
∥∥∥∥ sup
H∈F(G)
∥∥∥∥∑
s∈H
g(s)es
∥∥∥∥= ∥∥∥∥∑
s∈G
g(s)es
∥∥∥∥,
and hence∥∥∥∥∑
s∈G
f (s)es
∥∥∥∥= sup
F∈F(G)
∥∥∥∥∑
s∈F
f (s)es
∥∥∥∥ ∥∥∥∥∑
s∈G
g(s)es
∥∥∥∥ ∀G ⊆ S.
(7) Let X0 be the subspace of X consisting of all ﬁnite linear combinations of elements (i.e., algebraic linear span) of
the set {es: s ∈ S}. For each s ∈ S , deﬁne gs(et) = δst , and extend linearly to all of X0. Each x ∈ X0 corresponds to a unique
Fx ∈ F(S) such that x =∑t∈Fx x(t)et . Deﬁne x(t) = 0 for all t ∈ S \ Fx . Then x =∑t∈S x(t)et is the g-basis representation of
x in X . Thus |gs(x)| = |x(s)| ‖x‖, by part (1), for all x ∈ X0. By Hahn–Banach Theorem, there is an extension e#s on X such
that ‖e#s ‖ = ‖gs‖ = 1. 
The collection {es, e#s }s∈S of basis vectors and their dual functionals is a biorthogonal system. If the system {e#s }s∈S is also
a g-basis for X#, it is the basis dual to {es}s∈S . Some examples of dual pairs of spaces with dual bases are
p(S,C) and
[
p(S,C)
]# ∼= q(S,C), 1< p < ∞, 1
p
+ 1
q
= 1.
So is the pair
c0(S,C) and
[
c0(S,C)
]# ∼= 1(S,C).
3. Operators on spaces with generalized bases
In this section, we will represent operators on a Banach space with a g-basis that makes the norm satisﬁes the N-
property (Deﬁnition 5) as generalized matrices, and construct some special compact operators to be used later.
Theorem 7. Let X be a Banach space with a g-basis {es}s∈S such that the norm satisﬁes the N-property. (Each vector in X is identiﬁed
with its representing complex-valued function on S.)
1. If A ∈ CS×S satisﬁes
(a) for each x ∈ X, (Ax)(s) :=∑t∈S (A(s, t))x(t) converges for every s ∈ S; and
(b) the function Ax is in X (i.e.
∑
s∈S (Ax)(s)es converges in X );
then A : x → Ax deﬁnes a bounded linear operator on X.
2. For every bounded linear operator T on X, there is a unique function AT : S × S → C such that
(T x)(s) =
∑
t∈S
[
AT (s, t)
]
x(t) for all x ∈ X, and all s ∈ S.
Proof. A C∗-valued version of part (1) can be found in [13], so we omit the proof, and prove here only part (2). Let t ∈ S .
Since T (et) ∈ X , there is a complex-valued function ft on S such that
T (et) =
∑
s∈S
(
ft(s)
)
es.
For each (s, t) ∈ S × S , deﬁne AT (s, t) = ft(s). Let {e#s } be the collection of bounded linear functionals on X associated with{es} as in as in Lemma 6(7). For each x ∈ X , since
x =
∑
t∈S
x(t)et converges in X ,
(using the conventional notation 〈y,h〉 = h(y) for y ∈ X , h ∈ X#) we have〈
x, e#u
〉= 〈 lim
F∈F
∑
t∈F
x(t)et, e
#
u
〉
= lim
F∈F
〈∑
t∈F
x(t)et, e
#
u
〉
= x(u)
for all u ∈ S. Thus
x =
∑
x(t)et =
∑〈
x, e#t
〉
et .t∈S t∈S
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T x = T
(
lim
F∈F(S)
[ ∑
t∈F (S)
x(t)et
])
= lim
F∈F(S)
[
T
(∑
t∈F
x(t)et
)]
= lim
F∈F(S)
[∑
t∈F
x(t)T et
]
= lim
F∈F(S)
[∑
t∈F
x(t)
(∑
s∈S
ft(s)es
)]
= lim
F∈F(S)
[∑
s∈S
(∑
t∈F
AT (s, t)x(t)
)
es
]
,
and hence, for each u ∈ S ,〈
T x, e#u
〉= 〈 lim
F∈F(S)
[∑
s∈S
(∑
t∈F
AT (s, t)x(t)
)
es
]
, e#u
〉
= lim
F∈F(S)
〈[∑
s∈S
(∑
t∈F
AT (s, t)x(t)es
)]
, e#u
〉
= lim
F∈F(S)
〈[
lim
G∈F(S)
∑
s∈G
(∑
t∈F
AT (s, t)x(t)es
)]
, e#u
〉
= lim
F∈F(S)
[
lim
G∈F(S)
〈∑
s∈G
(∑
t∈F
AT (s, t)x(t)es
)
, e#u
〉]
= lim
F∈F(S)
(∑
t∈F
AT (u, t)x(t)
)
=
∑
t∈S
AT (u, t)x(t).
Thus
T x =
∑
s∈S
〈
T x, e#s
〉
es =
∑
s∈S
(∑
t∈S
AT (s, t)x(t)
)
es for all x ∈ X;
that is
(T x)(s) =
∑
t∈S
AT (s, t)x(t) for all s ∈ S , for each x ∈ X . 
We will call the representing function AT of the operator T the g-matrix representation of T with respect to the g-basis
{es}s∈S . Part (1) of Theorem 7 says that whenever a function on S × S deﬁnes an operator on X , that is it multiplies each
vector of X to a vector in X , then it deﬁnes a bounded linear operator on X .
We will assume that X and X# have biorthogonal g-bases {es, e#s }s∈S , where {e#s } is the set of functionals constructed
from the basis {es} of X as in Lemma 6(7). Each bounded linear operator T on X will be identiﬁed with its representing
function, AT (as in part (2) of Theorem 7). For each G ⊆ S , AG , AG| , and AG are the functions deﬁned, respectively, by
AG(s, t) =
{
A(s, t) if s ∈ G,
0 otherwise,
AG|(s, t) =
{
A(s, t) if t ∈ G,
0 otherwise,
and
AG = (AG)G|(s, t) = (AG|)G(s, t) =
{
A(s, t) if s, t ∈ G,
0 otherwise.
We include the following theorems for convenience of reference and their proofs for completeness.
Lemma 8. Let A ∈ B(X). Then, for each G ⊆ S,
1. AG ∈ B(X), ‖AG‖ ‖A‖, and {‖AF ‖}F∈F(S) increases to ‖A‖.
2. AG| ∈ B(X), ‖AG|‖ ‖A‖, and {‖AF |‖}F∈F(S) increases to ‖A‖.
3. AG ∈ B(X), ‖AG‖ ‖A‖, and {‖AF‖}F∈F(S) increases to ‖A‖.
Proof. (1) Let x ∈ X . By Lemma 6(4),
‖AGx‖ =
∥∥(Ax)G∥∥ ‖Ax‖ ‖A‖‖x‖
and hence AG ∈ B(X) with ‖AG‖ ‖A‖. Let η > 0. There is a unit vector x ∈ X such that∥∥(AG)x∥∥= ∥∥(Ax)G∥∥> ‖AG‖ − η.
Thus, for G ⊆ H ⊆ S , by Lemma 6 again,
‖AH‖
∥∥(AH )x∥∥= ∥∥(Ax)H∥∥ ∥∥(Ax)G∥∥> ‖AG‖ − η.
Since η is arbitrary, ‖AH‖ ‖AG‖.
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‖A‖ − 
2
< ‖Ax‖ =
∥∥∥∥∑
s∈S
[∑
t∈S
A(s, t)x(t)
]
es
∥∥∥∥.
From the convergence, there exists F0 ∈ F(S) such that∥∥∥∥∑
s∈F
[∑
t∈S
A(s, t)x(t)
]
es
∥∥∥∥> ‖Ax‖ − 4 for all F0 ⊆ F ∈ F(S).
Thus, for each F0 ⊆ F ∈ F(S),
‖AF ‖
∥∥(AF )x∥∥= ∥∥∥∥∑
s∈F
[∑
t∈S
A(s, t)x(t)
]
es
∥∥∥∥> ‖Ax‖ − 4 > ‖A‖ − .
This shows that
lim
F∈F(S)‖AF ‖ = ‖A‖.
(2) Since X and X# are assumed to have biorthogonal g-bases, a routine calculation reveals that
A(s, t) = A#(t, s) for all (s, t) ∈ S × S, and ∥∥A#∥∥= ‖A‖.
Thus, for G ⊆ H ⊆ S ,
‖AG|‖ =
∥∥[(A#)G]#∥∥= ∥∥(A#)G∥∥ ∥∥(A#)H∥∥= ∥∥[(A#)H ]#∥∥= ‖AH|‖.
(3) For G ⊆ H ⊆ S , by parts (1) and (2),
‖AG‖ =
∥∥(AG)G|∥∥ ∥∥(AG)H|∥∥= ∥∥(AH|)G∥∥ ∥∥(AH|)H∥∥= ‖AH‖.
With  , x, and F0 as in the last paragraph of part (1), from the ﬁniteness of F0, there is a ﬁnite F1 ⊇ F0 such that∣∣∣∣∑
t∈F
A(s, t)x(t)
∣∣∣∣> ∣∣∣∣∑
t∈S
A(s, t)x(t)
∣∣∣∣− 4Card(F0)+ 1
for all F1 ⊆ F ∈ F(S), and all s ∈ F0. Let F1 ⊆ F ∈ F(S). Then F ⊇ F0, and, by Lemma 6 (6),∥∥∥∥∑
s∈F
[∑
t∈F
A(s, t)xt
]
es
∥∥∥∥ ∥∥∥∥∑
s∈F0
[∣∣∣∣∑
t∈S
A(s, t)x(t)
∣∣∣∣− 4Card(F0)+ 1
]
es
∥∥∥∥ ∥∥∥∥∑
s∈F0
∣∣∣∣∑
t∈S
A(s, t)x(t)
∣∣∣∣es∥∥∥∥− 4 .
Hence
‖AF‖ +

4

∥∥(AF)x∥∥+ 4 =
∥∥∥∥∑
s∈F
[∑
t∈F
A(s, t)x(t)
]
es
∥∥∥∥+ 4

∥∥∥∥∑
s∈F0
∣∣∣∣∑
t∈S
A(s, t)x(t)
∣∣∣∣es∥∥∥∥ (using Lemma 6(6) twice)
=
∥∥∥∥∑
s∈F0
[∑
t∈S
A(s, t)x(t)
]
es
∥∥∥∥> ‖Ax‖ − 4 > ‖A‖ − 34 ,
i.e., ‖AF‖ > ‖A‖ −  for all F1 ⊆ F ∈ F(S). Therefore limF∈F(S) ‖AF‖ = ‖A‖. 
An operator K on X is said to be compact if K [X]1 is totally bounded; i.e., the image of the closed unit ball under K has
compact closure. The following is a collection of folklore results, and, perhaps, well known or even trivial to the experts.
Again, we include the proofs for completeness and convenience of reference.
Lemma 9. Let X and X# have biorthogonal g-bases {es, e#s }s∈S ; and let A ∈ B(X). Then the following are equivalent.
1. A is compact.
2. There exists a sequence {Fn} ⊆ B(X) of bounded ﬁnite rank operators such that
lim
n→∞‖A − Fn‖ = 0.
3. limF∈F ‖A − AF ‖ = 0.
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5. limF∈F(S) ‖A − AF‖ = 0.
6. {AG|}G∈F(S) is a Cauchy net in B(X).
7. {AF }F∈F(S) is a Cauchy net in B(X).
Proof. [(1) ⇒ (3)] Let  > 0. Since {B(Ax, 4 ): x ∈ X, ‖x‖  1} is an open cover for the closure of the set C := {Ax: x ∈[X]1} = A[X]1, there exist x1, . . . xk ∈ [X]1, such that
C ⊆
k⋃
j=1
B
(
Ax j,

4
)
.
Since
lim
F∈F(S)
∥∥(A − AF )x j∥∥= lim
F∈F(S)
∥∥Ax j − (Ax j)F∥∥= 0 for each j = 1, . . . ,k,
by deﬁnition of g-basis, there is an F0 ∈ F(S) such that∥∥(A − AF )x j∥∥< 4 for all F0 ⊆ F ∈ F(S), and all 1 j  k.
Let F0 ⊆ F ∈ F(S); and let x ∈ [X]1. There is an l with 1 l k such that
‖Ax− Axl‖ < 4 .
Thus ∥∥(A − AF )x∥∥ ‖Ax− Axl‖ + ‖Axl − AF xl‖ + ‖AF xl − AF x‖ < 4 + 4 + ∥∥[Axl − Ax]F∥∥ 2 + ‖Axl − Ax‖ < 34 .
Since x is arbitrary from the closed unit ball [X]1 of X , this implies that
‖A − AF ‖ 3
4
< .
Since F can be any ﬁnite subset of S containing F0, we have proven that
lim
F∈F(S)‖A − AF ‖ = 0.
[(3) ⇒ (2)] This is clear since each AF , with F ∈ F(S), is a bounded ﬁnite rank operator: (AF x)(s) = 0 for all x ∈ X and
all s ∈ S \ F .
[(2) ⇒ (1)] Let  > 0. There is a ﬁnite rank operator K ∈ B(X) such that ‖A − K‖ < 4 . Since the set V = {Kx: x ∈ [X]1}
is a bounded subset of a ﬁnite dimensional space, it is totally bounded. Thus there are vectors v1, v2, . . . , vn ∈ [X]1 such
that
V ⊆
n⋃
j=1
B
(
K v j,

4
)
.
Let x ∈ [X]1. There is a j = 1,2, . . . ,n such that ‖Kx− K v j‖ < 4 . Thus
‖Ax− Av j‖ ‖Ax− Kx‖ + ‖Kx− K v j‖ + ‖K v j − Av j‖ ‖A − K‖ + 4 + ‖A − K‖ <
3
4
< .
This shows that
A
[[X]1]⊆ n⋃
j=1
B(Av j, ).
[(1) ⇒ (4)] Assume A is compact. Then the adjoint A# of A is compact. Since ‖B#‖ = ‖B‖ for each B ∈ B(X), we
conclude from the proven equivalence of (1) and (3) that,
lim
F∈F(S)‖A − AF |‖ = limF∈F(S)
∥∥(A − AF |)#∥∥= lim
F∈F(S)
∥∥A# − (A#)F∥∥= 0.
[(4) ⇒ (5)] Let  > 0. There is an F0 ∈ F(S) such that
‖A − AF |‖ <  for all F0 ⊆ F ∈ F(S). (1)
6
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lim
F∈F(S)‖Kes − KF es‖ = 0 for all s ∈ S .
From the ﬁniteness of F0, there is a G0 ∈ F(S) such that
‖Kes − KGes‖ < 
6Card(F0)+ 1 for all s ∈ F0 and G0 ⊆ G ∈ F(S).
Let
x =
∑
s∈S
x(s)es ∈ [X]1.
Then by Lemma 6 part (1), for each t ∈ S ,∣∣x(t)∣∣= ∥∥x(t)et∥∥ ∥∥∥∥∑
s∈S
x(s)es
∥∥∥∥= ‖x‖ 1.
For G0 ⊆ G ∈ F(S), since (K − KG)es = 0 for all s ∈ S \ F0, from Lemma 6 part (6) we have,∥∥(K − KG)x∥∥∑
s∈F0
∣∣x(s)∣∣∥∥(K − KG)es∥∥∑
s∈F0
∥∥(K − KG)es∥∥< 
6
.
Since x ∈ [X]1 is arbitrary, we conclude that
‖K − KG‖ 
6
for all G0 ⊆ G ∈ F(S). (2)
Let F1 = F0 ∪ G0. Then, if F1 ⊆ F ∈ F(S), ﬁrst we have, from inequality (1)
‖AF | − K‖ = ‖AF | − AF0|‖ ‖AF | − A‖ + ‖A − AF0|‖ <

3
. (3)
Thus, by inequalities (1), (2), and (3),
‖A − AF‖ ‖A − AF |‖ + ‖AF | − AF‖ <

6
+ ∥∥AF | − (AF |)F∥∥
 
6
+ ‖AF | − AF0|‖ +
∥∥AF0| − (AF0|)F∥∥+ ∥∥(AF0|)F − (AF |)F∥∥
<

6
+ 
3
+ ‖K − KF ‖ +
∥∥(AF0| − AF |)F∥∥
 
2
+ ‖AF0| − AF |‖ < .
[(5) ⇒ (2)] This is clear, since for each F ∈ F(S), AF is a bounded ﬁnite rank operator.
[(4) ⇒ (6)] Clear form the fact that a convergent net is a Cauchy net.
[(6) ⇒ (1)] If {AF |}F∈F(S) is a Cauchy net in B(X), then since each AF | ∈ K(X) and since K(X) is complete in the
operator norm, there is a K ∈ K(X) such that
lim
F∈F(S)‖AF | − K‖ = 0.
But, for each x ∈ X ,
lim
F∈F(S)(AF |)x = limF∈F(S) A(xF ) = A
(
lim
F∈F(S) xF
)
= Ax and lim
F∈F(S)(AF |)x = Kx.
Thus Ax= Kx for all x ∈ X , and hence A = K ∈ K(X).
By invoking the adjoints, the equivalence of (7) to others is clear. 
Explicit examples of compact operators are given below. Note that if X has g-basis {es}s∈S with N-property, by part (1)
of Lemma 6, X ⊆ c0(S) as sets of functions on S .
Lemma 10. Let X have a g-basis {es}s∈S with N-property and suppose the collection of dual functionals {e#s }s∈S forms a g-basis for X# .
1. For each ξ ∈ c0(S), deﬁne (Dξ x)(s) = ξ(s)x(s) for all s ∈ S. Then Dξ ∈ K(X).
2. Let A ∈ B(X) and {Fn} ⊆ F(S) a pairwise disjoint sequence of ﬁnite subsets of S. Then∑∞n=1 ξn AFn ∈ K(X) (i.e., is compact) for
each c0 sequence {ξn}.
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such that, for all n ∈ N, An = (An)Fn for some pairwise disjoint sequence {Fn} ⊆ F(S) (of ﬁnite subsets of S, i.e., {An} has disjoint
ﬁnite nonzero horizontal bands in the usual matrix conﬁguration). Then B =∑∞n=1 ξn An converges in norm and is compact.
By duality we also have the corresponding disjoint “vertical band” version of part (3).
Proof. (1) Let  > 0. Since ξ ∈ c0(s), there is an F ∈ F(S) such that
‖ξ − ξF‖ = sup
s∈S\F
∣∣ξ(s)∣∣< .
Let x ∈ X and F ⊇ F be a ﬁnite set. We have, from Lemma 6 parts (6) and (4),∥∥(Dξ − (Dξ )F )x∥∥= ∥∥∥∥ ∑
s∈S\F
ξ(s)x(s)es
∥∥∥∥ ∥∥∥∥ ∑
s∈S\F
x(s)es
∥∥∥∥ ‖x‖.
Since x and F are arbitrary,∥∥Dξ − (Dξ )F∥∥  for all F ⊆ F ∈ F(S).
Thus Dξ ∈ K(X) by Lemma 9(3).
(2) Set ξˆ (s) = ξn for each s ∈ Fn and ξˆ (s) = 0 for s /∈⋃∞n=1 Fn . Then ξˆ ∈ c0(S) and the sum
∞∑
n=1
ξn AFn = D ξˆ A ∈ K(X),
since D
ξˆ
∈ K(X), which is an ideal,
(3) By assumption, there is an M such that ‖As‖ M for all n ∈ N. Let  > 0. There is an N such that
|ξn| < 
M + 1 , for all n N , for the c0 case, or
∞∑
n=N
|ξn|p <
(

M + 1
)p
for all n N , for the case of p .
Let n >m N and x ∈ X . Since Akx have pairwise disjoint supports,∥∥∥∥∥
[
n∑
k=m+1
ξk Ak
]
x
∥∥∥∥∥=
∥∥∥∥∥
n∑
k=m+1
ξk Akx
∥∥∥∥∥= maxm<kn‖ξk Akx‖ < ‖x‖
or for the case of p ,∥∥∥∥∥
[
n∑
k=m+1
ξk Ak
]
x
∥∥∥∥∥=
∥∥∥∥∥
n∑
k=m+1
ξk Akx
∥∥∥∥∥=
[
n∑
k=m+1
‖ξk Akx‖p
]1/p
< ‖x‖.
Thus the sequence of partial sums of the series for B is a Cauchy sequence in the (operator) norm of B(X). Since each
partial sum is a bounded ﬁnite rank operator and hence compact, B is compact, i.e., B ∈ K(X). 
4. A-Matrices from Banach space operators
In this section we ﬁx a Banach space X having a g-basis {es}s∈S with N-property, and also suppose that the set {e#s }s∈S
of dual functionals forms a g-basis for X# with N-property (as deﬁned in Section 2, Deﬁnition 5). (The spaces p(S),
1< p < ∞, and c0(S) are examples of such spaces.) A C∗-algebra A with identity 1 and state space s(A) will also be ﬁxed.
Thus s(A) with the relative weak∗ topology is a compact Hausdorff space. We will consider the class M of all functions
A : S × S → A such that the complex function ϕ˜(A) deﬁned by (ϕ˜(A))(s, t) = ϕ(A(s, t)) for all s, t ∈ S induces an operator
in B(X), for all ϕ ∈ s(A), and the map, ϕ → ϕ˜(A), induced by A, from s(A) to B(X) is weak∗ to norm continuous. We will
ﬁx X and A throughout this paper.
Proposition 11. For A ∈ M,
‖A‖ := sup
ϕ∈s(A)
∥∥ϕ˜(A)∥∥< ∞,
‖ · ‖ is a norm on M, and M is a Banach space with this norm.
T. Wootijirattikal et al. / J. Math. Anal. Appl. 389 (2012) 1173–1190 1183Proof. Consider each element of B(X) as a complex-valued function on S × S . Then B(X) with the operator norm is a
Banach space of complex-valued functions on S × S . Finiteness of the supremum follows from [13, Proposition 4.1]. (The
ﬁniteness of the supremum can also been established as follows. Since s(A) with the weak∗ topology is a compact Hausdorff
space, C(s(A),B(X)) is a Banach space; and each A ∈ M can be regarded as an element of C(s(A),B(X)).) That M is a
Banach space follows from [13, Theorem 4.2] (it also follows from the fact that M is the intersection of C(s(A),B(X)) and
the space of all functions A satisfying ‖A‖ < ∞). (The embedding of M in C(s(A),B(X)) is proper in most cases.) 
Note that for A ∈ M and G ⊆ S , since ϕ˜(AG) = [ϕ˜(A)]G for all ϕ ∈ s(A), AG ∈ M. Similarly, AG| ∈ M and AG ∈ M.
Proposition 12. Let K denote the space of functions A ∈ M such that limF∈F ‖A − AF ‖ = 0. Then K is a proper closed subspace
of M.
Proof. Let {An} be a sequence in K such that ‖A − An‖ → 0 for some A ∈ M. Let  > 0. There is an N ∈ N such that
‖An − A‖ < 3 for all n  N . Since AN ∈ K, there is an FN ∈ F such that ‖(AN )F − AN‖ < 3 for all FN ⊆ F ∈ F . Let
FN ⊆ F ∈ F .
‖A − AF ‖ ‖A − AN‖ +
∥∥AN − [AN ]F∥∥+ ∥∥[AN ]F − AF∥∥< 
3
+ 
3
+ ∥∥[AN − A]F∥∥ 2
3
+ ‖AN − A‖ < .
Thus A ∈ K, and hence K is closed.
For the proper inclusion K  M, we note that the function I(s, s) = 1 (the identity of A), and I(s, t) = 0 for all s = t in S
is in M. In fact the map ϕ → ϕ˜(I) = I , the identity operator in B(X), a constant map. But ‖I − I F ‖ = 1 for all F ∈ F . 
Proposition 13. Let A ∈ M. The following conditions are equivalent.
1. A ∈ K;
2. ϕ˜(A) ∈ K(X) for all ϕ ∈ s(A);
3. limF∈F ‖A − AF |‖ = 0;
4. limF∈F ‖A − AF‖ = 0.
Proof. [(1) ⇒ (2)] Suppose A ∈ K. For each ϕ ∈ s(A), since
lim
F∈F
∥∥ϕ˜(A)− [ϕ˜(A)]F∥∥= limF∈F∥∥ϕ˜(A − AF )∥∥ limF∈F ‖A − AF ‖ = 0,
ϕ˜(A) ∈ K(X). So the map ϕ → ϕ˜(A) is from s(A) to K(X). The norm on K(X) is inherited from B(X), the continuity
follows from the membership A ∈ K.
[(2) ⇒ (4)] Let  > 0. For each ϕ ∈ s(A), there is a weak∗ open set Vϕ such that∥∥ψ˜(A)− ϕ˜(A)∥∥< 
3
for all ψ ∈ Vϕ .
Since s(A) is weak∗ compact and s(A) ⊆ ⋃ϕ∈s(A) Vϕ , there are ϕ1, . . . ϕk ∈ s(A) such that s(A) ⊆ ⋃kj=1 Vϕ j . Since each
ϕ˜ j(A) ∈ K(X), by Lemma 9, there is an F j ∈ F such that ‖ϕ˜ j(A)− [ϕ˜ j(A)]F‖ < 3 for all F j ⊆ F ∈ F . Let F =
⋃k
j=1 F j . Let
F ⊆ F ∈ F , and ψ ∈ s(A). There exists j such that ψ ∈ Vϕ j . We have∥∥ψ˜(A − AF)∥∥= ∥∥ψ˜(A)− [ψ˜(A)]F∥∥

∥∥ψ˜(A)− ϕ˜ j(A)∥∥+ ∥∥ϕ˜ j(A)− [ϕ˜ j(A)]F∥∥+ ∥∥[ϕ˜ j(A)]F − [ψ˜(A)]F∥∥
<

3
+ 
3
+ ∥∥ϕ˜ j(A)− ψ˜(A)∥∥< .
Upon taking supremum over all ψ ∈ s(A), we have ‖A − AF‖   for all F ⊆ F ∈ F . Since  is arbitrary,
limF∈F ‖A − AF‖ = 0.
[(4) ⇒ (2)] For each ϕ ∈ s(A), since ϕ˜(A) ∈ B(X), ϕ˜(AF) = [ϕ˜(A)]F ∈ K(X) for all F ∈ F by Lemma 9. We also have
lim
F∈F
∥∥[ϕ˜(A)]F − ϕ˜(A)∥∥= limF∈F∥∥ϕ˜(AF − A)∥∥ limF∈F ‖AF − A‖ = 0
and hence ϕ˜(A) ∈ K(X) for all ϕ ∈ s(A). That is A induces a map from s(A) to K(X). Since the norm on K(X) is inherited
from B(X), and the map induced by A from s(A) to B(X) is continuous, it is continuous from s(A) to K(X).
[(3) ⇔ (1)] This follows from the facts that ‖BF ‖ = ‖[B#]F |‖ for all B ∈ B(X) and all F ∈ F , and that an operator B is
compact iff B# is compact. 
The following lemma is an immediate consequence of Lemma 10, which is about formation of A-matrices in K from
disjoint “horizontal bands”. We omit its proof.
1184 T. Wootijirattikal et al. / J. Math. Anal. Appl. 389 (2012) 1173–1190Lemma 14.
1. Let A ∈ M, and {Fn} in F(S) be a sequence of pairwise disjoint ﬁnite subsets of S. Then for each c0 sequence {ξn}, B =∑∞
n=1 ξn AFn ∈ K.
2. Suppose {An: n ∈ N} ⊆ M is bounded and An = (An)Fn for some pairwise disjoint {Fn: n ∈ N} ⊆ F(S) (ﬁnite subsets of S), and
suppose X is c0(S) or p(S) with 1< p < ∞ and {ξn: n ∈ N} is in the corresponding sequence space. Then B =∑∞n=1 ξn An ∈ K.
As for Lemma 10, the duality also gives us the “vertical band” version of this lemma.
5. The dual ofK
The dual space of K will be identiﬁed with a space of matrices with entries in A# in this section. It will also be shown
that each element of K# can be extended uniquely to all of M.
Proposition 15.
1. Each f ∈ K# uniquely determines a function f˜ : S × S → A# such that
f (A) =
∑
s∈S
∑
t∈S
f˜ (s, t)
(
A(s, t)
)
for all A ∈ K.
2. Let K˜# = { f˜ : f ∈ K#}, and ‖ f˜ ‖ = ‖ f ‖ for each f˜ ∈ K˜# . Then K˜# is isometrically isomorphic to K# .
3. Suppose that for each (s, t) ∈ S × S, there is an associated gst ∈ A# such that∑
s∈S
∑
t∈S
gst
(
A(s, t)
)
converges for all A ∈ K.
Then
g(A) =
∑
s∈S
∑
t∈S
gst
(
A(s, t)
)
for A ∈ K
deﬁnes an element g ∈ K# .
For each a ∈ A, the state norm of a is ‖a‖σ = supϕ∈s(A) |ϕ(a)|, and it satisﬁes ‖a‖σ  ‖a‖ 2‖a‖σ for all a ∈ A (see [13,
Proposition 2.3]). Thus for A ∈ M we have∥∥A(s, t)∥∥ 2∥∥A(s, t)∥∥
σ
 2‖A‖.
Proof. (1) For each a ∈ A and each (s, t) ∈ S × S , deﬁne Est(a) by(
Est(a)
)
(u, v) = δsuδtva for all (u, v) ∈ S × S .
Then, for each ϕ ∈ s(A) and (u, v) ∈ S × S ,[
ϕ˜
(
Est(a)
)]
(u, v) = ϕ(Est(u, v))= δsuδtvϕ(a) = [Est(ϕ(a))](u, v),
which deﬁnes a compact operator on X , and hence Est(a) ∈ K by Proposition 13 (equivalence of (2) and (1)). For ϕ ∈ s(A),∥∥ϕ˜(Est(a))∥∥= ∥∥Est(ϕ(a))∥∥ ∣∣ϕ(a)∣∣ ‖a‖.
Continuity is as easily veriﬁed:∥∥ϕ˜γ (Est(a))− ϕ˜(Est(a))∥∥= ∣∣ϕγ (a)− ϕ(a)∣∣→ 0
as ϕγ weak∗ converges to ϕ in s(A). Deﬁne f st(a) = f (Est(a)). Then∣∣ f st(a)∣∣= ∣∣ f (Est(a))∣∣ ‖ f ‖∥∥Est(a)∥∥ ‖ f ‖‖a‖,
and hence f st ∈ A#. Let A ∈ K. To simplify notation, ﬁrst assume that A(s, t) = 0 for all s = s0, for some s0 ∈ S . Then since
limG∈F ‖A − AG|‖ = 0,
f (A) = lim
G∈F f (AG|) = limG∈F f
(∑
t∈G
Es0t
(
A(s0, t)
))=∑
t∈S
fs0t
(
A(s0, t)
)
.
For each A ∈ K, since limF∈F ‖A − AF ‖ = 0 and AF =∑s∈F A{s} , we have
f (A) = lim
F∈F f (AF ) = limF∈F
∑
f (A{s}) = lim
F∈F
∑∑
f st
(
A(s, t)
)=∑∑ f st(A(s, t)).
s∈F s∈F t∈S s∈S t∈S
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f (A) =
∑
s∈S
∑
t∈S
gst
(
A(s, t)
)
for all A ∈ K,
then for each s, t ∈ S , f st(a) = f (Est(a)) = gst(a) for all a ∈ A.
(2) For each f ∈ K#, deﬁne f˜ : S × S → A# by f˜ (s, t) = f st for all s, t ∈ S as in part (1). Then the map f → f˜ from K#
to K˜# is an isometric isomorphism with the norm as deﬁned.
(3) For a ﬁxed s ∈ S and each G ∈ F , let
gGs (A) =
∑
t∈G
gst
(
A(s, t)
)
for A ∈ K.
Then ∣∣gGs (A)∣∣∑
t∈G
‖gst‖
∥∥A(s, t)∥∥ 2‖A‖∑
t∈G
‖gst‖ for all A ∈ K,
and hence gGs ∈ K#. Since gs(A) :=
∑
t∈S gst(A(s, t)) converges by assumption, and
lim
G∈F
∣∣gGs (A)− gs(A)∣∣= 0 for each A ∈ K,
there is an Ms(A) such that |gGs (A)| Ms(A) for all G ∈ F (recall that the partial sums of a convergent sum are bounded).
By the uniform boundedness principle, there is an Ms such that ‖gGs ‖ Ms for all G ∈ F . Thus for each A ∈ K ,∣∣gs(A)∣∣= lim
G∈F
∣∣gGs (A)∣∣ limsup
G∈F
∥∥gGs ∥∥‖A‖ Ms‖A‖,
and hence gs ∈ K#. A similar uniform boundedness argument shows that g ∈ K#. 
It follows from this that
K# =
{
f˜ : f˜ : S × S → A#, and
∑
s∈S
∑
t∈S
(
f˜ (s, t)
)(
A(s, t)
)
converges for all A ∈ K
}
.
A uniform boundedness argument similar to that used in the proof of the last part of the preceding shows that g ∈ M#
provided that the double sum converges for every A ∈ M.
Recall that we are still working under the standing assumption X is a Banach space having a g-basis {es}s∈S with N-
property and its dual space X# has the set of dual functionals {e#s }s∈S as a g-basis, also with N-property.
Proposition 16. Suppose X is as above. For each f ∈ K# , there is a unique function f˜ : S × S → A# having the following properties.
1.
∑
s∈S
∑
t∈S ( f˜ (s, t))(A(s, t)) = f (A) for all A ∈ K.
2. Both
fˆ (A) =
∑
s∈S
∑
t∈S
(
f˜ (s, t)
)(
A(s, t)
)
and
g(A) =
∑
t∈S
∑
s∈S
(
f˜ (s, t)
)(
A(s, t)
)
converge for all A ∈ M.
Moreover, fˆ , g ∈ M# .
3. fˆ (A) = g(A) for all A ∈ K.
4. ‖ fˆ ‖M# = ‖ f ‖K# = ‖g‖M# .
5. fˆ (A) = g(A) for all A ∈ M if X = c0(S) or X = p(S) for 1< p < ∞.
Note that part (5) is a generalization of trace(AB) = trace(BA) for a trace class operator A and a bounded operator B on
a Hilbert space.
Proof. Part (1) is clear from the preceding Proposition 15.
(2) Suppose the sum fˆ (A) does not converge for some A ∈ M. Then, since each A{s} ∈ K, ∑t∈S ( f˜ (s, t))(A(s, t)) = f (A{s})
converges. Thus only the outer sum diverges. By Proposition 1, there exist an  > 0 and a sequence {Fn} of disjoint (ﬁnite)
sets in F such that∣∣∣∣∑∑( f˜ (s, t))(A(s, t))∣∣∣∣ .s∈Fn t∈S
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αn = 1
n
(
sgn
(∑
s∈Fn
∑
t∈S
(
f˜ (s, t)
)(
A(s, t)
)))
(where sgn(ζ ) = ζ |ζ |−1 if ζ = 0 and sgn(0) = 0). Since {αn} ∈ c0, by Lemma 14, A′ =∑∞n=1 αn AFn ∈ K. On the other hand
f
(
A′
)= ∞∑
n=1
αn
∑
s∈Fn
∑
t∈S
(
f˜ (s, t)
)(
A(s, t)
)= ∞∑
n=1
1
n
∣∣∣∣∑
s∈Fn
∑
t∈S
(
f˜ (s, t)
)(
A(s, t)
)∣∣∣∣ ∞∑
n=1
1
n
 = ∞,
a contradiction.
Using columns instead of rows, the preceding argument can be adapted to prove that the sum g(A) converges for every
A ∈ M.
It follows from the remark preceding this proposition that fˆ , g ∈ M#.
(3) For each A ∈ K, limG∈F ‖A − AG|‖ = 0,
f (A) = lim
G∈F f (AG|) = limG∈F
∑
s∈S
∑
t∈G
(
f˜ (s, t)
)(
A(s, t)
)= lim
G∈F
∑
t∈G
∑
s∈S
(
f˜ (s, t)
)(
A(s, t)
)
=
∑
t∈S
∑
s∈S
(
f˜ (s, t)
)(
A(s, t)
)= g(A).
(4) For each A ∈ M, since AF , AF | ∈ K for all F ∈ F ,∣∣g(AG|)∣∣= ∣∣ f (AG|)∣∣ ‖ f ‖K#‖AG|‖ ‖ f ‖K#‖A‖,
hence |g(A)| = limG∈F |g(AG|)| = limG∈F | f (AG|)| ‖ f ‖K#‖A‖. That is ‖g‖M#  ‖ f ‖K# . Since g|K = f , ‖g‖M#  ‖ f ‖K# .
Similarly, since fˆ (A) = limG∈F f (AG), ‖ fˆ ‖M# = ‖ f ‖K# .
(5) Deﬁne
gG(A) =
∑
t∈G
∑
s∈S
(
f˜ (s, t)
)(
A(s, t)
)
for A ∈ M.
From earlier observations |gG(A)| = |g(AG|)| ‖g‖‖AG|‖ ‖g‖‖A‖, hence gG ∈ M#. We show that {gG : G ∈ F} is a Cauchy
net in K#. If not, then there are an  > 0 and pairwise disjoint sequences {Gn}, {Hn} ⊆ F and a sequence {An} ⊆ M such
that
Hn ∩ Gm = ∅ ∀n,m ∈ N, ‖An‖ = 1, and (gGn − gHn)(An) .
Let Bn = (An)(Gn)| −(An)(Hn)| . Under the assumption of X = c0(S) or X = p(S) with p ∈ (1,∞), we have A′ =
∑∞
n=1 1n Bn ∈ K
converges in norm, by the dual version of Lemma 14, while
g
(
A′
)= ∞∑
n=1
1
n
g(Bn) =
∞∑
n=1
1
n
(gGn − gHn )(An)
∞∑
n=1

n
= ∞,
a contradiction. We conclude that {gG : G ∈ F} is a Cauchy net in K#, and hence by completeness of K#, there is an h ∈ K#
such that limF∈F(S) ‖gF − h‖ = 0. Since for each A ∈ K,
lim
G∈F ‖A − AG|‖ = 0, and limG∈F gG(A) = limG∈F g(AG|) = g(A),
we have g = h on K#. That is limG∈F ‖g − gG‖K# = 0. Thus
lim
G∈F ‖gˆ − gˆG‖M# = limG∈F ‖ĝ − gG‖K# = 0.
For each A ∈ M, since both of the double sums for fˆ and g converge,
( fˆ − gG)(A) = fˆ (A)− gG(A)
=
∑
s∈S
∑
t∈S
(
f˜ (s, t)
)(
A(s, t)
)−∑
s∈S
∑
t∈G
(
f˜ (s, t)
)(
A(s, t)
)
=
∑ ∑ (
f˜ (s, t)
)(
A(s, t)
)=∑∑( ˜˜f (s, t))(A(s, t))
s∈S t∈S\G s∈S t∈S
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lim
G∈F ‖ fˆ − gG‖M# = limG∈F
∥∥ ̂f − (gG)|K∥∥M# = limG∈F∥∥ f − (gG)|K∥∥K# = limG∈F∥∥g − (gG)|K∥∥K# = 0.
Therefore fˆ (A) = limG∈F gG(A) = g(A) for all A ∈ M, and hence∑
s∈S
∑
t∈S
(
f˜ (s, t)
)(
A(s, t)
)= fˆ (A) = g(A) =∑
t∈S
∑
s∈S
(
f˜ (s, t)
)(
A(s, t)
)
. 
6. A decomposition ofM#
We see from Proposition 16 that each f ∈ K# has a unique extension fˆ to all of M with the same norm. Denote by K̂#
the subspace of M# consisting of all such extensions.
Theorem 17. Assume X = c0(S) or X = p(S) for 1 < p < ∞. For each f ∈ M# there are unique g ∈ K̂# and h ∈ K⊥ such that
f = g + h. Moreover the decomposition also satisﬁes ‖ f ‖ = ‖g‖ + ‖h‖. That is M# = K̂# ⊕1 K⊥ .
Proof. Let f ∈ M#. Then f |K ∈ K#, and hence there exists a function f˜ : S × S → A# such that
f (A) =
∑
s∈S
∑
t∈S
(
f˜ (s, t)
)(
A(s, t)
)
for all A ∈ K.
Let g ∈ M# be deﬁned by
g(A) = fˆ (A) =
∑
s∈S
∑
t∈S
(
f˜ (s, t)
)(
A(s, t)
)
which converges for all A ∈ M by Proposition 16. Deﬁne h = f − g . Then h ∈ K⊥ . To show the norm equality, we need only
show that ‖ f ‖ ‖g‖ + ‖h‖. Let  > 0 be given. There are A, B ∈ M such that ‖A‖ = ‖B‖ = 1 and
g(A) > ‖g‖ − 
8
, h(B) > ‖h‖ − 
8
.
From the convergence of the double sum for g(A), there is an F0 ∈ F such that∣∣∣∣∑
S\F
∑
t∈S
(
f˜ (s, t)
)(
A(s, t)
)∣∣∣∣< 8 ∀F0 ⊆ F ∈ F .
From the ﬁniteness of F0 there is also a G0 ∈ F such that∣∣∣∣∑
s∈F0
∑
t∈S\G0
(
f˜ (s, t)
)(
A(s, t)
)∣∣∣∣< 8 .
By part (3) of Proposition 16,∑
s∈S
∑
t∈S
(
f˜ (s, t)
)(
B(s, t)
)
and
∑
t∈S
∑
s∈S
(
f˜ (s, t)
)(
B(s, t)
)
,
both converge and are equal. Thus there is an F1 ∈ F such that
F1 ⊇ F0 and
∣∣∣∣ ∑
s∈S\F1
∑
t∈S
(
f˜ (s, t)
)(
B(s, t)
)∣∣∣∣< 8 .
Put
˜ˆf (s, t) =
{
0 if s ∈ F1,
f˜ (s, t) if s ∈ S \ F1.
By part (3) of Proposition 15, the function ˜ˆf : S × S → A# deﬁnes an element fˆ ∈ K#. Thus∑
s∈S\F1
∑
t∈S
(
f˜ (s, t)
)(
B(s, t)
)=∑
s∈S
∑
t∈S
( ˜ˆf (s, t))(B(s, t))=∑
t∈S
∑
s∈S
( ˜ˆf (s, t))(B(s, t))=∑
t∈S
∑
s∈S\F1
(
f˜ (s, t)
)(
B(s, t)
)
all converge, and hence there is a G1 ∈ F such that G1 ⊇ G0 such that∣∣∣∣ ∑ ∑ ( f˜ (s, t))(B(s, t))∣∣∣∣< 8 .t∈S\G1 s∈S\F1
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A0(s, t) =
{
A(s, t) if (s, t) ∈ F0 × G0,
0 otherwise,
and
B0(s, t) =
{
B(s, t) if (s, t) ∈ (S \ F1)× (S \ G1),
0 otherwise;
and let C = A0 + B0. It is routine to check that
‖C‖max{‖A0‖,‖B0‖} 1.
Since h ∈ K⊥ and A0, B − B0 ∈ K, we have h(A0) = 0 and h(B) = h(B0). It then follows that
‖ f ‖ ∣∣ f (C)∣∣= ∣∣g(A0)+ g(B0)+ h(A0)+ h(B0)∣∣

∣∣g(A0)+ h(B0)∣∣− ∣∣g(B0)∣∣> Re[g(A0)]+ Re[h(B0)]− 
8
= Re
[
g(A)−
∑
s∈S\F0
∑
t∈S
(
f˜ (s, t)
)(
A(s, t)
)− ∑
s∈F0
∑
t∈S\G0
(
f˜ (s, t)
)(
A(s, t)
)]+ h(B)− 
8
> ‖g‖ − 
8
−
∣∣∣∣ ∑
s∈S\F0
∑
t∈S
(
f˜ (s, t)
)(
A(s, t)
)∣∣∣∣− ∣∣∣∣∑
s∈F0
∑
t∈S\G0
(
f˜ (s, t)
)(
A(s, t)
)∣∣∣∣+ ‖h‖ − 4
> ‖g‖ + ‖h‖ − 5
8
> ‖g‖ + ‖h‖ − .
Since the preceding argument holds for every  > 0, we conclude that ‖ f ‖ ‖g‖ + ‖h‖. Combining this with the obvious
opposite inequality, we have ‖ f ‖ = ‖g‖ + ‖h‖. 
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Appendix A
Using C∗-algebra elements to replace the complex numbers in matrix entries seems to be much more natural than
Banach space elements. We offer thanks to the referee who observed that very little of the structure of C∗-algebra is used
here, apart from the fact that ‖a‖  2‖a‖σ for all a ∈ A, and asked whether A could be replaced by a Banach space Y
and the state space s(A) by the unit ball [Y #]1 of Y #. This question also leads naturally to the question of whether on
specializing Y to a C∗-algebra the spaces M and K would be the same as presented above. Aﬃrmative answers are given
below.
For f ∈ A#, f ∗ is the functional f ∗(a) = [ f (a∗)] for all a ∈ A. A functional f is hermitian if f ∗ = f [7, p. 255].
Lemma 18. Let {ργ }γ∈Γ be a net of hermitian linear functionals on the commutative C∗-algebra C(Ω) that weak∗ converges to 0.
Then the net of positive [negative] parts [7, Theorem 4.3.6, p. 259] {ρ+γ }γ∈Γ [resp. {ρ−γ }γ∈Γ ] weak∗ converges to 0.
Proof. Suppose not, then there is a function f ∈ C(Ω) such that ρ+γ ( f ) → 0. By consideration of the real and imaginary
parts of f , we may assume f is a real valued function. Further decomposition of f as the difference of its positive and
negative parts, allows us to assume that f  0. By dropping down to a subnet, if necessary, we may assume that there is an
 > 0 such that ρ+γ ( f ) 2 for all γ ∈ Γ . Since ρ−γ ( f ) = ρ+γ ( f ) − ργ ( f ) and ργ ( f ) → 0, we may assume that ρ−γ ( f ) 
for all γ ∈ Γ . Regarding hermitian functionals on C(Ω) as signed measures [7, p. 219], the set Ω0 = {ω ∈ Ω: f (ω) > 0} has
positive measures with respect to both ρ+γ and ρ−γ , contradicting the mutual singularity of ρ+γ and ρ−γ in the Hahn and
Jordan Decomposition Theorems (see [9, p. 126]). 
Lemma 19. Let {ργ }γ∈Γ be a net of hermitian linear functionals on A that is weak∗ convergent to linear functional ρ . Then ρ is
hermitian and the net of positive [negative] parts {ρ+γ }γ∈Γ [resp. {ρ−γ }γ∈Γ ] weak∗ converges to ρ+ [resp. ρ−].
Proof. That ρ is hermitian follows from deﬁnition:
ρ∗(a) = [ρ(a∗)]= [lim
γ
ργ (a∗)
]
=
[
lim
γ
ρ∗γ (a∗)
]
=
[
lim
γ
[
ργ (a)
]]= lim
γ
ργ (a) = ρ(a) for all a ∈ A.
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representation Φ : A → C(s(A)) of A (as in [7, pp. 263–266]) given by aˆ(ϕ) := (Φ(a))(ϕ) := ϕ(a), ϕ ∈ s(A), for each a ∈ A,
each hermitian functional τ on A corresponds to a hermitian functional τˆ on Â := {aˆ: a ∈ A}, given by τˆ (aˆ) = τ (a) for all
a ∈ A. The net {ρ̂γ } of hermitian functionals on Â weak∗ converges to 0. Since Â ⊆ C(s(A)) is a commutative C∗-algebra,
it is isometrically ∗-isomorphic to C(Ω) for some compact Hausdorff space Ω . By Lemma 18, {ρ̂+γ }γ∈Γ converges to 0 in
the weak∗ topology. Thus, with Φ# : (Â)# → A# the Banach adjoint operator, (ρ+γ )(a) = [Φ#(ρ̂+γ )](a) = ρ̂+γ (aˆ) → 0 for all
a ∈ A. Hence {ρ+γ } weak∗ converges to 0. 
For f ∈ A#, the real and imaginary parts of f are the hermitian functionals Re f = 12 ( f + f ∗) and Im f = i2 ( f ∗ − f ).
Then f has the canonical representation f = Re f + i Im f = (Re f )+ − (Re f )− + i(Im f )+ − i(Im f )− , a linear combination
of positive linear functionals. If we let ϕ1 = [(Re f )+(1)]−1(Re f )+ (with the convention 00 = 0), then ϕ1 ∈ s(A) ∪ {0} by
[7, Theorem 4.3.2, p. 256]. Let ϕ2,ϕ3 and ϕ4 be similarly deﬁned for the remaining components of f . This gives rise to
the canonical representation of f = ∑4j=1 ζ jϕ j as a linear combination of states with |ζ j |  ‖ f ‖, where ζ1 = (Re f )+(1),
ζ2 = −(Re f )−(1), ζ3 = i(Im f )+(1), ζ4 = −i(Im f )−(1).
Proposition 20. Let A be a C∗-algebra with state space s(A) and identity 1. Let Z be a normed space of complex valued functions on
a nonempty set S; and x : S → A. Then ϕ ◦ x ∈ Z for all ϕ ∈ s(A) and the map ϕ → ϕ ◦ x is weak∗ to norm continuous from s(A) to
Z iff f ◦ x ∈ Z for all f ∈ [A#]1 and the map f → f ◦ x is weak∗ to norm continuous from [A#]1 (the closed unit ball of A#) to Z .
Proof. [⇒] Assume the map induced by x is weak∗ continuous on s(A). Since each f ∈ [A#]1 is a linear combination of at
most four states, f =∑4j=1 α jϕ j , and x induces a continuous map from s(A) to Z ,
f ◦ x=
[
4∑
j=1
α jϕ j
]
◦ x=
4∑
j=1
α j(ϕ j ◦ x) ∈ Z.
Let { fγ }γ∈Γ be a net in [A]1 such that fγ → f in the weak∗ topology on [A#]1. Since fγ − f → 0, we may thus assume
without loss of generality that fγ → 0. Represent each
fγ = (Re fγ ,1)+ − (Re fγ ,2)− + i(Im fγ ,3)+ − i(Im fγ ,4)− =
4∑
j=1
ζγ , jϕγ , j
in the canonical representation above. By Lemma 19, the positive (negative) component of Re f and Im f weak∗ converges
to 0. We note that under these assumptions we also have ζγ ,1 = (Re f )+(1) → 0 and likewise for ζγ , j → 0, j = 2,3,4. The
weak∗ to norm continuity of the map induced by x on s(A) implies that M := sup{‖ψ ◦ x‖: ψ ∈ s(A)} < ∞. Thus,
0 lim inf
γ∈Γ ‖ fγ ◦ x‖ limsupγ∈Γ ‖ fγ ◦ x‖ = limsupγ∈Γ
∥∥∥∥∥
[
4∑
j=1
ζγ , jϕγ , j
]
◦ x
∥∥∥∥∥= limsupγ∈Γ
∥∥∥∥∥
4∑
j=1
ζγ , j(ϕγ , j ◦ x)
∥∥∥∥∥
 limsup
γ∈Γ
[
4∑
j=1
|ζγ , j|‖ϕγ , j ◦ x‖
]
 limsup
γ∈Γ
[
4∑
j=1
|ζγ , j|M
]
= 0,
i.e., ‖ fγ ◦ x‖ → 0. This shows that the map f → f ◦ x is weak ∗ to norm continuous from [A#]1 to Z .
[⇐] The converse follows immediately from the inclusion s(A) ⊆ [A#]1. 
Let x : S × S → A. Suppose the map ϕ → ϕ ◦ x is weak∗ to norm continuous from s(A) to B(X), where X has g-basis
{es: s ∈ S}. It follows from Proposition 20, that the map f → f ◦ x is weak∗ to norm continuous from [A#]1 to B(X). All
the rest of the argument carries over to the case of A replaced by a Banach space and s(A) by [Y #]1.
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