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Abstract
In this paper we propose a method of extracting rules in Incomplete Information
System based on an irregular decision table. Need not to make estimation of miss-
ing attribute value, we get the rule set contains no missing attribute value. The
experiment justify, the accuracy of obtained rule set is almost same with the highest
accuracy among those of the estimating missing attribute value methods.
Key words: Rough set, Incomplete Information System, irregular
decision table.
1 Introduction
One of the main tools of data analysis is rule induction from raw data rep-
resented by a database. Among many dierent data analysis theories and
methods, rough sets [9] based methods are the new promising ones and have
been successfully applied to various areas because of their theoretic simplicity
and practicability. There are often some erroneous, incomplete, uncertain and
vague data in real-life data. In this paper we will discuss one form of data in-
completeness: missing attribute values. For the convenience of data analysis,
data is usually represented by a two-dimension table. This table will be called
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a Knowledge Represent System, or an Information System. When containing
the missing attribute values, it is called an Incomplete Information System.
There are several approaches to extract rules from Incomplete Information
System. The simplest among them consist in removing examples with un-
known values. Another simple one is to replace unknown value with the most
common value[1]. Other more complex approaches were presented in [4], [6],
[8 ], [10], [11]. Except the method of removing examples with missing values,
all the abov e-mentioned methods replace the missing values according to the
distribution of attribute values of the other examples in decision table. In
this paper, we propose a method to deal with missing attribute values based
on irregular decision table: this method can use the information of examples
with missing attribute value themselves to reduce the uncertainty of rules.
2 Preliminary
2.1 Rough Set
The information system can be formulated as a quadruple S = (U;A; V
a
; f
a
)
a2A
,
where U is a non-empty nite set of objects called the universe, A is a non-
empty nite set of attributes. 8a 2 A, V
a
is the set of values of a, f
a
: V ! V
a
is the function between U and V
a
.
For any ; 6= B  A, the binary relation I
B
= f(x; y) 2 U
2
: 8a 2
B; f
a
(x) = f
a
(y)g is called indiscernibility relation, it is reexive, symmetric
and transitive, so is also an equivalence relation. I
B
can be denoted as I if B
is understood.
8x 2 U , I is an indiscernibility relation on U , I(x) = fy 2 U : xIyg
is called an indiscernibility class. [x]
I
denotes an indiscernibility class of I
contains an element x 2 U .
The set of indiscernibility class, C
1
; C
2
; : : : ; C
s
, which is induced from I
abov eU , satises:

C
i
6= ;; i = 1; 2; :::; s;

C
i
\ C
j
= ;; i 6= j; 1  i; j  s;

s
S
i=1
C
i
= U .
Then I forms a partition of U , is denoted as P (I). If X  U and I is
an indiscernibility relation on U , then the lower approximation (of X b y I)
is dened as X
I
=
S
fI(x) : I(x)  Xg, and the upper approximation b y
X
I
=
S
fI(x) : I(x) \X 6= ;g. If X
I
6= X
I
, the pair of the form hX
I
6= X
I
i is
called a rough set. X
I
is called the positive region of X, U nX
I
the negative
region, X
I
nX
I
the boundary.
Let K = (U;A) be an information system and let C;D  A be two subsets
of attributes, called condition and decision attributes respectively . Informa-
tion system with distinguished condition and decision attributes will be called
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a decision table and will be denoted T = (U;C;D; V
a
)
a2C[D
. With every
x 2 U , we associate a function d
x
: A! V
a
, such that d
x
(a) = a(x), for every
a 2 C [D; The function d
x
will be called a decision rule (in T ), and x will be
referred to as a label of the decision rule d
x
.
If d
x
is a decision rule, then the restriction of d
x
to C, denoted d
x
jC, and
the restriction of d
x
to D, denoted d
x
jD will be called conditions and decision
of d
x
respectively. A decision rule often has the form ! ', where  and ' is
conditions and decision, respectively. For a decision rule ! ', its accuracy
is dened as:
j\'j
jj
, where j  \ ' j denotes the number of data that match
both  and ', j  j denotes the number of data that match . When its
accuracy is 1, the rule is consistent, otherwise inconsistent. In this paper we
call decision rule as rule for conv enience.
2.2 Variable Precision Rough Set
Variable precision rough set[11] is the extension of the original rough set.
Through setting the threshold value , it is loosen the strict denition of
approximation boundary. For a giv endecision table T = (U;C;D; V
a
)
a2C[D
and the threshold 1 <   1, I is indiscernibility relation on U , we dene
X

I
=
S
j I(x) :
jI(x)\Xj
jI(x)j
  j the  lower approximation set, X

I
=
S
j I(x) :
jI(x)\Xj
jI(x)j
> 1   j the upper approximation set, respectively .
Similarly,  rough rule set can be dened as: Q

  !d  P (I
Q
)P (I
d
); Q 
C, then < X; Y >2 Q

  !d , X  Y

I
Q
, Q
 det
  ! d = f< X; Y >2
Q

  !d : X  Y

I
Q
g is  consistent rule, positive region of Q

  !d is:
V
1
=
S
fX 2 P (I
Q
) :< X; Y >2 Q
 det
  !dg.
3 Data Analysis Method based on Rough Set
One aim of data analysis method based on rough set is to induce decision rules
from raw data. For given raw data, selecting dierent indiscernibility class can
constitute dierent decision rule sets. The mining algorithm of rough deci-
sion rules is to select suitable indiscernibility classes according some criterion,
nally getting the optimal decision rule set. There are many criterions to
evaluate the obtained decision rule set, such as quality of classication [6] and
entropy [2 ]. In this paper we discuss the latter.
3.1 Entropy of Information
In information theory, entropy can be used to measure the uncertainty of
information system.
Denition 3.1 Let X be a stochastic variable in set of object U , the prob-
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ability distribution of X is fp
1
; p
2
; p
3
; : : : ; p
s
g,
s
P
i=1
p
i
= 1, the entropy of X
is:
H(X) =
s
X
i=1
P
i
log
2
1
p
i
:
F oran information system L =< U;
; V
q
; f
q
>
q2

, each indiscernibility
relation I in U can be seen as an stochastic variable, its value is indiscernibility
class X
1
; X
2
; : : : ; X
s
, formed by the partition to U b yI, P (I). Its probability
distribution can be evaluated as: p^(X = X
i
) =
jX
i
j
jU j
; i = 1; : : : ; s. Similarly the
entropy of partition P (I) is dened as follo wed:
Denition 3.2 For each indiscernibility relation I in U , the indiscernibility
class, formed b y its partition to U , P (I), is X
1
; X
2
; : : : ; X
s
, then the en tropy
partition P (I) is: H(I) =
s
P
i=1
jX
i
j
jU j
log
2
jU j
jX
i
j
. F orev erydata object in U, which
is partitioned by an indiscernibility relation, H(I) evaluates the average least
times we should take to make certain this data object belonging to which
indistinguishing class.
In [2], Ivo Duntsch and Gunther Gediga use the entropy to measure the
uncertainty of information system.
F oran information system L =< U;
; V
q
; f
q
>
q2

, where U is a nite set
of objects, 
 is a nite set of attribute, for each q 2 
, V
q
is the set of value of
q, f
q
is an information function U ! V
q
, Q  
, d 2 
 is decision attribute,
P (I
d
) is a partition of U with classes Y
i
, i  k, each having cardinality r
i
.
The positive region of Q ! d is V = X
1
[X
2
[ : : : [X
c
, where X
i
2 P (I
Q
),
i = 1; 2; : : : ; c. H
det
(Q! d) =
P
ic

i
log
2
(
1

i
) + jU n V j
1
n
log
2
(n), where 
i
is
the estimated probability of an element of X
i
being in the class X
i
\Y
i
, where
the cardinality of U is n. S
det
(Q ! d)
def
= 1  
H
det
(Q!d) H(I
d
)
log
2
(n) H(I
d
)
is normalized
entropy measure function, where H(I
d
) =
k
P
i=0
r
i
n
log
2
(
n
r
i
). In this method for
every consistent rule in decision table, its entropy is:
1
n
log
2
(
n
m
), where m
is the number of rules equivalent to this rule, n is the number of all rules;
every inconsistent rule,
1
n
log
2
(n). Usually in Incomplete Information System
the rules are induced after replacing missing attribute value and attribute
reduct. As abov e-mentioned, the missing attribute value of an example is lled
according to the distribution of this attribute value in other examples. F rom
the point view of attribute reduct, not all the attribute values are necessary for
decision. If the attribute or attribute value is redundant, we needn't replace
the missing attribute value; from the point view of examples classication,
if we can use the present known attribute value to classify the example, the
existence of missing attribute value doesn't aect the classify ability of system,
the replacing of missing value is unnecessary, too. So extracting rules directly
from incomplete information system, in one hand improv e the eÆciency of
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extraction rules, in other hand can reduce the uncertainty of rule set.
In Incomplete Information System, the method of measure uncertainty in
[2] can not be used directly. So we make some modication of that method:
for the rules that hav en't missing attribute values, we compute its en tropy
as [2]; otherwise the rule's entropy is set to be maximum,
1
n
log
2
(n). Because
both the inconsistent rules and the rules with missing attribute values are
the rules we will remove, so all their uncertainties should be set maximum.
Using this method to compute entropy, b y some rule mining algorithm(such
as genetic algorithm), we can get the rules set with missing attribute value as
less as possible. One of this kind of rules set is of the form Table 1.
Table 1
Incomplete decision table
Condition attribute Decision attribute
U Price Mileage Size Max-speed Quality
1 High Low F ull Low Good
2 Low * F ull Low Good
3 * * Compact Low Poor
4 High * F ull High Good
5 * * F ull High Excellent
6 Low High F ull * Good
As to the rules that hav e missing value, some of them will not result to in-
consistent rules, it means this missing attribute value is redundant attribute
value, the missing attribute value can be replaced b y, where  represents
the valuewe need not to know; As to the rules with missing attribute values
which will result to inconsistent rules, they can be seen as the elements of an
indiscernibility class of optimal attribute set. In this indiscernibility class, we
discern the elements b y the attribute in condition attribute set beside opti-
mal attribute set. In this indiscernibility class, we dene  consistent rule as
follo wed:
Denition 3.3 In decision table T = (U;C;D; V
a
)
a2C[D
, Q  C is optimal
attribute set, x 2 U , z 2 [x]
I
Q
, threshold 0:5 <   1, b 2 C n Q, b
i
2 V
b
,
V
b
is value set of b, I
b
is indiscernibility relation abov e [x]
I
Q
, Y 2 P (I
d
),
b
 det
  !d = f< z; Y >2 b

  !d : [z]
I
b
 Y

I
b
g is  consistent rule in [x]
I
Q
.
In [7], Kryszkiewicz M. proposed a method to reduct the decision of Incom-
plete Information System. But this method would result to the inconsistent
rules. Now b y an example we illustrate method we proposed in this paper.
As abov e-mentioned, using the entropy we dened for Incomplete Information
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System, by some rule mining algorithm, we can obtain an incomplete decision
table of the form Table 1, after attributes reduct and redundant rules remov-
ing. In this decision table, for the rules that contain missing attribute value,
if the missing attribute value will not result to inconsistent rules, we use  to
replace  in table, it means the missing attribute value is redundant attribute
value, such as rule 1,2,3,6. When the missing attribute value will result to the
inconsistent rules, such as rule 4 and 5, we should nd a suitable attribute
in the reduct attributes, from the value of this attribute we can discern these
inconsistent rules. In this way, need not estimate the missing attribute values,
we can get a decision table which contains no missing attribute value. In Ta-
ble 2, the attribute A is reduct attributes, and select to discern rule 4 and 5.
T able 2 is dierent from popular decision table, not all the decision rules hav e
the same number of condition attribute, is called irregular decision table.
Table 2
Irregular decision table
Condition attribute Decision attribute
U A Price Mileage Size Max-speed Quality
1  High Low F ull Low Good
2  Low  F ull Low Good
3    Compact Low Poor
4 A
1
High  F ull High Good
5 A
2
  F ull High Excellent
6  Low High F ull  Good
The algorithm of mining rules in Incomplete Information System, which
contains missing value as less as possible is selected to be general-purpose
genetic algorithm program GENESIS[3]. By this algorithm, we can obtain
the rule set with missing value and optimal attribute set. The algorithm of
obtaining irregular decision table is described as follo wed:
Input:
(i) Original training data set, A;
(ii) the set of rules which are extracted in training data set with n rules, B;
(iii) rule array I = [1; 2; 3; : : : ; n];
(iv) optimal attribute set, D;
(v) the set of attributes which is reducted in attribute reduct, C;
(vi) irregular decision table, E = ;.
Output: irregular decision table E.
Begin:
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While(I 6= [0; 0; 0; : : : ; 0]) Do
Let c = I(p), where p is the rst nonzero element in I.
If the c-th rule contains no missing attribute value then put it into
E. Let I(p) = 0.
Else If the accuracy of the c-th rule is 1, then put it in toE. let
I(p) = 0.
Else Select all the rules which will inconsistent with c-th in B, c
1
; c
2
;
: : : ; c
i
, 0 < i < n, j = 1; 2; : : : ; i, c
j
2 I. Select all the examples
in A which match any one of the rule c
j
. Classify these examples
on ev eryattribute in C. The attribute with the highest accuracy
of classication is selected to be the attribute added in E. From
these examples extract rules on condition attributes in D and the
added attribute. Put the extracted rules in toE. Let I(p) = 0,
I(c
1
) = 0, I(c
2
) = 0; : : : ; I(c
i
) = 0.
Endif
EndWhile
End
4 Experiment
T o testthe utility of our method, we make experiment on U.C.Irvine Reposi-
tory of Machine Leaning Data Table. Our experiments are conducted in Java
under Windows2000, using JDK 1.3 and Oracle 8.1.7. Three data sets are
selected: Breast-cancer, Echocardiogram and Hepatitis. In every data set the
experiment is done 10 times to get mean value of results. In the experiment
procedure, each data set is divided into two groups: 50% data are taken as
training set and the remains as testing set. Entropy as tness function, ge-
netic algorithm is selected to be mining algorithm of rules. After getting the
optimal condition attribute set, using the algorithm we propose to remove the
missing value in rules. T able3 shows the comparison of accuracy of rule set
obtained by irregular decision table method(IDT) and the highest one among
those of estimating missing attribute value methods(EMAV). We can see, the
two rule sets hav e the almost same accuracy.
Table 3
Comparison of accuracy of dierent rules set
The highest accuracy
of the EMAV methods
The accuracy of
IDT method
Accuracy
dierence
Breast-cancer 71:5%[5] 71:7% +0:2%
Hepatitis 86:4%[5] 82:4%  4:0%
Echocardiogram 93:4%[5] 91.6% -1.8%
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5 Summary
In this paper we propose a method based on irregular decision table to extract
rules in Incomplete Information System. Need not to estimate the missing
attribute values, we obtain rule set with no missing attribute value. Making
experiments on three database, the result justify the validity of our method,
the obtained rules set has the almost same accuracy with the highest one
among those of the estimating missing attribute value methods.
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