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1. Introduction and main results
Consider the noncooperative elliptic systems of the form⎧⎨⎩
−u + au + bv = μu + g1(x,u) − h1(x), in Ω,
v + bu + dv = μv + g2(x, v) − h2(x), in Ω,
u = v = 0, on ∂Ω,
(1)
where  denotes the Laplacian operator, a,b,d,μ ∈ R, Ω is a bounded domain in RN with smooth boundary ∂Ω ,
h1,h2 ∈ L2(Ω), g1, g2 : Ω × R → R are Carathéodory functions, and satisfy
(g∗) For every ρ > 0, there exists a function Lρ ∈ L2(Ω) such that∣∣gi(x, t)∣∣ Lρ(x)
for all |t| ρ and a.e. x ∈ Ω , i = 1,2.
As is well known, linear self-adjoint operator − : H2(Ω) ∩ H10(Ω) → L2(Ω) possesses an unbounded eigenvalue se-
quence 0 < λ1 < λ2 < · · · < λk < · · · . Let E := H10(Ω) × H10(Ω) with the inner product and norm given by
〈z,w〉E = 〈u, φ〉H10(Ω) + 〈v,ψ〉H10(Ω), ‖z‖E =
√
‖u‖2
H10(Ω)
+ ‖v‖2
H10(Ω)
for z = (u, v),w = (φ,ψ) ∈ E . Set
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z :=
(−u
−v
)
, A :=
(
a b
b d
)
, R :=
(
1 0
0 −1
)
,
then system (1) can be written as
−
z + RAz = μRz + R
(
g1(x,u)
g2(x, v)
)
− R
(
h1(x)
h2(x)
)
.
Under the assumption
(g∞) lim|t|→∞
gi(x, t)
t
= 0 uniformly for x ∈ Ω, i = 1,2,
system (1) is called as a resonant problem if linear problem
(−
 + RA)z = μRz (2)
has a nonzero solution in E . And problem (2) has a nonzero solution in E if, and only if, matrix −RA + μR − λkI2 is
singular, where I2 is the identity matrix of order 2. So for every k ∈ N+ , solving equation det(−RA +μR − λkI2) = 0 gives
two eigenvalues of problem (2) as follows
μ±k =
a+ d
2
±
√(
a− d
2
+ λk
)2
+ b2.
Moreover, the eigenfunctions space Nμ±k associated with μ
±
k are of the form
Nμ±k =
{X ±k φk ∣∣X ±k ∈ R2 ∩ ker(−RA + μ±k R − λkI2) \ {(0,0)}, φk ∈ H10(Ω) ∩ ker(− − λk) \ {0}}.
Clearly, μ±k → ±∞ as k → ∞, and〈X +k φk,X −k φk〉E = 0, 〈X ±k φk,X ±l φl〉E = 0 if l = k.
Forming a new sequence with all elements of set {μ±k | k ∈ N+} according to their size, then remarking them as⎧⎪⎪⎨⎪⎪⎩
· · · < μ−2 < μ−1 < μ0 = a+ d
2
< μ1 < μ2 < · · · , if b = 0 and d − a
2
= λk for some k,
· · · < μ−2 < μ−1 < μ0 < a+ d
2
< μ1 < μ2 < · · · , for others,
where if two elements of set {μ±k | k ∈ N+} are of the same size, we only mark once in the new sequence. In fact, if there
exist k, l ∈ N+ with k = l such that λk + λl = d − a, which implies that μ+k = μ+l , thus we mark μ j = μ+k = μ+l for some
j ∈ Z in the new sequence, and the corresponding eigenfunctions space Nμ j of μ j is of the form Nμ j = Nμ+k ⊕ Nμ+l .
The associated functional of system (1) is
J (u, v) = 1
2
∫
Ω
(
R
(−u
−v
)
,
(
u
v
))
dx+ 1
2
∫
Ω
(
A
(
u
v
)
,
(
u
v
))
dx− 1
2
∫
Ω
(
μ
(
u
v
)
,
(
u
v
))
dx
−
∫
Ω
G1(x,u)dx−
∫
Ω
G2(x, v)dx+
∫
Ω
h1u dx+
∫
Ω
h2v dx
for (u, v) ∈ E , where G1(x,u) =
∫ u
0 g1(x, s)ds, G2(x, v) =
∫ v
0 g2(x, s)ds. Under conditions (g∗) and (g∞), it is not diﬃcult to
check that J ∈ C1(E,R), maps bounded sets into bounded sets in E , and〈
J ′(u, v), (φ,ψ)
〉= ∫
Ω
(
R
(−u
−v
)
,
(
φ
ψ
))
dx+
∫
Ω
(
A
(
u
v
)
,
(
φ
ψ
))
dx−
∫
Ω
(
μ
(
u
v
)
,
(
φ
ψ
))
dx
−
∫
Ω
g1(x,u)φ dx−
∫
Ω
g2(x, v)ψ dx+
∫
Ω
h1φ dx+
∫
Ω
h2ψ dx
for (u, v), (φ,ψ) ∈ E . Furthermore, the weak solutions of system (1) are exactly the critical points of J in E .
Noncooperative elliptic systems, arising naturally a steady states in reaction–diffusion process that appear in chemical
and biological phenomena, have been extensively investigated in last two decades. For instance, the readers are referred
to [8,11] for superlinear cases, and asymptotically linear cases were considered in [5–7,9,10,24,27] and references therein.
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nonquadraticity conditions, [9,10,24] proved system (1) admits a nontrivial solution via Morse theory or index theory, [27]
obtained multiple solutions for system (1) with even potential.
Multiplicity of solutions for single equation approaching the ﬁrst eigenvalue of corresponding linear problem have been
studied by many authors since the works of Mawhin and Schmitt [16,17]. [17], as well as [1,12], considered the one-
dimensional case, [3,4] discussed the higher dimension case. All papers mentioned above are based on bifurcation theory.
Using variational methods, [23,14] has proved that there exist at least three solutions for semilinear elliptic equation near
resonant at the ﬁrst eigenvalue, subsequently, these results were extended to p-Laplacian equation in [18,13], and to coop-
erative systems in [20]. Results for higher eigenvalues were obtained in [12,16,21], where [12] used bifurcation from inﬁnity
and degree theory, but only for the one-dimensional case and making use of the fact that in this case all eigenvalues
are simple. In [16] they also used bifurcation theory to deal with the eigenvalues of odd multiplicity. The authors of [21]
used variational techniques to study semilinear elliptic equation in any spatial dimension for all eigenvalues above the ﬁrst
one.
In [25], Tang ﬁrst introduced a generalized Landesman–Lazer type condition to study existence of solutions for two-point
boundary value problem at resonance, since then, this existence result has been extended to semilinear elliptic equation
in [26], p-Laplacian equation in [2], cooperative elliptic systems in [19]. In the present paper, ﬁrst of all, we will extend
these results to system (1). In addition, we will use this kind of technique to study the multiplicity of solutions for system
(1) near resonance. Motivated by [25], we deﬁne
Fi(x, t) =
{
2Gi(x,t)−gi(x,t)t
t , t = 0,
gi(x,0), t = 0,
where Gi(x, t) =
∫ t
0 gi(x, s)ds, i = 1,2. By assuming
(F−) lim inf
t→−∞ Fi(x, t) = Fi(x,−∞), limsupt→+∞ Fi(x, t) = Fi(x,+∞)
uniformly for x ∈ Ω , i = 1,2,
(F+) lim inf
t→+∞ Fi(x, t) = Fi(x,+∞), limsupt→−∞ Fi(x, t) = Fi(x,−∞)
uniformly for x ∈ Ω , i = 1,2, we will prove the following results.
Theorem 1. Suppose that (g∗), (g∞) and (F−) hold, and assume that Fi(x,−∞), Fi(x,+∞) ∈ L2(Ω), i = 1,2, and satisfy∫
Ω
h1u dx+
∫
Ω
h2v dx <
∫
Ω
F1(x,−∞)u+ −
∫
Ω
F1(x,+∞)u− +
∫
Ω
F2(x,−∞)v+ −
∫
Ω
F2(x,+∞)v− (3)
for (u, v) ∈ Nμ \ {(0,0)}, where u+ :=max{0,u} and u− :=max{0,−u}, u ∈ H10(Ω). Then system (1) has at least a weak solution.
Remark 1. There exist functions h1, h2, g1, g2 satisfying our assumptions. For example (cf. [25]), let h1 = h2 = 0 and
g1(x, t) = g2(x, t) =
{
e−t4|sin t| ln(1+ t2) − 1, t  0 and x ∈ Ω,
1− 2et, t  0 and x ∈ Ω.
It is not diﬃcult to check that Fi(x,−∞) = 1, Fi(x,+∞) = −1, i = 1,2, which implies that (3) holds.
Theorem 2. Suppose that (g∗), (g∞) and (F+) hold, and assume that Fi(x,+∞), Fi(x,−∞) ∈ L2(Ω), i = 1,2, and satisfy∫
Ω
h1u dx+
∫
Ω
h2v dx <
∫
Ω
F1(x,+∞)u+ −
∫
Ω
F1(x,−∞)u− +
∫
Ω
F2(x,+∞)v+ −
∫
Ω
F2(x,−∞)v−
for (u, v) ∈ Nμ \ {(0,0)}. Then system (1) has at least a weak solution.
Remark 2. There exist functions h1, h2, g1, g2 satisfying our assumptions. For example, let h1 = h2 = 0 and
g1(x, t) = g2(x, t) =
{
1− e−t4|sin t| ln(1+ t2), t  0 and x ∈ Ω,
2et − 1, t  0 and x ∈ Ω.
The reason is similar to Remark 1.
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Ω
h1u dx+
∫
Ω
h2v dx <
∫
Ω
F1(x,−∞)u+ −
∫
Ω
F1(x,+∞)u− +
∫
Ω
F2(x,−∞)v+ −
∫
Ω
F2(x,+∞)v− (4)
for (u, v) ∈ Nμ j \ {(0,0)}. Then there exists δ1 > 0 such that for μ ∈ (μ j,μ j + δ1), system (1) has at least two weak solutions.
Theorem 4. Suppose that (g∗), (g∞) and (F+) hold, and assume that Fi(x,+∞), Fi(x,−∞) ∈ L2(Ω), i = 1,2, and satisfy∫
Ω
h1u dx+
∫
Ω
h2v dx <
∫
Ω
F1(x,+∞)u+ −
∫
Ω
F1(x,−∞)u− +
∫
Ω
F2(x,+∞)v+ −
∫
Ω
F2(x,−∞)v− (5)
for (u, v) ∈ Nμ j \ {(0,0)}. Then there exists δ2 > 0 such that for μ ∈ (μ j − δ2,μ j), system (1) has at least two weak solutions.
2. Preliminaries
For z = (u, v), let
I(z) = 1
2
∫
Ω
(
R
(−u
−v
)
,
(
u
v
))
dx+ 1
2
∫
Ω
(
A
(
u
v
)
,
(
u
v
))
dx,
thus there exists a positive constant ν dependent of μ such that
I(z) − μ
2
∫
Ω
|z|2 dx
⎧⎪⎪⎨⎪⎪⎩
 ν2 ‖z‖2E , for z ∈
⊕
μ j>μ
Nμ,
= 0, for z ∈ Nμ,
− ν2 ‖z‖2E , for z ∈
⊕
μ j<μ
Nμ,
where |z|2 = u2 + v2. (See [6, Proposition 2.2].)
In addition, we introduce an abstract notion and result in the following, see [22].
Deﬁnition 1. (See [22].) Let X be a real Banach space with X = X1⊕ X2, where both X1 and X2 may be inﬁnite-dimensional.
Let P1, P2 be the projectors of X onto X1, X2 associated with the given splitting of X . Let S, Q ⊂ X with Q ⊂ X˜ , a given
subspace of X , and ∂Q will refer to the boundary of Q in X˜ . We say S and ∂Q link if whenever σ ∈ S and σ(t, ∂Q )∩ S = ∅
for all t ∈ [0,1], then σ(t, Q ) ∩ S = ∅ for all t ∈ [0,1], where
S := {σ ∈ C([0,1] × X, X) ∣∣ σ(0,u) = u and P2σ(t,u) = P2u − K (t,u), where K : [0,1] × X → X2 is compact}.
Remark 3. (See [22].) Let X, X1, X2 as in Deﬁnition 1, Q := O ∩ X2, where O is a neighborhood of 0 in X , X˜ := X2 and
S := X1. Then S and ∂Q link.
Theorem 5. (See [22].) Let X be a Hilbert space with X = X1 ⊕ X2 and X2 = X⊥1 . Suppose that J ∈ C1(X,R), satisﬁes the (P.S.)
condition, and
(J1) J (u) = 12 〈Lu,u〉 + Ψ (u), where Lu = L1P1u + L2P2u, Li : Xi → Xi is bounded and selfadjoint, i = 1,2.
(J2) Ψ ′ compact.
(J3) There exist a subspace X˜ ⊂ E and sets S ⊂ X, Q ⊂ X˜ and constants b> a such that
(i) S ⊂ X1 and J |S b,
(ii) Q is bounded and J |∂Q  a,
(iii) S and ∂Q link.
Then J possesses a critical value c b.
3. Proofs of theorems
Lemma 1. Suppose that (g∗) and (g∞) hold, further assume that (F−) and (3) hold if there is resonance. Then J satisﬁes the (P.S.)
condition.
Proof. For any sequence {zn | zn := (un, vn)} ⊂ E such that∣∣ J (zn)∣∣< ∞ for all n, and J ′(zn) → 0 as n → ∞, (6)
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in E . If not, without loss of generality, we suppose that ‖zn‖E → ∞ as n → ∞. From this, we will reach a contradiction no
matter whether there is resonance. Set (un, vn) = ( un‖zn‖E , vn‖zn‖E ), one has⎧⎪⎨⎪⎩
un ⇀ u, vn ⇀ v in H
1
0(Ω),
un → u, vn → v in Lq(Ω) with q ∈
(
1,2∗
)
,
un(x) → u(x), vn(x) → v(x) for a.e. x ∈ Ω,
(7)
where 2∗ := 2NN−2 if N  3 or 2∗ := +∞ if N = 1,2. In addition, it follows from (g∗) and (g∞) that for every ε > 0 there
exists ρ˜ε > 0 such that∣∣gi(x, t)∣∣ ε|t| + Lρ˜ε (x) (8)
for all t ∈ R and a.e. x ∈ Ω , i = 1,2. Then we have
1
‖zn‖2E
∣∣∣∣∫
Ω
g1(x,un)un dx
∣∣∣∣ 1‖zn‖2E
∫
Ω
∣∣g1(x,un)∣∣|un|dx
 1‖zn‖2E
∫
Ω
(
ε|un| + Lρ˜ε (x)
)|un|dx
 1‖zn‖2E
(
ε
2
‖un‖2L2(Ω) + ‖Lρ˜ε‖L2(Ω) · ‖un‖L2(Ω)
)
 ε
2λ1
+ ‖Lρ˜ε‖L2(Ω)√
λ1‖zn‖E ,
let n → ∞ in this expression, one has
lim
n→∞
1
‖zn‖2E
∣∣∣∣∫
Ω
g1(x,un)un dx
∣∣∣∣ ε2λ1 ,
by the arbitrariness of ε, we get
lim
n→∞
1
‖zn‖2E
∣∣∣∣∫
Ω
g1(x,un)un dx
∣∣∣∣= 0. (9)
Similarly, one has
lim
n→∞
1
‖zn‖2E
∣∣∣∣∫
Ω
g2(x, vn)vn dx
∣∣∣∣= 0, (10)
and
lim
n→∞
1
‖zn‖E
∣∣∣∣∫
Ω
g1(x,un)φ dx
∣∣∣∣= 0, (11)
lim
n→∞
1
‖zn‖E
∣∣∣∣∫
Ω
g2(x, vn)ψ dx
∣∣∣∣= 0, (12)
where (φ,ψ) ∈ E . Then, by (6), (7), (9) and (10), passing to the limit in〈
J ′(un, vn), (un,−vn)
‖zn‖2E
〉
= 1+
∫
Ω
(
A
(
un
vn
)
,
(
un
−vn
))
dx−
∫
Ω
(
μ
(
un
vn
)
,
(
un
−vn
))
dx−
∫
Ω
g1(x,un)un
‖zn‖2E
dx
−
∫
Ω
g2(x, vn)(−vn)
‖zn‖2E
dx+
∫
Ω
h1un
‖zn‖2E
dx+
∫
Ω
h2(−vn)
‖zn‖2E
dx
gives
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∫
Ω
(
A
(
u
v
)
,
(
u
−v
))
dx−
∫
Ω
(
μ
(
u
v
)
,
(
u
−v
))
dx,
which implies that
(u, v) = (0,0). (13)
Meanwhile, for every (φ,ψ) ∈ E , by (6), (7), (11) and (12), passing to the limit in〈
J ′(un, vn), (φ,ψ)
‖zn‖E
〉
=
∫
Ω
(
R
(−un
−vn
)
,
(
φ
ψ
))
dx+
∫
Ω
(
A
(
un
vn
)
,
(
φ
ψ
))
dx−
∫
Ω
(
μ
(
un
vn
)
,
(
φ
ψ
))
dx
−
∫
Ω
g1(x,un)φ
‖zn‖E dx−
∫
Ω
g2(x, vn)ψ
‖zn‖E dx+
∫
Ω
h1φ
‖zn‖E dx+
∫
Ω
h2ψ
‖zn‖E dx
gives ∫
Ω
(
R
(−u
−v
)
,
(
φ
ψ
))
dx+
∫
Ω
(
A
(
u
v
)
,
(
φ
ψ
))
dx=
∫
Ω
(
μ
(
u
v
)
,
(
φ
ψ
))
dx
by the arbitrariness of (φ,ψ) in E , we have
−

(
u
v
)
+ RA
(
u
v
)
= μR
(
u
v
)
. (14)
In the nonresonant case, this contradicts (13).
In the resonance case, it follows from (13) and (14) that (u, v) ∈ Nμ \ {(0,0)}. For any ε > 0, set
Cεi (x) := Fi(x,−∞) − ε, Dεi (x) := Fi(x,+∞) + ε,
i = 1,2, then there exists ρε > 0 such that
Fi(x, t)
{ Cεi (x), for t −ρε and a.e. x ∈ Ω,
 Dεi (x), for t  ρε and a.e. x ∈ Ω,
(15)
i = 1,2, which implies that
Fi(x, t)t 
{
Cεi (x)t, for t −ρε and a.e. x ∈ Ω,
Dεi (x)t, for t  ρε and a.e. x ∈ Ω,
i = 1,2. It follows from this and (g∗) that
〈 J ′(zn), zn〉 − 2 J (zn)
‖zn‖E =
∫
Ω
F1(x,un)un
‖zn‖E dx+
∫
Ω
F2(x, vn)vn
‖zn‖E dx−
∫
Ω
h1un
‖zn‖E dx−
∫
Ω
h2vn
‖zn‖E dx
−
∫
Ω
Cε1(x)
u−n
‖zn‖E dx+
1
‖zn‖E
∫
−ρεun0
(
3Lρε (x)u
2
n − Cε1(x)un
)
dx
+
∫
Ω
Dε1(x)
u+n
‖zn‖E dx+
1
‖zn‖E
∫
0unρε
(
3Lρε (x)u
2
n − Dε1(x)un
)
dx
−
∫
Ω
Cε2(x)
v−n
‖zn‖E dx+
1
‖zn‖E
∫
−ρεvn0
(
3Lρε (x)v
2
n − Cε2(x)vn
)
dx
+
∫
Ω
Dε2(x)
v+n
‖zn‖E dx+
1
‖zn‖E
∫
0vnρε
(
3Lρε (x)v
2
n − Dε2(x)vn
)
dx
−
∫
Ω
h1(x)un
‖zn‖E dx−
∫
Ω
h2(x)vn
‖zn‖E dx. (16)
Meanwhile, using Hölder inequality and (7), we have
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Ω
Cε1(x)
u−n
‖zn‖E dx−
∫
Ω
Cε1(x)u
− dx
∣∣∣∣  ∫
Ω
∣∣Cε1(x)∣∣∣∣∣∣ u−n‖zn‖E − u−
∣∣∣∣dx

∫
Ω
∣∣Cε1(x)∣∣∣∣∣∣ un‖zn‖E − u
∣∣∣∣dx

∥∥Cε1∥∥L2(Ω)∥∥∥∥ un‖zn‖E − u
∥∥∥∥
L2(Ω)
→ 0, (17)
as n → ∞. Similarly, one has∣∣∣∣∫
Ω
Dε1(x)
u+n
‖zn‖E dx−
∫
Ω
Dε1(x)u
+ dx
∣∣∣∣→ 0, (18)∣∣∣∣∫
Ω
Cε2(x)
v−n
‖zn‖E dx−
∫
Ω
Cε2(x)v
− dx
∣∣∣∣→ 0, (19)
and ∣∣∣∣∫
Ω
Dε2(x)
v+n
‖zn‖E dx−
∫
Ω
Dε2(x)v
+ dx
∣∣∣∣→ 0, (20)
as n → ∞. By (6), (7), (17)–(20), passing to limit in (16) gives∫
Ω
h1u dx+
∫
Ω
h2v dx−
∫
Ω
Cε1(x)u
− dx+
∫
Ω
Dε1(x)u
+ dx−
∫
Ω
Cε2(x)v
− dx+
∫
Ω
Dε2(x)v
+ dx,
by the arbitrariness of ε, one has∫
Ω
h1(−u)dx+
∫
Ω
h2(−v)dx
∫
Ω
F1(x,−∞)(−u)+ dx−
∫
Ω
F1(x,+∞)(−u)− dx
+
∫
Ω
F2(x,−∞)(−v)+ dx−
∫
Ω
F2(x,+∞)(−v)− dx,
which is in contradiction with (3) because (−u,−v) ∈ Nμ \ {(0,0)}.
To sum up, {zn} is bounded in E no matter whether there is resonance for system (1). Our proof is completed. 
Proof of Theorem 1. By Lemma 1, J satisﬁes the (P.S.) condition. To apply Theorem 5 via a geometry structure in Remark 3,
conditions (J1) and (J2) are trivially veriﬁed, so we only need to check condition (J3), it suﬃces to prove that there exists a
splitting E = E1 ⊕ E2 with E2 = E⊥1 , such that
J (u, v) → +∞ (21)
as ‖(u, v)‖E → ∞ in E1 and
J (u, v) → −∞ (22)
as ‖(u, v)‖E → ∞ in E2.
In the nonresonant case, i.e. μ j < μ < μ j+1 for some j ∈ Z, let
E1 =
∞⊕
i= j+1
Nμi , E2 =
j⊕
−∞
Nμi .
Then we have E = E1 ⊕ E2 and E2 = E⊥1 . In addition, it follows from (8) that∣∣Gi(x, t)∣∣ ε2 |t|2 + Lρ˜ε (x)|t| (23)
for all t ∈ R and x ∈ Ω , i = 1,2. On one hand, for z =: (u, v) ∈ E1, from (23) with ε ∈ (0, νλ1 ) it follows that2
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2
∫
Ω
|z|2 dx− ε
2
∫
Ω
|z|2 dx−
∫
Ω
Lρ˜ε (x)
(|u| + |v|)dx+ ∫
Ω
h1u dx+
∫
Ω
h2v dx
 ν
2
‖z‖2E −
ε
2
∫
Ω
|z|2 dx− 1√
λ1
(‖Lρ˜ε‖L2(Ω) + ‖h1‖L2(Ω) + ‖h2‖L2(Ω))‖z‖E
 ν
4
‖z‖2E −
1√
λ1
(‖Lρ˜ε‖L2(Ω) + ‖h1‖L2(Ω) + ‖h2‖L2(Ω))‖z‖E ,
which implies that (21) holds. On the other hand, for z := (u, v) ∈ E2, from (23) with ε ∈ (0, νλ12 ) it follows that
J (z) I(z) − μ
2
∫
Ω
|z|2 dx+ ε
2
∫
Ω
|z|2 dx+
∫
Ω
Lρ˜ε (x)
(|u| + |v|)dx+ ∫
Ω
h1u dx+
∫
Ω
h2v dx
 −ν
2
‖z‖2E +
ε
2
∫
Ω
|z|2 dx+ 1√
λ1
(‖Lρ˜ε‖L2(Ω) + ‖h1‖L2(Ω) + ‖h2‖L2(Ω))‖z‖E
 −ν
4
‖z‖2E +
1√
λ1
(‖Lρ˜ε‖L2(Ω) + ‖h1‖L2(Ω) + ‖h2‖L2(Ω))‖z‖E ,
which implies that (22) holds.
In the resonance case, i.e. μ = μ j for some j ∈ Z, let
W1 =
∞⊕
i= j+1
Nμi , W0 = Nμ j , W2 =
j−1⊕
−∞
Nμi ,
it is clear that E = W1 ⊕ W0 ⊕ W2 and W2 = (W1 ⊕ W0)⊥ . In a way similar to the proof of (9), from (23), we have
lim‖(u,v)‖E→∞
1
‖(u, v)‖2E
∫
Ω
G1(x,u)dx = 0 (24)
and
lim‖(u,v)‖E→∞
1
‖(u, v)‖2E
∫
Ω
G2(x, v)dx = 0. (25)
For z := (u, v) ∈ W2, by (24) and (25), passing to the limit ‖z‖E → ∞ in
J (z)
‖z‖2E
 I(z)‖z‖2E
− μ j
∫
Ω
|z|2 dx
2‖z‖2E
−
∫
Ω
G1(x,u)
‖z‖2E
dx−
∫
Ω
G2(x, v)
‖z‖2E
dx+
∫
Ω
h1u
‖z‖2E
dx+
∫
Ω
h2v
‖z‖2E
dx
 −ν j
2
−
∫
Ω
G1(x,u)
‖z‖2E
dx−
∫
Ω
G2(x, v)
‖z‖2E
dx+
∫
Ω
h1u
‖z‖2E
dx+
∫
Ω
h2v
‖z‖2E
dx
(where ν j is a positive constant dependent of μ j)
gives
limsup
‖z‖E→∞
J (z)
‖z‖2E
−ν j
2
,
which implies that (22) holds with E2 = W2.
In the following, we check that (21) holds with E1 = W1 ⊕ W0. If not, without loss of generality, we suppose that there
exist a positive constant C and a sequence {zn | zn := (un, vn)} ⊂ W1 ⊕ W0 satisfying
J (zn) C for all n, and ‖zn‖E → ∞ as n → ∞. (26)
Writing zn in the form
zn = z1n + z0n,
where z1n := (u1n, v1n) ∈ W1, z0n := (u0n, v0n) ∈ W0, it follows from (26), (24)–(25) that
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n→∞
C
‖zn‖2E
 lim inf
n→∞
J (zn)
‖zn‖2E
 1
2
lim inf
n→∞
ν j
‖zn‖2E
‖z1n‖2E − limsup
n→∞
1
‖zn‖2E
∫
Ω
(
G1(x,un) + G2(x, vn)
)
dx+ lim inf
n→∞
1
‖zn‖2E
∫
Ω
(h1un + h2vn)dx
 ν j
2
lim inf
n→∞
∫
Ω
|∇z1n|2 dx
‖zn‖2E
,
which implies that
z1n
‖zn‖E → (0,0) in E, (27)
as n → ∞. Since W0 is ﬁnite-dimensional, with loss of generality we may suppose that
z0n
‖zn‖E → (u0, v0) in W0, (28)
as n → ∞. Combining (27) and (28), one has
zn
‖zn‖E → (u0, v0) in E, (29)
as n → ∞, which shows that ‖(u0, v0)‖E = 1, i.e. (u0, v0) ∈ W0 \ (0,0).
Additional, let ε, ρε , Cεi (x) and D
ε
i (x) (i = 1,2) be as in the proof of Lemma 1, then from (15) one has
d
dt
(
−Gi(x, t)
t2
)
= Fi(x, t)
t2

Cεi (x)
t2
= d
dt
(
−C
ε
i (x)
t
)
for t −ρε and a.e. x ∈ Ω , i = 1,2. Integrating both sides over [s, t] ⊂ (−∞,−ρε] and applying (g∞), we obtain
−Gi(x, t)
t2
−C
ε
i (x)
t
for t −ρε and a.e. x ∈ Ω , i = 1,2. Hence we get
Gi(x, t) Cεi (x)t (30)
for t −ρε and a.e. x ∈ Ω , i = 1,2. Similarly, one has
Gi(x, t) Dεi (x)t (31)
for t  ρε and a.e. x ∈ Ω , i = 1,2. Besides this, in a way similar to the proof of (17)–(20), we have∣∣∣∣∫
Ω
Cε1(x)
u−n
‖zn‖E dx−
∫
Ω
Cε1(x)u
−
0 dx
∣∣∣∣→ 0, (32)∣∣∣∣∫
Ω
Dε1(x)
u+n
‖zn‖E dx−
∫
Ω
Dε1(x)u
+
0 dx
∣∣∣∣→ 0, (33)∣∣∣∣∫
Ω
Cε2(x)
v−n
‖zn‖E dx−
∫
Ω
Cε2(x)v
−
0 dx
∣∣∣∣→ 0, (34)
and ∣∣∣∣∫
Ω
Dε2(x)
v+n
‖zn‖E dx−
∫
Ω
Dε2(x)v
+
0 dx
∣∣∣∣→ 0, (35)
as n → ∞. From (26), (30) and (31), we have
C  J (zn)
−
∫
G1(x,un)dx−
∫
G2(x, vn)dx+
∫
h1un dx+
∫
h2vn dxΩ Ω Ω Ω
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∫
Ω
Cε1(x)u
−
n dx−
∫
Ω
Dε1(x)u
+
n dx−
∫
−ρεun0
(
Lρε (x)|un| − Cε1(x)un
)
dx−
∫
0unρε
(
Lρε (x)|un| − Dε1(x)un dx
)
+
∫
Ω
Cε2(x)v
−
n dx−
∫
Ω
Dε2(x)v
+
n dx−
∫
−ρεvn0
(
Lρε (x)|vn| − Cε2(x)vn
)
dx−
∫
0vnρε
(
Lρε (x)|vn| − Dε2(x)vn dx
)
+
∫
Ω
h1un dx+
∫
Ω
h2vn dx,
divided both sides of above inequality by ‖(un, vn)‖E and passing to the limit, it follows from (32)–(35) that∫
Ω
h1u0 dx+
∫
Ω
h2v0 dx−
∫
Ω
Cε1(x)u
−
0 dx+
∫
Ω
Dε1(x)u
+
0 dx−
∫
Ω
Cε2(x)v
−
0 dx+
∫
Ω
Dε2(x)v
+
0 dx,
by the arbitrariness of ε, one has∫
Ω
h1(−u0)dx+
∫
Ω
h2(−v0)dx
∫
Ω
F1(x,−∞)(−u0)+ dx−
∫
Ω
F1(x,+∞)(−u0)− dx
+
∫
Ω
F2(x,−∞)(−v0)+ dx−
∫
Ω
F2(x,+∞)(−v0)− dx,
which is in contradiction with (3) because (−u0,−v0) ∈ Nμ j \ {(0,0)}. Our proof is completed. 
Theorem 2 can be proved similarly. To prove Theorem 3, we need several auxiliary results.
Lemma 2. Let W1 , W0 , W2 be as in the proof of Theorem 1. Set
A = {w1 ∈ W1 ∣∣ ‖w1‖E  T1}∪ {w = w0 + w1 ∣∣ w0 ∈ W0, w1 ∈ W1 with ‖w‖E = T1},
BW0⊕W2 =
{
w = w0 + w2
∣∣ w0 ∈ W0, w2 ∈ W2 with ‖w‖E  1},
B = T2∂BW0⊕W2 =
{
w = w0 + w2
∣∣ w0 ∈ W0, w2 ∈ W2 with ‖w‖E = T2},
where T1 < T2 . Then A and B link in the sense of Deﬁnition 1.
Remark 4. In fact, this result is a generalization of Lemma 4.6 in [21] where W0 ⊕ W2 is ﬁnite-dimensional.
Proof. Arbitrarily choose w ∈ W0 with ‖w‖E = 1, set
A˜ = {w1 ∈ W1 ∣∣ ‖w1‖E  T1}∪ {w = sw + w1 ∣∣ w1 ∈ W1, s 0, with ‖w‖E = T1}.
Clearly, it suﬃces to verify that A˜ and B link. Let PW1 and PW0⊕W2 are respectively projectors on W1 and W0 ⊕ W2, then
map
π : A˜ → W1: w ∈ A˜ → PW1(w)
is a homeomorphism. We extend the map π on E given by
π˜ : E → E: w1 + w0 + w2 → w1 + w0 + w2 +
(
w1 −π−1(w1)
)
.
It is easy to check that π˜ is also a homeomorphism and π˜−1(0) = 0 − π−1(0) = −T1w . Then, for any σ ∈ S := {σ ∈
C([0,1] × E, E) | σ(0,u) = u and PW0⊕W2σ(t,u) = PW0⊕W2u − K (t,u), where K : [0,1] × E → W0 ⊕ W2 is compact}, for
every t ∈ [0,1], we have
σ(t, T2BW0⊕W2) ∩ A˜ = ∅ ⇔ σ(t, T2BW0⊕W2) ∩π−1(W1) = ∅
⇔ σ(t, T2BW0⊕W2) ∩ π˜−1(W1) = ∅
⇔ π˜ ◦ σ(t, T2BW0⊕W2) ∩ W1 = ∅
⇔ there exists z ∈ T2BW0⊕W2 such that
PW0⊕W2 ◦ π˜ ◦ σ(t, z) = 0. (36)
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σ(t, B) ∩ A˜ = ∅ ⇔ PW0⊕W2 ◦ π˜ ◦ σ(t, B) = 0. (37)
In addition, for σ ∈ S , we have
σ(t,u) = PW1 ◦ σ(t,u) + PW0⊕W2 ◦ σ(t,u) = PW1 ◦ σ(t,u) + PW0⊕W2u − K (t,u),
then one has
PW0⊕W2 ◦ π˜ ◦ σ(t,u) = PW0⊕W2u − K (t,u) − PW0⊕W2 ◦ π−1 ◦ PW1 ◦ σ(t,u),
where PW0⊕W2 ◦ π−1 ◦ PW1 ◦ σ([0,1], E) ⊂ {sw | s ∈ [0, T1]}, which implies that PW0⊕W2 ◦ π−1 ◦ PW1 ◦ σ : [0,1] × E →
W2 ⊕W0 is compact. Hence, for σ ∈ S such that σ(t, B)∩ A˜ = ∅ for all t ∈ [0,1], from (37) it follows that degL−S (PW0⊕W2 ◦
π˜ ◦ σ(t, ·), T2BW0⊕W2 ,0) is well deﬁned for all t ∈ [0,1], where degL−S is Leray–Schauder degree. By homotopy invariance
of Leray–Schauder degree, for every t ∈ [0,1], we have
degL−S
(
PW0⊕W2 ◦ π˜ ◦ σ(t, ·), T2BW0⊕W2 ,0
)= degL−S(PW0⊕W2 ◦ π˜ ◦ σ(0, ·), T2BW0⊕W2 ,0)
= degL−S(id − T1w, T2BW0⊕W2 ,0)
= 1.
Hence, from (36) it follows that
σ(t, T2BW0⊕W2) ∩ A˜ = ∅
for all t ∈ [0,1]. Therefore, A˜ and B link in the sense of Deﬁnition 1. 
Lemma 3. Let X be a Hilbert space which is the topological direct sum of subspaces X1 and X2 . Let P1 , P2 be the projectors of X
onto X1 , X2 . Suppose that J ∈ C1(X,R) with J (u) = 12 〈Lu,u〉 + Ψ (u), where Lu = L1P1u + L2P2u, Li = Xi → Xi is bounded and
selfadjoint, i = 1,2, and Ψ ′ compact. Moreover, suppose that there exist r1, r2 > 0 such that
sup
z∈r2∂BX2
J (z) < α := inf
z∈r1BX1
J (z) β := sup
z∈r2BX2
J (z) < inf
z∈r1∂BX1
J (z). (38)
If (P.S.)c holds for any c ∈ [α,β], there exists at least one critical point z0 of J such that α  J (z0) β .
Remark 5. In fact, this result is a generalization of Theorem 8.1 of [15] in which A. Marino, A.M. Micheletti and A. Pistoia
obtained the same result when either X1 or X2 is ﬁnite-dimensional.
Proof. By negation, suppose that every c ∈ [α,β] is a regular value. Then by Proposition A.18 in [22], there exists ε > 0
small enough and a deformation ζ : [0,1] × Jβ → Jβ of the form
ζ(t, z) = eθ(t,z)L z + K (t, z),
where J τ = {z ∈ X | J (z) τ }, τ ∈ R, 0 θ(t, z) 1 and K : [0,1] × X → X is compact, such that
ζ(0, z) = z, ∀z ∈ Jβ,
ζ(t, z) = z, ∀t ∈ [0,1], ∀z ∈ Jα−ε,
ζ(1, z) ∈ Jα−ε, ∀z ∈ Jβ .
Then, on one hand, by the deﬁnition of β , we have ζ(1, r2BX2) ⊂ Jα−ε , which implies that
ζ(1, r2BX2) ∩ r1BX1 = ∅. (39)
On the other hand, writing z ∈ X in the form z = z1 + z2, where z1 ∈ X1, z2 ∈ X2, one has
ζ(t, r2BX2) ∩ r1BX1 = ∅ ⇔ there is z = z2 ∈ r2BX2 such that
∥∥P1 ◦ ζ(t, z)∥∥X  r1, P2 ◦ ζ(t, z) = 0,
⇔ there is z = z2 ∈ r2BX2 such that
∥∥P1 ◦ ζ(t, z)∥∥X  r1, z2 + e−θ L2 K2(t, z) = 0,
(40)
where K2 := P2 ◦ K . Deﬁne χ : [0,1] × [−1,1] × r2BX2 → R × X2 by
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(‖P1 ◦ ζ(t, z)‖X
r1
, z2 + e−θ L2 K2(t, z)
)
+ (s,0)
= (s, z2) + H(t, z),
where H(t, z2) = ( ‖P1◦ζ(t,z2)‖Xr1 , e−θ L2 K2(t, z2)) = (P1 ◦ K (t, z2), e−θ L2 K2(t, z2)), so H : [0,1] × r2BX2 → R × X2 is compact.
From (38) and nonincreasing of the deformation, we have
ζ(t, r2∂BX2) ∩ r1BX1 = ∅ and ζ(t, r2BX2) ∩ r1∂BX1 = ∅
for all t ∈ [0,1], which respectively imply that
(0,0) /∈ χ([0,1], [−1,1] × r2∂BX2) and (0,0) /∈ χ([0,1],−1× r2BX2),
from these and the fact (0,0) /∈ χ([0,1],1× r2BX2 ) it follows that
(0,0) /∈ χ([0,1], ∂([−1,1] × r2BX2)),
which implies that degL−S(χ(t, ·), [−1,1] × r2BX2 , (0,0)) is well deﬁned for all t ∈ [0,1]. Then, by the homotopy invariance
of Leray–Schauder degree, we have
degL−S
(
χ(t, ·), [−1,1] × r2BX2 , (0,0)
)= degL−S(χ(0, ·), [−1,1] × r2BX2 , (0,0))
= degL−S
(
(s, z2), [−1,1] × r2BX2 , (0,0)
)
= 1,
then for every t ∈ [0,1], there exist st ∈ [−1,1] and zt ∈ r2BX2 such that χ(t, st , zt) = (0,0), i.e.∥∥P X1 ◦ ζ(t, zt)∥∥X = str1 and zt + e−θ L2 K2(t, zt) = 0,
from this and (40) it follows that
ζ(t, r2BX2) ∩ r1BX1 = ∅ for all t ∈ [0,1],
which is in contradiction with (39). Our proof is completed. 
Proof of Theorem 3. By Lemma 1, Jμ satisﬁes the (P.S.) condition in the case of near resonance, where and in the following
Jμ denote functional J with parameter μ. Let W1,W0,W2 be as in the proof of Theorem 1, when μ > μ j is suﬃciently
close to μ j , we will ﬁnd two different critical points of Jμ in two steps.
Step 1. Construction of the ﬁrst critical point.
For μ > μ j and z = (u, v) ∈ W2, it follows from (23) with ε ∈ (0, ν jλ12 ) that
Jμ(z) I(z) − μ j
2
∫
Ω
|z|2 dx+ ε
2
∫
Ω
|z|2 dx+
∫
Ω
Lρ˜ε (x)
(|u| + |v|)dx+ ∫
Ω
h1u dx+
∫
Ω
h2v dx
 −ν j
2
‖z‖2E +
ε
2
∫
Ω
|z|2 dx+ 1√
λ1
(‖Lρ˜ε‖L2(Ω) + ‖h1‖L2(Ω) + ‖h2‖L2(Ω))‖z‖E
<
−ν j
4
‖z‖2E +
1√
λ1
(‖Lρ˜ε‖L2(Ω) + ‖h1‖L2(Ω) + ‖h2‖L2(Ω))‖z‖E ,
which implies that
Jμ(z) → −∞ (41)
uniformly for μ > μ j as ‖z‖E → ∞ in W2. Hence, functional Jμ is bounded from above on W2 uniformly for μ > μ j , and
we denote by
M := sup
μ∈(μ j, μ j+μ j+12 ), z∈W2
Jμ(z).
Now we claim: there exist constants R1 > 0 and δ1 ∈ (0,min{ ν jλ12 , μ j+1−μ j2 }) dependent of M such that for every μ ∈
(μ j,μ j + δ1), we have
Jμ(z) > M + 1 (42)
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μ ∈ (μ j,μ j + δ1), there exists constant R∗ > 0 such that
sup
R∗∂BW2
Jμ < α := inf
R1BW1⊕W0
Jμ.
Sum up, for every μ ∈ (μ j,μ j + δ1), one has
sup
R∗∂BW2
Jμ < α = inf
R1BW1⊕W0
Jμ  β := sup
R∗BW2
Jμ  sup
W2
Jμ  M < M + 1 inf
R1∂BW1⊕W0
Jμ,
then the ﬁrst critical point of Jμ with critical value c1 ∈ [α,β] by Lemma 3.
Now, it remains to prove the claim above. Since for every z ∈ E , Jμ(z) is decreasing related to μ, it suﬃces to verify that
there exist constants R1 > 0 and δ1 ∈ (0,min{ ν jλ12 , μ j+1−μ j2 }) dependent of M such that
Jμ j+δ1(z) > M + 1 (43)
for z ∈ W1 with ‖z‖E  R1 or z ∈ W1 ⊕ W0 with ‖z‖E = R1.
On one hand, for μ ∈ (μ j,μ j +min{ ν jλ12 , μ j+1−μ j2 }) and (u, v) ∈ W1, from (23) with ε ∈ (0, ν jλ14 ) it follows that
Jμ(z) I(z) − μ
2
∫
Ω
|z|2 dx− ε
2
∫
Ω
|z|2 dx−
∫
Ω
Lρ˜ε (x)
(|u| + |v|)dx+ ∫
Ω
h1u dx+
∫
Ω
h2v dx
 ν j
2
‖z‖2E +
μ j −μ − ε
2
∫
Ω
|z|2 dx− 1√
λ1
(‖Lρ˜ε‖L2(Ω) + ‖h1‖L2(Ω) + ‖h2‖L2(Ω))‖z‖E
 ν j
8
‖z‖2E −
1√
λ1
(‖Lρ˜ε‖L2(Ω) + ‖h1‖L2(Ω) + ‖h2‖L2(Ω))‖z‖E ,
therefore, there exists a positive constant R∗ dependent of M uniformly for μ ∈ (μ j,μ j +min{ ν jλ12 , μ j+1−μ j2 }) such that
Jμ(z) > M + 1 (44)
for z ∈ W1 with ‖z‖E  R∗ .
On the other hand, there exist constants R1  R∗ and δ1 ∈ (0,min{ ν jλ12 , μ j+1−μ j2 }) dependent of M such that
Jμ j+δ1(u, v) > M + 1 (45)
for (u, v) ∈ W1 ⊕ W0 with ‖(u, v)‖E = R1. If not, for any two sequences Rn  R∗ and δn ∈ (0,min{ ν jλ12 , μ j+1−μ j2 }), there
exist zn := (un, vn) ∈ W1 ⊕ W0 with ‖zn‖E = Rn such that
M + 1 Jμ j+δn (zn) (46)
for all n. We select Rn, δn satisfying
Rn → ∞, δn → 0 and Rnδn → 0 (47)
as n → ∞. Writing zn in the form zn = z1n + z0n , where z1n := (u1n, v1n) ∈ W1, z0n := (u0n, v0n) ∈ W0, from (47), one has
lim
n→∞ δn
‖z0n‖2E
‖zn‖E = 0. (48)
Then from (24), (25) and (47), passing to the limit in
M + 1
‖zn‖2E

Jμ j+δn (zn)
‖zn‖2

(
ν j
2
− δn
2λ1
)
· ‖z1n‖
2
E
‖zn‖2E
− δn
2λ1
· ‖z0n‖
2
E
‖zn‖2E
−
∫
Ω
G1(x,un)
‖zn‖2E
dx−
∫
Ω
G2(x, vn)
‖zn‖2E
dx+
∫
Ω
h1un
‖zn‖2E
dx+
∫
Ω
h2vn
‖zn‖2E
dx
gives
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2
lim inf
n→∞
‖z1n‖2E
‖zn‖2E
,
which implies
z1n
‖zn‖E → 0 in E,
as n → ∞. Since W0 is ﬁnite-dimensional, with loss of generality, we may suppose that
z0n
‖zn‖E → (u0, v0) in W0,
as n → ∞. Hence we have
zn
‖zn‖E → (u0, v0) in E,
as n → ∞, which shows that ‖(u0, v0)‖E = 1, i.e. (u0, v0) ∈ W0 \ {(0,0)}. Let ε, ρε , Cεi (x) and Dεi (x) (i = 1,2) be as in the
proof of Theorem 1, in a way similar to (17)–(20), one has∣∣∣∣∫
Ω
Cε1(x)
u−n
‖zn‖E dx−
∫
Ω
Cε1(x)u
−
0 dx
∣∣∣∣→ 0, (49)
∣∣∣∣∫
Ω
Dε1(x)
u+n
‖zn‖E dx−
∫
Ω
Dε1(x)u
+
0 dx
∣∣∣∣→ 0, (50)
∣∣∣∣∫
Ω
Cε2(x)
v−n
‖zn‖E dx−
∫
Ω
Cε2(x)v
−
0 dx
∣∣∣∣→ 0, (51)
and ∣∣∣∣∫
Ω
Dε2(x)
v+n
‖zn‖E dx−
∫
Ω
Dε2(x)v
+
0 dx
∣∣∣∣→ 0, (52)
as n → ∞. From (46), (30) and (31), we have
M + 1 Jμ j+δn (zn)
− δn
2λ1
‖z0n‖2E −
∫
Ω
G1(x,un)dx−
∫
Ω
G2(x, vn)dx+
∫
Ω
h1un dx+
∫
Ω
h2vn dx
− δn
2λ1
‖z0n‖2E +
∫
Ω
h1un dx+
∫
Ω
h2vn dx+
∫
Ω
Cε1(x)u
−
n dx−
∫
Ω
Dε1(x)u
+
n dx
−
∫
−ρεun0
(
Lρε (x)|un| − Cε1(x)un
)
dx−
∫
0unρε
(
Lρε (x)|un| − Dε1(x)un
)
dx
+
∫
Ω
Cε2(x)v
−
n dx−
∫
Ω
Dε2(x)v
+
n dx−
∫
−ρεvn0
(
Lρε (x)|vn| − Cε2(x)vn
)
dx
−
∫
0vnρε
(
Lρε (x)|vn| − Dε2(x)vn
)
dx,
dividing both sides of above inequality by ‖(un, vn)‖E and passing to the limit, it follows from (48)–(52) that∫
Ω
h1u0 dx+
∫
Ω
h2v0 dx−
∫
Ω
Cε1(x)u
−
0 dx+
∫
Ω
Dε1(x)u
+
0 dx−
∫
Ω
Cε2(x)v
−
0 dx+
∫
Ω
Dε2(x)v
+
0 dx,
by the arbitrariness of ε, one has
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Ω
h1(−u0)dx+
∫
Ω
h2(−v0)dx
∫
Ω
F1(x,−∞)(−u0)+ dx−
∫
Ω
F1(x,+∞)(−u0)− dx
+
∫
Ω
F2(x,−∞)(−v0)+ dx−
∫
Ω
F2(x,+∞)(−v0)− dx,
which is in contradiction with (4) because (−u0,−v0) ∈ Nμ j \ {(0,0)}. Hence, (45) holds. Thus, combining (44) and (45),
we get (43), which again implies (42).
Step 2. Construction of the second critical point.
In the case μ ∈ (μ j,μ j + δ1), for z = (u, v) ∈ W2 ⊕ W0, it follows from (23) with ε ∈ (0, νλ12 ) that
Jμ(z) I(z) − μ
2
∫
Ω
|z|2 dx+ ε
2
∫
Ω
|z|2 dx+
∫
Ω
Lρ˜ε (x)
(|u| + |v|)dx+ ∫
Ω
h1u dx+
∫
Ω
h2v dx
 −ν
2
‖z‖2E +
ε
2
∫
Ω
|z|2 dx+ 1√
λ1
(‖Lρ˜ε‖L2(Ω) + ‖h1‖L2(Ω) + ‖h2‖L2(Ω))‖z‖E
 −ν
4
‖z‖2E +
1√
λ1
(‖Lρ˜ε‖L2(Ω) + ‖h1‖L2(Ω) + ‖h2‖L2(Ω))‖z‖E ,
which implies that
Jμ(z) → −∞
as ‖z‖E → ∞ in W2 ⊕ W0, then there exists a positive constant R̂ > R1 such that
Jμ(z) < M, for z ∈ W2 ⊕ W0 with ‖z‖E = R̂.
Let A := {(u, v) ∈ W1 | ‖z‖E  R1} ∪ {z ∈ W1 ⊕ W0 | ‖z‖E = R1} and B := {z ∈ W2 ⊕ W0: ‖z‖E = R̂}, then A and B link by
Lemma 2. So in the case μ ∈ (μ j,μ j + δ1), the second critical point of Jμ with critical value c2  M + 1 is obtained by
Theorem 5. 
Proof of Theorem 4. By Lemma 1, Jμ satisﬁes the (P.S.) condition in the case of near resonance. Let W1, W0, W2 be as the
proof of Theorem 1. When μ < μ j is suﬃciently close to μ j , we will obtain two different saddle points of Jμ in two steps.
Step 1. Construction of the ﬁrst saddle point.
For μ < μ j and z = (u, v) ∈ W1, from (23) with ε ∈ (0, ν jλ12 ) it follows that
Jμ(z) I(z) − μ j
2
∫
Ω
|z|2 dx− ε
2
∫
Ω
|z|2 dx−
∫
Ω
Lρ˜ε (x)
(|u| + |v|)dx+ ∫
Ω
h1u dx+
∫
Ω
h2v dx
 ν j
2
‖z‖2E −
ε
2
∫
Ω
|z|2 dx− 1√
λ1
(‖Lρ˜ε‖L2(Ω) + ‖h1‖L2(Ω) + ‖h2‖L2(Ω))‖z‖E
 ν j
4
‖z‖2E −
1√
λ1
(‖Lρ˜ε‖L2(Ω) + ‖h1‖L2(Ω) + ‖h2‖L2(Ω))‖z‖E ,
then we get
Jμ(z) → +∞
uniformly for μ < μ j as ‖z‖E → ∞ in W1. Hence, Jμ is bounded from below on W1 uniformly for μ < μ j , and denote by
m := inf
μ∈( μ j+μ j−12 ,μ j), z∈W1
Jμ(z).
In a way similar to the proof of (42), it follows from assumptions (g∗), (g∞), (F+) and (5) that there exist constants R2 > 0
and δ2 ∈ (0,min{ ν jλ12 , μ j−μ j−12 }) dependent of m such that for every μ ∈ (μ j − δ2,μ j), we have
Jμ(z) <m − 1, (53)
for z ∈ W2 with ‖z‖E  R2 or z ∈ W2 ⊕ W0 with ‖z‖E = R2. In this case, the ﬁrst saddle point of Jμ is obtained via
Remark 3 by Theorem 5 with the critical value
646 X.-F. Ke, C.-L. Tang / J. Math. Anal. Appl. 375 (2011) 631–647c1 := inf
γ∈Γ1
sup
z∈R2BW2⊕W0
Jμ
(
γ (z)
)
,
where Γ1 := {γ ∈ C0(R2BW2⊕W0 , E) | γ |R2∂BW2⊕W0 = id}.
Step 2. Construction of the second saddle point.
In the case μ ∈ (μ j − δ2,μ j), we have proved in the proof of Theorem 1
Jμ(z) → +∞,
as ‖z‖E → ∞ in W1 ⊕ W0 and
Jμ(z) → −∞,
as ‖z‖E → ∞ in W2. Hence, we can select R > R2 such that
sup
z∈R∂BW2
Jμ(z) < inf
z∈W1⊕W0
Jμ(z).
Then the second saddle point of Jμ is obtained via Remark 3 by Theorem 5 with critical value
c2 := inf
γ∈Γ2
sup
z∈RBW2
Jμ
(
γ (z)
)
,
where Γ2 := {γ ∈ C0(RBW2 , E) | γ |R∂BW2 = id}. Moreover, we can assert c1 < c2. This assertion was proved in [21], we state
it here for reader’s convenience. Arbitrarily chose a w0 ∈ W0 with ‖w0‖E = 1, we can deﬁne a map γ˜ : RBW2 → E as
follows
γ˜ (z) =
⎧⎨⎩ z +
√
R22 − ‖z‖2E w0, z ∈ W2 with ‖z‖E  R2,
z, z ∈ W2 with R2  ‖z‖E  R.
It is diﬃcult to check that γ˜ ∈ Γ2, and from (53) it follows that supz∈RBW2 Jμ(γ˜ (z))m − 1 in the case μ ∈ (μ j − δ2,μ j),
which implies c2 m− 1. Then the assertion is true because c1 m. Our proof is completed. 
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