This chapter presents a comprehensive method of implementing e-assessment in adaptive e-instruction systems. Specifically, a neural net classifier capable of discerning whether a student has integrated new schema-related concepts from course content into her/his lexicon is used by an expert system with a database containing natural mental representations from course content obtained from students and teachers for adapting e-instruction.
Introduction
A significant number of cognitive oriented adaptive hypermedia systems (AHSs) for learning have been developed. Due to the alternative formative character of AHSs emphasizing learning processes during learning [1] , many of these systems are developed mainly by considering users´ cognitive styles, learning style [2] [3] [4] [5] , previous knowledge before or during an AHS learning [6] [7] [8] , or intellectual [9] .
Typically, an AHS approach demands two types of information processing to achieve two goals [10] . One process consists of gathering information (dependent variables typifying personal and psychological attributes of a user [6] [7] [8] ), which is used to assign a user to one of several learner models (cognitive classification). Based on the results, a second process adapts the hypermedia instruction (e.g., adaptive content selection, adaptive presentation, and adaptive navigation [11] ). Figure 1 illustrates these processes.
Note from Figure 1 that achieving the second goal depends completely on achieving the first goal, that is, selecting a learner model. Thus, any weakness in achieving proper student classification demands urgent corrective behavior within the adaptation process to accurately infer the user goals and thus offer navigation support and content adaptation during instruction. Unfortunately, more often than not, the construction of user models is based on weak data collection (descriptive and/or psychological data), and this weakness leads to the implementation of mechanisms to enhance adaptation processes by minimizing the cost of adaptive behavior and increasing user control over adaptation [12] , improving [13] , and addressing user variability [14] , etc. In other words, this process is driven by the corrective adaptivity of the system rather than adaptability in which the user can consciously participate in the adaptation [15] .
It is assumed that weaknesses in student modeling frequently stem from using cognitive tools that are controversial, either poorly structured or poorly developed, and many tools are famous for lacking robust empirical support (e.g., learning style/cognitive style instruments [16] ). Generally, these tools do not have a good reputation in cognitive science.
Thus, from a cognitive science point of view, there is clearly much to say about student modeling. As we will discuss in the next sections, by digital implementation of more sophisticated cognitive science tools to study human learning and by introducing a third goal regarding assessment in typical adaptive instruction systems, research directions can be expanded to provide innovation in student modeling to enhance AHS. 
Considerations on cognitive science of human learning and cognitive modeling of students
Common sense in formal education assumes that the better we understand learners cognitive functioning during learning, the more effective the instruction can be achieved. Inside the educational technology fields, many intelligent tutoring systems (ITSs) claim to do this by modeling the way students take decisions [17] and solve problems while they are socializing [18] or by considering users emotional states during instruction [19] . Even when this approach has many positive implications to research and development on cognitive ergonomics and engineering psychology [20] , it is our strong belief that the current state on ITS is still far from inheriting positive implications from cognitive science research advances. For instance, AHS innovation, instead of considering cognitive research to innovate student modeling to improve error-type analysis of learner's performance during learning, has rested on corrective adaptability of instruction to support learning outcomes [17] . This kind of evaluating a learner's performance resembles summative assessment of learning where the goal is to specify what a student does not know at the end of a course rather than knowing what a student knows during and after learning like in formative assessment of learning approaches [21] . This approach to evaluate learning can be extrapolated to many fields of digital educational technology [22, 23] .
To our current paper goals and to illustrate this point in a deeper way, we will introduce next a discussion inside the context of adaptive hypermedia systems (AHSs) to emphasize how education technology development is strengthened when contextualized by basic cognitive research. Here the main goal is to speak in favor of: a. Innovating education technology by constantly binding basic cognitive science research advances to develop education technology.
b.
Considering new empirical directions to integrate assessment of learning and instruction into single parallel formulations to support adaptability of instruction.
Thus, the following description of a formative-oriented AHS computational system is brought as an example on how improvement opportunities are at disposal for ITS research and development. This is achieved by focusing our attention on considering the human lexicon as the starting point to develop an AHS to support constructive learning outcomes.
The human lexicon as a potential cognitive construct to implement AHSs
The human mental lexicon is considered a memory capacity to store and meaningfully organize single concepts by connecting them through different types of semantic relations (a mental dictionary). This definition of one of our mental capacities was first appointed by Treisman in 1961 [24] , and it is considered a central cognitive structure for language description and human learning (e.g., learning a language).
As it has been the case for most cognitive constructs introduced to explain the human mind, to consider a human lexicon as part of our cognitive architecture has not been an easy task. After heated academic debates, several views (cognitive models) regarding the lexicon have emerged, leaving different research groups to enroll into different theoretical considerations or views ranging from the possibility of a mental dictionary-like system up to the possibility of a no-lexicon view. Thus, currently, three dominant views prevail to guide academic research on this topic [25] : the multiple lexicons view implying different system stores for different lexical information like sensorimotor information, emotion or spatial information [26, 27] , the single-lexicon view where all lexical levels are integrated [28] , and the no-lexicon view (lexical knowledge without a mental lexicon [29] ).
In spite of controversy regarding this topic, the concept of a human lexicon has been appealing enough to bring attention from education technology developers. For instance, Salcedo et al. [30] presented an adaptive hypermedia model (LEXMATH) that can be used as an opportunity to illustrate this point. Specifically, these authors argued that by considering a student's lexicon, learner modeling is optimized. In this AHS model, students´ lexicons regarding general or specific topics are obtained through surveys and are maintained in a database. An ideal lexical domain is obtained from teachers, and during instruction, an expert system optimizes learning paths by adapting navigation support and teaching activities to minimize differences between students´ lexicons and the provided ideal lexical domain in field of mathematics.
These types of models point to a more robust direction to innovate student modeling since it empowers the AHS technology with a developed theoretical framework regarding human mental representation but still incomplete. However, notice that LEXMATH does not subscribe to a specific view or specific model within an academic view of the human lexicon. This model seems to rest on a commonsense view of considering a dictionary-like view of the human lexicon. This excludes the system from using robust methodology to assess specific assumptions of lexical behavior (especially regarding learning) promoted by a cognitive model. Rather, LEXMATH again describes a kind of error-type analysis approach to minimize differences between an expert and a learner where lexical knowledge acquisition (modification) uses indicators unfamiliar to robust cognitive lexicon views. As pointed before, this is not so uncommon since this approach to support cognitive-based instruction based on minimizing differences is frequently used inside modern approaches of ITS or AHS.
As we will describe next, alternative new empirical research directions that impose a strongest connection between basic cognitive research and education technology implementation empower innovation without losing our old tricks to ITS and AHS development. Specifically, to continue with our lexicon model discussion, it is described a cognitive constructive-chronometric system to asses human lexical oriented learning and at the same time improving student modeling to minimize corrective adaptability.
Interestingly, this model subscribes to the third view of the human lexicon, which is the nolexicon view. As it is expected, whenever an academic effort subscribes to a specific view, it immediately inherits academic criticisms form alternative views. However, by taking this step forward, some advantages are obtained:
a. Methodology is obtained to measure specific assumptions about how lexical knowledge is acquired.
b. In contrast to other alternative lexicon views, the no-lexicon proposal is computational plausible under consideration of recent advances in computer science to model learners, namely connectionism models of mental knowledge representation.
c. Most importantly, as it will be described, the use of artificial neural net classifiers (ANNs) allows researchers to deal with cognitive theoretical developments, suggesting that schemata to assimilate knew knowledge does not really exist in memory but knowledge schema emerges as required for learning and thinking purposes.
Finally, by embedding these cognitive precepts about the human lexicon into AHS development, a prominent role is given to articulate dynamic assessment of learning to adapt and support digital instruction. This requires another way to explore adaptability of an ITS.
Adaptive instruction and the constructive/chronometric e-assessment approach
Instruction and assessment are integral parts of teaching to improve students´ experiences [31] . For instance, learning-oriented assessment (also referred to as formative assessment or assessment for learning) requires active participation of students in using feedback and selfmonitoring from instruction and assessment as keys to successfully acquire appropriate new knowledge from a course [32] . It is assumed that assessment provides explicit and implicit messages to facilitate a student's academic performance.
Let us first present a general framework of implementing dynamic assessment inside the context of AHS development. In this proposal, assessment is assumed to exert effects at various levels, and it constitutes by itself a domain and a goal. Figure 2 illustrates this point.
An e-assessment system that complies with these evaluation requirements, implementation viability, and cognitive science principles was first presented by Morales and colleagues [33] [34] [35] .
At the core of their assessment system (EVCOG, for cognitive evaluator), there is a neural net classifier capable of identifying students who have integrated schema-related concepts from a school course into their lexicon (this schema-related concepts are obtained by using natural semantic nets; Figure 3A) . The neural net classification capacity is based on the cognitive fact that once a student has integrated new knowledge into her/his long-term memory, a semantic priming effect (in a semantic priming study) is obtained from schema-related words only if meaningful long-term learning has occurred (single-word schemata priming [36, 37] ). Thus, the classifier uses a student's schema-related word-recognition times to assess whether the student has integrated new knowledge into long-term memory or has retained information in her/his short-term memory (e.g., to pass a test) or no new schemata were acquired at all. Figure 3B shows the role of this net classifier within a cognitive constructive-responsive/chronometric assessment of learning [38, 39] .
To train a classifier, hundreds of successful and unsuccessful learners´ schema-related wordrecognition patterns are presented to it. Achieving this requires first obtaining schema-related concepts from students before and after a course (after learning). Figure 4A shows a computer system for obtaining students' and teachers' concept definers to target schema-related concepts using a technique called natural semantic net mapping. This technique produces definitions (using single concept definers such as nouns and adjectives) for represented objects based on their meanings and not on free associations or pure semantic category memberships [40, 41] .
In this technique, the 10 highest-ranked definers of each target concept (SAM group) can be used to draw a semantic net, if desired. Some concepts serve as definers for more than one target concept. These are common definers, and other definers and target concepts are interconnected through them. Numerous common definers tend to emerge whenever there are close links among target concepts (schemata). Concepts related to schema course content are selected during a constructive evaluation (A). These concepts can be used to assess whether a student integrated new information into her/his long-term memory using digitized cognitive semantic priming techniques (chronometric evaluation; B). Word-recognition latency patterns are used by the neural net to discriminate between successful and unsuccessful learners.
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A constraint satisfaction neural net (CSNN) is developed from concept cooccurrence through SAM groups such that the probability that two concepts cooccur or do not cooccur becomes their weight association in a rectangular matrix, with k possible connections with N concepts such that k = N(N − 1)/2. Thus, the weight association between two concepts (W) is calculated using the following derivative of the Bayesian formula:
where X represents one concept in a pair of concepts to be associated, and Y represents another concept. In determining association values among concepts in a natural semantic network such as the one selected earlier, the joint probability value p(X = 1 and Y = 0) can be obtained by calculating how often the definer X of a pair of concepts appears in a list of definers in which Y does not appear, and likewise for the other probability values. These association values are used as an input matrix to the CSNN to simulate schemata of interest [42] ( Figure 4B and C) , and a large set of metrics for concept organization and structure can be obtained [41] . From schema simulations and semantic net analysis, schema-related word pairs are selected to implement semantic priming studies. Thus, students' word-recognition latencies to these word pairs are presented to the classifier for student classification (Figure 4 , left).
Empirical support for e-assessment based on the human lexicon
To better describe these concepts, we will describe data resulting from application of constructive-chronometric assessment in an undergraduate psychology course on the computational mind. Figure 5A and B shows partial instances of definitions obtained from a set of 10 schema-related target concepts relevant to this course before learning ( Figure 5 , top panels) and after learning ( Figure 5 , bottom panels). The following target concepts were provided by the teacher of the course: mind, computation, von Neumann, Turing machine, connectionism, memory, computational mind, working memory, long-term memory, and HPI (human information processing). In developing a natural semantic net, participants are allowed 60 seconds to provide concept definers. Then, following each definition task, they rank each concept definer (between 1 and 10) in terms of how well they define the target concept. After the system has randomly presented target concepts, it calculates the 10 highest-ranking definers for each target (SAM group; Figure 5A ). For later consideration in building an expert system, note that Figure 5A shows that the M value corresponds to the sum of ranks assigned by all the participants to each definer concept. This value is a measure of the definition relevance for the target concept.
Other values, such as the density of the net (G value) and the richness of the definers for each target (J value), are also calculated [40] .
Note also that in Figure 5B , before learning (top panel), some of the targets lacked complete definitions. Moreover, lower common definers are obtained before learning. This lack of connectivity is reflected when a weight association matrix among concepts is calculated using Eq. (1) (Figure 5C, top) . This is not the case for the weight association symmetric matrix obtained after learning, shown in Figure 5C (bottom). In turn, these connectivity matrixes can be used as an input matrix to many visualization tools, as shown in Figure 5D . Before learning, the visual concept organization allows one to immediately note that all the definers were arranged in two main groups connected by a single central one (PROCESSES). In contrast, at the end of the course, the net consists of a more sophisticated concept organization resembling a small world structure characterized by a set of highly clustered neighborhoods and a short average path length in which a small number of well-connected nodes serve as hubs. This net is a normal result of learning when using this technique [41] .
This approach to evaluating learning emphasizes two aspects. First, the semantic net focuses on identifying meaning formation. For instance, at the end of the course, students centered Figure 5 . Ten relevant concept definers (SAM group) used to define schema concepts (A) are obtained by a computer system to obtain natural semantic nets (B) before and after a course on the computational mind. Cooccurrence weight associations among concepts (C) and GEPHI analysis (using the Yifan Hu algorithm and (D) can be produced using this semantic mapping technique.
From Natural to Artificial Intelligence -Algorithms and Applicationstheir meaning formation around the core concepts of the computational mind: symbol; mind and brain; and the leading figures in this academic field, Turing and von Neumann. The teacher confirmed that this was the intent.
The weight matrix is used by a CSNN to simulate schema behavior, as shown in Figure 6 . Here, there is 100% activation of the SYMBOLS input. As a result, MIND and DURATION were the only output activated concepts. When the students were asked about this result, they argued that according to what they learned from the course, a core concept in cognitive theory is that all mind activities occur in time, even symbol processing and construction. This schema acquisition was also intended by the teacher. In addition, note from the surface plot in Figure 6 that balanced positivity and negativity of weight association values (from +10 to −60) enhanced correct discrimination among the schema-related concepts.
By selecting schema-related concepts from the computer models and semantic definers relevant to meaning formation (e.g., emergence of common definers in SAM groups or concepts relevant to a schema), schema word pairs can be selected to perform a semantic word priming study.
Schema-related concepts following the course involve longer word-recognition times since a whole schema is activated (not simply a lexical association).
To illustrate this point, Figure 7 shows interaction graphs describing a frequent result on schemata word-related time recognition. Figure 7A shows that at the beginning of the course, schemata related are not significantly differentiated from other semantically related word pairs. This is not the case at the end of the course where students required significant higher processing time to recognize schemata words (schemata priming). This schema priming is assumed to occur when schema information is stored in long-term memory, which likely explains why the neural net (after training) is useful for discriminating between successful and unsuccessful learners. This is relevant because even when we cannot see the existence of a schema in the lexicon, we can track its footsteps as evidence that long-term learning has occurred. On the other hand, it is not necessary to specify a lexicon; it is enough to say that lexical information is obtained and organized as proposed by a no-lexicon view. Figure 7B shows that this effect might vary depending on the knowledge domain and the effect of instruction [34, 37, 39] .
Several possibilities are introduced by considering a cognitive assessment of learning like the one just described. Let us consider a study [43] carried over 60 first-semester bachelor engineering students who took a course on computer usability. Here, 15 students failed to pass the course, but after a post-season corrective course, they succeeded and achieved the course credit. Figure 8 shows the mental concept representations obtained by a constructivechronometric assessment of learning before and after the corrective course.
Note that at the beginning of the course, the EVCOG system shows that students have a mental representation with separated concept clusters (A). This leads to confusion in terms of meaning of a topic. After a corrective course, students presented a single unified schemata knowledge where DESIGN, INTERFACE, and USER showed meaningful centrality to knowledge representation (B). The teacher in charge of the course argued that after looking at the system cognitive report at the beginning of the course, she tried meaningful integration of topics by having the concept of DESIGN as the main reference for meaning formation. Chronometric assessment provided support to this learning process since schemata priming was not obtained at the beginning of the learning period but appeared at the end of classes supporting the idea that students not only successfully passed the course but also obtained long-term retention of schemata. 
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Is it possible to obtain the same results with an ITS-AHS? Well, notice that now the problem is not cognitive modeling students but instructors. As it will be described next, current academic efforts are being made on this direction.
Adaptive e-instruction through e-assessment in e-learning environments: a proposal
Up to this point, the discussion of applying e-assessment to navigation support and adaptation of content has focused only on AHS. Note, however, that the same arguments can be applied to alternative e-instruction systems or alternative e-instruction. For instance, adaptive navigation support for AHS or in e-instruction can be implemented using the same assumptions by considering the model presented in Figure 9 .
The student model
In a functional adaptive instruction system such as the one shown in Figure 8 , the student model is a domain-specific well-trained classifier. Empirical research in several knowledge domains has shown that this type of classifier yields successful classification in 95-98% of instances [38] .
Expert model: determining concept organization of meaning formation
During the defining of a target concept (in natural semantic net mapping), after a student decides which is the highest-ranking concept definer (indicated by its M value), the nexthighest-ranked concept from the set of definers depends on the concept frequency (F) in the definition task and the time required to produce it, that is, its interresponse time (ITR; see right column in the SAM group in Figure 5A) . Thus, the M value of each definer can be correctly predicted (98% accuracy) using the following equation [41] :
where A, B, C, and D are constants obtained from fit analysis. Here, word position in a SAM group is needed only to identify which definer ranks higher since the concept frequency has already been used to filter the SAM group.
Consider the case of a user searching for information on a web page (information foraging). This page must contain linked concepts sufficient for meaning formation (obtained using a natural semantic net). Then, after calculating the M values of selected concepts (considering the time taken by the user to select an available concept; ITR), a comparison can be made to check if the M values corresponding to searching for information on a web page correspond to a proper path of optimized M values corresponding to ideal meaning formation [44] .
To illustrate this point, consider Figure 9 . Here, a user has an initial representation state or initial meaning of web contents. This initial user conceptual organization is not assumed to be identical to the concept organization in a web page (isomorphic) but homomorphic. Information foraging through time (R) is based on a user cognitive strategy to obtain meaning from contents. Thus, transforming conceptual organization (T) and acquiring new concepts serve to obtain valid homomorphic representation of contents such that T'R = RT. A transformation path can be specified as: Figure 9 . Proposal for adaptive instruction/assessment instruction.
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where O(t) relates to a specific conceptual organization (defined by natural semantic net parameters), which in turns defines R. Furthermore, by using some basic notation from automata theory [45] , it is possible to specify a transition rule from 3 as follows:
where meaning formation implies regulation of a transition rule ∂′(q, w) = T′ (Figure 10 ).
For example, consider a set of 10 highest-ranked concepts that provide most of connectivity in a natural semantic network [q 0 , q 1 , q 2 , q 3 , q 4 , q 5 , q 6 , q 7 , q 8 , q 9 ]. Here, proper meaning formation requires going from q0 to q9. Now suppose that after information foraging, a user produces a transition set like [q 1 , q 6 , q 0 , q 3 , q 5 , q 7 , q 4 , q 9 , q 8 , q 10 ] such that:
Since user exploration of contents only missed one relevant semantic concept (q 2 ), it is assumed the user obtained a valid homomorphic mental representation of the meaning implied inside the web page even when the concept path position (estimated M value) is high (by considering Eq. (2)). Figure 10 . Building a mental model from web page contents through meaning formation [44] .
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The expert system control mechanisms adapt navigation links that minimize differences between information foraging values and meaning formation (determined by transition rules specified by Eq. (4)), as well as by using the neural net classifier information (successful vs. unsuccessful integration of information in the user's lexicon).
Expert model: inference engine
The expert system includes a PROLOG backward-chaining inference engine that allows the system to build a valid "mental representation (GOAL)" based on natural semantic net data structures in the knowledge domain (templates) by request of a decision rule. This rule system considers whether schema priming for a specific module has been achieved by consulting the neural net classifier and by comparing the obtained path M values against an ideal descending organization of M values. If a semantic effect is not obtained, then the following events occur:
1. The subsequent knowledge modules remain disabled.
2.
The system instructs the inference engine to use the database to construct the closest mental representation based on the user's concept path (link set). Then, the navigation is modified based on the template that best approximates the user's initial exploration, and the user is prompted to try again.
Currently, research is being performed to achieve a dynamic optimization of search information by adapting navigational support based on minimization of differences between meaning values of the user and knowledge domains rather than waiting for the user to complete a knowledge module.
Knowledge domain
An adaptive e-instruction system (AHS/hypertext) within the present scope requires a database containing natural semantic networks similar to those described earlier. Here, templates are data structures containing SAM groups and their semantic values in which information can be accessed by a PROLOG-based inference engine. As the sample for developing these SAM groups is enlarged, better predictions for adapting navigational support can be achieved.
Interface
As shown in Figure 11A , when a student begins a learning session, she/he is presented with a menu of options of the course content.
Before and after exploring each module, a semantic priming study must be performed to provide the expert system module with information for adapting the navigation support by modifying the link structure in a module based on a meaning formation template. After a module or an entire course is completed, the user can obtain a cognitive performance report ( Figure 11B ). This report serves as explicit assessment results that empower a user to adapt the searching of content (encouraging adaptability), whereas the link modification is an implicit message of corrective adaptability to improve proper meaning formation of the content. Selection of learning activities either using hypermedia or by modification of knowledge content depends on the expert model's evaluation of the user's meaning formation.
Conclusions
The goal of the proposed system is to promote assessment tasks as learning tasks, student involvement in assessment, and forward-looking feedback in adaptive e-instruction systems [32] . This system reduces the enormous delay in e-assessment innovation: e-assessment has been limited to mere digitization of traditional, sometimes ancient, evaluation methods [35] .
A new empirical research line is opened in which student modeling is improved by using tools of cognitive science in adaptive e-learning systems in ways that were not possible before. We believe that research exploring the human lexicon as a way to adapt instruction will be at the center of future developments in AHS/hypertext.
