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O processo de ensino/aprendizado é o resultado de todo um processo educacional que se 
dá pela interação direta entre professor e estudante, ocorrendo num ambiente institucional. Estes 
agentes são inﬂuenciados e inﬂuenciam o meio social no qual estão inseridos. Tem sido 
propostos sistemas computadorizados de apoio a este processo. Propõe-se uma nova arquitetura 
para o desenvolvimento de um sistema inteligente de ensino, utilizando-se inteligência artiﬁcial 
distribuída através do paradigma de sociedade de multi-agentes. Esta arquitetura foi utilizada 
para o desenvolvimento de um sistema de apoio ao ensino de diagnóstico de epilepsia (EPIIS), 
que inclui uma interface em hipennídia. Este modelo parece adaptar-se melhor a um processo 
ensino-aprendizagem onde os participantes estejam compromissados com os resultados globais 
do processo, característica desejável no mundo real.
' 
No trabalho discutemzse aspectos de concepção e implementação do sistema. Mostramz 
se algumas sessões de trabalho, focalizando as interações aluno-sistema. O sistema utiliza uma 
combinação de recursos de hipermidia com solução de problemas, criando condições similares 
àquelas que o aluno encontrará posteriormente na sua vida proﬁssional. O sistema imita um 
paciente relatando seus sintomas; o aluno deve então seguir um raciocínio para dar um 
diagnóstico. O tutor e o especialista usam este ambiente para conduzir o aprendizado. Porém, o 
aluno tem sempre a possibilidade de redirecionar 'a sessão paras seus interesses.
. ix 
' Abstract 
Apprenticeships that occurs at an institutional environment is the result of an education 
process relying on direct interaction between the teacher andthe student. These agents inﬂuence 
and are inﬂuenced by the social group in Which they are inserted. Computerized systems to 
support such process have been proposed. A new architecturefor the development of an 
intelligent education system is proposed by using distributed artiﬁcial intelligence through the 
multi-agent society paradigm. Such architecture was used for the development of a support 
system to teach how to diagnose epilepsy which includes a hypermedia interface. This model 
seems to be better adapted to a process of instruction-apprenticeship in which the participants 
are engaged in its global results. 
The work presents the system”s design and implementation aspects, for example a work 
session, with student-system interactions. Hyperrnedia tools are used in combination with 
problem solution resources to simulate a future professional situation to the student. 
Patients'cases are presented to the student that must reason and give an epilepsy diagnosis. The 
tutor and the expert use this environment to guide de apprenticeship, always letting an open 
communication channel to the student in such a way that he/she could change the section in 
ﬁiction of his/hers interests.
X 
Lista de Abreviaturas. 
BASIC : Linguagem de programação. ` 
BIP : "Basic _Instructional Program", ICAI sobre instrução de Basic. 
CAI : "Computer Aided Instruction", instrução com ajuda do computador. 
CAL : "Computer Aided Learning", aprendizado com ajuda do computador. 
DMN : "Discourse Management Network", Módulo Tutor [Woolf& Donald, 1984]. 
EEG 1 Eletroencefalograma. 
EXCHECK : ICAI sobre lógica e teoria de conjuntos [Suppes, 1967]. 
GPEB : Grupo de Pesquisas em Engenharia Biomédica. 
HU : Hospital universitario. ' 
IA : Inteligência Artiﬁcial. 
IAD : Inteligência Artiﬁcial Distribuida. 
ÍIBM® : Marca registrada da Intemational Business Machines Corporation. . 
ICAI :"Intelligent' Computer Aided Instruction", instrução inteligente com ajuda do 
computador. 
ICAL :"Intelligent Computer Aided Leaming", aprendizado inteligente com ajuda do 
computador. 
ILAE :"International Ligue Against Epilepsy", Liga Internacional Contra a Epilepsia. 
INPS : Instituto Nacional da Previdência Social. 
INTEGRATE: ICAI de Integração simbolica [O'Shea, 1982]. 
ITS : "Intelligent Tutor System", sistema tutorial inteligente. 
KADS : Metodologia de desenvolvimento de sistemas inteligentes. 
KAPPA-PC: Ambiente de programação de sistemas especialistas. 
KBS : “Knowledge Based System”, sistemas baseados em conhecimento. 
KS : "Knowledge Source", fonte de conhecimento. 
LOGO 1 Ambiente de aprendizado que trabalha com ﬁguras geometricas [Papert, 1980]. 4
QUADRATIC: ICAI sobre equações quadráticas [Burton & Brown, 1979] 
RDP : Resolução distribuída de problemas. 
SCHOLAR: ICAI sobre geograﬁa [Carbonell, 1970]. 
SE : Sistema especialista. - 
SMA : Sociedade de Multi-Agentes. 
OMS : Organização Mundial de Saúde. 9 
PC : Personal Computer, computador de uso pessoal. 
WINDOWS ®: Marca registrada de Microsoft, Inc. 
WEST: ICAI_ sobre expressões aritméticas [Goldstein, 1979]. 
WUSOR: ICAI sobre relações lógicas [Goldstein, 1979].
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1. Introdução 
'Os sistemas de ensino por computador são uma tecnologia nova que apresenta grandes 
desafios para a Inteligência Artiﬁcial (IA). As técnicas de IA permitem projetar um método 
educacional rico em conhecimento e estimulante para o estudante. Tais sistemas se caracterizam 
por estruturas de controle ﬂexíveis e técnicas .elaboradas para comunicar conhecimentos. De 
acordo com uma situação de ensino/ aprendizado real, o sistema deve possuir as seguintes 
habilidades: 
0 Proﬁciência. Deve conhecer o assunto a ser ensinado; 
0 Percepção do estudante. Refere-se aos conhecimentos pre-instrucionais e às atitudes do 
estudante que inﬂuenciam 0 aprendizado; ` ' 
0 Didática pedagógica. O conhecimento pedagógico; 
0 Comunicação com o estudante por meio dos recursos disponíveis. 
Como se observa, o processo de ensino/ aprendizado abrange um conjunto de atividades 
de diferentes domínios, cada uma delas com seus próprios objetivos, porem interagindo 
cooperativamente para conseguir o objetivo global do processo. 
Na atualidade, existe grande interesse em analisar e desenvolver “comunidades 
inteligentes”, nas quais interagem um conjunto de processos baseados em conhecimento (KBS), 
de acordo com leis de cooperação e coordenação. A linha de pesquisa de IA que trata deste tipo 
de concorrência é conhecida como inteligência artificial distribuída (IAD). Em IAD, a 
inteligência é distribuída usando vários agentes. Os agentes são as entidades responsáveis pela 
solução dos problemas. Possuem um comportamento autônomo, conseqüência de suas 
observações, seu conhecimento e suas interações com outros agentes. Neste contexto nasce um 
novo conceito em IA, o “comportamento social” que emerge da cooperação, coordenação e 
negociação das ações dos agentes. Este comportamento social encontra seu dominio de 
aplicação na solução de problemas complexos onde o conhecimento provém de diferentes 
campos. Este é o caso particular dos sistemas de ensino por computador.
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1.1 Área de medicina escolhida. 
A epilepsia e' um transtomo heterogêneo, podendo ser a manifestação de diversos 
distúrbios que afetam o sistema nervoso central, alguns de causa conhecida, outros não 
[Femandes J., 1993]. - 
Tem sido definida de várias formas com o passar dos anos. Algumas das definições mais 
usadas são: ' 
, Crise Epiléptica 
"Manifestações súbita e transitória de natureza motora, 
sensorial, autonômica ou psíquica resultante de uma 
disfunção transitória de parte ou todo o cérebro devida a 
descargas excessivas de uma população de neurónios 
hiperexcitaveis". ' 
- Gastaut [Gastaut H, 1973] 
Epilepsia: Quando ocorrem duas ou mais crises epilépticas, não febn`s. 
Crise Única: Refere-se à crise epiléptica isolada, afebril. Crise única não é considerada 
epilepsia. Entretanto, necessita toda a avaliação clinico-laboratorial para doenças agudas clínicas 
e neurológicas. Fatores precipitantes como privação de sono, álcool e uso de drogas devem ser 
questionados. É controverso o início de terapia medicamentosa após uma primeira crise 
epiléptica.
Diagnóstico de Epilepsia 
"O diagnóstico .da epilepsia é clínico e baseia-se na 
descrição detalhada dos episódios vividos pelo paciente. 
Deve-se obter informações sobre o que ocorre antes, 
durante _e após uma crise, sendo muito importante o 
depoimento de uma testemunha. Em vista das implicações 
sociais e econômicas, é necessário evitar um erro de 
diagnóstico. Assim, a primeira regra básica sobre o 
diagnóstico da epilepsia e nunca fazê-lo sem evidências 
clínicas irreﬁitáveis. Se houver alguma dúvida, o médico 
deve.. procurar resistir à tentação de rotular o paciente 
como "epiléptico", aguardando a descrição de eventos 
sintomáticos que permitam chegar a uma conclusão 
segura. Dificilmente uma pessoa com .epilepsia se 
prejudicará com uma certa demora no diagnóstico, ao 




- David Chadwick [Chadwick D., 1990] 
Para que uma crise epiléptica possa ser reconhecida como tal, sao necessanos elementos 
que possam permitir a sua caracterização. O fato de uma pessoa perder os sentidos nao signiﬁca 
que ela tenha epilepsia. É necessário a presença de outras manifestações para que o diagnostico 
seja feito Entretanto, as descrições destas manifestações pelo paciente ou informante podem ser
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deﬁcientes, seja porque foram sutis e passaram desapercebidas, como as ausências e certos tipos 
de crises parciais, ou porque ocorreram há mais tempo e são lembrados apenas os detalhes mais 
marcantes, como as manifestações motoras das crises tônico-clônicas [Femandes J _ , 1993]. 
Até meados da década de 60, as classificações de crises epilépticas variavarn 
consideravelmente. Sentindo a necessidade de um sistema padronizado, a Intemational League 
Against Epilepsy (ILAE) iniciou esforços no sentido de desenvolver uma classificação 
internacional uniforme. Em 1981 chegou-se à proposta de classiﬁcação para crises epilépticas 
mais utilizada no momento, uma definição mais detalhada de cada crise encontra-se no anexo 2. 
Esta classiﬁcação divide as crises epilépticas em dois grandes grupos: crises parciais e 
crises generalizadas. De uma maneira geral, as manifestações clínicas e eletroencefalograﬁcas das 
crises parciais indicam um envolvimento limitado de uma parte de um hemisfério cerebral. Se 
existe comprometimento da consciência durante a crise, deixa de ser parcial simples e passa a ser 
classiﬁcada como parcial complexa. Ambas podem evoluir secundariamente para crises 
generalizadas.
_ 
Nas crises generalizadas, as primeiras manifestações clinicas indicam um envolvimento 
inicial de ambos os hemisférios. A consciência pode ser comprometida e esta pode ser a 
manifestação inicial. As manifestações motoras são bilaterais [Fernandes J., 1993]. 
Epilepsia possui uma alta prevalência universal. Nos paises considerados de primeiro 
mundo, é estimada entre 0,5 à 1% da população geral. Entretanto, essa taxa já expressiva dos 
paises desenvolvidos aumenta de, 1% para 3% da população naquelas sociedades em 
desenvolvimento [Shorvon, l9_90a]. Em nosso pais, um estudo populacional realizado em,,Porto 
Alegre, demonstrou as seguintes estimativas de crises epilépticas: 16,5/ 1.000 para epilepsia 
atival, 20,3/1.000 para epilepsia inativa, 36,8/1.000 para epilepsia acumulada, 3,5/ 1.00 para 
crises únicas e 15,5/1.000 para convulsões febris [Fernandes J., 1993]. 
1 Foi considerado como epilepsia ativa todos os casos que nos últimos 5 anos tiveram pelo menos 1 crise 
epiléptica ou estavam em uso de medicação anticonvulcionante. Como epilepsia inativa foram considerados as 
pessoas que não tiveram crises epilépticas nos últimos 5 anos e que não estiveram usando medicação. Epilepsia 
acumulada e' a soma dos casos de epilepsia ativa com inativa.
5 
Em Santa Catarina, a neuro-cisticercose constitui uma etiologia importante (infeção 
parasitária por "taenia solium"), que dependendo de seu ciclo evolutivo, pode apresentar-se 
como verme no intestino ou como forma cística nos diversos tecidos do corpo humano e neste 
caso, no cérebro, uma doença erradicável através da re-educação [Bittencourt, 1988a]. 
Felizmente, de 60a 80% dos portadores de epilepsia, podem ter as suas crises passíveis 
de controle completo após um diagnóstico correto' e instituição de tratamento com uso racional 
de drogas antiepilépticas modernas [Bittencourt, 1986]. 
Segundo a Organização Mundial de Saúde (OMS) cerca de 80% das doenças são 
passíveis de tratamento ao nivel de atendimento primário. Assim como uma gama variada de 
enfermidades, a epilepsia pode ser adequadamente manejada em centros de saúde das 
localidades. E dentro destes centros, habitualmente não há disponibilidade de um médico 
especialista nesta área (neurologista), esta ﬁmção sendo delegada a um médico clínico geral ou a 
um pediatra. Atualmente existe desinformação no meio médico levando a erros de diagnóstico, o 
que provoca o não controle das crises [Bittencourt, 1993]. Acredita-se que, com os grandes 
avanços na área de informática, principalmente no campo da I. A, estes problemas podem ser 
contornados pelo desenvolvimento e implementação de um ICAI. 
No GPEB (Grupo de Pesquisas em Engenharia Biomedica) existem alguns trabalhos na 
área de ensino aplicada a medicina, entre eles um ICAI para traumatologia [Nievola, 1995]. Na 
área de epilepsia não é de conhecimento do autor a existência de um sistema de ensino 
inteligente. Em Cuba2 se desenvolveu um sistema inteligente de apoio ao diagnóstico que utiliza 
a classiﬁcação de crises epilépticas [Hemandez & Hernandez, 1990]. Na Finlândia, um sistema 
especialista foi implementado como projeto de tese de doutorado [Korpinen, 1993]. Este sistema 
utiliza a classiﬁcação sindrômica de epilepsia [ILAE, 1989] e foi implementado utilizando 
hipertextos inteligentes (associação de hipertextos com raciocínio). Nesta mesma linha encontra- 
se os sistemas especialistas desenvolvidos por [Li, 1994] e [Marechal et al, 1991] para crises 
epilépticas. 
2 Conforme comunicação verbal feita pelo Dr. Qto Hernandez Cossio, no Instituto de Neurologia y Neurocirurgia, 
La Habana, Cuba, 1991, (endereço eletrônico: epílep@oeniai.cu).
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1.2 Proposta desta tese. 
Em epilepsia assim como nas áreas médicas, grande parte do conhecimento é assimilado 
pela experiência prática, onde para cada caso (paciente) é criado um quadro de associaçoes 
mentais entre sintomas e doença. Neste trabalho se propõe criar situações, o mais próximo da 
realidade, de maneira que ajudem a criar estas associações. Utilizou-se ambiente "Windows®" 
com recursos de multimídia para gerar uma interface amigável para o usuário. Esta interface 
inclui a apresentação de vídeos mostrando os diferentes tipos de crises, pacientes relatando seu 
caso ao médico, os resultados gráﬁcos do eletroencefalograma, assim como outros exames 
complementares. A cada iteração do estudante com o sistema analisam-se as orientações tutorais 
necessárias para um melhor aprendizado. Isto é possivel devido à estrutura proposta do sistema 
de ensino.
, 
O objetivo deste trabalho é o de projetar e implementar um sistema de ensino por 
computador usando técnicas de IA, mais especiﬁcamente conceitos de IAD, para o diagnóstico 
de crises epilepticas (a classificação utilizada encontra-se no anexo Z). Neste trabalho se 
integram conceitos de hipermídia com especialistas articulados para criar condições pedagógicas 
efetivas de ensino/ aprendizado. Deste objetivo geral podem-se destacar os seguintes objetivos 
especíﬁcos: ~
_ 
. hiterconectar os diferentes módulos abaixo especiﬁcados utilizando IAD 
. Projetar e implementar um sistema especialista para apoio à decisão no diagnóstico de 
epilepsia. _ = 
o Projetar e implementar um sistema especialista com diferentes estrategias de ensino de 
epilepsia.
_ 
o Projetar e implementar um módulo que registre as ações de um estudante de epilepsia 
(estudantes de graduação de medicina). 
o Projetar e implementar uma interface em ambiente "Windows®" para o sistema utilizando 
hipermidia.
Í7 
Na segundo capítulo deste trabalho foi feita uma análise da metodologia empregada para 
a construção' de um sistema de instrução inteligente auxiliada por computador. No terceiro 
capítulo foi abordado o tema de IAD com seus diferentes paradigmas. Em seguida, no capitulo 
quarto, apresenta-se a arquitetura projetada e implementada para EPIIS (“Epilepsy Intelligent 
Instruction System'_'), o sistema de ensino por computador para diagnóstico de crises epilépticas. 
No capítulo cinco apresenta-se a ﬁlosoﬁa de operação de EPIIS e algumas sessões de trabalho. 
No capítulo seis discute-se a validação do sistema EPIIS. Finalmente no capitulo sete apresenta- 
se a utilidade deste trabalho e suas extensões.
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2. Sistemas de Ensino por Computador 
O escopo deste capítulo é analisar um conjunto de metodologias e técnicas adequadas a 
melhorar a eﬁcácia do processo de ensino/aprendizado, em particular com o uso do computador. 
Duas características do computador devem ser lembradas: sua interação e sua atividade. 
Interação refere-se a possibilidade que o sistema tem de rnodiﬁcar seu comportamento em 
reação a ação do usuário. A mais importante caracteristica do computador, porem, é sua 
atividade. Isto é, sua capacidade de construir diálogos que não estão explicitamente 
especiﬁcados pelo autor [Pagano, 1992]. Imagine o seguinte cenário: 
Um estudante encontra-se resolvendo um problema de alguma aplicação, suponha na 
área médica. Ele encontra-se concentrado nesta atividade, recebendo todas as atenções durante 
seu processo de resolução. O professor, por outro lado, recebe a analise do desempenho do 
estudante, imediatamente após o término da tarefa do estudante. O professor encontra-se livre 
do dever de atender os estudantes e repetir o mesmo assunto uma e outra vez. Ele pode 
identiﬁcar os estudantes com maiores aptidões e tem agora tempo para outorgar maior atenção 
àqueles estudantes que a requerem. Este cenário e' possível com o -uso do computador e 
softwares apropriados [Du Plessis et al, 1995].
E
9. 
2.1 Histórico da Evolução do Computador no Ensino 
O uso do computador em educação começou no inicio dos anos 60. A primeira geração 
destes programas chamava-se Instrução Programada. Estes sistemas compunham uma aula 
unindo unidades instrucionais que tinham as seguintes características: ` 
. Continham pequenas porções de curriculo que eram sucessivamente apresentadas na tela e 
questionadas; . 
n Sua seqüência exata era determinada por uma árvore de decisões baseadas em um conjunto 
pré-definido de respostas esperadas do aluno. 
Nos primeiros desenvolvimentos de software educacionais, o instrutor tinha que 
programar todos os detalhes da interação. O objetivo era construir programas que incorporassem 
lições que eram otimizadas para cada estudante. Esses programas eram chamados de."eletronic 
page turners" ou monitores de práticas de exercícios que apresentavam problemas e reagiam a 
solução do aprendiz usando respostas e comentários pré-deﬁnidos. A 
V 
_ 
A segunda geração de software educacionais é o que se conhece como programas 
educacionais inteligentes ("Compu`ter-Aided Intruction", CAI) que Carbonell [1970] , deﬁniu 
como tendo os seguintes requisitos: 
o Deve ser um tutor-computador que tenha o poder indutivo da contrapartida humana, isto é, 
responder adequadamente as perguntas do aprendiz. 
o O aprendiz deve estar ativamente compromissado com o sistema educacional, e seus 
interesses e problemas devem guiar o diálogo tutorais. 
A terceira geração de soﬁwares educacionais envolvem IA e têm sido conduzidassobre 
o nome de Instrução Inteligente com Ajuda do Computador ("Intelligent Computer-Aided 
Instruction", ICAI). Estes sistemas possuem um módulo especialista na sua estrutura. Mais 
recentemente, o termo Sistemas Tutorais Inteligentes ("Intelligent Tutor System", ITS) vem 
sendo aplicado a área, para designar sistemas que de uma forma ou outra 'utilizam IA (não 
possuem necessariamente um módulo especialista). Existe também a denominação Aprendizado 
Inteligente Ajudado pelo Computador ("Intelligent Computer-Aided Learning", ICAL) para
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denotar sistemas que são menos diretivos no ensino ([Dear, 1987] e [Nicaud & Vivet,1988]). 
Nesta classiﬁcação entram os sistemas desenvolvidos através de hipertextos~[Pagano, 1992]. 
Neste caso o aprendizado se dá basicamente através de textos e gráficos, e cabe ao aprendiz 
selecionar a seqüência dos tópicos. › 
A V 
Nas pesquisas em "soﬁwares" educacionais que envolvem IA o“propósito é adquirir os 
conhecimentos dos especialistas (educador) para compor as* interações do processo educacional. 
Em particular, este enfoque pennite que os sistemas realizem 'decisões não antecipadas pelos 
especialistas.
1 
Um ponto importante e freqüentemente desejado dos sistemas de ensino é sua 
adaptabilidade ao aprendiz. As técnicas de IA têm sido usadas para modelar a estrutura cognitiva 
do aprendiz, assim como a do conhecimento do domínio e das estratégias pedagógicas. Isto 
introduz uma orientação cognitiva, em contraste com o ponto de vista comportamental que 
caracterizava os primeiros sistemas de ensino [Pagano, 1992]. 
Apresenta-se uma lista de dez dos mais signiﬁcativos sistemas em ordem cronológica. 
Cada um deles introduz uma inovaçao na estrutura dos ICA.I's. A 
Excheck 
o Época: 1967. 
o Área de trabalho: Lógica e Teoria dos Conjuntos. V 
o Características: foi o percursor da modelação qualitativa. Ambiente reativo com aviso (reage 
a resposta do aluno com uma mensagem instrucional) [Suppes, 1967]. 
Scholar 
- Épøcaz 1970. 




ø Caracteristicas: utilização de uma rede semântica para representar o conhecimento do 





. Epoca: 1973 ' 
. Área de trabalho: Integração Simbólica. 
o Caracteristicas: integração do conhecimento do domínio com o modelo do estudante de 
maneira a direcionar a seqüência de ensino. Ambiente reativo com aviso, citado em [Kimba11, 
1982] ~ 
Quadratic 
. Época; 1973 
o Área de trabalho: Equações Quadráticas. ' z 
o Características: um módulo tutor, no qual as estratégias pedagógicas foram representadas 
através de regras de produção. Ambiente reativo com aviso, citado em [O'Shea, 1982]. 
Why 
. Época: 1977 
. Área de trabalho: Causas das chuvas. 
o Características: reﬁnamento do método socrático para guiar o diálogo computador- 
aprendiz. Neste método _se tenta detectar pontos onde não existem argumentos sólidos de 
sustentação. Estes pontos motivam perguntas que obrigam o aprendiz a pensar nos 
fundamentos damatéria [Stevens & Collins., 1977]
V 
Buggy 
0 Época: 1978 ' 
0 Área de trabalho: Subtração Aritmética. 
0 Características: construção de um modelo do estudante que inclua conceitos errôneos comuns 




o Área de trabalho: Eletrônica. ~ 
0 Características: este sistema adota o paradigma de simulação para o aprendizado, 
incorporando um modelo qualitativo do dominio representado por regras de produção. 




0 Área de trabalho: Medicina (Doenças Infecciosas).
_ 
0 Caracteristicas: modelagem do aprendiz através de uma estrutura de "overlay" (sobreposição 






0 Área de trabalho: Expressões Aritméticas.
_ 
0 Características: adota um paradigma de treinamento. A palavra treinamento ("coach") denota 
um ambiente de aprendizado no qual o estudante está envolvido em uma atividade, como um 
_ 
jogo computacional e aprender é um efeito colateral. Estes ambientes incluem comentários, 
críticas e sugestões para 
_ 
aumentar o desempenho do aprendiz. Ambiente reativo com 
treinamento [Burton & Brown, 1979].
1 3 
Wusor 
0 Época: 1979 
_
› 
o Área de trabalho: Relações Lógicas. 
0 Caracteristicas: foi implementado seguindo uma representação do conhecimento por regras de 
V produção e utilizando quatro modelos: especialista, psicólogo, estudante e tutor. O 
especialista analisa o aprendiz e sugere ao psicólogo melhores altemativas. O psicólogo utiliza 
esta informação .para descobrir a habilidade faltante no estudante e atualiza o modelo do 
estudante. O tutor utiliza este modelo como guia nos avisos ao aprendiz. Ambiente de jogo 




0» Área de trabalho: Nenhum dóminio especiﬁco. 
0 Caracteristicas: é o sistema que se preocupa especiahnente pelo módulo de ensino. Neste 
sistema se desenvolveu um módulo de regras pedagógicas, independentes do domínio. Este 
módulo é descrito como um conjunto de unidades de decisão organizadas em três níveis de 
planiﬁcações que vão reﬁnando sucessivamente as ações do tutor. Esta estrutura recebe o 
nome de DMN [Woolf& Donald, 1984]. - 
Aplusix 
› Época; 1988 
J Área de trabalho: Manipulação algébrica;
. 
0 Características: segue o modelo clássico de ICAI, isto é, um sistema especialista, um módulo 
`
â 
pedagógico, modelo do estudante e uma interface ergonomica. Utiliza regras para a 
representação do conhecimento [Nicaud & Vivet, 1988]. . 
No passado, o mundo da psicologia foi dominado pela teoria behaviorista. Esta 
abordagem influenciou também os softwares implementados na área de educação. Neste 
paradigma educacional o ensino ou instrução é um processo de estímulo - resposta, e existe uma
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grande preocupação em medir o aprendizado. A teoria cognitiva, porém, enfatiza o processo de 
aprendizado, sem menosprezar os resultados. Barras-Baker [1993] postula: 
“Para a teoria comportamental o efeito do aprendizado é retenção; para a teoria cognitiva 
é o uso ativo do conhecimento no mundo real, isto é, melhorar as habilidades de reflexão 
(pensamento, opinião).” 
Na atualidade, com o mundo tornando-se cada vez mais complexo e imprevisível, sabe-se 
que de fato não se pode mais ensinar todo o conhecimento nos cursos curriculares. Porém, pode- 
se ensinar habilidades que pemiitam encontrar as informações relevantes em uma situação e usar 
estas informações para solucionar problemas [Du Plessis et al, 1995]. Neste novo contexto 
educacional o computador pode ter diferentes papeis, desde a geração de comunidades virtuais 
através das redes de computadores (Intemet) até dando um apoio mais direto ao professor como 
os sistemas chamados ICAI. Nesta última linha, tem sido propostos alguns sistemas de ensino 
por computador, que utilizam de urna forma ou de outra a estrutura que será vista mais adiante 
(22). Exemplos destes sistemas sãozr 
O Planejador Educacional “Blackboard” 
â Época; 1990 
0 Área de trabalho: Diagnóstico de defeitos navais 
,
' 
0 Características: Demonstra o uso da arquitetura de “Blackboard” para criar um planejamento 
das interações do tutor, citado em [Garcia A., 1990]. 
Consult~EAO 
0 Época: 1992 
0 Área de trabalho: Cuidados médicos primários
_ 
0 Caracteristicas: foi implementado usando UCSD Pascal. Inclui 5 tipos de conhecimentos: base 
de conhecimento do dominio (inclui exames, diagnóstico e tratamento) descrita por “frames”, 
módulo de controle (gerência a operação do sistema, e para isto inclui um sistema especialista 
para avaliar a resposta do estudante e um módulo pedagógico), um modelo do estudante
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(guarda uma avaliação do desempenho do estudante), um módulo de casos de pacientes e 
uma interface homem-máquina [Aegerter et al, 1992]. ` 
SUPER 
Época: 1994 ~ «, 
Área de trabalho: Diagnóstico médico. 
Características: foi implementado usando representação do 'conhecimento por regras de 
produção. 0 sistema composto inicialmente de um módulo de adquisição de conhecimento e 
módulo especialista foi aumentado com a introdução de um módulo pedagógico, modelo do 
estudante e um módulo autor (permite ao professor criar casos e as condições as quais o 
estudante será submetido) [Fontaine et al, 1994]. * . 




_ g g _ 
Área de trabalho: Matemática para crianças de 10-12 anos, ` 
Características: foi implementado usando a ferramenta “Toolbook”, usando programação 
orientada a objeto. Inclui quatro tipos de conhecimento: gerador de problemas (gera os 
problemas e guarda informações sobre as ações do estudante), tutor (ajuda “on line” para 
incentivar 'o aprendizado), analisador (especialista no domínio para analisar as ações do 
estudante) e uma interface gráñca-[Du Plessis et al, 1995].
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2.2 O processo de ensino/aprendizado. 
O processo de ensino/aprendizado se dá pela interação entre professor e aluno num 
ambiente institucional e social. Estes agentes são inﬂuenciados e inﬂuenciam o meio social. Este 
envolvimento com o meio deve ser considerado na relação mais restrita entre o professor e o 
aluno. ' . . . 
› A relação doiprocesso com a instituição pode ser vista na forma de recursos disponíveis, 
sejam estes humanos (professor, laboratorista) e/ou materiais (laboratório, livros), os quais 
devem estar disponíveis de fomia a atingir um ensino de qualidade. 
' A relação professor aluno pode ser vista como a base do processo. Aquele que 
desempenha o papel de professor deve possuir caracteristicas tais como: competência técnica, 
didática, conhecimentos pedagógicos e estar compromissado com o processo. Estas 
caracteristicas do professor o habilitam ser um agente estimulador do processo ensino/ 
aprendizado, fator fundamental para se obter resultados de qualidade. 
Para melhor entender o processo de ensino/aprendizado se desenvolveram muitas teorias 
pedagógicas. 
0 Paradigma Clássico (muito vigente hoje em dia). Na concepção tradicional da educação, o 
aluno vai à escola sem conhecimento algum, e cabe à instituição fomecer um conjunto de 
conhecimentos fatuais e habilidades intelectuais, testando periodicamente a aquisição desses 
conhecimentos através de provas e exames. Na era Industrial, as habilidades intelectuais mais 
valorizadas foram a lingüística (capacidade de ler, compreender e escrever textos) e a lógica 
matemática (capacidade de processar informação quantitativa). Eram habilidades necessarias 
para empregos na indústria e comércio, para onde destinava-se a maior parte dos alunos 
[Litto, 1994]. Neste cenário, o papel ativo era exercido pelo professor e o aluno era um 
elemento passivo, um mero receptor dos pacotes de informação preparados pelo sistema 
educacional. Memorização de informação era o ponto fundamental neste paradigma.
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Paradigma Novo. O antigo paradigma tomou-se incapaz de lidar com as mudanças ocorridas 
na sociedade nos últimos 20 ou 30 anos. O aumento do volume de informações de todos os 
tipos é constante, em especial, para profissionais que têm que tomar decisões no seu trabalho 
diário. Tomaram-se mais complexos os setores' da vida profissional e pessoal para lidar com 
sistemas de maior ou menor grau de integração, da necessidade de fazer relacionamentos 
novos entre campos de conhecimento antes isolados. Em conseqüência, o novo paradigma 
educacional sugere que a escola seja, antes de tudo, um ambiente especialmente criado para a 
aprendizagem, um lugar rico em recursos por ser um local privilegiado, onde os alunos 
podem construir os seus conhecimentos segundo os “estilos” individuais de aprendizagem. 
Nesta proposta educacional, o currículo reconhece o valor de outras “inteligências”, além da 
lingüística e da matemática, e oferece uma visão holística do conhecimento humano e do 
universo natural que o homem habita [Litto, 1994]. Aumenta a aplicação de novas tecnologias 
de comunicação. Estas caracterizam-se pela interatividade, individualização da aprendizagem, 
assincronia (Internet), não-linearidade (hipertextos) e pela capacidade de simular eventos do 
mundo natural e do imaginário. Este novo paradigma sugere mudanças fundamentais no papel 
do professor, que se evidenciam nas seguintes palavras: 
"No círculo de cultura, a rigor não se ensina, 
aprende-se em "reciprocidade de consciências", não há 
professor, há um coordenador, que tem por função dar 
as inƒormações_ solicitadas' pelos respectivas 
participantes e propiciar condições favoráveis à 
dinâmica do grupo, reduzindo ao mínimo sua 
intervenção direta no curso do diálogo. " 
[Freire, 1985]
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A maneira de utilização do computador muda para cada ﬁlosoﬁa pedagógica, podendo se 
identiﬁcar três principais modos de utilização [Pagano, 1992]: tutor, ferramenta, "tutee". * 
. Tutor: o computador assiste na apresentação do novo material, que inclui prática de 
habilidades e tutorais. O computador dirige o "despejo" de conhecimento no estudante.
V 
o Ferramenta: O computador assiste o estudante no processo de aprendizado, sem direcionar. 
O computador serve como facilitador, ajudando no decorrer da tarefa, tal como em 
processadores de palavras. O computador pode capacitar ao estudante a trabalhar mais 
transparente e eﬁcazmente, ' 
ø "Tutee": O computador é dirigido pelo estudante. O computador joga um papel mais passivo 
no sentido que é o estudante quem decide a seqüência de passos que fará de maneira a 
conseguir o conhecimento que deseja. Existe uma interação constante e liberdade de ação do 
estudante. - 
A ﬁgurail [Clancey, 1987], mostra as diferenças entre estas abordagens segundo o 
espectro de controle do estudante. Nos extremos sempre existem desvantagens de cada lado. Por 
exemplo, se o estudante não pode se movimentar como deseja, ele não poderá utilizar sua 
curiosidade na exploração de novas. áreas. Por outro lado, não existindo iniciativa do programa, 
o estudante pode não progredir. Assim o melhor é ter uma combinação delas, isto é, o_ estudante 
deve ter a possibilidade de explorar, mas também deve haver um agente ativo que o oriente ou 
redirecione algumas vezes.
< z› 
Controle do aprendizado: sistema Controle do aprendizado: estudante 
aprendizado direcionado 
l 
ambiente aberto de resolução 
ex: CAI l ex: LOGO 
falha falha 
° estudante nã° p°de exphmr o estudante ñca sem orientação 
Quantidade de conhecimento requerida 
pelo sistema 
FIGURA 1 - Controle da atividade ensino/aprendizado [CIancey, 1987]
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2.2.1 Ambiente de aprendizagem (cenários). 
Ambientes de aprendizagem são as situações nas quais tem lugar o aprendizado do 
estudante. Podem ser de diversos tipos: 
vr 
. Ambientes de jogos com tutores: 
Nestes ambientes se combinam as características de treinamento e descoberta informal. 
Em tais 'cenários projeta-se um jogo para ensinar habilidades que são aplicadas durante o jogo. 
Um exemplo deste tipo de sistema é West [Burton & Brown, 1979]. 
Um dos pré-requisitos para um ambiente produtivo de aprendizagem é que seja atrativo 
ao estudante, incentivando-o a controlar o jogo. O estudante deve ter liberdade de fazer suas 
próprias decisões (incorretas ou corretas) e observar seus resultados. O tutor por sua vez deve 
orientá-lo, explicando os erros e sugerindo correções. 
z Diálogos com iniciativa mista: _ _ 
O sistema proporciona nestes casos um diálogo natural com o estudante. Dentro desta 
linha encontra-se o trabalho de Carbonell [l970], com seu sistema Scholar que ensina geograﬁa. 
Estes sistemas permitem a iniciativa do estudante, onde pode especiﬁcar as informações que 
deseja e quando as deseja. 
o Método de ensino socrático: .- 
Esta técnica envolve propor problemas ao estudante, cada um escolhido cuidadosamente, 
necessitando que o aluno use novos conhecimentos, levando-o a descobrir suas próprias falhas 
ou desconhecimentos. Stevens & Collins [1977] exploraram o uso deste método em seu tutor 
Why. `
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0 Simulação Interativa: 
Simuladores tem sido amplamente usados em ensino. Permitem que os estudantes 
aprendam enquanto realizam uma versão real da tarefa. Os simuladores suportam o aprendizado 
pemiitindo que os estudantes visualizem situações que normalmente não seriam capazes de ver, 
reproduzindo condições de contomo dos sistemas. Também permitem explorar novas 
conﬁgurações do sistema, descobrir conceitos novos sem danificar equipamentos ou criar 
situações embaraçosas. Exemplos destes sistemas é Steamer [Hollan et al, 1984] e SIMED 
[Pagano, 1992]. Este último integra conceitos de hipertexto com simulação, com um modelo 
para a difusão através da membrana celular. 
0 Especialistas articulados. 
Como último paradigma tem-se os sistemas especialistas articulados, cujo primeiro 
exemplo é o sistema NEOMYCIN [Clancey, 1987] ou seja, sistemas especialistas que permitem 
acompanhar todo o processo de tomada de decisões. No paradigma dos sistemas especialistas 
articulados- procura-se utilizar todo o sistema já desenvolvido e acrescentarzlhe um conjunto de 
funções que o adaptem ao seu uso no ensino. Na década de 1970 foi desenvolvido o sistema 
MYCIN [Clancey et al, 1984a] para o diagnóstico de enfermidade do sangue, que se tomou um 
marco em Inteligência Artiﬁcial, já que foi o primeiro sistemaque criou o conceito de se separar 
o conhecimento do mecanismo que dele faz uso, ou seja, criou a idéia de Base de 
Conhecimentos e de Máquina de Inferência como elementos separados. A partir dele foram 
¬= 
criados vários outros sistemas, entre os quais NEOMYCIN, que procurou utilizar a Base de 
Conhecimentos e a Máquina de Inferência já disponíveis e acrescentar um conjunto de funções 
que o adaptaram ao uso no ensino. Para tanto, além de explicar como chegou a uma conclusão e 
o por quê de solicitar um determinado dado, também dava ao aluno acesso a questões que 
permitissem ampliar o seu conhecimento dentro da área de interesse [Nievola, 1995]. 
Este paradigma é o usado nesta tese, visto que e' ele que se adapta melhor ao domínio em 
questão (área médica) e ao paradigma de solução de problemas constructivistas, com ênfase na 
melhoria das habilidades intelectuais do estudante.
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2.3 Conceito de Hipermídia. 
Os sistemas de .hipertextos podem ser considerados como um paradigma de 
representação de conhecimentoque se centra em entidades denominadas de nós de informação e 
em referências entre entidades denominadas de ligações [Pagano, 1992]. A noção de hipertexto 
tem sido usado em diferentes dominios tais como, engenharia-de software, aprendizado e 
interfaces de usuários. 
Se o documento contem informação sob diferentes formas (ex: texto, gráficos, sons, 
seqüências animadas) fala-se de “multimidia”. Quando um documento multimídia é organizado 
como nós de informação e ligações denomina-se “hipermídia” ou “hyperrnedia”. 
Geralmente documentos multimídia e hipermidia são grandes consumidores de memória 
sendo normalmente armazenados em CD-ROM, que por esta razão passam a ser confundidos 
com a multimidia na linguagem popular. 
A. união das tecnologias de hipermídia com ICAI's é uma ferramenta promissora 
para ambientes de aprendizado especialmente em O estudante ou médico usuário deste 
sistema, antes de manipular diretamente pacientes, exercita seus conhecimentos num simulador. 
Para tanto, o instrutor fornece ao sistema alguns dados iniciais, simulando os dados de um 
paciente hipotético, que será objeto de atendimento pelo residente. O estudante passa, então, a 
tomar os procedimentos que julgar necessários para determinar o encaminhamento que deve ser 
dado ao paciente [Nievola, 1995]. 
V Os sistemas de hipermídia que' usam tecnologia de multimídia são altamente 
recomendados em situações onde um aspecto importante dos conceitos são visuais ou sonoros 
como por exemplo eletrocardiograma (ECG) ou eletroencefalograrna (EEG) entre outros. É 
muito diﬁcil, senão impossível, transmitir as informações que se obtém de tais exames de uma 
forma semântica pura. I-Iipermídias aceleram o processo de experimentação e contribuem 
grandemente na ﬂexibilidade do sistema.
'
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2.3.1 A noção de navegação em hipermídia 
t referida como uma forma não linear de visualizar a informação, Hipennídia é usualmen e 
isto é, a ordem de acesso da informação é escolhida pelo usuário, selecionando o tópico que 
és de especiﬁcar palavras chaves, caminha-se pela base de conhecimentos saltando 
de tópico em tópico. 
'di ode ser conceituado como uma rede de nós e ligações. O nó é a unidade Um hipermi a p " ' ` " conecta um nó a 's importante conceito em hipemndla e a ligaçao, que de informação. O mal 
se ativa, produz-se um salto ao documento que este indica. outro. Quando uma ligação 
Pode-se associar estes nós aos nós de um grafo e as ligações aos arcos orientados do 
` 
tra a ﬁgura grafo. Desta forma o documento pode ser visto como um grafo orientado, como mos 
deseja. Ao inv 
2 [Pagano, 1992]. 
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ao de Hipertexto [Pagano, 1992] FIGURA 2 - Vizualização da noç'
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Muitos conceitos próprios ao processo de ensino/aprendizado se encontram nas 
características das hipermídias [Pagano, 1992]: s 
o Permite ao professor apresentar várias perspectivas da matéria além da linear. 
~ Como sistema estruturado por nós de informação, favorece o re-uso de unidades de 
conhecimento em lições futuras. 
ó Ao permitir o acesso livre entre as informações, equilibra as .ações de ensino (controle e 
orientação) com as ações do estudante (descoberta). 
› O nó pode conter uma fonte de código de programa que analise os caminhos que o estudante 
utilizou para navegar na base de conhecimentos da hipermídia.
_ 
Diferentes perspectivas teóricas de hipertextos tem sido tratadas: grafos [Ardot et al, 
1989], redes semânticas [Conklin, 1987], conjuntos [Garg, 1988] e redes de Petri [Stotts, 
1989]. Estes formalismos são de natureza' declarativos, portanto não incorporam os aspectos 
dinâmicos dos hipertextos. Mais recentemente foi apresentado um modelo de hipertextos 
baseado na teoria dos autômatos [Pagano, 1992] incorporando também aspectos dinâmicos. 
Nele se introduz a noção de estado de um hipertexto, no qual mais de um nó pode ser 
apresentado simultaneamente ao usuário e de acordo com este modelo nascem para hipertextos 
os conceitos de observabilidade (o usuário pode através de uma sequência definida de ações 
vizualizar o nó de interesse) e alcançabilidade (o usuário é capaz de percorrer todos os estados 
de um hipertexto). 
_ 
Nesta tese o conceito de hipermídia, como rede semântica, é utilizado para criar a 
estrutura curricular do sistema, como será explicado no capítulo 4, arquitetura do sistema EPIIS. 
A escolha desta perspectiva teórica se deve a maior familiaridade da autora com este conceito.
25 
2.4 Estrutura do ICAI. 
Originado durante os anos 70, os ICAI's tentam superar os limites dos sistemas de 
instrução assistidos por computador tradicionais. Este resultado é conseguido impondo técnicas 
de IA nos métodos clássicos de ensino. Uma das principais preocupações dos ICAI's é oferecer 
mais interatividade e ﬂexibilidade, comunicando os conhecimentos a um nível adequado. Este 
objetivo é bastante exigente e é objeto de investigação. Apesar de não existir concordância geral 
sobre da estrutura básica dos ICAI, a maior parte dos pesquisadores distinguem quatro módulos 
(ver ﬁgura 3): 
problema problema 
Módulo 
conhecimento percepção do 
do dominio conhecimento 
'S
É 
Módulo Modelo Módum 






do modelo ii 
resposta do resposta do 
especialista estudante 
Professor 
FIGURA 3 - Componentes do ICAI (adaptado de Goldstein [l979])
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- Módulo especialista, possui os conhecimento sobre o tópico a ser ensinado e gera o conteúdo 
instrucional.
A 
. Módulo modelo do estudante, usado para avaliar e/ou registrar o estado de conhecimento do 
estudante e fazer hipóteses sobre seus conceitos e estratégias de raciocínio. Este modelo 
deve ser estabelecido dinâmica e detalhadamente. 
o Módulo tutorais. usado para decidir que estratégia- instrucional deve ser aplicada em um 
determinado momento.
_ 
¢ Módulo de interface, é onde o estudante e o computador se encontram. As tecnologias que 
podem compor este módulo são: simulação qualitativa, hipergráﬁcos, hipertextos, 
processamento em linguagem natural e mais .recentemente multimídia. 
Como se pode observar o processo de ensino/aprendizado é visualizado como um 
"conjunto de atividades" compreendendo diferentes dominios, cada um com seu próprio objetivo 
e interagindo de forma cooperativa para atingir o objetivo global do processo. 
I
_ 
E simples justiﬁcar a presença destes módulos. De fato, refere-se a uma situação 
educacional que envolve um sistema de ensino e um estudante. O objetivo é ensinar o 




2.4.1 Módulo Especialista. ' 
Neste módulo estão contidos os conhecimentos sobre o assunto e abrange as possiveis 
perguntas dos aprendizes. A estrutura e interrelações do conhecimento necessárias para ensinar 
são maiores que aquelas para sistemas especialistas. Esta experiência ficou clara quando 
pesquisadoresda Universidade de Standford trataram de usar o sistema especialista MYCIN 
como tutor para os estudantes de medicina [Rickel, l989]._ Para tanto, deve conter todos os 
fatos necessários ao trabalho da área considerada e poder manipula-los a ﬁm de determinar se o 
procedimento tomado pelo aluno é aceitável ou não e em que medida se aproxima da melhor 
solução ou melhor opção dentre as disponiveis [Kowalski, 1992]. A base de conhecimentos deve 
ser organizada numa arquitetura que permita um trabalho ﬂexivel para o processo ensino- 
aprendizagem[Nievola, 1995]. Para tanto, dispõe-se dos vários métodos de organização do 
conhecimento usados em IA: redes semânticas ("semantic networks"), sistemas de produção 
("production rules "), representação procedural ("procedural representation"), quadros 




O Sistema Especialista desempenha o papel do especialista no tema,.tendo condições de 
conduzir o aprendiz através de uma sessão completa de resolução do problema sob 
consideração, possibilitando ao mesmo o acompanhamento de todos os passos, utilizando-se 
tanto do conhecimento explícito, formalizado, quanto do conhecimento empírico que se obtém 
após anos de experiência, o que toma o seu desempenho muito superior àquele obtido nos 
manuais e livros. Este conhecimento empírico é denominado de heurística. Porém, o Sistema 
Especialista a ser usado em um Sistema de Auxilio ao Ensino deve trabalhar passo a passo, 
fornecendo as respostas parciais, bem como aceitar que o estudante tome uma nova atitude, haja 
visto que um aluno pode adotar um procedimento não convencional, mas que também seja 
correto e o sistema deve aceitar tal condição, não a considerando como um erro [Nievola, 1995].
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2.4.2 Módulo Modelo do Estudante. 
Um módulo básico mantém uma representação da base de conhecimentos individual do 
estudante, historia do desenvolvimento, deficiências de aprendizado e comportamento na 
resolução de problemas [Garcia, 1990]. Assim sendo o modelo do estudante é mantido e usado 
como modelo das capacidades e habilidades do estudante, sendo abase para avaliação das suas 
respostas e para a seleção de um novo tópico a tratar. 
A modelagem do estudante é uma das áreas mais diﬁceis nas pesquisas de ICAI. 
Idealmente, o modelo do estudante deve incluir uma representação explícita de todos os 
aspectos do comportamento e conhecimentos do estudante que se relacionam ao aprendizado. 
Para derivar o modelo do estudante o ICAI deve seguir as interações do estudante com a 
máquina, estabelecendo o que 0 aprendiz sabe e onde se situa no dominio. Portanto, o modelo 
do estudante não é facilmente construido e os ICAI's são capazes de monitorar somente alguns 
aspetos do comportamento dos estudantes.
_ 
Na maioria dos sistemas, a ênfase tem sido modelar o comportamento do estudante como 
um subconjunto do conhecimento do especialista (o modelo de "overlay"). Este modelo foi 
introduzido por Goldstein & Carr [l977]. Para criar o modelo, as ações dos estudantes quando 
interagem com o sistema de ensino são comparadas com a estratégia do especialista. Com base 
nesta comparação é apresentada uma realimentação ao estudante. 
g 
Estes modelos falham em considerar que o conhecimento do aprendiz não é um 
conhecimento completo, porém um.-tipo diferente de conhecimento e geralmente não é dado 
nenhuma informação para preencher o vazio entre o conhecimento do especialista e o aprendiz 
[An‹1a1‹›f‹› et ai., 19911. _ 
Outra técnica considera o modelo do estudante como um subconjunto do modelo do 
especialista mais alguns componentes apropriados, tal como procedimentos ou regras erradas 
que levam em conta versões incorretas do conhecimento que o aprendiz pode ter. Desta 
maneira o sistema de ensino pode dar uma representação explícita dos erros do aprendiz e tomar
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Neste enfoque um erro é deﬁnido como qualquer ação do aprendiz que o módulo 
especialista não pode prescrever, dado o estado do sistema. As interações com um ICAI 
oferecem oportunidades para erros múltiplos e existem poucas oportunidades que possam ser 
pré numerados. A melhor .maneira de identiﬁcar erros, portanto é identiﬁcar tipos gerais de erros 
relacionados com diﬁculdades importantes ou comuns. Se enquanto o aprendiz resolve um 
problema sua ação não é igual ao do especialista, as regras de erros podem ser usadas para 
identiﬁcar o erro [Fath et al, 1990]. 
Uma linha de pesquisa promissora baseia-se na simulação do processo de aprendizado 
dos seres humanos. Porém, muitas diﬁculdades nascem deste enfoque uma vez que o processo 
de aprendizado humano não é completamente compreendido. _
, 
Um ambiente de aprendizado adaptativo supõe que o tutor corrija sua estratégia de 
ensino depois de cada comunicação aprendiz-máquina. Cada comunicação deve ser objeto de 
analise. Na análise entram os conhecimentos e objetivos tutorais, assim como os do aprendiz. 
Isto se conhece como nome de diagnóstico e pode constituir um módulo. 
Existem diferentes signiﬁcados para a palavra diagnóstico, várias formas de testar e 
muitos propósitos diferentes para o diagnóstico. Diagnóstico em medicina tem por ﬁm 
determinar por meio de métodos simples (interpretação dos sintomas) ou métodos complexos 
(análises de laboratórios, exames ﬁsicos ou biológicos) a natureza da moléstia reconhecendo o 
lugar que ela ocupa no quadromorfológico.
V 
Em sistemas de ensino por computador a palavra diagnóstico é utilizada com frequência 
como sinonimo do trabalho efetuado para o desenvolvimento do -modelo do estudante. 
Schank & Slade [1985] observaram que a oportunidade de errar é uma parte importante 
no aprendizado, é algo que o computador .pode oferecer sem o medo do julgamento do 
professor. Por sua vez o computador pode capitalizar cada falha do estudante como 
oportunidade de corrigir erros.
V 
3o 
Os tipos de erros que o sistema pode perceber são dependentes da representação do 
conhecimento [Stevens et al, 1979]. Assim Wexler [1970] em seu sistema representado por 
redes semânticas, avalia as respostas do estudante buscando o conjunto de nós que satisfaçam as 
condições das perguntas. Se um nó corresponde a resposta, ele trata de introduzir a resposta na 
proposição da pergunta, removendo sucessivamente restrições à resposta. , 
`
S 
Por outra parte no modelo utilzado pelo sistema Buggy, aplicado a subtrações, Brown & 
Burton [1978], cria uma rede procedural com técnicas de subtração, corretas e não corretas. 
Estes procedimentos são parcialmente ordenados em seqüências de operações. As respostas do 
estudante são avaliadas através da rede que fornece a resposta do estudante. Se o caminho 
contém somente habilidades corretas a resposta está correta também, em caso contrário se sabe 
exatamente quais são os erros. 
Por sua parte Carbonell [1970] sugere a classiﬁcaçãodos erros em: 
1. Perda de informação; 
2. Perda de fatos; 
3. Entrada errada; ' ' 
4. Lacunas de conceitos; 
5. Super-ordenação errada; 
6. Generalização errada; 
7. Falha ao projetar uma inferência positiva; 
8. Falha ao projetar urna inferência negativa (ou seja, algumas informações contradizem as 
‹ restantes). _ 
' ` 
Observa-se que o diagnóstico é um meio e não um objetivo para o ICAI. Freqüentemente 
pode ser usado o método socrático de selecionar um conjunto de problemas de modo a permitir 
que o estudante perceba seus próprios erros. 
Em geral, soluções paraa modelagem do aluno requerem uma teoria de como o aprendiz 
forma abstrações, como ele aprende e quando ele está apto a ser mais receptivo a uma correção. 
Infelizmente, há poucas teorias psicológicas neste sentido. .
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2.4.3 Módulo Tutor. 
Este componente deve cumprir muitos requisitos em um ICAI. O objetivo principal do 
módulo é coordenar as informações sobre o dominio, modelo do estudante e o módulo interface 
a ﬁm de decidir sobre o gerenciamento instrucional. . V 
Estes requisitos implicam que o tutor deve construir dinamicamente suas estratégias em 
ﬁmção do conhecimento da situaçao. Este enfoque pemlite intervenções pertinentes, oportunas e 
correspondentes às expectativas do aluno tanto a nível de conteúdo como forma. 
Este módulo engloba portanto todo o conhecimento necessário à elaboração de uma 
estratégia tutorial, isto é: 
Q Os tipos de objetivos do ensino no domínio escolhido, a maneira de combina-los e classiﬁcá- 
los; 
ø O raciocínio que utiliza para aconselhar o aprendiz. - 
Wenger [1987] enfatiza a necessidade do módulo tutor ter habilidade de tomar decisões 
tanto a um nível global, quanto local. Isto signiñca que o sistema deve primeiro planejar a 
seqüência das ações de ensino de acordo com seu conhecimento do curriculo em um dado 
domínio (nivel global). Deve ser capaz de decidir quando. interferir, o que e como dizer e o estilo 
de apresentação (nível local). 
I . E importante ter presente que nestesambientes, o melhor para o estudante é descobrir 
por si mesmo o maximo da estrutura de uma situação. Toda vez que o sistema diz ao estudante 
algo, ele lhe está roubando a oportunidade de descobrir por si. - 
O sistema BIP [Barr et al, 1976], utiliza uma noção de rede de curriculo de informações, 
na qual as habilidades a serem ensinadas são relacionadas a tarefas que exercitam estas 
habilidades. A rede de curriculo é organizada como um conjunto de problemas indexados em 
termos das habilidades necessárias. O curriculo serve como modelo do estudante. Quando o 
estudante resolve um problema sabe-se quais habilidades utiliza e pode-se escolher um novo 
problema com um apropriado conjunto de requisitos.
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Esta rede de curriculo foi generalizada numa segunda versão de BIP (BIP II) que inclui 
interconexões entre habilidades que denotam pré-requisitos e analogias [Rickel, 1989]. 
Stevens et al. [1979] apresentaram um tutor socrático, estruturado por objetivos. Esta 
estrutura de controle tem as seguintes partes; - 
o Uma. agenda de objetivos e 'sub-objetivos; . 
o Regras de prioridades para adicionar objetivos e sub-objetivos à^agenda;_ 
o Modelo do estudante.
j 
Esta estrutura nasce da observação de que professores, adicionam objetivos e sub- 
objetivos pedagógicos dinamicamente em reação ao estudante. ' 
Meno-Tutor [Wolf & Donald, 1984] é o sistema que se preocupa especialmente pelo 
módulo de ensino. Neste sistema se desenvolveu um módulo de regras pedagógicas, 
independentes do domínio. “
_ 
Este módulo é descrito como conjunto de unidades de decisão organizadas em três níveis 
de planiﬁcação que vão reﬁnando sucessivamente as ações do tutor. Esta estrutura recebeu o 
nome de DMN (“Discourse Management Network”). Os reﬁnamentos a cada nivel mantém as 
restrições ditadas pelo nível anterior e detalha a elaboração da resposta do sistema.
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2.4.4 Módulo de Interface' 
Este módulo efetua a comunicação entre o estudante-aprendiz e o sistema máquina.. As 
tecnologias que podem compor este módulo são simulação qualitativa, hipergrafos, hipertextos, 
processamento natural e ultimamente multimídia. _ 




A elaboração da interface deve ser determinada pelos critérios de facilidade de emprego, 
coerência, ﬂexibilidade e convívio. Uma grande revolução na ﬁlosoﬁa de operação das interfaces 
foi a aparição do “Windows®” que substitui a digitação das opções pelo “clicar” do “mouse”. 
Neste trabalho se utilizará dos conceitos de hipermídia e da ﬁlosoﬁa de operação 
“Windows®” na construção da interface. Os motivos que justificam esta escolha são: 
0 O ambiente de programação escolhido permite e favorece estas técnicas; 
0 Preparou¬se um protótipo para testar a operação da interface que mostrou ser eficaz.
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2.4.5 Interação entre Módulos. 
Um sistema de ICAI é composto de diferentes módulos como se viu anteriormente. A 
interação entre estes módulos pode ser direta ou utilizando-se técnicas de inteligência artificial 
distribuída.
' 
Uma das características mais procuradas em um I_CAI, é seu comportamento dinâmico e 
adaptável ao contexto. Buscandofse darao sistema esta capacidade de interação (professor- 
aluno) postula-se abordar o problema de projeto de um ICAI através de inteligência artiﬁcial 
distribuída (IAD).
_ 
Oposta à aproximação clássica de Inteligência Artiﬁcial, onde a metáfora de inteligência é 
baseada no comportamento humano individual e a ênfase é colocada na representação de 
conhecimentos e métodos de inferência, a metáfora na IAD é baseada no comportamento social 
e a ênfase é colocada em ação e interação [Sichman & Cardozo, 1992]. Esta aproximação é 
desejável quando se busca resolver problemas grandes e complexos, que requerem conhecimento 
de diferentes dominios, o que parece ser recomendável no caso particular de um sistema de 
ensino. Este paradigma será abordado com mais detalhes no capitulo seguinte.
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2.5 Linguagens de representação de conhecimentos. 
Na construção de uma base de conhecimentos, o engenheiro deve selecionar os objetos 
signiﬁcantes, suas relações no domínio e mapeá-las a uma linguagem formal. O programa 
resultante deve conter conhecimentos snﬁcientes para resolver os problemas da área, realizar 
inferências corretas e eﬁcientemente. f V 
A base de conhecimentos é uma abstração de objetos e relações no domínio. Os 
resultados das inferências na base de conhecimentos devem corresponder aos resultados das 
ações e observações no domínio. Os objetos computacionais, relações e inferências disponiveis 
ao programador são determinadas pela linguagem selecionada de representação de 
conhecimentos. 
Após anos de pesquisas na área de IA, numerosos esquemas de representação tem sido 
propostos e implementados, cada um tendo suas vantagens e desvantagens, entre eles os mais 
importantes temﬂsido: sistemas de produção, lógica, redes semânticas e "ﬁames". ,1 
õ Sistemas de produção utilizam métodos de solução que consistem em regras de produção. As 
regras contém uma ou mais condições e uma ou mais ações, as últimas determinam o que 
deve ser feito se as condições são satisfeitas. Este tipo de sistema consiste em «três 
componentes principais: memória de trabalho, base de regras e um mecanismo de raciocínio 
(motor de inferência) . A memória de trabalho guarda o estado atual e as inferências 
“parciais” do sistema. A base de regras -descreve o conhecimento do sistema. O terceiro 
componente, controla a maneira como o sistema enquadra os dados da memória de trabalho e 
a base de regras, seleciona a regra adequada e executa a ação. ~ 
ø Baseado em lógica: O conhecimento é representado através de estruturas inspiradas nos 
formalismos lógicos: axiomas, relações, predicados, etc. A inferência se processa através de 
algoritmos que testam a veracidade ou não de asserções. 
o Redes semânticas representam os conceitos e conhecimentos relacionados como nós de uma 
rede e suas relações com arcos. As relações típicas são: ser membro de uma classe, ser parte 
de ou subclasse de. Uma característica central das redes semânticas é a herança. '
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o "Frames" são linguagens de representação estruturadas que estendem o conceito das redes 
semânticas permitindo que cada nó seja uma estrutura de dados complexa, consistindo de 
"slots" com valores. Estes valores podem ser numéricos, simbólicos, ponteiros a outros 
"ﬁ'ames” ou procedimentos. 
' 
Neste capítulo se analisou a metodologia empregada para o projeto de sistema de 
instrução inteligente por computador. Nesta analise se observou que 0 sistema é 
formado por diferentes tipos de conhecimentos. No capítulo seguinte apresentar-se-á diferentes 
paradigmas para a integração destes conhecimentos.
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3. Inteligência Artificial Distribuída. ç - 
As pesquisas acadêmicas em Inteligência Artiﬁcial Distribuída (IAD) começaram no 
início dos anos 70, como uma evolução natural dos Sistemas Distribuídos (SD) e da Inteligência 
Artiﬁcial (IA) clássica. 
A IA clássica preocupa-se com a construção de programas, capazes de executar tarefas 
complexas, apoiando-se na centralização e concentração da inteligência. Mas isto resulta em 
grandes diﬁculdades, devido a necessidade de integração, em uma mesma base de conhecimento, 
de habilidades de individuos diferentes, que na realidade se comunicam e colaboram na 
realização de um objetivo comum, a custo de eventuais conﬂitos. Estes sistemas não são mais 
"pensadores" fechados em seus próprios mundos, mas "pensadores" abertos para o exterior, 
capazes de realizar o intercambio de conhecimentos como ocorremnas sociedades em geral. 
Neste contexto nascem noções novas na inteligência artiﬁcial, tais como a cooperação, a 
coordenação de ações e a negociação. E 
Em 1981, uma edição especial da IEEE TRANSACTIONS ON SYSTEMS, MAN, AND 
CYBERNETICS intitulada "Natural and Social System Metaphors for Distributed Problem 
Solving" tem um papel essencial na deﬁnição do campo de IAD. Essa edição coleta as idéias 
seminais e originão várias perguntas que direcionaram as pesquisas nesta área. Muitas dessas 
perguntas tem sido respondidas e atualmente se observa o surgimento de outras questões que 
por sua vez necessitam de soluções. Em 1991, uma nova edição especial desta mesma revista 
reuniu várias publicações nesta área e seu propósito foi abrir um forum de debate. A última 
reunião de pesquisadores aconteceu em Washington entre os dias 17-29 de Julho de 1994 no 
" 13th International Distributed Artiﬁcial Intelligence Workshop". Foram discutidos temas como: 
sistemas baseados em conhecimentos cooperativos (CKBS), trabalhos cooperativos suportados 
por computador (CSCW), sistemas de informação cooperativos inteligentes (ICIS), sistemas de
psicologia social, gerenciamento de processos de negócios e antropologia, entre outros. 
Os principais problemas em IAD podem ser divididos basicamente em cinco areas 
diferentes [Bond & Gasser., 1988]: 
descrição, decomposição e alocação de tarefas: refere-se a como pode ser descrita e 
decomposta uma tarefa complexa em subtarefas, como essas subtarefas serão 
alocadas, estaticamente ou dinamicamente e como elas serão realizadas; 
interações, linguagens e comunicações: que vocabulário de primitivas um 
protocolo de comunicação deve apresentar de forma a expressar os conceitos 
semânticos de um trabalho cooperativo; 
coordenação, controle e comportamento coerente: como assegurar um 
comportamento global coerente do conjunto de agentes, cada agente possuindo 
seus próprios objetivos e habilidades locais; 
conflito e incerteza: como nenhum agente possui a informação completa do 
ambiente, nascem conﬂitos e estes devem ser resolvidos. Os dados incompletos e 
incertos devem ser tratados de forma a garantir resultados coerentes; 
linguagens de programação e ambiente: devem ser deﬁnidas linguagens de 
programação que suportem os diferentes requisitos necessários a cada agente 
pertencente ao sistema. 
Alguns destes problemas tem sido objeto de pesquisa em outras áreas, como 
distribuídos e lógica. As pesquisas em IAD buscam reuní-los num mesmo contexto. 
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gruposdesuporte de decisão (GDSS), engenharia concorrente (CE), ciências organizacionais, 
sistemas
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3.1 IAD versus IA clássica. 
A grande diferença entre as abordagens de agente único (IA clássica) e IAD nasce da 
concepção do modelo do mundo. Na resolução por um único agente, o modelo é completo, e ele 
usualmente permanece completo por duas razões: 
ø Todas as mudanças no meio são feitas pelo próprio agente e assim 
pode sempre atualizar seu próprio modelo; 
. Um único agente não necessita preocupar-se com as intenções de 
outros agentes.
_ 
Por outro lado em IAD os agentes têm um conhecimento parcial do ambiente. Isto leva 
a geração de um modelo incompleto do mundo, 0 que pode ter como consequência a 
degradação da eﬁciência da atribuição de tarefas. Podem ser citadas as seguintes razões para 
uma atribuição sub-ótima de tarefas: 
o O agente que faz a decomposição das tarefas pode não conhecer 
qual o agente que possui o conhecimento mais apropriado; 
o O agente com maior especialização pode não saber sobre a tarefa 
mais apropriada para ele; 
o Pode não existir um agente que tenha conhecimento global de todas 
as funções e subtarefas que necessitam ser atribuídas.
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Existe mais uma diferença muito importante nas redes de agentes IAD. Cada agente tem 
seu próprio objetivo local, o que leva a dois tipos de interação: negativa e positiva. A interação é 
negativa se um agente ao satisfazer sua tarefa impedir um segundo de fazer o mesmo. Em 
contraste, a interação e' positiva quando a satisfação do objetivo local ajuda o outro agente a 
satisfazer o seu objetivo. O desconhecimento das tarefas e intenções dos outros diñculta as 
interações positivas, essenciais na resolução efetiva do problema global. 
A resolução de problemas por um único agente tem dificuldades em administrar as 
tarefas e objetivos independentes. Mas estas diﬁculdades multiplicam-se na resolução distribuída 
de problemas, devido ao conhecimento parcial do mundo. Em resumo, o principal em IAD é 
fazer que as soluções parciais tenhamvuma coerência global. 
3.1.1 História da Evolução da IAD. 
A história da IAD nasce com o projeto Hearsay-II, entre 1970-1976 [Erman et al, 
1988(a)], com o modelo de “blacl<board”. Porém, a ideial original é atribuida a Newell [1962], 
ao utilizar pela primeira vez o termo “blackboard”, quando escreveu: 
“Metaforicamente podemos pensar em um conjunto de 
trabalhadores, todos observando o mesmo quadro negro 
(blackboard): todos podem ler as informações nele 
escritas e julgar se possuem algo a adicionar. Este é o 
conceito de Selfridge°s Pandemonium [Selfridge, 1959]:
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um conjunto de demônios, cada um observando de forma 
independente a situação e atuando em proporção a sua 
natureza.” 
[Newell, -1962] 
A partir do projeto Hearsay-II começam os trabalhos em IAD com diferentes propostas 
de modelos reunindo-se numa grande área chamada de Resolução de Problemas Distribuida 
(RDP), mais recentemente nasce um novo modelo os chamados Sistemas Multi-Agentes ou 
Sociedades de Multi-Agentes (SMA)[Erceau & Ferber, 1991]. 
Neste trabalho se optou por trabalhar com o modelo SMA, visto que ele traz uma 
abordagem mais ampla, na qual os outros modelos podem ser inseridos.
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3.2 Cooperação entre agentes. 
Um problema de alta complexidade demanda coordenação e comunicação entre os 
agentes responsáveis pela solução do problema. A arquitetura do sistema fornece os meios para 
o controle e a comunicação entre os agentes responsáveis pelo processamento das tarefas. As 
politicas de controle e da comunicação deﬁnem em conjunto, a política de cooperação entre os 
agentes. 
3.2.1 Formas de cooperação 
Num sistema IAD os agentes podem dividir a demanda de carga computacional pelas 
fases de resolução de problemas de duas fomias (não mutuamente excludemtes) : 
o A cada agente é associado o processamento de determinadas 
tarefas (compartilhamento de tarefas); 
o Durante o processamento de suas tarefas, agentes tomam público 
certos resultados que auxiliam as atividades de outros agentes 
(compartilhamento de resultados).
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3.2.2 Estratégias de cooperação 
A cooperação entre resolvedores de problemas deve se estruturar como uma série de 
intercâmbios de informação cuidadosamente planejadas que, obviamente, dependem do 
problema. O desempenho do sistema também depende da arquitetura de resolução de problemas, 
por isto, é apropriado considerar arquiteturas ou estratégias de cooperação. 
A arquitetura deve distribuir a carga de processamento entre os nós para reduzir 
congestionamentos de comunicação e de computação e evitar falhas catastróﬁcas do sistema 
(por exemplo, com falhas de nós que concentraram cargas). A cooperação é outra ferramenta 
que pode ser usada. O conhecimento necessário para usar a comunicação efetivamente toma a 
forma de um grupo de regras heurísticas. São de dois tipos: 





Estabelece como a tarefa deve ser decomposta em subtarefas que podem ser atribuídas a 
agentes individuais. Atribui para cada agente a sua função no grupo e determina as fomias de 
comunicação entre os agentes. 
O Política de Informação: 
_
. 
Direciona a natureza da comunicação entre os agentes cooperativos. Assim como os 
caminhos organizacionais são restringidos pela política organizacional, existem vários niveis 
de decisão menores que são regidos pela política de informação, como: 
. Comunicação seletiva ou aberta; 
‹ Comunicação sob solicitação ou não;
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. Comunicação com reconhecimento ou não; 
. Transmissão simples ou repetida. 
Decisões erradas neste nível resultam, em um ineficiente uso do canal de comunicação e 
podem por em risco a coerência global. Segundo Cardozo, 1993 os modelos de organizações 
empregados em IAD se baseiam na estrutura de organizações humanas. Dependendo da 
complexidade do problema devem ser empregadas diferentes estruturas organizacionais. As 
principais estruturas organizacionais são (figura 4): ' 
. Organização de Grupo. Esta estrutura organizacional possui 
vários agentes mas nenhum deles executa funções de controle. 
Cada agente age em ﬁmção do seu estado e do conhecimento
~ que dispoe sobre o mundo exterior. 
ø Organização de Hierarquia Simples. Esta organização possui um 
i controle centralizado, isto é, um único agente desempenha todas 
as ﬁmções de controle. 
~ Organização de Hierarquia Múltipla. Nesta organização a cadeia 
de controle forma uma árvore. O controle é distribuido em 
múltiplos níveis, onde um agente intermediário é comandado por 
um agente superior e comanda outros agentes inferiores.
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o Organização Descentralizada. Esta estrutura organizacional 
consiste numa hierarquia simples, exceto que seus membros são e 
organizações, não agentes. 
ø Organização de Mercado. É similar a estnitura descentralizada, 
O 
exceto que a hierarquia é substituída por um mercado onde os 
serviços são ofertados e contratados. 
Nestas organizações a coordenação dos membros pode ser feita segundo três métodos: 
og Delegação: um ou mais agentes tem delegada a sí a 
responsabilidade do controle de determinados agentes. 
0 Consenso: os agentes resolvem por consenso como conduzir as 
ações de controle. Os mecanismos básicos de consenso são o 
voto e a disciplina. No voto, as ações de controle são tomadas 
por consulta a um grupo (ou totalidade) de agentes. Na 
disciplina, os agentes seguem certas políticas pre'-estabelecidas. 
o Negociação: Os agentes resolvem por negociação como conduzir as ações 
de controle. A negociação se baseia no conceito de contrato entre um 
provedor de serviços e um cliente . O cliente anuncia que deseja certo 
serviço, impondo parâmetros tais como tempo máximo de execução, 
critérios de qualidade, etc. Com base no anúncio, provedores aptos a
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atender o serviço respondem com eventuais contrapropostas. Examinando 
estas propostas, o cliente seleciona um provedor, estabelecendo com este 
um acordo bilateral para a execução do serviço. 
llllll 







___, ﬂuxo de autoridade 
FIGURA 4. Principais estruturas organizacionais [Cardozo, 1993].
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3.3 Conceitos básicos do paradigma de Sociedade de multi-agentes (SMA). 
Deﬁnição de agente [Ferber & Gasser, 1991]: 
g 
"Um agente é uma entidade real ou virtual que 
O 
está imersa em um ambiente onde ele pode realizar ações, 
que é capaz de perceber e representar parcialmente este 
ambiente, de comunicar-se com outros agentes e que 
possui um comportamento autônomo, que e' conseqüência 
de suas observações, seu conhecimento e interações com 
outros agentes. " 
Os agentes coexistem num ambiente comum e cada um deve colaborar com os outros a 
tim de atingir um objetivo global. Os pontos importantes nesta aproximação são os seguintes: 
o Á_ decomposição da tarefa é feita pelos agentes e não pelos projetistas do 
- sistema. No limite, deve existir uma reorganização dinâmica, isto é, os agentes 




o Os agentes são autônomos, isto é, tem seus próprios objetivos locais. Portanto, 
podem ocorrer conﬂitos, devido a existência de objetivos locais e globais. Desta 
maneira, uma conversação deve ser mantida a ﬁm de estabelecer a ﬁmção de cada 
agente na construção da solução do problema. 
o Os agentes podem estar aptos a resolver outros problemas, se possuírem as 
habilidades para realizá-las. 
ø O SMA é um sistema aberto, assim qualquer agente pode entrar ou deixar a 
sociedade quando desejar. Se um novo agente entra na sociedade, os agentes 
devem incorporar suas capacidades e habilidades. Isto se consegue pela 
representação explícita das habilidades e objetivos dos outros agentes.
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. O ambiente pode mudar e os agentes devem incorporar estas mudanças em seu 
modelo interno do mundo. 
Para passar da abordagem clássica de sistemas baseado em conhecimento3 (KBS) para o 
paradigma de SMA, devem ser adicionadas ao KBS as seguintes características [Sichman et al., 
1992]: 
' 
. Capacidades de percepção: Um agente deve perceber o ambiente e as mudanças 
ocorridas neste. Nos KBS a percepção de mudanças no ambiente se dara através 
da interface homem~máquina, enquanto que nos SMA, o ambiente pode mudar 
como conseqüência das ações de seus agentes. 
0 Capacidades de ação: Um agente deve ser capaz de atuar em seu meio, como 
resultado de suas atividades de resolução de problemas, em um sentido mais 
amplo que a interface homem~máquina. 
- Raciocínio social: Um agente deve ser capaz de raciocinar acerca de atividades de 
outros agentes. Isto é conseguido através de uma representação intema dos 
z outros membros da sociedade e mecanismos de raciocinio relacionados. 
o Estrutura de controle de multiníveis: Um agente deve decidir quando perceber, 
comunicar, planejar e atuar. Assim, uma estrutura de controle complexa deve ser 
dada de maneira a fazer possível a ativação destas diferentes características. 
Erceau & Ferber, 1991 propõem uma classiﬁcação fundamentada sobre a concepção em 
niveis da arquitetura interna dos agentes, cada nivel sendo gerahnente uma extensão do nível 
precedente (ﬁgura 5).
' 
Para os agentes cognitivos, passa-se de um nível ao nível imediatamente superior pela 
adição de módulos à estrutura de cada agente. Encontram-se, assim, os agentes comunicantes, os 
agentes racionais, os agentes especialistas e os agentes intencionais. Os agentes reativos são os 
3 No sentido clássico, isto é, um sistema com uma máquina de inferência e com conhecimentos do domínio 
representado em um formalismo apropriado.
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de nível mais baixo; dispõem somente de um protocolo e de uma linguagem de comunicação 
reduzida e suas capacidades correspondem unicamente à lei de estímulo/ ação. 
No nível seguinte, situam-se os sistemas de agentes comunicantes, que dispõem de um 
protocolo completo de comunicação, mas onde a parte,_c_onversacional e a parte comportamental 
são interdependentes. Por outro lado, neste tipo de sistema, o intercâmbio de informações se 
encontra estreitamente ligado ao dominio. -
L 
A seguir se situam os agentes racionais onde as capacidades de ação e comunicação são 
mais independentes, possuindo representação da realidade e mecanismos de aprendizado. 
Em seguida vem as sociedades de especialistas, cada uma dispondo decompetências 
precisas, de crenças, de uma representação parcial de seu meio e dos outros agentes do sistema. 
No nivel superior encontram-se os agentes intencionais. Cada um possui objetivos explícitos, 
planos parciais, intenções e crenças, assim como a possibilidade de chamar outros agentes a 
colaborarem. 
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4 cognitivo especialista 
4 cognitivo intencional 
Figura 5. Níveis de arquitetura intema de um agente [Erceau & Ferber, 1991].
50 
3 4 Exemplo de Sistemas Inteligentes Distribuídos. 
A seguir mostra-se uma lista- com diferentes sistemas desenvolvidos nesta área, 
destacando-se diferentes arquiteturas na distribuição do conhecimento. 
Projeto: HEARSAY - II [Erman et al, 1980] 
Modelo: Modelo "Blackboard" 
Um caso especial altamente estruturado de resolução oportunística de problemas . A
~ organizaçao dos conhecimentos do dominio e todas as entradas e soluções intermediárias 
parciais necessárias a resolução .do problema são deﬁnidas previamente. A aplicação foi 
implementada como uma combinação de 'diferentes representações de conhecimentos, 
esquemas de raciocínio e mecanismos de controle. Esta arquitetura é orientada para 
ambientes de computação seriais onde uma tarefa é selecionada pelo módulo de controle.
V 
Projeto: Rede de protocolos de contrato [Smith, 1980] 
Modelo: Rede de Contratos 
Desenvolvimento de protocolo para interação de nós como processo de negociação; Isto é 
um mecanismo poderoso para conexão o qual é uma extensão do padrão de invocação direta. 
Este método é muito útil quando as tarefas representam fontes de conhecimentos 
especializadas (FC), e não se conhece a priori a fonte de conhecimentos especíﬁca para 
desenvolver uma tarefa determinada. Ou ainda quando urna tarefa justiﬁca uma transferência 
de informação maior que a permitida. Nesta arquitetura o gerenciador deve possuir o 
conhecimento profundo da aplicação para decompor as tarefas com um minimo de interação 
entre subproblemas e integrar os resultados de seus contratados
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0 Projeto: AGORA [Huhn, 198714 - 
0 Modelo: Modelo de "Blackboard" distribuído e paralelo 
0 O paralelismo pode ser introduzido no paradigma de "Blackboard" em vários níveis. 
1. máquinas de interação "Blackboard"; 
2. Implementação de cada FC; 
3. Múltiplas instâncias de FC em paralelo (FCIs); 
4. O componente de controle de -"Blackboard" em paralelo com os FCIs do domínio. A 
sincronização dos FCIS concorrentes foi tratada em grande detalhe. Arquiteturas 
alternativas tais como memória compartilhada, servidores ou modelos de memória 
privada.
` 
0 Projeto: ETHER [Kornﬁeld & Hewitt, 1981] _ 
0 Modelo: Metáfora de Comunidade Cientíﬁca 
0 Modelagem da resolução de problemas na linha de pesquisa cientiﬁca considerando 
propriedades de monoticidade, comutatividade, paralelismo e pluralismo. 
0 Projeto: Sistema de monitoração de veiculos distribuídos [Lesser & Corkill, 1983]. 
0 Modelo: Estrutura Organizacional 
0 Trabalha com uma arquitetura de controle que faz que os nós atuem como um time coerente. 
Dá somente a estratégia global e estabelece áreas de interesse para deﬁnir políticas 
organizacionais. Estabelece relações de autoridade para indicar como as prioridades podem 
ser atribuídas e gerar objetivos parciais. Trabalha com objetivos a longo prazo que levam a
V 
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automatizar o processo de reorganização. O uso de técnicas de negociação faz o sistema 
. 0 ~ V 
COI1V€I`g1I` 3 uma IlOVa OI'gal'llZ3.ÇaO. 
o Projeto: MACE [Gasser et al, 1987] 
0 Modelo: SMA 
0 Um dos primeiros projetos que utilizou o modelo SMA, representando internamente seus 
objetivos e suas capacidades num domínio particular. Serve como ambiente de pesquisa sobre 
modelos de interação e organização de grupos de agentes. 
0 Projeto: LIFIA [Sichman & Cardozo, 1992] 
o Modelo: SMA 
0 Apresenta um modelo para o agente cognitivo e o desenvolvimento de um ambiente de 
programação que suporta estes conceitos. 
Neste capítulo se analisou diferentes paradigmas para a distribuição de 
conhecimento. No capítulo seguinte se apresentará a arquitetura do sistema EPIIS que utiliza 
técnicas de IAD para o projeto e implementação de um sistema de apoio ao ensino de 
diagnostico de epilepsia. 
,... z-,
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4. Metodologia: Arquitetura do Sistema EPIIS 
Neste capitulo se discutirá aspectos projeto e implementação do sistema EPIIS. 
4.1 Ambiente de Aprendizagem. 
A medicina é uma área onde a tecnologia hipermidia se faz especialmente indicada dado 
que a imagem e algumas vezes sons constituem-se elementos fundamentais para o diagnóstico 
médico e, como consequência, para ensino das diferentes especialidades. Se se alia que existem 
evidências ou ao menos indicativos, que o ensino das habilidades clinicas pode ser 
complementado com o auxilio do computador, chega-se a proposta deste sistema: a utilização de 
ferramentas de hipennidia em combinação com uma abordagem de resolução de problemas 
(especialista articulado) para simulara situação profissional do estudante. 
A hipermidia permite criar uma estrutura curricular completa na qual o estudante navega 
escolhendo livremente os assuntos que lhe interessam. Desta maneira c estudante cria seu 
proprio plano de ensino.
g 
O cenário de aprendizagem, especialista articulado, permite centrar-se no ensino de 
classiﬁcação de crises de epilepsia, apoiando-se no conhecimento (previamente programado) do 
médico especialista. Na área médica utiliza-se com frequencia o estudo de casos de pacientes 
como forma de ensino. Esta mesma situação pode ser criada pelo tutor artificial por meio deste 
cenário. , = 
4.2 Estrutura Organizacional de EPIIS. 




nascem de forma natural os módulos que o sistema deve possuir: módulo especialista, módulo 





Do começo até o ﬁm do projeto de EPIIS alguns ajustes nos objetivos de cada módulo 
tiveram que ser feitos. Mais especiﬁcamente, nos módulos tutor e modelo do estudante. O 
módulo tutor teria a responsabilidade de gerenciar o plano de ensino de acordo aos pré- 
requisitos curriculares e ao conhecimento do estudante. O conhecimento do estudante estaria 
reﬂetido e atualizado dinamicamente no modelo do estudante. Duas grandes diﬁcultades 
IIESCCÍRITII ' ' 
0 A necessidade de uma maior interação e disponibilidade do especialista que se encontrava 
ﬁsicamente distante; . 
0 O sistema já estava de volume e complexidade considerável. 
Isto resultou na redeﬁnição destes modulos os quais serão apresentados a posteriori neste 
capítulo. V 
A forma de interconexão destes diferentes tipos de conhecimentos pode ser variada, 
sendo que cabe aqui discutir este assunto. 
No capítulo 3, se estudou diferentes estruturas organizacionais [Cardozo,l993]. 
Basicamente o importante é deﬁnir o tipo de controle, isto é, controle centralizado ou controle 
distribuído. Ambas abordagens apresentam vantagens e desvantagens: 
0 Centralizar o controle da ativação dos módulos através de uma estrutura do tipo 
“blackboard” (por exemplo), permite que o projeto dos módulos seja feito focalizando 
exclusivamente a tarefa de resolução de problemas, visto que é a estrutura de “blackboard” 
que se preocupa em manter a coerência e cooperação globais. 
O Descentralização do controle da ativação dos módulos através de uma estrutura do tipo 
SMA. Cada módulo possui o conhecimento sobre o próximo módulo a ser ativado. Isto 
implica que cada módulo (o agente), agoraalém de se preocupar com a tarefa de resolução 
de problemas deve perceber e comunicar-se com seu meio. Porém o engarrafamento que 
pode vir a gerar o controle “blackboard” desaparece. Isto é todas as informações ﬂuem por 
canais de comunicações diretos, sem intermediários.
_
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Outro fator importante, refere-se a distribuição fisica do conhecimento nas maquinas. 
Neste caso, o sistema funcionará em um único microcomputador, com memória e processador 
únicos. A partir deste ponto de vista, ambas abordagens são viáveis. 
0_ projeto de EPIIS se ﬁmdamentou numa arquitetura completamente distribuída, 
utilizando o paradigma SMA. Para representar os conhecimentos manipulados por EPIIS, se 
escolheu um formalismo orientado a objeto. Cada agente é representado por uma classe. Aqui se 
usa uma analogia ao ser humano [Shoharn, 1993]. Neste caso o objeto é composto por três 
partes: boca, cabeça e corpo. A boca preocupa-se com a comunicação com os outros agentes. O 
corpo é a parte do agente que trata da solução do problema e a cabeça controla a cooperação 
com os outros agentes. Note que esta estrutura pode ser vista como uma especialização do 
conceito de objeto. A arquitetura interna do agente é diﬁcil de classiﬁcar em uma classe das 
propostas por Erceau & Ferber, 1991 .u Porém, visto que dispõe de um protocolo de comunicação 
onde a parte conversacional e a parte comportamental são interdependentes e o intercâmbio de 
informações se encontra ligado ao domínio, encaixa-se melhor como agente comunicante. O 
comportamento do agente é o seguinte: _ 
0 encontra-se ocioso; . 
0 a sua cabeça recebe uma mensagem solicitando um determinado serviço; 
0 se está apto a realizar este serviço, o delega para o corpo; 
0 se, em sua tarefa de solução do problema, precisa de ajuda externa, comunica-se com 
a sua cabeça informando seu estado; 
0 a cabeça ativa a boca para que envie a mensagem a quem corresponda; 
0 espera por resposta do agente ativado; 
› responde ao agente que solicitou o serviço; 
0 retoma a seu estado ocioso. 
Na prática foram encontrados alguns problemas com este tipo de arquitetura escolhida, 
principalmente na duplicação de informações. Resultados de um agente são a posteriori
l
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solicitados por outro agente. O custo de duplicação destas informações, assim como o tempo de 
processamento necessário para enviar uma mensagem a outro agente solicitando uma 
determinada informação, tomava o sistema lento. Resolveu-se ajustar 0 modelo criando uma 
área global de dados, para algumas informações. Nesta área global de dados o acesso para leitura 
é permitido para todos os agentes. Porém, a atualização de cada informação é feita somente por 
um agente, o agente gerador da informação, o qual dependerá da natureza da informação. Desta 




FIGURA 6 - Estrutura de EPIIS 
o Agente especialista: Possui o conhecimento sobre o domínio. Este agente 
cumprirá basicamente as mesmas ﬁmções vistas anteriormente (capitulo 2). 
ø Agente tutor: Este agente fomece um suporte às diferentes estratégias 
pedagógicas disponiveis no sistema. Contém uma base de casos criada pelo
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especialista humano para ser apresentada ao estudante, assim como um módulo 
gerador de casos.
_ 
. Agente modelo do estudante: Este agente registra todas as ações tomadas pelo 
estudante, assim como as ações que o especialista sugere. 
. Agente hipermídia: Este agente é responsável pela navegação dentro dos tópicos. 
Trabalha com multimídia, pois no caso de-diagnóstico de epilepsia a utilização de 
vídeos é fundamental para esclarecer certos conceitos ( crises tônico-clônicas, 
' ausência, etc). 
¢ Agente estudante: O modelo de SMA possibilita que o estudante (entidade real) 
seja uma parte ativa e compromissada com o processo ensino/aprendizado, 
podendo interagir com o sistema para a criação do plano de ensino4. Isto' o 
caracteriza como um agente no sistema, contrastando, com a proposta clássica 
onde o estudante era visto apenas como um usuário do sistema. 
o Global: -Área global de informações ' 
Na arquitetura mostrada na ﬁgura 6, observa-se que todos os agentes possuem entre eles 
canais de comunicação diretos. Estes canais de comunicação são privados, isto é, quando o 
agente hipermídia se comunica com o agente tutor, os agentes modelo do estudante e 
especialista não tem conhecimento desta conversação.
~ Na arquitetura apresentada não existe um agente que efetue o controle das açoes dos 
outros agentes. Mas na prática, é o estudante via o agente hipermídia quem controla a maior 
parte das ações dos agentes, caracterizando assim a estrutura como hierarquia simples. 
4 O plano de ensino neste contexto refere-se a livre escolha, por parte do aluno, dos nós da estrutura hipermídia a 
assim como dos objetivos a serem abordados durante uma sessão junto ao especialista articulado. Isto será 
explicado com maior detalhe no capítulo 5.
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4.2.1 Ambiente de desenvolvimento 
O ambiente de desenvolvimento de sistemas especialistas Kappa 2.0 disponivel no 
GPEB-HU, combina múltiplos paradigmas de representação, num ambiente de programação 
integrado e simples. É versátil e eﬁciente incluindo: 
ø Representação de "frames" ou orientado a objetos, suporta propriedades de herança de 
classe e inclui mecanismos de passagem de mensagem para interação entre objetos; 
o Regras para representação de conhecimento heurístico. As regras são capazes de acessar 
informação nos objetos; 
o Suporte para várias estratégias de busca ("backward", "forward"); 
. Deﬁnição de demônios para implementar interações. Um demônio é um procedimento que é 
invocado como efeito colateral a alguma outra ação. Em ambientes de IA, os demônios são 
invocados quando é criado ou modiﬁcado um objeto ou "slot". São usados para atualizar um 
display em resposta à mudança de um valor, realizar testes de consistência quando a 
modificação de uma entrada requer mudanças em diferentes objetos, ou implementar 
interações entre objetos nas simulações;
V 
o Interfaces baseadas em gráficos. Uma importante caracteristica dos ambientes híbridos é a 
habilidade de unir gráficos a um "slot" num objeto e a possibilidade do uso do "mouse". 
ø Interfaces com outras linguagens. Os métodos são deﬁnidos em linguagem especial e 
permite a chamada a linguagens convencionais. 
A propriedade mais utilizada deste ambiente foi a programação orientada a objetos e seus 
mecanismos de passagem de mensagem para interação entre objetos. Também foram bastante 
utilizados seus recursos para a criação da interface (agente multimídia).
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O mecanismo de passagem de mensagem foi estendido para criar os protocolos de 
comunicação entre agentes. Assim cada mensagem entre agentes é caracterizada por: 
o nome do agente transmissor; 
o nome do agente receptor; 
ø ação requisitada; 
o informações sobre o estado do agente transmissor. 
o ex: Sendmessage(Tutor, Especialista, Ciclo, x, y), esta menssagem enviada pelo tutor 
ao especialista, solicita um ciclo do especialista dado os sintomas da lista x, neste 
caso o parametro y não é utilizado.
' 
Apesar das modificações feitas ao mecanismo de passagem de mensagens, este demostrou 
ainda deficiências, permitindo pouca versatilidade, visto que o número de informações era ﬁxo 
para todas as mensagens o que será revisto em novas versões do sistema.
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4.3 Diagnóstico de epilepsia. 
Conforme citado por Fernandes, 1993, epilepsia é "um distúrbio transitório do 
funcionamento do cérebro", .que pode manifestar-se como um episódio de perda ou alteração da 
consciência , fenômeno motor anormal, distúrbios psíquicos ou sensoriais, ou perturbações do 
sistema nervoso autônomo. › A deﬁnição de síndrome é um conjunto de sintomas e sinais que 
caracterizam um transtorno especiﬁco do estado de saúde. 
A epilepsia pode ser classiﬁcada de várias maneiras, considerando eventos clínicos 
(usualmente tipo de crise), alterações eletroencefalográﬁcas (EEG), etiologia, ﬁsiopatologia, 
anatomia ou idade. Uma vez que a epilepsia é freqüentemente considerada como um sintoma ao 
invés de uma condição e a ﬁsiopatologia essencial é geralmente obscura, a classiﬁcação é 
inevitavelmente arbitrária. Em 1969, a Liga Internacional Contra a Epilepsia [ILAE, 1989] 
tentou introduzir um esquema de aplicação universal. Este esquema, revisado em 1981 e 
amplamente adotado, é uma classiﬁcação por tipo de crise, na qual são levados em conta os 
dados de EEG enquanto a etiologia, idade e localização anatômica são ignoradas. Mais 
recentemente, em reconhecimento ao fato de que uma classilicação por tipo de crise não 
considera outros aspetos da heterogeneidade da epilepsia, a ILAE idealizou um novo esquema 
"Classiﬁcação das Epilepsias, Síndromes Epilépticas e distúrbios relacionados com crises" que, 
agora, é amplamente utilizada, sendo uma tentativa de categorizar as epilepsias de modo 
compreensível [Shorvon, 1990a]. Esta .classiﬁcação é bastante complexa e somente um 
especialista com anos de experiência a utiliza. Como o sistema é dirigido a alunos de medicina na 
última fase, a classiﬁcação de 1981 foi a escolhida para estudo (anexo II). 
' O diagnóstico de epilepsia é essencialmente clinico. Em outras palavras é baseado nos 
sintomas do paciente em vez de exames tais como eletroencefalograma (EEG). Portanto o 
médico deve ser capaz de reconhecer os diferentes tipos de crises, deve conhecer as 
circunstâncias e duração da crise e história do paciente. . 
Apesar de cada médico possuir suas próprias técnicas de entrevista, algumas perguntas 
são importantes. Primeiro, uma descrição detalhada da crise, pois os pacientes com crises
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parciais simples são capazes de descrever o evento completo, enquanto que os pacientes com 
crises parciais complexas precisam de assistência; em tais casos a pergunta deve ser orientada 
aos que assistem as crises. 
As perguntas do médico são dirigidas no sentido de determinar as alterações e o quadro 
clinico no início dascrises, se ocorrem repentinamente ou são precedidas por sintomas de aura 
epiléptica, por um desmaio ou por uma síncope. Especificamente, as manifestações epilépticas 
podem incluir movimentos involuntários tônicos ou clônicos lateralizados, alucinações olfativas 
ou gustativas e alterações perceptivas complexas associadas a crises de lobo temporal. Também 
são importantes os sintomas verificados pelo paciente após a recuperação da consciência . 
A maioria das testemunhas e' capaz de dar uma descrição razoável de uma crise tônico- 
clônica (grande mal). Entretanto, é mais dificil conseguir uma descrição satisfatória da maioria 
das crises menores. Nesse caso, é importante proceder a um questionamento direto, a ﬁm de 
identificar as características associadas com as crises parciais complexas, como por exemplo um 
olhar ﬁxo e estático com automatismos subseqüentes, que podem incluir movimentos repetitivos 
das 'mãos ou movimentos de mastigação e deglutição. Pode ser muito importante o relato de 
conﬁrsão pós-ictal feito por uma testemunha . 
. Quando o médico consegue obter o máximo de informações clinicas possível, está apto a 
tirar as conclusões corretas sobre o diagnóstico. No anexo I encontra-se o protocolo de 
investigação de epilepsia utilizado no ambulatório de epilepsia do H×1PS em Florianópolis. 
Os fatores mais importantes que predispõem a crises epilépticas são febre, falta de sono, 
descontinuação abrupta das drogas fantiepilépticas ou outros, hipoglicemia, "ﬂash" de luz ou 
hiper ventilação. Se existe um fator predispondo às crises epilépticas a eliminação deste pode ser 
suﬁciente para prevenir as crises recorrentes. 
Um exame neurológico consiste em uma avaliação específica para identiﬁcar a existência 
ou não de anomalidade no sistema nervoso e auxiliar na determinação de possiveis causas para 
as crises epilépticas. Esta avaliação deve incluir: o exame do estado mental, pares cranianos, 
sistema motor, sistema sensitivo entre outros.
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É importante examinar o paciente logo após uma crise já que é possível encontrar 
resquícios da mesma. Estado anormal tal como conﬁisão ou hemiplegia são sempre significantes 
a ﬁm de localizar o mal funcionamento cérebro e encontrar suas causas. 
O EEG (eletroencefalograma) é um registro dos potenciais gerados pelas correntes que 
emanam espontaneamente das células nervosas no cérebro. Fornece valiosa informação 
[Chadwick, 1990] que pode: z 
o Suportar o diagnóstico clinico; 
ø Assistir na classificação da epilepsia; 
. Mostrar mudanças que podem aumentar a suspeita de uma lesão estrutural; 
o Auxiliar na localização da origem do foco primário do fenômeno. 
As manifestações EEG podem ser divididas em interictal (presentes ou que ocorrem 
entre ataques) e ictal (presentes-durante as crises). 
No EEG interictal é feita uma gravação de aproximadamente 20 min com 22, 16 ou 8 
eletrodos (canais). São usados rotineiramente alguns procedimentos de ativação, tais como 
fotoestimulação e hiper ventilação por 3 e 4 min, estimulando anormalidades. Outras alternativas 
incluem privação do sono por 24h ou indução ao sono. 
O propósito do EEG é mostrar se o paciente tem uma anormalidade epiléptica ou não. 
Em aproximadamente 50% dos pacientes epilépticos o resultado do primeiro EEG é normal. 
A vídeo telemetria ou gravações em "Holter" podem ser usadas como recurso adicional 
para auxiliar no diagnóstico de crises epilépticas . . 
Outros exames são possiveis de ser usados quando há suspeita de danos cerebrais, como 
tomograﬁa computadorizada ou resonância magnética núclear [Chadwick, 1990].
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4.4. Agente Hipermídia. 
O ambiente utilizado para o sistema, trabalha em ambiente “Windows®” e possui uma 
interface gráﬁca com varios recursos, que são reunidos nas classes: 
ø KWindow: recursos de janelas; 
. Menu: recursos de menu nas janelas; ~ 
. Imagens: imagens gráficas, textos, botões de entrada e saída de informações. 
Desta forma o agente hipermídia gerencia estes recursos para gerar as interfaces 
requeridas pelo sistema. No projeto e implementação deste agente foram utilizadas tecnologias 
de hipermídia e de estruturas baseadas em menus de modo a facilitar a interação com o estudante 
e estimular o processo de ensino/aprendizado como visto no item 2.3 deste trabalho. Desta 
forma ocupa-se o conceito de “livro eletronico” para dar ao sistema uma estrutura curricular. E 
utiliza-se a ﬁlosoﬁa de ambiente “Windows®”, na qual encontramos conceitos como: butões, 
mouse, menus em cascatas para substituir as amigas interfaces que exigiam conhecimento de 
computadores mais profundos por parte dos usuários. 
4.4.1 Projeto do agente hipermídia 
Além das funções gerais que todos os agentes possuem de: inicialização, 
comunicação e controle, este agente é responsável pela inicialização de todo o sistema. É ele que 
dá ao sistema uma estrutura baseada em menus, permitindo uma interação “amigável” com o 
estudante. O estudante tem liberdade para escolher os objetivos da sessão e oportunidade de 
receber ajuda quando julgar necessário. Desta forma este agente atua como motivador do 
processo ensino/ aprendizado. 
» Para cada ítem do curriculum se deﬁniu uma classe, a cada sub-item deste curriculum 
corresponde uma subclasse e assim em diante, vide ﬁgura 7. Em cada classe identiﬁcam-se as 
imagens correspondentes a este nó, imagens de vídeos, imagens de ligações externas,
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informações do número de vezes que o nó foi visitado. Cada classe tem os seguintes 
comportamentos: mostrar-se e esconder-se.
' 
Um nós comcomportamento especial é o nó simulador. É o responsável por dar inicio a 
uma sessão de_simulação de casos de pacientes. A estrutura deste nó se mostra na ﬁgura 8. 
Permite dois modos de trabalho (capitulo 5), liberdade graduada (grande 'classe TelaC) e 
acompanhamento do especialista (grande classe Tela). Nessas classes encontra-se o suporte às 
diferentes telas de cada forma de operação. '
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FIGURA 8 - Classe simulação 
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4.5 Agente especialista 
O agente especialista é quem possui o conhecimento de diagnóstico de crises epilépticas. 
Sua estrutura é mostrada na ﬁgura 9. Esta estrutura surge de uma maneira natural da 
classiﬁcação de crises epilépticas utilizada na área médica. A grande classe “Crise” abrange 
crises que nãosão epilépticas, seguindo no eixo de especialização tem-se as crises epilépticas. As 
crises epilépticas se dividem em duas grandes áreas: as chamadas crises parciais e as crises 
generalizadas. Finalmente se tem cada uma das diferentes crises epilépticas: parcial simples, 
parcial complexa, secundariamente generalizada, generalizada tônico-clônica, ausência, atônica, 
tônica e mioclônica. Existe uma classe de crises epilépticas, as chamadas crises não classiﬁcadas, 
que se originam por falta de uma descrição mais detalhada dos sintomas soﬁidos pelo paciente. 
Esta classe apesar de não aparecer como uma classe explicita no agente especialista (por não ter 
sintomas especíﬁcos), é considerada pelo especialista quando da impossibilidade de classiﬁcação 
nas outras classes. 
Cada tipo de crise epiléptica pode ser representada por uma árvore do tipo “and/or”. Isto 
é sintomas que sempre estão presentes (and) e sintomas algumas vezes presentes (or). Estes 
comportamentos foram dados a cada tipo de crises via métodos nas diferentes classes. 
A classe “Epiléptica” veriﬁca a ativação de cada uma de suas classes ﬁlhas. A classe 
“Crise” por sua vez veriﬁca a ativação das suas classes ﬁlhas: “Epiléptica”, “Psiquiátxica”, 
“Enxaqueca” 'e “Isquemia”. As classes “Psiquiátrica”, “Enxaqueca” e “Isquemia” incorporam 
conhecimento básico necessário para o diagnóstico diferencial. Por exemplo, é fácil confundir 
uma crise parcial complexa com um transtorno psiquiátrico. 
Este sistema especialista foi feito especiﬁcamente para poder ser usado em ensino. A 
principal ﬁmção do sistema especialista é a de imitar o comportamento otimizado de um 
especialista na área para atender ao caso considerado. Entretanto, quem dirige a sessão e toma 
realmente as iniciativas é o aluno [`Nievola, 1995]. 
Desta maneira o especialista trabalha passo a passo de acordo com as decisões do aluno. 
Tal sistema, de posse dos dados do paciente, indica qual a melhor atitude a ser tomada naquele
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momento. Ou seja, o sistema realiza somente uma inferência e aguarda a tomada de decisão do 
aluno. Após isto, ele realiza uma nova inferência, com base nos dados disponíveis, os quais 
dependem da escolha feita pelo aluno. Isto signiﬁca que num determinado momento o paciente 
mostra sintomas de uma crise (ex: ausência), mas o estudante pode estar confuso e decidir 
pesquisar sobre outra crise (ex: tônico-clônica). O especialista pode seguir esta linha de 
raciocinio. Ao serem solicitados os sintomas e estes não corresponderem a este tipo de crise o 
aluno poderá por si, veriﬁcar que ele estava enganado e ﬁnalmente voltar ao caminho correto. 
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FIGURA 9 - Agente especialista
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4.6 Agente Modelo do Estudante 
Tem como função manter um registro do comportamento do aprendiz, assuntos que 
conseguiu dominar e as falhas ocorridas. Este modelo que é usado na arquitetura tradicional 
como base para avaliação das respostas do estudante e para a seleção de um novo tópico a 
tratar, numa abordagem construcionista perde algumas de suas funções visto que a seleção dos 
tópicos não é ﬁmção apenas do tutor. z _ - 
_ 
A ﬁrn de se ter um modelo que possa indicar o comportamento do estudante frente a 
cada um dos itens de conhecimento possíveis em cada sessão, constroi-se uma base de seus 
conhecimentos. É construida incrementalmente conforme o estudante vai progredindo dentro da 
sessão e se refere somente às ações tomadas corretamente ou incorretamente. As atitudes não 
são rotuladas como corretas ou incorretas, mais guarda-se também as atitudes do especialista de 
maneira que, terminada uma sessão de trabalho o aluno possa avaliar seu comportamento em 
contraste com o do especialista. «
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4.7 Agente Tutor 
O comportamento do tutor é dinamicamente gerado deacordo com o objetivo da sessão, 
nivel da sessão e estado do especialista. Uma vez que o estudante faz a suas escolhas o agente 
hipermídia informa oi agente tutor, de forma a que este lhe dê o suporte necessário gerenciando o 
comportamento do especialista. O tutor permite comportamentos default e de exceção, que é 
controlado por métodos nas diferentes classes deﬁnidas no agente tutor. A forma de projetar o 
tutor baseada em objetos permite facilmente a incorporação de novas ﬁmções sem afetar a 
arquitetura e outras funções do tutor. 
Os objetivos da sessão podem ser escolhidos ou então criados automaticamente. Estes 
objetivos são mapeados a casos a serem apresentados. Este agente gerência também estes 
recursos. Existe uma base de casos, que atualmente contem 8 casos, com historias de pacientes 
geradas pelo médico-especialista e existe um módulo gerador de casos. A estrutura deste agente 
é apresentada na ﬁgura 10 a seguir. 















Pa|:lentes_-° ~ - paciente 
Iii š=šã E:E:E:Ei=E=51315121313=š=§=E1%=E1Erši=5$=E$=E=ES15=5=E:š=EE1513:E:E512151%:5:šršﬂšfšfšã€í=š=EiršrE=E£r5ršr£á15SrE1E=E:š1í=šIE=E=Ef£r31š1šrš=§r52Z=E=Erãiii5Sã3:555:Eiršrš2EE1515rš=š=£:E151515152:E:5:555555:555:55¿:;§z;z;¿z;z;zgzzzzzgzzzzzzzzzzzgzzzgzgzgzçâzgsââzzzzféâzzrzi551%=zgzizzz:z=z=z:z1z1zrzrz=z=zrz=g5z=¿zrzlﬁzrzr'-1.›z›z~ 
-.-_z~×¿;.,;;.»;.;.;.;.;.;.;.;.;‹1.;.;.;.;.;‹;.; _z_«_\-.-.-.\-.-.~.~.».z~.¬z›.;.-.;.¡.¡.;.;.‹,‹,¿.;,-.;.;.¡.z¿zzz-.¡ z_~_~.¡._-.¡._»_¬;.;.;.;.;.;.;,;.¡.-.-.‹.‹.-.‹.~.‹.-.\m zz¬×tt“mt-.-.z-.-.-.-.-.-.-.-,-.-.-.-.-.›.tzztz-.tttzzfczz~7-:zc~.-:-:-:-:+:›:-:-:-:›:-'~.›:›:z 10. 
. . . . . . _ . .-:~:-;-:›.- -:~:-:-:-;-:-:-:-;-::-:~:›:-:-:-:â-:-.-.-.-.-.f›z.~.-.-.-.~.-.- ;‹:-:‹:-:-:1:-:-:-:-:-:-:1-:-:-:-te~›:-:-:-›:›:-:-:~;-:-:-:~1-'-*-*-* . . -:-:-: 
-. ~.~ -.-N.-.-.“ :-.-- ~~.~ ‹- ›.~--Q; ;._.__ . ~ -,;-.~.~.-.~.~.w.‹.-.-.› ; ._ -- ~. -z. ~\>;.z.z.;.;;.-.;z_»>¡.;`« . tz. t -.w,;.-. - -.-.›.`‹.,.-.-.›.,‹ ^€.'~$:~$f-.\:f$r~:-;-. 
-- - -z ' '-' -'-.‹'>5¿.. . '>-:'‹'<~'‹:‹:"‹l'~:-:~:- ~ . .. ‹‹:š"<t-:z'-.<'I:«;‹'.-:‹' _ £:~. '>~-. §§-¿-.¡z¿¿z_¿-z.- -ﬂzggzgz-:f-:-:-:~.- :'...-. _-.u_u-...-_....,z;.L:..;...›.,..;.;.;.›...›.;._;E.-;z1.,...;.... W. .,,..z 1¬- 5¡?¡`»1-~'-'›'›'-+ 
FIGURA 10 - Agente tutor
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Neste capítulo se apresentou a arquitetura projetada e implementada para EPIIS 
integrando as metodologias analisadas nos capítulos 2 e 3. No próximo capítulo se enfocará a 
ﬁlosoﬁa de operação de EPIIS e se mostrará exemplos de sessões de trabalho com ele. `
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5. Resultados: Sistema EPIIS 
5.1 Filosoﬁa de Operação 
O sistema consta de uma estrutura curricular onde são abordados os principais temas de 
crises epilépticas. A ﬁgura ll mostra o "browser" interativo, onde aparecem os principais nós. O 
"browser" é o mecanismo para navegar dentro da estrutura. O "browser" permite ao usuário o 
acesso direto a qualquer nó do documento, quando o usuário seleciona o item “clicando”, o nó 
selecionado aparece na tela do computador, substituindo o nó antigo. 









FIGURA ll - O “browser” de EPIIS
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Na figura 12, mostra-se um exemplo de visita a um nó, neste caso Crises Parciais. Na tela 
aparecem as informações sobre crises parciais e referências a outros nós. Basta acionar o 
“mouse” na região correspondente, por exemplo, Parcial Simples, para se ter acesso as 
informações deste nó. 
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O nó Simulação está associado especiﬁcamente ao modulo "sirnulador". Entrando neste 
nó,. o primeiro passo é esclarecer ao estudante os objetivos pedagógicos deste módulo. Observe 
que o aprendiz sempre tem o controle da situação de ensino/ aprendizado. Ele sempre pode 
optar por abandonar este módulo e explorar outro. 
Antes de começar a sessão de simulação de um paciente são necessários dois passos: 
0 Determinar o objetivo da sessão. 
ø Ajustar o nível da sessão; 
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FIGURA 13 - Escolha do objetivo
ç 
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Determinar o objetivo da sessão. V 
O objetivo da sessão refere-se ao tipo de crise que se deseja tratar na sessão com o 
computador. No momento que o estudante escolhe o tipo de crise, o sistema acessa na base de 
conhecimentos do tutor um caso de paciente/ Para tomar o sistema mais realista montou-se uma 
pequena base de casos de pacientes, para os quais um especialista humano montou uma pequena 
história que é contada em passos; estes casos são utilizados somente quando a forma de 
operação escolhida é de acompanhamento do especialista.. Se o aluno escolher operação com 
liberdade graduada, o caso será gerado por meio de um "módulo gerador" especiﬁco, que 
considerando as crises e suas características, dará origem a um paciente hipotético. A ﬁgura 13 
apresenta a interface para a escolha dos objetivos da sessão. 
Ajuste do nível da sessão, 
Para determinar o nivel da sessão freqüentemente estes tipos de sistemas utilizam testes 
de avaliação dos conhecimentos do aprendiz, Desta forma os classiﬁcam em classespara os 
quais estão disponíveis diferentes estratégias de acompanhamento. O processo de avaliação 
sempre é uma questão polêmica, cuja validade não é tmiversalmente aceita. Desta forma, e sendo 
coerente na proposta do sistema ser um agente estimulador do processo ensino/aprendizado e 
não autoritário, a determinação do nivel da sessão (valor numérico entre O e 5) é deixada ao 
aluno, reﬂetindo sobre seus conhecimentos e analisando as explicações sobre a escolha do nível, 
decidirá a forma de trabalhar. Os níveis foram escolhidos da seguinte forma (ﬁgura 14): 
acompanhamento do especialista e atuação de liberdade graduada. 
z Acompanhamento do especialista: no qual o aluno acompanha o especialista na resolução da 
situação em questão. Dentro deste quadro o aluno não tem possibilidade de tomar atitudes, 
mas tão somente de veriﬁcar o que está sendo feito, podendo questionar sobre o por quê das 
mesmas e se outras atitudes também poderiam ser tomadas. Ao ﬁnal da sessão ele pode 
também solicitar explicação _de como se chegou ao diagnóstico em consideração, bem' como 
uma lista dos passos que foram tomados ao longo de todo o processo de atendimento.
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. Atuação de liberdade graduada: o aprendiz toma as atitudes que considerar conveniente 
para dar atendimento ao paciente, podendo solicitar auxílio. A cada momento o aprendiz 
pode perguntar pelo sintomas do paciente que ele julgar necessário. Isto signiﬁca que ele 
pode explorar outros caminhos que não são os mais corretos. Dependendo da graduação 
escolhida, o tutor intervirá, tomando uma atitude corretiva. 
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FIGURA 14 - Escolha do nível da sessão 
Uma vez feitas estas escolhas iniciais começa a sessão. O sistema é estruturado com uma 
interface baseada em menus de modo a facilitar a interação com o estudante. Utilizou-se como 
escolhas padrão as seguintes opções:
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0 Voltar: permite o retorno a uma tela prévia e mudar a escolha se necessário. 
0 Avançar: permite ao estudante avançar ao próximo passo. 
0 Tutor: de acordo com o estado do estudante e especialista, o tutor oferece diferentes tipos de 
ajuda. 
0 Comentários: se o estudante encontra um problema na operação do sistema, ele pode registrar 
seu comentário. Isto será depois utilizado para re-engenharia do sistema. 
0 Sair: permite a qualquer momento abandonar o sistema. 
0 Glossário: é um “windows help” onde são explicados termos técnicos. 
Nos itens 5.2 e 5.3 a seguir são mostradas sessões de trabalho, como exemplo, nos dois 
modos diferentes de operação do sistema.
(
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5.2 Exemplo de uma sessão: acompanhamento do especialista. 
A seguir mostra-se uma sessão de acompanhamento do especialista. Na ﬁgura 15, tem-se 
a tela inicial onde o caso é apresentado ao estudante. Na opção “Tutor” o estudante pode pedir 
ao sistema uma lista dos sintomas relatados. Quando o aluno escolher a opção “Avançar” o 
sistema apresenta a ﬁgura 16, e neste caso o estudante pergunta ao sistema por quê é necessária 
a informação referente ao estado de consciência. A ﬁgura 17 mostra a continuação da história 
deste paciente. Na ﬁgura 18, um novo ciclo do sistema, o especialista está trabalhando com a 
hipótese de não se tratar de crises epilépticas. Na ﬁgura 19 mostram-se as respostas as perguntas 
formuladas pelo especialista. Na ﬁgura 20, o próximo passo do especialista, na opção “Tutor”, o 
estudante pediu informações sobre quais são as hipóteses de diagnóstico para este paciente. Na 
ﬁgura 21 são mostradas as últimas informações solicitadas para este paciente e ﬁnalmente na 
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FIGURA 16 - Acompanhamento do especialista (tela 2) 
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FIGURA 17 - Acompanhamento do especialista (tela 3)
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FIGURA 18 - Acompanhamento do especialista (tela 4) 
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FIGURA 19 - Acompanhamento do especialista (tela 5)
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FIGURA 21 - Acompanhamento do especialista (tela 7) 
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FIGURA 22 Acompanhamento do especlahsta (tela 8)
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5.3 Exemplo de uma sessão: liberdade graduada 
A seguir mostra-se um exemplo de sessão com liberdade graduada. Na ﬁgura 23, a tela 
inicial onde o caso é apresentado ao estudante. Quando o aluno escolher a opção “Avançar” o 
sistema apresenta a ﬁgura 24, e neste caso o estudante pode realizar diversas perguntas ao tutor. 
A ﬁgura 25 fornece as inforinaçõesque o estudante solicitou. Na ﬁgura 26, 'o estudante ao 
realizar sua opção ultrapassa o nivel de liberdade da sessão e o sistema dá* um aviso. Na ﬁgura 
27 mostra-se as respostas às perguntas formuladas pelo estudante. Na ﬁgura 28, o próximo 
passo do estudante, na opção “Tutor”, o estudante pediu informações sobre: os sintomas 
relatados, as próximas informações e o por quê. Na ﬁgura 29 mostra-se a tela de diagnóstico 
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FIGURA 23 - Liberdade graduada (tela 1)
_§§§_|'|'|¡f; . _. `› * ~ ' 
~z 's^' ~z=¿.. ^' nx ~ ~¿~v. ` \"›.`~.\ \\~.›.«-s -s~`\`-\\~`~ v ` *za-.z.`~ .\.\ ,.`» ,«~_zW.z;@g¡¡g‹ ¬> ._ - ~. .- z›, 
Í-z . via-ma 
_ 
,. 
4 __.‹¿_.a_ ~~\_ »`,¿.¿w..›.` ~ \Q-."\-v--¿-;~v~:;;~z `>x,,_“ 
w.«.~ W.-~ ~,z,~_
› 
_ __,, -_ ., ,›`.. 


















;¿=:=====&=5=i-'.~;-*‹<z-z;"'=›'=-=5=5¿z=â;à›i:5;¿5¿â¿=i;âçég '~§ê=fﬁ:ê:záz=‹=z=f=›;=5=zf5;===z¿z¿¡: tl'-'zézzzézzâzfzféazéggégzgg-' ; 
=.' ~.'‹ J 1-~«* '.~z-'‹:.-5:;-z-í-zw ;-. ;z._¿.-- <w›:;~; - w‹::z\ jâç,'*^~ '-:›-:z-.\z-aê-:-:za
W E3” x&ä“¿1`« «««~. .~.~. ~~‹ 
FIGURA 24 - Liberdade graduada (tela 2) 
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FIGURA 25 - Liberdade graduada (tela 3)
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FIGURA 26 - Liberdade graduada (tela 4) 
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FIGURA 27 - Liberdade graduada (tela 5)
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FIGURA 28 - Liberdade graduada (tela 6) 
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. FIGURA 29 - Liberdade graduada (tela 7)
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FIGURA 30 - Liberdade graduada (tela 8) "
87 
5.4 Discussões 
Neste capitulo mostrou-se a ﬁlosoﬁa de operação do sistema, assim como, apresentou-se 
sessões de trabalho como exemplos. Observou-se que o estudante está sempre de posse do 
controle da situação de ensino/ aprendizado decidindo a que nivel operar o sistema e quando e 
que tipo de ajuda solicitar de forma a construir seu conhecimento na área. 
Destaca-se aqui as principais características do sistema: 
0 a integração de dois paradigmas diferentes de ensino/ aprendizado por computador: 
hipermidia e simulação através de um especialista articulado; 
0 dois modos de operação do sistema de simulação: liberdade graduada e acompanhamento do 
especialista; 
0 auxílios em diferentes níveis: avisar ações incorretas, solicitar ações admissíveis, pedir 
indicação da ação correta, pedir a ação correta, perguntar qual é a hipótese atual, perguntar 
porque não está sendo considerada outra hipótese e ﬁnalmente ativar um “help windows”; 
ø sempre é possível retomar um ou vários passos, para reavaliar a situação e modiﬁcar as 
opções realizadas. 
O sistema é formado por 19 nós, ocupa um diretorio com aproximadamente 20 Mbytes, 
os quais são formados por: 600 kbytes de programa, 13 Mbytes de video clips, 3 Mbytes de 
sons, 3 Mbytes de ﬁguras e textos. Os 600 kbytes de programa são formados por todos os 
agentes do sistema, dos quais aproximadamente: 35% é o agente hipennídia, 30% o agente 
especialista, 20% o agente tutor e 15% o agente modelo do estudante. O sistema consta de uma 
base de casos com historias de pacientes (atualmente com 8 casos) e de um módulo gerador de 
casos de pacientes hipotéticos. Por trabalhar com multimídia, a conﬁguração minima do sistema 
é um PC DX2-66 IBM-compatível, com 8Mbytes de memória. No próximo capítulo se 
abordará a validação de EPIIS.
_ 
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6. Validação do Sistema EPIIS. 
Durante a década passada o custo do soñware cresceu dramaticamente, os sistemas de 
software aumentaram de tamanho e a sua qualidade passou a ter caráter duvidoso. Um conjunto 
de técnicas charnadas de “engenharia de soﬁware” surgiu' como resposta a esta crise. Essas 
técnicas trabalham com o soﬁware como um produto que requer planejamento, análise, projeto, 
implementação, teste e manutenção. O objetivo deste capitulo é uma apresentação resumida de 
cada passo no processo de engenharia de software e sua aplicação a sistemas inteligentes e mais 
particularmente a EPHS. 
6.1 Ciclo de Vida. 
O objetivo chave da engenharia de soﬁware é fornecer resposta às seguintes perguntas: 
0 uma metodologia bem deﬁnida que oriente o ciclo de vida de um software desde o 
planejamento, desenvolvimento e manutenção; - 
0 um conjunto pré-estabelecido de componentes de software que documentam cada 
passo do ciclo de vida; .- 
O um conjunto de problemas de solução conhecida que podem ser revistos a intervalos 
regulares através do ciclo de vida do soﬂware. 
A seguir se apresenta uma visão da metodologia de engenharia de software. O ciclo de vida 
de um software é o termo que descreve as atividades que ocorrem desde antes do início do 
desenvolvimento e vai até depois que o software se encontra em uso ativo. O ciclo de vida é
' 
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formado por três fases: fase de planejamento, fase de desenvolvimento e fase de manutenção. 
Estas fases a sua vez são divididas em diversos passos. ' 
A fase de planejamento (ﬁgura 31) começa com o passo de planejamento do soﬁware. 
Durante este passo são descritos os limites e escopo do software. São feitas predições sobre 
custos e características gerais. O propósito deste projeto é ter uma indicação da viabilidade do 
projeto e suas restrições. O próximo passo nesta fase é o análise de requisitos e deﬁnição do 
software. Durante este passo os elementos alocados ao sistemas são deﬁnidos em detalhe. 
Fluxos de informação e sua estrutura são a chave para a deﬁnição dos elementos da interface do 
sistema e características funcionais do software. Requisitos de desempenho ou limitações de 
recursos são traduzidos em características do projeto do software. A análise global dos 
elementos do software deﬁne critérios de validação que devem ser usados para demostrar que 
foram atingidos os requerimentos estabelecidos. A fase de planejamento termina com uma 
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FIGURA 31 - Fase de planejamento
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A fase de desenvolvimento (ﬁg 32) traduz o conjunto de requisitos em elementos 
operacionais do sistema que corresponde ao software propriamente dito. O primeiro passo na 
fase de desenvolvimento concentra-se numa aproximação holística ao software. Isto é, se 
desenvolve a estrutura modular, são deﬁnidas as interfaces e é estabelecida a estrutura dos dados 
. Nasce o primeiro rascunho do documento do projeto. No próximo desta fase são considerados 
aspectos procedurais de cada elemento modular do software. Aqui podem ser aplicadas diversas 
técnicas de projeto de sistemas para chegar ao detalhe da descrição dos elementos do software. 
Isto é adicionado no documento do projeto após sua revisão e aprovação. Após estes dois 
passos procede-se a codificação, isto é, a geração de um programa com o uso apropriado de 
uma linguagem de programação. Finalmente, passa-se à etapa de teste de software que engloba 
testes de unidades e integração dos módulos. E o teste de validação que veriﬁca o atendimento 
de todos os requisitos. 
' A fase de manutenção (figura 33) deve começar antes da liberação do soﬁware para o 
usuário. Revisa-se a configuração do software assegurando que toda a documentação está 
disponível para a tarefa de manutenção que seguirá até a morte do software, ou seja, o momento 
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FIGURA 32 - Fase de desenvolvimento






aceitável para liberação 
Deﬁnição da organização de 
r _ 
mammtenção Q relatorio dos problemas do 






















|:> modiﬁcações solicitadas 






FIGURA 33 - Fase de manutenção
94 
6.2 Validação de Sistemas Inteligentes. 
Iguahnente ao desenvolvimento de sistemas clássicos , os sistemas inteligentes possuem um 
ciclo de vida. A validação está formalmente incluída nas diferentes fases deste ciclo de vida. Isto 
pode ser visto na proposta de Buchanan citada em [O'Leary et aL, 1990], que divide o ciclo de 
vida em cinco fases iterativas (ﬁgura 34): identiﬁcação, conceitualização, formalização, 
implementação e teste. Mais recentemente, a necessidade de deﬁnir, de modo preciso, as várias 
etapas do ciclo de vida de um sistema especialista, a Comunidade Européia financiou um projeto, 
agora em sua segunda fase, que definiu toda uma metodologia envolvendo ciclo de vida de 
soﬂware de inteligência artificial, eq que passou a ser conhecido como metodologia KADS 
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FIGURA 34 - Ciclo de vida de Buchanan, citado em [0'Leary et al, 1990]
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Recentemente devido a importância do tema, foi desenvolvido no GPEB uma proposta de 
avaliação dos sistemas inteligentes [Pellegrini, 1995] voltada principalmente para o dominio 
médico, esta proposta apresenta três fases como mostra a ﬁgura 35. 
Fase .1 
. . 
‹-----›› idealização do sistema
I Protótipo inicial 
'
V 




Testes de desenvolvimento 
üáiüção da base de conhecimento* 
F 3 . . . age <--ídliuncionalidade do sistema
l Testes de campo a 
FIGURA 35 - Proposta de Pellegrini [1995] 
0 Fase 1: Deﬁnição do projeto com a ajuda de um protótipo inicial; 
0 Fase 2: Uma vez deﬁnido o que se pretende alcançar, o engenheiro de conhecimento começa 
a estruturar o projeto. Cada ítem do protótipo deve ser reﬁnado para ser implementado. 
Distingue-se duas etapas: teste de erro de lógica e validação da base de conhecimento; 
0 Fase 3: Compreende a avaliação da funcionalidade do sistema, seu impacto no ambiente de 
trabalho.
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6.3 Validação de Sistemas de Ensino Inteligentes. 
Além das considerações feitas anteriormente referentes aos softwares, neste tipo de sistema 
deve se considerar os aspectos pedagógicos. Assim Stolurow [1969] comenta: 
“Validação é o passo no qual são coletados dados a ﬁm de demonstrar que tal processo de 
interação estudante-sistema é capaz de alterar o comportamento dos aprendizes de maneira 
especiﬁca”. 
Neste ponto devem ser veriﬁcados a qualidade de algumas características de controle: 
desenho de telas, menus, níveis e estilos de linguagem, consistências nas convenções usadas, 
controle sobre o acesso às diferentes partes do módulo. Também devem ser consideradas 
características pedagógicas como interaçao, animação e motivação do estudante. 
Não existe um procedimento estabelecido para veriﬁcar a qualidade do ensino/aprendizado 
destes tipos de software, visto que avaliação de ensino é sempre uma questão polêmica e 
complexa. Uma tentativa de medição é formar dois grupos de alunos. Um desses grupos teria 
interação com o sistema e o outro não. Logo após se compararia o comportamento dos dois 
grupos, de preferência diretamente nas atividades para as quais o sistema foi desenvolvido. Isto, 




6.4 Discussão de Validação do Sistema EPIIS. 
Para analisar a validação feita do sistema EPIIS se tomou como modelo a proposta 
realizada por Pellegrini [l995]. 
Fase l: Esta etapa de deﬁnição do projeto foi realizada e revisada no projeto de tese de 
doutorado apresentado em 1994 [Ramirez, 1994]. Não obstante, sem apresentação de protótipo 
inicial. 
Fase 2: Testes de desenvolvimento. _O projeto começou a ser reﬁnado, para isto passa-se pela 
etapa de adquisição de conhecimentos, onde além de ler diversos materiais a respeito da área de 
epilepsia, acompanhou-se o trabalho realizado por um médico do grupo no desenvolvimento de 
um sistema para apoio ao diagnóstico de crises epilépticas [Li, 1994]. Este sistema foi tomado 
como protótipo inicial para facilitar a interação como especialistaido projeto EPIIS que se 
encontrava geograﬁcamente afastado. Além disto, o trabalho foi submetido ag diferentes 
congressos nacionais e internacionais, onde se explicou a ﬁlosoﬁa de operação do sistema, 
mostrando inclusive as interações estudante-sistema [Ramirez et al, 1995, ﬂ¬b]. Uma vez refinada 
a base de conhecimento dos diversos módulos e feitos os testes de unidades e de integração 
(testes de erro lógica) procedeu-se a validação da base de conhecimentos junto ao especialista, 
os diversos itens apresentados em Pellegrini [1995] foram abordados. Isto implicou em algumas 
correções ao sistema EPIIS.
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Fase 3. O sistema foi submetido a uma avaliação qualitativa. Para isto se contou com a 
colaboração do Departamento de Neurologia da Pontiﬁcia Universidade Catolica de Rio Grande 
do Sul. Diversos grupos de usuários utilizaram o sistema: alunos de graduação de medicina, 
monitores de neurologia e residentes de neurologia. As principais conclusões desta avaliação 
são: 
0 O sistema ilustra de forma clara e objetiva, as diversas formas de apresentação clínica 
das crises convulsivas, orientando os alunos sobre o assunto; 
0 A apresentação de video clips sobre as crises é muito útil para o aprendizado; 
0 A apresentação de casos clínicos e o seguimento de sua investigação é uma ferramenta 
eﬁcaz para o treinamento do raciocínio clínico dos alunos; V 
0 O nó simulação permite uma autoavaliação do conhecimento a respecto de crises de 
epilepsia; 
0 Existem alguns outros assuntos que poderiam ser abordados pelo sistema (ex: drogas, 
epilepsia da infância); 
0 EPHS é um sistema didático de fácil utilização. 
Uma avaliação mais detalhada do sistema signiﬁcaria medir quantitativamente os efeitos 
que o sistema tem sobre seus usuários, seus comportamentos e todo processo de cuidado com a 
saúde. É diﬁcil determinar com exatidão quanto tempo é necessário para esta fase, mas sem 
dúvida esta fase vai além do escopo deste trabalho, visto que implica na disponibilidade de 
estudantes de medicina e de toda uma estmtura além do grupo GPEB. Isto é amplamente 
discutido em [Pellegrini, 1995]. Uma esperança para a manutenção das bases de conhecimentos 
destes tipos de sistemas está na incorporação de algoritmos de aprendizado automático,
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utilizando por exemplo algoritmos genéticos [Lopes et al, l993(b)] que podem dar aos sistemas 
uma ﬂexibilidade adequada para se adaptar dinamicamente à evolução de sua base de 
conhecimento implícita, conferindo ao sistema elevada adaptabilidade e robustez. Porém a 
supervisão é fundamental pois mantém a base de conhecimentos atualizada e consistente, 
impedindo que o sistema introduza conhecimento atípico que o leve a um resultado indesejado. 
No próximo capítulo se discutirá sobre a utilidade do sistema EPIIS e sua extensões.
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7. Conclusões 
Este trabalho mostra uma aplicação prática das idéias de IAD em um ambiente rico em 
complexidade como são os sistemas de ensino por computador. Neste ambiente, o conhecimento 
é composto por diferentes dominios e as interações entre eles são numerosas. 
_ 
Foi desenvolvido um sistema de ensino para apoio ao diagnóstico de epilepsia (EPIIS) 
usando IAD e implementado usando um ambiente para desenvolvimento de sistemas 
especialistas, Kappa 2.0, que permite a programação orientada a objetos. O conceito de agente 
pode ser compreendido como uma especialização do conceito de objeto, sendo que cada agente 
tem três funções principais: comunicar, decidir e atuar. Os agentes que integram o sistema são: 
agente especialista, agente tutor, agente modelo do estudante e agente hipermidia. 
A 
A estrutura dada ao sistema com diferentes menus, trabalhando em ambiente 
“Windows®” possibilita ampla interação do aluno com o sistema. Basta acionar o “mouse” para 
escolher a opção. O aluno tem liberdade para escolher o momento de solicitar ajuda assim como 
o objetivo da sessão. Desta forma conclui-se que a proposta inicial foi mantida, criando um 
ambiente de ensino/ aprendizado, rico em recursos onde os alunos podem construir os seus 
conhecimentos segundo os estilos individuais de aprendizagem de cada um. Neste tipo de 
sistema a ênfase não está tanto na memorização de fatos ou na repetição de respostas corretas, 
mas na capacidade de pensar e de se expressar claramente, de solucionar problemas e de tomar 
decisões adequadas. Estas caracteristicas de ﬂexibilidade do sistema ajudam a tomá-lo um agente 
estimulador do processo ensino/aprendizado, isto ﬁcou demonstrado na validação feita do 
sistema. 
r" 
A modelagem efetuada neste trabalho traz vantagens que se originam no projeto do 




decomposição de tarefas; encapsulamento do conhecimento (so se conhece as habilidades dos 
agentes); projeto estruturado das interações via protocolos; possibilidade de distribuição 
geográﬁca, e para isto é necessário um suporte de sistemas distribuidos. 
O sistema desenvolvido pode ser usado como protótipo para testar novas idéias nos 
campo de I.A., I.A.D. e de sistemas de ensino por computador. Algumas destas idéias são: 
O Em I.A.: ` 
0 experimentar o uso de redes neurais difusas para representar o conhecimento do 
especialista. As experiências vividas no processo de adquisição de conhecimentos 
deste trabalho fizeram pensar na adequação da estrutura proposta por [Machado et 
al., 1992]; 
0 incorporar ao especialista uma máquina de aprendizado automático. Sugere-se a 
utilização de algoritmos genéticos para o aprendizado incremental das redes neurais 
difusas. 
O Em I.A.D.: 
0 incorporar ao Kappa-PC um suporte para a troca de mensagens entre agentes. O 
mecanismo de passagem de mensagens, demostrou deﬁciências, permitindo pouca 
versatilidade, visto que o número de informações era ﬁxo para todas as mensagens; 
0 criar ambientes para a experimentação do conceito de cooperação e coordenação de 
agentes. 
O Em sistemas de ensino por computador: 
0 incorporar ao tutor e ao modelo do aluno novos conhecimentos pedagógicos que 
venham a detectar-se necessários; 
0 aumentar o número de casos relatados pelo especialista;
A 
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0 utilizar os recursos de multimidia nas orientações tutoriais; 
0 deﬁnir formas de medir o nivel de desempenho dos ICAI's 
Há alguns anos, a maioria dos sistemas especialistas eram protótipos de laboratório. 
Hoje em dia eles atingem o nível industrial. A maioria dos sistemas de ensino por computador 
estão na última fase de seus desenvolvimentos, somente alguns são comerciais. Como os 
trabalhos neste setor se intensiﬁcam, e como a indústria começa a interessar-se por eles, pode-se 
pensar que eles seguirão o mesmo caminho que os sistemas especialistas. 
Restam algumas perguntas, como por exemplo: a pedagogia pode ser colocada numa 
maquina? Os sistemas existentes não fomecem resposta, visto que cada um desenvolveu uma 
faceta da pedagogia, nenhum deles possuindo um módulo capaz de realizar 80% das tarefas de 
um pedagogo humano. Os tutores artiﬁciais certamente cumpriram a função de complementar o 
pedagogo humano e não a de substitui-lo. 
A IAD ajuda a explorar aspectos ﬁmdamentais do comportamento inteligente que nasce 
das ações e interações entre agentes. Para migrar de uma estrutura de KBS (IA clássica) para 
urna estrutura de agentes, alguns módulos devem ser adicionados; ao reﬁnar estes modulos é 
possível projetar agentes que possuem seus proprios objetivos, planos, intenções e crenças. Estes 
tipos de agentes, os chamados agentes intencionais, são uma grande área para pesquisas futuras. 
Cooperação e coordenação são conceitos pouco conhecidos. Espera-se que o uso do sistema 
leve a uma melhor compreensão destes conceitos.
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Anexos
Anexo I. Protocolo de Investigação de Epilepsia (versão 1.0)
AMBULATORIO DE EPILEPSIA - PAM - CENTRO - FLORIANÓPOLIS 
1- IDENTIFICAÇÃO; 
Número do protocolo: V Registro do PAM: 
Nome: Sexo: M F 






Instrução: 1- analfabeto 2- primário incompleto 3- primário (até 8a) 




Telefone para contato: 
11- HISTÓRIA DA DOENÇA ATUAL; 
1- Inicio da crise: 
2- Houve um fator causal: não sim Qual: 
3- Tipo da primeira crise: 
4- Frequência inicial: /semana, mês, ano 
5- Frequência atual: /semana, mês, ano 
6- O tratamento foi iniciado logo após a primeira e única crise: sim não _ 
7- Qual foi o intervalo entre a la, 2a e 3a crise: /h, d¬ m, ano. 
8- Essas crises foram semelhantes: sim não Como foram: 
9- Tem aviso da crise (aura): não às vezes sim Qual: 
10- Tenta abortar a crise: não às vezes sim Como: 
11- Perde a consciência: não às vezes sim no inicio durante 
12- Você se machuca nas crises: não às vezes sim Aonde: 
13- Em que periodo do dia ocorre mais as crises: 1-dia 2- logo antes de dormir 
3- durante o sono, logo ao despertar
14- Quantos tipos de crises você tem: 







Generalizadas: Primária Secundária 
1- Atônica: 
2- Tônica: 
3- Clônica: . 
4- Tônico - clônica: 
5- Ausência 
6- Mioclônica: 
nr- HISTÓRIA PREGREssAz 
16- Condições do parto: 1- sem problema 2- com soﬁimento 
17- Infecção do SNC: não sim qual e quando: 
18- TCE: não sim quando: Perda de consciência, fratura do crânio, 
afundamento, sem sequela, com sequela, teve crises: 
,
V 
19- Convulsão febril: não sim idade: n° de crises: 
_ duração: . __ tratamento: _ _ 
20- Doença vascular cerebral: não sim quando 
21- Neurocirurgia: não sim quando: por quê: 
22- Já teve status epiléptico: não sim quantas vezes: 
E o que desencadeou:
23- Já tentou suicídio: não sim Como: quando: 
por quê: 
24- Já pensou em suicídio: não sim Como: quando: 
por quê: 
25- Caso mulher: durante qual fase menstrual nota que há maior número de 
crises: l- período não menstrual 2- logo antes do p. menstrual. 3- durante o 
período 4- no ﬁnal do p. menstrual S- não nota diferença. 
26- Caso mulher e tenha usado DAE durante gestação, houve efeito teratogênico 
não sim qual o tipo: 
qual a DAE e a dose:
` 
27- Caso mulher e tenha usado DAE durante gestação, houve aborto: 
não sim qual DAE e a dose: 
28- Número de médicos anteriores: Especialidades: 




30- Qual o esquema de tratamento anterior e atual: 
Droga dose X ﬁeqüência Resposta Duração Mot. interrupção 





3- Alteração do ciclo sono-vigília: 
4- Parasônia: 
Função cognitiva: _ 
1- Memória anterógrada 2- Memória retrógrada 3- raciocinio 
Fez uso de tratamento alternativo: não sim qual:
Iv- HÁB1Tos DE VIDA; 
31- É tabagista? não sim /cigarros/dia 
32- É etilista? não sim quanto: 
33- É drogadito? não sim qual o tipo: 
V- HISTÓRIA FAM1L1ARz 
34- Alguém na família tem epilepsia: não sim 1- pais 2- irmãos 
35- Epidemiologia para cisticercose: não sim I 
V1- EXAME Físicoz 
36- Geral: 
37- Neurológico: 
VII- IMPRESSÃO DIAGNÓSTICA: 
38- Tipo de crise: 
39- Sindrome epiléptica: l- Criptogênica 2- Idiopática 3- Sintomátiça 
VIII- CONDUTA: 
40- Plano terapêutico: 
41- Exame solicitado: 
42- Evolução:
Anexo IIL Classificação de Crises de Epilepsia
cR1sEs PARc1A1s SIMPLES 
\ ~ A Os ataques ocorrem sem perda ou alteraçao de consciencia ou amnésia, com 
um ou mais dos seguintes itens: 
a. Abalos ou movimentos tônicos, tônico-clônicos ou clônicos (de face, 
extremidades ou cabeça); 
b. Paralisia de um membro; 
c. Versão da cabeça; 
d. Parestesias ou dormência na face ou membros; 
e. Alucinações ou ilusões ópticas (metamorfopsias, teleopsias ou poliopsias); 
E Alucinações olfativas ou gustativas; 
g. Alucinações ou ilusões auditivas; 
h. Manifestações vegetativas (sensação epigástrica, etc.); 
i. Alteração temporária da memória (déjà vu, jamais vu, etc.); 
j. Alteração da linguagem; 
k. Sintomas afetivos (medo, choro, etc.).
CRISES PARCIAIS COWLEXAS . 
Os ataques ocorrem com perda ou alteração de consciência ou amnésia, sem 
progredir para crises generalizadas, mas com qualquer dos seguintes sintomas 
ou sinais: __ 
a. Abalo focal ou movimentos tônicos (face, extremidades ou cabeça); 
b. Paralisia de um membro; 
c. Versão da cabeça; 
d. Parestesias ou dormência na face ou membros; 
e. Alucinações ou ilusões ópticas (metamorfopsias, teleopsias ou poliopsias); 
f. Alucinações olfativas ou gustativas; 
g. Alucinações ou ilusões auditivas; 
h. Manifestações vegetativas (sensação epigástrica, etc.); 
i. Alteração temporária da memória (déjà vu, jamais vu, etc.); 
j. Alteração da linguagem; 
k. Sintomas afetivos (medo, choro, etc.); 
l. Automatismos (gestuais, faciais, verbais, ambulatoriais, etc.).
1
CRISES PARCIAIS SECUNDARIAMENTE GENERALIZADAS 
São crises generalizadas tônico-clônicas precedidas por crises parciais simples 
ou complexas. Se uma crise generalizada tônico-clônica está associada às 
crises parciais simples ou complexas independentes, por deﬁnição a crise é 
classiﬁcada como parcial com generalização secundária.
CRISES GENERALIZADAS TÔNICO-CLÔNICAS ' 
Para ser classiﬁcada como generalizada tônico-clõnica, a crise deve 
apresentar os itens a, b e c, além de dois ou mais dos itens de d ao j. 
a. Perda da consciência de 1 a 30 minutos; 
b. Contratura tônica bilateral seguida por c; 
c. Movimentos clônicos bilaterais; - 
d. Incontinência esﬁncteriana; 
e. Queda; - 
f. Queda com machucadura; 
g. Mordedura da língua; 
h. Cianose ou palidez; 
i. Sonolência, sono, conﬁisão, cefaléia, ou dores musculares pós-ictais; 
j. Paresia de membro, unilateral, pós-ictal.
AUSÊNCIA 
Se os ataques têm a forma de perda breve da consciência, com amnésia e 
quatro das seguintes manifestações, a crise é classiﬁacada como ausência: 
a. Sem queda; 
b. Duração geralmente de poucos segundos; 
z c. Sem movimentos associados, exceto leve pestenejar ou abalos da cabeça; 
d. Início entre 5 e 15 anos; 
e. Sem sonolência ou cefaléia pós-ictal; 
Para Ausências Atípicas consideram-se os seguintes aspectos: duração das 




Os ataques têm a fom1a de queda súbita com perda do tônus, sem 
movimentos clônicos, com perda da consciência e duas das seguintes 
manifestações: 
a. Rápida (geralmente segundos); 
b. Machucadura no ataque; 
c. Confusão, cefaléia, ou sonolência pós-ictal.
« ¬ - ¬...‹.~,-.‹»°~'¬'-.-- ¬ 
cR1sEs TÔNICAS
q 
Os ataques têm a forma de queda súbita com rigidez, sem movimentos 
clônicos, com perda da consciência e com duas das seguintes manifestações: 
a. Rápida (geralmente segundos);
A 
b. Machucadura no ataque; 
c. Mordedura da língua; _ 
d. Conﬁisão, cefaléia, ou sonolência pós-ictal.
cR1sEs M1ocLÓN1cAs 
Os ataques têm a forma de abalos breves e com qualquer uma das seguintes 
manifestações: 
a. Abalos únicos ou em breves séries; 
b. Pior ao acordar ou no início do sono; 
c. Geralmente em grupos.
_ ` ` _. 
coNvULsÕEs FEBRIS 
Crises que ocon'em entre as idades de 6 meses e seis anos e com os seguintes 
itens presentes: 
a. As crises ocorrem somente na vigência de febre; 
b. As crises têm características convulsivas; 
c. Em geral ocorrem menos de seis crises no total.
cRIsEs NÃO CLAS s11=1cADAs 
Quando não for possível classiﬁcar as crises em nenhuma das categorias, 
devido a informações iﬁadequadas ou incompletas.
