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Abstract. We prove that DLOG is equal to the class of languages recognized by deterministic 
reversal-bounded multipushdown machines. 
A bound on the number of reversals as a measure of complexity was introduced by 
Hartmanis [8]. He considered two-tape Turing machines with one-way read-only 
input tape, and proved that for such machines there exist languages recognized by 
R(n) reversal-bounded machines but not recognized by R(n)- 1 reversal-bounded 
machines, for some functions R(n). For one-tape Turing machines, Fischer [5] 
proved that the class of languages recognized with R(n) reversals is the same as 
the class of languages recognized with cR(n) reversals, for any function R(n) and 
constant c > 0. Reversal-bounded multitape Turing machines were considered by 
Kameda and Vollmar [9]. They proved that any R(n) reversal-bounded Turing 
machine without stationary moves can be simulated by a two-tape Turing machine 
making at most 6R(n) reversals. 
Baker and Book [ 1] proved that every recursively enumerable set can be recognized 
by a one-way nondeterministic Turing machine whose storage consists of two 
pushdown stores, each making at most one reversal in every computation. This is 
not true for deterministic machines, even if the number of reversal is bounded by 
an arbitrary recursive function. 
It is known that every recursively enumerable language can be recognized using 
two counters [10]. Chan [2] showed that there exists a polynomial equivalence 
between reversal complexity for counter machines and time complexity for Turing 
machines. He also obtained some hierarchy results for multicounter machines which 
were refined later by 13uri~ and Galil [4]. 
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Gurari and Ibarra [6] considered deterministic multicounter machines with a 
constant bound on the number of reversals. They proved that each unary language 
recognized by these machines is regular. Note that this cannot be derived from any 
kind of semilinear property (see, for example, [7]), because the number of input 
head reversals is unbounded. The problem whether this result can be generalized 
to nondeterministic machines or to multipushdown machines was left open. The 
negative answer for nondeterministic multipushdown machines follows easily from 
the mentioned result of Baker and Book. For deterministic machines the answer is 
also negative because, as it was showed in [3], the language {a2°: n ~ •} can be 
recognized by such a machine with two stacks, each making only one reversal. It 
can be also recognized by a nondeterministic one-reversal machine with one 
pushdown. 
The problems investigated in our paper are closely related to these from [3, 6]. 
We introduce now some definitions. 
DLOG = the class of languages recognized by deterministic Turing machines 
with two-way read-only input tape which use at most clog n cells of the working 
storage on inputs of length n, for some constant c. 
DMPDC = the class of languages recognized by deterministic multipushdown 
machines making at most c reversals on each pushdown, for some constant c. 
This is a generalization of reversal-bounded multicounter machines from [6], 
where counters are substituted by pushdown stores. 
We prove the following theorem. 
1. Theorem. DLOG=DMPDC.  
This result gives a full answer to the problems considered in [3, 6]. Theorem 1 
can be looked upon as a characterization of DLOG in terms of reversal-bounded 
computations. Observe that any Turing machine can be simulated by a multipush- 
down machine without increasing the number of reversals. So we obtain the following 
corollary. 
2. Corollary. DLOG is equal to the class of languages recognized by Turing machines 
with two-way read-only input tape and with the property that in every computation the 
number of work tape head reversals is bounded by a constant (the input head reversals 
are not counted). 
Proof of Theorem 1. Let 2dfa(k) be a two-way k-head deterministic finite automaton 
and 2DFA(k) the class of languages recognized by 2dfa(k)'s. It is known that 
DLOG = [,..Jk 2DFA(k). 
(_ ) :  If Lc  DLOG, then L = L(A) for some 2dfa(k) A. I fA  accepts w and Iw[ = n, 
then the length of the computation of A on w is not greater than cn k, for some 
constant c, and so is the number of A's head reversals. We will construct a machine 
M with k+ 1 pushdown stores, each making at most three reversals in every 
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computation, such that L(M)= L(A). Set S1, . . . ,  Sk+~, H denote respectively the 
stacks and the head of M. First, M stores on Sk+l the word a c'~, and then ($wrt¢) c"~ 
on each S,, t <~ k. M will simulate on St the moves of the tth head of A. Let Kj 
denote the j th  configuration of A in the computation on w, and p,(Kj) the position 
of the tth head of A in Kj, O<~p,(Kj)<~n+l. I fA  is in Kj, then M, simulating A, 
will be in a configuration such that the contents of the tth stack is ($wR¢) c"~-~ for 
p,(Kj) =0, or  ($wR¢)cnk--J--lsv R, where v is the suffix of w of length n-p,(Kj)+ 1, 
for pt(K~) > 0. We will show how M simulates the pass of A from K~ to Kj+t. First, 
M determines: 
the next state of A, 
the change e, ~ {-1, 0, 1} of the position of the tth head of A, for every t. 
Then, for t = 1 , . . . ,  k, 
- M places H on $, 
- M moves H left making pop's on S, until there is a symbol ¢ on the top of S, 
(the position of H is then p,(Kj)), 
M moves H left making p,(Kj)+e, pop's on &. 
After these actions and after an appropriate change of the state, M is in the 
configuration corresponding to Kj+~. 
M accepts if and only if A accepts. Note that A may reject w by entering a loop, 
but this can be detected by M when one of the stacks becomes empty. 
(___): For convenience we will introduce now a new device. By dhp(k, m) we 
denote a k-head m-pushdown machine making at most one reversal on each stack 
in every computation, and by DHP(k, m) the class of languages recognized by 
dhp(k, m)'s. It is easy to observe that: 
(a) DMPDC=I,_J,~ DHP(1, m), 
(b) DHP(k, 0) -- 2DFA(k). 
So it is enough to prove that 
(c) DHP(k, m) ~_ DHP(4k+ 1, m - 1) for any k, m > 0. 
Let L= L(M) for some dhp(k, m) M. We will construct a dhp(4k, m-1)  M'  
recognizing L. M' will have the ability to detect he coincidence of heads. Every 
such dhp(4k, m-  1) can be easily simulated by a dhp(4k+ 1, m-  1) without this 
ability, so (c) will follow. Denote by Hi, . . . ,  H4k and &, . . . ,  S,,_1 respectively the 
heads and stacks of M'. The computation of M'  is divided into three phases. 
Phase 1. M' determines which stack of M makes its reversal first. This can be 
done in a finite memory. M'  stores a vector a = (a~, . . . ,  a,,), where a~ is the current 
symbol on the top of the ith stack of M. Heads H~,..., Ilk simulate the moves of 
the heads of M, the changes of the pushdown stores are simulated by appropriate 
changes of a. Phase 1 stops when M decides to make a reversal on some stack S. 
Phase 2. M' returns to the initial configuration and again simulates the moves 
of M, until M decides to make the reversal on S. The stacks of M'  simulate the 
stacks of M other than S. Instead of keeping the contents of S, M'  stores only the 
current symbol on the top of S. If M decides to make the reversal on S, M '  enters 
Phase 3. 
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Phase 3. This phase corresponds to this part of the computation in which M 
decreases S. Observe that the height of S in the computation on a word of length 
n cannot exceed Ctl k, for some constant c, because otherwise M would enter an 
infinite loop (in this case M'  would stay forever in Phase 1). So the height of S can 
be stored using k heads. Suppose that after some steps the height h of S is stored 
by the positions of Hk+l, • •., H2k. Now M'  must determine the contents of the hth 
cell of S. M '  recomputes it again starting from the initial configuration using only 
additional input heads (no pushdown is involved here). Technically it is realized 
as follows: 
(1) M'  places HEk+i on the position of Hg+i, for every 1 ~< i <~ n. So now both 
Hk+,,..., HEk and H2k+l , . . . ,  Hag store h. 
(2) M '  determines the hth symbol of S. M'  starts from the initial configuration, 
but this time the heads of M are simulated by H3k+n,. •., H4k. Stacks are simulated 
similarly as in Phase l, by using a to store the top symbols of the stacks. M'  decreases 
the value stored by H 2 k + I ,  • • • , H3k each time when M makes a push on S. In this 
way M'  can determine the hth symbol of S. 
(3) Now M' has all information necessary to determine the transition of M. 
Operations of M on the stacks other than S are simulated on $1,..., Sm-l. The 
heads H~, . . . ,  Hk make the same moves as the heads of M. If M makes pop on S, 
then M'  changes appropriately the positions of Hk+I,..., H2k so as they store now 
h -1 .  
M'  repeats (1), (2), and (3) until M accepts, in which case M'  accepts too. 
This completes the proof of the theorem. [] 
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