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ABSTRACT
A method is presented for the calculation of continuously varying gains for the control
of 2nd order linear time varying systems. The approach used is to develop stability
criteria based on the requirement for uniform decay of the GMS description of the re-
sponse, and to select position and rate feedback gains to satisfy these criteria. The
criteria are presented in the form of first order differential inequalities involving the
system coefficients, and the solution of these yields the gain algorithms. In order to
test the methods developed, they are applied to the stability and control analyses of
the longitudinal dynamics of a hypersonic re-entry vehicle. The GMS-stability criterion
is presented for a generally configured vehicle descending along an arbitrary trajectory.
Simplification to a straight line ballistic trajectory yields an expression for critical alti-
tude which is identical to the established result in the literature. The control example
yields a variable gain controller for a Space Shuttle type vehicle descending along a
typical Shuttle re-entry trajectory. In general, the results from numerical simulation
are promising, though actual implementation of a practical flight control system would
involve difficulties with real-time data measurement for gain calculation - especially if
the system were to be completely autonomous (self sufficient).
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Nomenclature
The following symbol definitions are global unless otherwise stated. When a symbol
has different meanings in different sections of the text, the local definitions are apparent
and no confusion should arise. Where appropriate, the equation numbers where the
symbols are defined are given in parenthisis. Note that S.I. units have been adopted
throughout.
Symbols introduced in Chapters 1 and 2:
'... is asymptotic to -..' (2.1)
O Order-of-Magnitude symbol (see Ref. [4])
small parameter
y dependent variable in generic ODE
Yo zeroth order asymptotic approximation to y
yl first order term in asymptotic approximation to y
y/ slow part of o0 (2.9)
yf fast part of yo (2.9)
t time; independent variable in generic ODE
Po, P1 coefficients of generic 2nd order LTV system
k 'clock function' (time varying characteristic root) (2.3)
I expression used in definition of y, (2.8)
$, 9 dummy variables used in integration
T0, T1 time scales in extended space
D 'discriminant' used in GMS description of 2nd order dynamics
(page 19)
R 'radius' used in GMS description of 2nd order dynamics ( 2.11)
fn 'frequency' used in GMS description of 2nd order dynamics (2.13)
C, C1, C2 arbitrary constants
g 'transformation function' (2.33)
u dependent variable in equivalent-canonical-system (2.34)
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U, asymptotic approximation of slow part of u
uf asymptotic approximation of fast part of u
w0 'equivalent-canonical-coefficient' (2.34)
Symbols introduced in Chapter 3:
v dependent variable in generic 1st order differential inequality (3.1)
u dependent variable of ODE associated with v-inequality (3.1)
f arbitrary function in a differential inequality
z dependent variable in a Bernoulli Equation (3.22)
8(t) Dirac Delta function at t = 0
K, Ko, K1 control gains
Symbols introduced in Chapters 4 and 5:
K, a-position feedback gain
L characteristic length
L, vehicle length
Ln¢ nose-cone length
fd fuselage diameter (nose cone base diameter)
LF flap length
S wing area
SF flap area
mean chord
cCl chord at centreline
b wing span
5n¢ nose-cone half-angle
m vehicle mass
Xcg position of c.g.(measured from nose)
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I-z, Iy, IV principle moments of inertia
a non-dimensional mass parameter (4.5)
v non-dimensional inertia parameter (4.5)
p free-stream density
6 non-dimensional density parameter (4.5)
r, total flap deflection angle (FT + SrF)
8FT flap-angle-to-trim
5:c control flap angle
non-dimensional distance variable (4.6)
V velocity of vehicle c.g.(specified on trajectory); airspeed (in still air)
Ma free-stream Mach Number (specified on trajectory)
XCPn nose-cone centre-of-pressure (measured from nose)
XCPw wing centre-of-pressure (measured from nose)
XCPF flap centre-of-pressure (measured from nose)
zi total angle-of-attack; d = ac + ca
oT angle-of-attack-to-trim (specified on trajectory)
a perturbation angle of attack
o aircraft pitch angle
7 flight-path angle (specified on trajectory)
JYo constant flight-path angle on ballistic trajectory
q aircraft pitch rate relative to inertial space
h altitude (specified on trajectory)
r distance from vehicle c.g.to planet centre (altitude + planet radius)
g gravitational constant
f inhomogeneous or forcing term (4.2c,4.8c)
CL lift coefficient
CD drag coefficient
CM pitching moment coefficient (nose-up positive)
CLT lift coefficient evaluated at trim conditon (on trajectory)
CDT drag coefficient evaluated at trim conditon (on trajectory)
CLa lift stability derivative referred to trim condition (NACA convention[6])
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CDa drag stability derivative referred to trim condition (NACA convention[6])
CM. moment stability derivative based on L (referred to trim)
CM,, moment stability derivative based on L (referred to trim)
CMq 'pitch damping' stability derivative based on L (referred to trim)
CM6 control moment stability derivative based on L (referred to trim)
A, fi altitude-density parameters (4.18, 4.21)
C density at sea level
91,92, 93 constants along a ballistic trajectory (4.24a,4.24b,4.24c)
kl, k2, k3 analagous constants used in Ref. [21] (see Table 4.1)
etp C corresponding to a turning point (ballistic) (4.26)
htp altitude of turning point (4.27)
crit critical point (ballistic) (4.32)
hcrit critical altitude (ballistic) (4.32)
Symbols introduced in Chapter 6:
fi sideslip angle
P static pressure in atmosphere
T static temperature in atmosphere
X tracking angle (heading in zero wind)
Subscripts (global unless otherwise stated:)
r real part
i imaginary part
8 corresponds to slow part of solution
f corresponds to fast part of solution
pertains to initial conditions e.g. at start of re-entry
T pertains to trim (trajectory) conditions
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Superscripts (global unless otherwise stated:)
denotes differentiation with respect to t
t denotes differentiation with respect to C
* pertains to marginal (neutral) GMS-stability condition
aug pertains to augmented system
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Chapter 1
Introduction to Linear Time Varying Control
Systems
From ancient origins, feedback control has grown to become a vital part of modern
civilisation. With the advent of flight, feedback control systems have proved invaluable
in the capacity of stability augmenters and autopilots, by drastically reducing pilot
workload and increasing flight safety. Modern fighter aircraft owe their unprecedented
manoevrability to the feedback controller, which effortlessly stabilizes an inherently
unstable vehicle (otherwise uncontrollable by a human pilot.)
1.1 LTV and LTI Models
In order to approach the problem of feedback control design in a mathematical
manner, simplified descriptions (mathematical models) of the exact behavior of physical
devices are required. Broadly speaking, there are two types of mathematical model used
in the description of feedback control systems: linear systems and non-linear systems.
Linear systems can be subclassified into the following types: linear time invariant (LTI),
and linear time varying (LTV).
LTI systems are the easiest to analyze because the corresponding differential equa-
tions are linear with constant coefficients - hence the exact analytical solutions are
available. Consequently there are many exact analytical techniques for designing LTI
control systems. This forms the bulk of the 'linear control theory' found in abundance
in the literature.
Unfortunately, many physical systems are not well represented by the LTI model.
For example, in the analysis of the re-entry of a hypersonic vehicle, the variation in
density with altitude renders the system highly time-varying. Similarly, in the transition
from hover to cruise, a VTOL aircraft exhibits time-varying aerodynamic properties.
Such systems are more accurately represented by LTV models. Alas, the exact analysis
of LTV systems is not a trivial matter. With the exception of first order systems, there
are no known general solutions to LTV differential equations.
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The currently accepted method of analyzing an LTV system is to 'freeze' it over
various time intervals and treat it as a constant coefficient system during each interval.
The result is a controller incorporating stepwise gain adjustment, but with constant
gains during the intervals. Engineers are confident with this approach because of the
availability of proven LTI control design techniques.
However, it seems reasonable that an improvement on this 'frozen' method would be
to treat the LTV system as a truly time varying system, and not as a series of constant-
coefficient systems. The control systems will have continuously varying gains instead of
constants which are updated every so often.
1.2 The GMS Solution: A Way Forward
In order to design such a variable gain controller, one must inevitably tackle the
associated LTV differential equations. Although no exact solutions are known for the
general case, 'Perturbation Methods'114] are available for developing asymptotic approx-
imate solutions. In particular, the method of Generalized Multiple Scales (GMS) has
been formulated by Ramnath[151 for application to slowly varying linear systems. The
method involves splitting the dynamics of the system into fast and slow components,
and developing asymptotic approximate descriptions of each component. The 'slowly
varying' implication 1 requires that the system dynamics are much more rapid than the
rate of change of the coefficients of the differential equation. This is true of a large class
of physical systems (such as the re-entry and VTOL transition problems cited earlier.)
1.3 Research Objectives
The main objective of this work, therefore, is to devise a procedure for the prelim-
inary design of a variable gain controller for a slowly varying linear system, based on
the GMS approximate description of the LTV dynamics.
This objective can be subdivided into the following goals:
1. The prime task of a controller is to provide or enhance stability, so the first
step is to develop analytical stability criteria (using GMS theory) which, under
appropriate conditions, are applicable to 2nd order LTV systems. This will be an
improvement on the 'frozen' approach which adopts LTI techniques to perform
stability analysis on LTV systems.
2. Devise analytical techniques for determining time-varying gains for a 2nd order
LTV control system, such that the aforementioned stability criteria are satisfied.
'the concept of a 'slowly varying' system is defined mathematically in Ref.[l15
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3. Demonstrate the use of the new stability and control techniques in a practical engi-
neering application - namely the stability and control analysis of the longitudinal
re-entry dynamics of a hypersonic vehicle.
4. Although the development of the theory is general, application to flight control
systems is the underlying motivation. Consequently, the important practical im-
plications associated with implementation of time varying flight control systems
will be investigated - at least in a qualitative sense.
Only 2nd order systems will be considered in the quantitative stability and control
analyses. Extension to higher order systems is complicated by other considerations,
hence such systems will not be treated. In practical terms, this is not as drastic a
restriction as it may seem, because it is a well established fact that many high or-
der physical systems can be represented by equivalent second order systems, and this
equivalent second order system should exhibit favorable characteristics.
1.4 Thesis Structure
Chapter 2 contains an analytical development of GMS-stability criteria for 2nd order
LTV systems. The GMS description of the response serves as the starting point. The
resulting GMS-stability criteria are in the form of differential inequalities2 . Chapter 3
contains an analytical development of time-varying gain calculation algorithms obtained
by 'solving' the 'stability inequalities' of Chapter 2. The analysis involves the theory of
differential inequalities and has the appearance of being mathematically complex - in
fact the treatment is quite simple. Chapter 4 contains an example of application of the
GMS-stability criteria of Chapter 2. In particular, the longitudinal stability of a hy-
personic re-entry glider is investigated. Results are presented for arbitrary trajectories
and vehicle configurations. The straight-line ballistic trajectory is chosen as a specific
example, and it is shown that the general stability predictions reduce identically to the
established results for this type of trajectory. Continuing the re-entry vehicle example,
Chapter 5 consists of an LTV control system design demonstration using the results of
Chapter 3. In particular, a time-varying control system (with variable gains) is devised
to control the Space Shuttle along a typical re-entry trajectory. Numerical simulation
is used to implement the control system (since the complicated nature of the trajectory
profile precludes closed-form analytical solution.) Chapter 6 contains a short quali-
tative discussion on the practicalities of implementing a time-varying controller (with
real-time gain computation) in a real flight control scenario. The main issue concerns
on-board measurement and processing of the necessary flight and atmospheric infor-
mation required for gain calculation. In particular, the practical implications behind
a completely autonomous flight control system are investigated. Chapter 7 presents a
summary of the findings and conclusions from the preliminary research into the design
of LTV control systems, with suggestions for future development of the various concepts
introduced.
2A differential inequality is like a differential equation but with the '=' symbol replaced by an
inequality operator such as '<' or '>' etc
17
Chapter 2
Approximate Stability Analysis of LTV
Systems
The aim of this chapter is to develop some stability criteria applicable to 2nd or-
der LTV systems. The GMS description of the response will be used as a starting
point, and the stability criteria will be based on the condition that the envelope of the
GMS response must monotonically decrease with time if the system is 'stable'. It will
be assumed that if the GMS response is stable, then the exact response will also be
stable. Justification of this assumption would require a rigorous error analysis of the
GMS method. This is unnecessarily complicated because experience has shown that
the assumption is valid in many practical situations. This is sufficient assurance for
present purposes, but it must be stressed that the resulting stability criteria are not
exact. Hence the response will be characterized as being 'GMS-stable'.
2.1 The GMS Formulation
2.1.1 General Description
The Generalized Multiple Scales (GMS) method formulated by Ramnath[15] falls
under the category of 'Perturbation Theory' which refers to a large collection of iterative
techniques for obtaining approximate solutions to differential (and difference) equations
involving a small parameter e (see Refs.[14][15][16][4]). The approximations obtained
are asymptotic to the exact solutions, and this asymptotic relationship is conventionally
denoted by the symbol. For example, the notation:
yo , Y. -+ (2.1)
means that "the relative error between yo (approximation) and y (exact) goes to zero
as e (positive) goes to zero". See Ref.[4] for a formal mathematical definition.
The simplest approach in Perturbation Theory involves direct substitution of a power
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series in e into the differential equation. The terms in the series can be generated in
succession, thus yielding an asymptotic approximate series solution to the problem. Nor-
mally only the first term is required for an accurate description. However, in many cases
this approach fails to produce a uniformly valid description. Under such circumstances,
the Multiple Scales techniques can be used to eliminate the non-uniformities[4][14][15].
In essence, the classical Multiple Scales method[4] involves extension of the indepen-
dent variable (time, t) to a set of independent time scales (ro, r l,...), thus transforming
the original ODE into a set of partial differential equations. Solutions of these PDE is
made simple through prudent choice of the time scales, whereupon restriction to the
t-domain yields the desired uniformly valid approximate solution. Choice of scales is
effectively arbitrary, and Ramnath's generalization (in the GMS structure[15]) presents
a systematic procedure for selecting the scales in terms of 'clock functions' (denoted k).
These clock functions are generally complex, non-linear functions of time, representing
the 'natural clocks' of the system. In this way, the transient response of a dynamical
system can be split into seperate components, each varying on a different time scale.
In a qualitative sense, this amounts to employing a number of independent observers
each with a different clock (which runs at a different rate from the others.) For lin-
ear systems, asymptotic approximations to these component responses can be found in
terms of simple transcendental functions, which combine to form the uniformly valid
approximate solution.
2.1.2 GMS Solutions of 2nd order LTV Systems
Following Ramnath[15][17][16], a two-time-scale (fast and slow) approximation to
the solution of a homogeneous 2nd order slowly-varying LTV system is constructed as
follows.
Consider the 2nd order LTV system given by:
{} + PlY + Poy = O (2.2)
The clocks are chosen to satisfy the time-varying 'characteristic equation':
k2 + plk +po 0 k= - ± (P -4po) (2.3)
2 2
For convenience, denote (p1-4po) by D (for 'discriminant'). Then k can be rewritten
as:
k= p 2 qD1 if D > 0, (2.4)
2 2
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k=-Pl+sViDI ifD <0.22 (2.5)
If D > 0, the clocks will be real and the response will be non-oscillatory. Similarly, if
D < 0, the response will be oscillatory. If D changes sign, the point of changeover is
called a 'turning point'.
The fast part y! is given by:
yf = exp [flo kd] (2.6)
and the slow part y, is given by:
Y = Cexp[-fl Id
where I
(2.7)
(2.8)
[ 2k]
Hence the complete approximate solution:
Y YYf (2.9)
takes the following forms, depending on the sign of D (after some algebra):
Non-oscillatory Response (D > 0)
Y yo = Y JYf = - d {lexp[R(t)] + C2 exp-R(t)]}
where
1 t IODl + l do2 J0 ID11/2
20
(2.10)
(2.11)
Oscillatory Response (D < 0)
Y Yo -= Ys Yf = I -D 1 4 exp - d] C cos(t) + C2 sin Q(t)}
where
nf(t) = ID- l do2 Io ID11/2
(2.12)
(2.13)
The foregoing analysis contains no mention of the small parameter . Infact it has
been subtley introduced - via the slowly-varying assertion which allows the dynamics
to be split into fast and slow components (see Refs.[151[17] for details) - and then
removed from the final result on restriction to the time domain.
Note also that the approximation yo (eqn. 2.9) represents only the first term (lead-
ing behavior) of the perturbation series solution. This is accurate enough for most
engineering purposes.
2.2 GMS-based Stability Criteria for 2nd order Systems
Let us proceed with the two-time-scale approximate solution of a homogeneous LTV
system (equation (2.9))
y YO = YaYf (2.14)
In order that this be GMS-stable, the magnitude of the envelope of the response,
IYo1, must be monotonically decreasing with time. Mathematically, this requires that:
dt= lyI dt + If I d < dt dt dt Vt (2.15)
From the previous section, yf and y, are given by:
yf = exp [f kd] and y, = exp [- o Id]
21
(2.16)
In general, k and I (given by equations (2.3 & 2.8)) will be complex and can be
written as:
k kr,+iki
I = I, + iIi (2.17)
where subscripts r and i conventionally denote real and imaginary parts respectively.
Substitution into equation (2.16) yields the following expressions for II and Iyl:
IYI = exp[/ krd] and IyI =exp [- | Ird]
Substituting these into equation (2.15) yields the following approximate condition
for stability:
k, < Ir Vt (2.19)
This will be referred to as the GMS-stability condition from now on. The pre-
ceding analysis can be extended in principle for higher order systems but there would
be problems with determining the clocks (roots), k, from a high order 'characteristic
equation'.
Returning to the generic 2nd order equation:
Y + P1y + Poy = 0
From equation (2.3) the clocks satisfy:
k2 + pl k + po = O =--2 i p = l p+2 k2+pik+po=0 =:. k=- p2±I - 4po = k + iki2 2
The expression for I, given in equation (2.8) reduces to the following
algebra):
I k,(pl + 2k,) + 2kiki
(P1 2k,) 2 + 4k
(2.21)
(after some
(2.22)
The GMS-stability condition (2.19) becomes:
22
(2.18)
(2.20)
kc < kr(p + 2kr) + 2kiki
(P + 2k,) 2 + 4kkr~~~~~~~~~~~~ (2.23)
Clearly this is a cumbersome and generally unmanageable expression. Complexity
is reduced in the simplified case of the canonical equation.
2.2.1 2nd Order Canonical Systems
Consider the following 2nd order canonical equation (Pl = 0):
+poy = O (2.24)
The clocks are given by:
k2 +po=O . ki,2 = /-po (2.25)
For convenience, consider the two seperate cases:
· Case(a): clocks are imaginary (Po > 0)
· Case(b): clocks are real (po < 0)
Case(a): Canonical Equation with Imaginary Clocks
In this case, the clocks are given by:
kl,2 = ki, 2 = ±iVp/
The GMS-stability condition beomes:
ki
-> O
ki
Applying this to both clocks leads to the following criterion:
(2.26)
(2.27)
Po > 0 Vt
23
(2.28)
The above result can be summarized as follows:
* GMS-stability Criterion (1): The multiple scales solutions of the slowly varying
equation + poy = 0, (with po > 0) will decay uniformly if o > 0 Vt
This system is representative of a mass/spring arrangement. The result concludes
that the response is uniformly decaying following an initial disturbance if the 'spring
stiffness' increases monotonically with time. Figure 2.1 shows the response of such a
system. Clearly the amplitude is decaying, thus supporting the conclusions.
1.0
1.0
0.5
RESPONSE 0.0
-0.5
-1.0
-1.5
0.00 1.25 2.50 3.75 5.00 6.25
TIME
Figure 2.1: Response of the system: + 10t3 y = 6(t)
Case(b): Canonical Equation with Real Clocks
In this case the clocks are given by:
kl, 2 = k1,2 = -/-
Modification of the GMS-stability condition (2.23) yields:
< 2k,
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(2.29)
(2.30)
...
In terms of the coefficient po, this condition applied to both clocks becomes:
(2.31)
Now, it is difficult to find a function (po < 0) which satisfies this differential inequal-
ity for all time (t) (although it could be satisfied over a limited time range). Hence it
is unlikely that a 2nd order canonical system with real clocks will be stable. This is
intuitively obvious when one imagines a mass/spring system with a 'negative spring'
and no damping term. Such an arrangement is unlikely to be stable following an initial
disturbance.
Let us now consider the question of stability of non-canonical 2nd order equations
by converting them to canonical equations and adapting the results obtained above.
This is a simpler approach than dealing with the non-canonical equation directly which
would involve very cumbersome equations (exemplified by equation (2.23).)
2.2.2 Non-canonical 2nd Order Equations
Returning again to the generic 2nd order equation:
(2.32)
This can be converted to a canonical equation by introducing y = gu such that:
g = C[ 2 1 t ] (chosen to satisfy + P1 = 0)
9
Substitution into equation (2.32) yields the canonical u-equation:
ii + wou = O; where wo = po P4 2 (2.34)
and the complete solution is given by:
y = gu where g is defined in equation (2.33.) (2.35)
From now on, the quantity w0o will be referred to as the 'equivalent canonical coef-
ficient'.
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(2.33)
Ij<4_PO)3/2 < jO
i+Pli+P +po = 
The stability of the response will depend on the behavior of both g and u. Conse-
quently, the requirement for stability (uniform decay) becomes:
dyl diuI dlgl
d= t gl~+ ul- < 0 Vtdt dt dt (2.36)
Approximating u by the GMS solution, u u,uf, the GMS-stability criteria for
uniform decay of y are developed as follows:
Case(a)
In this case the clocks corresponding to u are purely imaginary, therefore lul = 1 and
IuI ~ IUI, and the rate of change of amplitude is given by:
dly I l dlu + I dg
dt dt dt (2.37)
Now,
g = Cexp [-2 Ift ]
and iunt = C2 exp -. 0ldd]
Substitution into equation (2.37) yields:
* d1g_---i lgl
dt 2
dt -
The GMS-stability condition requires:
dYI 0 p < } I, > -P2 (2.39)dt 2
Now for a 2nd order equivalent canonical equation with purely imaginary clocks I,
is given by:
I = 2ki where ki = - w1/ 2 (2.40)
2ki 0
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(2.38)dlyl = - gllu"' r - P1[-. 
Finally, on substitution into condition (2.39) the GMS-stability criterion emerges
as:
kci P1
2ki 2
l W-1/2b
'2wl/2
== t> -2 pl
wo
Pl
2
(2.41)
In this case the clocks of the equivalent canonical u-equation are real and - is given
by:
dlul
dt = IU1IIuI kr + IUfI.
du,
dt
since luIl
dluol
dt
and dlgldt
dt
_ ]~'[10 
= -I, IU I
Pi
2 g
= IullI [k-
The rate of change of magnitude becomes:
djyI = IgH il [I -I, -P1
dt 2
Applying the GMS-stability condition requires:
dy < 0 k - Ir < Pdt 2
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Case(b)
Now,
(2.42)
- 2
21
(2.43)
(2.44)
(2.45)
Now since the roots of the equivalent canonical equation are real, the quantities kr
and I, are given by:
k, = ±(-wo)1/2
k,
Ir = 2k (2.46)2k,
Finally, substitution into the GMS-stability condition yields:
kr - k
2kr 2
(-Wo)l/ + t4( <PI4(-wo) 2
=- -(2plwo + tio) > 4(-wo)3/2 (2.47)
These results can be summarized as follows:
* GMS-stability Criteria (2):
The multiple scales solutions of the slowly varying equation {i + P1j + Poy = °
will decay uniformly if:
case (a) -> - 2 pl when (po,wo) > 0
case (b) -(2plwo + two) > 4(-wo) 3/2 when wo < 0 and po > 0
where wo = P- P- E, the equivalent canonical coefficient.
The 'GMS-stability Criteria' developed above and on page 24 give conditions on the
'shapes' of the coefficient functions required for the GMS solutions to be stable. As
mentioned at the begining of the chapter, it is assumed that under the appropriate
conditions for the validity of the GMS method (see Refs.[15][17]), then GMS-stability
ensures stability of the exact response - although mathematical justification has not
been offered. The criteria (they will also be referred to as 'stability inequalities') are
awkward to use because they consist of differential inequalities. However, by trial-and-
error one can choose gains which make the coefficients satisfy the criteria.
The stability inequalities can be used in a more constructive manner - namely to
assess 'degree of stability' and to help in the design of an LTV control system with
variable gains. This is the subject of the next chapter.
Note that in the limiting case of 'constant coefficients', the derivative terms vanish
and the GMS-stability conditions are exact.
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Chapter 3
Determination of Variable Gains for 2nd order
LTV Control Systems
The aim of this chapter is to devise some algorithms to determine variable gains for
2nd order LTV control systems. The approach taken is to utilize the information in the
stability inequalities by 'solving' the associated differential inequalities.
3.1 Solution of 'Stability Inequalities'
So the issue at hand is to determine 'solutions' to a first order differential inequality
of the form:
or ' < ' replaced by ' > '
-.. subject to the initial condition v(to) = vo
The 'corresponding' differential equation is:
(t) = f(( t),t)
· subject to the initial condition u(to) = uo
(3.1)
(3.2)
A function v satisfying (3.1) with an '<' is called a subfunction of u. Similarly, v
satisfying (3.1) with an '>' is called a superfunction of u.
The problem of 'solving' a differential inequality is tantamount to determining super-
or sub- functions (depending on the direction of the inequality) of the 'corresponding'
differential equation (3.1).
It is clear that in general, the inequality has an infinite number of solutions and it
is therefore not possible to obtain strict bounds on the solutions v(t). For example, one
cannot hope to find a solution such as :
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;( W < f (v W I O
'-..any v(t) such that v(t) < tan t satisfies the inequality.--'.
However, a widely used result from the theory of differential inequalities states that
under certain circumstances, the solution of the corresponding differential equation,
u(t) gives an accurate absolute bound (upper or lower - depending on the direction
of the inequality) on the solutions of the inequality. Unfortunately this bound gives a
necessary condition which v must satisfy, but it does not give a sufficient one which
ensures that v satisfies the inequality. In other words, the solution of the corresponding
differential equation alone does not grant solutions to the differential inequality.
However, the solution of the differential equation is very useful because it gives
an accurate indication of the form of the solution functions v, which must ultimately
be obtained by finding super- or sub- functions. In terms of control system design,
this translates into predicting the orders of magnitude of the time-varying gains by
solving the differential equations corresponding to the 'stability inequalities'. In order
to obtain actual expressions for the gains, the 'stability inequalities' must be solved by
determining the super- or sub- functions.
The relationship between super- or sub- functions v and the solution of the corre-
sponding differential equation u is contained in the following theorem[11][22][12] [8]:
* Theorem 1
Consider an IVP (Initial Value Problem) u = f(t, u); u = uo when t = to.
Assume f is continuous and f2 = M is bounded in a plane domain D that contains
the point (to, uo). Let u be a solution of the IVP in an interval [to,b] and let v
be a differentiable function such that v(to) < uo and for each t E [to, b] the point
(t, v(t)) belongs to D and 6 < f(t, v),
then v(t) < u(t) for each t [to, b].
The theorem remains true if '<' is replaced by '>' throughout. Proof of this
theorem can be found in the references [11][22][12][8].
Stated in words, the theorem says that a subfunction v of u must be less than u
itself as long as the continuity and boundedness conditions hold, and the initial value
of v is less than the initial value of u (and vice versa for superfunctions.)
It is important to note that the converse is not generally true. Just because some
arbitrary function v is less than u, this does not imply that v is a subfunction of
u (and similarly for the superfunction case). This is a restatement of the fact that
the theorem gives necessary but not sufficient conditions on a function satisfying a
differential inequality.
In summary, the solution of the differential equation corresponding to a 'stability
inequality' yields a strict upper (or lower) bound on the coefficient functions required
for stability. This gives an initial idea of the magnitude and rate of change of gains
'This is a simplification of the general result given in Thm 1.2.3 ref [11]
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required to stabilize a system. To obtain actual expressions for the coefficient functions,
super- or sub- functions (solutions of the 'stability inequalities') must be determined.
Since there are an infinite number of super- or sub- functions to a given differential
inequality, the process of finding one is not unique, but it can be done systematically
and simply.
The super- or sub- function we seek depends on what we want. For example, if
we desire to keep control gains as low as possible but large enough to ensure stability,
then we should seek a function which is very close to the solution u of the associated
differential equation. Alternatively, the function may be 'chosen' to yield specified
response characteristics.
Determination of appropriate superfunctions pertaining to the 2nd order stability
inequalities will now be discussed.
3.1.1 Super-(Sub-)functions for the 2nd order Stability Inequalities
The GMS-stability criteria on page 28 consist of two 'stability inequalities' associated
with 2nd order non-canonical systems. For convenience, let us consider these separately
since the results are quite different for each.
Case(a): Non-canonical 2nd order Systems with wo > 0
For this class of systems, characterized by large 'spring stiffness' and small 'damping'
(such that wo = po - - > 0), the appropriate stability criterion requires that:4 2
wo > -2plwo
The corresponding differential equation is:
- =-2plu (3.3)
Ther solution of this is direct and is given by:
u = suoexp [ (3.4)
Substituting u = po - - gives:4 2 gvs
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4 2 - u exp
where:
uo = po() -p (0) P (0) (3.5b)4 2
Therefore if Po, Pl are coefficient functions satisfying this integro-differential equa-
tion, then the GMS approximate solution will be of constant amplitude i.e. dol = 0.
Such a system can thus be thought of as being on the division between stable (decay-
ing response envelope) and unstable ( growing response envelope) - analagous to an
LTI system with characteristic roots lying on the imaginary axis only. Consequently,
let these marginal values for the coefficient functions be denoted with an asterisk (*)
superscript. From Theorem 1 (and asserting that wo(O) = uo), these marginal values
represent an absolute lower bound on the coefficients of a GMS-stable system. In other
words p,p serve as a guide to the order of magnitude of the coefficients (and their
rates of change) required for stability i.e. we can say that wo must be at least of O(w*)
for GMS-stability.2
The next step is to find a superfunction of u which, by the definition of a 'superfunc-
tion', will consist of Po,pl satisfying the stability inequality. These values of po, pl will
be 'better' than the marginal values p,p (in that the corresponding GMS response
envelope will be monotonically decaying), and the difference between them will serve
as some measure (at least qualitatively) of 'relative stability' (the degree to which the
system is GMS-stable).
Clearly, a function v(t) satisfying:
i(t) = -2plv(t) + f(t); f(t) > 0 (3.6)
where f(t) is a strictly positive-valued (but otherwise arbitrary) function, must be
a superfunction of u. Equation (3.6) is a linear first order inhomogeneous ODE and
consequently has the exact solution given by ( consult ref. [4]):
v = Cexp [-2 + exp -2 l ]] {f f. [2 pid] d} (3.7)
2 where wo = u = o exp [-2 f pdo]
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where the constant of integration, C, is determined from the initial condition v(O) =
u(O) = w(O).
It is logical that the larger the magnitude and growth of f(t), then the greater the
margin by which the stability inequality is satisfied.
Substituting v = po- - into equation (3.7) we have the expression which Po, pl4 2
must satisfy to yield a GMS-stable system:
po 2
4 2
Cexp [-2pd] +exp [-2f id.pl { [21 pld] d}0 ~~f*f
where v(0) = po(0) - p() (0)
4 2
(3.8a)
Obviously the superfunctions defined in equation (3.6) represent only one class of
an infinite number of possible superfunctions. However, these were chosen because they
are simple to determine analytically -i.e. from the solution of a linear first order
inhomogeneous ODE.)
Use of the concepts introduced above is illustrated as follows.
Simple Control Example
Consider the plant described by the ODE:
- + ty = 6(t) 6(t) = unit impulse at t = 0
The response (determined numerically)3 is shown in Figure (3.1). Clearly this plant
is unstable.
Let us attempt to stabilize it using only position feedback with time-varying gain
K(t). The block diagram of the compensated system is shown in Figure (3.2).
The modified system equation is:
(3.10)
Under the standard notation, pi = -1; po = K + t.
3... by the 4th order Runge-Kutta Method (see Ref.[7])
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(3.9)
RESPONSE
0.00 1.25 2.50 3.75 5.00 6.25 7.50 8.75 10.00
TIME
Figure 3.1: Response of the system: ji - y + ty = 6(t)
The stability inequality becomes:
1
to > 2wo where wo =Po- 4
The corresponding differential equation is:
u = 2u
-which has the solution:
u = UOe2t p = e2t +
Hence, by Theorem 1, we know that po > O(e2t + 4) for stability.
Now determine a superfunction given by:
i = 2v + f(t)
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(3.11)
(3.12)
(3.13)
(3.14)
YFigure 3.2: Block diagram of compensater in simple control example
which has the solution:
V = Ce2 t + e2t [ f ()e-20d
Choose f = e- t such that the gain is kept low
becomes:
v 4 2 1 et by setting3 3
(to reduce expense, say.) Then v
vo = uo = 1 (3.16)
And substituting v = Po - gives:
Po =4 2t _ t + 1
3 3 4
(3.17)
and so the gain K is given by:
K= 4e2t _le t -t3 3 4 (3.18)
The response (determined numerically) of this modified system is shown in Fig-
ure (3.3). Clearly the system has been stabilized.
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(3.15)
Furthermore, Figure (3.4) shows po (eqn. 3.17) versus the marginal value po (eqn.
3.13) . The margin is positive (assuring stability) but is seen to be very small (almost
imperceptible) initially. After a short time (t 4) the margin has widened and the
response correspondingly decays. Hence the relative stability increases with time-and
so does the rate of decay.
RESPONSE
0.000 0.625 1.250 1.875 2.500 3.125
TIME
3.750 4.375 5.000
Figure 3.3: Response of the modified system: ii - + (e 2t - e-t + )y = 6(t)
For the sake of comparison, consider another choice of f(t),
superfunction (3.15) becomes:
namely f(t) = e2t. The
= e2t (1 + t)
P = e2 t(1+t)+14
1
==- K = e2t(l + t) + - t4 (3.19)
The corresponding response is contained in Figure (3.5). Clearly the decay is more
rapid than before. The margin between po and po is shown in Figure (3.6). Here the
margin grows more rapidly with time, suggesting that the relative stability is enhanced
accordingly. This is supported by the observed response. Obviously this response is
more desirable but the cost is high - the gains are very large.
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The above example has demonstrated how the stability inequality can be used to
design an LTV control system, and how the choice of superfunction can affect the relative
stability. The example was made simple by having a constant P1 term. In general, this
may not be the case, and the design problem is more tricky.
Now consider the stability inequality associated with case(b) mentioned on page 31.
It will be seen that the analysis is more complicated than for case(a) because the stability
inequality is more complex.
Case(b): Non-canonical 2nd order Systems with wo < 0
This class of 2nd order systems is characterized by large 'damping' and low 'spring
stiffness' (such that wo = po - P - EL < .) The appropriate stability inequality is4 2
given by:
to < -2plwo- 4(-wo)3/2 and wo < 0 (3.20)
The corresponding differential equation is:
t = -2plu - 4(-u)/2; u(O) = uo (3.21)
Substituting z = -u gives:
i = -2plz + 4z3/2 (3.22)
This is a Bernoulli equation (see ref. [41) which has the following exact solution (with
u = -Z):
exp [-2 ft pld+]
{C+2ftexp [-fRpid] d+1}
C determined from u(O) = uo (3.23)
For any non-trivial P1, this is exceedingly cumbersome and numerical evaluation is
necessary. As before, u can be written in terms of the marginal coefficient function
values po,p :
* Pi Pi =PO 4 2
exp [-2 t pad+]
C + 2 t exp [- pd] d}
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U =
(3.24)
In order to solve the stability inequality, we need to determine a subfunction of u.
Using the same technique as in case(a), introduce a positive function f(t) on the RHS.
This yields the following ODE:
V = -2plv - 4(-v)S/2 - f(t); f(t) > 0 Vt (3.25)
This is a Ricatti equation (see ref.[4]) and no analytical solution exists for general
f(t). Hence numerical methods must be employed. This makes the task of designing a
control systems more awkward for this class of systems, although the underlying ideas
are simple.
Let us now consider common types of compensation and formulate the gain calcu-
lation algorithms by solving the 'stability inequalities'.
3.1.2 Gain Algorithms for Simple Control Systems
Only the following types of compensation will be considered:
1. Position feedback
2. Rate feedback
3. Position and Rate feedback
Integral feedback will not be considered because this would raise the order of the system
to three, and this is beyond the scope of the present analysis. For convenience, consider
only case (a) problems ((w",p5" 9) > 0) since the methods of analysis are identical for
both cases but the mathematical details of case (b) problems are more cumbersome.
Note that the superscript 'aug' denotes augmented system parameters.
Let us develop the gain calculation algorithm for a general compensation configura-
tion (position and rate feedback) then specialize to the simpler cases.
Gain Algorithms
The block diagram for the general case of position and rate feedback is shown in Fig-
ure (3.7). The corresponding differential equation is given by:
{} + pi"Y + PO"y = 0 (3.26)
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p6' = po+ Ko;
Pj1g = Pl+ K1;
Ko is the (time varying) position gain
K 1 is the (time varying) rate gain
Po,P = unaugmented system coefficients
The equivalent-canonical-coefficient, w' g is given by:
Wa11
w0
= Pool _ P 1
4 2
(P1+ K")0 l + K 1)
= (Po+ Ko)- ( (4 2 (3.27)
and it is assumed that K0, K 1 are chosen such that wo'9 > 0 (augmented system is
type (a)).
The appropriate 'stability inequality'
given by:
tbas > -2pal to' Wug
11 119
from the GMS-stability Criteria on page 28 is
(where (p"'o, wo"U) > 0) (3.28)
and so the gains should satisfy:
*ko+(P + K1)(k1 + k )
2 2 4 2
(3.29)
This is a non-linear, 2nd order differential inequality with two independent variables
Ko, K 1 and there are no unique solutions. There is considerable flexibility in the choice
of the gains, and it is suggested that K 1 is chosen first, which would then yield a simple
1st order differential inequality for K.
Note that if the gains are chosen to be constant, they should be chosen such that:
(pI + K o + ko 0 (P1+K)P -2 (pl + K1)2 2 (Po +K) - (P1 + K1 )2 _pl
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where:
(3.30)
for all time.
If the unaugmented system parameters po, Pl, o, l, l, are known then K0 , K 1 can
be determined easily.
Now the general variable gain case can be simplified as follows:
(1) Position Feedback
In this case, K1 = 0 and the following relations hold:
P;U = po+Ko
Pi = P1
wO = wo+Ko (3.31)
and the stability inequality becomes:
(tb;o' + ko) > -2 pl (wo + Ko) (3.32)
which can be rearranged into:
Ko + 2plKo > -(to + 2plwo) (3.33)
This is a simple first order differential inequality in Ko.
gain is given by:
The marginal value of the
k o + 2plKo* = -(tbo + 2plwo) (3.34)
which can be solved (analytically or numerically) if po, pl, wo are known.
The values of K* give an initial idea as to what the required gain history will be. To
actually determine the gain, one needs to find a superfunction of KO* and the simplest
one results from:
Ko + 2plKo = -(tbo + 2plwo) + some positive constant
and Ko(0) > 0 to satisfy wo"'(0) > wo(0) (3.35)
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This ODE can easily be solved for Ko. Note that the larger the value of the con-
stant on the right hand side, the greater the degree of 'relative stability'. Qualitative
evaluation of relative stability based on this premise will not be developed at this point
in time, though the procedure should not be too complicated.
(2) Rate Feedback
Rate feedback alone would not be very common but it serves as a good example.
In this example, Ko = 0 and the following relations hold:
p;U = PO
P1 = P1+ K1
ang
w 0
Wo- 2p1K1+ K12 +k1]
4 2
(3.36)
The stability inequality becomes (from equation (3.29)):
(pl+ K)(Pl+k 1 ) (Pl -K1) >-2(p+ )[P (Pli+ K 1)2
P+ 2 2 4
(p1i + K1)
2
(3.37)
This is generally complicated, and simplifying assumptions should be made to render
the condition manageable. For example, K1 could be made constant and the stability
inequality becomes (after some algebra):
K13 + 3pK12 + ( + 2p2 - 4wo)Ki < (wo + 2plwo)I I 1y Y -rgrl -u TulU (3.38)
(3) Position and Rate Feedback
This brings us back to the full-blown generalization with the complicated stability in-
equality (3.29). The simplest approach would be to set K 1 equal to a constant (limited
by the maximum allowable from practical constraints) which effectively reduces the
problem to a simple 1st order differential inequality for Ko.
41
Discussion of Results
In any realistic situation, these stability inequalities would be solved numerically because
the coefficients po, Pl would typically vary in a complicated manner (determined by the
physics of the problem.)
In any case, the above analysis demonstrates how variable gains can be determined
in a systematic manner to satisfy the GMS-stability criteria.
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I.UUU
x104
0.833
0.667
0.500
0.333
0.167
0.000
0.000
Po
0.625 1.250 1.875 2.500 3.125 3.750
TIME
4.375 5.000
Figure 3.4: Coefficient plots: po = e2t - - t + _ and p = e2t + 1
RESPONSE
0.000 0.625 1.250 1.875 2.500 3.125 3.750 4.375
TIME
5.000
Figure 3.5: Response of the modified system: - + (e2t(1 + t) + )y = 6(t)
43
r nr\n
1.
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0.
0.
0.
n.
0.000
Po
0.625 1.250 1.875 2.500 3.125 3.750 4.375
TIME
5.000
Figure 3.6: Coefficient plots: po = e2t(1 + t) + - and po = e2t + 
Figure 3.7: Block diagram for Position and Rate feedback
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Chapter 4
Longitudinal Stability of a Hypersonic
Re-entry Vehicle
There is considerable research activity in the field of hypersonic re-entry gliders
owing to the current interest in fully recoverable single-stage-to-orbit launchers. The
stability and control aspects require considerable attention particularly if the vehicle is
to be unmanned, whereby an autonomous flight control system represents a desirable
alternative to remote control.
The angle-of-attack dynamics of a re-entry glider can be modelled by a 2nd order
non-linear ordinary differential equation. Due to the non-linearity, there are no known
solutions. Nonetheless, many approximate solutions have been proposed, but these
pertain only to specialized trajectories. For example, Allen[2] demonstrated that during
the ballistic part of the entry when the deceleration is high, the aerodynamic forces
dominate over the gravitational forces (which can thus be neglected), and the short-
period angle-of-attack oscillations can be described in terms of Bessel functions. Etkin[6]
considered the opposite extreme of very shallow flight paths.
Vinh and Laitone[21], on the other hand, developed a unified 2nd order linear differ-
ential equation describing the angle-of-attack variations valid for all entry trajectories.
However, the coefficients in this equation are time-varying, and consequently no exact
solutions are available, although Vinh and Laitone derived approximate solutions for
two specific entry trajectories- a straight line ballistic entry for which approximate
solutions are in terms of Bessel functions, and a shallow gliding entry for which the
dynamics can be described by an inhomogeneous damped Mathieu equation.
Ramnath and Sinha[17] developed asymptotic solutions to Vinh and Laitones' uni-
fied equation using the GMS method. These solutions are valid for any trajectory, any
vehicle configuration, any atmosphere (Earth's or other) and have inherently simple
structures. Furthermore, the approximations have been shown to be accurate (enough
for engineering purposes) via a strict error analysis (see Ref.[17].)
The natural continuation from where Ramnath and Sinha left off, is to analyze the
stability of the re-entry vehicle, and to address the problem of controlling the angle-of-
attack.
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Consequently, this chapter deals with the stability of the uncontrolled vehicle (about
an arbitrarily prescribed trajectory) using the criteria developed in Chapter 2. Restric-
tion to the simplified ballistic trajectory through an isothermal atmosphere reveals that
our results reduce identically to those of Vinh and Laitone.
Having analyzed the stability of the uncontrolled vehicle, Chapter 5 addresses the
question of controlling the angle-of-attack. The Space Shuttle is used as a model vehicle,
with longitudinal control provided by a simple flap driven with position feedback.
Let us start with the equations of motion of the re-entry vehicle.
4.1 Longitudinal Equations of Motion
Following Vinh and Laitone[21], the motion of a non-rolling, lifting vehicle in a
resisting medium and subject to the gravity force of a non- rotating spherical planet (see
Figure (4.1)), can be described by the following linear 2nd order differential equation: 1
a + pl(t)& + po(t)a = f(t) (4.1)
where:
Pi(t) = [Cr. - (CM + CMq)]
=
(4.2a)
Lp
() [CM + CMCLa]
- [m. + 8cmcr,.
- 2 (V) [c,,cL,. + Cc,,T]
f(t) = 2 () [CDTCLT +CMCL] +6 Los7 [CDT - oCM]
3g 3in(+ 2g9
2r TV / gsln'cos7
xall symbols defined under 'Nomenclature' at the begining of the thesis (see page 10).
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po(t)
+ -grcos2( + at) - 6 cos' CD,
r L~~
(4.2b)
- ' C,.Lp
where
6 pSL
2m
hI - I.
Iv
mL2a=I
Iy
SPHERICAl
NON-ROTA
PLANET
(4.2c)
(4.3)
(4.4)
(4.5)
GHT PATH ANGLE
gative for descent)
'CH ANGLE
Figure 4.1: Axes notation for re-entry model
Equation (4.1) has been linearized by assuming that the c.g. of the vehicle follows a
nominal trajectory along which it is in a 'trimmed state' (zero nett moment about the
c.g.). Hence the dependent variable in equation (4.1) is the perturbation angle-of-attack,
a measured relative to the trajectory-specified angle-of-attack, aeT. The prescribed
trajectory may be chosen on a basis of 'minimum- thermal-protection weight' or to obey
some optimum guidance law etc. The assumption is made that the prescribed trajectory
parameters will influence the perturbation dynamics, but the perturbation dynamics-if
stable-will not affect the prescribed trajectory2 . Mathematically, this means that the
coefficients po, Pi will be trajectory dependent but unaffected by a (hence the equation
is linear.)
..* the so called 'limited problem'
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The independent variable in equation (4.1) is time (t). It is convenient to transform
to 'non-dimensional distance travelled by the c.g.' () as the independent variable.
Using the transformation:
L = characteristic length (e.g. chord length)
where C thus represents the distance travelled by the
length), the differential equation becomes:
po()
f( )
3g L 2 3 g IL\2
- -V I sin 2(7 +aT) - -2r - 9 sin 2y2r V2r V V
- 6'CLT
where '' denotes differentiation with respect to C.
(4.6)
c.g.(scaled by the characteristic
(4.7)
(4.8a)
(4.8b)
(4.8c)
Equation (4.7) is the unified differential equation of Vinh and Laitone[21].
This is a 2nd order LTV system with slowly varying coefficients. There is no known
exact solution, but the GMS method yields good approximations.
48
1= V
where:
2 ar dad2 + pl() e + po(C)a = f(C)
VI
= V+8[Co-, (CM, +CM,)1V
= 6'CL, - 68 [CM,, + 8CMC,]
+ 9 () cos2(7 + aT) - g -COSTCD.
- 62 [CDCL + CDaCT]
= 62 [CDTCT + CqCLT] + 6 COS [CDT -CMJ]
4.2 GMS Solution of the Angle-of-attack Equation
Consider the homogeneous equation obtained by dropping the f(e) term from (4.7),
whence the differential equation becomes:
d2a dod + pi() + P p() = 0 (4.9)
and the GMS formulation[15][17] can be used to describe the response. The solution
to the non-homogeneous equation can be approximated via the method of 'variation of
parameters' [4] using the approximate homogeneous solutions. Ramnath and Sinha[17]
have demonstrated this successfully. In any case, typical orders of magnitude of terms
in f are of 0(10 - 4) which are subdominant compared to the terms on the left hand
side of the equation which are typically of 0(1), hence the terms in f can effectively be
neglected. The only cases when f could be significant is when it is of the same functional
form as the homogeneous solutions (thus causing resonance) or when the planetary
atmosphere is significantly denser than that of the Earth. Under these circumstances,
variation of parameters should be used to include the forced response term.
Using equations (2.10 and 2.12), the angle-of-attack variations can be approximated
by the following expressions, depending on whether the dynamics are non-oscillatory or
oscillatory:
Non-oscillatory Dynamics:
a I D 1exp - 2d+] {C1 exp[R()]J + C2 exp[-R(e)]) (4.10)
where
1 f Il + p.
R(C)= 2 o- I/2d (4.11)
and D p - 4po > 0 (for non-oscillatory response)
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Oscillatory Dynamics:
c,,,lV- 4 exp - d {C cosfl()+C 2 sinF2(C)} (4.12)
where
1j/EIDI - p:
n() = o D- d* (4.13)
when D < 0 (for oscillatory response).
These equations (4.10-4.13) essentially summarize the work of Ramnath and Sinha[17].
In both cases, the independent variable can be changed from e to time (t), in which
case expressions (4.2a-4.2c) for po, Pl should be used (in place of expressions (4.8a-4.8c).)
The expressions for a are valid for any vehicle configuration and any trajectory. All
that is required is sufficient information to allow the coefficients po, pi to be evaluated.
It is mathematically feasible that the angle-of-attack dynamics are entirely oscilla-
tory or entirely non-oscillatory. Furthermore, a turning point may occur such that the
dynamics change from oscillatory to non-oscillatory (or vice versa) somewhere along
the trajectory. This is unlikely to affect the stability and will not be considered further
(although there are possible implications in control system design.)
4.3 Stability Analysis for Arbitrary Trajectories
The angle-of-attack dynamics have been modelled by a non-canonical second order
homogeneous system (equation (4.9)). For typical re-entry vehicles (re-entry cone, Space
Shuttle etc.) the dynamics will be oscillatory (p: - 4po < 0) and the equivalent canonical
coefficient (wo defined in Chapter 2) will typically be positive.
Under these circumstances, the results of Chapter 2 reveal the appropriate GMS-
stability criterion to be:
* Po, P should satisfy:
two > -2plwo (where (po, wo) > 0) and wo = po - -
where Po, Pi, wo are given by:
pl(t) =6 L [C - a (Cm, + CM,)]
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po(t)= 6 L-Ca - ( L) [CM + CMCL]Lp
+ -os 2( + aT) - 6 cos, CD
6(-62) [CDTCL- + CD.CLT]
2
o(t) = Po- 2 (4.14)
4 2
Note that the above condition has been stated with time (t) as the independent variable.
By substituting 'I' for '' in the derivative terms, and using the appropriate p, pl,wo
expressions, the results are valid for as the independent variable.
If the aerodynamic and trajectory parameters are known, the coefficients p, pl, wo
can be determined, and the above criterion can be used to assess the GMS-stability.
Furthermore, by replacing the inequality operators ('>' or '<') by '=', the resulting
equations can be solved to yield the 'critical time' or 'critical position on flight path'
which correspond to the instance where the GMS response is no longer positively de-
caying. Mathematically this is tantamount to saying that the critical point occurs when
the following equality is satisfied:
wo = -2plwo where pl,wo defined above (4.15)
If the trajectory profile is known in advance then the altitude (and density etc.) can
be expressed in terms of time t and the equality will yield the critical altitude for any
trajectory and vehicle configuration. The Po, pi variations will generally be complicated
and the above equation would require solution via numerical iteration. Nonetheless, the
result is versatile.
This concludes the discussion of stability for arbitrary trajectories. The analysis has
been approximate owing to the dependancy on GMS-based stability criteria. However,
it will now be demonstrated how the results reduce to the exact criteria when applied
to a vehicle descending along a straight-line ballistic re-entry trajectory. Vinh and
Laitone[21] obtained approximate solutions in terms of Bessel functions. It will be
shown that the GMS results reduce identically to these, with the advantage of being
composed of simply calculable elementary transcendental functions.
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4.4 Example: Straight-line Ballistic Re-entry Trajectory
For a straight-line ballistic re-entry trajectory, the following assumptions can be
made (see Ref.[21]):
* Flight path angle y = T = constant, 'yo E [-30 °, - 80 ° ] (negative for descent)
* Flight path angle is high enough such that the descent is ballistic, the lift can be
neglected, and the drag is independent of ca. i.e. CL, CD 0.
* The atmosphere is isothermal. This is a good model of Earth's stratosphere where
the main portion of the re-entry occurs.
* gL << V2 and 3gvL2 < r. Both are justified by considering the typical orders of
magnitude.
Under these assumptions, the following simplifications can be made on the equations
of motion.
4.4.1 Equations of Motion Pertaining to a Ballistic Trajectory
Following Vinh and Laitone[21], the 'X-force' equation in terms of C is given by:
V gL .
= -SCD - - sinYV V2 (4.16)
Under the above assumptions, this simplifies to:
- -CTV (4.17)
-Assuming the stratosphere is isothermal, density variations with altitude (h) can be
expressed as follows, based on the International Standard Atmosphere (I.S.A.)[18]:
p Ce-nh where C ; 2kg/m3
fi3 1.6 x 10- 4 (based on I.S.A.) (4.18)
To proceed further, the altitude h must be expressed in terms of . This is a simple
matter since the flight path angle (0o) is constant and the following relationship holds:
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where ho = initial altitude
Using expression (4.6) for , h becomes:
h = ho + L sin Jo * o and -o0 < 0 for descent. (4.20)
Substituting this into the density relationship (4.18) yields:
p = poeAE with constants po = Ce-ho°; A = -L sin yro (4.21)
For convenience, introduce the constant 60 = poSL such that 6 can be written as:2m
6 = 8oe A (4.22)
Based on the typical orders-of-magnitude of parameters associated with a conven-
tional configuration, the constant 60 will be of 0(10 - 9) in the Earth's stratosphere.
Incorporating the above simplifications in the a-equation (4.7)
forcing term yields:
and neglecting the
de + 0eA d + (9260 + oe93 2e2A )o Od2 d~ (4.23)
where
91 = [CL, CD - (CM, + CM)]
92 = - [L sin oCL,a + CM,]
93 = -CLo [CD, + aCM]
(4.24a)
(4.24b)
(4.24c)
The coefficient functions Po,P1 are therefore given by:
P = g16OeAt
Po = 928oeAt + g93o2e2AC (4.25)
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nh,=liv~in-ioa (4.19)
4P sin yom
91 SC · 1
2mp 2 L sin 2 'o
92 = S k2
93 = ( 2mp sin '0 ) 2
Table 4.1: Conversion from gl, 92, 93 to kl, k2, k3 as used by Vinh and Laitone
The next assumption to be made is that 91, g2, g3 are constant along the trajectory.
This is tantamount to saying that the stability derivatives and drag coefficient are
constant. This is a reasonable assumption for hypersonic flight at a low angle-of-attack
(see Ref [20].)
Now, for the sake of making comparisons with the results of Vinh and Laitone,
Table 4. 1 contains the conversions from 91, 92, g3 to the constants kl, k2 , k3 which appear
in their paper[21].
Having developed the simplified a-equation (4.23), the GMS-stability analysis can
be carried out. The dynamics will typically be oscillatory, but in the unlikely event
that a turning point is encountered, the altitude at which this would occur (denoted
htp) can be determined simply by solving the D = p2 _ 4po = 0 equation for ~. This is
demonstrated as follows.
Determination of htp for an Unconventional Vehicle
Solving D = p2 - 4po = 0 for ~, using equations (4.25) yields:
=tp =-A Is n0 ( 924 ) (4.26)
Using equation (4.20), htp is given by:
htp = ho + L sin o0 tp = ! In [ 493) (4.27)P 8m 9g2
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Note that htp only exists if the argument of the logarithm is greater than unity. This
could only be true for unconventional configurations, and even then htp would be very
close to ground level.
Let us now turn to the subject of stability for a conventional vehicle.
GMS-stability Analysis for a Conventional Vehicle
Assuming that the ca-dynamics will be purely oscillatory and the GMS description is
valid, assessment of the stability of the vehicle can be approached using the GMS-
stability criteria stated on page 50. Consequently, the a-dynamics will be GMS-stable
if the following condition is satisfied:
o > -2pl
wo
where
P2 1Pw0= Pi - Pi >04 2
Substituting po, Pl from equations (4.25) yields:
wo = 602e2Af [93 2] + [9- A Ag3 -+ SeA 2 i]
4 2
Differentiating with respect to yields:
Wo= 2A8e [3 - + A8e [2 - 291
Therefore w- > -2pl is given by (with some algebra):WO
w > A 1 +
wo 
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(4.28)
Now, from order-of-magnitude arguments gl,g2,gs3 are all of 0(1) and the term
5oeAe ranges from very small ( 0) to very large (0(109)) as the descent proceeds.
Infact if the vehicle starts at an altitude of 120km say, then 60eAt will be of 0(10) by
the time the altitude drops to 50km. With this in mind, it is entirely reasonable to
make the following simplification:
2- /
93 - 4
1
6oeAF
and is approximated by:
W 2A
wo
Now, the GMS-stability criterion therefore becomes:
wO >-2p A> -60gleAC
wo
(4.29)
(4.30)
Recalling that A = -BLsin'0 which is positive for descending flight, the GMS-
stability condition (4.30) will certainly be satisfied if g9 > 0. From equation (4.24a) this
is equivalent to saying that:
91 = [CL. - CDT - 0 (CMa + CMq)] > 0 for stability (4.31)
The above condition is sufficient to ensure GMS-stability. In the event that the
condition is violated (i.e. gl < 0), the oscillations will be GMS-stable at least down to
a critical altitude (hrit) below which an instability may occur. This critical altitude is
determined by treating condition (4.30) as an equality and solving for C.
Determination of Critical Altitude
From condition (4.30), (crit must satisfy:
WO = - 2plwo=ecit
-60gleAfc' it = A and g9 <0
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Grit = In -
=4 hcrit = ln (2 vSC~g ) (using eqns. (4.20-4.22)) (4.32)h - n 2m so
The turning point and stability results pertaining to the ballistic trajectory can be
summarized as follows:
* A re-entry vehicle descending along a near-ballistic straight-line trajectory may
exhibit a turning point (oscillatory to non-oscillatory) at the altitude htp below
which stability cannot be assured. htp is given by:
hip = ho + Lsinyo tp= ln [S * (g-4ga)] where 91g 2,93 are given by:
91 = [C,, - CDT - (CM,, + CMq)]
92: = - [iL sin -oCLa + CM,,]
93 = CL. [CDT + OTCM,]
* A re-entry vehicle descending along a near-ballistic straight-line trajectory will
exhibit GMS-stable (uniform decay of GMS approximate response) angle-of-attack
oscillations if the following condition holds:
91 = [CL,, - CDT - (CM,, + CM,)] > 0
Should this be violated, then the oscillations may become unstable. The altitude
at; which this would occur is given by:
hrit= , n (2 sn *91)
For the sake of comparison, Vinh and Laitone obatined the following expressions for
htp and hrit:
hp = ln [ (k I- k )] assuming kl > k2
* h,rit = ln(2k)
which are identical to our results (on conversion from gl, 92, g3 to kl, k2, k3 using the
relationships listed in Table 4.1).
This completes the ballistic trajectory example.
4.5 Comments on the GMS Analysis of the a-dynamics
The advantages of the GMS approach are clear. The GMS-stability criteria are
applicable to a general vehicle descending along an arbitrary trajectory. All that is
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required is sufficient information on the vehicle, the trajectory, and the re-entry envi-
ronment in order that the coefficient functions Po,pl can be determined. Then it is a
simple matter of substituting these into the generalized expressions thus yielding an
accurate description of the a-dynamics for the given trajectory. It should be stressed
that validity of the GMS approximate solution is a pre-requisite for application of the
results.
The parameters corresponding to a practical re-entry trajectory will vary in a com-
plicated manner (compared to the straight-line ballistic trajectory example) and it may
not be possible to develop an accurate mathematical model of these variations. However,
owing to the inherent simplicity of the GMS solution structure, numerical implemen-
tation is easy. This opens the door to the possibility of an on-board computer which
calculates control gains (real- time) using the GMS-stability criteria.
On this note, attention will now be focused on the implementation of a time-varying
control system for the hypersonic re-entry vehicle.
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Chapter 5
Longitudinal Control of a Hypersonic Re-entry
Vehicle
This chapter demonstrates how the GMS approach can be used to develop a time-
varying control system in a flight control application. The system under consideration
is a Space Shuttle type vehicle descending towards Earth along a typical Shuttle re-
entry trajectory. Analysis will pertain to an idealised mathematical model of the Space
Shuttle, with trajectory parameters extrapolated from actual flight data of the SSV
049 vehicle[17]. During most of the re-entry the Space Shuttle is longitudinally stable.
However, there are regimes where it is statically unstable and artificial stability augmen-
tation is required (see Ref. [31). The aim here is to use the GMS approach to devise a
control law which provides stability augmentation to the model vehicle during a portion
of the re-entry where it is inherently unstable. Longitudinal control will be provided
by a large body flap driven by position (a) feedback. The body flap also serves as the
trim device. This is a simplification on the actual Shuttle design which uses the body
flap for trim purposes only, and incorporates wing mounted elevons to provide control
moments. Since the Shuttle re-entry trajectory is complicated, numerical simulation is
used to implement the controller and study the response.
5.1 Longitudinal Stability Augmentation Example
The first step in the analysis is to define the vehicle configuration, trajectory char-
acteristics, and aerodynamic characteristics.
5.1.1 Development of Mathematical Model
Vehicle Characteristics
As mentioned above, the vehicle model is based on the Space Shuttle. The physical
characteristics are illustrated in Fig (5.1). The inertial and geometric data is contained
in Table (5.1).
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(Shuttle Orbiter shown in dotted lines)
Figure 5.1: Vehicle physical characteristics
The body flap has been enlarged (compared to that of the actual shuttle) to account
for the omission of wing-mounted elevons.
Trajectory Parameters
The simulated trajectory is based on the actual trajectory of the SSV 049 vehicle
which has been designed to minimize the thermal- protection-system-weight (TPS)[10].
The re-entry environment (Earth's stratosphere) is assumed isothermal and the I.S.A.
model[18] is used to yield density and static pressure variations. The entry starts at
the fringe of the atmosphere (120km) at around Mach 27, and is assumed to termi-
nate at about 30km (Mach 3) afterwhich the vehicle initiates its approach procedure
(following a short deceleration to subsonic speeds).
Figures (5.2)-(5.8) show the variations of altitude h, trim-angle-of-attack CiT, velocity
V, flight path angle y, Mach Number Ma, dynamic pressure pV 2, and density p with
the non-dimensional-distance-travelled variable (). Figure (5.9) shows the non-linear
relationship between and real time t. All this data was extracted from Ref.[17]
Aerodynamic Characteristics
In order to simplify the mathematical model, Newtonian Impact Theory [20] has been
used to predict the aerodynamic characteristics of the vehicle. Although this is a techni-
cally crude approach (due to its inherent simplicity), the results are remarkably close to
experimental data derived from wind tunnel testing and actual flight measurements[3].
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Figure 5.2: SSV 049 Trajectory: Altitude variation (m)
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Figure 5.3: SSV 049 Trajectory: cT, variation (deg.)
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Figure 5.4: SSV 049 Trajectory: -y variation (deg.)
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Figure 5.5: SSV 049 Trajectory: Velocity variation (m/s)
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Figure 5.6: SSV 049 Trajectory: Mach Number variation
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Figure 5.7: SSV 049 Trajectory: Dynamic Pressure variation (Nm - 2)
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Figure 5.8: SSV 049 Trajectory: Density variation (kgm - 3 )
1.
1.
1.
t (sec.) 1.
0.
0.
0.
0.000
Fi
0.363 0.725 1.087 1.450 1.813 2.175 2.537 2.900 x
gure 5.9: SSV 049 Trajectory: Time(sec.) versus 
10o
64
qr rrrr
Table 5.1: Vehicle inertial and geometric data
The 'aerodynamic model' of the vehicle consists of three components (illustrated in
Fig (5.10)):
1. Conical nose cone,
2. Flat plate delta wing,
3. Rectangular flat plate body flap.
The physical dimensions of these components are listed in Table (5.2). Newtonian Im-
pact Theory[20] has been used to predict the lift, drag, and pitching moment coefficients
for each component. From these, the associated stability derivatives are determined.
Under this theory, the aerodynamic forces vary non-linearly with angle-of-attack and
flap-deflection-angle. Linearizing about the trim state yields stability derivatives which
vary with the trimmed trajectory parameters aT (angle-of-attack at trim) and 6T (flap
angle required to trim the vehicle).
The stability derivatives pertaining to the nose cone have been neglected since they
are subdominant to those pertaining to the wing and flap. It has also been assumed
that the fuselage lies within the 'aerodynamic shadow' of the low-mounted wing such
that the body lift and drag can be neglected. This assumption becomes increasingly
more valid for higher Mach Numbers.
The centre of pressure of the wing is assumed to lie at 0.66 x L which is forward of
the c.g. position (0.77 x L). This is a physically realizable situation and the effect is
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Quantity Value
Vehicle Length, Lu 33m
Characteristic Length, L 30m
Fuselage Diameter, fd 5m
Mean Chord, c 10m
Wing Span, b 20m
Wing Area, S 250m2
Body Flap Area, SF 80m2
Vehicle Mass, m 75000kg
Ix 77500000kgm 2
Iy 67500000kgm 2
Is 10000000kgm 2
~Z~II~~~~~ 1
O' = 1
c.g. position, Xcg 0.7 x L,
3.
1. NC 
2. DELTA WING
3. BODY FLAP
+ CENTRES OF PRESSURE
Figure 5.10: 'Aerodynamic model' of vehicle
to make the vehicle statically unstable at the start of the re-entry (CM, > 0). As the
descent proceeds, the angle-of-attack and flap-angle-to-trim vary such that eventually
the contribution of CM, from the flap dominates the contribution from the wing and
the vehicle becomes statically stable (C,. < 0). It is during this initial regime of static
instability that the angle-of- attack must be actively controlled.
Substitution of the trim angles car, 56T into the Newtonian Impact equations yields
the aerodynamic coefficient and stability derivative variations. The CM0 and C,q
derivatives are assumed constant and equal to -0.001. This is a valid assumption
because the tail volume is relatively small (see Ref. [5j) Figures (5.11)-(5.16) contain
the variations in flap-angle-to-trim 6 FT, lift coefficient CL, drag coefficient CD, and the
stability derivatives CL,, CD, and CM,, with the non-dimensional distance variable
(I). All quantities have been calculated using Newtonian Impact Theory applied to the
simple aerodynamic model.
5.1.2 Dynamics of Unaugmented System
Substitution of the relevant trajectory parameters and aerodynamic data into the
equations (4.8b) and (4.8a) yields values for the variable coefficients po(C), Pl(). These
are plotted in Figures (5.17) and (5.18). The plots are not smooth because the extrap-
olated trajectory data is not continuous, and the numerical differentiation process (for
calculating V' etc.) is not smooth. Such discontinuities may have important implica-
tions in real applications but will be ignored in this simulation. The fact that P is
initially negative (during the regime e = 0 to 1.3 x 105) reflects that CM, is positive
and the vehicle is statically unstable during the first stage of the descent. Consequently
the angle-of-attack should be divergent following an initial disturbance. This is sup-
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Figure 5.11: SFT variation (deg.)
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Figure 5.12: CL variation
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Figure 5.13: CDT variation
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Figure 5.14: C variation
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Figure 5.15: CD, variation
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Figure 5.16: CM, variation
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Figure 5.17: po(E) variation
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Figure 5.18: Pl(C) variation
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Figure 5.19: Response of unaugmented system
ported by the results of the numerical simulation' illustrated in Figure (5.19) which
corresponds to an initial offset (disturbance) of 1 from the trim angle-of-attack. The
task at hand is to stabilize this system using angle-of-attack feedback.
5.1.3 Stability Augmentation using the GMS Approach
Consider a simple control system which incorporates a-position feedback to drive
the body flap during the unstable phase.
Position Feedback Control
The body flap is the must be deflected from the angle-to-trim FT to provide the longi-
tudinal correcting moments. The block diagram for a simple position feedback system
is shown in Figure (5.20). Denoting the flap control deflection angle by 6,,, then the
position feedback control law is given by:
(5.1)6rF = K, -a
'Numerical solution obtained via the 4th order Runge-Kutta method (see Ref.[7])
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r re no
+Figure 5.20: Block diagram of simple position feedback control system
where a is the perturbation angle-of-attack and K, is the control gain (which will
be time-varying).
Note that the total flap angle , is given by:
= 6xT + Pc (5.2)
and this cannot exceed the theoretical maximum deflection of ±90. The practical
limits will be less, typically around ±600.
The effect of a-position feedback is to augment the CMa derivative. Denoting aug-
mented system properties with the superscript 'aug', the modified CM, can be written
as follows:
CM,9 = cM,, + K Cm,6 (5.3)
where CM6 is the 'pitching-moment-due-to-flap-deflection' stability derivative which
can be approximated by the following expression resulting from Newtonian Impact The-
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ory (see Ref.[20]):
CM 6
_ aCM=
6IF=6FT
= -(moment arm x 14 sin(aT + FT) COS(aT + SFT) I (5.4)
Replacing CMa by CFug in the equations of motion (4.7), the aerodynamic spring
coefficient (po(C)) becomes:
pO 1(C) = po - C,6, Ks (5.5)
where po is the unaugmented value.
The control gain K, will now be determined using the GMS theory.
Determination of Gain Ka(()
To reduce computational complexity, assume from the outset that the gain will be
chosen such that the 'equivalent-canonical-coefficient' (wo) of the augmented system will
be positive. Under this assumption, the appropriate GMS-stability inequality becomes
(from equation (4.3)):
dweu -2pgd~ > -2PVg' w° (where (pr"',w"g) > 0) (5.6)
and:
ug _ atg -P d p,
Wo PO 4 2 (5.7)
Note that in this example pUg = P1 since there is no rate feedback.
Using the results of Chapters 2 and 3, the solution of this inequality (5.6) requires
determination of a superfunction. A simple solution is w ug which satisfies the following
differential equation:
de +2paugaug = arbitrary positive constant
with w'(0) wo(0) (initial condition)
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(5.8)
Choice of the constant on the right hand side will depend essentially on the upper
limit on the gain.
Solving this equation (5.9) yields w;og from which the gain Ka is simply determined:
wO = Ps - P - _ (from eqn. (5.7))4 2
£2.,, dp;"
=E P0- 8uCM6Ko = Wo 1+ + v
-oCmKa =w 4 + 2 (from eqn. (5.5))
-- Ka =- °K+ 4 +C2 (5.9)Kc, borc,, (5.9)
Equation (5.9) gives the gain required to stabilize the approximate GMS description
of the system response. Note that CM6 will be negative (except for very high flap angles)
and the gain Ka will typically be positive.
The 'degree of stability' is enhanced by increasing the value of the constant on the
right hand side of the wo"L1 differential equation (5.9), but this is limited by the maximum
gain available (which reflects the extent of the body flap control authority).
Dynamics of Augmented System
The controller was implemented numerically under the following initial conditions:
w "'(0) = wo(0) = 1 x 10-1 4 (5.10)
The right hand side of the wo"9 differential equation (5.9) was set equal to 1 x 10- 12
which ensured that the gain Ka would not exceed 100.
The computed gain history (Ka(e))and the corresponding control flap deflection
angle (6e,(p)) are plotted in Figures (5.21) and (5.22). Note that when the system
becomes inherently stable, the augmentation is shut off (i.e. K, = 0 for > 1.3 x 105.)
The numerical response of the augmented system following an initial offset of 1°
from trim is shown in Figure (5.23). Clearly the system has been stabilized.
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Figure 5.21: Gain variation (Ks(C))
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Figure 5.22: Control flap angle variation (F())
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Figure 5.23: Response of augmented system
With reference to Figure (5.9), it can be deduced that the maximum 'instantaneous
frequency' of the oscillations is around 0.02 hertz. Hence it is not necessary to add rate
feedback which would have the effect of enhancing the the damping and reducing the
'instantaneous frequency' (see equation (4.13) for justification.)
5.2 Comments on the GMS-based Control Design
The above example has successfully demonstrated the application of the GMS time-
varying control system design.
However, the practical limitations of this example are very important. In order to
calculate the gains, information on the trajectory and the vehicle dynamics must be
provided continuously. This was easy using a mathematical model of the vehicle dy-
namics (and aerodynamics ) and predetermined trajectory parameters. In a practical
situation involving an on-board computer to calculate the gains, there will be significant
difficulties associated with accurate real-time determination of the trajectory and dy-
namics information. The next chapter discusses the practical considerations associated
with actual implementation of time-varying flight control systems. The discussion is
qualitative and general, pertaining to any flight control scenarios involving real-time
flight data acqusition.
767-
Table 5.2: 'Aerodynamic Model' geometric data
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Quantity Value
Characteristic Length, L 30m
Nose Cone Length, Ln 9m
Nose Cone half-angle, 6c, 160
Nose Cone Base Diameter, fd 5m
Delta Wing Area, S 250m2
Wing Span, b 20m
Mean Chord, c 12.5m
Chord at centreline, cl 25m
Body Flap Length, LF 4m
Body Flap Area, SF 80m2
Centres of Pressure:
Nose Cone XCPn = 0.67 x L,, (from nose)
Delta Wing XCP,,, = 0.66 x L (from nose)
Body Flap XCPF = 0.5 x LF + L (from nose)
Chapter 6
Practicalities Associated with Variable Gain
Flight Control Systems
The simplified example of the previous chapter illustrates how a time-varying control
system may be devised using the GMS theory. The results from numerical simulation
are promising.
Although the development of the theory has been general, application to flight con-
trol systems has been the underlying motivation. In particular, the concept of a fully
autonomous controller is generating considerable research interest.
However, success of such systems in practice would depend on how accurately and
quickly the necessary information (for gain calculation) could be acquired and processed
by an on-board computer.
The aim of this chapter is two-fold:
1. Identify typical information requirements for input to the gain algorithms
2. Summarize some practical methods for on-line determination of the
quantities in (1).
The discussion will be qualitative and general, with the conclusions valid on a class of
flight control systems requiring real-time measurement of flight and atmospheric data
for use in the control algorithms - the hypersonic re-entry control problem being a
typical example.
6..1 Information Required for Gain Calculations
Guided by the hypersonic glider control example of the previous chapter, the infor-
mation which should be made available to the gain calculation algorithms for a general
flight control system falls into five basic categories (with some overlapping):
* Air Data Information
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* Kinematic Information
* Aerodynamic Forces Information
* Vehicle Configuration Information
* Vehicle Position and Attitude Information (relative to external reference frame)
Column 1 in Tables (6.1) to (6.5) contain typical variables in each category. These
lists are not exhaustive (each flight control system will have different information re-
quirements) but are rather intended to be representative of the general information
requirements.
Note that the vehicle position and attitude information is required primarily for guid-
ance purposes, but will invariably have implications in control due to guidance/control
interactions. The process of linking the control system with a real-time trajectory (via
a command interface) is an important aspect of autonomous system development, but
is beyond the scope of the present analysis. Refer to Alexander[l] for discussion of this.
Having identified the type of information required, the next step is to summarize
the practical methods of obtaining this information in real-time.
6..2 Information Acquisition Methods
Due to the lags associated with finite information retrieval and processing times,
it is practically impossible to provide continuous real-time data streams to the gain
calculation algorithms. Rather, it is more likely that the system would update the gains
every few seconds, with the 'update frequency' depending on the rate at which the
trajectory and environmental parameters are changing.
There are essentially three techniques available for practical on-line determination
of the information discussed above:
1. Use of pre-determined values.
2. Direct measurement via on-board sensors.
3. Indirect measurement/calculation using 'look-up' databases compiled from
analytical predictions and experimental/flight test results.
Furthermore, some of the measurements could be validated by cross-checking with track-
ing systems etc., but this would detract from the autonomous nature of the system.
All these techniques are subject to errors which must be tolerated by robust gain
calculation algorithms such that the controller provides good system response despite
erroneous information inputs. This aspect and the problem of lag in the information
processing cycle will have implications in the control system design. Recognizing that
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these factors are important will suffice at this stage - it is beyond the scope of this
discussion to approach these problems in a quantitative or analytical manner.
The process of mapping the information measurements to the information require-
ments, and ultimately to the gain calculations is illustrated in Figure (6.1.) Some prac-
tical methods of measurement of various relevant quantities are also listed in Column 2
of Tables (6.1) to (6.5). This information is derived from:
a) current techniques used in aircraft instrumentation and automatic control[19] (for
measurement of quantities used in conventional flight control systems e.g. altitude)
b) methods employed in actual Space Shuttle Flight Data measurement [3](for mea-
surements of quantities not common to conventional flight control systems but
which may be required by autonomous (self-contained) control systems e.g. free
stream air density.)
So it appears that the relevant data can be determined (at least approximately). The
quality of the information acquisition process will depend on the degree of sophistication
and ultimately there will be a compromise between cost and quality.
Having measured or calculated the necessary information, practical implementation
of a time-varying-gain calculation algorithm (such as the GMS-based algorithms of the
previous chapters) would typically require on-line numerical quadrature of the various
measured quantities. This would require finite computation times resulting in additional
system lag. Furthermore, errors in measurement would propagate and accumulate (with
time) under the quadrature process. These factors must be taken into account in the
design of the system - the main consequence being elevated hardware costs. There
will be additional hardware costs associated with practical implementation of variable
gain controls which would require programmable servos driven by the output from the
gain algorithms.
In conclusion it seems that an on-line time-varying flight control system is feasible
in practice. There will be logistical problems associated with rapid and accurate mea-
surement of the relevant flight and atmospheric data required to determine the gains.
The most likely result will be high development and hardware costs. With this in mind,
a completely autonomous systems is perhaps far-sighted. Considerable reduction in
system complexity and hardware requirements would result if the some of the on-board
workload were delegated to external processors.
80
Figure 6.1: Real-time gain calculation process
Quantity Methods of Measurement Comments
Incidence angles Direct measurement via See ref.[3]
(a, /) wind vanes or for discussion on Space
pressure tappings shuttle air data system
Atmospheric Direct measurement for Based on Shuttle
properties low speed flight or experience[3d
(p, P, T) 'look-up' tables for direct measurement is not
accurate for hypersonic
flight. Best to use look-up
tables such as I.S.A. models
corrected for local
metereological conditions
Air Speed (V) Direct measurement via Can be checked using inertial
pitot tube etc. platform and wind data
Mach Number Direct measurement via
(Ma) Mach Meter etc.
Table 6.1: Air Data Information and measurement techniques
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Quantity Methods of Measurement
Direction angles: Direct measurement via
(7 flight path angle) gyroscopes etc.
(X tracking angle)
Altitude (h) Direct measurement
via altimeter
Direct measurement
Climb/descent rate (h) via barometric means
or inertial platform
Table 6.2: Kinematic Information and measurement techniques
Table 6.3: Aerodynamic Forces Information and measurement techniques
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Quantity Methods of Measurement Comments
Aerodynamic force Calculations based on accelerations Used for Space
and moment coefficients (and angular rates) measured by Shuttle post flight analysis[3]
inertial platform
or by 'look-up' data using
(Ma, a,etc.) inputs. Data
derived from experimentation,
analysis, and accumulated flight
data.
Stability Derivatives Calculate from 'look-up' data Cannot be
derived from theory, experiment, measured by a
and accumulated flight data. practical
on-board system
Thrust coefficient Calculation from measurements
of base pressure (for rockets
and turbines etc) or by 'look-up'
data from engine performance
charts etc.
Quantity Methods of Measurement
Mass, Pre-determined. Only likely to
moments and products change in predicted manner
of inertia (e.g. fuel burn, variable payloads)
Control Deflections Direct measurement via control
servo transducers.
Table 6.4: Vehicle Configuration Information and measurement techniques
Quantity Methods of Measurement
Attitude Directly measurable from gyroscopes
(via Euler Angles etc.) and/or inertial platform
Position Calculated by integration
(w.r.t. external of accelerations via
frame) inertial platform
or external communication
Table 6.5: Position and Attitude Information and measurement techniques
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Chapter 7
Conclusions and Recommendations
7.1 Conclusions
7.1.1 General Conclusions
The objective of this work was to devise a control system design methodology for
2nd-order LTV systems using the GMS approximate description of the dynamics.
To this end, GMS-stability criteria were developed by considering the requirement
for uniform decay of the envelope of the GMS response. The resulting criteria are in
the from of differential inequalities involving the coefficient functions and their first
and second derivatives. Various simple examples have successfully demonstrated the
application of these criteria although rigorous proof of validity has not been presented.
It has also been shown how the 'solution' of these 'stability inequalities' (through 'super-
(sub-)functions) can be used to determine the variable gains required to stabilize the
system. The notion of relative stability is encompassed in the methodology - although
systematic quantitative evaluation of this requires further development.
The GMS-stability criteria and the associated gain calculation algorithms have been
combined in a modified 'trial-and-error' control system design procedure for LTV sys-
tems. Although basic and unrefined, this lays the foundation for the development of a
more elaborate control design procedure.
7.1.2 Limitations
The limitations of the approach must be recognized.
To start with, the analysis was based entirely on the assumption that the GMS
approximation is valid (which is true only for a class of slowly varying linear systems[15]),
and that the GMS-stability criteria are applicable to the exact response. There is as
yet no rigorous mathematical evidence to support the latter, and so, at best, the results
should only be used for preliminary design - at least until the stability predictions
have been mathematically validated (by comparison with exact boundedness theorems,
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for example.)
Furthermore, the entire control design process was based on the homogeneous (un-
forced) system. This represents only the transient behavior, whereas a complete control
design methodology would necessarily include investigation of forced responses (to de-
sirable and undesirable inputs.)
Finally, the practicalities associated with implementing controllers with continuously
varying gains are considerable - especially in flight control applications. In reality, the
parameters required for gain calculation would have to be measured or determined in
real-time. This introduces logistical problems in addition to the inevitable effects of lag
and error.
7.1.3 Conclusions Pertaining to the Hypersonic Re-entry Example
Using the aforementioned GMS-stability criteria, a method has been presented (4.14)
for the assessment of the longitudinal stability of an arbitrary vehicle descending along
an arbitrary re-entry trajectory. For the result to be of use, the trajectory parameters
(and their rates of change) must be specified in advance and substituted into a differ-
ential inequality. Solution of the corresponding first order differential equation can be
used to yield the critical altitude below which stability cannot be assured. In most
practical situations, numerical solution would be required due to the complexity of the
coefficient function variations.
Although the general stability criterion is approximate by nature, restriction to
the simplified straight-line ballistic trajectory through an isothermal atmosphere yields
identical stability predictions to those of Vinh and Laitone[211 (who reduced the system
to Whittaker's equation and used an exact boundedness criterion.)
Similarly, the simple longitudinal control example (Chapter 6) proved successful. A
single loop variable gain controller was developed (via the 'stability inequality' methods)
to actively control a Space Shuttle type vehicle along a portion of the trajectory on which
the vehicle is statically unstable.
Again, the practicalities associated with implementation of such a system must be
recognized. In general, a completely autonomous flight control system is perhaps far-
sighted considering the difficulties (and cost) associated with fast and accurate on-line
acquisition of the flight data and environmental data required for gain calculation.
Nonetheless, such a system is feasible.
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7.2 Recommendations for Future Work
The ultimate aim of this line of research would be to yield a complete, analytically-
based design methodology for the control of LTV systems. To this end, it is suggested
that the following aspects be addressed in more detail:
* Validation of the GMS-stability criteria by further mathematical analysis.
* Development of dynamic performance measures (such as relative stability etc.)
for time-varying systems. This is complicated by the fact that the response of
an LTV system to a given stimulus changes depending on when the stimulus is
applied.
* Refinement of time-varying gain algorithms by incorporating dynamic perfor-
mance specifications in addition to the basic stability requirement.
* More detailed investigation of practical implications such as the problems asso-
ciated with lags and errors (introduced in the gain calculation process) and the
ramnifications of discretizing the gain algorithms (for digital control formulation.)
This list is not exhaustive but is representative of the types of problems to be faced.
Furthermore, the LTV control design procedure could be enhanced by employing
optimal control methods based on 'Performance Indices (PI's)' constructed from the
GMS description of the response - although this would inevitably involve considerable
numerical analysis because the associated quadratures would, in general, have no closed
form solutions.
Finally, there is a need to properly justify the use of variable gain controllers by
highlighting the advantages over the established 'frozen' method.
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