Abstract. We consider nonlinear half-wave equations with focusing power-type nonlinearity
Introduction and Main Results
In this paper, we consider half-wave equations in arbitrary space dimensions with focusing power-type nonlinearity. The corresponding Cauchy problem with initial data in the Sobolev space H 1/2 (R d ) is given by (HW) i∂tu = √ −∆u − |u| p−1 u, u(0, x) = u0(x), u0 ∈ H 1/2 (R d ).
Here p > 1 is a real exponent that satisfies a suitable condition stated in (1.2) below. As usual, the operator √ −∆ denotes the square root of Laplacian in R d defined in Fourier space through √ −∆u = F −1 (|ξ|F). Let us mention that nonlinear half-wave equations of the form (HW) or similar types have recently attracted some substantial attention in the area of dispersive nonlinear PDE. From the physical point of view, the motivation to study such as equations ranges from turbulence phenomena, wave propagation, continuum limits of long-range lattice system, and models for gravitational collapse in astrophysics; see, e. g., [5, 11, 8, 21] .
On a formal level, the Cauchy problem (HW) enjoys the conservation of energy and L 2 -mass, which are given by the expressions
respectively. As a consequence, the space H 1/2 (R d ) arises as a natural choice for the energy space related to (HW) . Mostly in what follows, we assume that the real exponent p > 1 in (HW) is energy-subcritical, which means that 
Below, we shall also make some comments on the energy-critical case p = p * in dimensions d ≥ 2. For well-posedness and blowup results results about the Cauchy problem (HW), we refer the reader to [15, 2, 17] . It is fair to say that the nonlinear half-wave equation shares many features with classical nonlinear Schrödinger equations (NLS) and nonlinear wave equations (NLW). In particular, due to the focusing nature of the nonlinearity, we have existence of solitary waves for (HW). More precisely, for a given velocity v ∈ R d and frequency parameter ω ∈ R, we can seek traveling solitary waves for (HW) with finite energy. By definition, these are solutions of the form (1.3) u(t, x) = e itω Qv,ω(x − vt) ∈ H 1/2 (R d ).
A crucial fact, however, is that (HW) does not enjoy any known Galilean or Lorentz boost symmetry, which would enable us to explicitly obtain traveling solitary waves with profile Qv ∈ H 1/2 (R d ) from profiles at rest corresponding to the case v = 0. To compensate for the lack of such an explicit boost transformation, we study the equation satisfied by Qv itself, i. e., (1.4) √ −∆Qv,ω + iv · ∇Qv,ω + ωQv,ω − |Qv,ω| p−1 Qv,ω = 0.
In view of its symbol in Fourier space, the properties of the pseudo-differential operator √ −∆ + iv · ∇ will crucially depend on the size of the traveling speed, i. e. whether it holds that |v| < 1 or |v| ≥ 1.
As the main results in the present paper, we will establish the following two results about (HM).
• Traveling solitary waves with speeds |v| ≥ 1 do no exist.
• Small data in energy space do not scatter to free solutions in general. In fact, the absence of small data will be due to the fact that traveling solitary with arbitrarily small energy are shown to exist for speeds |v| < 1 close to 1. We mention that the general failure of small data scattering for (HM) is in striking contrast to the well-known results for (NLS) and (NLW).
1.1. Non-Existence of Traveling Solitary Waves for |v| ≥ 1. As our first main result, we rule out the existence of (non-trivial) traveling solitary waves for (HW) with speeds larger the unity (in our choice of physical units here).
provided that one of the following conditions holds:
Remark 1.1. In Section 2 below, we will prove a more general result for equations of the form
where f : [0, ∞) → R is some general nonlinearity and √ −∆ + m 2 with m ≥ 0 is the square root Klein-Gordon operator. Furthermore, the arguments laid out in Section 2 will also carry over to nonlocal focusing nonlinearities. For instance, it follows that traveling solitary waves for boson star equation (see [5, 8] )
do not exist with speeds |v| > 1. Let us comment on the strategy behind the proof of Theorem 1.1. A formal starting point for the analysis is to integrate (1.4) against xQ v and to take imaginary parts. Indeed, if we proceed in this formal fashion and pretend that integration by parts can be justified, we arrive at the following set of identities
For d = 1 space dimension, we recall that R1 = H is the Hilbert transform on the real line. If we take (1.6) for granted, the obvious
applied to (1.6) then shows that |v| > 1 implies that Qv L 2 = 0 must hold. This concludes our formal proof of Theorem 1.1 part (i). [The case (ii) needs a refined argument also to show that Qv = 0 has to vanish identically.]
Of course, the formal argument sketched above calls for a rigorous justification. However, an approach that initially tries to establish some needed spatial decay by proving that xQv ∈ L 2 (R d ) will be plagued with some serious difficulties due to the assumption |v| > 1 (with some delicate effort one can deal with |v| = 1). In fact, for speeds |v| > 1, it seems unclear how to prove some spatial decay of Qv because the differential operator √ −∆ + iv · ∇ + ω does not have a resolvent with good decay bounds in x-space. To overcome this obstacle, we shall follow a different path by avoiding of expressions such as xQv at all. Instead of using the unbounded (mutliplication) operator f → xf , we consider the family of unitary operators on L 2 (R d ) generated by x. That is, for a ∈ R d given, we set
With the use of the unitary family Ua and by taking carefully the limit a → 0, we can devise a well-defined argument that will lead us to (1.6). A further benefit from using Ua is that our proof easily generalizes to the square root Klein-Gordon operator √ −∆ 2 + m 2 ; see Section 2 below. Finally, as an interesting aside, we mention that this scheme of using unitary families is reminiscent to the classical proof of the virial theorem for Schrödinger operators due to Weidmann [19] , where instead of the unbounded self-adjoint operator of dilations 
An analogous statement is true for negative times t → −∞.
Remark 1.4. The non-scattering solutions will be given by small traveling solitary waves whose profile satisfies Qv H 1/2 < ε, which will be achieved by choosing speeds |v| < 1 close to 1. We note that such Qv(x) and hence u(t, x) are not radially symmetric in x ∈ R d . Thus it may well be true that small data scattering for (HW) in energy space does hold if one restricts to radial data. Any proof (or disproof) of this claim would be very interesting.
Remark 1.5. The non-scattering solutions provided by Theorem 1.2 can also be used to show small data scattering for (HW) also fails in the corresponding critical Sobolev norm · Ḣsc where
More precisely, if sc ≥ 0, then small initial data for (HW) inḢ sc (R d ) cannot scatter to a free solution in general. In particular, this is in drastic contrast to the celebrated result for L 2 -critical focusing NLS Remark 1.6. For the L 2 -critical focusing half-wave equation in one-dimension (i. e. d = 1 and p = 3), the existence of non-scattering solutions with arbitrarily small L 2 -mass was observed in [15] . However, we find remarkable that such phenomenon also carries over to higher dimensions d ≥ 2, where the linear half-wave propagator e −it √ −∆ has dispersive properties.
Let us briefly comment on the proof of Theorem 1.2. The idea is to construct (nontrivial) traveling solitary waves for (HW) with velocity v ∈ R d such that |v| < 1 by considering the variational problem
where we recall that M (u) = R d |u| 2 dx denotes the L 2 -mass and we introduce the functional
By adapting known methods from the calculus of variations, one finds that the supremum in (1.8) is indeed attained and that its optimizers Qv ∈ H 1/2 (R d ) solve the profile (1.4), after a possible rescaling. The key for proving Theorem 1.2 is now to show that we can find optimizers such that
See Section 3 for more details. Finally, we mention that, for the special case p = 3 and d = 1, such a variational construction of small traveling solitary waves was done in [15] for the first time. Later is was used to construct turbulent two-soliton solutions in [9] for the cubic half-wave equation in one dimension, by exploiting a certain regime close to the completely integrable cubic Szegö equation.
1.3. On the Energy-Critical Case. Let us explain how the results above extend to the half-wave equation in the energy-critical case when p = p * and d ≥ 2. That is, we consider the equation
The natural choice for initial data is now the homogeneous Sobolev spaceḢ 
An analogous statement is true for negative times t → −∞.
The proof of Theorem 1.3 is given in the Appendix of this paper.
Remark 1.7. The failure of small data scattering for the energy-critical half-wave equation (1.9) is again in striking contrast to the behavior for (NLS) and (NLW) with focusing energy-critical nonlinearity; see [13, 14, 4 ].
Non-Existence of Traveling Solitary Waves for |v| ≥ 1
This section is devoted to the proof of Theorem 1.1. In fact, we shall establish a more general non-existence result for traveling solitary waves with speeds |v| ≥ 1; see Propositions 2.1 and 2.2 below. Throughout this section, we use
We first derive the following key result, which can be seen as a virial-type identity, which would formally follow by testing the equation against xQ v . For more on this formal point of view, we refer to the Section 1 above.
where f : [0, ∞) → R is some real-valued function. Then the identity
holds for all k = 1, . . . , d.
Proof. For a ∈ R d , we define the unitary family Ua acting on
It is elementary to check that
For notational convenience, we denote Q = Qv, Dv = −∆ + m 2 + iv · ∇, and V (x) = f (|Qv(x)|).
Thus the equation satisfied by
is easily seen to satisfy the equation
(since V commutes with Ua) and we denote
Here Ta is the operator given in Fourier space by
Next, we use (2.2) and (2.3) together with the fact that V is real-valued to conclude
for any a ∈ R. Next, we fix some k ∈ {1, . . . , d} and consider a = he k with h = 0, where e k ∈ R d denotes the k-th unit vector. We claim that
where
For m = 0, we recall the operators
by dominated convergence using that |h|
which is the claimed identity due to Plancherel's identity. 
Remark 2.1. Below we will treat the case |v| = 1 and m = 0, which can be solved by an ODE argument in d = 1 dimensions. 
with some v ∈ R 3 and ω ∈ R. Then we have Qv ≡ 0 whenever |v| > 1 holds. This shows that traveling solitary waves with speeds |v| > 1 do no exist for the boson star equation (see [8] ).
Proof. Suppose (i) holds. Since we have Proof. Recall that we must have equality in (2.7), which in d = 1 dimensions implies that R1Qv = λQv for some constant λ ∈ C, where it is easy to seen that λ ∈ {±i}. That is, the function Qv ∈ H 1/2 (R) has to be an eigenfunction of the Hilbert transform R1 = H on the real line. Thus one of the following cases is true.
• Case 1: supp Qv ⊂ R ≥0 and λ = −i.
• Case 2: supp Qv ⊂ R ≤0 and λ = +i.
Suppose we are in Case 1. Then we have √ −∆Qv = −i∂xQv. Hence Qv ∈ H 1/2 (R) is a weak solution of the ordinary differential equation
with the real constant α = 1 + v ∈ {0, 2}, since, by assumption, we must have v ∈ {±1}.
If α = 0, then (2.8) implies that f (|Qv|)Qv = 0 almost everywhere.
Hence Qv ∈ D almost everywhere with the D = f −1 ({0}) ∪ {0}. Since D must be a discrete set by Assumption 1 part (ii), it follows that Qv ≡ 0 from Lemma A.1 below.
Suppose now that α = 2 holds. We note that the growth condition on f in Assumption 1 part (i) together with Qv ∈ H 1/2 (R) implies that f (|Q|v)Qv ∈ L 
v in the sense of weak derivatives. However, by using that f is real-valued, we readily check from (2.8) that
Thus we find that x → |Qv(x)| 2 is a constant function on R. But this implies that Qv ≡ 0, since we have Qv ∈ L 2 (R). By analogous arguments, we deduce that Qv ≡ 0 also holds in Case 2.
Traveling Solitary Waves with Arbitrarily Small Energy
The goal of the present section is to proof of Theorem 1.2.
3.1. Preliminaries. We first collect some preliminary facts about traveling solitary wave whose profiles Qv ∈ H 1/2 (R d ) are obtained as optimizers for a suitable Gagliardo-NirenbergSobolev (GNS) type interpolation inequality involving the velocity v ∈ R d as a parameter. Let d ∈ N be given and assume that 1 < p < p * . For any velocity v ∈ R d with |v| < 1, we define the quadratic form
Clearly, we have the bounds
which in particular show that Tv(u) defines a norm equivalent to u Ḣ1/2 . Next, we recall that
We now have the following GagliardoNirenberg-Sobolev type interpolation inequality
Proposition 3.1. Let d ∈ N and 1 < p < p * . Then for any v ∈ R d with |v| < 1, there exists an optimal constant C v,d,p > 0 for inequality (GNSv). Moreover, there exists an
Remark 3.1. For zero velocity v = 0, uniqueness of optimizers Q0 ∈ H 1/2 (R d ) (modulo translation and phase) was shown in [6, 7] . For the special case d = 1 and p = 2, we also have the explicit expression Q0(x) = 2 1 + x 2 , which also arises as the (unique up to symmetries) solitary wave profile for the BenjaminOno equation; see [1] .
is an interesting open problem (except, of course, for small velocities |v| ≪ 1 where perturbative arguments could be used.) For the special case d = 1 and p = 3, the limiting regime |v| → 1 − connects the optimizers Qv(R) (in a suitable scaling) to solitons of the completely integrable cubic Szegö equation on R; see [9] for a detailed study in connection with turbulence phenomena.
Proof of Proposition 3.1. The existence of optimizers can be deduced from standard variational methods applied to a suitable modification of the "Weinstein functional" (see [20] ). In our case, the functional reads
The optimal constant for the corresponding interpolation estimate (GNSv) is then given by the variational problem
That this supremum is indeed attained can be inferred from concentration-compactness methods; see, e. g., [15] for d = 1 and p = 3. The general case can be handed in a similar fashion with straightforward modifications. Finally, it is elementary to check that any optimizer Qv ∈ H 1/2 (R d ) satisfies the equation in Proposition 3.1 -after a suitable rescaling Qv(x) → aQv(bx) with some constants a, b > 0.
For the rest of this section, let us write
for the optimal constants given by Proposition 3.1 above. Moreover, we shall use X Y to denote that X ≤ CY , where C > 0 is a constant that only depends on d and p. As usual, we write X ∼ Y to mean that both X Y and Y X hold.
Lemma 3.1. For |v| < 1, we have the estimate
Proof. First, we show the universal upper bound
Thus if C0 > 0 denotes the optimal constant for (GNSv) with v = 0, we deduce that
which proves the universal upper bound Cv ≤ C0(1 − |v|)
To show the universal lower bound
we argue as follows. We remark that the one-dimensional case d = 1 is particularly simple to deal with (and therefore the following discussion could be simplified in this case). By a suitable (possibly improper) rotation in R d , we can henceforth assume that
points in (positive) x1-direction. Next, we fix a function g ∈ H Since the functions {|φε(·)| 2 }ε>0 form an approximate identity on R d−1 , we find
as ε → 0.
Next, by using that |v| < 1, we find the elementary chain of inequalities for nonnegative numbers α, β ≥ 0 given by
Since supp g ⊂ [0, ∞) by assumption and hence (|ξ| − |v|ξ1)| uε(ξ)| 2 = (|ξ| − |v||ξ1|)| uε(ξ)| 2 , we can apply the elementary inequalities from above to |α| = |ξ1| and β = ξ 
Since uε Ḣ1/2 (R d ) → g Ḣ1/2 (R) = 0 as ε → 0, we can thus find some sufficiently small ε0 > 0 such that Tv(uε 0 ) ≤ 2(1 − |v|) uε 0
2Ḣ
1/2 . Therefore we obtain
with some constant K = K(uε 0 ) > 0. This completes the proof of Lemma 3.1.
As a consequence of Lemma 3.1 we obtain the following estimates.
Proof. This follows from Pohozeav identities combined with the estimate for the optimal Cv in Lemma 3.1. Indeed, from the identities in Lemma A.3 we conclude
Since Qv turns (GNSv) into an equality, a short calculation yields
where the last step follows from Lemma 3.1. From the general bound (3.2) and Tv(Qv) ∼ M (Qv) we conclude that Qv
Next, we show that non-trivial traveling solitary waves with speed |v| < 1 cannot scatter to a free half-wave. Proof. We treat the cases d = 1 and d ≥ 2 separately as follows.
Qv and φ ± = Π ± φ be the projections of Qv ∈ H 1/2 (R) and φ ∈ H 1/2 (R) onto the positive and negative Fourier frequencies, respectively. Likewise, we have u
where A(t) → 0 and B(t) → 0 as t → +∞ by assumption. Now, by using that e −it √ −∆ acts unitarily on the subspaces Π ± (H 1/2 (R)), we observe that
where we used that (e
. From the fact that A(t) → 0 as t → +∞ we deduce that
where we set δ = v − 1. But since it holds |v| < 1, we have δ = 0 and it is elementary to verify that
. Thus, we conclude φ + ≡ 0. An analogous argument shows that φ − ≡ 0, by using now that δ = v + 1 = 0 holds.
In summary, we obtain φ = φ + + φ − ≡ 0, which implies that limt→+∞ uv(t) H 1/2 = 0. But since uv(t) H 1/2 = Qv H 1/2 for all t, we conclude that uv(t) ≡ Qv ≡ 0 as claimed.
Case d ≥ 2. In space dimensions d ≥ 2, we can exploit dispersive estimates for e −it √ −∆ . First, we note that the hypothesis is equivalent to
Next, as in the previous step above, we now claim that
which would imply that φ ≡ 0 and hence uv(t) ≡ Qv ≡ 0 in the same way as in the case d = 1 above. To prove (3.7), we first note that the L 2 -norm
is independent of t (and, in particular, it is uniformly bounded in t). Hence, by density, it suffices to show that
To establish (3.8), we first claim that
Indeed, we note that the map
with |v| < 1 and ω ≥ 0 is bounded on L q (R d ) for any 1 < q < ∞ by the MikhlinHörmander mutliplier theorem. Since we have
[Alternatively, we could establish (3.9) using the decay estimate for Qv in Lemma A. 4.] Now, with (3.9) available, we can estimate as follows:
where in the last step we used a standard dispersive estimate for the half-wave propagator e −it √ −∆ . Thus we have found that
which proves (3.8) and hence (3.7) follows. This completes the proof of Proposition 3.2, where we notice that the case of negative times t → −∞ follows in exactly the same fashion.
3.2. Proof of Theorem 1.2. Suppose that d ∈ N and 1 < p < p * . Let ε > 0 be given.
For space dimensions d ≥ 2, we can simply choose Qv ∈ H 1/2 (R d ) \ {0} as given by Proposition 3.1. Since d ≥ 2, we can find |v| < 1 such that
using the bounds from Lemma 3.2. By applying Proposition 3.2, we see that the traveling solitary waves u(t, x) = e it Qv(x − vt) satisfy the conclusion of Theorem 1.2. Next, we turn to the case of d = 1 space dimension. Let Qv ∈ H 1/2 (R) \ {0} be again given from Proposition 3.1. By Lemma 3.2, we have the bounds Qv 
which is easily seen to solve √ −∆Q
Next, we notice that
With the choice of λ = (1 − |v|)
2p , we thus obtain
provided we take |v| < 1 sufficiently close to 1. By applying Proposition 3.2, we see that
v (x − vt) provides the desired non-scattering solutions in Theorem 1.2 in dimension d = 1.
The proof of Theorem 1.2 is now complete.
Appendix A. Some Technical Results
Then f ≡ 0.
, we can assume f ≥ 0 without loss of generality. Furthermore, by changing f on a set of zero measure if necessary, we can suppose that f (x) ∈ D for all x ∈ R d . For a ∈ D, let us denote Ea = {x ∈ R d : f (x) = a}. Now, take a ∈ D such that |Ea| > 0 holds (where | · | denotes the d-dimensional Lebesgue measure). We claim that
Indeed, once this is shown, we conclude from f ∈ L 2 (R d ) that a = 0, which yields that f ≡ 0 as desired.
Thus it remains to show (A.1) and let us write E = Ea for notational convenience. Suppose that (A.1) was false. Then |E c | > 0 holds for the complement
Therefore, we can estimate
where the last step follows from [3, Corollary 2] using that both |E| > 0 and |E c | > 0. Hence we find f ∈ H 1/2 (R d ), which is absurd. Thus (A.1) holds and the proof is complete.
Proof. This result is probably known to experts in the area of embeddings of Orlicz spaces into Sobolev spaces. For the reader's convenience, we provide some details as follows.
Let Ω ⊂ R be a compact set and suppose that f ∈ H 1/2 (R). First, we claim that 
where C > 0 and β0 > 0 are universal constants. Next, we observe the pointwise bound |f
. Thus for every γ > 0 we find the bound with some constant A > 0. In particular, we have x · ∇Qv ∈ L 2 (R d ).
Proof. We divide the proof as follows.
Case v = 0. Let us start with the special case v = 0. A way to prove pointwise decay of Qv can be obtained by using that the resolvent operator R = ( √ −∆ + 1) −1 has an integral kernel G such that (i) G ∈ L p (R) for 1 < p < ∞ with 1 −
(ii) |G(x)| ≤ C|x| −(d+1) for |x| ≥ 1.
Then, by using (i) and iterating the equation for Q = Qv=0 ∈ H 1/2 (R d ), one finds that
. Furthermore, by writing the equation for Q as Q = G * (|Q| p−1 Q) it follows that Q ∈ C0(R d ), i. e., it Q is continuous and vanishes at infinity.
To show the pointwise decay estimate for Q, we can adapt known arguments using the decay estimates for G. For the reader's convenience, we provide a brief sketch here. If we let V (x) = |Q(x)| p−1 Q(x), we can write
G(x − y)V (y)Q(y) dy. Now, by iterating this equation and using initially that V and Q are continuous functions vanishing at infinity, we can conclude by using property (ii) for G that we have
for all x ∈ R d with some constant A > 0. We refer to [10] for details, where a general decay estimate of solitary waver for fractional NLS is worked out. Next, by differentiating the equation for Q with respect to x, we obtain (A.5)
where L is the linearized operator given by
Using the bounds (i) and (ii), arguments in the same fashion as sketched above show that ∂ k Q as a solution of (A.5) are continuous and satisfy the pointwise decay estimate
This concludes our sketch for the case v = 0.
By integrating this equation against W v ∈Ḣ 1/2 (R d ) and using its maximizing property for (B.1), we directly find that This completes the proof of Theorem 1.3.
