Abstract-In order to solve discrete optimization problems, this paper proposed a discrete bacterial foraging algorithm (DBFA) based on the idea of bacterial foraging optimization (BFO). The proposed DBFA applies binary encoding, and thus has the advantages of solving both discrete and continuous optimization problems. Also, according to sharing experiences of bacterium, we use the rotation step to update velocities of bacteria and obtain its corresponding positions. Then we evaluate the efficiency of the proposed algorithm through three classical benchmark functions and spectrum allocation problem of cognitive radio. Simulation results show that the proposed algorithm is superior to some previous intelligence algorithms in both convergence rate and convergence accuracy.
I. INTRODUCTION
The natural system that has developed for so long is one of the rich sources of inspiration for inventing new intelligent algorithms. Heuristic intelligence algorithms are important scientific fields that are closely related to physical and biological phenomenon existing in nature. In recent years, a new and rapidly growing subjectbacterial foraging optimization (BFO), which is inspired by the behavior that E-coli bacteria searching for food in human intestines, attracts more and more attentions and shows its advantage in global optimization. BFO has been applied to many kinds of real world optimization problems, such as adaptive control [1] , harmonic signal estimation [2] and optimal power flow [3] . Although BFO has prominent and encouraging performance for global optimization problems as reported in [1] - [4] , simulation results had proved that the algorithm is timeconsuming. The BFO in literature can only solve continuous problems, i.e., it can't solve discrete problems. In order to overcome above problems, we introduce the binary encoding theory and rotation step to the BFO, and adapt the process of the BFO to accelerate the convergence rate, thus we propose the DBFA algorithm. A key advance will be met by a significant reduction in computational time-costs whilst further improving the global search capabilities of the algorithm. Cognitive radio (CR) provides a feasible solution for dynamic spectrum access. It solves the contradiction between the scarcity of spectrum resources and increasing radio access demands through letting the secondary users use the available spectrum while avoiding interference with the primary users and their neighbors. Based on centralized or distributed architecture, cooperative or non-cooperative spectrum allocation behavior, overlay or underlay spectrum access technique, lots of models have been proposed for dynamic spectrum access, including game theory [5] , pricing and auction mechanisms [6] [7] , local bargaining [8] and graph coloring [9] . Assuming that the environmental conditions are static during the time it takes to perform spectrum assignment, an allocation model is proposed in [10] , and color sensitive graph coloring (CSGC) is used to solve the allocation problem.
As the spectrum allocation can be seen as a discrete optimization problem, and existing methods do not produce optimal solution within a reasonable time, intelligence algorithms are used. At present, immune clone selection algorithm (ICSA) [11] , quantum genetic algorithm (QGA) [12] , genetic algorithm (GA) [13] , Quantum particle swarm optimization (QPSO) [14] , and membrane-inspired quantum bee colony optimization (MQBCO) [15] are used to solve the problem of cognitive radio spectrum allocation. The above three intelligent algorithms are representatives of classic evolutionary algorithms, which have disadvantages of local convergence for spectrum allocation [11] - [13] . Our method, discrete bacterial foraging algorithm (DBFA), which is based on BFO and rotation step operator, has the advantages of both fast convergence rate and high convergence accuracy for discrete optimization problems and spectrum allocation. discrete bacterial foraging algorithm, a set of binary bits are applied to encode the solutions, namely, the positions of bacteria. Assuming there are S bacteria in the population.The velocity of the ith bacterium is expressed as 1 2 ( , , ) [ ( , , ) ( , , ) ( , , )]
where D represents the dimension of the problem, j represents the current number of chemotactic steps, q represents the current number of reproduction loops, l represents the current number of elimination-dispersal events.
( , , ) id v j q l represents the probability that the bit velocity will be found in the '0' bit state. For efficient design of the DBFA, we define id v as real numbers and 0 ( , , ) 1 id v j q l  [16] .
DBFA is a new population-based optimization algorithm which simulates social behavior. Each individual can be called a bacterium, which forages in a D-dimensional space. The ith bacterium's position can be expressed as 1 2 ( , , ) [ ( , , ), ( , , ), , ( , , )] In a tumble, the rotation step and the velocity of the th i bacterium are updated in the following: ( 1, , ) id v j q l  1  . When a bacterium moves and forages, it will release attractant as signal to guide other bacteria to move towards it. The position of the ith bacterium is updated as
where ( 1, , ) The health value of the th i bacterium is defined by:
where health ( , , ) i f j q l is the health value of the th i bacterium at the th j chemotactic step of the th q reproduction loop of the th l elimination-dispersal event.
For the optimization problem in this paper, the higher the ( , , )
i health f j q l is, the healthier the bacterium is. To simulate the reproduction process, we sort all the bacteria in a descending order according to their corresponding health values and each bacterium of the first r S ( /2 r SS  , S is set as a positive integer) bacteria splits into two bacteria which are same as mother bacterium. The mother bacterium reproduces its velocity, position and the local optimal position to the children bacteria. After the reproduction process the rest r S bacteria with lower health values are eliminated and discarded. In the whole process, the number of the bacteria keeps a defined constant.
After c N chemotactic steps, we apply the reproduction process. It is similar to the BFO algorithm [17] , i.e. the To improve the efficiency of DBFA, we adopt elimination-dispersal event after re N steps of reproduction. The bacterium is eliminated and dispersed to random position with the probability ed P , and its corresponding new bit velocities are set as 1/ 2 . The number of the elimination-dispersal event is ed N .
B. The Process of Discrete Bacterial Foraging Algorithm
The process of DBFA can be described in the following steps:
[Step1] Set variables , , , , c re ed ed S N N N P . Initialize a bacteria population. All bits velocities of bacteria are set as 1/ 2 , and positions of bacteria are got according to equation (4 ( ( 1, , ) 
, and update the local optimal positions and the global optimal position. If ( ( 1, , ) )
[ N , turn to step 3. If it does not reach the maximum number of the defined reproduction steps, we start the next iteration of the chemotactic loop.
[Step8] Elimination-dispersal: Each bacterium i ( = 1, 2, . . . , ) i S eliminates and disperses with probability ed P . To keep the number of bacteria constant at each iteration, when a bacterium is eliminated, we should disperse another one into a random binary position and initialize its bit velocities as 1/ 2 . If l < ed N , then turn to step 2; otherwise, go to the end.
III. SPECTRUM ALLOCATION BASED ON DBFA

A. Description of Cognitive Spectrum Allocation Model
Assume that there are N secondary users competing for M spectrum channels in a network. Each secondary user can be regard as a transmission link or a broadcast access point. The channel availability matrix i Ui  R . In the model above, the spectrum allocation problem can be transformed into the optimization problem below [19] :
where * A represents the optimal conflict free channel assignment matrix. Three functions are considered in this paper. First, we introduce the Max-Sum-Reward (MSR) network utility function shown in the following:
In addition, the fairness based on utility function is 0 if there is a secondary user without any available channels, namely, a starved user. For a better understanding about the performance at non-starved users, we modify fairness based on Max-Proportional-Fair (MPF) utility function in following expression:
   . Fairness can be also expressed in anther formation. We use the utility function of Max-Min-Reward (MMR) to express, which is shown below:
B. The Process of Spectrum Allocation Based on DBFA
The initial position population of bacteria is randomly chosen from the solution space. All bits velocities of bacteria are set as 1/ 2 , and positions of bacteria are got according to equation (4) . Fitness function is set as network utilization function. The fitness function is used to evaluate the status of each bacterial. In the spectrum allocation, the target of positions optimization is to maximize network utilization.
The work processes of discrete bacterial foraging algorithm for spectrum allocation are shown below:
[Step1] Initialize N , go to step 6. In this case, if it is not reached the maximum number of reproduction steps, we start the next generation of the chemotactic loop.
[Step11] Elimination-dispersal: Each bacterium i ( = 1, 2, . . . , ) i S eliminates and disperses with probability ed P . If l < ed N , then turn to step 5; otherwise, go to the end.
IV. EXPERIMENTAL RESULTS AND EVALUATION
A. The Performance of Discrete Bacterial Foraging
Algorithm To validate the superiority of DBFA, three benchmark functions are used. The maximum number of iterations of four evolutionary algorithms is set as 1000. For GA, QGA, ICSA and DBFA, the population size S is set as 20 . For PSO, the parameters are set referring to [13] . In ICSA, the memory population is 0.3S , mutation probability is 0.1 [11] , and clonal size is set as 20 t n  . In QGA, the quantum rotation angle changes linearly from 0.1 π to 0.005 π [12] . In GA, the crossover probability is set as 0.8 and the mutation probability is set as 0.02, and the GA [13] is used to substitute 85% of its population during the each iteration, i.e. 17 of every 20 population individuals. For DBFA, the number of chemotaxis step is set as =500 
In these simulations, binary-encoding is used, and the length of every variable is 30 bits. We also set the dimension of optimization problem as 2 h  for the three benchmark functions. All the results are the average of 200 times independent trials. Fig. 1 shows the convergence performances of four algorithms, we can see that ICSA, QGA and GA have poor convergence capability, and the proposed DBFA outperforms GA, QGA and ICSA in terms of convergence value and convergence rate. B. The Performance of Spectrum Allocation Based on DBFA In this paper, we set initial population and maximum generation of the four evolutionary algorithms identical. For GA, QGA, ICSA and DBFA, the parameters are set according to Section 3. All intelligence algorithms will be terminated at the same iterations (1000).All the results are the average of 200 independent trials.
Color sensitive graph coloring (CSGC) algorithm is a common method to solve the problem of spectrum allocation problem. For the details of CSGC, readers can refer to paper [10] . To validate the superiority of the DBFA-based spectrum allocation method, CSGC and other evolutionary algorithms are used to be compared and analyzed in our simulations. In the simulations, ,, B L C are set according to reference [10] . The non-collaborative labeling rule is used in CSGC method. The number of secondary users is N, the number of available channels is M, the number of primary users is W, and other corresponding parameter values of cognitive radio for Fig. 2-Fig. 4 are set referring to Table I . Fig . 2 shows the performance gain offered by DBFA for three utility functions. It can be seen that the average reward obtained by GA, QGA, ICSA, PSO and DBFA after 200 iterations are better than CSGC, which validates the effectiveness of the evolutionary algorithms-based spectrum allocation methods. Even though GA, ICSA, PSO and QGA perform better than CSGC, the convergence values after 600 iterations by DBFA are still higher than those obtained by GA, ICSA, PSO and QGA.
We set the number of channels available to keep increasing, and the number of secondary users and the number of primary users keep constant. The number of primary users in one area increases which makes secondary users get more reward. Fig. 3 clearly shows that DBFA achieves perfect performance when the available channels changes from 10 to 30. We also can see that the average reward is increasing as the number of channels becomes more. It is obviously that DBFA has better performance than GA, QGA, ICSA and CSGC.
When the number of primary users and the number of channels available remain constant, we set the number of secondary users increases. The increasing number of secondary users in one area can lead to the increase of the user density, and then generates additional interference constraints. Fig. 4 illustrates that the average reward diminishes when the number of secondary users increases. We also can see that DBFA achieves the biggest average reward of the five methods in this case. Also, it is obviously that DBFA outperforms GA, QGA, ICSA and CSGC. This paper has proposed DBFA which is a novel algorithm for discrete optimization problems. By testing classical benchmark functions, we can see that our algorithm outperforms other classical evolutionary algorithms in both convergence rate and convergence value for most of the Benchmark functions, i.e. our algorithm is more efficient than other algorithm.
In this paper, some parameters are not the best, in other words, they can be improved, and through changing certain parameters we can get a better result. On the other hand, DBFA has perfect performance and can be applied to solve other complex engineering problems.
