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Abstract. Given formal differential operators Fi on polynomial algebra in several
variables x1, . . . , xn, we discuss finding expressions Kl determined by the equation
exp(
∑
i xiFi)(exp(
∑
j qjxj)) = exp(
∑
lKlxl) and their applications. The expressions for Kl
are related to the coproducts for deformed momenta for the noncommutative space-times
of Lie algebra type and also appear in the computations with a class of star products. We
find combinatorial recursions and derive formal differential equations for finding Kl. We
elaborate an example for a Lie algebra su(2), related to a quantum gravity application from
the literature.
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1 Introduction
Deformation quantization [2, 3, 6, 7, 15, 16] studies the associative algebra deformations of the
algebra of (usually smooth) functions on a Poisson manifold, with a prescription that a linear part
is proportional to the Poisson structure. Thus the deformed algebra is, for every specialization of
the deformation parameter, isomorphic as a vector space to the undeformed. Some deformations
however can appear with a different motivation, namely as algebras of functions on a space or
spacetime [1, 9, 10, 12, 14] underlying a noncommutative field theory (motivated by Planck-
scale physics); in that case the Poisson structure viewpoint to deformation is not of primary
concern, but rather various additional structures and symmetries enabling to establish elements
of geometry and field theory on such a spacetime, e.g. the kappa-spacetime [1, 17, 18, 19]. Both
classical and quantum field theories can be studied on such noncommutative spacetimes. The
deformation relation to the commutative spacetime, for such applications, is important for the
correct limit of physics at the ordinary scales, and as a method to define various procedures by
help of realizations by commutative coordinates (and some additional operators on commutative
functions). In the deformation quantization the question of existence and uniqueness of a star
product (possibly with additional symmetry constraints), for a given Poisson algebra is one
of the central questions. On the other hand, in the study of noncommutative space-time, the
noncommutative base algebra is a given at start and exploring a distinguished isomorphism to
the underlying vector space some commutative algebra is just a method. Thus our perspective
and questions are rather different from the deformation quantization, though some formulas and
concepts make sense in either context.
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Technical tools to introduce geometrical notions and calculus needed to do field theory on
noncommutative spaces is in progress. Even for simple cases, e.g. the case of linear Poisson
structures, the choice of a star product within an equivalence class, can make definitions of
additional structures more or less accessible.
There is often the case that the generators of a noncommutative algebra can be realized in
terms of differential operators (elements in a Weyl algebra); sometimes one allows also formal
expressions in differential operators up to infinite order. Such realizations are very useful in
physics computations. Structures of our concern include coproducts, deformed derivatives and
exterior calculi [4, 18, 19, 22] and methods include realizations of noncommutative algebras
via series in formal differential operators. We have been using systematically such realizations
in recent works (see e.g. [11, 17, 18, 19]). These realizations are also used to treat the star
products, as often an action by noncommutative variables in differential operators on the Fock
space gives the required isomorphism of vector spaces with a space of commutative expressions.
In general, the star product does not extend from polynomials to the formal power series,
but we can include some subspace of formal power series; almost all formalisms include at
least the exponential series, possibly of a polynomial argument. In particular, Fourier-type
expansions of noncommutative functions into noncommutative deformations of plane waves, are
often used [1, 12, 13, 14] and many formulas are proved in practice for bases formed by such
formal exponential expressions. Thus we here study some aspects of an abstract version of the
typical realizations of such exponentials of formal differential operators. We exhibit some facts
and algorithms concerning the exponential series of differential operators of a type often needed
in this line of work and especially in the case when we deal with a noncommutative space-time
of Lie algebra type [1, 9, 10, 19]. Some of the mathematical statements here may be used more
generally than for the purposes of noncommutative geometry.
Given a finite-dimensional Lie algebra g over a field k, one sometimes finds convenient to
express the noncommutative product on the enveloping algebra U(g) by transfering it via a vector
space isomorphism to a “Lie type star product” on the underlying space of the symmetric
algebra S(g). As it is well known, both U(g) and S(g) have a unique Hopf algebra structure
in which the elements x in g are primitive, i.e. ∆(x) = 1 ⊗ x + x ⊗ 1. For some purposes, e.g.
for introducing the deformed derivatives [18], the coalgebra isomorphisms ξ : S(g)
'−→ U(g)
(linear isomorphisms satisfying ∆(ξ(x)) = (ξ⊗ ξ)(∆(x)) for all x ∈ S(g)), are better than other
linear isomorphisms; we also naturally require that ξ restrict to the identity on k ⊕ g ⊂ S(g).
The star product on S(g) transported by coalgebra isomorphism ξ and defined by f ∗ g =
ξ−1(ξ(f) · ξ(g)), will then have a number of special features, including a well-defined coproduct
on deformed derivatives (interpreted as the deformed momenta [12, 17, 18, 19]) and interesting
noncommutative differential calculi [22].
The coalgebra isomorphism ξ may be replaced by equivalent data. Namely, let k be of
characteristic zero, in a basis xˆ1, . . . , xˆn of g with structure constants C
k
ij ∈ k defined by [xˆi, xˆj ] =
Ckij xˆk (with Einstein summation convention); we view this basis also as a set of generators of the
enveloping algebra U(g). Then, by a result of [18], there is 1-1 correspondence between coalgebra
isomorphisms ξ’s and matrices (φij)i,j=1,...,n of formal power series φ
i
j = φ
i
j(∂
1, . . . , ∂n) in n dual
variables ∂1, . . . , ∂n ∈ g∗, such that φij ’s satisfy a system of formal differential equations [18]
φlj
∂
∂(∂l)
(
φki
)− φli ∂∂(∂l)(φkj ) = Csijφks .
That system of equations for φji is, on the other hand, equivalent to the requirement that the
“realization” xˆi 7→ xˆφi =
∑n
j=1 xjφ
j
i extends to a homomorphism (−)φ : u 7→ uφ of associative
algebras from U(g) into the semicompleted n-th Weyl algebra An,k (which is as a vector space
identified to S(g ⊗ Sˆ(g∗); moreover as discussed in [18], as an algebra, it is a smash product
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S(g)]Sˆ(g∗)). Here Sˆ(V ) denotes the completed symmetric algebra of the finite-dimensional
vector space V (isomorphic to the ring of formal power series in indeterminates which form
a basis in V ).
While xˆ1, . . . , xˆn do not commute, the corresponding commutative variables x1, . . . , xn will
be the generators of S(g).
The map xˆ 7→ xˆφ extends multiplicatively to a homomorphism from U(g) to the Weyl al-
gebra Aˆn,k semicompleted with respect to the order of differential operator (we allow series in
partial derivatives but only polynomials in coordinates x1, . . . , xn).
It has been shown in [18] that the inverse of ξ is given by the composition of this map extending
xˆ 7→ xˆφ and action of the (semicompleted) Weyl algebra on the Fock vacuum |0〉 = 1S(g).
Yet another datum equivalent to ξ is a vector valued function K = (K1, . . . ,Kn) determined
by the statement
exp
(∑
i
kixˆ
φ
i
)
exp
∑
j
qjxj
 = exp(∑
l
Kl(k, q)xl
)
, (1)
where, on the left-hand side, we use the usual Fock action of Aˆn,k on S(g), extended appropriately
to the power series involved, and k = (k1, . . . , kn), q = (q1, . . . , qn) ∈ kn. If k = C one may
prefer to put
√−1 in front of all exponentials in (1) and this introduces Fourier-like expressions
(cf. Section 4). This article discusses two kinds of issues:
– general questions on formal operator formulas like (1) in formal setup.
– specifics of exponentials appearing in our setup, and finding function K. In particular, in
Section 4, we discuss function K for a couple of realizations for φ in the case of su(2).
The simplest case is, of course, K(k, q) = k + q in which case ξ = e is the coexponential (or
symmetrization) map, given by
e : y1 · · · yl 7→ 1
l!
∑
σ∈Σ(l)
yˆσ(1) · · · yˆσ(l) : S(g)→ U(g),
for all l, and any elements y1, . . . , yl in g ⊂ S(g), where yˆ1, . . . , yˆl are the same elements as
y1, . . . , yl, but understood as the “noncommuting” elements in g ∈ U(g).
We should first point out that in general (exception: trivial case with g Abelian) the star
product given by f ∗ g = ξ−1(ξ(f) · ξ(g)) can not be continuously and bilinearly extended to all
of Sˆ(g); namely one can indeed find bad power series f for which xˆi ∗ f =
∑
j xjφ
j
i (f) can not
be consistently written even as a formal power series (the coefficients of monomials in φji (f)
diverge). In particular, for an arbitrary φji it may happen that the star product even among
the exponentials of the form exp
(∑
j qjxj
)
is ill defined. To have some control of the issue, we
establish some techniques of calculating star products of such exponentials, where one of the
exponentials is exp
(
λ
∑
j kjxj
)
and λ is a formal commuting variable. Then the question of
convergence can be studied for the result of the calculation, after specializing our results from
formal λ to an actual value.
While we discuss existence of function K = K(k, q) below in this article, let us suppose its
existence now and discuss the coproduct; namely if we know K we can determine the formula
for coproduct (for examples see Section 4).
We can then introduce vector function K−10 which is the inverse of
K0 : k 7→ K(k, 0). (2)
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The formula for the star product for exponentials must be a linear extension (whenever it
converges) of the formula for the polynomials given by ξ(f ∗g) = ξ(f) ·ξ(g). Here ξ is the inverse
of the map U(g) ∼= S(g) given by u 7→ uφ|0〉, i.e. on the monomials xˆj1 · · · xˆjn 7→ xˆφj1 · · · xˆφjn|0〉.
Thus (with i :=
√−1) we get
exp(ik · x) ∗ exp(iq · x) = exp (iK−10 (k) · xˆφ) exp (iK−10 (q) · xˆφ)|0〉
= exp
(
iK−10 (k) · xˆφ
)
(exp(iq · x)).
If we define D(k, q) by
exp(ik · x) ∗ exp(iq · x) = exp(iD(k, q)x),
then we obtain
D(k, q) = K(K−10 (k), q). (3)
The linear dual U(g)∗ of the enveloping algebra U(g), is a formal power series ring in the
dual variable to the basis of g [11, Section 10], with adic topology (of formal power series ring)
and equipped with a topological coproduct, namely the transpose operator to the product [21].
If the dual is properly identified with the completed symmetric algebra of the dual to the
Lie algebra Sˆ(g∗) with dual basis given by partial derivatives, then this coproduct may be
described by several alternative means described in [18]. One of them is given by the rule
m∗∆(P )(f ⊗ g) = P (f ∗ g) where P ∈ Sˆ(g) is viewed as a differential operator with constant
coefficients evaluated at unity and m∗(f ⊗ g) := f ∗ g. Then
∂j(eikx ∗ eiqx) = ∂j(eiK−10 (k)xˆφ(eiqx)) = iKj(K−10 (k), q)eiK(K−10 (k),q)x
= im∗Kj
(
K−10 (k ⊗ 1), 1⊗ q
)
(eikx ⊗ eiqx)
= im∗Kj
(
K−10 (−i∂ ⊗ 1), 1⊗ (−i∂)
)
(eikx ⊗ eiqx).
Hence ∆(∂j) = iKj(K
−1
0 (−i∂1 ⊗ 1, . . . ,−i∂n ⊗ 1),−i1⊗ ∂1, . . . ,−i1⊗ ∂n).
Heuristics. While the existence of Kl satisfying (1) is discussed in Section 2 in greater
generality, in our case there is a simple heuristics (pointed to the second author by S. Skryabin
whom we thank): the exponentials in the appropriate completions of U(g) and S(g) should be
group-like elements (as the exponentials of primitive elements always are) in the sense of Hopf
algebras. The coalgebra isomorphism ξ preserves the property of being group-like. We have just
sketched the correspondence between the star product and the expressions like the left-hand
side of (1). The product of group-like elements is group-like in a Hopf algebra; all group-likes
in U(g) are exponentials (in the nilpotent Lie algebra case; otherwise we would need more precise
argument for taking care of the completions needed for the general case).
2 Operating on exponentials
This section is of a ring-theoretic nature, and deals with the facts that are more general than the
study of the realizations of Lie algebra type noncommutativity in the remainder of the article.
Given a differential operator or a formal power series F = F (d/dx), we show the existence of
K = K(λ, k) such that
exp(λxF (d/dx))(exp(kx)) = exp(K(λ, k)x)
as a special case of a general fact which we prove not only for the arbitrary formal power
series F (d/dx) including a multidimensional version, but even for an arbitrary derivation D
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(replacing d/dx), or a commuting family of derivations, on a fixed commutative ring, which is
not necessarily the polynomial or power series ring, and not necessarily in characteristic zero.
Linearity of the argument of the left-most exponential in x is, however, essential.
Basic case. Let A1 be the first Weyl algebra (over the ring Q of rational numbers or a ring
containing Q) with generators x, d/dx, and k, λ formal commuting variables; by Aˆ1 we will
mean its completion by the degree of differential operator, hence allowing formal series in d/dx.
Then, we will show (see Corollary 2) that for any F = F (d/dx) ∈ Q[[d/dx]], there is a unique
α = α(λ, d/dx) ∈ Q[[λ, d/dx]] such that in Aˆ1[[λ, k]]
exp(λxF ) =
∞∑
s=0
xsαs
s!
. (4)
To justify (4), we will essentially use just the fact that commuting with x is a derivation of some
subalgebra containing F . Of course, [α(λ, d/dx), x] 6= 0 in general and the ordering between x
and α in summands xsαs above is essential. The right-hand side may be viewed symbolically as
a normally ordered exponential : exp(xα) : (where x’s are always at the left, and α’s always at
the right).
Regarding that λ and d/dx commute and d/dx is not of finite order, we can make a substi-
tution d/dx 7→ k and define α(λ, k) (of course the result does not define an endomorphism of
Aˆ1[[λ, k]]); it is a power series with the same coefficients but different argument. We will show
that
exp(λxF (d/dx))(exp(kx)) = exp((α(λ, k) + k)x),
holds true in Aˆ1[[λ, k]].
Similarly, in the case of several variables x1, . . . , xn,
exp
(
λ
n∑
i=1
xiFi(d/dx1, . . . , d/dxn)
)
=
∞∑
s1,...,sn
xs11 · · ·xsnn αs11 · · ·αsnn
s1! · · · sn! (5)
for unique functions αi ∈ Aˆn[[λ]] which, of course, depend on the commutators [xi, Fj ] ∈ Aˆn.
To investigate these questions we will work in an abstract algebra S ′ which generalizes the
Weyl algebra (possibly completed, with additional parameters). By a Q-algebra we mean an
associative unital algebra over rationals.
Proposition 1. Let S ′ be a Q-algebra, and S ⊂ S ′ a commutative subalgebra. Let x ∈ S ′ and
F ∈ S be such that the commutator [, x] is a derivation of S. Then (4) is true in S[[λ]] for
α =
∑∞
l=0 λ
lA1,l/l! (where A1,l ∈ S[[λ]] will be obtained below).
As α will be explicitly constructed one evidently has the existence of K(λ, k) = α(λ, k) + k
which we seek above. Now, instead of commutator [−, x] we consider an arbitrary derivation D
of S and we generalize the setup.
Notation. Let S be any commutative ring (not necessarily containing the rationals), F ∈ S
an element and D : S → S a derivation. Define a double sequence {As,l}s,l≥0 of elements in S
as follows: As,l = 0 unless 0 ≤ s ≤ l; A0,0 = 1, and recursively As,l+1 = F · (D(As,l) + As−1,l)
for l > 1.
Special values of Ar,s. In particular, A0,l = 0 for l > 0; A1,l+1 = FD(A1,l) = (FD)
l(F ) for
l ≥ 0 and As,s = F s for every s ≥ 0.
The evaluation of a fixed derivation D of a ring S can be represented as a commutator with
an element T in an associated extension of the original ring, the Ore extension. Its underlying
left S-module is the free module of infinite rank underlying the ring of polynomials in one
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indeterminate S[T ], but the multiplication is changed to the unique choice which is making it
a ring, extends S ↪→ S[T ], and satisfies
T · r = rT +D(r), ∀ r ∈ S.
In particular, the Weyl algebras can be obtained as iterated Ore extensions of polynomial rings.
Theorem 1. For any S, S ′, F , D as above and s ≥ 2, the double sequence An,l satisfies the
integral recursion
sAs,l =
l+1−s∑
r=1
(
l
r
)
A1,rAs−1,l−r. (6)
The upper limit of the sum on the right-hand side can harmlessly be extended up to l − 1:
the additionally included summands anyway vanish. If we were in characteristics zero we could
instead write the recursion for the A˜s,l = s!As,l/l! which would be a recursion of convolution
type.
Proof of Theorem 1. The proof is by induction on l: if s > l the equation reads 0 = 0,
for s = l it reads sAs,s = sAs−1,s−1F , because As,s = F s; we just need to verify the step of
induction from (s, l) with l ≥ s to (s, l + 1). For this we write As,l+1 = FD(As,l) + A1,1As−1,l,
substitute (6) for As,l and apply D using the Leibniz rule in each summand to obtain
sAs,l+1 = sA1,1As−1,l +
l−1∑
r=1
(
l
r
)
FD(A1,r)As−1,l−r +
l−1∑
r=1
(
l
r
)
A1,rFD(As−1,l−r).
Now FD(A1,r) = A1,r+1 and
FD(As−1,l−r) = As−1,l−r+1 −A1,1As−2,l−r, (7)
where the second summand on the right vanishes if s = 2. Now we finish separately the case of
s = 2 and s > 2.
For s = 2 we obtain
2A2,l+1 = 2A1,1A1,l +
l−1∑
r=1
(
l
r
)
A1,r+1A1,l−r +
l−1∑
r=1
(
l
r
)
A1,rA1,l−r+1.
After absorbing A1,1A1,l into first sum as the additional r = 0 summand and into the second
sum as r = l summand, and adding the two sums we obtain the required form.
For s > 2 there are several differences. First of all sA1,1As−1,l should be split into A1,1As−1,l
which is absorbed into the first sum as before, and (s− 1)A1,1As−1,l which exactly cancels the
additional sum coming from summands coming from additional A1,1As−2,l−r in (7). The third
difference is that As−1,lA1,1 which was absorbed to extend the upper limit in the second sum
for s = 2 does not need to be added for s > 2 because the top limit of l − 1 is anyway beyond
the limit of vanishing terms. 
Corollary 1. Let k ≥ 2 and 2 ≤ s = s1 + · · ·+ sk with si ≥ 1. Then
s!
s1! · · · sk!As,l =
∑
l1+···+lk=l,l>li≥1
l!
l1! · · · lk!As1,l1 · · ·Ask,lk .
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Proof. We first prove it for k = 2. In that case, for s1 = 1 this is the statement of the theorem
above. Suppose now we have proven the statement for s1 ≥ p. Then express s2 = 1 + (s2 − 1)
and decompose As2,l2 into the sum of products of the form A1,l′2As3,l′3 , and resum As1,l1 and A1,l′2
coming from the first factor in the second sum. The coefficients can be easily compared.
For k > 2 this is an easy induction on k using the result for k = 2 both for the basis and for
the step of induction. 
Suppose now S is a Q-algebra and D is Q-linear derivation given by the commutator [−, x]
with a fixed element x ∈ S ′ where S ′ ⊃ S is a Q-algebra containing S. Let λ be a formal
variable. Then in S ′[[λ]]
Corollary 2.
exp(λxF ) =
∞∑
s=0
xsαs
s!
,
where α =
∑∞
l=1 λ
lA1,l/l! and, of course, the commutator [α, x] 6= 0 in general.
Proof. If we set (xF )k =
∑k
s=1 x
sBs,k−s then we see that Bs,k−s satisfy the recursion and initial
conditions for As,k−s above. Indeed,
∑k
s=1 x
sBs,k−sxF =
∑k
s=1 x
s+1Bs,k−sF + xs(DBs,k−s)F
and we get the recursion after renaming the labels.
Thus the corollary follows from Corollary 1. 
Example 1.
x
(
d
dx
)l xm+j(l−1)
(m+ j(l − 1))! = (m+ j(l − 1))(m+ j(l − 1)− 1) · · ·
× (m+ j(l − 1)− (l − 1)) x
m+(j−1)(l−1)
(m+ j(l − 1))!
= (m+ (j − 1)(l − 1)) x
m+(j−1)(l−1)
(m+ (j − 1)(l − 1))! .
Therefore
1
j!
(
x
dl
dxl
)j
xm+j(l−1)
(m+ j(l − 1))! =
1
j!
m(m+ l − 1) · · · (m+ (j − 1)(l − 1))x
m
m!
.
Now (x d
l
dxl
)jxn = 0 if m := n− (l − 1)j < 0. Therefore
e
x d
l
dxl ekx =
∞∑
j=0
∞∑
m=0
(x(d/dx)l)j
j!
xm+j(l−1)
(m+ j(l − 1))!k
m+j(l−1).
By the binomial formula
(
1− (l − 1)kl−1)−ml−1 = ∞∑
j=0
1
j!
m(m− l + 1) · · · (m− (j − 1)(l − 1))kj(l−1).
Hence(
k
(1− (l − 1)kl−1) 1l−1
)m
=
∞∑
j=0
m(m− l + 1) · · · (m− (j − 1)(l − 1))k
m+j(l−1)
j!
.
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Therefore
e
x d
l
dxl ekx =
∞∑
m=0
(
k
(1− (l − 1)kl−1) 1l−1
)m
xm
m!
= exp
(
kx
(1− (l − 1)kl−1) 1l−1
)
(8)
for l = 0, 1, 2, . . .. Therefore, for λ = 1, F = (d/dx)l, we have
α(λ, k) + k = K(λ, k) =
k
(1− (l − 1)kl−1) 1l−1
.
After this work appeared at arXiv, preprint [8] also appeared, where a formula equivalent
to (8) was derived as a special case of a combinatorial method (see Fig. 1 and Chapter 6 in [8]).
It is easy to generalize our results to treat also the multivariable case (5) via ansatz
αi =
∞∑
l=0
λl
l!
A0,...,1,...,0,l,
where 1 is at i-th place. This time we study a commutative algebra S with n commuting
derivations Di. The characteristics free recursion is this time for the (n + 1)-tuple sequence of
elements As1,...,sn,l ∈ S[[λ]]:
As1,...,sn,l+1 =
n∑
i=1
Fi · (Di(As1,...,sn,l) +As1,...,si−1,(si)−1,si+1,...,si,l)
with initial conditions A0,...,0,0 = 1 and As1,...,sl,0 = 0 when at least one of the si 6= 0. Then
it follows by a straightforward generalization of the proof in the case of one derivation that for
all sij where 1 ≤ i ≤ n, 1 ≤ j ≤ k and si =
∑k
j=1 sij ,
s1! · · · sk!
s11!s12! · · · snk!As1,...,sn,l =
∑
l1+···+lk=l≥li≥1
l!
l1! · · · lk!As11,...,s1n,l1 · · ·Ask1,...,skn,lk .
3 Formal differential equations
We shall now exhibit some practical methods of calculating K(λ, q) determined by
exp(λxF (d/dx))(exp(iqx)) = exp(K(λ, q)x)
for formal parameter λ, real arguments q and x, and formal series F .
In multivariate case, given F (∂) = F (∂1, . . . , ∂n) let
K = K(λ, q) = (K1(λ, q), . . . ,K(λ, q)) = (K1(λ, q1, . . . , qn), . . . ,Kn(λ, q1, . . . , qn))
be defined by
eK(λ,q)·x := eλx·F (∂) (eq·x) . (9)
Then
x · ∂K
∂λ
(λ, q)eK(λ,q)x =
∂
∂λ
(
eλx·F (∂)eq·x
)
= x · F (∂)eλx·F (∂)eq·x.
The right-hand side can by definition (9) written as
x · F (∂)eλx·F (∂)eq·x = x · F (K)eK(λ,q)·x,
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but also as
eλx·F (∂)x · F (∂)eq·x = eλx·F (∂)x · F (q)eq·x =
n∑
i=1
Fi(q)e
λx·F (∂)xieqx
=
n∑
i=1
Fi(q)
∂
∂qi
(
eλx·F (∂)eq·x
)
=
n∑
i=1
Fi(q)
∂
∂qi
(
eK(λ,q)·x
)
=
∑
i,j
Fi(q)
∂Kj
∂qi
(λ, q)xje
K(λ,q)·x.
Thus we obtain∑
j
xjFj(K)e
K(λ,q)·x =
∑
i,j
Fi(q)
∂Kj
∂qi
(λ, q)xje
K(λ,q)·x.
After multiplying by exp(−K(λ, q) · x) both sides we get expressions linear in xj . Therefore,
equating the coefficients of x1, . . . , xn, we obtain the system
Fj(K(λ, q)) =
∑
i
Fi(q)
∂Kj
∂qi
(λ, q) =
∂Kj
∂λ
(λ, q),
where j = 1, . . . , n and the boundary condition is K(0, q) = q.
Let n = 1 and F = (d/dx)l, l > 0. Then the equations become
K l = ql
∂K
∂q
=
∂K
∂λ
, K = K(λ, q), K(0, q) = q.
By integrating K l = ∂K/∂λ we obtain that K−l+1 = (1− l)(λ+C(q)) where C = C(q) is some
function of q. Thus
∂K1−l
∂q
= (1− l)dC
dq
,
where the left-hand side evaluates to (1− l)K−l ∂K∂q = (1− l)K−lK l/ql = (1− l)q−l. Therefore
C(q) = q1−l/(1 − l) + C0 and it is easy to see that C0 = 0. Therefore K1−l = λ(1 − l) + q1−l,
hence, for l > 0,
e
λx d
l
dxl eqx = exp
((
q1−l + λ(1− l)) 11−l qx) = exp( qx
(1− λ(l − 1)ql−1)1/(l−1)
)
,
in agreement with the direct summation in Example 1 (for λ = 1).
A formal solution. For a parameter µ, and 1 ≤ i ≤ n, define operator Qi(µ) by
Qi(µ) = e
−µx·F (∂)∂ieµx·F (∂) =
∞∑
n=0
µn adn(−x · F (∂))
n!
(∂i).
Now for any R = R(∂), notice
[−xjFj(∂), R] = Fj ∂
∂(∂j)
R =: FjδjR,
because [Fj , R] = 0. Then
adn(−x · F (∂))Fi = −
∑
j1,...,jn
Fj1δj1(Fj2δj2(. . . (Fjnδjn(Fi)) . . .)).
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Thus we obtain a formal solution
Qi(µ) = ∂i +
exp(µO)− 1
O Fi(∂),
where O = O(∂) = ∑i Fi(∂)δi. Clearly
Qi(µ)e
q·x = e−µx·F∂ieµx·F eq·x = e−µx·FKi(µ, q)eK(µ,q)·x = Ki(µ, q).
Therefore
Ki(µ, q) = qi +
exp(µO(q))− 1
O(q) Fi(q).
For us the most important case will be Fi(∂) =
∑
j kjφji(∂) where∑
i
xiFi(∂) =
∑
ij
kjxiφij(∂) =
∑
j
kj xˆ
φ
j
for xˆφj :=
∑
i xiφij(∂).
The formal solution can alternatively be obtained using the expressions Ar,s in the recursion
from Section 2. Indeed, K(µ, q) = α(µ, q) + q. For simplicity, we will write it out in one
variable. By Corollary 2, in the notation used there, α =
∑∞
l=1 µ
lA1,l/l!, and the recursion gives
the special values A1,l = (FD)
l−1F , for l ≥ 1. Thus we obtain
K(µ, q) = q +
∞∑
l=1
µl(FD)l−1F/l! = q +
exp(µFD)− 1
FD
F.
4 Examples related to su(2)
We are now going to consider two different realizations of su(2). We will slightly modify the
problem: the variable λ will be replaced by three parameters forming a vector ~P1 with length P1.
General vector q from above will be denoted ~P2. Thus instead of K(λ, q) we want to find
(for some realization φ = (φab )) the function K = K(
~P1, ~P2) = Kφ(~P1, ~P2) in the exponent.
Tricks with vector calculus and geometrically well-chosen substitutions are useful in finding the
solutions. The differential equations will not be directly modified from the previous section, but
rather rederived on the spot in a way introducing some useful auxiliary variables. Compare that
the formal solution from the previous section are obtained using essentially the same variables
(up to imaginary unit).
Below we shall use a basis xˆ1, xˆ2, xˆ3 of su(2) satisfying [xˆa, xˆb] = iκabcxˆc, where κ is
a small parameter (this strange convention is an adaptation for the applications to modeling
some noncommutative deformations of a space-time). Define the auxiliary variables
Pˆa(µ) := e
−iµk·xˆPˆa(0)e+iµk·xˆ,
where Pˆa(0) = pˆa = −i∂a. Thus
dPˆa
dµ
(µ) = e−iµk·xˆ[−ik · xˆ, Pˆa(0)]e+iµk·xˆ.
The realization of U(su(2)) of Freidel and Livine [12]. This realization is also used in [13] in
the context of study of a noncommutative Fourier transform used to relate a group field theory
related to a spin-foam model motivated by 3d quantum gravity to a noncommutative field theory.
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In our language their star product is coming from a realization via formal differential operators
of infinite order, is (with Einstein summation convention) given by
xˆφa = xbφba = xa
√
1 + κ2∂2 + iabcκxb∂c, φba = δba
√
1 + κ2∂2 + iκabc∂c.
Elements of U(su(2)) in this realization in the semicompleted Weyl algebra act as formal
differential operators on its standard module – the Fock space which is the symmetric algebra
S(su(2)) with unit playing the role of Fock vacuum 1 = exp(i0 · x) =: |0〉. We rescale all by
imaginary units to define K by exp(ik · xˆφ) exp(iq · x) = exp(iK(k, q) · x). The action in the
realization is exp(ik · xˆφ)|0〉 = exp(iK(k, 0) · xˆ).
We will use the notation and the relation between K, K0 and the coproduct from Section 1.
For pˆa = −i∂a we have
[xˆa, pˆb] = i
√
1− κ2pˆ2δab − iκabcpˆc, Pˆa(0) = −i∂a.
Then [xˆa, ∂b] = φab, what implies
dPˆa
dµ
= ka
√
1− κ2Pˆ 2 + abckbPˆc.
In these formulas the operations involving ∂ are understood as acting on linear combinations
of Fourier components exp(iq · ~x), which are the eigenvectors, with values of −i∂a equal to qa.
From now on we fix a single Fourier component exp(iq · ~x) and write equations for P which is
the corresponding eigenvalue of Pˆ .
In solving the equations it is useful to utilize full vector notation, hence writing ~k, ~q. We also
make shortcuts
L := ~k · ~P , P 2 :=
∑
a
(Pa)
2, k2 = |~k|2, q2 = |~q|2.
Then
dL
dµ
= k2
√
1− κ2P 2, 1
2
dP 2
dµ
= L
√
1− κ2P 2,
d
dµ
√
1− κ2P 2 = −κ2 dP
2/dµ
2
√
1− κ2P 2 = −κ
2L.
Now we derive one more time,
− 1
κ2
d2
dµ2
√
1− κ2P 2 = dL
dµ
= k2
√
1− κ2P 2.
We seek the solution of that differential equation for
√
1− κ2P 2 in the form√
1− κ2P 2 = c1 cosκ|~k|µ+ c2 sinκ|~k|µ.
Then of course L = |
~k|
κ (c1 cosκ|~k|µ+ c2 sinκkµ), and P (µ = 0) = q, hence c1 =
√
1− κ2q2. On
the other hand, L(µ = 0) = ~q · ~k, thus L(µ = 0) = |~k| c2κ = ~q · ~k, hence c2 = −~q·
~k
|~k| κ. Thus
L =
|~k|
κ
√
1− κ2q2 sin(κ|~k|µ) + ~q · ~k cos(κ|~k|µ).
We seek for solution for ~P in the form ~P = f1~k + f2~q + f3~k × ~q. The equation
d~P
dµ
+ ~k
√
1− κ2P 2 + κ~k × ~P
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becomes in these terms
df1
dµ
~k +
df2
dµ
~q +
df3
dµ
~k × ~q =
√
1− κ2P 2~k + κf2~k × ~q + κf3
(
(~q · ~k)~k − k2~q),
what amounts to the system
df1
dµ
= ~k
√
1− κ2P 2 + κ~q · ~kf3, df2
dµ
= −κ~q · ~kf3, df3
dµ
= κf2.
The latter two give
df2
dµ
= −κ2k2f2,
hence
f2 = d1 cos(κ|~k|µ) + d2 sin(κ|~k|µ), f3 = d1
k
sin(κ|~k|µ)− d2
k
cos(κ|~k|µ).
The boundary conditions are f2(0) = 1, f3(0) = 0, hence d2 = 0, d1 = 1
~P = f1~k + cos(κ|~k|µ)~q + 1|~k|
sin(κ|~k|µ)~k × ~q.
Forming the inner product of this equation with ~k and recalling the value of L we get the
condition (both sides are equal to L)
k2f1 + ~q · ~k cos(κ|~k|µ) = k
κ
√
1− κ2q2 sin(κ|~k|µ) + ~q · ~k cos(κ|~k|µ),
~P =
|~k|
κk
√
1− κ2q2 sin(κ|~k|µ) + ~q cos(κ|~k|µ) + 1
|~k|
~k × ~q sin(κ|~k|µ).
Of course, then K(~k, ~q) = ~P (µ = 1) and ~D(~k, ~q) is then evaluated by (3) to obtain
~D(~k, ~q) =
√
1− κ2k2~k +
√
1− κ2k2~q − κ~k × ~q.
The symmetric realization or ordering is defined via the condition ei
∑
α kαxˆ
φ
α |0〉 = ei
∑
α kαxα .
In other words, K0 from (2) is the identity. The composition of the realization xˆ 7→ xˆφ and the
projection on the vacuum in Fock space is then the inverse of the symmetrization map [11]. We
will now study su(2) in this realization.
For su(2) we shall now use the basis proportional to σ-matrices xˆi =
1
2σi; that basis satisfies
[xˆi, xˆj ] = iijkxˆk, what follows from a useful identity σiσj = δij1+ iijkσk. Then
eikxˆ = ei
~k~σ =
∞∑
n=0
1
n!
(
i~k
~σ
2
)n
= cos |k|+ i(~k~σ) sin |k|.
In the symmetric ordering, the vector function ~D(~k, ~q) from formula (3) is determined by
ei~q~x ∗ ei~k~x = ei ~D(~k,~q)~x = cos | ~D|+ i
~D~x
| ~D| sin |
~D|.
We need to multiply the expression in the left hand side and we easily get
cos | ~D| = cos |~k| cos |~q| −
~k~q
|~k||~q|
sin |~k| sin |~q|,
~D
| ~D| sin |
~D| =
~k
|~k|
sin |~k| cos |~q|+ ~q|~q| cos |
~k| sin |~q| −
~k × ~q
|~k||~q|
sin |~k| sin |~q|.
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This corresponds to the realization
xˆi = xi +
1
2
ijkxjpk +
(
xi − ~x~p
p2
pi
)(p
2
coth
p
2
− 1
)
,
where pi → −i∂i. This can be used to obtain K as in the realizations above. The equation
dPi
dµ = φijkj is then for Fourier component exp(i~q · ~x)
dPi
dµ
= ki − 1
2
ijkkjqk +
(
ki − kjqj
q2
qi
)(q
2
coth
q
2
− 1
)
.
One may solve the equations looking again the solution in the form P (µ) = P (µ,~k, ~q) = g1~k +
g2~q + g3~k × ~q.
Setting K(~k, ~q) = P (1,~k, ~q) one obtains D(~k, ~q) = K(K−10 (~k, ~q)) as before, with K0 being
the identity in the symmetric ordering, hence D = K. This way (~k, ~q) 7→ D(µ~k, ~q) satisfies the
equation for P = P (µ,~k, ~q).
5 Relation to works on star exponential
In deformation quantization, the n-th Weyl algebra An is often identified with a subalgebra
of the Moyal algebra, i.e. C∞(V )[[h]], where V is the 2n-dimensional flat phase space with
coordinates x1, . . . , xn, p1, . . . , pn with the standard symplectic form, and the product involved
is the Moyal star product ?h [3, 6, 7]. Thus the realization for generators xˆ
φ can be considered
as a function of the form
∑
i xiφ
i
j(p) in the Moyal algebra. One wants to compute the action of
exp
(∑
j kj xˆ
φ
j
)
on some g(x), which is usually also an exponential. In the Moyal representation,
one replaces xˆφ with a function of x and p as above and, in the power series expansion for the
exponential, replaces the usual product by the star product. Differential equations and other
techniques for computing such star exponentials are known (see e.g. [3]). Now we want to act
on g(x). For this one can express the exponential involving xˆφ as a star exponential for the
Moyal star product, compute the star product with g(x) and then act on the Fock space to
project to a function of x’s only. For this, the Moyal interpretation of Weyl algebra may be
suboptimal, because the functions are in the symmetric Weyl ordering, while for the effective
computing of the action on the Fock space (i.e. on the space of polynomials in x1, . . . , xn) one
usually needs a polarized form with derivatives pushed to the right hand side. The point of
Section 2 is essentially a method of polarizing exponentials by a neat recursion. Our approach
is instead to do the whole thing in a single step, either by recursion for coefficients in formal
power series (Section 2), by a formal solution, or by solving a differential equation.
Our particular interest was in functions D(k, q) and K(k, q) from Section 1, where it is
shown that D(k, q) is related to the coproduct for deformed momenta. This coproduct in the
sense of Hopf algebras, is for this case, in noncommutative geometry interpreted as a deformed
addition of momenta [14], which is neither studied, nor has much significance in the deformation
quantization program. While in deformation quantization one quantizes the phase space, in our
situation [10, 18, 19, 21] one just deforms the coordinate space (thus our star products will
be just for functions of the form f(x) and not f(x, p)) directly, while for finding the tangent
and cotangent bundles, as well as for the deformations of the Poincare´ algebra, one uses Hopf
algebraic techniques, like deformed Leibniz rules [18], Heisenberg double [21] etc. Thus, we
needed and computed very specific expressions, leading to the computation of function D(k, q),
hence amounting to a new technique for computing the coproduct for deformed momenta (for
a different approach see [10]).
Somewhat more generally, than in the rest of the article concerned with Weyl algebras,
Section 2 is concerned with certain formal expressions involving a derivation on a general ring,
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and is partly beyond the scope of the usual Weyl algebra, but the rest is about calculations
involving Weyl algebras. This is also beyond the case of Lie algebras, as such formal expressions
do not necessarily close a Lie algebra.
Realization of Lie algebras by xˆj
φ =
∑
i xiφ
i
j(∂) can be obtained by interpreting Lie algebras
as vector fields on the group and computing them in some coordinates around unit element
(cf. [11, Sections 7–9]). More generally, one can find similar expressions from other actions on
smooth manifolds. However, the actions do not need to exist beyond formal neighborhood in
general, as we do not ask the formal power series for φij to have positive radius of convergence.
Thus, in some cases, when the convergence (and smoothness) allows, we can consider our ex-
pressions as coming from a well known setup for quantization in the differential geometric setup.
However, in full generality, the geometry of our paper is (like in [11, Sections 7–9]) concerned
with vector fields on formal neighborhood of the unit of the Lie group.
6 Conclusion and further questions
We have exhibited several approaches to the exponential operators linear in variables and with
arbitrary formal power series dependence in the partial derivatives, including direct summations,
formal operator solutions and solving differential equations. We have shown much detail for
the case of two realizations of su(2). These equations are specifically interesting for physical
applications [12, 14, 15, 17] in the study of noncommutative spaces of Lie type via realizations
by the differential operators of specific type.
While we defined the functions K(k, q) and D(k, q) just formally in the relation to exponen-
tial expressions (cf. Section 1), computing them (up to some changes of variables) effectively
computes also the addition of momenta on the noncommutative space, or equivalently, the co-
product on the space of dual variables [14, 18]. This gives an important physical application of
the method present here.
We remained within a formal approach (in the sense of formal power series). The analytic
uniformization methods from [5] could also be used for similar study.
One can choose some reasonably big subspace of Sˆ(g) to which the star product extends well,
making it a topological algebra. Articles in deformation quantization studied such questions
also in analytic setups. But even in the simple cases, e.g. when ξ is the symmetrization map,
defining a convenient subspace with well-defined star product and its topology is nontrivial.
The Rasˇevskiˇı’s associative hyper-envelope of a Lie algebra g is a completion of U(g) by means
of a countable family of norms fˆ 7→ ‖fˆ‖ for all  in an arbitrary fixed family of positive numbers
having 0 as an accumulation points, where
‖fˆ‖ = max
s1,...,sn
−(s1+s2+···+sn)|fs1...sn |,
for s1 + · · ·+ sN = s, and where fs1,...,sn is the Taylor coefficient in the front of xs11 · · ·xsnn of the
commutative polynomial f = e−1(fˆ), where e is the symmetrization map. Here x1, . . . , xn is any
fixed basis of g, viewed as commutative coordinates. It is nontrivial and proved by Rasˇevskiˇi
in [20] that the algebra multiplication in U(g) is continuous in this topology and hence that
the completion of the U(g) as a countably normed vector space carries the unique structure
of a topological algebra extending the algebra operations on U(g). It may be tried to use the
same definition with e replaced by another coalgebra isomorphism ξ : S(g)→ U(g). The second
author (Z.Sˇ.) will show in a future publication that, under mild conditions on ξ, verifiable in
many known examples, this modified definition results in a completion of U(g) isomorphic as
a topological algebra.
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