This paper examines asymptotic expansions of test statistics for dimensionality and additional information in canonical correlation analysis based on a sample of size N = n + 1 on two sets of variables, i.e., x u ; p 1 ×1 and x v ; p 2 ×1. These problems are related to dimension reduction. The asymptotic approximations of the statistics have been studied extensively when dimensions p 1 and p 2 are fixed and the sample size N tends to infinity. However, the approximations worsen as p 1 and p 2 increase. This paper derives asymptotic expansions of the test statistics when both the sample size and dimension are large, assuming that x u and x v have a joint (p 1 + p 2 )-variate normal distribution. Numerical simulations revealed that this approximation is more accurate than the classical approximation as the dimension increases.
Introduction
Let x u and x v be two random vectors of p 1 and p 2 components with a joint (p 1 + p 2 )-variate normal distribution with a mean vector µ = (µ This problem is related to reducing the dimension of the canonical variables. Let S be the sample covariance matrix formed from a sample of size N = n+1
Corresponding to a partition of x, we partition S as
The following test statistics have been considered (e.g., see Sitotani, Hayakawa and Fujikoshi (1985) ): some asymptotic results have been obtained (e.g., see Anderson (2003) , Siotani, et al. (1985) ). Note that these results will not work well as dimension p 1 or p 2 increases. In order to overcome this weakness, we study the asymptotic distributions of these statistics under a high-dimensional framework such that A1 p 1 ; fixed, p 2 → ∞, n → ∞, m = n − p 2 → ∞, (1.4) p 2 /n → c ∈ (0, 1).
In this paper we also consider asymptotic distributions of test statistics for a hypothesis concerning the sufficiency of the redundancy of a subset of variables from each of x u and x v . This problem is related to reducing the dimension of the original variables. In order to formulate the hypothesis, we partition x u and x v as x u = (x
Note that p 1 = q 1 +q 2 and p 2 = q 3 +q 4 . Then, the hypothesis of the sufficiency of x 1 and x 3 , as the redundancy of x 2 and x 4 , is formulated as follows:
Let S be the sample covariance matrix formed from a sample of size N = n+1
Corresponding to a partition of Σ, we partition S as To test H 1 , we consider the statistic (Fujikoshi (1982) ) defined by
This is a likelihood ratio statistic. Here,
Under a large sample framework A0, an asymptotic expansion is obtained (see Fujikoshi (1982) ). However, the result will not work well as dimensions p 1 and p 2 increase. In order to overcome this weakness, we study asymptotic expansions of the statistics under a high-dimensional framework such that
Numerical simulations revealed that our approximation becomes more accurate than the classical approximation as the dimension increases. Similar approximations have been proposed in the MANOVA model and discriminant analysis. 
Distributions of tests for dimensionality
In this section we consider the distribution of the three test statistics (1.2) under framework A1. When we consider the distributions of the statistics in (1.2), Now we consider the perturbation expansion of
Let U and V be the matrices defined by
respectively. The characteristic function of U can be expressed as
where T is a real symmetric matrix whose (i, j) element is given by (1 + δ ij )t ij /2. Here, δ ij is the Kronecker delta, i.e., δ ii = 1, δ ij = 0 (i ̸ = j). The conditional characteristic function can be evaluated as
(W − nI) and the notation o * i denotes a term that tends to 0 under a high-dimensional framework (1.4). Therefore,
Similarly, the characteristic function of V can be expanded as
Using these results we can expand C V,U (T 1 , T 2 ) of the joint characteristic function of V and U as follows:
Therefore we obtain the following theorem.
Theorem 2.1 Under assumption A1, each of the elements of U and V is asymptotically and independently distributed as a normal distribution, more
where
We can write
vv A vu and A uu·v in terms of U and V as
and hence
Therefore, Q can be expanded as
Here, the notation O * i denotes a term of the i-th order with respect to
Null distributions
In this section we consider the null distribution of the three test statistics under framework A1 and
Consider the transformed test statistics of LR, LH and BN P in (1.2) defined by
are the characteristic roots of Q, and the three test statistics are symmetric functions of the last
. Using the fact that Q has a perturbation expansion as in (2.2), it can be seen (see Lawley (1956 Lawley ( , 1959 and Fujikoshi (1977) ) that the last
are the characteristic roots of
Using these results we can expand T LR , T LH , and T BN P as follows:
Each of the diagonal elements of U 22 and V 22 is asymptotically distributed as N (0, 2). Therefore, we obtain the following theorem.
Theorem 2.2 Under assumptions (1.4) and (2.3),
where G=LR, LH, BNP, and
Non-null distribution
In this section we derive the asymptotic non-null distributions of the three test statistics for dimensionality under the alternative hypothesis:
For simplicity, we assume that the first b canonical correlations are differ, i.e.,
This is equivalent to γ
Further, from (2.6) the last
] , 
Therefore we can combine the above three expressions as
Here, the notation G and c is used such that
Using Theorems 2.1 and 2.2, we obtain the following theorem. 4) and (2.6) ,
) .
Asymptotic power
Based on the asymptotic distributions of the three statistics in Theorem 2.3, we obtain their asymptotic powers. Let
We have
, where z α is the upper 100α % points of the standard normal distribution.
Using Theorem 2.3, the asymptotic power with a level of significance α is expressed as
where Φ is the distribution function of the standard normal distribution. Under assumption (1.4),
Therefore, we can obtain δ G → ∞ so that the asymptotic power is 1.
Distributions of tests for additional information
We are interested in the distribution of T in (1.5). According to Theorem 2 in Fujikoshi (1982) , T under H 1 is expressed as a product of two independent variables, i.e.,
Here, we denote the distribution of Λ = |A|/|A + B| by Λ(p, q, n), where A and B have independent Wishart distributions W p (n, Σ) and W p (q, Σ), respectively. Fujikoshi (1982) derived an asymptotic expansion for the distribution of T under A0. The approximation can be written as
Let Λ be a statistic that is distributed as Λ(p, q, n). Tonda and Fujikoshi (2004) derived an asymptotic expansion formula of the distribution of Λ when q is fixed, n → ∞, p → ∞ with p/n → c ∈ (0, 1). For our derivation, we use their result. Let
Then, the characteristic function of T F can be expanded as
F s are defined by
) ,
Here the coefficients τ ij and ω j are given by Wakaki (2006) derived an asymptotic expansion formula of the distribution of Λ when all three values of p, q and n tend to infinity with p/n → c 1 ∈ (0, 1) and q/n → c 2 ∈ (0, 1). For our derivation, we use his result. Let
and ψ (s) (a) is the polygamma function defined as
.) .
Then, the characteristic function of T W can be expanded as
) 2 , κ
Using these results, we can obtain the asymptotic distribution of T in (1.5) under various high-dimensional frameworks satisfying A2.
Null distribution under A2
In our framework A2, the conditions "p → ∞" and "one of q 1 , q 2 , q 3 , q 4 → ∞" are equivalent. Under p 1 ≤ p 2 , the condition can be realized as one of the following 12 cases.
We can obtain an asymptotic expansion of the distribution of T in all of the cases except (ii). Note that even in situation (ii), our approximations are good based on the numerical simulation.
We have seen that T 1 and T 2 have the following asymptotic means and variances:
and hence 
whereT j are defined by the standardization of − log T j . Then the characteristic function of T H is expressed by
2 +κ
(1) 1κ (1) 2 , κ (4) =κ (4) 1 +κ
(1) 1κ (3) 2 +κ (3) 1κ (1) 2 , κ (6) =κ (6) 1 +κ
2 . 
are obtained from the following table. substituting (n, p, q) for (a, b, c) , respectively. Using Λ(p, q, n) = Λ(q, p, n + q − p), cases (viii) and (xi) can be obtained. Note that case (v) is obtained by using the fact that
Finally, by inverting the characteristic function of T G we have the following theorem. (1.5) . Then, the null distribution of T G can be expanded as
Theorem 3.1 Let T G be the normalization of T defined by
where G = H1 ∼ H5, Φ(x) and ϕ(x) are the distribution and density function of the standard normal distribution, respectively and a j (x)'s are defined by
Here, h j (x) is the jth Hermite polynomial; in particular,
, and κ (α) s are given by (3.3).
Using the coefficients a j (x)s of the asymptotic expansion (3.4), we can obtain the Cornish-Fisher expansion. Let x andt(x) denote the percentage point of the limiting distribution of T G and the corresponding percentage point of T G , respectively, that is
Then from (3.4),t G (x) can be expanded as
Simulation results
In this section we compare our high-dimensional approximations (denoted as H) with the classical approximations (denoted as C) based on the asymptotic distribution under a large sample framework such that p 1 and p 2 are fixed and n tends to infinity. The numerical accuracy is studied for the upper percentage points and the actual test size.
Null distributions of tests for dimensionality
It is well-known that under the large sample framework, the three statistics
are asymptotically distributed as the χ 2 -distribution with (p 1 − k)(p 2 − k) degrees of freedom (e.g., see Siotani et al. (1985) ). Under the highdimensional framework the three statistics T G /σ G are distributed asymptotically (see Theorem 2.2) as N (0, 1) , where
where χ Table 1 shows the estimated upper 5% points based on a Monte Carlo simulation, the approximated critical points using our method, t LR·H , t LH·H , t BN P ·H , and the classical approximations t C . Table 2 shows the corresponding actual test sizes. We are interested in the behavior when the dimension is large and close to the sample size.
From Tables 1 and 2 , the chi-square type approximation t C , α LR·C , α LH·C , α BN P ·C performs well when p is less than 20. However, the chi-square type approximation is poor when p is greater than 20. When p is large, α LR·C and α LH·C are close to 1 and α BN P ·C is close to 0. The normal type approximation α LR·C , α LH·C and α BN P ·C performs well when the dimension p is close to half of N . When k = 2, α LH·C performs well when the dimension p close to N . 
Additional information
The Cornish-Fisher expansion of the large sample approximation (3.2) is well known. The expansion is obtained by using an alternative form of (3.2) written as
where g f (x) is the density function of the chi-square variable with f degrees of freedom and coefficientp 1 (x) is defined bỹ
.
Similarly let P (−m log T ≤t(x)) = G f (x).
Then the Cornish-Fisher expansion can be written in the same way as in (3.6) , that is,t Table 3 gives the upper 5% of the points based on a Monte Carlo simulation (Simu), and the approximated critical points of our method, t H1 ∼ t H5 , and the classical approximations t A0 . Table 4 gives the corresponding actual test sizes. We are interested in the behavior when the dimension is large and close to the sample size.
From Tables 3 and 4 , the chi-square type approximation t C , α C performs well when p is less than 8. In contrast, the chi-square type approximations are poor when the smallest of q 1 , q 2 , q 3 , and q 4 is large. When p is large, the normal type approximation t H1 ∼ t H5 , α H1 ∼ α H5 performs better than the chi-square type approximation. Furthermore, when the sample size is much larger than the dimension, the performance of the normal type approximation is similar to that of a large sample approximation. In particular, the approximation t H5 , α H5 is the best of these approximation for all cases. 
N

