Abstract. We prove that there are no minimal hypersurfaces properly immersed in any region of the Euclidean space bounded by unstable minimal cones. We also prove the analogous result for r-minimal hypersurfaces.
Introduction
A classical problem on differential geometry is to determine the existence or non-existence of hypersurfaces immersed in certain regions of a given Riemannian manifold. In this context, important results have been obtained in the class of minimal immersions, mainly motivated by the Calabi-Yau conjecture [11, 13, 39] , which asserts that a complete minimal hypersurface in R n+1 is unbounded. Many important results were done about this conjecture, including counterexamples in its general form (see [1] , [14] , [21] , [22] , [26] , [30] , and references therein).
Related to this problem we have the celebrated halfspace theorem of Hoffman and Meeks [17] in the Euclidean three-space. It says that there is no proper, possibly branched, nonplanar minimal surface contained in a halfspace of R 3 . This is a nice and clever application of the Maximum Principle for minimal surfaces making use of the behavior of the catenoid in R 3 . It is astonishing that this theorem does not hold in higher dimensions and the catenoids C n itself are simple counterexamples, since they are contained in a slab given by two parallel hyperplanes of R n+1 , when n ≥ 3.
It is then natural to investigate some sort of the halfspace theorem in higher dimensions or in others contexts. In fact, there exits an active research on this topic and many results have been obtained. See for instance [2, 4, 8, 9, 10, 12, 15, 20, 23, 24, 27, 28, 29, 31, 34, 36] .
We point out that the first result about the non existence of minimal immersions in cones was done by Omori in [31] , where he considered cones strictly contained in the half-space. A very nice extension was latter obtained by Atsuji in [4] using stochastic geometry. We also draw attention to two interesting theorems regarding proper minimal hypersurfaces immersed in the Euclidean space R n+1 . In [23] , López proved a nonimmersibility result considering cones over convex domains and in [24] Mari and Rigoli considered this problem for non-degenerated cones (see also [32] ). These results were extended to r-minimal hypersurfaces in [2] .
In this note, we prove that the half-space property is valid when we consider unstable minimal cones as barriers. Before we state our theorem in a precise form we need to recall some definitions. Let Σ ⊂ S n be a compact orientable hypersurface embedded in the unit round sphere. Let us denote by C Σ ⊂ R n+1 the closed half-cone over Σ, that is, the mapping of Σ × [0, ∞) given by (m, t) → tm. It is simple to see that C * Σ = C Σ \ {0} is a minimal hypersurface if and only if Σ ⊂ S n is minimal. Moreover, since Σ is embedded, we have that R n+1 \ C Σ has two connected components. In [38] , Simons proved that if Σ ⊂ S n is not totally geodesic and 3 ≤ n ≤ 6, then C Σ ⊂ R n+1 is an unstable minimal hypersurface (see also [37] ). We recall that a minimal hypersurface is said to be stable if it minimizes the area up second order and unstable otherwise. Since the second variation of the area functional of a minimal hypersurface M is given by the Jacobi operator J = ∆ + A 2 , where A is the second fundamental form of M , we conclude that M is unstable if and only if J has some negative eigenvalue on some compact domain. Our main theorem is the following.
The proof is inspired by the proof of the half-space theorem for self-shrinkers by the first author and Espinar [12] and the idea is to use the unstability of C Σ and the cone structure to create a perturbation of C Σ that lead a contradiction to the Maximum Principle.
In the following we denote byM (c) n+1 the space form of constant sectional curvature c, which for simplicity, we assume to be −1, 0 or 1. We recall that, given r ∈ {1, . . . , n}, a hypersurface M n ⊂M (c) n+1 is said to be r-minimal if the symmetric function S r of the principal curvatures of M is zero. This is a natural generalization of minimal hypersurfaces (r = 1) and also of zero scalar curvature hypersurfaces (r = 2) in the Euclidean space. In [33] , Reilly proved that such hypersurfaces are critical points of a certain r-area functional (see Section 2.2 for details) and computed its second variation formula (see also [6] ). The second variation is given by a quadratic form in terms of a second order linear operator, whose principal part is given in a divergent form ( [35] ). In this case, we say that a r-minimal hypersurface is r-stable if its second variation is nonnegative and runstable otherwise (see [6, 3] ). As in the minimal case, a direct computation shows that Σ n−1 is a r-minimal hypersurface of S n if and only if the cone C Σ is a r-minimal hypersurface in R n+1 . It is a remarkable fact that a Simons' type theorem still holds for r-minimal cones. It was proved in appropriated dimensions by Barbosa and do Carmo in [5] for zero scalar cones with S 3 = 0 and by Barros and Sousa in [7] for r-minimal cones assuming that S r+2 is a non-null constant. In this setting we have the following theorem:
, n ≥ 3, be an unstable r-minimal cone for some r ∈ {2, . . . , n−1}. Assume that S j > 0, j = 1, . . . , r−1. Then there is no r-minimal hypersurface M n properly immersed in R n+1 \ C Σ such that S r+1 = 0.
The proof follows the same steps as in the case of usual minimal hypersurfaces. In fact, under the hypotheses we are assuming, the linearized operator associated to the second variation of the r-area functional is elliptic and the Maximum Principle holds (see [18, 19] ). 
Preliminaries
In this section we fix notations and recall some facts we need in our proofs.
Stability of minimal hypersurfaces. Let M
n be an oriented Riemannian manifold and let x : M n → R n+1 be a minimal immersion. If X : M × (−ε, ε) → R n+1 is a smooth variation of M by immersions, whose variational vector field is ϕN , where N is a unit normal vector field along M and
where A(t) = M dM t is the area functional and H(t) is the mean curvature of the variation X(., t). At t = 0 the second variation read as
In particular, we have that nH ′ (0) = Jϕ. In the second variation formula above, A denotes the shape operator of M with respect to N and J = ∆ + A 2 is the so called Jacobi operator or stability operator of M .
We say that M is stable iff
It is equivalent to say that the first eigenvalue of the Dirichlet problem to −J is positive for all compact domain with regular boundary D in M (see [16] ).
2.2.
Minimal hypersurfaces vanishing higher order mean curvature. Let S r = i1<...<ir k i1 . . . k ir , 1 ≤ i ≤ n, be the elementary symmetric functions of the principal curvatures k 1 , . . . , k n of x : M n → R n+1 . The r-mean curvatures of M are defined as
S r , r = 1, . . . , n.
It is well known (see [33] ) that r-minimal hypersurfaces, that is H r = 0, are critical points of A r = M S r−1 dM , for all supported compact variations. Note that the case r = 1 corresponds to the classical case of minimal hypersurfaces. It turns out that, in this general case, the linearized operator of S r is given by (see [35] and [33] ) L r ϕ = divP r ∇ϕ, where P r are the Newton operators, which are defined inductively by P 0 = Id, and P r = S r Id − AP r−1 .
In this context, the second variation formula to A r is given by
where J r = L r − (r + 2)S r+2 . Analogously to the standard case, we say that a rminimal hypersurface is r-stable if
It was proved by Hounie and Leite ( [18, 19] ) that L r is elliptic if and only if S r+2 = 0. So, under this condition we have the characterization of r-stables hypersurfaces in terms of the first eigenvalue of L r as in the classical case r = 1.
We conclude this section recalling the tangency principle for r-minimal hypersurfaces proved by Hounie and Leite (see [19, Theorem 1.3 (a)]) . Namely Theorem 2.1. Let M 1 and M 2 be oriented hypersurfaces in R n+1 satisfying
for a given 2 ≤ r < n. Assume that M 1 and M 2 have the same normal vectors at a tangency point p, with H j (M 2 ) ≥ 0, for all j = 1, . . . , r − 1. If either M 1 or M 2 satisfies H r+2 = 0, then M 1 cannot remain above M 2 in a neighborhood of p, unless the hypersurfaces coincide locally.
Proof of the Theorems
We start presenting below the proof of Theorem 1.1. So, assume that such M does exist and let ℓ = dist(M, C Σ ) be the Euclidean distance between M and C Σ .
We first note that the distance cannot be achieved at finite points of M and C Σ . In fact, if we assume that there exist p ∈ M and q ∈ C Σ such that ℓ = dist(p, q) with q = 0, we can translate M by V = p − q until touching C Σ at a first interior contact point and this contradicts by the Maximum Principle. Now assume that q = 0. In this case, we argue as [25, Theorem 5.2] . Take γ : [0, ℓ] → R n+1 the line segment joining γ(0) = 0 ∈ C Σ and γ(ℓ) = p ∈ M . Given r ∈ (0, ℓ/2) we have that the open ball B(γ(r), r) does not intersect C Σ , because γ is the short path between M and C Σ . It implies that the cone C Σ is contained in a halfspace, forcing Σ to be totally geodesic. A contraction.
The distance between M and C Σ is then achieved at a sequence of points. Let {p i } i ⊂ M and {q i } i ⊂ C Σ be such that ℓ = lim dist(p i , q i ). Note that {p i } i and {q i } i diverge to infinity. Let denote by
the sequence of normalized directions. So, up a subsequence, we have U i → U 0 ∈ S n . Translating M by −ℓU 0 we can assume that dist(M, C Σ ) = 0. Now, choose ε ∈ (0, 1) such that the ε-truncated cone C ε Σ = [ε, 1] × Σ is unstable (c.f. [38, Lemma 6.1.1]). Thus, there exist λ < 0 and a smooth function ϕ :
where J = ∆ + A 2 is the Jacobi operator of C Σ . Choosing λ = λ 1 , the first eigenvalue of J, we may assume that ϕ > 0 on (ε, 1) × Σ. We will use ϕ to construct a perturbation of C Σ . Given τ > 0 small and s ∈ (−τ, τ ) we set
where N is the unit normal vector on C Σ pointing inward C + Σ , the connected component of R n+1 \ C Σ that contains M . Since M is proper, there exists τ 0 ≤ τ such that D(s) ∩ M = ∅, for all s ∈ (τ 0 , τ 0 ). Since M is asymptotic to C Σ if we apply a family of homotheties R a to M we can find a ∈ (0, 1) such that M a = R a (M ) is tangential to C Σ at some point of D(s). Since homothety preserves the minimality we have a contradiction with the Maximum Principle.
The proof of Theorem 1.2 follows the same steps as above. In fact, homotheties preserve r-minimality and we can choose the perturbations of the cone too small such that the conditions on the positivity of S j are preserved and so the tangency principle (Theorem 2.1) applies.
