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Introduction
Resampling methods are powerful tools in modern statistics and econometrics; bootstrap procedures
(see, e.g., Hall, 1992, Efron and Tibshirani, 1993, and Hall and Horowitz, 1996) and subsampling
procedures (Politis and Romano, 1992, 1994a) have widespread applicability, and are useful for a wide
variety of inference problems in many fields. Indeed, besides the opportunity of asymptotic refinements
provided by bootstrap procedures (see, e.g., Hall 1992), resampling methods may represent a better
alternative to the classic asymptotic theory. Some examples where resampling methods outperform
classic asymptotic theory include settings where the latter poorly performs (see, e.g., Salibian-Barrera
and Zamar, 2002) and settings where the latter is not applicable (see, e.g., Andrews and Guggenberger,
2010a). The bootstrap has been the object of a huge research in statistics and econometrics, since its
introduction by Efron (1979). More recently, subsampling procedures have been also investigated as
a valid alternative to the bootstrap for settings in which the bootstrap fails; see for instance Gonzalo
and Wolf (2005), Hong and Scaillet (2006) and Andrews and Guggenberger (2009a,b, 2010a,b) for
recent applications.
Singh (1998), Salibian-Barrera and Zamar (2002) and Salibian-Barrera, Van Aelst and Willems
(2006, 2007) study the robustness of the bootstrap in iid settings, by characterizing its quantile
breakdown point, i.e., the smallest proportion of contamination in the original sample such that the
bootstrap quantile diverges to infinity. They find a small bootstrap quantile breakdown point, which
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implies a large instability of bootstrap inference in presence of model contamination, and develop
different robust bootstrap methods to overcome this problem.
This thesis studies the robustness properties of general block resampling methods and it develops
robust block resampling procedures both for iid and time series settings. An application of these
robust resampling methods to tests for stock return predictability shows their usefulness in a concrete
inference setting.
In the first chapter, we develop robust subsampling procedures for the iid case. Under this last
assumption, Singh (1998) and Salibian-Barrera et al. (2006, 2007) have proposed different robust
bootstrap procedures. In some econometrics models, the weaker consistency conditions of the sub-
sampling are satisfied, but those of the bootstrap are not; see for instance Andrews (2000) and Bickel
et al. (1997) for some famous examples. Consequently, in order to obtain a robust resampling pro-
cedure for cases in which the bootstrap fails a robust version of the subsampling is necessary. We
extend the work of Salibian-Barrera et al. (2006, 2007) to the subsampling framework and develop
robust subsampling procedures for a general class of fixed-point estimators.
In the second chapter, we study robust block resampling methods for time series. In the time
series setting, the dependence between observations requires a different resampling scheme than in
the iid context. The general approach splits the data in (overlapping or non-overlapping) blocks. In
a second step, either it applies the statistic directly to these blocks, as in subsampling procedures, or
it generates new random samples, assuming an approximate independence between the blocks, and
finally applies the statistic to the so generated random sample, as in the block-bootstrap; see for
instance Carlstein (1986), Hall (1985), Ku¨nsch (1989) and Andrews (2004)).
After having characterized the robustness of resampling methods for time series, we develop robust
resampling procedures for general M-estimators in the time series context. Our explicit breakdown
formulas show that in the time series case the robustness problem of resampling methods is even larger
2
than in the iid setting. To develop our robust resampling approach, we extend the fast resampling
procedures introduced in Salibian-Barrera and Zamar (2002), Salibia-Barrera et al. (2006, 2007) and
Hong and Scaillet (2006). In our robust resampling method, we avoid the estimation of the parameter
of interest in each random block by using a linear approximation based on the estimating function of
the given M-estimator. In this way, the robustness properties of the resampling distribution of the
estimator depends directly on the robustness of the given estimating function, which can be controlled
if this function is bounded.
The third chapter of the thesis considers an application to finance in the context of testing for
returns predictability. The forecasting ability of some explanatory variables for future stock returns
is largely debated in the financial literature. A possible source of these contrasting discussions can
derive from the inappropriate statistical tools used in some case to test for predictability. For instance,
Nelson and Kim (1993) and Goetzmann and Jorion (1993) emphasize that in the predictive regression
model with an endogenous predictor and correlated innovations classical asymptotic theory causes
small sample biases that overreject the hypothesis of no predictability.
Recent work has proposed different statistical approaches to this problem, especially for the case
where the endogenous predictor is nearly integrated. Torous, Valkanov and Yan (2004) show that
many variables used in the literature to predict stock returns follow an autoregressive model with
local-to-unit root. Torous et al. (2004), Campbell and Yogo (2006), Jansson and Moreira (2006)
and Polk, Thompson and Vuolteenaho (2006), propose testing procedures for predictive regression
settings with a persistent predictor and correlated innovations. However, extensions of these tests to
more general models, e.g. in the multivariate setting, are not easily feasible: The Bonferroni-type
of approach in Torous et al. (2004) and Campbell and Yogo (2006) in intrinsically univariate; The
procedures in Jansson and Moreira (2006) and Polk et al. (2006) are computationally too expensive
in the multivariate context. As an alternative, subsampling methods are applicable in this setting.
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For instance, Wolf (2000) and Choi and Chue (2007) propose a non robust studentized subsampling
approach for testing the forecasting ability of an explanatory variable.
We find that in testing for predictability the robustness of the resampling method used is a key
issue. Monte Carlo simulation and sensitivity analysis confirm the larger accuracy of our robust
procedure with respect to non robust subsampling methods. In the application to real data, we find
that price-earnings ratios have the most significant forecast ability for predicting stock returns, e.g.,
in comparison to the dividend yield. We obtain smaller confidence intervals and a higher power of
the test using our robust approach. In addition, we find different conclusions in some subsamples
using classical and robust subsampling methods. This indicates the nonrobustness of test results for
predictability in some subsamples when classical resampling methods are used.
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Chapter 1
Robust Subsampling
1.1 Abstract
We characterize the robustness of subsampling procedures by deriving a general formula for the break-
down point of subsampling quantiles. This breakdown point can be very low for moderate subsam-
pling block sizes, which implies the fragility of subsampling procedures, even if they are applied to
robust statistics. This instability arises also for data driven block size selection procedures minimizing
the minimum confidence interval volatility index, but can be mitigated if a more robust calibration
method is applied instead. To overcome these robustness problems, we propose a consistent robust
subsampling procedure for M-estimators and derive explicit subsampling quantile breakdown point
characterizations for MM-estimators in the linear regression model. Monte Carlo simulations in two
settings where the bootstrap fails show the accuracy and robustness of the robust subsampling relative
to the classical subsampling.
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1.2 Introduction
Resampling methods are widely applied statistical tools in modern econometric and statistical analysis.
Among the different resampling methods, the bootstrap, since its introduction by Efron (1979), has
been the object of important research; see for instance Hall (1992), Efron and Tibshirani (1993) and
Hall and Horowitz (1996). Subsampling procedures (Politis and Romano, 1992, 1994a) are more
recent, but have gained rapidly considerable attention. The simpler consistency conditions and the
wider applicability in some cases (see, e.g., Andrews, 2000, and Bickel et al., 1997, for some famous
examples) make subsampling a useful and valid alternative to the bootstrap. Some examples of
recent applications of subsampling procedures include: Chernozhukov and Fernandez-Val (2005), who
analyze subsampling inference of quantile regression processes; Gonzalo and Wolf (2005), who study
subsampling inference in threshold autoregressive models; Linton, Maasoumi and Whang (2005),
who develop a subsampling testing procedure for stochastic dominance; Hong and Scaillet (2006),
who propose a fast subsampling method for nonlinear dynamic models; Lee and Pun (2006), who
investigate subsampling in nonstandard M-Estimation with nuisance parameters.
As emphasized, for instance, by Bickel et al. (1997), a key issue in the application of subsampling
methods is the selection of an adequate subsampling block size m among the n data points, because
subsampling accuracy can highly depend on this parameter. Hall and Yao (2003) highlight this
problem for GARCH settings with asymmetric heavy-tailed errors. Cowell and Flachaire (2007) and
Davidson and Flachaire (2007) observe a similar problem when resampling inequality and poverty
measures.
Our goal is to study the robustness of subsampling methods in relation to the choice of the
subsampling block size. The need for robust statistical procedures has been stressed by many authors
and is now widely recognized; see, e.g., Huber (1981), Hampel, Ronchetti, Rousseeuw and Stahel
(1986), Heritier and Ronchetti (1994), Sakata and White (1998), Ronchetti and Trojani (2001), Ortelli
6
and Trojani (2005) and Mancini, Ronchetti and Trojani (2005). We focus on global subsampling
instability and derive a formula for the breakdown point of subsampling quantiles in Section 1.3.1
This breakdown point is increasing in the subsampling block size, the sample size and the breakdown
point of the statistic used. Concrete computations show that moderate block sizes typically chosen
in applications can imply very unstable subsampling quantiles also when exploiting robust statistics.
This instability is larger than the one observed for standard bootstrap quantiles; see, e.g., Singh (1998),
and Salibian-Barrera and Zamar (2002). As shown in Section 1.3.2, it also arises for data driven block
size selection procedures based on the minimum confidence interval volatility (MCIV) index, but can
be mitigated by a more robust calibration approach (Romano and Wolf, 2001). To overcome these
robustness problems, we introduce a robust subsampling method for M-estimators in Section 1.3.3.
We further analyze in detail the properties of the robust subsampling for MM-estimates in the linear
regression setting, by computing its breakdown point and by proving its consistency in Section 1.3.4.
Monte Carlo simulations and sensitivity analysis are presented in Section 1.4, for two settings where
the bootstrap fails. In the second example, we study a model with a parameter of interest possibly near
a boundary. Andrews and Guggenberger (2009a, 2010a,b) show that subsampling methods may imply
a distorted asymptotic size, when applied to statistics with a discontinuous asymptotic distribution in
some model parameter, and they propose hybrid subsampling methods to overcome the problem. We
borrow from their approach to compute confidence intervals for the relevant parameter using hybrid
robust subsampling procedures in our second Monte Carlo example. Section 1.5 gathers concluding
remarks.
1.3 Subsampling Breakdown Point and Robust Subsampling
Let (X1, . . . , Xn) be an iid random sample from a probability distribution H and Tn := T (X1, . . . , Xn)
a one-dimensional real valued statistic. Let 0 < b ≤ 0.5 be the upper breakdown point of Tn, that
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is, nb is the smallest number of observations that need to go to ±∞ in order to force Tn to go to
∞ (symmetrically, for one-dimensional real valued statistics, the lower breakdown point of Tn is the
smallest number of observations that need to go to ±∞ in order to force Tn to go to −∞). The
breakdown point b is an intrinsic characteristic of the chosen statistic. It is explicitly known in some
cases, and can be gauged most of the time, for instance by means of simulation or sensitivity analysis.
Many nonrobust statistics have a breakdown point b = 1/n. Given a subsampling block size m < n, a
random subsample (X∗1 , . . . , X
∗
m) is drawn without replacement from the original sample (X1, . . . , Xn).
T ∗n,m := T (X
∗
1 , . . . , X
∗
m) denotes the subsampling statistic. Given t ∈ (0, 1), the t-quantile of T ∗n,m is
Q∗t := inf{x|P
[
T ∗n,m ≤ x
] ≥ t}, where, by definition, inf(∅) :=∞.
Definition 1 The subsampling upper t-quantile breakdown point bt of statistic Tn is defined by
bt := inf{p ∈ [1/n, b] : np ∈ N and Q∗t =∞}, (1.1)
where p is the fraction of observations Xi1 , .., Xinp in original sample (X1, .., Xn) such that Xi1 → ±∞,
Xi2 → ±∞,..,Xinp → ±∞.
By definition, bt is the smallest fraction of outliers in original sample (X1, .., Xn) such that the
t−quantile of T ∗n,m diverges to infinity. Intuitively, bt is a measure of the stability of quantile estimates
provided by subsampling procedures, with respect to data contaminations of the original sample. In
this section, we focus for brevity on one-dimensional real valued statistics, even if, as discussed for
instance by Singh (1998) in relation to the bootstrap, our subsampling breakdown point results extend
naturally to multivariate and scale statistics. The extension of our theory to the m out of n bootstrap
is also straightforward. Asymptotic confidence intervals built by subsampling and the m out of n
bootstrap are equivalent for iid observations when m2/n → 0; see Politis, Romano and Wolf (1999),
Section 2.3, and Andrews and Guggenberger (2009a, 2010a,b). Therefore, for brevity, we focus in the
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sequel on subsampling procedures only.
1.3.1 Explicit Breakdown Point Formula for Subsampling Quantiles
The formula for the breakdown point of subsampling quantiles is given in the next theorem.
Theorem 2 The subsampling upper t−quantile breakdown point is
bt = inf{p ∈ [1/n, b] : np ∈ N and P [X(n,m, p) < mb] < t}, (1.2)
where X(n,m, p) is a hypergeometrically distributed random variable with parameters n, np, and m.
From formula (1.2), bt depends on the quantile probability t, the breakdown point b of Tn, the
block size m and the sample size n. It is decreasing in t, and increasing in b, m, for mb ∈ and n.
Moreover, bt = b for m = n. The formula for the subsampling lower t−quantile breakdown point is
analogous.
The main implication of Theorem 2 is that it pays to start with a robust statistic Tn having
nontrivial breakdown point, to stay away from extreme quantiles, and to avoid small block sizes.
Table 1.1 emphasizes this point by computing the subsampling quantile breakdown points when n =
40, 80, 120, and for b = 0.25, 0.5. The bootstrap quantile breakdown points based on Singh (1998)
formula are often close to the ones given by medium subsample sizes.
Theorem 2 implies that we can always obtain a target upper quantile breakdown point bˆt ∈ (1/n, b]
by selecting a suitable block size mˆt = m(bˆt). The formula for the smallest block size ensuring a given
upper breakdown point of subsampling quantiles is given below.
Corollary 3 For given t ∈ (0, 1), let bˆt ∈ (1/n, b] be such that nbˆt ∈ N. The smallest block size mˆt
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such that bt ≥ bˆt is given by
mˆt = inf
{
m : P
[
Xˆ(n,m, bˆt − 1/n) < mb
]
≥ t
}
,
where Xˆ(n,m, bˆt−1/n) is a hypergeometrically distributed random variable with parameters n, nbˆt−1,
and m.
Corollary 3 implies that for bˆt = b it is possible to obtain a breakdown point bt as large as the
one of the statistic Tn. As highlighted by Table 1.1, in order to achieve this goal it is not in general
necessary to select a trivial block size m = n.
According to Theorem 2, the block size m has to be sufficiently high, in order to avoid undesired
subsampling breakdown properties. However to get consistency in a general setting a condition like
m/n→ 0 should hold as n,m→∞ (see, for instance, Politis, Romano and Wolf, 1999). This means
that the application of Corollary 3 is essentially relevant to particular settings for which the consistency
of the subsampling holds with m = O(n) (see Wu, 1990, and Remark 2.2.2 in Politis, Romano and
Wolf, 1999).
The asymptotic subsampling breakdown behavior is characterized as follows.
Corollary 4 Let subsampling block size m satisfy m/n → r ∈ [0, 1), m, n → ∞. Then, bt = b −
zt
√
b(1− b)(1− r)/√m + O(1/m), for n large enough, where zt is the t−quantile of the standard
normal distribution.
From Corollary 4, the subsampling breakdown point bt converges to the breakdown point of statistic
T as n,m → ∞. Therefore, similar to the asymptotic bootstrap breakdown point formula in Singh
(1998), Corollary 4 rules out the breakdown problem of subsampling quantiles for large samples and
subsampling block sizes.
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1.3.2 Breakdown Point and Data Driven Choice of the Block Size
A main issue in the application of subsampling procedures is the choice of block size m, because the
subsampling accuracy heavily depends on this parameter. In this section, we study the robustness of
data driven block size selection procedures and derive the breakdown behavior of procedures based
on either a minimization of the confidence interval volatility index (MCIV) or the calibration method
(CM); see Romano and Wolf (2001). In particular, we are interested in computing the minimal
proportion of contamination in the original sample such that the data driven choice of the block size
fails and diverges to infinity. Let mu be the block size selected using MCIV or CM. We consider the
following definition for the breakdown point:
Definition 5 The breakdown point of mu is defined as
but := inf{p ∈ [1/n, p] : np ∈ N and mu =∞}, (1.3)
where p is the fraction of observations Xi1 , .., Xinp in original sample (X1, .., Xn) such that Xi1 → ±∞,
Xi2 → ±∞,. . . ,Xinp → ±∞.
In the next sections we briefly describe the MCIV and CM approaches, and compute their breakdown
points.
Minimum Confidence Interval Volatility Method
A consistent method for a data driven choice of m determines the block size by minimizing the
confidence interval volatility index across the admissible values of m. For brevity, we present the
method for one–sided intervals. Modifications for the case with two–sided intervals are obvious.
Definition 6 Let mmin < mmax and k ∈ N be fixed. For m ∈ {mmin−k, ..,mmin, ..,mmax, ..,mmax+k}
denote by Q∗t (m) the (lower) t−subsampling quantile for block size m. Further, define Q
∗k
t (m) as the
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average quantile
Q
∗k
t (m) :=
1
2k + 1
j=k∑
j=−k
Q∗t (m+ j). The confidence interval volatility (CIV) index is defined for m ∈
{mmin,mmin + 1, ...,mmax − 1,mmax} by
CIV (m) :=
1
2k + 1
j=k∑
j=−k
(
Q∗t (m+ j)−Q
∗k
t (m)
)2
. (1.4)
Let M := {mmin,mmin + 1, . . . ,mmax}. The data driven block size that minimizes the confidence
interval volatility index is
mv = arg infm∈M{CIV (m) : CIV (m) ∈ R+} , (1.5)
where, by definition, arg inf(∅) :=∞.
The block sizemv minimizes the empirical variance of the upper bound in a subsampling confidence
interval with nominal confidence level t. Typical recommended choices for k, mmin and mmax are
k = 2, 3, mmin = c1nζ and mmax = c2nζ , respectively, where c1 ∈ [0.5, 1], c2 ∈ [2, 3] and ζ = 0.5;
see Romano and Wolf (2001). Moreoveor, according to Theorem 2, in order to ensure a minimal
breakdown point for the quantile of the subsampling distribution, we can select the value of mmin as
mmin = max(c1nζ , mˆt), (1.6)
where mˆt is the minimal subsampling block size in Corollary 3, which ensures a breakdown point
larger than bˆt.
Using Theorem 2, the formula for the breakdown point of mv follows from Definition 5.
Corollary 7 For given t ∈ (0, 1), let bt(m) be the subsampling upper t−quantile breakdown point in
Theorem 2, as a function of the block size m ∈M. Then we have: bvt = sup
m∈M
inf
j∈{−k,..,k}
bt(m+ j) .
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Since mv is a crucial parameter for the accuracy of the resulting subsampling inference, it is
convenient to quantify bvt for realistic applications. To this end, we can use Corollary 20. For instance,
for a sample size n = 100 and for t = 0.99, we obtain mmin = 8 and mmax = 25, using the average
recommended choice in Romano and Wolf (2001), i.e., c1 = 0.75 and c2 = 2.5. For a statistic with
breakdown point b = 0.1 and for k = 3, this parameter setting implies bvt = 0.03. In other words,
three outliers out of a hundred data points are sufficient to break down the data driven choice of m
based on the MCIV index.
Calibration Method
Another consistent method for a data driven choice of the block size m can be based on a calibration
procedure in the spirit of Loh (1987). As above, we present this method for the case of a one–sided
confidence interval only. The modifications for two-sided intervals are obvious.
Definition 8 Fix t ∈ (0, 1) and let (X∗1 , . . . , X∗n) be a bootstrap sample from (X1, . . . , Xn). For each
bootstrap sample, denote by Q∗∗t (m) the t−sub-sampling quantile according to block size m. The data
driven block size according to the calibration method is defined by
mc := arg inf
m∈M
{|t− P ∗ [Tn ≤ Q∗∗t (m)] | : P ∗ [Q∗∗t (m) ∈ R] > 1− t}, (1.7)
where, by definition, arg inf(∅) := ∞, and P ∗ denote the probability with respect to the bootstrap
distribution.
By definition, mc is the block size for which the bootstrap probability of the event {Tn ≤ Q∗∗t (m)}
is as near as possible to the nominal level t of the confidence interval, but which at the same time
ensures that the subsampling quantile breakdown probability of the calibration method is less than t.
The last condition is necessary to ensure that the calibrated block size mc does not imply a degenerate
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subsampling quantile Q∗∗t (mc) with a too large probability. By definition, the breakdown point of mc
is the smallest fraction of outliers such that equation (2.12) is degenerate, similar to the MCIV index
method. The formula for the breakdown point of mc is given next.
Corollary 9 Let t ∈ (0, 1). The breakdown point of mc is given by bct = max
m∈M
{b∗∗t (m)}, with
b∗∗t (m) = inf{p ∈ [1/n, b] : np ∈ N and P [BIN(n, p) < nbt(m)] < 1− t},
where bt(m) is for given m ∈ M the quantile subsampling breakdown point in Theorem 2 and
BIN(n, p) is a binomial random variable with parameters n and p.
Table 1.2 compares the breakdown point of mv and mc for some concrete parameter choices, given
a statistic with breakdown point b = 0.5.
These theoretical results corroborated by unreported Monte Carlo results in linear regression mod-
els indicate a higher robustness of the calibration method relative to the MCIV index method. There-
fore, from a robustness perspective, the former should be preferred when consistent bootstrap methods
are available. However, as discussed in Romano and Wolf (2001), the application of the calibration
method in some settings can be computationally too expensive. In these cases, it is necessary to select
an appropriate subset ofM for the admissible block size (see Romano and Wolf (2001), Remark 5.4).
1.3.3 Robust Subsampling
To overcome the problem of the low breakdown point of subsampling quantiles, it is necessary first to
apply subsampling methods to robust statistics, in order to avoid a trivial breakdown point from the
beginning, and, second, to robustify the subsampling procedure itself. We first show how this goal
can be achieved for the class of robust M-estimators, by applying the fast subsampling approach in
Hong and Scaillet (2006). This approach, putted forward among others in Davidson and McKinnon
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(1999) and Andrews (2002) in relation to the bootstrap, can be used to extend in a convenient way
the robust bootstrap procedure for fixed point estimators in Salibian-Barrera, Van Aelst and Willems
(2006, 2007) to the robust subsampling setting with M-estimators. In a second step, we study in more
detail the linear regression setting, where explicit breakdown point characterizations are possible. We
develop robust subsampling procedures for robust MM-estimators and derive a formula for the implied
subsampling quantile breakdown point. These results are a natural complement to the theoretical
findings obtained in Salibian-Barrera and Zamar (2002) for the robust bootstrap.
Let (X1, . . . , Xn) be an iid sample governed by the probability law H. We consider the class of
robust M-estimators θˆn for parameter θ ∈ Rd, defined by the solution of
ψn(θˆn) =
n∑
i=1
f(Xi, θˆn) = 0, (1.8)
for some function ψn : Rd → Rd depending on the parameter θ and on the sample (X1, . . . , Xn).
Robust M−estimators typically have a bounded estimating function f . This feature is key for
developing our robust subsampling approach in the M−estimation setting. As shown previously, a
high breakdown point of θˆn does not have to imply a high breakdown point for the corresponding
subsampling quantiles. For instance, in Table 1.1, we obtain very low breakdown points of subsampling
quantiles, especially for small subsample sizes, even using robust estimators. A second issue is the
fact that the application of robust estimators in resampling schemes can rapidly become prohibitive
from a computational point of view.
To obtain a robust and computationally feasible subsampling method, we consider the following
Taylor expansion of (1.8) around the true parameter value θ?: ψn(θˆn) = ψn(θ?) + ∇ψn(θ?)(θˆn −
θ?) + oP (1), where ∇ψn ∈ Rd×d is the matrix of partial derivatives with respect to parameter θ. This
implies: (θˆn−θ?) = (−∇ψn(θ?))−1(ψn(θ?))+oP (1). Thus, we can consider: (−∇ψn(θˆn))−1(ψ∗n,m(θˆn))
as an approximation of θˆ∗n,m− θˆn, where ψ∗n,m is computed from the subsampling block (X∗1 , . . . , X∗m).
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Given the normalization constant τn, the robust subsampling distribution approximating the sam-
pling distribution of τn(θˆn − θ?) is defined by
LRn,m(x) =
1
Nn,m
Nn,m∑
s=1
I
{
τm(−∇ψn(θˆn))−1(ψ∗n,m,s(θˆn)) ≤ x
}
, (1.9)
where s indexes the set of possible subsamples, Nn,m =
(
n
m
)
, and I{·} is the indicator function. The
following standard high-level assumptions ensures consistency of the robust subsampling for the class
of robust M-estimators; see also Politis, Romano, and Wolf (1999).
(A1) θˆn = θ? +OP (1/τn).
(A2) (−∇ψn(θˆn))−1 = (−∇ψn(θ?))−1 + oP (1).
(A3) τn(θˆn − θ?) = (−∇ψn(θ?))−1τn(ψn(θ?)) + oP (1).
(A4) There exists a limit law J(H) such that the distribution of τn(θˆn − θ?) converges weakly to
J(H).
Given Assumptions (A1)-(A4), consistency of the robust subsampling scheme follows in the next
theorem.
Theorem 10 Let Assumptions (A1)-(A4) be satisfied. Assume further that τm/τn → 0 and m/n→ 0
as m,n→∞. Then we get:
(1) If x is a continuity point of J(.,H), then LRn,m(x)→ J(x,H) as n→∞.
(2) If J(.,H) is continuous, then supx |LRn,m(x)− J(x,H)| → 0 in probability as n→∞.
(3) Given α ∈ (0, 1) define cn,m(1 − α) = inf{x : LRn,m(x) ≥ 1 − α} and c(1 − α,H) = inf{x :
J(x,H) ≥ 1− α}. If J(.,H) is continuous at c(1− α,H), it then follows:
P
[
τn(θˆn − θ?) ≤ cn,m(1− α)
]
→ 1− α, as n→∞ .
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Statements 1–3 in Theorem 10 are standard statements on the weak convergence of the robust sub-
sampling approximation to the true asymptotic distribution J(H) of
√
n(θ̂n−θ?). Statement 3 implies
that the (1− α)−quantile of Ln,m converges to the corresponding (1− α)−quantile of J(H). There-
fore, the quantities cn,m(1−α), α ∈ (0, 1), can be used to construct finite sample tests and confidence
intervals for θ?.
Remark. The fast subsampling approach can be applied also with estimators θ˜n defined by the
solution of a set of smooth fixed-point equations gn(θ˜n) = θ˜n, for some function gn : Rd → Rd
depending on the parameter θ and the sample (X1, . . . , Xn). This follows from writing the fixed-point
equations in the form gn(θ˜n) − θ˜n = 0. This corresponds to equation (1.8) with ψn = (gn − Id),
where Id is the identity function Id(x) = x. Consequently, in these cases the robust subsampling
is equivalent to the extension of the robust bootstrap approach in Salibian-Barrera, Val Aelst and
Willems (2007) to the subsampling setting.
In Section 1.3.4, we characterize explicitly the breakdown point of robust subsampling quantiles in
the linear regression setting based on MM-estimates. More generally, we note from the robust subsam-
pling definition (1.9) that the subsampling quantile breakdown point is maximal if: (i) (−∇ψn(θˆn))−1
does not break down as long as θˆn does not break down and (ii) given a subsampling block size m,
function ψ∗n,m(θˆn) is bounded with a bound that depends only on the original data set. The last
condition is typically satisfied by the estimating functions of robust M-estimators. The first one is
often verifiable in concrete model settings.
1.3.4 Robust Subsampling in the Linear Regression Model
We consider the iid linear regression model:
Yi = X ′iβ + σUi, i = 1, .., n, (1.10)
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where Yi is a scalar random variable, Xi an Rd−valued random variable, β ∈ Rd, and σ ∈ R+. The
joint probability distribution of (Yi, X ′i)
′ is denoted by H. Several robust estimators of β and σ are
available in the literature; see, e.g., Hampel et al. (1986) for a review. We focus on a high-breakdown
MM-estimator of β (Yohai, 1987).
Let {(yi, x′i)′ : i = 1, .., n} be a sample of observations of model (1.10). The MM-estimate β̂n of β
is defined by the implicit equation:
1
n
n∑
i=1
∇ρ1
(
yi − x′iβ̂n
σ̂n
)
xi = 0. (1.11)
In equation (1.11), ∇ρ1 is the derivative of a continuously differentiable, bounded and symmetric
function ρ1, satisfying the assumption (A1)-(A4) below. σ̂n is a scale S−estimate that minimizes with
respect to β the M−estimate σ̂n(β), defined implicitly by 1
n
n∑
i=1
ρ0
(
yi − x′iβ
σ̂n(β)
)
= B, where function ρ0
satisfies the same assumptions as ρ1 and B is a positive constant. We denote by β˜n the S−regression
estimate, i.e., σ̂n = σ̂n(β˜n). The choice of B determines the breakdown point of the estimators, which
is maximal for B = 0.5 (see, e.g., Huber, 1981).
To define the robust subsampling for the linear regression setting we introduce the following no-
tation.
Notation 11 (i) For i = 1, .., n, define the residuals: r̂i = yi − x′iβ̂n and r˜i = yi − x′iβ˜n, and
compute the weights: ω̂i = ∇ρ1(r̂i/σ̂n)/r̂i, v˜i = σ̂n
nB
ρ0(r˜i/σ̂n)/r˜i. (ii) Given m < n, define for every
subsampling block {(y∗i , x∗i ′) : i = 1, ..,m} the residuals r̂∗i = y∗i − x∗i ′β̂n and r˜∗i = y∗i − x∗i ′β˜n, and
compute the weights:
ω̂∗i = ∇ρ1(r̂∗i /σ̂n)/r̂∗i , v˜∗i =
σ̂n
nB
ρ0(r˜∗i /σ̂n)/r˜
∗
i . (1.12)
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With these weights, define:
β̂∗n,m =
(
m∑
i=1
ω̂∗i x
∗
i x
∗
i
′
)−1 m∑
i=1
ω̂∗i x
∗
i y
∗
i , σ̂
∗
n,m =
m∑
i=1
v˜∗i (y
∗
i − x∗i ′β˜n). (1.13)
In equation (1.12), the weights ω̂∗i and v˜
∗
i are computed without recalculating the estimators β̂n,
β˜n and σ̂n in each subsampling block. The same applies to the quantities β̂∗n,m and σ̂
∗
n,m in (1.13),
which are therefore only an approximation of the “true” point estimates β̂∗m and σ̂
∗
m implied by the
subsampling block {(y∗i , x∗′i ) : i = 1, ..,m}. Following the insight of the previous section, the basic
idea is to correct for the asymptotic bias between (β̂∗′n,m, σ̂
∗
n,m) and (β̂
∗′
m, σ̂
∗
m) using a first-order linear
correction that depends only on β̂n, β˜n and σ̂n. In this way, the large breakdown point of these
estimators will be inherited by the implied subsampling quantiles. Moreover, since it is not necessary
to compute in each subsampling block the implied robust point estimate, the robust subsampling in
Definition 12 yields a computationally feasible resampling scheme, which allows us to compute robust
confidence intervals for regression parameter β in presence of nuisance scale parameter σ.
Definition 12 Let β? be the true parameter value in the regression model (1.10) and Jn(H) be the
sampling distribution of
√
n(β̂n − β?), i.e., for any x ∈ Rn: Jn(x,H) = P
[√
n(β̂n − β?) ≤ x
]
. The
robust subsampling approximation of Jn(x,H) is given by
LRn,m(x) =
1
Nn,m
Nn,m∑
s=1
I
{
Mn
√
m(β̂∗n,m,s − β̂n) + dn
√
m(σ̂∗n,m,s − σ̂n) ≤ x
}
, (1.14)
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where the linear corrections Mn and dn are defined as follows:
Mn = σ̂n
(
n∑
i=1
∇2ρ1(r̂i/σ̂n)xix′i
)−1 n∑
i=1
ω̂ixix
′
i,
dn =
nB
σ̂2n
n∑
i=1
∇ρ0(r˜i/σ̂n)r˜i/σ̂n
(
n∑
i=1
∇2ρ1(r̂i/σ̂n)xix′i
)−1 n∑
i=1
∇2ρ1(r̂i/σ̂n)r̂ixi.
The following are detailed assumptions on the robust linear regression setting based on the above
MM-estimator, which ensure consistency of the robust subsampling approximation in Definition 12.
(A5) The sampling distribution Jn(H) converges weakly to a limit distribution J(H) as n→∞.
(A6) The following limits in probability hold as n→∞: β̂n→β?, β˜n→β˜?, σ̂n → σ?, where parameters
β?, β˜? and σ? are the unique solution of the set of moment conditions: E [∇ρ1((Y1 −X ′1β)/σ)] =
0,
E
[
ρ0((Y1 −X ′1β˜)/σ)
]
= B, E
[
∇ρ0((Y1 −X ′1β˜)/σ)
]
= 0.
(A7) For j = 0, 1, the function ρj is three times continuously differentiable and such that: (R1)
ρj(−u) = ρj(u) for all u ∈ R; (R2) ρj(0) = 0; (R3) supu |ρj(u)| = 1; (R4) If ρj(u) < 1 and
0 < v < u then ρj(v) < ρj(u).
(A8) Let r = Y1 −X ′1β?. The following expectations exist:
E
[∇ρ1(r)
r
X1X
′
1
]
, E [∇ρ1(r)X1X ′1] , E
[∇2ρ1(r)X1X ′1] , E [∇ρ1(r)rX1X ′1] , (1.15)
E
[∇ρ0(r)
r
X1X
′
1
]
, E [∇ρ0(r)r] , E
[∇2ρ0(r)X1X ′1] , (1.16)
E
[∇2ρ0(r)rX1] , E [∇2ρ1(r)rX1] .
In addition, the first and the third matrices in (1.15) and in (1.16) are invertible, and the second
expectation in (1.16) is not zero.
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(A9) The following functions are continuous:
u 7−→ ∇ρ0(u)
u
, u 7−→ ∇ρ0(u)−∇
2ρ0(u)u
u2
, u 7−→ ∇ρ1(u)−∇
2ρ1(u)u
u2
.
Consistency of the robust subsampling in Definition 12 is stated in the next theorem.
Theorem 13 Let Assumption (A5)-(A9) be satisfied. Then we get:
1. If x is a continuity point of J(·,H), then the following limit in probability holds as n,m → ∞
and m/n→ 0: LRn,m(x)→ J(x,H).
2. If J(·,H) is continuous, then the following limit in probability holds as n,m→∞ and m/n→ 0:
sup
x
|LRn,m(x)− J(x,H)| → 0.
3. For α ∈ (0, 1), define cn,m(1− α) = inf{x : LRn,m(x) ≥ 1− α}, c(1− α,H) = inf{x : J(x,H) ≥
1− α}. If J(·,H) is continuous at c(1− α,H), then the following limit holds as n,m→∞ and
m/n→ 0: P
[√
n(β̂n − β?) ≤ cn,m(1− α)
]
→ 1− α.
In contrast to the general M-estimator case, we can exploit the additional structure of the linear
regression setting to explicitly characterize the breakdown point of robust subsampling quantiles. The
breakdown point formula for the robust subsampling in Definition 12 is given in the next theorem.
Theorem 14 Let
√
ω̂1x1, ..,
√
ω̂nxn be in general position, i.e., any d row vectors of the n× d design
matrix X = [
√
ω̂ix
′
i]i=1,..,n are linearly independent, and fix t ∈ (0, 1).
1. The breakdown point bRt of the t−quantile of the robust subsampling in Definition 12 is given by
bRt = inf{p ∈ [1/n, b] : np ∈ N and P [X(n,m, p) ≤ m− d] < t}, (1.17)
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where X(n,m, p) is a hypergeometrically distributed random variable with parameters n, np, and
m, and b is the breakdown point of the robust MM−regression estimator β̂n.
2. Let b̂Rt ∈ (1/n, b] be such that nb̂Rt ∈ N. The smallest block size m̂Rt such that bRt ≥ b̂Rt is given
by
m̂Rt = inf{m : P
[
X̂(n,m, b̂Rt − 1/n) ≤ m− d
]
≥ t},
where X̂(n,m, b̂Rt − 1/n) is a hypergeometrically distributed random variable with parameters n,
nb̂Rt − 1, and m.
The assumption on the general position of
√
ω̂1x1, ..,
√
ω̂nxn is also used in Salibian-Barrera and Zamar
(2002), and is needed here to ensure that the approximation β̂∗n,m of the subsampling estimate β̂∗m
is well-defined in every subsampling block. By comparing (1.17) with the breakdown formula (1.2)
of the standard subsampling in Theorem 2, we note that for reasonable parameter choices mb <<
m − d = m(1 − d/m). Therefore, P [X(n,m, p) < mb] << P [X(n,m, p) ≤ m− d] and bRt >> bt.
The numerical difference between the two breakdown points can be large. Table 1.3 computes the
robust subsampling breakdown point for a setting with d = 3 and for sample sizes n = 40, 80, 120, in
dependence of the breakdown point b of the MM−regression estimator β̂n. We find that statement 2
of Theorem 14 can be more relevant for applications than the one of Corollary 3. This is so because
a large breakdown point of the robust subsampling can arise also for small subsampling block sizes,
which asymptotically can more easily ensure the subsampling consistency conditions.
For b = 0.225 and n = 40, the robust subsampling breakdown point is bRt = 0.225 for all m ≥ 6.
For t = 0.9, the maximal breakdown point is obtained already for m = 8. For t = 0.95 and t = 0.99, it
is obtained for m = 10 and m = 12, respectively. In general, the maximal breakdown point is obtained
for all samples sizes and confidence levels in Table 1.3, independently of b, for m = 14. When b < 0.5,
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the value of m ensuring the maximal breakdown point is even lower. These are large differences with
respect to the subsampling breakdown points in Table 1.1.
These results have implications also for the breakdown point of mv in Corollary 20. For instance,
with a sample size n = 100, the average recommended choice in Romano and Wolf (2001) yields
mmin = 8 and mmax = 25 (using c1 = 0.75 and c2 = 2.5). For b = 0.1 and k = 3, the breakdown point
of mv when using the robust subsampling is maximal for all confidence levels, but the one when using
the standard subsampling is bvt = 0.03 for t = 0.99. On the other side, the breakdown point of mc is
much higher, as was shown by our previous numerical computations.
Remark. Our results on the robust subsampling extend directly to linear regression models with
fixed designs. Assume that the covariates Xi ∈ Rd are fixed and part of an infinite sequence
(X1, . . . , Xn, Xn+1, . . . ). For Zi = (Yi, X ′i)
′, let H be the joint probability law governing the infi-
nite sequence (Z1, . . . , Zn, Zn+1, . . . ). Salibian-Barrera (2006a) proves consistency and asymptotic
normality of MM-estimators in this setting. Moreover, Salibian-Barrera (2006b) shows the validity
of the first order Taylor expansion for the corresponding fixed-point estimating equation. Under the
weak assumptions of Theorem 4.3.1 in Politis, Romano and Wolf (1999), the consistency of the robust
subsampling in Definition 1.14 then follows even for settings with fixed designs.
1.4 Monte Carlo Study and Sensitivity Analysis
We study through Monte Carlo simulations the statistical properties of the subsampling and the
robust subsampling in estimating (i) the distribution of the square of the sample average for an iid
normal sample and (ii) the confidence interval of a parameter of interest in an iid linear regression
model (1.10) when this parameter is possibly near a boundary. In both settings, the bootstrap is
inconsistent, but subsampling procedures are applicable.
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1.4.1 Square of the Sample Average
The first example considers the sampling distribution of the square of the sample average based in
an iid normal sample. This is an informative, albeit simple, design to measure the accuracy of the
subsampling in presence of model contaminations. As discussed, e.g., in Datta (1995), the bootstrap
fails in this setting and only a modified bootstrap procedure is applicable. Instead, the subsampling
is consistent without modifications of the standard procedure.
Model and Estimation
Let (X1, . . . , Xn) be an iid sample with Xi ∼ N(µ, σ2), where µ = 0 and σ2 = 1, and X¯n = 1
n
n∑
i=1
Xi
be the sample average. Using subsampling, we estimate the distribution of n
(
(X¯n)2 − µ2
)
. Let
(X∗1 , . . . , X
∗
m) be a random subsample and X¯
∗
n,m =
1
m
m∑
i=1
X∗i be the subsample average. Then, the
subsampling distribution approximation reads:
LNRn,m(x) =
1
Nn,m
Nn,m∑
s=1
I
{
m((X¯∗n,m,s)
2 − (X¯n)2) ≤ x
}
. (1.18)
For the robust subsampling, we consider the robust location estimate X¯Rn given as solution of the
equation ψn(X¯Rn ) = 0, where function ψn is defined by
ψn(θ) =
1
n
n∑
i=1
hc(Xi − θ), (1.19)
and hc(x) = x ·min(1, c/|x|) is the Huber function. To estimate the distribution of n
(
(X¯Rn )2−µ2
)
, we
start by considering the subsample statisticm((X¯R∗n )
2−(X¯Rn )2) = m((X¯R∗n −X¯Rn )2+2X¯Rn (X¯R∗n −X¯Rn )),
where X¯R∗n is the subsample robust estimate of µ. This approximation does not directly generate a
robust subsampling distribution. Therefore, in the last expression we use our robust subsampling
approach to estimate the distribution of (X¯R∗n − X¯Rn ). Finally, the robust subsampling approximation
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of the distribution of n((X¯Rn )
2 − µ2) is defined by
LRn,m(x) =
1
Nn,m
Nn,m∑
s=1
I
{
m((An,m,s)2 + 2(X¯Rn )(An,m,s)) ≤ x
}
, (1.20)
where An,m,s = (−∇ψn(X¯Rn ))−1ψ∗n,m,s(X¯Rn ).
Numerical Results
We consider sample sizes n = 40, 80, 120. Since the calibration method is not applicable here, we
use a data driven block size obtained by minimizing the CIV index for k = 2. For sample sizes
n = 40, 80, 120, the average recommended choice in Romano and Wolf (2001) implies a lower and
upper bound mmin = 5, 7, 8 and mmax = 16, 22, 27 for c1 = 0.75 and c2 = 2.5, respectively.
We study the finite sample coverage implied by the classical and robust subsampling methods. To
this end, we test the null hypothesis H0 : (µ?)2 = 0 against H1 : (µ?)2 > 0, under a contaminated
normal distribution for Xi:
Xi ∼ (1− γ)N(0, 1) + γ2 (N(5, 100) +N(−5, 100)),
for γ = 0 (no contamination), γ = 0.05 (5% of contaminated data) and γ = 0.10 (10% of contaminated
data). For each of the 2000 Monte Carlo replications, subsampling distributions are computed based
on 500 draws. Tables 1.4 summarizes the empirical frequencies of non rejection of null hypothesis H0
for a confidence level 1− α = .95. In all Monte Carlo simulation settings, we find that the empirical
frequencies for the robust subsampling are quite accurate and closer to the nominal frequencies than
those of the classical subsampling. Under a model contamination, the underrejection of the null
hypothesis using classical subsampling methods can be severe. For all sample sizes we get an empirical
rejection frequency of .99 instead of the true .95 value when γ = 0.10. At the same time, the one-
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sided confidence interval implied by the subsampling virtually explodes in presence of contamination,
leading to a virtually non informative inference. For instance, when γ = 0.10 and n = 120, the median
.95-quantile implied by the subsampling approximation is 48.42 while the one implied by the robust
subsampling approximation is 5.56.
1.4.2 Linear Regression
In this section we consider the iid linear regression model (1.10) when a parameter of interest is possibly
near a boundary (see, e.g., Kim, Stone and White (2005) for an application in finance). As discussed
in detail by Andrews (2000), the bootstrap is inconsistent in this context and the subsampling is
a potentially natural alternative to it. Moreover, Andrews and Guggenberger (2009a, 2010a,b) (see
also Mikusheva (2007) for a similar problem in autoregressive models with unit roots) show that
pure subsampling methods have a lack of uniform asymptotic approximation within a class of models
including our Monte Carlo setting. They also develop hybrid and size-correction procedures to fix
the arising asymptotic size distortion. Analogous remarks hold in the linear regression model when
making inference on a parameter of a given regressor and the parameter of another regressor, a
nuisance parameter, may be near a boundary. We follow their hybrid approach in our Monte Carlo
study of the classic and robust subsampling.
Model and Estimation
We consider the regression parameter β ∈ R, which is known to satisfy the constraint β ≥ 0 in the iid
linear regression model:
Yi = X ′iθ +Wiβ + σUi,
= Z ′iη + σUi, i = 1, . . . , n, (1.21)
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where Yi, Wi are scalar, Xi is an Rd−1-valued random variable, θ ∈ Rd−1, and σ ∈ R+. Moreover,
Zi(1) = Xi(1) = 1, η(1) = θ(1), Zi(2) = Wi, η(2) = β and for 3 ≤ j ≤ d, Zi(j) = Xi(j−1), η(j) = θ(j−1),
where h(j) denotes the j-th coordinate of vector h. The common joint distribution of (Yi, Z ′i)
′ is
denoted by H. Let {(yi, z′i)′ : i = 1 . . . , n} be a sample of observations of model (1.21). In order
to construct confidence intervals for parameter β using the classic subsampling, we consider the
constrained estimator βˆNRn = max(0, ηˆolsn(2)), where ηˆ
ols
n is the (unrestricted) OLS estimator of η. For
the robust subsampling, we consider the constrained estimator βˆRn = max(0, ηˆ
rob
n(2)), where ηˆ
rob
n is a
MM-estimator of η. The S-estimate σˆn = σˆn(η˜robn ) is computed from a constrained robust estimator
η˜robn of η under the constraint η(2) ≥ 0.
Given subsampling blocks {(y∗i , z′∗i )′ : i = 1, . . . ,m}, we construct consistent subsampling and ro-
bust subsampling methods as follows. For the subsampling, we compute in each block the constrained
estimator βˆNRn,m = max(0, ηˆ
ols
n,m(2)). The subsampling distribution function estimating the distribution
function of
√
n(βˆNRn − β?) is then given by
LNRn,m(x) =
1
Nn,m
Nn,m∑
s=1
I
{√
m(βˆNRn,m,s − βˆNRn ) ≤ x
}
. (1.22)
For the robust subsampling, we follow (1.13) and (1.14) and additionally account for the parameter
constraint. Thus, we consider the robust subsampling statistic:
ˆsubβ
∗
n,m = max
(
(Mn(ηˆ∗n,m − ηˆrobn ) + dn(σˆ∗n,m − σˆn))(2) + βˆRn , 0
)
. The robust subsampling distribu-
tion function which approximates the distribution function of
√
n(βˆRn − β?) is then given by
LRn,m(x) =
1
Nn,m
Nn,m∑
s=1
I
{√
m ( ˆsubβ
∗
n,m,s − βˆRn ) ≤ x
}
. (1.23)
By construction, the theoretical results in Section 1.3.4 for the upper quantile breakdown of the robust
subsampling distribution in Definition 12 hold also for (1.23).
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Hybrid Procedures
Using (1.22) and (1.23), we construct hybrid, classical and robust, equal-tailed confidence intervals
for parameter β as follows. Let cn,m(1−α) be the (1−α)-quantile implied by either (1.22) or (1.23).
The corresponding hybrid quantile is:
cHn,m(1− α) = max(cn,m(1− α), c∞(1− α)), (1.24)
where c∞(1 − α) is the quantile of the asymptotic distribution of
√
n(βˆin − β?), i = CL,R, for the
unconstrained, either classical or robust, estimator βˆin of β. To compute c∞(1 − α), one can use
standard asymptotic normality results for OLS estimators and the asymptotic normality results for
MM-estimates in Yohai (1987). However, Salibian-Barrera and Zamar (2002) show that these asymp-
totic approximations behave poorly in presence of contamination. Therefore, we use the bootstrap
and the robust bootstrap, for the subsampling and the robust subsampling, respectively, to estimate
the distribution of the unconstrained estimators in the computation of hybrid quantiles. Unreported
numerical results confirm the superiority of this approach. In this way, the construction of hybrid
quantiles for our robust subsampling approach can profit also from the robustness properties of the
robust bootstrap developed in Salibian-Barrera and Zamar (2002).
Numerical Results
We consider the iid linear regression model (1.21) for d = 3, 5. The true parameter vector is η? =
(0, β?, 0)′ and η? = (0, β?, 0, 0, 0)′, respectively, with β? = 0.25, which is a parameter value near to
the boundary 0. Since the calibration method is not applicable here, we use a data driven block size
obtained by minimizing the CIV index with k = 2. For our sample sizes n = 40, 60, the average
recommended choice in Romano and Wolf (2001) implies an upper bound mmax = 16, mmax =
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19 for c2 = 2.5 respectively. For the lower bound, we apply equation (1.6) in order to obtain a
breakdown point of at least 40% for the 0.975 quantile. This implies mmin ≥ 9, 13 for d = 3, 5,
respectively, restricting the standard choice of mmin, especially for d = 5. In order to allow for a
non trivial data-driven block size selection when d = 5, we then set mmax = 18, 23 in this case for
n = 40.60, respectively. We make use of functions ρ0 and ρ1 in Tukey’s family. The constant for the
MM−regression estimator in our simulations is B = 0.5. For this choice, we obtain a breakdown
point of η̂n satisfying b ≥ 0.47; see Yohai (1987, Theorem 2.1).
We first study the finite sample coverage implied by classical and robust subsampling methods.
To this end, we test the null hypothesis H0 : β? = 0.25 under a contaminated normal distribution for
U :
U ∼ (1− γ)N(0, 1) + γ
2
(N(C, (0.1)2) +N(−C, (0.1)2)), (1.25)
where C = 5, γ = 0 (no contamination), γ = 0.15 (15% of contaminated data) and γ = 0.25 (25%
of contaminated data), as in Salibian-Barrera and Zamar (2002). For each of the 2000 Monte Carlo
replications, subsampling distributions are based on 200 draws. Tables 1.5 summarizes the empirical
frequencies of non rejection of null hypothesis H0 and the median confidence interval lengths for the
confidence level 1− α = .95.
In all Monte Carlo simulation settings, the empirical frequencies for the robust subsampling with
data driven choice of the block size are quite accurate and closer to the nominal frequencies than those
of the classical subsampling. Unreported results for the inconsistent bootstrap and robust bootstrap
yield empirical rejection frequencies between 67.5% to 72.3%. Similarly, the subsampling and robust
subsampling without hybrid correction yield empirical frequencies between 60.1% and 65.4%, which
are not too far away from the theoretical distorted asymptotic size (1 − α)/2 of equal-tailed confi-
dence intervals; see Andrews and Guggenberger, 2010b. Unreported results for the parameter choice
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β? = 0.1 show that the undercoverage of inconsistent procedures is, as expected, larger, while hybrid
robust methods maintain an accurate coverage. Results of the robust bootstrap and hybrid robust
subsampling for the parameter choice β? = 0.5 are more similar, as expected, but still in favour of
the latter. Unreported results with different contamination sizes, model dimensions and sample sizes
(e.g., C = 4 , d = 20) produced similar results.
The median length of the robust subsampling confidence intervals is moderately higher in the
setting with no contamination (γ = 0%). For instance, for the case n = 40, d = 3, the median
confidence interval of the robust subsampling is approximately 14% higher than the median length
of the subsampling. However, in presence of contamination the robust subsampling produces clearly
more efficient inferences with dramatically smaller median confidence interval lengths. For instance,
for the case n = 40, d = 3, the median confidence interval of the robust subsamppling is approximately
38% (28%) lower than the median length of the subsampling when γ = 15% (γ = 25%). These are
large differences having obvious implications for the power of tests based on subsampling and robust
subsampling methods.
We have also studied the sensitivity of the subsampling and robust subsampling inference with
respect to empirical contaminations of the data. For each Monte Carlo sample, let:
Ymax = arg max
Y1,...,Yn
{u(Yi)|u(Yi) = Yi − Z ′iη, underH0}, (1.26)
We modify Ymax over a grid within the interval [Ymax +1, Ymax +4]. Then, we analyze the sensitivity
of the resulting empirical averages of p-values for testing the null hypothesis H0 : β? = 0.25. Figure
1.1 summarizes the results.
As expected, we obtain quite large absolute variations in average p-values for the subsampling and
an almost flat sensitivity curve for the robust subsampling.
Finally, as a last exercise we have computed the average p−value for Monte Carlo samples generated
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under H0 : β? = 0.25, with increasing contamination sizes γ ∈ [0, 0.25] in (1.25), and have analyzed
the average p−value variation with respect to the setting with no contamination (γ = 0). Figure 1.2
summarizes the results.
Also in this case, the subsampling clearly implies larger variations in average p-values as a function
of the size of contamination in the data, indicating the fragility of the implied inference results.
1.5 Conclusions
We derive a formula for the breakdown point of subsampling quantiles, which is shown to imply
fragile subsampling procedures for moderate block sizes, even when subsampling is applied to robust
statistics. This instability is inherited by data driven block size selection procedures. We propose
consistent robust subsampling methods for the class of M-estimators and derive detailed breakdown
point formulas for MM-estimators in the linear regression setting. Monte Carlo simulations in two
settings where the bootstrap is known to fail show the usefulness of robust subsampling relative to
the classical subsampling for producing accurate inferences in presence of model deviations.
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A.1 Proofs
Proof of Theorem 2. The quantile Q∗t breaks down if and only if the proportion of bounded
realizations of the statistic T ∗n,m is less than t, i.e., when the proportion of subsamples with less than
mb outliers is less than t. Let X(n,m, p) be the number of outliers in subsample (X∗1 , . . . , X
∗
m), when
np is the number of outliers in the original sample (X1, . . . , Xn). The random variable X(n,m, p)
follows a hypergeometric distribution with parameters n, np, and m. Consequently, bt is the smallest
proportion p such that np ∈ and P [X(n,m, p) < mb] < t, which is the stated result.
Proof of Corollary 3. Existence of mˆt is ensured by Theorem 2. For a hypergeometrically
distributed variable X(n,m, p) such that np ∈, the probability P [X(n,m, p) < mb] is decreasing in
p. Therefore, bt(mˆt) ≥ bˆt. By definition, for every integer m < mˆt, P
[
Xˆ(n,m, bˆt − 1/n) < mb
]
< t,
and bt(m) ≤ bˆt − 1/n. This concludes the proof.
Proof of Corollary 4. Let us take p = b−zt
√
b(1− b)(1− r)/√m+c/m, for p ∈ [0, b], and compute
a Berry-Esseen type bound for the normal approximation of the hypergeometric distribution, where
c is in a fixed compact set. For n and c large enough, P [X(n,m, p) < mb] < t, where X(n,m, p) is
a hypergeometric random variable with parameters n, np, and m. For n large enough and c small
enough, P [X(n,m, p) < mb] > t. Therefore, bt = b− zt
√
b(1− b)(1− r)/√m+O(1/m), as stated.
Proof of Corollary 20. By definition, in order to get mv = ∞ we must have CIV (m) = ∞ for
all m ∈ M. Given m ∈ M, CIV (m) = ∞ if and only if the fraction of outliers p in the sample
{X1, . . . , Xn} satisfies p ≥ min{bt(m− k), bt(m− k + 1), .., bt(m+ k − 1), bt(m+ k)}. This concludes
the proof.
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Proof of Corollary 22. By definition, in order to get mc =∞ we must have P [Q∗∗t (m) =∞] ≥ t
for all m ∈ M. Q∗∗t (m) = ∞ if the number of outliers in bootstrap sample (X∗1 , . . . , X∗n) is at least
as large as nbt(m). The number of outliers in the bootstrap sample is distributed as B(n, p). This
concludes the proof.
Proof of Theorem 10. Under Assumptions (A1)-(A4) the statements of the theorem follow from
Theorem 1 in Hong and Scaillet (2006).
Proof of Theorem 13. We first rewrite the estimator τn = (β̂′n, σ̂n, β˜
′
n)
′ as the fixed point of the
following system of equations:
β̂n = An(β̂n, σ̂n)−1Vn(β̂n, σ̂n),
σ̂n = σ̂nUn(β˜n, σ̂n),
β˜n = Bn(β˜n, σ̂n)−1Wn(β˜n, σ̂n), (1.27)
where
An(β, σ) =
1
n
n∑
i=1
∇ρ1((yi − x′iβ)/σ)
yi − x′iβ
xix
′
i,
Vn(β, σ) =
1
n
n∑
i=1
∇ρ1((yi − x′iβ)/σ)
yi − x′iβ
yixi,
Un(β˜, σ) =
1
n
n∑
i=1
ρ0((yi − β˜′xi)/σ)
B(yi − β˜′xi)
(yi − β˜′xi),
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and
Bn(β˜, σ) =
1
n
n∑
i=1
∇ρ0((yi − x′iβ˜)/σ)
yi − x′iβ˜
xix
′
i,
Wn(β˜, σ) =
1
n
n∑
i=1
∇ρ0((yi − x′iβ˜)/σ)
yi − x′iβ˜
yixi.
More compactly, the system (1.27) can be written as τn = Fn(τn) for an appropriate function Fn :
R2d+1 → R2d+1. A first order expansion of (1.27) gives
√
n(τn − τ?) = [I −∇Fn(τ?)]−1
√
n(Fn(τ?)− τ?) + oP (1), (1.28)
where τ? = (β′?, σ?, β˜′?)′. The explicit computation of ∇Fn shows that β˜n does not enter (1.28) in the
approximation of the first d + 1 components of
√
n(τn − τ?), i.e., the approximation of
√
n(β̂n − β?)
and
√
n(σ̂n − σ?). The d× d matrix Mn in (1.15) is the left upper diagonal block of [I −∇Fn(τn)]−1,
and the vector dn in (1.15) is the d+1−th upper d−dimensional column of this matrix. Summarizing,
we obtain the approximation:
√
n(β̂n − β?) = Mn,?
√
n(An(β?, σ?)−1Vn(β?, σ?)− β?)
+dn,?
√
n(σ?Un(β˜?, σ?)− σ?) + oP (1)
=: ξn(τ?) + oP (1),
where Mn,? and dn,? are the same matrix and the same vector as in (1.15) and (1.15), respectively,
but evaluated at τ? instead of τn. Therefore, we have to show that the limit distribution of ξn(τ?) is
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the same as the limit distribution of
ξ∗n,m = Mn
√
m(A∗n,m(β̂n, σ̂n)
−1V ∗n,m(β̂n, σ̂n)− β̂n)
+dn
√
m(σ̂nU∗n,m(β˜n, σ̂n)− σ̂n)
= Mn
√
m(β̂∗n,m − β̂n) + dn
√
m(σ̂∗n,m − σ̂n).
To this end, it is sufficient to prove that the limit distribution of ζ∗n,m(τn) :=
√
m(F ∗n,m(τn) − τn) is
the same as the limit distribution of ζn(τ?) :=
√
n(Fn(τ?)− τ?). In order to obtain this, we only need
to show that the U -statistic defined by Un,m(x) =
1
Nn,m
Nn,m∑
s=1
I
{√
m(F ∗n,m,s(τn)− τ?) ≤ x
}
converges
to the limit cumulative distribution of ζn(τ?), evaluated at any continuity point x. This implication
follows, however, with standard arguments; see, e.g., the proof of Theorem 2.2.1 in Politis, Romano
and Wolf (1999).
Proof of Theorem 14. Under the assumptions of the theorem, we can use the same arguments as
in the proof of Theorem 2 in Salibian-Barrera and Zamar (2002) to show that, given a subsampling
block of size m, the approximation β̂∗n,m is bounded, with a bound that depends only on the original
data set, if at least d observations in the block are not outliers. Moreover, σ∗n,m remains bounded for
every subsampling block. Therefore, the robust subsampling approximation in Definition 12 breaks
down if and only if in the subsampling block the number X(n,m, p) of outliers is larger than m− d.
The proportion p of outliers in the original sample that is needed to drive the t−th subsampling
quantile estimate above any bound should then satisfy:
P [X(n,m, p) > m− d] ≥ 1− t. (1.29)
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This proves statement (i) of Theorem 14, after taking complements of the event in (1.29). Statement
(ii) now follows with the same arguments used to prove Corollary 3.
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Figure 1.1: Sensitivity analysis. Sensitivity plots of the absolute variation of the empirical p−value
average, for a test of the null hypothesis H0 : β? = 0.25, with respect to variations of Ymax, in each
Monte Carlo sample, within the interval [1, 4]. The random samples were generated under H0 and,
from the top to the bottom, with n = 40 and d = 3, n = 40 and d = 5, n = 60 and d = 3, and
n = 60 and d = 5, respectively. We consider the classical subsampling (dash-dotted line) and the
robust subsampling (straight line), with the MCIV method for the block size selection.
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Figure 1.2: Breakdown point analysis. Sensitivity plots of the empirical p−value average for a test
of the null hypothesis H0 : β? = 0.25. Each p−value average is computed using Monte Carlo samples
generated with contamination probabilities γ ∈ [0, 0.25]. The graphs plot the difference in average
p−value relative to the case with no contamination (γ = 0). The random samples are generated under
H0 and, from the top to the bottom, with n = 40 and d = 3, n = 40 and d = 5, n = 60 and d = 3,
and n = 60 and d = 5. We consider the classical subsampling (dash-dotted line) and the robust
subsampling (straight line), using the MCIV method for the block size selection.
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n = 40 t = .9 t = .95 t = .99 n = 40 t = .9 t = .95 t = .99
B. Point .2500 .2500 .2500 B. Point .5000 .5000 .5000
Boots. .1750 .1500 .1250 Boots. .4000 .3750 .3250
Subs. Subs.
m = 5 .1250 .1000 .0500 m = 5 .2750 .2250 .1500
m = 10 .1500 .1250 .0750 m = 10 .3000 .2750 .2000
m = 20 .1750 .1500 .1250 m = 20 .4000 .3750 .3250
m = 30 .2250 .2000 .2000 m = 30 .4500 .4250 .4000
m = 37 .2500 .2500 .2500 m = 39 .5000 .5000 .5000
n = 80 t = .9 t = .95 t = .99 n = 80 t = .9 t = .95 t = .99
B. Point .2500 .2500 .2500 B. Point .5000 .5000 .5000
Boots. .1875 .1750 .1500 Boots. .4250 .4125 .3750
Subs. Subs.
m = 10 .1250 .1000 .0625 m = 10 .2875 .2375 .1750
m = 20 .1500 .1250 .1000 m = 20 .3625 .3250 .2750
m = 30 .1875 .1625 .1375 m = 30 .4000 .3750 .3375
m = 40 .1875 .1750 .1500 m = 40 .4250 .4000 .3750
m = 50 .2125 .2000 .1875 m = 50 .4375 .4250 .4000
m = 60 .2125 .2125 .2000 m = 60 .4625 .4500 .4250
m = 70 .2375 .2250 .2250 m = 70 .4750 .4625 .4500
m = 77 .2500 .2500 .2500 m = 79 .5000 .5000 .5000
n = 120 t = .9 t = .95 t = .99 n = 120 t = .9 t = .95 t = .99
B. Point .2500 .2500 .2500 B. Point .5000 .5000 .5000
Boots. .2000 .1917 .1667 Boots. .4417 .4250 .3917
Subs. Subs.
m = 10 .1250 .1000 .0583 m = 10 .2750 .2333 .1667
m = 20 .1417 .1167 .0833 m = 20 .3500 .3167 .2667
m = 40 .1750 .1667 .1333 m = 40 .4083 .3917 .3500
m = 60 .2000 .1917 .1667 m = 60 .4417 .4250 .3917
m = 80 .2167 .2083 .1917 m = 80 .4583 .4417 .4250
m = 100 .2250 .2250 .2167 m = 100 .4750 .4667 .4500
m = 117 .2500 .2500 .2500 m = 119 .5000 .5000 .5000
Table 1.1: Breakdown point of subsampling and bootstrap quantiles. t-quantile upper break-
down point of the bootstrap (Boots.) and the subsampling (Subs.) for different block sizes, sample
sizes n = 40, 80, 120, and confidence levels t = 0.9, 0.95, 0.99 when the breakdown point (B. Point)
is b = 0.25, 0.5. Bootstrap breakdown points are computed using Singh (1998) result. Subsampling
breakdown points are computed using Theorem 2. The smallest integer such that the t−quantile
subsampling breakdown point equals the breakdown point of statistic T for all given confidence levels
is equal to 37, 77, and 117, 39, 79 and 119 for sample sizes 40, 80, and 120, b=0.25,0.5, respectively.
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n = 40 M t = .9 t = .95 t = .99
MCIV [7; 12] .3000 .2750 .2000
MCIV [4; 18] .3750 .3250 .2750
CM [7; 12] .4500 .4500 .4250
CM [4; 18] .5000 .5000 .5000
n = 80 M t = .9 t = .95 t = .99
MCIV [9; 17] .3250 .2875 .2250
MCIV [5; 26] .3750 .3500 .3000
CM [9; 17] .4500 .4250 .4000
CM [5; 26] .4750 .4625 .4500
n = 120 M t = .9 t = .95 t = .99
MCIV [11; 21] .3417 .3083 .2500
MCIV [6; 32] .3917 .3583 .3167
CM [11; 21] .4417 .4250 .3917
CM [6; 32] .4667 .4583 .4333
Table 1.2: Breakdown point of Minimum Confidence Index Volatility (MCIV) and Cali-
bration Method (CM). We consider a statistic with breakdown point b = 0.5 and confidence levels
t = 0.9, 0.95, 0.99. The set M of admissible block sizes is implied by the smallest and largest block
size according to the suggested choice in Romano and Wolf (2001).
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n = 40, d = 3 t = .9 t = .95 t = .99
R. Bootstrap min(b, .5000) min(b, .5000) min(b, .5000)
R. Subsampling
m = 6 min(b, .3750) min(b, .3000) min(b, .2250)
m = 8 min(b, .5000) min(b, .4500) min(b, .3500)
m = 10 min(b, .5000) min(b, .5000) min(b, .4500)
m = 12 min(b, .5000) min(b, .5000) min(b, .5000)
n = 80, d = 3 t = .9 t = .95 t = .99
R. Bootstrap min(b, .5000) min(b, .5000) min(b, .5000)
R. Subsampling
m = 6 min(b, .3500) min(b, .2875) min(b, .1875)
m = 8 min(b, .4750) min(b, .4250) min(b, .3125)
m = 10 min(b, .5000) min(b, .5000) min(b, .4125)
m = 12 min(b, .5000) min(b, .5000) min(b, .5000)
n = 120, d = 3 t = .9 t = .95 t = .99
R. Bootstrap min(b, .5000) min(b, .5000) min(b, .5000)
R. Subsampling
m = 8 min(b, .4750) min(b, .4167) min(b, .3083)
m = 10 min(b, .5000) min(b, .5000) min(b, .4083)
m = 12 min(b, .5000) min(b, .5000) min(b, .4833)
m = 14 min(b, .5000) min(b, .5000) min(b, .5000)
Table 1.3: Breakdown point of robust subsampling and robust bootstrap quantiles. t-
quantile breakdown point of the robust bootstrap and the robust subsampling in a linear regression
model with d = 3, for different block sizes, sample sizes n = 40, 80, 120, and confidence levels t =
0.9, 0.95, 0.99. Robust bootstrap breakdown points are computed using the results in Salibian-Barrera
and Zamar (2002). Robust subsampling breakdown points are computed using Theorem 14.
41
n = 40 γ = 0% γ = 5% γ = 10%
Subs. m = 5 .9595(3.5362) .9870(27.9123) .9900(54.0288)
Subs. m = 16 .9700(2.8720) .9890(14.7520) .9905(32.0801)
Subs. MCIV .9695(3.1921) .9890(14.8329) .9905(35.4644)
R. Subs. m = 5 .9575(3.5285) .9620(4.3960) .9670(5.4761)
R. Subs. m = 16 .9690(2.8569) .9715(3.5609) .9725(4.4743)
R. Subs. MCIV .9690(3.1684) .9710(3.9803) .9725(5.0520)
n = 80 γ = 0% γ = 5% γ = 10%
Subs. m = 7 .9620(3.6404) .9885(33.1606) .9900(57.1361)
Subs. m = 22 .9755(3.1927) .9915(20.5762) .9925(40.8722)
Subs. MCIV .9720(3.4242) .9915(23.2245) .9920(44.1523)
R. Subs. m = 7 .9595(3.5924) .9615(4.4963) .9620(5.6244)
R. Subs. m = 22 .9700(3.1922) .9720(3.9843) .9730(5.0482)
R. Subs. MCIV .9700(3.3689) .9720(4.3567) .9720(5.3602)
n = 120 γ = 0% γ = 5% γ = 10%
Subs. m = 8 .9580(3.6849) .9865(36.3722) .9900(59.0049)
Subs. m = 27 .9730(3.3121) .9885(23.7312) .9920(44.4842)
Subs. MCIV .9715(3.5285) .9880(25.5487) .9900(48.4229)
R. Subs. m = 8 .9575(3.6729) .9580(4.6322) .9590(5.7238)
R. Subs. m = 27 .9670(3.3121) .9695(4.2125) .9700(5.1608)
R. Subs. MCIV .9665(3.5040) .9695(4.6120) .9695(5.5682)
Table 1.4: Empirical coverage of the subsampling and the robust subsampling (Subs. and R.
Subs., respectively). Simulated empirical coverage in the square of the sample average testing setting,
for confidence levels t = 0.95, for the sample sizes n = 40, 80, 120 and contamination probabilities
γ = 0%, 5%, 10%. We denote the block size by m. Data driven block size selection procedure based
on the MCIV index is denoted by “MCIV”. In brackets, we give the median .95-quantile of the robust
and nonrobust subsampling distributions, respectively. The number of replications is 2000.
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n = 40, d = 3 γ = 0% γ = 15% γ = 25%
Subs. m = 9 .9610(0.6837) .9850(1.4588) .9860(1.7875)
Subs. m = 16 .9240(0.5950) .9470(1.2326) .9500(1.5326)
Subs. MCIV .9370(0.6215) .9600(1.2774) .9645(1.6039)
R. Subs. m = 9 .9665(0.7767) .9750(0.9325) 9790(1.4024)
R. Subs. m = 16 .9250(0.6792) .9330(0.7601) .9410(1.1120)
R. Subs. MCIV .9415(0.7091) .9465(0.7959) .9540(1.1592)
n = 40, d = 5 γ = 0% γ = 15% γ = 25%
Subs. m = 13 .9720(0.6976) .9805(1.4556) .9830(1.7979)
Subs. m = 18 .9405(0.6292) .9515(1.2920) .9535(1.6035)
Subs. MCIV .9465(0.6359) .9665(1.3177) .9680(1.6515)
R. Subs. m = 13 .9730(0.8012) .9750(0.9607) .9770(1.5002)
R. Subs. m = 18 .9430(0.7023) .9480(0.8360) .9505(1.3181)
R. Subs. MCIV .9495(0.7351) .9565(0.8770) .9600(1.3570)
n = 60, d = 3 γ = 0% γ = 15% γ = 25%
Subs. m = 9 .9705(0.5728) .9855(1.2209) .9880(1.5005)
Subs. m = 19 .9360(0.4919) .9565(1.0349) .9580(1.2756)
Subs. MCIV .9470(0.5148) .9695(1.0771) .9735(1.3353)
R. Subs. m = 9 .9720(0.6499) .9785(0.7444) .9800(1.0961)
R. Subs. m = 19 .9390(0.5489) .9450(0.5998) .9505(0.8580)
R. Subs. MCIV .9485(0.5720) .9545(0.6248) .9605(0.8838)
n = 60, d = 5 γ = 0% γ = 15% γ = 25%
Subs. m = 13 .9635(0.5717) .9850(1.2244) .9865(1.5075)
Subs. m = 23 .9275(0.4979) .9490(1.0498) .9550(1.2967)
Subs. MCIV .9375(0.5127) .9690(1.0889) .9705(1.3510)
R. Subs. m = 13 .9660(0.6602) .9750(0.7591) .9800(1.1549)
R. Subs. m = 23 .9375(0.5730) .9420(0.6276) .9490(0.9152)
R. Subs. MCIV .9430(0.5966) .9560(0.6598) .9605(0.9521)
Table 1.5: Empirical coverage of the subsampling and the robust subsampling (Subs. and
R. Subs., respectively). Simulated empirical coverage in the linear regression testing setting with
d = 3, 5, for confidence levels t = 0.95, for the sample sizes n = 40, 60 and contamination probabilities
γ = 0%, 15%, 25%. We denote the block size by m. Data driven block size selection procedure based
on the MCIV index is denoted by “MCIV”. In brackets the median of the confidence interval lengths.
The number of replications is 2000.
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Chapter 2
Robust Resampling Methods for
Time Series
2.1 Abstract
We study the robustness of block resampling procedures for time series. We first derive a set of
formulas to quantify their quantile breakdown point. For the block bootstrap and the subsampling,
we find a very low quantile breakdown point. A similar robustness problem arises in relation to
data-driven methods for selecting the block size in applications, which can render inferences based on
standard resampling methods useless already in simple estimation and testing settings. To solve this
problem, we introduce a robust fast resampling scheme that is applicable to a wide class of time series
settings. Monte Carlo simulation and sensitivity analysis for the simple AR(1) model confirm the
dramatic fragility of classical resampling procedures in presence of contaminations by outliers. They
also show the better accuracy and efficiency of the robust resampling approach under different types
of data constellations.
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2.2 Introduction
Resampling methods, including the bootstrap (see, e.g., Hall, 1992, Efron and Tibshirani, 1993,
and Hall and Horowitz, 1996) and the subsampling (see, e.g., Politis and Romano, 1992, 1994a,
Politis, Romano and Wolf, 1999), are useful tools in modern statistics and econometrics. The simpler
consistency conditions and the wider applicability in some cases (see, e.g., Andrews, 2000, and Bickel,
Gotze and van Zwet, 1997) have made the subsampling a useful and valid alternative to the bootstrap
in a number of statistical models. Bootstrap and subsampling procedures for time series typically
rely on different block resampling schemes, in which selected sub-blocks of the data, having size
strictly less than the sample size, are randomly resampled. This feature is necessary in order to derive
consistent resampling schemes under different assumptions on the asymptotically vanishing time series
dependence between observations. See, among others, Hall (1985), Carlstein (1986), Ku¨nsch (1989),
and Politis, Romano and Wolf (1999).
The low robustness of classical bootstrap and subsampling methods is a known feature in the iid
setting; see, among others, Singh (1998), Salibian-Barrera and Zamar (2002), Salibian-Barrera, Van
Aelst and Willems (2006, 2007), and Camponovo, Scaillet and Trojani (2009a). These papers study
global robustness features and highlight a typically very low breakdown point of classical bootstrap
and subsampling quantiles. Essentially, the breakdown point quantifies the smallest fraction of out-
liers in the data which makes a statistic meaningless. Therefore, standard iid resampling methods
produce estimated quantiles that are heavily dependent on a few possible outliers in the original data.
Intuitively, this lack of robustness is related to the (typically high) probability of resampling a large
number of outliers in a random sample using an iid bootstrap or subsampling scheme. To overcome
this problem, robust bootstrap and subsampling approaches with desirable quantile breakdown point
properties have been developed in the iid context by Salibian-Barrera and Zamar (2002), Salibian-
Barrera, Van Aelst and Willems (2006, 2007), and Camponovo, Scaillet and Trojani (2009a), among
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others.
In this paper, we study the robustness of block resampling methods for time series and we develop
fast robust resampling approaches that are applicable to a variety of time series models. We first
characterize the breakdown properties of block resampling procedures for time series by deriving upper
bounds for their quantile breakdown point; these results cover both overlapping and nonoverlapping
bootstrap and subsampling procedures. Concrete computations show that block resampling methods
for time series suffer of an even larger robustness problem than in the iid context. In the extreme
case, a single outlier in the original sample can dramatically affect the accuracy of block resampling
methods and make the resulting inference effectively useless. This problem cannot be mitigated simply
by applying standard block resampling methods to a more robust statistic, indicating the high need
for a more robust resampling scheme applicable in the time series context.
We develop our robust resampling approach for time series following the fast resampling idea
putted forward, among others, in Shao and Tu (1995), Davidson and McKinnon (1999), Hu and
Kalbfleisch (2000), Andrews (2002), Salibian-Barrera and Zamar (2002), Goncalves and White (2004),
Hong and Scaillet (2006), Salibian-Barrera, Van Aelst and Willems (2006, 2007), and Camponovo,
Scaillet and Trojani (2009a). Our resampling method is applicable to a wide class of resampling
procedures, including both the block bootstrap and the subsampling, and it provides robust estimation
and inference results under weak conditions. Moreover, it inherits the low computational cost of fast
resampling approaches, which makes it applicable to non linear models when classical methods might
become computationally too expensive, or in combination with computationally intensive data-driven
procedures for the selection of the optimal block size; see, for instance, Sakata and White (1998),
Ronchetti and Trojani (2001), Mancini, Ronchetti and Trojani (2005), Ortelli and Trojani (2005),
and Muler and Yohai (2008) for recent examples of robust estimators for nonlinear time series models.
By means of explicit breakdown point computations, we also find that the better breakdown properties
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of our fast robust resampling scheme are inherited by data-driven choices of the block size based on
either the minimum confidence index volatility (MCIV) and the calibration method (CM), proposed
in Romano and Wolf (2001) for the subsampling, or the data-driven method in Hall, Horowitz and
Jing (1995) (HHJ) for the moving block bootstrap. Finally, we investigate by Monte Carlo simulation
the performance of our robust resampling approach in the benchmark context of the estimation of
the autoregressive parameter in an AR(1) model. Overall, our Monte Carlo experiments highlight a
dramatic fragility of classical resampling methods in presence of contaminations by outliers, and a
more reliable and efficient inference produced by our robust resampling method under different types
of data constellations.
The paper is organized as follows. Section 2.3 oulines the main setting and introduces the quantile
breakdown point formulas of different block resampling procedures. In Section 2.4 we develop our
robust approach and derive the relevant expression for its associated quantile breakdown point formula.
We show that, under weak conditions, the resulting quantile breakdown point is maximal. In Section
2.5, we study the robustness properties of data-driven block size selection procedures based on the
MCIV, the CM and the HHJ method. Monte Carlo experiments and some sensitivity analysis are
presented in Section 2.6. Section 2.7 concludes.
2.3 Resampling Distribution Breakdown Point Quantile
We start our analysis by characterizing the robustness of resampling procedures for time series and
by deriving formulas for their quantile breakdown point.
2.3.1 Definition
Let X(n) = (X1, . . . , Xn) be a sample from a real valued stationary process X = {Xt, t ∈ Z} defined
on the probability space (Ω,F , P ), and consider a real valued statistic Tn := T (X(n)).
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In the time series setting, block bootstrap procedures split the original sample in overlapping or
nonoverlapping blocks of size m < n. Then, new random samples of size n are constructed assuming
an approximate independence between blocks. Finally, the statistic T is applied to the so generated
random samples; see, e.g., Hall (1985), Carlstein (1986), Ku¨nsch (1989), and Andrews (2004). The
more recent subsampling method (see, e.g., Politis, Romano and Wolf, 1999), instead, directly applies
statistic T to overlapping or nonoverlapping blocks of size m strictly less than n.
Let X∗(k) = (X
∗
1 , . . . , X
∗
k) denote for brevity a bootstrap (k = n) or a subsampling (k = m < n)
random sample and T ∗n,k := T (X
∗
(k)) be the bootstrap or subampling statistic, respectively. Then, for
t ∈ (0, 1), the quantile Q∗t of T ∗n,k is defined by:
Q∗t = inf{x|P ∗(T ∗n,k ≤ x) ≥ t}, (2.1)
where P ∗ is the corresponding bootstrap or subsampling distribution and, by definition, inf(∅) =∞.
We characterize the robustness of quantile (2.1) via its breakdown point, i.e., the smallest fraction of
outliers in the original sample such that Q∗t degenerates, making inference based on (2.1) meaningless.
Different than in the iid case, in time series we can consider different possible models of contamination
by outliers: additive outliers, replacement outliers and innovation outliers; see, e.g., Martin and Yohai
(1986). Because of this additional complexity, we first introduce a notation that can better capture
the effect of such contaminations, following Genton and Lucas (2003). Denote by Zζp the set of all
n-components outlier samples, where p is the number of outliers and index ζ ∈ R¯ indicates their size.
When p > 1 we do not necessarily assume outliers ζ1, . . . , ζp to be all equal to ζ, but we rather assume
existence of constants c1, . . . , cp, such that ζi = ciζ.
Let 0 ≤ b ≤ 0.5 be the upper breakdown point of statistic Tn, i.e., nb is the smallest number
of outliers such that T (X(n) + Z
ζ
nb) = +∞ for some Zζnb ∈ Zζnb. Breakdown point b is an intrinsic
characteristic of a statistic. It is explicitly known in some cases and it can be gauged most of the time,
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for instance by means of simulation and sensitivity analysis. In this section, we focus for brevity on
one-dimensional real valued statistics. As discussed for instance by Singh (1998) in the iid context,
our quantile breakdown point results for time series can be naturally extended to consider multivariate
and scale statistics. Formally, the quantile breakdown point of Q∗t is defined as follows:
Definition 15 The upper breakdown point of the t-quantile Q∗t is given by:
bt =
1
n
·
[
inf
{1≤p≤dn/2e}
{
p
∣∣there exists Zζp ∈ Zζp such that Q∗t (X(n) + Zζp ) = +∞}
]
, (2.2)
where dxe = inf{n ∈ N|x ≤ n}.
2.3.2 Quantile Breakdown Point
We derive formulas for the quantile breakdown point of the overlapping subsampling and both nonover-
lapping and overlapping moving block bootstrap procedures. Similar results can be obtained for the
nonoverlapping subsampling. Since that case is of little practical interest, because unless the sample
size is very large, the number of blocks is too small to make reliable inference, we do not report them.
For brevity, we denote by bKt , K = OS,NB, OB, the upper t-quantile breakdown point of the over-
lapping subsampling and the nonoverlapping and overlapping moving block bootstrap, respectively.
Results for the overlapping moving block bootstrap can be modified to cover asymptotically equivalent
variations such as the stationary bootstrap of Politis and Romano (1994b).
Subsampling
For simplicity, let n/m = r ∈ N. The overlapping subsampling splits the original sample X(n) =
(X1, . . . , Xn) into n −m + 1 overlapping blocks (Xi, . . . , Xi+m−1), i = 1, . . . , n −m + 1. Finally, it
applies statistic T to these blocks.
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Theorem 16 Let b be the breakdown point of Tn and t ∈ (0, 1). The quantile breakdown point of
overlapping subsampling procedures satisfies the following property:
bOSt ≤ inf{p∈N,p≤r−1}
{
p · dmbe
n
∣∣∣∣p > (1− t)(n−m+ 1) + dmbe − 1m
}
. (2.3)
The term (1−t)(n−m+1)m represents the number of degenerated statistics necessary in order to cause the
breakdown of Q∗t , while
dmbe
n is the fraction of outliers which is sufficient to cause the breakdown of
statistic T in a block of size m. In time series, the number of possible subsampling blocks of size m is
typically lower than the number of iid subsamples of size m. Therefore, the breakdown of a statistic
in one random block tends to have a larger impact on the subsampling quantile than in the iid case.
Intuitively, this feature implies a lower breakdown point of subsampling quantiles in time series than
in iid settings. Table 3.1 confirms this basic intuition. Using Theorem 16 we compute the breakdown
point of the overlapping subsampling quantile for a sample size n = 120, for b = 0.5 and for block sizes
m = 5, 10, 15. We see that even for a maximal breakdown point statistic (b = 0.5), the overlapping
subsampling imply a very low quantile breakdown point, which is increasing in the block size, but
very far from the maximal value b = 0.5. Moreover, this breakdown point is clearly lower than in the
iid case; see Camponovo, Scaillet and Trojani (2009a). For instance, for m = 10, the 0.95-quantile
breakdown point of the overlapping subsampling is lower than 0.05, which is less than a quarter of
the breakdown point of 0.23 for the same block size in the iid setting.
Moving Block Bootstrap
Let XN(m),i = (X(i−1)·m+1, . . . , Xi·m), i = 1, . . . , r, be the r nonoverlapping blocks of size m. The
nonoverlapping moving block bootstrap selects randomly with replacement r nonoverlapping blocks
XN∗(m),i, i = 1, . . . , r. Then, it applies statistic T to the n-sample X
N∗
(n) = (X
N∗
(m),1, . . . , X
N∗
(m),r). Simi-
larly, let XO(m),i = (Xi, . . . , Xi+m−1), i = 1, . . . , n−m+ 1, be the n−m+ 1 overlapping blocks. The
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overlapping moving block bootstrap selects randomly with replacement r overlapping blocks XO∗(m),i,
i = 1, . . . , r. Then, it applies statistic T to the n-sample XO∗(n) = (X
O∗
(m),1, . . . , X
O∗
(m),r).
Theorem 17 Let b be the breakdown point of Tn and t ∈ (0, 1). The quantile breakdown points bNBt
and bOBt of the nonoverlapping and overlapping moving block bootstrap respectively satisfy the following
properties:
(i) bNBt ≤ 1n ·
[
inf{p1,p2∈N,p1≤m,p2≤r}
{
p = p1 · p2
∣∣∣∣P(BIN(r, p2r ) > nbp1) > 1− t}],
(ii) bOBt ≤ 1n ·
[
inf{p1,p2∈N,p1≤m,p2≤r}
{
p = p1 · p2
∣∣∣∣P(BIN(r, mp2−p1+1n−m+1 ) > nbp1) > 1− t}].
Similar to the findings for the subsampling, the right part of (i) and (ii) are similar for large n >> m.
Indeed, (ii) implies mp2−p1+1n−m+1 ≈ mp2n = p2r , which is the right part of (i). Further the breakdown point
formula for the iid bootstrap in Singh (1998) emerges as a special case of the formulas in Theorem
17, for m = 1. This is intuitive: a nonoverlapping moving block bootstrap with block size m is
essentially an iid bootstrap based on a sample of size r, in which each block of size m corresponds to
a single random realization in the iid bootstrap. As for the subsampling, the reduction in the number
of possible blocks when m 6= 1 increases the potential impact of a contamination and it implies a
lower quantile breakdown point. In Table 3.1, we compute the breakdown point of the nonoverlapping
and overlapping moving block bootstrap quantile for n = 120, b = 0.5 and block sizes m = 5, 10, 15.
These breakdown points are decreasing in the block size. Again, they are far from the maximal value
b = 0.5. For instance, for m = 15 the 0.99 quantile breakdown point is less than 0.2126, which is
approximatively half the breakdown point of 0.392 in the iid setting.
2.4 Robust Resampling Procedures
The results in the last section show that, even using statistics with maximal breakdown point, classical
block resampling procedures imply a low quantile breakdown point. To overcome this problem it is
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necessary to introduce a different and more robust resampling approach. We develop such robust
resampling methods for M-estimators, starting from the fast resampling approach studied, among
others, in Shao and Tu (1995), Davidson and McKinnon (1999), Hu and Kalbfleisch (2000), Andrews
(2002), Salibian-Barrera and Zamar (2002), Goncalves and White (2004), Hong and Scaillet (2006),
Salibian-Barrera, Van Aelst and Willems (2006, 2007), and Camponovo, Scaillet and Trojani (2009a).
2.4.1 Definition
Given the original sample X(n) = (X1, . . . , Xn), we consider the class of robust M-estimators θˆn for
parameter θ ∈ Rd, defined as the solution of the equations:
ψn(X(n), θˆn) :=
1
n− q + 1
n∑
i=q
g(Xi−q+1, . . . , Xi; θˆn) = 0, (2.4)
where ψn(X(n), ·) : Rd → Rd depends on parameter θ and a bounded estimating function g. Bound-
edness of estimating function g is a characterizing feature of robust M-estimators. Standard block
resampling approaches imply to solve equation ψk(X∗(k), θˆ
∗
k) = 0 for each bootstrap (k = n) or sub-
sampling (k = m < n) random sample X∗(k). Instead we consider the following Taylor expansion of
(2.4) around the true parameter θ0:
θˆn − θ0 = −[∇θψn(X(n), θ0)]−1ψn(X(n), θ0) + op(1), (2.5)
where ∇θψn(X(n), θ0) denotes the derivative of function ψn with respect to θ. Based on this expan-
sion, we use −[∇θψn(X(n), θˆn)]−1ψk(X∗(k), θˆn) as an approximation of θˆ∗k − θˆn in the definition of the
resampling scheme estimating the sampling distribution of θˆn − θ0.
Given a normalization constant τn, a robust fast resampling distribution for τn(θˆn− θ0) is defined
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by:
LRF∗n,m (x) =
1
N
N∑
s=1
I
(
τk(−[∇θψn(X(n), θˆn)]−1ψk(X∗(k),s, θˆn)) ≤ x
)
, (2.6)
where I(·) is the indicator function and s indexes the N possible random samples generated by subsam-
pling and bootstrap procedures, respectively. The main assumptions under which the fast resampling
distribution (2.6) consistently estimates the unknown sampling distribution of τn(θˆn − θ0) in a time
series context are given, e.g., in Hong and Scaillet (2006) for the subsampling (Assumption 1) and in
Goncalves and White (2004) for the bootstrap (Assumption A and Assumptions 2.1 and 2.2).
2.4.2 Robust Resampling Methods and Quantile Breakdown Point
In the computation of (2.6) we only need point estimates for θ0 and −[∇θψn(X(n), θ0)]−1, based on
the whole sample X(n). These estimates are given by θˆn and −[∇θψn(X(n), θˆn)]−1, respectively. Thus,
a computationally very fast procedure is obtained. This feature is not shared by standard resampling
schemes, which can easily become unfeasible when applied to robust statistics.
A close look at −[∇θψn(X(n), θˆn)]−1 ψk(X∗(k),s, θˆn) reveals that this quantity can degenerate to
infinity when (i) the matrix ∇θψn(X(n), θˆn) is singular or (ii) the estimating function is not bounded.
Since we are making use of a robust (bounded) estimating function g situation (ii) cannot arise. From
these arguments, we obtain the following corollary.
Corollary 18 Let b be the breakdown point of the robust M-estimator θˆn defined by (2.4). The t-
quantile breakdown point of resampling distribution (2.6) is given by bt = min(b, b∇ψ), where:
b∇ψ =
1
n
· inf
1≤p≤dn/2e
{
p
∣∣there exists Zζp ∈ Zζp such that det(∇θψn(X(n) + Zζp , θˆn)) = 0}. (2.7)
The quantile breakdown point of our robust fast resampling distribution is the minimum of the
breakdown point of M-estimator θˆn and matrix ∇θψn(X(n), θˆn). In particular, if b∇ψ ≥ b, the quantile
53
breakdown point of our robust resampling distribution (2.6) is maximal, independent of confidence
level t.
2.5 Breakdown Point and Data Driven Choice of the Block
Size
A main issue in the application of block resampling procedures is the choice of the block size m
since accuracy of the resampling distribution depends strongly on this parameter. In this section, we
study the robustness of data driven block size selection approaches for subsampling and bootstrap
procedures. We first consider the MCIV and CM proposed in Romano and Wolf (2001) for the
subsampling. In a second step, we analyze the HHJ method for the bootstrap. For these methods,
we compute the smallest fraction of outliers in the original sample such that the data driven choice
of the block size fails and diverges to infinity. For brevity, we denote by mu(X(n)), u=MCIV, CM,
HHJ, the block size choice implied by each of these methods. By definition, the breakdown point of
mu is defined by:
but :=
1
n
· inf
1≤p≤dn/2e
{
p
∣∣there exists Zζp ∈ Zζp such that mu(X(n) + Zζp ) =∞}. (2.8)
2.5.1 Subsampling
Denote by bOS,Jt , J =MCIV,CM , the breakdown point of the overlapping subsampling based on the
MCIV and CM methods, respectively.
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Minimum Confidence Index Volatility
A consistent method for a data driven choice of the block size m is based on the minimization of
the confidence interval volatility index across the admissible values of m. For brevity, we present the
method for one–sided confidence intervals. Modifications for the case with two–sided intervals are
obvious.
Definition 19 Let mmin < mmax and k ∈ N be fixed. For m ∈ {mmin − k, ..,mmax + k}, denote by
Q∗t (m) the t−subsampling quantile for the block size m. Further, let Q
∗k
t (m) be the average quantile
Q
∗k
t (m) :=
1
2k+1
∑i=k
i=−kQ
∗
t (m+ i). The confidence interval volatility (CIV) index is defined for m ∈
{mmin, ...,mmax} by
CIV (m) :=
1
2k + 1
i=k∑
i=−k
(
Q∗t (m+ i)−Q
∗k
t (m)
)2
. (2.9)
LetM := {mmin, . . . ,mmax}. The data driven block size that minimizes the confidence interval volatil-
ity index is
mMCIV = arg infm∈M{CIV (m) : CIV (m) ∈ R+} , (2.10)
where, by definition, arg inf(∅) :=∞.
The block size mMCIV minimizes the empirical variance of the upper bound in a subsampling con-
fidence interval with nominal confidence level t. Using Theorem 16, the formula for the breakdown
point of mMCIV is given in the next corollary.
Corollary 20 Let b be the breakdown point of estimator θˆn. For given t ∈ (0, 1), let bOSt (m) be the
overlapping subsampling upper t−quantile breakdown point in Theorem 16, as a function of the block
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size m ∈M. It then follows:
bOS,MCIVt = sup
m∈M
inf
j∈{−k,..,k}
bOSt (m+ j). (2.11)
The dependence of the breakdown point formula for the MCIV on the breakdown point of subsampling
quantiles is identical in the iid case. However, the much smaller quantile breakdown points in the time
series case make the data driven choice mMCIV very unreliable in presence of outliers. For instance,
for the block size n = 120 and a maximal breakdown point statistic such that b = 0.5, the breakdown
point of MCIV for t = 0.95 is less than 0.05, i.e., just 6 outliers are sufficient to break down the MCIV
data driven choice of m. For the same sample size, the breakdown point of the MCIV method is larger
than 0.3 in the iid case.
Calibration Method
Another consistent method for a data driven choice of the block size m can be based on a calibration
procedure in the spirit of Loh (1987). We present this method for the case of one–sided confidence
intervals only. The modifications for two-sided intervals are straightforward.
Definition 21 Fix t ∈ (0, 1) and let (X∗1 , . . . , X∗n) be a nonoverlapping moving block bootstrap sample
generated from X(n) with block sizem. For each bootstrap sample, denote by Q∗∗t (m) the t−subsampling
quantile according to block size m. The data driven block size according to the calibration method is
defined by
mCM := arg inf
m∈M
{|t− P ∗
[
θˆn ≤ Q∗∗t (m)
]
| : P ∗ [Q∗∗t (m) ∈ R] > 1− t}, (2.12)
where, by definition, arg inf(∅) :=∞, and P ∗ is the nonoverlapping moving block bootstrap probability
distribution.
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In the approximation of the unknown underlying data generating mechanism in Definition 21, we use
a nonoverlapping moving block bootstrap for ease of exposition. It is possible to consider also other
resampling methods; see, e.g., Romano and Wolf (2001). By definition, mCM is the block size for
which the bootstrap probability of the event [θˆn ≤ Q∗∗t (m)] is as near as possible to the nominal level t
of the confidence interval, but which at the same time ensures that the resampling quantile breakdown
probability of the calibration method is less than t. The last condition is necessary to ensure that the
calibrated block size mCM does not imply a degenerate subsampling quantile Q∗∗t (mCM ) with a too
large probability.
Corollary 22 Let b be the breakdown point of estimator θˆn, t ∈ (0, 1), and define:
bOS∗∗t (m) =
1
n
·
[
inf
q∈N,q≤r
{
p = dmbe · q
∣∣∣∣P(BIN(r, qr
)
< QOS
)
< 1− t
}]
,
where QOS = d(n−m+1)(1−t)e+dmbe−1m . It then follows:
bOS,CMt ≤ sup
m∈M
{bOS∗∗t (m)}. (2.13)
Because of the use of the moving block bootstrap instead of the standard iid bootstrap in the CM for
time series, equation (2.13) is quite different from the formula for the iid case in Camponovo, Scaillet
and Trojani (2009a). Similar to the iid case, the theoretical results in Table 2.2 and the Monte Carlo
results in the last section of this paper indicate a higher stability and robustness of the CM relative
to the MCIV method. Therefore, from a robustness perspective, the former should be preferred when
consistent bootstrap methods are available. As discussed in Romano and Wolf (2001), the application
of the calibration method in some settings can be computationally expensive. In contrast to our fast
robust resampling approach, a direct application of the subsampling to robust estimators can easily
become computationally prohibitive in combination with the CM.
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2.5.2 Moving Block Bootstrap
The data driven method for the block size selection in Hall, Horowitz and Jing (1995) first computes
the optimal block size for a subsample of sizem < n. In a second step it uses Richardson extrapolation
in order to determine the optimal block size for the whole sample.
Definition 23 Let m < n be fixed and split the original sample in n−m+1 overlapping blocks of size
m. Fix lmin < lmax < m and for l ∈ {lmin, .., lmax} denote by Q∗t (m, l, i) the t−moving block bootstrap
quantile computed with the block size l using the bootstrap m-block (Xi, . . . , Xi+m−1), 1 ≤ i ≤ n−m+1.
Q
∗
t (m, l) :=
1
n−m+1
∑i=n−m+1
i=1 Q
∗
t (m, l, i) is the corresponding average quantile. Finally, denote by
Q∗t (n, l
′) the t−moving block bootstrap quantile computed with block size l′ < n based on the original
sample X(n). For l ∈ {lmin, .., lmax} define the MSE index is defined as:
MSE(l) :=
(
Q
∗
t (m, l)−Q∗t (n, l′)
)2
+
1
n−m+ 1
n−m+1∑
i=1
(Q∗t (m, l, i)−Q∗t (n, l′))2 , (2.14)
and set:
lHHJ = arg inf l∈{lmin,..,lmax}{MSE(l) :MSE(l) ∈ R+} , (2.15)
where, by definition, arg inf(∅) :=∞. The optimal block size for the whole n-sample is defined by:
mHHJ = lHHJ
(
n
m
)1/5
. (2.16)
As discussed in Bu¨hlmann and Ku¨nsch (1999), the HHJ method is not fully data driven, because
it is based on some starting parameter values m and l′. However, the algorithm can be iterated.
After computing the first value mHHJ , we can set l′ = mHHJ and iterate the same procedure. As
pointed out in Hall, Horowitz and Jing (1995) this procedure often converges in one step. Also for this
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data-driven method, the application of the classical bootstrap approach to robust estimators easily
becomes computationally unfeasible.
Corollary 24 Let b be the breakdown point of estimator θˆn. For given t ∈ (0, 1), let bNB,mt (l) and
bOB,mt (l) be the nonoverlapping and overlapping moving block upper t−quantile breakdown point in
Theorem 16, as a function of the block size l ∈ {lmin, .., lmax} and a size m of the initial sample. It
then follows for K = NS,OS:
bK,MCIVt =
m
n
· sup
l∈{lmin,..,lmax}
bK,mt (l). (2.17)
The computation of the optimal block size lHHJ based on smaller subsamples of size l << m < n,
causes a large instability in the computation of mHHJ . Because of this effect, the MSE index in (2.14)
can easily deteriorate even with a small contamination. Indeed, it is enough that the computation
of the quantile degenerates just in a single m-block in order to imply a degenerated MSE. Table 2.2
confirms this intuition. For n = 120, b = 0.5 and t = 0.95, the upper bound on the breakdown point
of the HHJ method is half that of CM, even if for small block sizes the quantile breakdown point of
subsampling procedures is typically lower than that of bootstrap methods.
2.6 Monte Carlo Simulations
We compare through Monte Carlo simulation the accuracy of classical resampling procedures and our
fast robust approach in estimating the confidence interval of the autoregressive parameter in a linear
AR(1) model of the form:
Xt = θXt−1 + ²t, X0 ∼ N
(
0,
1
1− θ2
)
, (2.18)
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where |θ| < 1 and {²t} is a sequence of iid standard normal innovations. We denote by θˆOLSn the
(nonrobust) OLS estimator of θ0, which is the solution of equation:
ψOLSn (X(n), θˆ
OLS
n ) :=
1
n− 1
n∑
t=2
Xt−1(Xt − θˆOLSn Xt−1) = 0. (2.19)
To apply our robust fast resampling approach, we consider a robust estimator θˆROBn defined by:
ψROBn (X(n), θˆ
ROB
n ) :=
1
n− 1
n∑
t=2
hc(Xt−1(Xt − θˆROBn Xt−1)) = 0, (2.20)
where hc(x) := x ·min(1, c/|x|), c > 1, is the Huber function; see Ku¨nsch (1984).
To study the robustness of the different resampling methods under investigation, we consider
replacement outliers random samples (X˜1, . . . , X˜n) generated according to:
X˜t = (1− pt)Xt + pt ·X1.5max, (2.21)
where X1.5max = 1.5 ·max(X1, . . . , Xn) and pt is an iid 0−1 random sequence, independent of process
(2.18) and such that P [pt = 1] = η. The probability of contamination is set to η = 1.5%, which is a
very small contamination of the original sample.
2.6.1 The Standard Strictly Stationary Case
We construct symmetric resampling confidence intervals for true parameter θ0. Hall (1988) and more
recent contributions, as for instance Politis, Romano and Wolf (1999), highlight a better accuracy of
symmetric confidence intervals, which even in asymmetric settings can be shorter than asymmetric
confidence intervals. Andrews and Guggenberger (2009a, 2010a) and Mikusheva (2007) also show
that because of a lack of uniformity in pointwise asymptotics, non symmetric subsampling confidence
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intervals for autoregressive models can imply a distorted asymptotic size, which is instead correct for
symmetric confidence intervals.
Using OLS estimator (2.19), we compute both overlapping subsampling and moving block boot-
strap distributions for the distribution of
√
n|θˆOLSn − θ0|. Using robust estimator (2.20), we compute
overlapping robust fast subsampling and moving block bootstrap distributions for the distribution of
√
n|θˆROBn −θ0|. Standard resampling methods combined with data driven block size selection methods
for robust estimator (2.20) are computationally too expensive.
We generate N=1000 samples of size n = 180 according to model (2.18) for the parameter
choices θ0 = 0.5, 0.6, 0.7, 0.8. We select the subsampling block size using MCIV and CM for M =
{9, 10, 12, 15, 18}. For the bootstrap, we apply HHJ method with l′ = 12, m = 30, lmin = 6, and
lmax = 10. The significance level is 1− α = 0.95.
We first analyze the finite sample coverage and the power of resampling procedures in a test of
the null hypothesis H0 : θ0 = 0.5. Figure 3.1 plots the empirical frequencies of rejection of the null
hypothesis H0 : θ0 = 0.5 for different values of the alternative hypothesis: θ0 = 0.5, 0.6, 0.7, 0.8.
Without contamination (left column, η = 0%), we find that our robust fast approach and the
classical procedures provide accurate and comparable results. In particular, when θ0 = 0.5, the
size values for the classical moving block bootstrap and subsampling with CM are 0.045 and 0.056,
respectively. With our robust approach, for the robust fast bootstrap and robust fast subsampling
with CM we obtain 0.055 and 0.061, which both imply size values very close to the nominal level
α = 0.05. For the robust fast subsampling and the classical subsampling with MCIV the size is larger
than 0.067, which suggests a lower accuracy of the MCIV relative to the CM. When θ0 6= 0.5, the
proportion of rejections of our robust fast approach remains larger than that of the classical methods.
For instance, when θ0 = 0.7, this difference in power between robust fast subsampling and subsampling
with CM is close to 10%. It is even larger than 10% in a comparison between the moving block robust
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fast bootstrap and the classical bootstrap.
If we consider the contaminated Monte Carlo simulation (right column, η = 1.5%), the size dra-
matically increases for θ0 = 0.5 for nonrobust methods, which are found to be dramatically oversized.
In the case of nonrobust subsampling methods the size is even larger than 0.3. In contrast, the size of
our robust fast approach remains closer to the nominal level α = 0.05. In particular, the size is 0.082
for the robust fast subsampling with CM. A contamination tremendously deteriorates also the power
of nonrobust methods. As θ0 increases, we find that the power curve of nonrobust methods is not
monotonically increasing, with low frequencies of rejection even when θ0 is far from 0.5. For instance,
for θ0 = 0.8, the power of nonrobust methods is close to 50%, but that of our robust approach is
larger than 90%.
In a second exercise, we examine the sensitivity of the different resampling procedures with respect
to a single point contamination of the original sample. For each Monte Carlo sample, let:
Xmax = arg max
X1,...,Xn
{u(Xi)|u(Xi) = Xi − θXi, underH0}, (2.22)
We modify Xmax over a grid within the interval [Xmax+1, Xmax+4]. Then, we analyze the sensitivity
of the resulting empirical averages of p-values for testing the null hypothesis H0 : θ0 = 0.5. In Figure
2.1, we plot the resulting empirical p-values. As expected, our robust fast approach shows a desirable
stability for both subsampling and bootstrap methods.
2.6.2 The Near-to-Unit-Root Case
As a second application, we consider the near-to-unit-root case. Moving block bootstrap procedures
are then inconsistent, but the studentized subsampling based on symmetric confidence intervals is
consistent; see Andrews and Guggenberger (2009a, 2010b) and Mikusheva (2007). Therefore, we
focus exclusively on the latter method.
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Consider the OLS estimator (2.19) and denote by σˆOLSn the estimated standard deviation of θˆ
OLS
n .
The studentized subsampling approximates the distribution of |θˆOLSn − θ0|/σˆOLSn by the empirical
distribution of |θˆ∗OLSm −θˆOLSn |/σˆ∗OLSm , where σˆ∗OLSm denotes the estimated standard deviation of θˆ∗OLSm
based on the subsampling block. Let σˆROBn be the estimated standard deviation of θˆ
ROB
n . Using our
robust approach, the robust fast subsampling approximates the distribution of |θˆROBn − θ0|/σˆROBn by
the empirical distribution of |(−[∇θψROBm (X∗(m), θˆROBn )]−1ψROBm (X∗(m), θˆROBn ))|/σˆ∗ROBn , where σˆ∗ROBn
denotes the estimated standard deviation of θˆ∗ROBm ; see also Hong and Scaillet (2006).
We generate N=1000 samples of size n = 180 according to model (2.18) for the parameter choices
θ0 = 0.8, 0.85, 0.9, 0.95, and simulate contaminated samples (X˜1, . . . , X˜n) according to (3.8) as before.
Since bootstrap methods are inconsistent, for the selection of the block size only MCIV is recom-
mended. However, in this setting Romano and Wolf (2001) obtain accurate results even with the
subsampling based on CM. Consequently, for comparison purposes in our experiments we consider
both MCIV and CM with M = {9, 10, 12, 15, 18}.
We analyze the finite sample size and the power of resampling procedures in a test of the null
hypothesis H0 : θ0 = 0.8. The significance level is 1 − α = 0.95. Figure 2.3 plots the empirical
frequencies of rejection of the null hypothesis H0 : θ0 = 0.8 for different values θ0 = 0.8, 0.85, 0.9, 0.95
of the alternative. As in the previous Monte Carlo setting, we find that without contamination
(left column, η = 0%) our robust fast approach and the classical procedures yield accurate and
comparable results. When θ0 = 0.8, the difference between the nominal level α = 0.05 and the size
of all methods under investigation is less than 1.3%. For large θ0, we find that the power of the
robust fast subsampling is higher. The difference in power between robust and nonrobust methods
is near to 10% for θ0 = 0.9 and for both data driven choice of the block size. When we consider the
contaminated Monte Carlo simulation (right column, η = 1.5%) the size of the robust fast subsampling
with MCIV and CM (0.086 and 0.057, respectively) is slightly closer to the nominal level than that
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of the subsampling (0.103 with MCIV and 0.096 with CM) for θ0 = 0.8. More strikingly, we also find
that a contamination by outliers tremendously deteriorates the power of the subsampling approach.
As θ0 increases towards the boundary value 1, the power curve of the subsampling is non-monotonic,
with frequencies of rejection less than 20% even when θ0 = 0.95 for both MCIV and CM. In contrast,
the power of the robust fast subsampling is substantial and larger than 80% for θ0 = 0.95.
2.7 Conclusions
Theoretical breakdown point formulas and Monte Carlo evidence highlight a dramatic unexpected
lack of robustness of classical block resampling methods for time series. This problem affects block
bootstrap and subsampling procedures as well, and it is much worse than a related problem analyzed
recently by the literature in the iid context. To overcome the problem, we propose a general fast
robust resampling approach, which is applicable to a wide class of block resampling methods, and
we show that it implies good theoretical quantile breakdown point properties. In the context of a
simple linear AR(1) model, our Monte Carlo simulations show that the robust resampling delivers
more accurate and efficient results, in some cases to a dramatic degree, than other standard block
resampling schemes in presence and absence of outliers in the original data.
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A.2 Proofs
Proof of Theorem 16. Denote by XN(m),i = (X(i−1)m+1, . . . , Xim), i = 1, . . . , r and X
O
(m),i =
(Xi, . . . , Xi+m−1), i = 1, . . . , n−m+1 the nonoverlapping and overlapping blocks of sizem respectively.
Given the original sample X(n), for the first nonoverlapping block XN(m),1, consider following type of
contamination:
XN(m),1 = (X1, . . . , Xm−dmbe, Zm−dmbe+1, . . . , Zm), (2.23)
where Xi, i = 1, . . . ,m − dmbe and Zj , j = m − dmbe + 1, . . . ,m, denote the non contaminated and
contaminated points respectively. By construction, the first m− dmbe+ 1 overlapping blocks XO(m),i,
i = 1, . . . ,m−dmbe+1, contain dmbe outliers. Consequently, T (XO(m),i) = +∞, i = 1, . . . ,m−dmbe+1.
Assume that the first p < r−1 nonoverlapping blocks XN(m),i, i = 1, . . . , p have the same contamination
as in (3.8). Because of this contamination, the number of statistics T ∗n,m which diverge to infinity is
mp− dmbe+ 1.
Q∗t = +∞ when the proportion of statistics T ∗n,m with T ∗n,m = +∞ is larger than (1−t). Therefore,
bOSt ≤ inf{p∈N,p≤r−1}
{
p · dmben
∣∣∣∣mp−dmbe+1n−m+1 > 1− t}
Proof of Theorem 17. Case (i): Nonoverlapping Moving Block Bootstrap. Consider XN(m),i,
i = 1, . . . , r. Assume that p2 of these nonoverlapping blocks are contaminated with exactly p1 outliers
for each block, while the remaining (r − p2) are non contaminated (0 outliers), where p1, p2 ∈ N and
p1 ≤ m, p2 ≤ r − 1. The nonoverlapping moving block bootstrap constructs a n-sample randomly
selecting with replacement r nonoverlapping blocks. Let X be the random variable which denotes the
number of contaminated blocks in the random bootstrap sample. It follows that X ∼ BIN(r, p2r ).
By Definition 15, Q∗t = +∞ when the proportion of statistics T ∗n,n with T ∗n,n = +∞ is larger than
(1 − t). The smallest number of outliers such that T ∗n,n = +∞ is by definition nb. Consequently,
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bNBt ≤ 1n ·
[
inf{p1,p2∈N,p1≤m,p2≤r−1}
{
p = p1 · p2
∣∣∣∣P(BIN(r, p2r ) > nbp1) > 1− t}].
Case (ii): Overlapping Moving Block Bootstrap. Given the original sample X(n), consider the
same nonoverlapping blocks as in (i), where the contamination of the p2 contaminated blocks has the
structure defined in (3.8). The overlapping moving block bootstrap constructs a n-sample randomly
selecting with replacement r overlapping blocks of size m. Let X be the random variable which
denotes the number of contaminated blocks in the random bootstrap sample. It follows that X ∼
BIN(r, mp2−p1+1n−m+1 ).
By Definition 15, Q∗t = +∞ when the proportion of statistics T ∗n,n with T ∗n,n = +∞ is larger than
(1 − t). The smallest number of outliers such that T ∗n,n = +∞ is by definition nb. Consequently,
bOBt ≤ 1n ·
[
inf{p1,p2∈N,p1≤m,p2≤r−1}
{
p = p1 · p2
∣∣∣∣P(BIN(r, mp2−p1+1n−m+1 ) > nbp1) > 1− t}]
Proof of Corollary 18. Consider the robust fast approximation of (θˆ∗k − θˆn) given by:
−[∇θψn(X(n), θˆn)]−1ψk(X∗(k),s, θˆn), (2.24)
where k = n or k = m. Assuming a bounded estimating function, expression (2.24) may degenerate
only when, (i) θˆn /∈ R or (ii) the matrix [∇θψn(X(n), θˆn)] is singular, i.e. det([∇θψn(X(n), θˆn)]) = 0.
If (i) and (ii) are not satisfied, it turns out that the quantile Q∗t is bounded, ∀t ∈ (0, 1). Let b be the
breakdown point of θˆn and b∇ψ be the smallest fraction of outliers in the original sample such that
condition (ii) is satisfied, the breakdown point of Q∗t is given by bt = min(b, b∇ψ).
Proof of Corollary 20. Denote bOSt (m), the overlapping subsampling quantile breakdown point
based on blocks of size m. By definition, in order to get mMCIV = ∞ we must have CIV (m) = ∞
for all m ∈ M. Given m ∈ M, CIV (m) = ∞ if and only if the fraction of outliers p in the sample
{X1, . . . , Xn} satisfies p ≥ min{bOSt (m − k), bOSt (m − k + 1), .., bOSt (m + k − 1), bOSt (m + k)}. This
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concludes the proof.
Proof of Corollary 22. By definition, in order to getmCM =∞ we must have P [Q∗∗t (m) =∞] ≥ t
for all m ∈ M. Given the original sample, Assume that q nonoverlapping blocks are contaminated
with exactly dmbe outliers for each block, while the remaining (r−q) are non contaminated (0 outliers),
where q ∈ N and q ≤ r. Moreover, assume that the contamination of the contaminate blocks has the
structure defined in (3.8). Let X be the random variable which denotes the number of contaminated
blocks in the nonoverlapping moving block bootstrap sample. As in (i), X ∼ BIN(r, q/r). For
the construction of the nonoverlapping moving block bootstrap sample, the selection of p ≤ r − 1
contaminated blocks implies the break of mp− dmbe+ 1 overlapping subsampling statistics.
Q∗∗t (m) = ∞ when the proportion of contaminated blocks is larger than 1 − t, i.e. mp−dmbe+1n−m+1 >
1− t⇔ p > d(n−m+1)(1−t)e+dmbe−1m . This concludes the proof of the second statement.
Proof of Corollary 24. By definition, in order to get mHHJ = ∞ we must have lHHJ = ∞,
i.e. MSE(l) = ∞, for all l ∈ {lmin . . . , lmax}. For l fixed, MSE(l) = ∞ if just a single Q∗t (m, l, i),
i = 1, . . . , n−m+ 1 diverges to infinity. This concludes the proof.
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Figure 2.1: Sensitivity analysis. Sensitivity plots of the variation of the empirical p−value average,
for a test of the null hypothesis H0 : θ0 = 0.5, with respect to variations of Xmax, in each Monte Carlo
sample, within the interval [1, 4]. The random samples were generated under H0 and, from the top
to the bottom, we present the overlapping subsampling with MCIV, the subsampling with CM and
the moving block bootstrap with HHJ. We consider the robust fast approach (straight line) and the
classic nonrobust approach (dash-dotted line).
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Figure 2.2: Power curves in the standard strictly stationary case. We plot the proportion
of rejections of the null hypothesis H0 : θ0 = 0.5, when the true parameter value is θ0 ∈ [0.5, 0.8].
From the top to the bottom, we present the overlapping subsampling with MCIV, the subsampling
with CM and the moving block bootstrap with HHJ. We consider our robust fast approach (straight
line) and the classic approach (dash-dotted line). In the left column, we consider a non contaminated
sample (η = 0%). In the right column, the proportion of outliers is η = 1.5%.
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Figure 2.3: Power curves in the near-to-unit-root case. We plot the proportion of rejections of
the null hypothesis H0 : θ0 = 0.8, when the true parameter value is θ0 ∈ [0.8, 0.95]. From the top to
the bottom, we present the overlapping subsampling with MCIV and CM. We consider our robust fast
approach (straight line) and the classic approach (dash-dotted line). In the left column, we consider
a non contaminated sample (η = 0%). In the right column, the proportion of outliers is η = 1.5%.
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n = 120, b = 0.5 0.95 0.99
O. Subsampling (m = 5) ≤ 0.0500 ≤ 0.0250
O. Subsampling (m = 10) ≤ 0.0500 ≤ 0.0500
O. Subsampling (m = 15) ≤ 0.0667 ≤ 0.0667
N. Bootstrap (m = 5) ≤ 0.3750 ≤ 0.3333
N. Bootstrap (m = 10) ≤ 0.3333 ≤ 0.2667
N. Bootstrap (m = 15) ≤ 0.3250 ≤ 0.2167
O. Bootstrap (m = 5) ≤ 0.3750 ≤ 0.3333
O. Bootstrap (m = 10) ≤ 0.3333 ≤ 0.2667
O. Bootstrap (m = 15) ≤ 0.3250 ≤ 0.2167
Table 2.1: Subsampling and Moving Block Bootstrap Quantile Breakdown Point. Break-
down point of the overlapping (O.) subsampling and nonoverlapping (N.) and overlapping (O.) moving
block bootstrap quantile. The sample size is n = 120, the block size m = 5, 10, 15. We assume a
statistic with breakdown point b = 0.5 and confidence level t = 0.95, 0.99. Quantile breakdown points
are computed using Theorem 16 and 17.
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n = 120 t = 0.95 t = 0.99
O. Subsampling MCIV ≤ 0.0500 ≤ 0.0500
O. Subsampling CM ≤ 0.2000 ≤ 0.2667
N. Bootstrap HHJ ≤ 0.1000 ≤ 0.0667
O. Bootstrap HHJ ≤ 0.1000 ≤ 0.0667
Table 2.2: Breakdown point of Block Size Selection Procedures. We compute the breakdown
point of the minimum confidence index volatility (MCIV), the calibration method (CM) and the data
driven method in Hall, Horowitz and Jing (1995) (HHJ) for the nonoverlapping (N.) and overlapping
(O.) cases. For (MCIV) and (CM) we use Corollary 20, 22 with M = {6, 8, 10, 12, 15}. For (HHJ)
we use Corollary 24 with m = 30, lmin = 3, and lmax = 10. The breakdown point of the statistic is
b = 0.5 and the confidence levels are t = 0.95, 0.99. The sample size is n = 120.
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Chapter 3
Robust Predictive Regression and
Stock Returns Predictability
3.1 Abstract
A large literature studies the predictability of stock returns by other lagged financial variables in a
predictive regression setting. A common feature of widely used testing procedures is a failing statistical
robustness, which may lead to misleading conclusions determined by the particular features of a small
subfraction of the data. We propose a new general method to deal with this problem based on the
robust subsampling approach. The method implies robust confidence intervals and inference results.
It is applicable both in the multi-predictor context and in settings with nearly integrated regressors.
Simulation evidence confirms the higher accuracy and efficiency of our robust testing approach for
typical applications in which the data may follow only approximately the predictive regression model.
We apply our approach to US equity data from 1961 to 2008 and find that it yields a stronger evidence
in favor of predictability than a number of other (nonrobust) tests in the literature.
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3.2 Introduction
A number of studies has investigated wether stock returns can be predicted by economic variables
such as, e.g., the price-dividend ratio or the interest rate; see, for instance, Rozeff (1984), Fama and
French (1988), Campbell and Shiller (1988), Nelson and Kim (1993), Goetzmann and Jorion (1995),
Campbell and Yogo (2006), Jansson and Moreira (2006), Polk, Thompson and Vuolteenaho (2006).
The econometric approach to test for predictability is mostly based on a predictive regression of stock
returns onto a set of lagged financial variables; see, e.g., Stambaugh (1999). Important distinctions
between testing procedures in the literature arise because of the different test statistics and asymptotic
theories used to test the null hypothesis of no predictability. These differences lead in a number of
cases to diverging results and conclusions.
Mankiw and Shapiro (1986) and Stambaugh (1986) note that in a setting with endogenous predictor
and correlated innovations standard asymptotic theory causes small sample biases that may imply an
over rejection of the hypothesis of no predictability. To mitigate the problem, a first approach proposes
tests based on bias-corrected estimators of predictive regressions. For instance, Stambaugh (1999) and
Amihud, Clifford and Wand (2008) introduce bias-corrected OLS estimators for the univariate and
the multi-predictor setting, respectively. Another strand of early literature applies a VAR simulation
approach or a bootstrap scheme to compute finite sample confidence intervals; see, among others,
Nelson and Kim (1993) and Goetzmann and Jorion (1993).1
Recent work has considered the issue of endogenous integrated or nearly integrated predictors,
following the evidence in Torous, Valkanov and Yan (2004) that various variables assumed to predict
stock returns follow a local-to-unit root autoregressive process. Lewellen (2004), Torous et al. (2004)
and Campbell and Yogo (2006) introduce new testing procedures and more accurate unit-root and
1These methods deliver consistent predictability tests under particular assumptions that may be hardly verifiable
in applications. Standard asymptotic consistency proofs for the VAR approach assume knowledge of the true data
generating model. Consistency of the bootstrap approach in Goetzmann and Jorion (1993) follows if returns are iid and
dividends are not stochastic.
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local-to-unit root asymptotics for the predictive regression model with a single persistent predictor
and correlated innovations. Torous et al. (2004) and Campbell and Yogo (2006) tests are based on
Bonferroni methods and are thus difficult to extend to multi-predictor predictive regression settings.
Following Politis and Romano (1994a) and Wolf (2000), Choi and Chue (2007) show that the subsam-
pling is a convenient resampling scheme to define valid confidence intervals and tests for predictive
regression models with multiple, potentially nearly integrated, regressors. In contrast to the boot-
strap, the subsampling satisfies weaker consistency conditions that are typically satisfied by many
empirical predictive regression models.
A common denominator of all above testing approaches is their dependence on procedures that
can be heavily influenced by a small fraction of particular observations in the data. For standard
OLS estimators of linear regression models with iid data this problem is well-known since a long time;
see Huber (1981) for a review. Following Huber’s seminal work, several authors have emphasized
the potentially even worse robustness features of level and power of asymptotic tests of parametric
hypotheses in time series settings; see Heritier and Ronchetti (1994), Ronchetti and Trojani (2001),
Mancini, Ronchetti and Trojani (2005) and Gagliardini, Trojani and Urga (2005), among others.2
Finally, recent research has shown that confidence intervals and tests of resampling schemes like the
bootstrap and the subsampling may be easily inflated by a small fraction of outliers in the data; see
Singh (1998), Salibian-Barrera and Zamar (2002) and Camponovo, Scaillet and Trojani (2009a,b).
Intuitively, this problem arises because the fraction of outliers generated by resampling schemes like
the bootstrap and the subsampling is often much higher than the fraction of outliers in the original
data. This feature may imply unreliable test results even when estimating the predictive regression
model with robust regression techniques.
2For instance, t−type statistics and confidence intervals for testing the null of no predictability require estimation of
both the slope parameter in the predictive regression model and the variance of the error term. Since standard variance
estimators can be very sensitive to outliers or other particular structures of a small subset of the data the resulting test
may imply unreliable level and power properties.
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The main contributions of this paper are (i) a new general robust method for hypothesis test-
ing in the predictive regression setting and (ii) a robust analysis on the conclusions of a number of
predictability tests in the empirical literature. Our method is applicable both in multivariate and
near-to-unity regression settings, it ensures robustness of level and power of the implied tests, and
it allows the researcher to identify from the data potentially problematic observations that may in-
validate the inference derived from nonrobust test procedures in the literature. We build our tests
by using well-known robust M-estimators for linear regression models available in the statistical lit-
erature, and by computing test critical values and confidence intervals with the robust subsampling
approach in Camponovo, Scaillet and Trojani (2009b). While the subsampling allows us to consider
both multivariate and near-to-unit-root settings, using the robust subsampling allows us to avoid the
potentially damaging effects of a few particular data points in the data on the test conclusions. We
apply our robust approach to US equity data from 1961 to 2008 and find that it yields a stronger
evidence in favor of predictability than a variety of other tests in the literature. This evidence suggests
that conventional approaches in the literature may feature a low power in applications, due to the
presence of abnormal structures in a small subset of the data.
The paper is organized as follows. Section 3.3 introduces the relevant multivariate predictive re-
gression model and some recent procedures proposed for testing the null hypothesis of no predictability.
Section 3.4 explains how robust predictability tests are obtained using the robust subsampling ap-
proach in Camponovo, Scaillet and Trojani (2009b). Moreover, it produces Monte Carlo evidence
on the accuracy and robustness properties of our tests relative to classical methods. In Section 3.5,
we apply our robust testing approach to US equity data and examine the empirical evidence for
predictability. Section 3.6 concludes.
76
3.3 Predictive Regression Model
We denote by {yt} the response variables and by {xt} the explanatory variables of the predictive
regressions model:
yt = α+ β′xt−1 + ut (3.1)
xt = µ+ ρxt−1 + vt (3.2)
where, for t = 1, . . . , n, yt, α and ut are scalars, xt, µ and vt are p-dimensional vectors and ρ is a
p× p matrix with eigenvalues |λi| < 1, i = 1, . . . , p. We assume that the errors {vt} are iid with mean
zero and covariance matrix Σ, while ut = φ′vt + et, where φ is a p-dimensional vector and {et} are
iid random variables with mean zero and independent of {xt} and {vt}. We use the subscript 0 to
indicate the true values β0 and ρ0 of the parameters β and ρ.
It is well known that in this setting inference based on standard asymptotic theory suffers from
small sample biases, which may imply an over rejection of the hypothesis of no predictability, H0 :
β0 = 0; see e.g. Mankiw and Shapiro (1986) and Stambaugh (1986). Moreover, as emphasized in
Torous et al. (2004), various state variables considered as predictors are well approximated by a
nearly integrated process. Consequently, this suggests a local-to-unit framework λi = 1 + c/n for the
autoregressive model (3.2), which may imply a nonstandard asymptotic distribution for the classical
estimators of ρ and β.
Recently, several tests procedures have been proposed in order to overcome these problems. In this
paper, we focus on the more recent approaches based on the Bonferroni method proposed in Torous
et al. (2004) and Campbell and Yogo (2006), the bias-corrected estimators method used in Amihud
et al. (2008) and the subsampling procedures proposed in Wolf (2000) and Choi and Chue (2007).
We first study the accuracy of these procedures under small violations of the model assumptions.
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Indeed, all these approaches are based on statistical tools which are very sensitive to contamination
by outliers or more general deviations from the assumed predictive regression model. Consequently,
these testing procedures may become easily inefficient or biased even with a small fraction of outliers
in the data. We first briefly introduce the different approaches and finally we analyze through Monte
Carlo simulations their accuracy, both in presence and absence of small deviations from the model
assumptions.
3.3.1 Bonferroni Method
Consider the predictive regressions model (3.1)-(3.2) with p = 1 and ρ = λ1 = 1 + c/n. In order to
test the null Hypothesis H0 : β0 = b, Campbell and Yogo (2006) introduced the Q-statistic:
Q(b, ρ) =
(βˆn − b)− βuv(ρˆn − ρ)
σu(1− δ2)1/2(
∑n
t=1 x
µ2
t−1)−1/2
(3.3)
where σ2u = V ar(ut), σ
2
v = V ar(vt), σuv = Cov(ut, vt), βuv = σuv/σ
2
v , δ = σuv/σuσv, x
µ
t−1 =
xt−1 − (n−1
∑n
t=1 xt−1) and βˆn and ρˆn are the OLS estimators of β and ρ, respectively.
3
The Q-statistic depends on the unknown parameter ρ. Consequently, tests based on (3.3) become
unfeasible. To solve this problem, Campbell and Yogo (2006) propose a Bonferroni approach. More
precisely, for fixed α1 = α1 + α1, they first compute ρ(α1) and ρ(α1) such that α1 = P (ρ > ρ(α1))
and α1 = P (ρ < ρ(α1)). Then, for fixed α2 with α = α1 + α2, the Bonferroni confidence interval for
β is given by:
Cβ(α) = [β(ρ(α1), α2), β(ρ(α1), α2)] (3.4)
where β(ρ, α2) = β(ρ) − zα2
2
σu
(
1−δ2∑n
t=1 x
µ2
t−1
)1/2
, β(ρ, α2) = β(ρ) + zα2
2
σu
(
1−δ2∑n
t=1 x
µ2
t−1
)1/2
, β(ρ) =∑n
t=1 x
µ
t−1[yt−βuv(xt−ρxt−1)]∑n
t=1 x
µ2
t−1
, and zα2
2
denotes the 1 − α2/2 quantile of the standard normal distribu-
3Campbell and Yogo (2006) introduce a t-statistic as well. However, because of the better accuracy of the Q-statistic,
showed through theoretical results and Monte Carlo simulations, we focus on the Q-statistic.
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tion. By Bonferroni’s inequality, the confidence interval (3.4) has coverage of at least 100(1 − α)%.
However, confidence interval (3.4) is typically conservative. Campbell and Yogo (2005, 2006) provide
a refinement of the Bonferroni method and a procedure to implement it. In our study, we consider
this last approach.
3.3.2 Bias Correction Methods
Consider the predictive regressions model (3.1)-(3.2) with p ≥ 1. For testing the hypothesis of pre-
dictability, Amihud et al. (2008) consider the augmented regressions:
yt = α+ β′xt−1 + φ′vt + ut. (3.5)
Since {vt} is unknown, it has to be replaced by a sample estimate. A simple candidate is {vˆt}, the
residuals from the VAR(1) model (3.2) computed using the OLS estimator ρˆn of ρ in (3.2). However, a
key issue is that {vˆt} inherits the small sample bias of ρˆn; see Nicholls and Pope (1988). To overcome
this problem, Amihud et al. (2008) consider first the expression for the bias of the OLS estimator ρˆn
in Nicholls and Pope (1998) given as:
E[ρˆn − ρ] = −b/n+O(n−3/2) (3.6)
Then, they provide an iterative procedure in order to estimate b and, using equation (3.6), they
compute a bias corrected estimator ρˆcn of ρ. Consequently, they calculate the reduced bias residuals
{vˆct}, with ρˆcn instead of ρˆn in (3.2). Their bias corrected estimate βˆcn of β is the OLS estimator in the
regression model (3.5) with {vˆct} instead of {vt}. Finally, in order to make inference on the parameter
β, they estimate:
E[(βˆcn − β)(βˆcn − β)′] (3.7)
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and approximate cov(βˆcn) = E[(βˆ
c
n − E[βˆcn])(βˆcn − E[βˆcn])′] through expression (3.7). Using this ap-
proximation, they test the null hypothesis of no predictability with the conventional t and Wald tests;
see Amihud et al. (2008) for more details.
3.3.3 Subsampling Method
The tests defined in Wolf (2000) and Choi and Chue (2007) are based on the subsampling the-
ory developed since Politis and Romano (1992, 1994a). The subsampling is a resampling pro-
cedure, which aims to approximate the sampling distribution of a statistic. More precisely, let
X(n) =
(
(Y1, Z ′0), . . . , (Yn, Z
′
n−1)
)
, with Z ′i = (1, X
′
i), be an observation sample of process (3.1)-(3.2)
and consider a statistic T(n) = T (X(n)). For i = 1, . . . , n, the subsampling approach splits the original
sample in overlapping blocks X(m),i =
(
(Yi, Z ′i−1), . . . , (Yi+m−1, Z
′
1+m−2)
)
of size m < n. Then, it
applies the statistic T to the so generated blocks, T(m),i = T (X(m),i). Finally, using the empirical
distribution of T(m),i as an approximation of the distribution of T(n), it computes confidence intervals
for the parameter of interest.4
In order to test the predictability hypothesis in the stationary case, Wolf (2000) considers the
statistics TW(n) =
√
n(βˆn−β0) and TW(m),i =
√
m(βˆm,i− βˆn), where βˆn and βˆm,i are the OLS estimators
of β based on the whole sample and the subsampling blocks of size m, respectively. In order to extend
the subsampling approach to the local-to-unit framework, Choi and Chue (2007) propose instead the
studentized statistics TCC(n) =
√
n(βˆn − β0)/σˆn and TCC(m),i =
√
m(βˆm,i − βˆn)/σˆm,i, where σˆn and σˆm,i
are estimates of the standard deviation of βˆn and βˆm,i, respectively.
Andrews and Guggenberger (2009a, 2010a,b) and Mikusheva (2007) show that confidence intervals
based on the subsampling distribution of the statistic TCC(m),i may imply a distorted size, which is
instead correct using the symmetric statistic T(n) =
√
n|βˆn−β0|/σˆn. Therefore, in our robust analysis
we consider the subsampling distribution based on T(n). Finally, a main issue in the application of
4Alternatively, it is possible to consider nonoverlapping blocks as well.
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subsampling procedures is the choice of the block sizem, since accuracy of the subsampling distribution
depends on this parameter. In our experiments, we apply a data driven calibration method (CM) for
the selection of the block size, introduced in Romano and Wolf (2001). Details are provided in
Appendix A.4.5
3.3.4 The Robustness Problem of Standard Tests of Predictability
We compare through Monte Carlo simulations the accuracy and robustness of the Bonferroni approach,
the bias-corrected method and the subsampling procedures for testing the predictability hypothesis.
We generate N = 1000 samples X(n) =
(
(Y1, Z ′0), . . . , (Yn, Z
′
n−1)
)
, with Z ′t−1 = (1, X
′
t−1), t =
1, . . . , n, of size n = 192, according to model (3.1)-(3.2) for the parameter choices p = 1, α = µ = 0,
ρ = 0.95, Σ = 1, φ = −0.75, and β0 = 0, 0.025, 0.05, 0.075, 0.1. To study the robustness of the
different methods under investigation, we consider replacement outliers random samples X˜(192) =(
(Y˜1, Z ′0), . . . , (Y˜192, Z
′
191)
)
generated according to:
Y˜t = (1− pt)Yt + pt · Y3max, (3.8)
where Y3max = 3 ·max(Y1, . . . , Y192) and pt is an iid 0 − 1 random sequence, independent of process
(3.1)-(3.2) and such that P [pt = 1] = η. The probability of contamination is set to η = 5%, which
is a small contamination of the original sample. For the subsampling procedures, we select the block
size applying CM to the set of admissible block sizes M = {12, 16, 20, 24}. The significance level is
1− α = 0.9.
We first analyze the finite sample coverage and the power of the methods under investigation in a
test of the null hypothesis H0 : β0 = 0. The first 3 panels of Figure 3.1 plots the empirical frequencies
5Romano and Wolf (2001) introduce two data driven methods for the selection of the block size: The minimum
confidence index volatility (MCIV) and the calibration method (CM). Because of the better accuracy and higher
robustness of the CM, showed in Camponovo et al. (2009b), we focus on the CM only.
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of rejection of the null hypothesis H0 : β0 = 0 for different values of the alternative hypothesis:
β0 = 0, 0.025, 0.05, 0.075, 0.1.
Without contamination (straight line), when β0 = 0, the size of all methods considered is close to
the nominal level α = 0.1: For all procedures, the difference with the nominal level is less than 1%.
As expected, for increasing values of β0 the power of the tests increases. When β0 = 0.05, all methods
have a frequency of rejection larger than 65% and when β0 = 0.075 larger than 90%. The accuracy of
all these procedures dramatically deteriorates when applied to contaminated samples (dashed line).
When β0 = 0, the Bonferroni approach and the bias corrected methods tend to overreject H0. In
contrast, the classic subsampling underejects H0, implying a size lower that 5%. Moreover, when
β0 > 0 the power of all procedures is much lower than that in the case without contamination. When
β0 = 0.05, all methods have a proportion of rejection less than 30%, which is for β0 = 0.075 less than
45%.
3.4 Robust Predictive Regression
To overcome the lack of robustness of existing tests for predictability, a possibility could be to directly
develop robust versions of these approaches. However, this task may be hard to achieve in general.
The Bonferroni approach introduced in Campbell and Yogo (2006) is based on the nonrobust OLS
estimators βˆn and ρˆn. To robustify it, it would first be necessary to consider instead robust estimators
of β and ρ, respectively. However, for making inference on parameter β the asymptotic distribution
of these estimators in the local to-unit-root case has to be computed. This modification extremely
complicates the construction of Bonferroni confidence intervals and makes the procedures introduced
in Campbell and Yogo (2005) hard to implement. Indeed, this objective required a not obvious
extension to the predictive regression setting of the robust local to unit root asymptotic in Lucas
(1995, 1997).
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In the bias corrected method of Amihud et al. (2008), the reduce bias residuals {vˆct} are computed
using the expression for the bias of the nonrobust OLS estimator in Nicholls and Pope (1988). To
robustify this method, it would first be necessary to compute a similar expression for the bias of a
robust estimator. Moreover, in the augmented regression model (3.5), we have to consider also a
robust estimator of β as well. Finally, for making inference on parameter β, a robust procedure for
the computation of the covariance of these estimators is required.
To robustify the subsampling approach an obvious first idea is to apply the standard subsam-
pling method to a robust statistic, instead of a nonrobust one. However, this approach does not
provide a robust subsampling distribution. Indeed, even when applied to maximal breakdown point,
i.e. maximally robust, statistics, subsampling and more general resampling procedures suffer from
a low robustness of their resampling quantiles, especially in a time series setting; see Singh (1998)
and Salibian-Barrera and Zamar (2002) for the iid bootstrap, Camponovo et al. (2009a) for the iid
subsampling and Camponovo et al. (2009b) for the general time series case. Moreover, as discussed
in Salibian-Barrera and Zamar (2002) and Camponovo et al (2009a,b), the application of standard
resampling methods in nonlinear robust time series settings can become easily computationally un-
feasible.
In order to test the hypothesis of predictability in an accurate and robust way, we propose the ro-
bust fast subsampling procedure introduced in Camponovo et al. (2009b). Similar to the studentized
subsampling, the robust fast subsampling constructs an empirical distribution function that approxi-
mates the distribution of TR(n) =
√
n|βˆRn −β0|/σˆRn , where nonrobust OLS estimator βˆn of β is replaced
by a robust estimator βˆRn and σˆ
R
n is a robust scale estimate. However, the crucial difference between
the studentized classic and robust fast subsampling consists in the computation of the block statis-
tics TR(m),i. More precisely, instead of exactly computing these statistics, the robust fast subsampling
replaces them by a first order approximations based on a Taylor expansion of TR(m),i. Consequently,
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because of the approximations of the block statistics, the fast subsampling method provide very fast
and computationally feasible procedures, which requires only computation of estimators for statistic
TR(n). Moreover, as shown in Camponovo et al. (2009b), when applied to robust statistics T
R
(n) this
approach implies robust resampling procedures as well. Indeed, the robust fast subsampling inherits
directly the degree of robustness of the robust estimators used to compute TR(n). In Appendix A.3, we
explain in detail how to apply this method to the model (3.1)-(3.2).
Through Monte Carlo simulations, we can study the accuracy and robustness of our robust fast
subsampling tests for predictability. With the same Monte Carlo setting samples of Section 3.3.4, we
analyze the finite sample coverage and the power of the robust fast subsampling in a test of the null
hypothesis H0 : β0 = 0. The bottom panel in Figure 3.1 plots the empirical frequencies of rejection of
the null hypothesis H0 : β0 = 0, implied by our robust approach for different values of the alternative
hypothesis: β0 = 0, 0.025, 0.05, 0.075, 0.1.
Without contamination (straight line), when β0 = 0, the size of the robust fast subsampling is
0.109, which is very close to the nominal level α = 0.1. Moreover, for large values of β0 the frequencies
of rejections increase with power values similar to those observed for the nonrobust methods. For
β0 = 0.05 the power is 65.7%, while for β0 = 0.05 the frequency of rejection is 92.9%. For the
nonrobust methods the power ranges from 64.5% to 70.0% and from 92.4% to 96.3% for β0 = 0.05
and β0 = 0.075, respectively. Finally, the robust fast subsampling implies accurate results even
with contaminated samples (dashed line). When β0 = 0, the size is 0.093 and consequently close
to the nominal level. For β0 > 0, the power curve of the robust fast subsampling remains similar
to the power curve observed without contaminations, indicating that our robust approach clearly
outperforms classical methods. In particular, when β0 = 0.05 and β0 = 0.075 the power is close to
45% and 70%, respectively. For the nonrobust methods, the proportion of rejections ranges instead
from 16.1% to 29.4% and from 26.9% to 44.7% for β0 = 0.05 and β0 = 0.075, respectively. This
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corresponds to an increase of at least 50% of the power of our robust method relative to all classical
procedures.
3.5 Predictability of Stock Returns
We implement the procedures introduced in the previous sections on US equity data. We consider
monthly S&P 500 index data (1871-2008) from Shiller (2000). In our analysis, we study the forecast
ability of dividend yields for future stock returns. We define the one-period real total return as:
Rt = (Pt + dt)/Pt−1 (3.9)
where Pt is the end of month real stock price and dt is the real dividends paid during month t.
Moreover, we define the annualized dividend series Dt as:
Dt = dt + (1 + rt)dt−1 + (1 + rt)(1 + rt−1dt−2 + · · ·+ (1 + rt)(1 + rt−1 . . . (1 + rt−10)dt−11 (3.10)
where rt is the one-month Treasury-bill rate. For t = 1, . . . , n, we consider the predictive regression
model:
ln(Rt) = α+ β
(
Dt−1
Pt−1
)
+ ²t (3.11)
Finally, using the Bonferroni approach, the bias corrected method, the classical subsampling and our
robust fast subsampling, we test the null hypothesis of no predictability H0 : β0 = 0.
We apply the procedures under investigation to the period 1961-2008, consisting of 576 observations
and the subperiods 1961-1992 and 1993-2008, consisting of 384 and 192 observations, respectively. In
order to test H0 : β0 = 0, for each method and period, we construct 90% confidence intervals for
parameter β. Table 3.1 reports our empirical results.
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In the whole period 1961-2008, all procedures under investigations provide very similar confidence
intervals and provide evidence in favor of the predictability of stock returns. Similar findings arise for
the subperiod 1961-1992: Also in this case, the Bonferroni approach, the bias corrected method, the
classic subsampling and our robust fast subsampling find evidence in favor of predictability. Finally, in
the subperiod 1993-2008, only our robust approach produces significant evidence of predictability. In
particular, the nonrobust procedures provide larger confidence intervals, which imply a non-rejection of
H0. This is an interesting finding. A possible source of the divergent conclusions of nonrobust methods
and our approach is the larger proportion of anomalous observations in the subperiod 1993-2008. As
shown through Monte Carlo simulations, the presence of outliers in the data can dramatically decrease
the power and the accuracy of nonrobust procedures. The finding for the subperiod 1993-2008 seems
to confirm this result. Indeed, the year 2008 is characterized by several unusual observations linked to
the recent credit crisis: For instance we find that observation October 2008 is the most influential data
point for the whole period 1961-2008. Such outliers deteriorate the accuracy of classical methods and
the non-rejection of H0 due to the large confidence intervals provided by nonrobust methods suggests
a low power of these approaches in these cases.
The results in Table 3.1 represent an initial empirical finding in the predictability analysis based on
our data set. We are aware that in order to provide more general findings, a wider empirical analysis
based on several data sets combined with a more detailed theoretical analysis of the tests procedures
are required. Nevertheless, through our theoretical and our preliminary empirical results, we find that
the robustness and reliability of our approach are very important aspects to consider for testing the
predictability.
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3.6 Conclusions
A large literature studies the forecasting ability of a variety of explanatory variables for future stock
returns. In particular, several recent testing procedures have been proposed, in univariate and multi-
variate predictive regression models with correlated errors and nearly integrated regressors. All these
methods produce desirable inference properties under the strict model assumptions. However, we
find that even small deviations from the assumptions of the strict predictive regression model can
dramatically deteriorate the accuracy of these tests. To overcome this problem, we propose a robust
fast subsampling test for predictability. Our method works under weak consistency conditions in
a multivariate framework and in presence of potentially nearly integrated regressors. Monte Carlo
simulations confirm the fragility of classical tests of predictability when applied to data which only
approximatively follow the predictive regression model assumptions. In contrast, our robust approach
shows a desirable stability even for different contaminations by outliers. Finally, in the application to
US equity data, our procedure shows stronger evidence in favor of predictability of stock returns by
dividend yields than classic methods. In the whole period 1960-2008 and in the subperiods 1960-1992
and 1993-2008, the robust fast subsampling always rejects the hypothesis of no predictability. In
contrast, in the subperiod 1993-2008 the classic methods provide larger confidence intervals, which
imply a non-rejection of H0. This finding seems to confirm the lack of power of nonrobust methods
highlighted in our Monte Carlo simulations. Indeed, the presence of an even moderate proportion of
anomalous observations in this subperiod deteriorates the accuracy of nonrobust methods. These find-
ings indicate that robustness is a key aspect to consider when testing the predictability in predictive
regression models.
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A.3 Robust Fast Subsampling and Predictive Regression Model
We compute the robust fast subsampling distribution for the multivariate predictive regression model
(3.1)-(3.2). For t = 1, . . . , n, we write regression model (3.1) as:
yt = θ′zt−1 + ut (3.12)
where θ = (α, β′) and zt−1 = (1, x′t−1)
′. Let X(n) =
(
(Y1, Z ′0), . . . , (Yn, Z
′
n−1)
)
be an observation
sample according to (3.12). Furthermore, for m < n and i = 1, . . . , n −m + 1, denote by X(m),i =(
(Yi, Z ′i−1), . . . , (Yi+m−1, Z
′
i+m−2)
)
the n−m+ 1 overlapping blocks of size m.
We consider the robust estimator θˆRn of true parameter θ0 = (α0, β′0)
′, defined as solution of the
equation ψn,c(X(n), θˆRn ) = 0, where:
ψn,c(X(n), θ) = 1
n
T∑
i=1
gc(Yi, Zi−1, θ) (3.13)
and
gc(Yi, Zi−1, θ) = (Yi − θZi−1)Zi−1 ·min
(
1,
c
||(Yi − θZi−1)Zi−1||
)
. (3.14)
For j = 1, . . . , p, we denote by θ(j+1)0 = β
(j)
0 the j-th component of parameter β0. Let σˆ
R,j
n be a
robust estimator of the standard deviation of βˆR (j)n . The robust fast subsampling approximates the
distribution of |βˆ
R (j)
n −β(j)0 |
σˆR,jn
by the empirical distribution of:
∣∣∣∣(− [∇θψm,c(X(m),i, θˆRn )]−1ψm,c(X(m),i, θˆRn ))(j)∣∣∣∣
σˆR,jm,i
(3.15)
where ∇θψm,c(X(m),i, θˆRn ) denotes the derivative of function ψm,c with respect to θ and σˆR,jm,i denotes
the estimated standard deviation of βˆR (j)m , using the subsampling block X(m),i; see also Hong and
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Scaillet (2006).
Finally, given t ∈ (0, 1) let Qt be the upper quantile of the empirical distribution implied by
the robust fast subsampling statistics (3.15). The symmetric robust fast subsampling symmetric
t-confidence interval for parameter β(j)0 is given by:
CIt =
[
βˆR (j)n − σˆR,jn Qt, βˆR (j)n − σˆR,jn Qt
]
(3.16)
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A.4 Block Size Selection
An important issue in the application of subsampling procedures is the choice of the block sizem, since
accuracy of the resampling distribution depends on this parameter. In this section, we propose a data
driven selection method, introduced in Romano and Wolf (2001), based on a calibration approach.
Fix t ∈ (0, 1), i ∈ {1, . . . , p} and let β(i)0 be the parameter of interest. We denote by M =
{mmin, . . . ,mmax} the set of admissible block sizes. Let X ∗(n) be a nonoverlapping moving block
bootstrap sample generated from X(n) with block size m. For each bootstrap sample, denote by
CI∗t (m) the subsampling t−confidence interval according to block size m; see Appendix A.3 and
equation (3.16) for details on the construction of CI∗t (m). The data driven block size according to
the calibration method is defined by
mCM := arg inf
m∈M
{|t− P ∗
[
βˆ(i)n ∈ CI∗t (m)
]
| : P ∗ [CI∗t (m) ∈ R] > 1− t} (3.17)
where, by definition, arg inf(∅) :=∞, and P ∗ is the nonoverlapping moving block bootstrap probability
distribution.
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Figure 3.1: Power Curves. We plot the proportion of rejections of the null hypothesis H0 : β0 = 0,
when the true parameter value is β0 ∈ [0, 0.1]. From the top to the bottom, we present power curves for
the Bonferroni approach, the bias-corrected method, the subsampling and the robust fast subsampling.
We consider non contaminated samples (straight line) and contaminated samples (dashed line).
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(1961− 2008) (1961− 1992) (1993− 2008)
(576) (384) (192)
Bonferroni [0.0281, 0.0420] [0.0185, 0.0384] [−0.0045, 0.1209]
Bias Corrected [0.0266, 0.0423] [0.0160, 0.0398] [−0.0028, 0.1075]
Subsampling [0.0242, 0.0498] [0.0147, 0.0485] [−0.0104, 0.1317]
R.F.Subsampling [0.0269, 0.0468] [0.0179, 0.0447] [0.0327, 0.1128]
Table 3.1: Stock Returns Predictability. We report 90% confidence intervals for the parameter
β in model (3.11). We consider the Bonferroni approach, the bias corrected method, the classic
subsampling and our robust fast subsampling for the period 1961-2008 (576 observations) and the
subperiods 1961-1992 and 1993-2008 (384 and 192 observations, respectively).
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