We study the regularity of the solution to the Reynolds equation for incompressible and compressible uids when the gap between the lubricated surfaces, "h(x; y)", presents a discontinuity in a two-dimensional bounded domain. As in the one-dimensional problem studied by Rayleigh, the solution P does not belong to C 1 ( ) but we obtain that |∇P| is bounded, i.e. P ∈ W 1; ∞ ( ). ?
Introduction
The phenomenon of Lubrication, already known by the very early civilizations, has been the object of much interest and research; particularly in the ÿeld of engineering where it has helped to solve problems related to friction in rollers, journal bearings, gears, thrust pads and other mechanisms.
One of the earlier mathematical models was presented by Reynolds in [11] starting a very rich literature on this subject. For the purposes of this paper we pay attention to Reynolds equation, where the distance h between the lubricated surfaces is small, assuming that one of the surfaces is given by z = 0 and that it moves with a given velocity (U; 0; 0) (i.e. parallel to the x-axis). The pressure of the lubricant is denoted by P. The incompressible Reynolds equation has the expression
where is the viscosity of the uid and P 0 the pressure at the boundary. The compressible equation is given by    −div(h 3 P∇P) = −6 U @ @x (hP) in ; P − P 0 = 0 on @ :
(1.
2)
The classical Reynolds equation (1.2) was later modiÿed for many di erent purposes. Some of these modiÿcations take into account the slip ow and, therefore, the di usion coe cient h 3 P is replaced by h 2 + ÿh 3 P (see [3] ). Here, we assume the mean free path of the molecules is small in comparison to the ÿlm thickness h (i.e. =h ¡ 10
−2 ) and so we shall work with the classical Reynolds equation (1.2).
In [10] Rayleigh considered the one-dimensional problem. He optimized the load carrying capacity obtaining the optimal form of "h" given by
whose solution P is given by
where A=A( ; U; h 0 ; h 1 ). This explicit solution to the one-dimensional problem belongs to the Sobolev space W 1; ∞ (0; L), i.e. |P x | ¡ C (see [4] ). Nevertheless, notice that P ∈ C 1 (0; L). During the last century many phenomena have been studied in lubrication theory, such as for instances cavitation or deformation of the surfaces. Many authors have coupled the Reynolds equation to other equations in order to describe the new phenomena, see [1, 3, 4, 8, 12] , etc. Other authors have studied the Reynolds Equation from a theoretical point of view (see e.g. [5, 6] ).
Problems where lubricated surfaces present discontinuities of type (1.3) frequently appear in di erent engineering applications, such as in "feedbox", "shaft-bearing" systems, "magnetic head recording" or in "hard or oppy disc drives" (see [2] and also [9] ).
In this paper we study the regularity of the solution to (1.1) and (1.2) where = (0; L) × (0; B) and h is given by the discontinuous function
Since h presents a discontinuity the source term @h=@x ≈ x=L1 and we cannot expect that the solution P belongs to C 2 ( ). For this reason we need to introduce the standard notion of week solution, given in Deÿnitions 2.1 and 3.1.
The regularity C 0; ( ) for all ∈ [0; 1) is a direct consequence of the regularity theory (see e.g. [9, Theorem 9.2]). The W 1;p ( ) regularity is a more delicate question due to the lack of continuity of h. The results of Section 2 were advanced in [7] . Theorem 1.1. Let P be the unique weak solution to (1.1). Then u := P − P 0 ∈ W 1; ∞ 0 ( ). Theorem 1.2. Let P be a weak solution of (1.2). Then P ∈ W 1; ∞ ( ).
The proofs of the above theorems are presented in Sections 2 and 3, respectively. We consider an auxiliary problem in order to construct a test function which helps us to obtain the needed estimates in the regularized problems (see (2.3) and (3.2)). Once obtained the needed estimates, we take limits in the weak formulation to obtain the desired results.
In this paper we assume
n denotes the outward unit normal to @ and d denotes d x dy.
Incompressible case
Since h ∈ L ∞ ( ) and −6 U@h=@x ∈ H −1 ( ), we have
Deÿnition 2.1. We say that P is a weak solution of (1.
The existence of a unique weak solution is a direct application of Lax-Milgram theorem. The proof of Theorem 1.1 is structured in several steps. In the ÿrst step we approximate h by some continuous functions h ,
and consider the approximated problem
We have the following proposition. According to Troianiello [13, Theorems 3.7 and 3.14] the proof of the above result reduces to prove that the outer normal derivative @u =@n is a bounded function. It is deduced from the following lemma.
, and u = u = 0 on @ , we get that u is a supersolution and 0 is a subsolution to (2.1). Thus, by the comparison principle and the uniqueness of solutions, we obtain u ¿ u ¿ 0 in . In consequence @ u @n 6 @u @n 6 0 which implies that
In a second step, given q ¿ 1, we construct a test function w as solution to the auxiliary problem
In order to solve (2.4) we introduce the Hilbert space
associated to the inner product
Proposition 2.2. Problem (2.4) has a unique weak solution w ∈ V ( ).
For the proof we need a previous result.
By construction of a we have
Since (by Lemma 2.1)
We point out that any function in H 1 ( ) can be expressed as the sum of a function in V ( ) plus a constant. 2 we obtain the continuity of A . Coerciveness is a consequence of the fact that @ a ¡ 0. Since A is a continuous, coercive and bilinear form, by the Lax-Milgram Theorem, there exists a unique w ∈ V ( ) weak solution to (2.3). Taking u as test function in (2.4) we obtain
Proof of Proposition 2.2. We deÿne the bilinear form
By construction of G we know that h 3 ∇G = (6 Uh ; 0). Thus
Taking G as test function in (2.4) we obtain
From (2.6), (2.7) and the above expression we get
Using the deÿnition of w we arrive at Lemma 2.4. The solution P to problem (2.1) is such that P ∈ C 1 ( ).
Proof. Since − P = 0 outside of x = L=2, and P ¿ P 0 ; P takes his maximum at some point (x 0 ; y 0 ), where x 0 = L=2 and 0 ¡ y 0 ¡ B. Consider the equation
where 1 is an open subset of with regular boundary such that 1 ⊂ ∩ {0 ¡ x ¡ L=2} and (L=2; y 0 ), (0; y 0 ) belonging to @ 1 . By the strong maximum principle we obtain @ @x
In the same way, we consider P 2 ; 2 ⊂ ∩ {L=2 ¡ x ¡ L} and (L=2; y 0 ); (L; y 0 ) belonging to @ 2 and we obtain @ @x P 2 ¡ 0:
By the uniqueness of the solution it results P 1 = P in 1 and P 2 = P in 2 and by (2.8) and (2.9) we get lim (x;y)→(L=2;y0); x¡L=2 @ @x P ¿ 0 ¿ lim (x;y)→(L=2;y0); x¿L=2 @ @x P;
which proves the lemma.
Compressible case
In this section we study the compressible case modeled by the compressible Reynolds equation (1.2) , where h is given by (1.3). As in Section 2 we introduce the standard notion of weak solution.
Deÿnition 3.1. We say P ¿ 0 is a weak solution to (1.
The proof of Theorem 1.2 consists of several steps. First we introduce the unknown function u = 1 2 P 2 which satisÿes
The existence of weak solution can be proved in several ways: using a ÿxed point theorem (see [5] ) or as limit of the solutions of some regular approximated problems.
Let us consider a continuous approximation of h (given by (2.2)) and the approximated problem
on @ :
Then Lemma 3.1. There exists a weak solution to (3.2). Furthermore, the weak solution u belongs to W 1;q ( ) for any 1 6 q ¡ ∞.
Proof. Let us consider the operator
:
and by comparison we obtain the existence of solution u satisfying
in :
and we get
The second step of the proof of Theorem 1.2 is to prove the regularity of P = √ 2u , where P is the solution to
Proposition 3.1. The solution to (3.3) satisÿes P W 1; q ( ) 6 K for any 1 6 q ¡ ∞ and K = K( ; h 0 ; U 0 ; ; P 0 ), i.e. independent of q and .
In order to prove Proposition 3.1, given q ¿ 1, we introduce the auxiliary problem
where a (x; y) :
Lemma 3.2. Problem (3.4) has a unique weak solution w ∈ V ( ).
Proof. As in Section 2 we consider the bilinear continuous and coercive form A :
Since P 0 6 P 6 √ 2 u , we obtain the continuity and coerciveness of A (as in Proposition 2.2). Applying the Lax-Milgram Theorem we conclude the proof.
Proof of Proposition 3.1. Taking w as test function in (3.3) we obtain
Taking P − P 0 as test function in (3.4) it results
Then we get Using the deÿnition of w it results i.e. ∇P (L q ( )) 2 6 C( )6 U=h 2 0 , and since P = P 0 on @ , we obtain the desired result.
|∇P |
Proof of Theorem 1.2. Since P W 1; q ( ) 6 K, then there exists a subsequence P i which converges to v weakly in W 1;q ( ). Since W 1;q ( ) ⊂ L ∞ ( ) is a compact embedding, it results P → v in L ∞ ( ). Taking limits in the weak formulation of (3.3) we obtain which implies that v is a weak solution to (1.2). Since v ∈ W 1;q ( ) for any 1 6 q ¡ ∞ and v W 1; q ( ) 6 C( ; h 0 ; P 0 ; ; U ) taking limits as q goes to ∞ we obtain v ∈ W 1; ∞ ( ).
