ABSTRACT: We give a probabilistic analysis for the randomized game tree evaluation algorithm of Snir. We first show that there exists an input such that the running time, measured as the number of external nodes read by the algorithm, on that input is maximal in stochastic order among all possible inputs. For this worst case input we identify the exact expectation of the number of external nodes read by the algorithm, give the asymptotic order of the variance including the leading constant, provide a limit law for an appropriate normalization as well as a tail bound estimating large deviations. Our tail bound improves upon the exponent of an earlier bound due to Karp and Zhang, where subgaussian tails were shown based on an approach using multitype branching processes and Azuma's inequality. Our approach rests on a direct, inductive estimate of the moment generating function.
Introduction
In this note we analyze the performance of the randomized algorithm to evaluate Boolean decision trees proposed by Snir (1985) . Given is a complete binary tree of height 2k, k ≥ 1, where the root (at depth 0) is labeled ∧ as are all internal nodes with even depth, all internal nodes with odd depth are labeled ∨. The n = 2 2k external nodes are labeled either 0 or 1 and the objective is to calculate the value of the root. For each node its value is given as the value of the operation labeled at that node applied to the values of its children. The cost for evaluating the Boolean decision tree is measured as the number of external nodes read by the algorithm.
Snir proposed and analyzed the following randomized algorithm to evaluate a Boolean decision tree: At each node one chooses randomly (with probability 1/2) one of its children and calculates its value recursively. If the result allows to identify the value of the node (that is a 0 for a ∧-labeled node and a 1 for a ∨-labeled node, respectively) one is done, otherwise also the other child's value has to be calculated recursively in order to obtain the value of the node. Applying this to the root of the tree yields the value of the Boolean decision tree.
The advantage of this algorithm over any deterministic algorithm is that for any input at the external nodes its expected cost is sublinear in n, whereas any deterministic algorithm has linear worst case cost. More precisely, Saks and Wigderson (1986) obtained that the maximum expected cost is of the order Θ(n α ) with α = log 2 ((1 + √ 33)/4) . = 0.753 and showed that this is also a lower bound on the maximum expected cost for any other randomized algorithm to evaluate a Boolean decision tree; see also Motwani and Raghavan (1995, Chapter 2) for an account on this subject. Further analysis was given by Karp and Zhang (1995) . For certain regular inputs at the external nodes the cost of the algorithm can be represented via 2-type Galton-Watson processes. Karp and Zhang showed that the normalized cost has subgaussian tails. That argument was based on Azuma's inequality.
We denote the input of 0's and 1's at the external nodes as a vector v ∈ {0, 1} n and the number of external nodes read by the algorithm on input v by C(v). We
In this section we explain how a worst case input v ⋆ is constructed. We first have a look at the case k = 1 and v ∈ {0, 1} 4 such that the decision tree is evaluated to 1 at the root. Clearly both children of the root have to lead to an evaluation of 1. Now each pair of external nodes attached to the children needs to have at least one value 1. Note that the algorithm reads in both pairs of external nodes until it finds the first one. Hence there will in total be read two 1's no matter how v ∈ {0, 1} 4 is drawn among the choices that lead to an evaluation of 1 for the decision tree. Clearly, to maximize the number of 0's being read we choose in each pair of external nodes one 0 and one 1. Then both 0's are being read independently with probability 1/2. Hence, v 1 = (0, 1, 0, 1) stochastically maximizes C(v) for all v ∈ {0, 1} 4 such that the decision tree evaluates 1, see Figure 1 . Analogously look at the case k = 1 and v ∈ {0, 1} In Proposition 3.1 we show that this construction yields a v If we would only want to stochastically maximize the cost over all v ∈ R 0 (n) ⊂ {0, 1}
n that evaluate to a 0 at the root, the same recursive construction of replacing digits by corresponding blocks, starting with v 0 = (0, 0, 0, 1), yields a v ⋆ ∈ R 0 (n) such that C(v) C(v ⋆ ) for all v ∈ R 0 (n).
Results
We assume that we have n = 2 2k with k ≥ 1 and denote by v ⋆ ∈ {0, 1} n an input as constructed in section 2.
The stochastic worst case behavior C(v ⋆ ) of the randomized game tree evaluation algorithm has the following asymptotic properties: The subsequent theorems describe the behavior of mean, variance, limit distribution, and large deviations of C(v ⋆ ). For the mean we have:
We denote for sequences (a k ), (b k ) by a k ∼ b k asymptotic equivalence, i.e., a k /b k → 1 as k → ∞. Then we have for the variance of C(v ⋆ ):
as k → ∞, where d . = 0.0938. The constant d can also be given in closed form.
For random variables X, Y we denote by
. Then we have the following limit law for C(v ⋆ ):
we have after normalization convergence in distribution,
, and
For the estimate of large deviations we rely on Chernoff's bounding technique. We need to follow a bivariate setting for the vector (C(v ⋆ ), C(v ⋆ )) as introduced in section 5. The following bound on the moment generating function is obtained:
for all s ∈ R 2 and k ≥ 0. An explicit value for K = K q is given in (4).
The bound on the moment generating function in the previous proposition implies a large deviation estimate via Chernoff bounds:
06 there exists an L > 0 such that for any t > 0 and n = 2
An explicit value for L is given in (5). The same bound applies to the left tail.
The approach of Karp and Zhang (1995) based on Azuma's inequality gives the tail bound exp(−L ′ t 2 ) for an explicitly known L ′ . For κ = 2 the prefactor L = L 2 in Theorem 3.6 can also be evaluated and satisfies L 2 > 11L ′ .
Karp and Zhang's 2-type branching process
For the analysis of C(v ⋆ ) note that whenever the algorithm has to evaluate the value of a node at a certain depth that yields a 1, according to the discussion of section 2, the algorithm has to evaluate the values of two nodes of depths two levels below that each yield a 1, and B 3 + B 4 nodes of depths two levels below that each yield a 0, cf. Figure 1 . Here, B 3 , B 4 are independent Bernoulli B(1/2) distributed random variables. Analogously, when the algorithm has to evaluate the value of a node at a certain depth that yields 0, two levels below it has to evaluate B 1 nodes yielding a 1 and 2 + B 1 B 2 nodes yielding a 0, where B 1 , B 2 are independent B(1/2) distributed random variables. Here, the event {B 1 = 1} corresponds to the algorithm first checking the right child of the node to be evaluated and {B 2 = 1} to first checking the left child of that child, cf. Figure 1 . Since at each node the child being evaluated first is independently drawn from all other choices, this gives rise to the following 2-type Galton-Watson branching process.
We have individuals of type 0 and 1 where the population of the k-th generation corresponds to the number of nodes at depth 2k that are read by the algorithm. We consider processes starting either with an individual of type 1 or type 0 and assume that the algorithm is applied to the worst case inputs v 
This is the approach of Karp and Zhang (1995) for regular inputs like v ⋆ , v ⋆ . Hence, part of the analysis of C(v ⋆ ) can be reduced to the application of the theory of multitype branching processes; see for general reference Harris (1963) and Athreya and Ney (1972) , and for a survey on the application of branching processes to tree structures and tree algorithms see Devroye (1998) .
However, we will also use a recursive description of the problem. This will be given in the next section and enables to use as well results from the probabilistic analysis of recursive algorithms by the contraction method.
The recursive point of view
It is convenient to work as well with a recursive description of the distributions L(C(v ⋆ )) and L(C(v ⋆ )). For this, we define the distributions of a bivariate random sequence (Z n ) = (Z n,0 , Z n,1 ) for all n = 2 2k , k ≥ 0 by Z 1 = (1, 1) and, for k ≥ 1,
where
n/4 ) = L(Z n/4 ). It can directly be checked by induction that the marginals of Z n satisfy L(Z n,0 ) = L(C(v ⋆ )) and L(Z n,1 ) = L(C(v ⋆ )). Note that Z n,0 and Z n,1 become dependent, firstly, since we have coupled the offspring distributions using for the second component of Z n again B 1 and 1 − B 2 instead of B 3 and B 4 , cf. section 4, and, secondly, since the first component of Z (3) n/4 contributes to both components of Z n . Sequences satisfying recursive equations as (Z n ) are being dealt with in a probabilistic framework, the so called contraction method; see Rösler (1991 Rösler ( , 1992 
Proofs
In this section we sketch the proofs of the results stated in section 3.
Proof of Proposition 3.1: (Sketch) We denote by R 0 (n), R 1 (n) ⊂ {0, 1} n the sets of vectors at the external nodes at depth 2k that yield an evaluation at the root of the decision tree of value 0 and 1, respectively. From the discussion in section 2 we have
Hence, it remains to show that
. This is shown by induction on k ≥ 1. For k = 1 this can directly be checked. For the step k − 1 → k assume that we have C(v ⋆ (k−1)) C(v ⋆ (k−1)). It suffices to find realizations of the quantities
n ) and (V
n , W
n ) on a joint probability space with V 
and obtain
n . On the remaining sets {B = 0, B ′ = 0}, {B = 0, B ′ = 1}, and {B = 1, B ′ = 1} similar couplings of (V
Proof of Theorem 3.2: (Sketch) Assume that a generation has (w 0 , w 1 ) individuals of type 0 and 1. Then, by the definition on the offspring distribution in section 4, the expected number of individuals in the subsequent generation is given by
is the sum of the individuals at generation k for the process started with an individual of type 1 we obtain
The matrix M has the eigenvalues λ 1 = (17 + √ 33)/8 and λ 2 = (17 − √ 33)/8 and its k-th power can be evaluated to
From this, E C(v ⋆ ) and various constants needed subsequently can be read off. Note, that λ k 1 = n α with α given in Theorem 3.2 and n = 2 2k .
Before proving Theorem 3.3 it is convenient to first prove Theorem 3.4.
Proof of Theorem 3.4: (Sketch) The 2-type branching process defined in section 4 is supercritical, nonsingular, and positive regular. Hence, a theorem of Harris (1963) implies that
almost surely, as k → ∞, where Y is a nonnegative random variable and (ν 1 , ν 2 ) a deterministic vector that could also be further specified. Thus we obtain
On the other hand the recursive formulation of section 5 leads after the normalization X n := Z n /n α to
with the 2 × 2 identity matrix I 2 , and
where X
n/4 , . . . , X
n/4 , B 1 , B 2 are independent with L(X (r) n/4 ) = L(X n/4 ) for r = 1, . . . , 4 and L(B 1 ) = L(B 2 ) = B(1/2). It follows from the contraction method that X n converges weakly and with all mixed second moments to some G, that can be characterized as in Theorem 3.4. For details, how to apply the contraction method, see Theorem 4.1 in Neininger (2001). Thus, we have
Proof of Theorem 3.3: (Sketch) As shown in the proof of Theorem 3.4 we have the convergence X n = Z n /n α → G for all mixed second moments. This, in particular, implies Var X n,1 → Var G 1 . The variances of G 1 can be obtained from the distributional identity for G stated in Theorem 3.4. Then we obtain
Proof of Proposition 3.5:
The distributional recurrence for Z n from section 5 implies the relation
The matrices A r are given in (3) .
We prove the assertion by induction on k. For k = 0 we have Y 0 = 0, thus the assertion is true. Assume the assertion is true for some n/4 = 2 2(k−1) . Then, conditioning on (A 1 , . . . , A 4 , b n ), denoting the distribution of this vector by σ n , and using the induction hypothesis, we obtain
with U := 
for some appropriate K > 0. We denote ξ := − ess sup U = 1−4 1−αq , thus q > 1/α implies ξ > 0.
Small s : First we consider small s with s ≤ c/ sup k≥1 b n 2,∞ for some c > 0, where b n 2,∞ := b n ∞ , the inner norm being the Euclidean norm. Note that throughout we have n = n(k) = 2 2k . For these small s we have
and, with E s, b n = 0,
Using exp(−K s q ξ) ≤ 1/(1 + K s q ξ) and with Ψ(c) = (e c − 1 − c)/c 2 we obtain
Hence, we have to choose K with
With s ≤ c/ sup k≥1 b n 2,∞ a possible choice is
with Ψ q (c) = (e c − 1 − c)/c q . Large s : For general s ∈ R 2 we have
and this is less than zero if
If s satisfies the latter inequality we call it large. Thus, for large s we have sup k≥1 E exp( s, b n + K s q U ) ≤ 1. In order to overlap the regions for small and large s we need
The right hand side of the latter display can be evaluated explicitly for our problem and equals 104/77. Thus, this inequality is true for, e.g., c = 1.53. Hence, with the explicit value
the proof is completed.
Proof of Theorem 3.6: By Chernoff's bounding technique we have, for u > 0 and with Proposition 3.5,
for all q, K q as in Proposition 3.5 and (4). Minimizing over u > 0 we obtain the bound
and K κ/(κ−1) given in (4). This completes the tail bound.
m-ary Boolean decision trees
The analysis can be carried over to the case of m-ary Boolean decision trees. The algorithm visits randomly chosen children and evaluates recursively their values until the value of the root can be identified, the remaining children are discarded afterwards. A worst case input v ⋆ ∈ {0, 1} n with n = m 2k can be constructed similarly. Then we have similar results for C(v ⋆ ):
Theorem 7.1 For the worst case complexity C(v ⋆ ) of evaluating an m-ary Boolean decision tree we have the following asymptotics:
2 n βm ,
with constants c 
with L(G (r) ) = L(Ḡ (r) ) = L(G (r,ℓ) ) = L(G) and G (r) ,Ḡ (r) , G (r,ℓ) , U r independent with L(U r ) = unif{0, . . . , m − 1} for all r, ℓ. Here, we denote 1 i (Y ) := 1 {i≤Y } for integer i and a random variable Y , and we have
