Gasoline fuel is the baseline fuel in this research, to which bioethanol, biodiesel and diesel are additives. The fuel blends were prepared based on different volumes and following which, ASTM (American Society for Testing and Materials) test methods analysed some of the important properties of the blends, such as: density, dynamic viscosity, kinematic viscosity and water and sediment. Experimental data were analysed by means of Matlab software. The results obtained from artificial neural network analysis of the data showed that the network with feed forward back propagation of the Levenberg-Marquardt train LM function with 10 neurons in the hidden layer was the best for predicting the parameters, including: Water and sediment (W), dynamic viscosity (DV), kinematic viscosity (KV) and density (De). The experimental data had a good correlation with ANN-predicted values according to 0.96448 for regression.
INTRODUCTION
The limited reserves and negative environmental consequences of fossil fuels have spurred on the search for renewable transportation biofuels (Hill et al., 2006) . The potential role of alternative renewable fuels in alleviating these environmental concerns is driving the first actions towards the production of a sustainable fuel supply. Biofuels, such as alcohols and biodiesel, are alternatives for internal combustion engines (Hill et al., 2006 ' Agarwal, 2007 . Alternative fuels are those fuels obtained from sources other than oil. Renewability reduced air pollutants and greater economic profits are the main advantages of alternative fuels compared with fossil fuels (Hill et al., 2006) . Hitherto, many methods have been used to reduce the environmental pollution associated with fossil fuels, such as engine exhaust emissions; adding oxygenated components to fossil fuels is one of the most important. Among those elements that are used for this purpose, types of alcohol and biodiesel have a high ability to reduce engine exhaust pollutants, due to their lack of sulphur and the presence of oxygen. This is the major advantage of these types of fuel compared with conventional fuels (Hill et al., 2006 ' Agarwal, 2007 . Biodiesel produced from vegetable or animal substances and bioethanol produced from plant materials, have low production costs and are environmentally friendly.
In relation to spark ignition (SI) engines, this work is done through a combination of alcohol with gasoline. Many investigators have studied the use of ethanol and gasoline blended fuels in SI engines (Kiani Deh Kiani et al., 2010) . There are various methods to reduce the exhaust pollution from compression ignition (CI) engines. These methods can be divided into four groups: (i) the diesel-biodiesel fuel blend ( (Hill et al., 2006; Agarwal, 2007; Demirbas, 2007; Pourkhesalian et al., 2010) , (ii) the diesel-alcohol fuel blend (ethanol or methanol) [1], (iii) the biodieselalcohol fuel blend (ethanol or methanol) (Agarwal, 2007) , (iv) diesel-biodieselalcohol fuel blend (Agarwal, 2007; Demirbas, 2007; Pourkhesalian et al., 2010; Tormos et al., 2010 ).
An experimental study was conducted to characterise some key fuel properties of diesel-biodiesel-bioethanol blends and to evaluate their effects on diesel engine performance. As a result, a new blend called "Diesterol" was developed and used as an alternative fuel (Rahimi et al., 2009 ). The use of artificial neural networks for modelling the operation of internal combustion engines is a more recent development. This approach was used to predict the performance and exhaust emissions of diesel engines (Agarwal, 2007; Demirbas, 2007; Pourkhesalian et al., 2010) and the specific fuel consumption and fuel-air equivalence ratio of a diesel engine (Agarwal, 2007; Demirbas, 2007) . For example, in one study, the effect of gasoline fuel and ethanol-gasoline blends (E5, E10, E15 and E20) on performance and exhaust emissions of an SI engine were investigated using an artificial neural network (ANN). The results showed that using ethanol-gasoline blends increased the power, torque outputs, thermal efficiency and volumetric efficiency. In addition, they also decreased the brake specific fuel consumption (Agarwal, 2007) . In another study using ANN to predict the engine brake power, output torque and exhaust emissions (CO, CO2, NOx and HC), the engine was fuelled with ethanol-gasoline blended fuels with various percentages of ethanol (0, 5, 10, 15 and 20%) and operated at different engine speeds and loads. The results showed that the ANN provided the greatest accuracy in modelling the emission indices . In this research, gasoline fuel is the baseline fuel, to which bioethanol, biodiesel and diesel are additives. The fuel blends were prepared based on different volume, following which some of the important properties of the blends were evaluated by following the ASTM test methods. The computer program MATLAB 7.6, neural network toolbox was used for the ANN design.
MATERIALS AND METHODS

Materials
The biodiesel fuel used in this study was produced from the transesterification of waste cooking oil with methanol (CH 3 OH), catalysed by potassium hydroxide (KOH). The important properties of biodiesel were established and compared with the ASTM D6751 standard. The gasoline and diesel used were the conventional fuels in Iran. An Iranian company provided bioethanol with a purity of 99.6%. According to the results of research, mixing bioethanol with gasoline up to 20% volume, does not create a problem in SI engines and does not require any modification to the engine construction (Agarwal, 2007; Eyidogan et al., 2010) . It is a similar situation when using biodiesel-diesel blends in a CI engine (Saravanan et al., 2010; Agarwal, 2007) . Therefore, biodiesel and bioethanol were considered from 5-20% volume. Similarly, the volume of the diesel fuel was chosen as 5-20%. Therefore, the percentage volume of the gasoline fuel was determined accordingly. The fuel blends were provided in the ratios as presented in Table 1 .
Methods
This study measured four properties of fuels by following the ASTM test methods. Each test was performed three times using a quite random model. The measured fuel properties were water and sediment, dynamic viscosity, kinematic viscosity and density. Density, dynamic viscosity and kinematic viscosity were measured at 40 °C. The ambient temperature was 29-34 °C. The device used for measuring density, dynamic viscosity and kinematic viscosity was the Anton Paar Stabinger viscometer, model SVM-3000 under ASTM D445 and ASTM D7042-04 standards. This device is able to simultaneously calculate and display density, dynamic viscosity and kinematic v iscosity . T he device us ed for measuring w ater and sedim ent w as a Metrohm Karl Fischer model 794 Basic Titrino under ASTM D2709 standard. Finally, the results were analysed by means of ANN and derived into three sections: training, validation and test. 
RESULTS AND DISCUSSION
Artificial Neural Network
MATLAB software was used to analyse the results with ANN. At first, different networks with a variable number of layers that are explanatory of network volume were used for modelling input data. The number of repeats at the training stage of each network represents the convergence speed of that network and can be considered as the model optimisation parameter. In addition, the training error was considered as the third criterion of network performance. Accordingly, the networks with two layers (a hidden layer and an output layer) were designed for predictions. The feed forward back propagation method was used with different training functions and data derived into three sections: training, validation and test. Mean Square Error (MSE) is the network error criterion. Water and sediment (W), dynamic viscosity (DV), kinematic viscosity (KV) and density (De) were selected as neurons of the output layer. The input layer had three neurons including bioethanol (E), biodiesel (B) and diesel (D). The neuron number of the hidden layer was varied between 5 and 20. Thus, the best network for predicting W (Water and sediment), DV(dynamic viscosity), KV (kinematic viscosity) and De (density) was selected by means of changing the hidden layer neurons and training functions (Figure 1 ). The results of using different training functions and changing the number of hidden neurons are presented in Table 2 . According to Table 2 and the comparison of the regression and training error (RMSE) for functions with different neurons, the network with feed forward back propagation of the Levenberg-Marquardt train LM and 10 neurons in the hidden layer, is the best for predicting the parameters W, DV, KV and De. This is because this function has the highest regression, 0.96448 and the lowest RMSE, 0.002742 compared with the other functions. Targets are experimental data and outputs are ANN-predicted values. Figure 2 shows the performance of the designed network for W, DV, KV and De. As can be seen, the RMSE has acceptably decreased per five repeats of network. The value of the RMSE was 0.002742, which is close to zero. Hence, confirming the ability of modeling the data. Figure 3 shows the regression analysis of network training, validation and testing between targets and outputs. As can be seen, the regression values for the quadruplet curves of target training, validation and testing all had a good correlation with the outputs. Table 2 . Regression coefficient and train error results using artificial neural network. 
Network Performance
Investigation of fossil fuel and liquid biofuel blend properties using artificial neural network Experimental Data and Predicted Values
To show the agreement between outputs and targets, this data was plotted on charts (Figures 4-6 ). According to the regression of targets and outputs, it can be seen that the selected network gives a good performance (Figure 4) . It is able to predict the amount of water and sediment, dynemic viscosity, kinematic viscosity and density with low errors (R= 0.96448). For further consideration of this network performance, the comparison of regression was done between targets and outputs of each par am e te r ( F ig ur e 5) . T he r e gr e s s io n v al ue s ar e l is te d i n t his f ig ur e . F ig ur e 6 illustrates the results of the comparison of outputs and targets in red and blue colours. As can be seen, the outputs for DV, KV and De have a very good agreement with their targets. However, there is no such accord between the outputs and targets for W.
The best agreement compared with the other networks was that of the training network with lm function and 10 neurons in the hidden layer. 
CONCLUSION
This study can be summarised as follows:
1.
The network with feed forward back propagation of Levenberg-Marquardt train LM and 10 neurons in the hidden layer was the best for predicting the parameters, including: W, DV, KV and De.
2.
The experimental data had a good correlation with the ANN-predicted values according to a regression of 0.96448. In addition, the regression for each of the experimental parameters (W, DV, KV, and De) was very close to 1. 3.
This network is able to predict reasonably accurately the W, DV, KV, and De.
