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C∗-ALGEBRAS OF TOEPLITZ TYPE ASSOCIATED WITH
ALGEBRAIC NUMBER FIELDS
JOACHIM CUNTZ1, CHRISTOPHER DENINGER2, AND MARCELO LACA3
Abstract. We associate with the ring R of algebraic integers in a number field a
C*-algebra T[R]. It is an extension of the ring C*-algebra A[R] studied previously
by the first named author in collaboration with X.Li. In contrast to A[R], it is
functorial under homomorphisms of rings. It can also be defined using the left
regular representation of the ax+ b-semigroup R⋊R× on ℓ2(R ⋊R×).
The algebra T[R] carries a natural one-parameter automorphism group (σt)t∈R.
We determine its KMS-structure. The technical difficulties that we encounter are
due to the presence of the class group in the case where R is not a principal ideal
domain. In that case, for a fixed large inverse temperature, the simplex of KMS-
states splits over the class group. The “partition functions” are partial Dedekind
ζ-functions. We prove a result characterizing the asymptotic behavior of quotients
of such partial ζ-functions, which we then use to show uniqueness of the β-KMS
state for each inverse temperature β ∈ (1, 2].
1. Introduction
Let R be the ring of algebraic integers in a number field K, let R× = R\{0} be its
multiplicative semigroup and R⋊R× its ax+ b-semigroup. In the present paper we
study the C*-algebra generated by the left regular representation of the semigroup
R ⋊ R× on the Hilbert space ℓ2(R ⋊ R×), and its KMS-structure for a natural
one-parameter automorphism group. In the first part of the paper we analyze the
structural properties of the C*-algebra. We show that it can be described as a
universal C*-algebra defined by generators and relations. Since the left regular C*-
algebra of a semigroup is often called its Toeplitz algebra we denote this universal
algebra by T[R]. The relations are closely related to those characterizing the ring
C*-algebra A[R] studied in [4], [5], [6]. This is corresponds to the fact that A[R] is
generated by the natural representation of R⋊R× on ℓ2(R) rather than on ℓ2(R⋊
R×). Recall that the generators for A[R] are unitaries ux, x ∈ R and isometries
sa, a ∈ R× satisfying the following relations:
(a) The ux and the sa define representations of the additive group R and of the
multiplicative semigroup R×, respectively, (i.e. uxuy = ux+y and sasb = sab)
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and moreover we require the relation sau
x = uaxsa for all x ∈ R, a ∈ R× (i.e
the ux and sa together give a representation of the ax+b-semigroup R⋊R
×).
(b) For each a ∈ R× one has ∑x∈R/aR uxsas∗au−x = 1.
This algebra was shown to be purely infinite and simple in [4], [5]. It has different
representations in terms of crossed products for actions on spaces of finite or infinite
adeles for K, [6].
Now, to obtain a presentation of T[R] we essentially have to relax, in this presen-
tation of A[R], condition (b) to the weaker condition
∑
x∈R/aR u
xsas
∗
au
−x ≤ 1. This
modification in the relations is sufficient to characterize the algebra T[R] in the case
where R is a principal ideal domain. We are however especially interested precisely
in the the situation where this is not the case, i.e. where the number field K has
non-trivial class group. To treat this case adequately we have to impose certain
conditions on the range projections of the isometries sa. The most efficient way
to formalize these conditions is to use projections associated with ideals in R as
additional generators and to describe their relations. We mention that a descrip-
tion of the C*-algebra generated by the left regular representation of a cancellative
semigroup by analogous generators and relations had been discussed before also by
X. Li, [15], Appendix A2, see also [20], Chapter 4 for a specific example.
An important role in our analysis of T[R] is played by a canonical maximal com-
mutative subalgebra. Its Gelfand spectrum YR can be understood as a completion,
for a natural metric, of the disjoint union
⊔
R/I over all non-zero ideals I of R. It
contains the profinite completion Rˆ of R (which is the spectrum of the analogous
commutative subalgebra of A[R]). It is important to note that the algebra T[R] is
functorial for homomorphisms between rings while A[R] is not. This is reflected in
the striking fact that the construction R 7→ YR is contravariant under ring homo-
morphisms rather than covariant as one might expect. An inclusion of rings R ⊂ S
induces a surjective map YS → YR. The same holds for the locally compact version
of YR (corresponding to a natural stabilization of T[R]) which plays the role of the
locally compact space of finite adeles.
Especially important for us is a natural one-parameter group (σt)t∈R of automor-
phisms of T[R]. It is closely related to Bost-Connes systems [1] and to Dedekind
ζ-functions. In special cases it had been considered before in [4], [13].
The Toeplitz algebra for the semigroup N ⋊ N× - which is very closely related to
the Toeplitz algebra T[Z] for the ring Z in the sense of the present paper - has been
analyzed in [13]. In particular it was found in that paper that the canonical one-
parameter automorphism group on this algebra has an intriguing KMS-structure.
There is a phase transition at β = 2 with a spontaneous symmetry breaking. In
the range 1 ≤ β ≤ 2 there is a unique KMS-state while for β > 2 there is a family
of KMS-states labeled by the probability measures on the circle and with partition
function the Riemann ζ-function.
It turns out that, for our Toeplitz algebra, the KMS-structure is similar, but quite
a bit more intricate. We show in Theorem 6.7 that for β in the range 1 ≤ β ≤ 2
(with β = 1 playing a special role) there is a unique KMS state. The essential new
feature which is also the source of the main technical difficulties in this paper is the
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presence of the class group, in the case where R is not a principal ideal domain.
Our proof for the uniqueness of the KMS-state requires a delicate estimate of the
asymptotics of partial Dedekind ζ-functions for different ideal classes, see Theorem
6.6. This theorem seems to be new and of independent interest. We include the
proof in the appendix.
For β > 2 we obtain a splitting of the KMS states over the class group Γ for the
number field K. The KMS states for each β in this range are labeled by the elements
γ ∈ Γ, but moreover also by traces on a crossed product C(Tn) ⋊ R∗ (n being the
degree of our field extension) by an action (which depends on γ) of the group R∗ of
units of R. For a precise statement see Theorem 7.3. The partition functions are
the partial Dedekind ζ-functions ζγ associated with the ideal classes γ for K.
In section 8 we determine the ground states. We find a situation which is similar to
the one for the KMS states in the range β > 2. The ground states are labeled by
the states of a certain subalgebra of T[R].
We mention that our methods also immediately yield the KMS-structure of the much
simpler, but in the case of a non-trivial class group still interesting, C*-dynamical
system that one obtains from the Toeplitz algebra of the multiplicative semigroup
R× (i.e. the C*-algebra generated by the left regular action of this semigroup on
ℓ2(R×)) with the analogous one-parameter automorphism group, see Remark 7.5.
When we restrict to the case of a trivial class group, all our arguments become very
simple indeed and can be used to get a simpler approach to the results in [13].
The presentation of T[R] in terms of generators and relations and the functoriality
from section 3 had been obtained and announced by the first named author before
the present paper took shape. These two results have since been generalized to
more general semigroups by Xin Li, [16]. The first named author is indebted to
Peter Schneider for very helpful comments.
After this paper was circulated, S. Neshveyev informed us that, using the crossed
product description of T[R] in section 5 and the methods developed in [11], the
KMS-structure on (T[R], (σt)) could be linked to that of a Bost-Connes system. The
KMS-structure of this Bost-Connes system in turn was determined in [10]. Together,
this would give a basis for an alternative approach to our results on KMS-states in
sections 6 and 7.
We include a brief list of notations at the end of the appendix.
2. The Toeplitz algebra for the ax+ b-semigroup over R
Let R be the ring of algebraic integers in the number field K. The ax+ b-semigroup
for R is the semidirect product R⋊R× of the additive group R and the multiplicative
semigroup R× = R\{0} of R. We can define the Toeplitz algebra for the semigroup
R ⋊ R× as the C*-algebra generated by the left regular representation of R ⋊ R×
on ℓ2(R ⋊ R×). We set out to describe this C*-algebra abstractly as a C*-algebra
given by generators and relations.
Definition 2.1. We define the C*-algebra T[R] as the universal C*-algebra gen-
erated by elements ux, x ∈ R, sa, a ∈ R×, eI , I a non-zero ideal in R, with the
following relations
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Ta: The ux are unitary and satisfy uxuy = ux+y, the sa are isometries and satisfy
sasb = sab. Moreover we require the relation sau
x = uaxsa for all x ∈ R, a ∈
R×.
Tb: The eI are projections and satisfy eI∩J = eIeJ , eR = 1.
Tc: We have saeIs
∗
a = eaI .
Td: For x ∈ I one has uxeI = eIux, for x /∈ I one has eIuxeI = 0.
The first condition Ta simply means that the ux and sa define a representation of
the semigroup R ⋊ R×. We will see below that T[R] is actually isomorphic to the
Toeplitz algebra for the ax+ b-semigroup R ⋊R×, see Corollary 4.16.
In the following, ideals in R will always be understood to be non-zero.
Remark 2.2. In the case where R is a principal ideal domain, the axioms can
be reduced considerably. In fact, in that case, the projections eI are not needed
to describe T[R] by generators and relations (they are all of the form sas
∗
a) and
conditions Tb, Tc and Td can be replaced by the single very simple condition∑
x∈R/aR
uxsas
∗
au
−x ≤ 1
Note that this inequality is a consequence of Tc and Td. In fact, by Tc one has
eaR = sas
∗
a and by Td the projections u
xeaRu
−x, x ∈ R/aR are pairwise orthogonal.
Remark 2.3. (a) The elements sa and s
∗
b commute if and only if a and b are
relatively prime (i.e. aR + bR = R). (Proof: s∗bsa = sas
∗
b iff sbs
∗
bsas
∗
a = sbsas
∗
bs
∗
a iff
eaRebR = eabR. Then use the fact, established below using explicit representations
of T[R], that eI = eJ ⇒ I = J)
(b) From condition Td it follows that eIu
xeJ = 0 if x /∈ I + J and that eIuxeJ =
ux1eI∩Jux2 if there are x1 ∈ I and x2 ∈ J such that x = x1 + x2.
Let us derive a few more consequences from the axioms Ta - Td. From the projec-
tions eI we can form associated projections. For each ideal I in R set
fI =
∑
x∈R/I
uxeIu
−x
(note that uxeIu
−x is well defined for x ∈ R/I, since ux+ieIu−x−i = uxeIu−x for
i ∈ I, and that the uxeIu−x are pairwise orthogonal for different x ∈ R/I). For each
prime ideal P and n ∈ N set
εPn = fPn−1 − fPn
Moreover, for an ideal I = P k11 P
k2
2 . . . P
kn
n with P1, P2, · · ·Pn distinct primes, set
εI = εP k11
ε
P
k2
2
· · · εP knn
Lemma 2.4. The eI , fI , εI have the following properties:
(a) For any two ideals I and J in R one has
eIfJ =
∑
x∈I/(I∩J)
uxeI∩Ju−x fIfJ =
∑
x∈(I+J)/(I∩J)
uxeI∩Ju−x
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(b) If I and J are relatively prime, then fIfJ = fIJ . If I ⊂ J , then fIfJ = fI .
(c) If I and J are relatively prime, then εIεJ = εIJ . If I and J have a common
prime divisor but occuring with different multiplicities, then εIεJ = 0.
(d) The family of projections {eI , fI , εI
∣∣ I an ideal inR} is commutative.
(e) uxfIu
−x = fI and uxεIu−x = εI for all x ∈ R.
Proof. (a) Obvious from Remark 2.3.
(b) is a special case of the formula under (a).
(c) follows from the definition together with the fact that εPnεPm = 0 for a prime
ideal P and n 6= m.
(d) It follows from (a) that the eI and fI form a commutative family. However the
εI are defined as products of differences of certain fJ .
(e) follows directly from the definition. 
3. Functoriality of T[R] for injective homomorphisms of rings
We assume that we have an inclusion R ⊂ S of rings of algebraic integers. We
are going to show that this induces an (injective) homomorphism κ : T[R]→ T[S].
Denote by sa, u
x, eI the generators of T[R] and by s¯a, u¯
x, e¯I the generators of T[S].
The homomorphism κ will map sa to s¯a, u
x to u¯x and it is clear that this respects
the relations Ta. With an ideal I in R we associate the ideal IS in S and we define
κ(eI) = e¯IS. It is then clear that relation Tc is also respected. The fact that Tb and
Td are respected follows from the following elementary (and well-known) lemma.
Lemma 3.1. In the situation above one has for ideals I, J in R:
(a) IS ∩ R = I
(b) IS ∩ JS = (I ∩ J)S
Proof. Both statements can be proved in an elementary way using the unique de-
composition of I and J into prime ideals in R, cf. [19], p. 45 and p. 52, Exercise 1.
The statements also follow from the fact that S is a flat (even projective) module
over R, see [2], Chap. I §2.6 Prop. 6 and Corollary. 
Summarizing, we obtain
Proposition 3.2. Let R and S be the rings of algebraic integers in the number
fields K and L, respectively. Then any injective homomorphism α : R→ S induces
naturally a homomorphism T[R]→ T[S].
It follows from Theorem 4.13 below that this homomorphism is also injective.
4. The canonical commutative subalgebra
We denote by D¯ the C*-subalgebra of T[R] generated by all projections of the form
uxeIu
−x, x ∈ R, I a non-zero ideal in R. It follows from Remark 2.3 (b) that this
algebra is commutative. In fact, the elements exI := u
xeIu
−x satisfy
exIe
y
J =
{
0 if (x+ I) ∩ (y + J) = ∅
ezI∩J if z ∈ (x+ I) ∩ (y + J)
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and thus linearly span a dense ∗-subalgebra of D¯. The algebra D¯ also obviously
contains the elements of the form εI defined above.
Lemma 4.1.
(a) If d ∈ D¯, then sads∗a and uxdu−x are in D¯ for all a ∈ R×, x ∈ R.
(b) The set of linear combinations of elements of the form s∗adu
xsb with a, b ∈
R×, x ∈ R, d ∈ D¯ is a dense ⋆-subalgebra in T[R].
Proof. (a) This follows from the definition and conditions Ta - Td.
(b) The set of elements of the form s∗adu
xsb contains the generators and, by (a),
is invariant under adjoints and multiplication from the left or from the right by
elements sc, s
∗
c , u
y, eI for c ∈ R×, y ∈ R, I an ideal in R (the invariance under mul-
tiplication by s∗c on the right follows from the identity sbs
∗
c = s
∗
cscsbs
∗
c = s
∗
csbscs
∗
c =
s∗cebcRsb). 
Let P be a prime ideal in R. We denote by D¯P the C*-subalgebra of D¯ generated
by all projections of the form uxePnu
−x with x ∈ R, n = 0, 1, 2, . . .. The εPn define
pairwise orthogonal projections in D¯P . We define projections in D¯P by
δxPn = u
xePnεPn+1u
−x = uxePnu−xεPn+1, x ∈ R/P n
They are pairwise orthogonal since εPn and εPm are orthogonal for n 6= m and since
the uxePnu
−x are pairwise orthogonal. In our definition we allow for n = 0 so that
δxP 0 = εP . Note that, by Lemma 4.6 below, the δ
x
P 0 = εP are all non-zero.
Lemma 4.2. One has
δ0Pn = ePn −
∑
x∈Pn/Pn+1
uxePn+1u
−x and εPn+1 =
∑
x∈R/Pn
δxPn
Proof.
δ0Pn = ePnεPn+1 = ePn
 ∑
x∈Pn−1/Pn
uxePnu
−x −
∑
y∈Pn/Pn+1
uyePn+1u
−y

= ePn −
∑
y∈Pn/Pn+1
uyePn+1u
−y
The second identity is obvious from either formula for the δxPn . 
Lemma 4.3. The algebra εPnD¯P is finite-dimensional and isomorphic to C(R/P n−1).
For each {x} in C(R/P n−1), the projection δxPn−1 = uxePn−1εPnu−x, x ∈ R/P n−1 is
minimal in this algebra and corresponds to the characteristic function of {x}. The
isomorphism εPnD¯P ∼= C(R/P n−1) is compatible with the natural action of the addi-
tive group R on these two algebras.
For each k ≤ n we have
εPn+1eP k =
∑
x∈P k/Pn
δxPn
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Let Gk denote the (finite-dimensional) C*-subalgebra of D¯P generated by the projec-
tions 1, uxeP iu
−x, i = 1, . . . , k, x ∈ R/P i. The map
Gk  z 7→ (zεP , zεP 2, . . . , zεP k+1)
defines an isomorphism Gk →
⊕
n≤ k+1 εPnD¯P .
Proof. For k ≥ n, since eP k ≤ fPn, we have eP kεPn = 0 and, since ux commutes
with εPn, also u
xeP ku
−xεPn = 0 for such k.
On the other hand if k ≤ n− 1, then eP kuxePn−1 = 0 for x /∈ P k and eP kuxePn−1 =
uxePn−1 for x ∈ P k. Applying this to the product eP kδxPn = eP kuxePnu−xεPn+1 we
see that this expression vanishes for x /∈ P k and equals δxPn for x ∈ P k.
The last assertion then is an immediate consequence. 
Denote by DP the ideal in D¯P generated by the εPn. Lemma 4.3 shows that DP ∼=⊕ C(R/P n). Since the union of the subalgebrasGk is dense in D¯P , the last statement
in this lemma also shows that DP is an essential ideal in D¯P .
Let ι : C(R/P n) → C(R/Pm) denote the homomorphism induced by the quotient
map R/Pm → R/P n for m > n.
Lemma 4.4. The C*-algebra D¯P is isomorphic to the subalgebra of the infinite
product
∞∏
n=0
C(R/P n)
given by the “Cauchy sequences” (dn) (by this we mean that for each ε > 0 there is
N > 0 such that ‖ι(dn)− dm‖ < ε for all n,m such that N ≤ n ≤ m).
Proof. The map D¯P ∋ z 7→ (εPnz) ∈
∏∞
n=0 C(R/P n) is injective since DP is essential.
Each element of the form uxeP ku
−x is mapped, according to Lemma 4.3 to the
sequence
(0, . . . , 0, δxP k , ι(δ
x
P k), ι
2(δxP k), . . .)
Thus the images of these projections generate, together with the images of the δxP k ,
the algebra of all “Cauchy-sequences”. 
Lemma 4.5. There is an exact sequence
0→ DP → D¯P → C → 0
where the Gelfand spectrum SpecDP equals
⊔
R/P n and the Gelfand spectrum of
the C*-algebra C is the P -adic completion RP = lim←−
n
R/P n of R.
Proof. The isomorphism DP ∼=
⊕ C(R/P n) shows that SpecDP = ⊔R/P n. In the
quotient C = D¯P/DP the images (uxePnu−x)˘ of the projections uxePnu−x satisfy the
relation
e˘Pn =
∑
x∈Pn/Pm
(uxePmu
−x)˘
form ≥ n (see Lemma 4.2). Since C is generated by these images, C = lim−→
n
C(R/P n)
and this proves the second claim. 
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Now let P1, P2, . . . be an enumeration of the prime ideals in R (say ordered by
increasing norm |R/Pi|) and, for each n, let In be the set of ideals of the form
I = P k11 P
k2
2 · · ·P knn with all ki ≥ 0. We write Dn = DP1DP2 · · ·DPn and D¯n =
D¯P1D¯P2 · · · D¯Pn. The D¯Pn all commute and D¯ obviously is the inductive limit of the
D¯n.
We now use a natural representation of T[R] on the following Hilbert space HR:
HR =
⊕
I ideal inR
ℓ2(R/I)
Note that HR is isomorphic to the infinite tensor product
⊗
P HP where the tensor
product is taken over all prime ideals P in R and HP =
⊕
ℓ2(R/P n) with “vacuum
vector” the standard unit vector in the one-dimensional space ℓ2(R/R).
T[R] acts on HR in the following way:
• The unitaries ux, x ∈ R act componentwise on ℓ2(R/I) in the natural way.
• The isometries sa act through the composition: ℓ2(R/I) ∼= ℓ2(aR/aI) →֒
ℓ2(R/aI).
• The projection eJ is represented by the orthogonal projection onto the sub-
space H =
⊕
I⊂J ℓ
2(J/I) of H .
It is easy to check that this assignment respects the relations between the generators
and thus defines a representation µ of T[R]. One has
Lemma 4.6. Let I = P k11 P
k2
2 · · ·P knn with all ki ≥ 1, and x1, x2, . . . , xn ∈ R. Then
µ(δ0
P
k1
1
) acts on the subspace ℓ2(R/I) of HR as the orthogonal projection onto the
subspace ℓ2(P k11 /I). Thus µ(δ
0
P
k1
1
δ0
P
k2
2
· · · δ0
P knn
) acts on this subspace as the orthogonal
projection onto the one-dimensional subspace ℓ2(I/I) and µ(δx1
P
k1
1
δx2
P
k2
2
· · · δxn
P knn
) acts
as the orthogonal projection onto the one-dimensional subspace ℓ2((I + z)/I) where
z is the unique element in
⋂
i(P
ki
i + xi)/I.
Proof. This follows from the definition of µ(e
P
k1
1
) and the fact that ε
P
k1+1
1
= 1 on
ℓ2(R/I) (recall that, by definition δ0
P
k1
1
= e
P
k1
1
ε
P
k1+1
1
). 
Lemma 4.7. For an ideal I = P k11 P
k2
2 · · ·P knn in In and x ∈ R/I consider the
projection
δxI,n = u
xδ0
P
k1
1
δ0
P
k2
2
· · · δ0
P knn
u−x, x ∈ R/I
These projections are non-zero according to Lemma 4.6. (Note also that our defini-
tion of δxI,n depends on the fact that we consider I as an element of In!) Then
δxI,n = u
xeIεIP1P2···Pnu
−x and εIP1P2···Pn =
∑
x∈R/I
δxI,n
Proof. The identity δ0I,n = eIεIP1P2···Pn follows from the equations eI = eP k11
e
P
k2
2
. . . eP knn
and εIP1P2···Pn = εP k1+11
ε
P
k2+1
2
. . . εP kn+1n (see Lemma 2.4). The second identity follows
from the first one in combination with the corresponding identity in Lemma 4.2. 
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We have now shown that Dn = DP1DP2 . . .DPn is isomorphic to the tensor product⊗
1≤i≤nDPi with minimal projections the δxI,n, I ∈ In. Thus Dn ∼=
⊕
I∈In C(R/I)
and the spectrum of Dn is
⊔
I∈In R/I (this is the cartesian product of the spectra⊔
k≥0R/P
k
i of the DPi).
Corollary 4.8. Dn is an essential ideal in D¯n. D¯n is isomorphic to D¯P1⊗D¯P2 . . .⊗
D¯Pn and D¯ is isomorphic to the infinite tensor product
⊗
P D¯P .
Proof. Consider the surjective homomorphism
ϕ : D¯P1 ⊗ D¯P2 . . .⊗ D¯Pn → D¯P1D¯P2 . . . D¯Pn = D¯n
which exists by the universal property of the tensor product. The restriction of ϕ
to the essential (see the comment after Lemma 4.3) ideal DP1 ⊗DP2 . . .⊗DPn is an
isomorphism. Thus ϕ is an isomorphism. 
From Lemma 4.5 it follows that, for each prime ideal P , we have Spec D¯P =
SpecDP ∪ Spec C =
⊔
nR/P
n ⊔RP .
For an ideal I in R and x ∈ R/I, we consider the projection exI = uxeIu−x. Since,
by Remark 2.3(b), exI e
y
J is either zero or equal to e
z
I∩J for z ∈ (x+ I) ∩ (y + J), the
set of projections {exI | I ideal in R, x ∈ R/I} is multiplicatively closed.
In particular the set of projections {exPn |n = 0, 1, 2, . . . , x ∈ R/P n} in D¯P is multi-
plicatively closed and a sequence (ϕk) of characters of D¯P converges to a character
ϕ if and only if ϕk(e
x
Pn) −→ ϕ(exPn) for each x and n. To describe this topology in
terms of a metric we use the norm of an ideal. For an ideal I in R we denote by
N(I) = |R/I| the number of elements in R/I. The topology on Spec D¯P is described
by the metric dα defined for any choice of α > 1 by
dα(ϕ, ψ) =
∑
n≥0, x∈R/Pn
N(P n)−α|(ϕ− ψ)(exPn)|
The topology on the first component
⊔
R/P n of Spec D¯P is the discrete topology.
The elements in this component are the characters ηxPn uniquely defined by the
condition
ηxPn(δ
x
Pn) = 1
The topology on the second component RP of Spec D¯P is the usual ultrametric topol-
ogy and finally a sequence ηxkPnk converges to an element ηz in the second component
determined by z ∈ RP if and only if nk →∞ and there is N > 0 such that (using a
self-explanatory notation for the image of z in the quotient) z/P nk = xnk for k ≥ N .
Now, since D¯ ∼= ⊗P D¯P , every character ϕ of D¯ is of the form ϕ = ⊗P ϕP with
each ϕP either of the form η
x
Pn for n ∈ N, x ∈ R/P n or ηz with z ∈ RP .
Again, the set {exI | I ideal in R, x ∈ R/I} of projections in D¯ is multiplicatively
closed and generates D¯. Thus a sequence (ϕn) of characters converges to ϕ if and
only if ϕn(e
x
I )→ ϕ(exI ) for each ideal I and x ∈ R/I. This topology is described by
the metric dα defined for any choice of α > 1 by
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dα(ϕ, ψ) =
∑
I ideal inR, x∈R/I
N(I)−α|(ϕ− ψ)(exI )|
We consider special elements ηxI labeled by
⊔
I R/I. For I = P
k1
1 P
k2
2 . . . P
kn
n and
x ∈ R/I, ηxI is defined as
ηxI =
⊗
i=1,2,...
ηxi
P
ki
i
Here, ki is defined to be 0 if Pi does not occur in the prime ideal decomposition of
I and xi = x/P
ki
i .
Proposition 4.9. The subset
⊔
I R/I is dense in Spec D¯. Thus Spec D¯ is the com-
pletion of
⊔
I R/I for the metric dα described above.
Proof. It is clear from the discussion above that the set of elements of the form⊗
i η
xi
P
ki
i
is dense. We show that each element η =
⊗
i η
xi
P
ki
i
can be approximated by
the ηxI . In fact, if I = P
k1
1 P
k2
2 . . . P
kn
n and x ∈ R is such that x/P kii = xi, i = 1, . . . n,
then η(eyJ) = η
x
I (e
y
J) for each ideal J that contains only P1, . . . , Pn in its prime ideal
decomposition and for any y ∈ R/J . 
Remark 4.10. This description of Spec D¯ also clarifies the wrong-way functoriality
in R of the construction. Assume that we have field extensions Q ⊂ K ⊂ L and
corresponding inclusions Z ⊂ R ⊂ S of the rings of algebraic integers. Denote by
YR and YS the spectra of the corresponding commutative subalgebras D¯R and D¯S in
T[R] and T[S], respectively. Thus YR and YS are completions of the metric spaces⊔
I R/I and
⊔
J S/J , respectively.
With every character ηxJ ∈
⊔
J S/J we can associate a character (η
x
J)
′ ∈ Spec D¯R
by defining (ηxJ)
′(eyM) = η
x
J(e
y
MS) for an ideal M in R and y ∈ R/M . The map
ηxJ → (ηxJ)′ is obviously contractive (up to a constant nα with n = [L : K]) for
the metrics dα and thus extends to a continuous map Spec D¯S → Spec D¯R. It is
surjective, since the dense subset
⊔
I R/I of Spec D¯R has a natural lift to Spec D¯S.
In fact, one immediately checks that (ηxIS)
′ = ηxI for an ideal I ⊂ R and x ∈ R/I.
Lemma 4.11. Let a ∈ R× such that aR = QL with L ∈ In and Q relatively prime
to each of the P1, · · · , Pn. Then, for I ∈ In,
saδ
0
I,ns
∗
a = eQδ
0
LI,n
In particular, if aI = bJ for two ideals I, J in In and a, b ∈ R, then saδ0I,ns∗a =
sbδ
0
J,ns
∗
b .
Proof. Using induction, it suffices to show that, for aR = QP k11 with Q relatively
prime to P1,
saδ
0
P
t1
1
s∗a = eQδ
0
P
t1+k1
1
This follows from the following computation
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saδ
0
P
t1
1
s∗a = sa
e
P
t1
1
−
∑
x∈P t1/P t1+1
uxe
P
t1+1
1
u−x
 s∗a = eaP t11 − ∑
x∈P t11 /P
t1+1
1
uaxe
aP
t1+1
1
u−ax
= eQ
e
P
t1+k1
1
−
∑
x∈P t11 /P
t1+1
1
uaxe
P
t1+k1+1
1
u−ax

For the last equality we use the fact that uax commutes with eQ and that Q is
relatively prime to P1. 
The dual K̂× of the multiplicative group K× acts by automorphisms αχ, χ ∈ K̂×
defined by
αχ(sa) = χ(a)sa αχ(u
x) = ux αχ(eI) = eI
By Lemma 4.1 (b) the fixed point algebra B is the subalgebra of T[R] generated by
all ux, x ∈ R and eI , I an ideal in R. Integration over K̂× gives a faithful conditional
expectation T[R]→ B.
On B the dual Rˆ of the additive group R acts by automorphisms βχ given by
βχ(u
x) = χ(x)ux βχ(eI) = eI
The fixed point algebra for this action is D¯. Again, integration over the compact
group Rˆ defines a faithful conditional expectation B → D¯.
Composing these two expectations we obtain the faithful conditional expectation
E : T[R]→ D¯ which we will use now. Note that, for a typical element z = s∗aduxsb,
E(z) = 0, unless a = b, x = 0 in which case E(z) = s∗adsa.
Lemma 4.12. Let
z = d+
m∑
i=1
s∗aidiu
xisbi
be an element of T[R] (cf. Lemma 4.1 (b)) such that for each i, ai 6= bi or xi 6= 0
and such that d, di ∈ D¯n for some n. Let n be large enough so that also the principal
ideals aiR, biR are in In for all i. Let ε > 0.
(a) There is a minimal projection δ in Dn such that ‖dδ‖ = ‖δdδ‖ ≥ ‖d‖ − ε.
(b) There is k > 0 and a minimal projection δ′ ∈ Dn+k, δ′ ≤ δ such that
δ′s∗aidiu
xisbiδ
′ = 0 for all i.
(c) For the projection δ′ in (b) one has ‖δ′zδ′‖ ≥ ‖E(z)‖ − ε
Proof. (a) simply expresses the fact that Dn is essential.
(b) Let δ = δyI,n, I ∈ In, y ∈ R/I. Using Lemma 4.11 we may then choose
δ′ = uyδ0I,nδ
0
P
t1
n+1
· · · δ0
P
tk
n+k
u−y
such that for each i the projections saiδ
′s∗ai and u
xisbiδ
′s∗biu
−xi are orthogonal. This
projection δ′ will have the required properties.
(c) follows immediately from (a) together with (b) using the fact that E(z) = d and
that dδ is just a multiple of δ (δ is a minimal projection in Dn). 
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Theorem 4.13. Let α : T[R] → A be a *-homomorphism into any C*-algebra A.
The following are equivalent:
(a) α is injective.
(b) α is injective on D¯.
(c) α is injective on Dn for each n.
Proof. (c) implies (b) since Dn is essential in D¯n for each n.
(b) ⇒ (a): Let h be a positive element in T[R] with α(h) = 0 and z a linear
combination as in 4.12 such that ‖h− z‖ < ε. Let δ′ be a projection as in 4.12 (b)
such that ‖δ′zδ′‖ ≥ ‖E(z)‖− ε (and such that δ′zδ′ is a multiple of δ′). If α(h) = 0,
then ‖α(δ′zδ′)‖ < ε and thus also ‖δ′zδ′‖ < ε. It follows that ‖E(h)‖ < 2ε. Since
this holds for each ε, E(h) = 0 and, since E is faithful, h = 0. 
From this technical theorem we can derive the following important corollaries 4.14,4.16
and 4.17.
Corollary 4.14. The representation µ of T[R] on
⊕
I ℓ
2(R/I) is an isomorphism.
Proof. The restriction of µ to each Dn is injective by Lemma 4.6. 
Let T ⊂ L(ℓ2(R ⋊ R×)) denote the C*-algebra defined by the left regular repre-
sentation of the semigroup R ⋊ R× (cf. section 2). Given an ideal I in R we can
define a projection e′I in L(ℓ2(R⋊R×)) as the orthogonal projection on the subspace
ℓ2(I ⋊ I×) ⊂ ℓ2(R ⋊ R×). Denote by u′x and s′a the operators defined by the left
action of R and R× on ℓ2(R⋊R×). Then it is easy to check that the u′x, s′a and e
′
I
satisfy the relations defining T[R].
Lemma 4.15. (a) Every ideal I in R can be written in the form a
b
R ∩ R with
a, b ∈ R×.
(b) If I = a
b
R ∩R, then eI = s∗bsas∗asb and, similarly, e′I = s′∗b s′as′∗a s′b.
Proof. (a) Let Q and M be ideals such that I, Q,M are relatively prime and such
that IQ, QM are principal, say IQ = aR, QM = bR. Then bI = IQM = IQ ∩
QM = aR ∩ bR.
(b) One has bI = aR ∩ bR and therefore sbeIs∗b = sas∗asbs∗b . Since this uses only the
relations defining T[R], it also holds in T. 
This lemma shows that e′I ∈ T, hence we obtain a natural homomorphism T[R]→ T
by assigning sa 7→ s′a, ux 7→ u′x, eI 7→ e′I .
Corollary 4.16. The natural map T[R]→ T is an isomorphism.
Proof. The map is obviously surjective. To prove injectivity, suppose I ∈ In and
x ∈ R are given. Let Q 6∈ {P1, P2, · · · , Pn} be a prime ideal in the ideal class [I]−1
and let a be a generator of the principal ideal IQ (for the existence of such a Q see for
instance [17], chapter 7, §2, Corollary 7). Since the exponents of {P1, P2, · · · , Pn} in
the prime factorization of aR are identical to those of I, the image of the projection
δxI,n fixes the canonical basis vector ξ(x,a) ∈ ℓ2(R⋊R×), so it does not vanish. Hence
the natural map is injective on Dn for each n and therefore injective by Theorem
4.13. 
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Denote, as above, by YR the spectrum of D¯. The semigroup R ⋊ R× acts on YR in
a natural way and this action corresponds to the canonical action of R ⋊ R× on D¯
by conjugation by the ux and the sa. We use the definition of a semigroup crossed
product as in [12], section 2, [15], Appendix A1.
Corollary 4.17. The algebra T[R] is canonically isomorphic to the semigroup crossed
product (C(YR)⋊R)⋊ R×.
Proof. The generators e0I of C(YR) together with the canonical generators ofR⋊R× in
(C(YR)⋊R)⋊R× satisfy the relations defining T[R], hence they determine a surjective
homomorphism T[R] → (C(YR) ⋊ R) ⋊ R×. This homomorphism is injective on D¯
and therefore injective by 4.13. 
5. An alternative description of Spec D¯ and the dilation of T[R] to a
crossed product by K ⋊K∗
We will give a parametrization of the spectrum of D¯, along the lines of that obtained
for the case R = Z in [9, 13], and use it to realize T[R] as a full corner in a crossed
product. Let Af denote the ring of finite adeles over K and let Rˆ be the compact
open subring of (finite) integral adeles; their multiplicative groups are the finite
ideles A∗f and the integral ideles Rˆ
∗, respectively.
For each integral adele a and each prime ideal P , let ǫP (a) be the smallest nonneg-
ative integer n such that the canonical projection of a in R/P n is nonzero, and put
ǫP (a) =∞ if a projects onto 0 ∈ R/P n for every n. If a is a finite adele, then there
exists d ∈ R such that da ∈ Rˆ, and we let ǫP (a) = ǫP (da) − ǫP (d). This does not
depend on d. The group Rˆ∗ acts by multiplication on Af and the corresponding
orbit space Af/Rˆ
∗ factors as a restricted infinite product over the set P of prime
ideals in R
Af/Rˆ
∗ ∼=
{(
ǫP
)
P∈P : ǫP ∈ Z ∪ {∞} and ǫP ≥ 0 for almost all P ∈ P
}
under the map a 7→ (ǫP (a))P∈P . This product can be viewed as a space of fractional
superideals. The usual fractional ideals of K appear as the elements aRˆ∗ ∈ Af/Rˆ∗
such that ǫP (a) ∈ Z for every P and ǫP (a) = 0 for all but finitely many P . The zero
divisors in Af/Rˆ
∗ correspond to sequences for which ǫP (a) = ∞ for some P . The
elements in Rˆ/Rˆ∗ correspond to superideals with nonnegative exponent sequences
and are analogous to the usual supernatural numbers (see e.g. wikipedia), in fact
indistinguishable from them as a space – the distinction will only arise when we
consider the multiplicative action of K∗ on additive classes. For each a ∈ Af the
additive subgroup aRˆ of Af is invariant under the multiplicative action of Rˆ
∗.
We will say that two pairs (r, a) and (s, b) in Af × Af are equivalent if b ∈ aRˆ∗
and s − r ∈ aRˆ and we will denote by ωr,a the equivalence class of (r, a). Since
equivalence classes are compact the quotient
ΩAf := {ωr,a|a ∈ Af , r ∈ Af}
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is a locally compact Hausdorff space, whose elements are pairs (r, a) with a ∈ Af/Rˆ∗
and r ∈ Af/aRˆ.
When a and b are superideals such that ǫP (a) ≤ ǫP (b) for every P we write a ≤ b.
In this case bRˆ ⊂ aRˆ and there is an obvious homomorphism reduction modulo a
of Af/bRˆ to Af/aRˆ; we will write r(a) for the image of r ∈ Af/bRˆ. When I and
J are ideals of R viewed as elements of Af/Rˆ
∗, then I ≤ J means J ⊂ I and the
reduction defined above is the usual reduction of ideal classes R/J → R/I.
There is a natural action of K ⋊K∗ on ΩAf given by
(1) (m, k)ωr,a = ωm+kr,ka.
The additive action (m, 0)ωr,a = ωm+r,a is by straightforward addition of classes in
Af/aRˆ and the multiplicative action k (aRˆ
∗) = (ka)Rˆ∗ on the second component is
also straightforward, but the multiplicative action on the first component requires
the homomorphism ×k : Af/aRˆ→ kAf/kaRˆ = Af/kaRˆ.
Since the set Rˆ of integral adeles is a compact open subset of Af , the subset
ΩRˆ := {ωr,a | r ∈ Rˆ, a ∈ Rˆ}
consisting of integral elements is compact open in ΩAf and is invariant under the
action of R⋊ R×.
Proposition 5.1. The projection 1Ω
Rˆ
is full in C0(ΩAf ) ⋊ K ⋊K∗ and there is a
canonical isomorphism
C(ΩRˆ)⋊ R⋊ R× ∼= 1 ΩRˆ
(C0(ΩAf )⋊K ⋊K∗) 1 ΩRˆ .
Proof. Clearly (R×)−1(R⋊ R×) = K ⋊K∗, so R⋊ R× is an Ore semigroup, and
∪k∈R×(0, k)−1ΩRˆ is dense in ΩAf because for every element ωr,a ∈ ΩAf there exist
k ∈ R× such that kr ∈ Rˆ and ka ∈ Rˆ/kaRˆ. By [8, Theorem 2.1] the action of
K ⋊K∗ on C0(ΩAf ) is the minimal automorphic dilation (see [8]) of the semigroup
action of R⋊ R× on C(ΩRˆ). The fullness of 1ΩRˆ and the isomorphism to the corner
then follow by [8, Theorem 2.4]. 
Proposition 5.2. Let vm,k with (m, k) ∈ R⋊ R× be the semigroup of isometries
in C(ΩRˆ) ⋊ R⋊R× implementing the action of R ⋊ R×. For each ideal I in R let
EI be the characteristic function of the set {ωs,b ∈ ΩRˆ | b ≥ I, s(b) ∈ I}. Then the
maps ux 7→ vx,1, sk 7→ v0,k, and eI 7→ EI extend to an isomorphism of T[R] onto
C(ΩRˆ)⋊R⋊ R×.
Proof. The set {ωs,b ∈ ΩRˆ : b ≥ I, s(b) ∈ I} is closed open because it is defined
via finitely many conditions (ǫP (b) ≥ ǫP (I) on the prime factors of I and s = 0
(mod I)) each of which determines a closed open set; thus EI is continuous. The
relations Ta are satisfied because (m, k) → vm,k is an isometric representation of
R⋊ R×, and Tb holds because b ≥ I and b ≥ J if and only if b ≥ I ∩ J , and
s(I) ∈ I and s(J) ∈ J if and only if s(I ∩ J) ∈ I ∩ J . Computing with m = 0
in equation (1) shows that multiplication by k ∈ R× maps the support of EI onto
the support of EkI , hence relation Tc holds. Similarly, setting k = 1 in equation
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(1) shows that addition of m maps the support of EI onto itself if m ∈ I, and
onto a set disjoint from it if m 6∈ I, showing that relation Td holds. This gives a
homomorphism h : T[R]→ C(ΩRˆ)⋊R ⋊R×.
To show that h is surjective it suffices to prove that the functions ExI := vx,1EIv−x,1
separate points in ΩRˆ. So let ωr,a and ωs,b be two distinct points in ΩRˆ. If a 6= b, we
may assume there exists a prime ideal Q such that ǫQ(a) < ǫQ(b) (otherwise reverse
the roles of a and b). If we now let I = QǫQ(b), then E
s(I)
I takes on the value 1 at
ωs,b but vanishes at ωr,a. If a = b as superideals, since the points ωr,a and ωs,b are
distinct, there exists an ideal I ≤ a for which r(I) 6= s(I), in which case the function
E
s(I)
I does the separation.
Next we show that this homomorphism is injective on Dn for each n. Fix n, let I be
an ideal whose prime factors are all in {P1, P2, · · · , Pn} and choose a class x ∈ R/I.
Choose a ∈ I such that εPj(a) = εPj(I) for j = 1, 2. · · · , n (if I is principal, a
generator will do; otherwise adjust with a prime ideal Q /∈ {P1, P2, · · · , Pn} such
that IQ is principal). Also choose r ∈ Rˆ/aRˆ such that r(I) = x in R/I. Then
ExI (ωr,a) = 1, but E
x
IP j(ωr,a) = 0 for each j, proving that h(δ
x
I,n) 6= 0. Hence h is
injective on Dn and the result follows by Theorem 4.13. 
As a byproduct we see that ΩRˆ is an ‘adelic’ realization of the spectrum of D¯.
Corollary 5.3. We view each nonzero ideal I of R as an element a(I) of Rˆ/Rˆ∗
and, similarly, we view each x ∈ R/I as a class r(x, I) in Rˆ/a(I)Rˆ ∼= R/I. Then
the map ηxI 7→ ωr(x,I),a(I) defined for (x, I) ∈
⊔
I R/I extends to a homeomorphism
of the spectrum YR of D¯ onto ΩRˆ.
Proof. From the proof of Proposition 5.2, we know that the isomorphism h maps
the projection exI onto the projection E
x
I , giving an isomorphism of D¯ to C(ΩRˆ). To
conclude that the homeomorphism hˆ−1 : YR → ΩRˆ induced by this isomorphism
maps ηxI to ωr,a as stated, it suffices to evaluate
ηxI (e
y
J) =
{
1 if I ⊂ J and x = y (mod J)
0 otherwise,
and
EyJ(ωr(x,I),a(I)) =
{
1 if J ≤ a(I) and r(x, I) = y (mod J)
0 otherwise
for every ideal J in R and y ∈ R/J , and to observe that the two results coincide
because r(x, I) = x (mod I). 
6. KMS-states for β ≤ 2
Recall that for a non-zero ideal I in R we denote by N(I) the norm of I, i.e. the
number N(I) = |R/I| of elements in R/I. For a ∈ R× we also write N(a) = N(aR).
The norm is multiplicative, [19].
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Using the norm one defines a natural one-parameter automorphism group (σt)t∈R
on T[R], given on the generators by
σt(u
x) = ux σt(eI) = eI σt(sa) = N(a)
itsa
(this assignment manifestly respects the relations between the generators and thus
induces an automorphism). Recall that a β-KMS state with respect to a one param-
eter automorphism group (σt)t∈R is a state ϕ which satisfies ϕ(yx) = ϕ(xσiβ(y)) for
a dense set of analytic vectors x, y and for the natural extension of (σt) to complex
parameters on analytic vectors, [3]. Here KMS-states on T[R] are always understood
as KMS with respect to the one-parameter automorphism group σ defined above,
in which case the β-KMS condition for a state ϕ on T[R] translates to
(2) ϕ(uxz) = ϕ(zux) ϕ(eIz) = ϕ(zeI) ϕ(saz) = N(a)
−βϕ(zsa)
for a set of analytic vectors z with dense linear span and for the standard generators
ux, eI , sa of T[R]. We will usually choose z to be a product of the form s
∗
bdu
xsa
with d ∈ D¯. We will use in the following the notation from section 4.
Proposition 6.1. There are no β-KMS states on T[R] for β < 1.
Proof. Given a ∈ R× and x ∈ R/aR, denote by exa the projection uxeaRu−x. If we
apply a β-KMS state ϕ to the inequality∑
x∈R/aR
exa =
∑
x∈R/aR
uxsas
∗
au
−x ≤ 1
using that ϕ(exa) = N(a)
−β by (2) and that |R/aR| = N(a), we obtainN(a)N(a)−β ≤
1, which implies β ≥ 1. 
Lemma 6.2. Let ϕ be a β-KMS state for β > 1 on T[R] and let πϕ be the associated
GNS-representation on Hϕ. Then πϕ(Dn)Hϕ is dense in Hϕ, for each n.
Proof. Fix n ∈ N and let J be an ideal in In. Since the class group for the field of
fractions K is finite, there is k ∈ N such that Jk is a principal ideal, say Jk = aR
with a ∈ R×. We have N(Jk) = N(a).
The subspace L = πϕ(Dn)Hϕ is invariant under all ux, x ∈ R. It is also invariant
under all sc, s
∗
c , c ∈ R×. The reason is that if cR = QS with S ∈ In and Q relatively
prime to P1, P2, · · · , Pn, then, according to Lemma 4.11, for every I ∈ In we have
scδ
x
I s
∗
c = δ
cx
SI(u
cxeQu
−cx) ≤ δcxSI ∈ Dn.
Denote by E the orthogonal projection onto L⊥. Then 1 − E is the strong limit
of πϕ(h
1/n) where h is a strictly positive element in Dn. Therefore ϕE defined by
ϕE(z) = (Eπϕ(z)ξϕ|ξϕ), for the cyclic vector ξϕ in the GNS-construction, is a β-
KMS functional (consider the limit n→∞ of the expression ϕ((1−h1/n)xσiβ(y)) =
ϕ(y(1− h1/n)x) using the fact that E commutes with y). Consider the restriction ρ
of πϕ to L
⊥. Then ρ(Dn) = 0, whence ρ(1− fJk) = 0.
It follows that
ρ(1) =
∑
x∈R/Jk
ρ(uxsas
∗
au
−x).
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This implies that ϕE(1) = N(J
k)ϕE(sas
∗
a) = N(a)ϕE(sas
∗
a). On the other hand
the fact that ϕE is β-KMS implies that ϕE(1) = ϕE(s
∗
asa) = N(a)
βϕE(sas
∗
a). Since
β > 1, it follows that ϕE(1) = 0 and hence E = 0. 
Lemma 6.3. Let ϕ be a β-KMS state for 1 ≤ β ≤ 2 on T[R] and let I be a fixed
ideal in R. Then ϕ(δ0I,n) tends to 0 for n→∞.
Proof. Consider again the GNS-representation πϕ on Hϕ. Let δ˜I denote the limit,
in the strong operator topology, of the decreasing sequence (πϕ(δ
0
I,n)) as n → ∞.
By Lemma 4.7, the projections πϕ(u
xsa)δ˜I πϕ(s
∗
au
−x) are pairwise orthogonal for
a ∈ R×/R∗, x ∈ R/aR. If we let ϕ˜ denote the vector state extension of ϕ to L(Hϕ)
we have ∑
a∈R×/R∗, x∈R/aR
ϕ˜(uxsaδ˜Is
∗
au
−x) ≤ ϕ(1) = 1.
However, since ϕ˜ is normal we have limn→∞ ϕ(δ0IP1P2···Pn) = ϕ˜(δ˜I) and since ϕ is
β-KMS, it follows that ϕ˜(uxsaδ˜Is
∗
au
−x) = N(a)−βϕ˜(δ˜I). Thus
ϕ˜(δ˜I)
∑
a∈R×/R∗
N(a)N(a)−β ≤ 1,
The series on the left hand side represents the partial Dedekind ζ-function, corre-
sponding to the trivial ideal class, at β − 1. Thus, by [19], Theorem 5.9, it diverges
for β − 1 ≤ 1. Therefore the inequality above implies ϕ˜(δ˜I) = 0. 
Lemma 6.4. Let ϕ be a β-KMS state on T[R] and let I, J ∈ In be two ideals in R
in the same ideal class. Then, for any x, y ∈ R,
ϕ(δxI,n) = N(I)
−βN(J)βϕ(δyJ,n)
and
ϕ(εIP1P2···Pn) = N(I)
1−βN(J)β−1ϕ(εJP1P2···Pn).
Proof. If aI = bJ then N(a)N(b)−1 = N(I)−1N(J) and, by Lemma 4.11, saδ0I,ns
∗
a =
sbδ
0
J,ns
∗
b . Therefore
ϕ(δxI,n) = ϕ(δ
0
I,n) = N(a)
βϕ(saδ
0
I,ns
∗
a) = N(a)
βϕ(sbδ
0
J,ns
∗
b) = N(a)
βN(b)−βϕ(δ0J,n)
and
ϕ(δxI,n) = N(I)
−βN(J)βϕ(δyJ,n).
Summing over x ∈ R/I and y ∈ R/J gives the second statement. 
Lemma 6.5. Let ϕ be a β-KMS state for 1 ≤ β ≤ 2 on T[R]. Let D¯ be the
canonical subalgebra of T[R] generated by all projections uxeIu
−x and let d ∈ D¯.
Then ϕ(s∗adu
ysb) is zero except if a = b and y = 0 (in which case the argument
s∗adu
ysb is also an element in D¯).
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Proof. Suppose first β = 1 and let ϕ be a 1-KMS state; then for each c ∈ R× and
x ∈ R/cR we get ϕ(exc ) = ϕ(uxscs∗cu−x) = N(c)−1, whence
∑
x∈R/cR ϕ(e
x
c ) = 1 and
(3) ϕ(z) = ϕ
( ∑
x∈R/cR
exc
)
z
 = ϕ
 ∑
x∈R/cR
excze
x
c

for each z ∈ T[R]. Again, let z = s∗aduysb; then
excze
x
c = e
x
cs
∗
adu
ysbe
x
c = s
∗
ae
ax
ace
bx+y
bc du
ysb
where the product eaxace
bx+y
bc is nonzero if and only if (ax+acR) ∩ (bx+y+bcR) 6= ∅,
which implies
(4) (a− b)x ≡ y mod cR.
Suppose z /∈ D¯, then either a 6= b or else a = b and y 6= 0. In the first case choose
c ∈ R× with cR relatively prime to (a − b)R; then there is a unique x ∈ R/cR for
which (4) holds. In the second case, choose c ∈ R× with cR relatively prime to y;
then (4) has no solutions in x. Thus for z /∈ D¯ there is at most one x ∈ R/(cR)
such that ϕ(excze
x
c ) 6= 0, and from equation (3) we obtain
|ϕ(z)| ≤ N(c)−1‖z‖.
Since N(c) can be chosen arbitrarily large this shows that ϕ(z) = 0. This proves
that ϕ(z) 6= 0 only if a = b and y = 0 in the case β = 1.
Suppose now that 1 < β ≤ 2. It follows from Lemma 6.2 and from the normality of
the vector state extension of ϕ to L(Hϕ) that for all z ∈ T[R] and n ∈ N, we have
(5) ϕ(z) =
∑
I∈In, x∈R/I
ϕ(δxI,nzδ
x
I,n).
Working this out for z = s∗adu
ysb, where we may assume that n is so large that
aR, bR ∈ In, we find
δxI,ns
∗
adu
ysbδ
x
I,n = s
∗
aδ
ax
aI,ndu
yδbxbI,nsb = s
∗
aδ
ax
aI,nδ
bx+y
bI,n du
ysb
and this expression (call it zxI ) does not vanish only if aI = bI, i.e. if a = gb for a
unit g ∈ R∗. We have to consider only that case.
Assume first that g = 1. Then zxI 6= 0 only if bx ≡ bx + y mod aI, that is, only if
y ∈ bI. For a fixed y 6= 0 this last condition is satisfied only for the finitely many
ideals I in R such that bI divides yR, Thus, if y 6= 0, in the sum (5) there are at
most a fixed finite number (independent of n) of non-zero terms and each individual
term is bounded by ϕ(δ0I,n)‖z‖, which is arbitrarily small for large n by Lemma 6.3,
whence ϕ(z) = 0.
Assume now that g 6= 1. Then zxI 6= 0 only if x satisfies (g − 1)bx ≡ y mod bI. Let
D := gcd(I, (g − 1)R). If y /∈ bD, then there is no such x. Assume thus y ∈ bD,
and write y = by′ with y′ ∈ D. The nonzero terms in the sum (5) may only arise
from x and I such that (g− 1)x ≡ y′ mod I. Notice that multiplication by (g− 1),
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viewed as a map R/I → R/I is N(D)-to-one. Since N(g − 1) ≥ N(D), N(g − 1) is
a uniform bound on the number of solutions x of the equation (g−1)x ≡ y′ mod I.
Thus, for each ideal I there are at most N(g − 1) classes x + I in R/I such that
zxI 6= 0. Choosing a reference ideal Jγ for each ideal class γ and using Lemma 6.4,
we can transform (5) into an estimate
|ϕ(z)| ≤
∑
γ
∑
I∈In∩γ
N(g − 1)N(I)−βN(Jγ)βϕ(δ0Jγ ,n) ‖z‖.
Since the series for all the partial Dedekind ζ-functions converge for β > 1 and since
each ϕ(δ0Jγ ,n)→ 0 as n→∞ by Lemma 6.3, we conclude that ϕ(z) = 0 unless a = b
and y = 0 also for 1 < β ≤ 2, completing the proof. 
As a consequence of this lemma, in order to know ϕ, it suffices to know its values
on D¯. Moreover, for 1 < β ≤ 2 it suffices to know ϕ on Dn for all n, by Lemma 6.2.
Theorem 6.6. Let 0 < σ ≤ 1. For each ideal class γ and for each n ∈ N we set
ζ
(n)
γ (σ) =
∑
I∈In∩γ N(I)
−σ. Then for any two ideal classes γ1, γ2 the quotient
ζ
(n)
γ1 (σ)
ζ
(n)
γ2 (σ)
tends to 1 as n→∞.
We postpone the proof and give it in the appendix.
Theorem 6.7. For each β with 1 ≤ β ≤ 2 there is exactly one β-KMS state ϕβ on
T[R]; it factors through the canonical conditional expectation E : T[R] → D¯ and it
is determined by the values
(6) ϕβ(e
x
I ) = N(I)
−β with I an ideal in R and x ∈ R/I.
For β = 1 the state ϕβ factors through the natural quotient map T[R]→ A[R].
Proof. Suppose ϕ is a β-KMS state. Lemma 6.5 implies that ϕ factors through the
conditional expectation E : T[R]→ D¯ for 1 ≤ β ≤ 2.
The next step is to show that (6) holds. Since the linear combinations of the pro-
jections exI := u
xeIu
−x are dense in D¯ and since ϕ(uxeIu−x) = ϕ(eI), this will yield
the uniqueness assertion. The argument for β = 1 is easier and we do it first.
Assume first β = 1 and let ϕ be a 1-KMS state. If I is any (non-zero) ideal in R,
then
1 = ϕ(1) ≥ ϕ(
∑
x∈R/I
exI ) = N(I)ϕ(eI)
and if aR ⊂ I and y ∈ R/I, then
ϕ(eyI ) = ϕ(eI) ≥
∑
x∈I/aR
ϕ(exa) = (N(a)N(I)
−1)N(a)−1 = N(I)−1
For the identity on the right hand side note that ϕ(exa) = N(a)
−1 and that |I/aR| =
N(a)N(I)−1. We conclude that ϕ(eyI ) = N(I)
−1, so (6) holds for β = 1.
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It is obvious that such a state ϕ satisfies ϕ(fP ) = 1 and hence vanishes on the
projections of the form εP that generate the kernel of the quotient map q : T[R]→
A[R] as an ideal, so ϕ factors through this quotient. It is now easy to prove existence
of a 1-KMS state. From Section 4 of [5], and the fact that q intertwines the canonical
conditional expectations on T[R] and on A[R], we know that the image of D¯ in A[R]
under q is naturally isomorphic to C(Rˆ) (Rˆ being the profinite completion of R).
If we let λ1 be the state of C(Rˆ) given by normalized Haar measure on Rˆ, an easy
computation shows that ϕ1 := λ1 ◦ E ◦ q satisfies the 1-KMS condition from (2).
This finishes the proof in the case β = 1.
Assume now 1 < β ≤ 2 and let ϕ be a β-KMS state. Using Lemma 4.7, for the
particular element eI of D¯n, with I ∈ In, and working in the GNS representation
πϕ of ϕ we obtain the formula
(7) πϕ(eI) =
∑
J∈In, J⊂I, x∈I/J
πϕ(δ
x
J,n),
with strong operator convergence by Lemma 6.2. We know from Lemma 6.4 that
for J, L ∈ In in the same ideal class we have
ϕ(δxL,n) = N(L)
−βN(J)βϕ(δyJ,n)
Thus, for an ideal class γ in the ideal class group Γ for R, the expression
α(n)γ = N(L)
βϕ(δ0L,n)
does not depend on the choice of an ideal L ∈ γ ∩ In. Using the vector state
extension ϕ˜ of ϕ to handle the infinite sum we obtain
(8) 1 = ϕ(1) =
∑
I∈In, x∈R/I
ϕ(δxI,n) =
∑
I∈In
N(I)ϕ(δ0I,n) =
∑
γ∈Γ
α(n)γ ζ
(n)
γ (β − 1)
On the other hand, using (7) and computing with ϕ˜ again, we see that
ϕ(eI) =
∑
J⊂I, x∈I/J
ϕ(δxJ,n) =
∑
J⊂I
α
(n)
[J ]N(I)
−1N(J)1−β =
∑
L
α
(n)
[LI]N(I)
−1N(LI)1−β
=
∑
L
α
(n)
[LI]N(I)
−βN(L)1−β = N(I)−β
∑
L
α
(n)
[LI]N(L)
1−β
= N(I)−β
∑
γ∈Γ
α
(n)
[I]γζ
(n)
γ (β − 1).
Dividing by the right hand side of equation (8) above and using Theorem 6.6, we
see that this last expression converges to N(I)−β as n→∞, proving that (6) holds
when 1 < β ≤ 2.
Let us now prove existence in this case. Since Dn is essential in D¯n there is a
natural embedding D¯n →֒ ℓ∞(SpecDn) and we know that SpecDn =
⊔
I∈In R/I.
The minimal projections in Dn are the δxI,n, I ∈ In, x ∈ R/I. Thus any d in D¯n is
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represented by an ℓ∞-function (I, x) 7→ λxI (d) uniquely defined by dδxI,n = λxI (d)δxI,n
on SpecDn. Notice that for d ∈ Dn one actually has d =
∑
λxI (d)δ
x
I,n.
We define a state ϕn on D¯n by
ϕn(d) =
∑
I∈In, x∈R/I λ
x
I (d)N(I)
−β∑
I∈In N(I)
1−β .
One obviously has ϕn(u
xdu−x) = ϕn(d). Since λxI (sads
∗
a) = λ
y
J(d) if I = aJ and x =
ay, and λxI (sads
∗
a) = 0 otherwise, Lemma 4.11 implies that ϕn(sads
∗
a) = N(a)
−βϕn(d)
for a in R× with aR ∈ In. Since we also have ϕn+1|D¯n = ϕn, the sequence determines
a state ϕ∞ on D¯ =
⋃
n D¯n. We define a state ϕβ on T[R] by ϕβ = ϕ∞ ◦ E where
E : T[R] → D¯ is the canonical conditional expectation. Then for an element z =
s∗adu
xsb one has
ϕβ(scz) = N(c)
−βϕβ(zsc) ϕβ(uyz) = ϕβ(zuy) ϕβ(d′z) = ϕβ(zd′)
for c ∈ R×, y ∈ R, d′ ∈ D¯. This suffices to show that ϕβ is β-KMS. 
Remark 6.8. Note that the above construction of the state ϕ∞ of D¯ and thus of
ϕβ carries through for all β > 1. Note also that the state ϕ∞ of D¯ is the infinite
tensor product state ϕ∞ =
⊗
P ϕP over all prime ideals P in R of the states ϕP
defined on D¯P by
ϕP (d) =
∑
n≥0, x∈R/Pn λ
x
n(d)N(P )
−nβ∑
n≥0N(P )
n(1−β)
for d =
∑
λxnδ
x
Pn . For β = 1 one takes ϕP to be induced from normalized Haar
measure on the P -adic completion RP .
7. KMS-states for β > 2
The basis for the study of KMS-states in this range is the natural representation µ
of T[R] on the Hilbert space
HR =
⊕
I ideal in R
ℓ2(R/I)
which has been used already in section 4.
Let EI denote the projection onto the subspace ℓ2(R/I) of H and define the operator
∆ on H by ∆ =
∑
I N(I)
−1EI . Then ∆ commutes with µ(ux) for every x ∈ R and
∆µ(sa) = N(a)
−1µ(sa)∆, hence the dynamics σ is implemented spatially by the
unitary group t 7→ ∆it. Since tr(∆β) = ζ(β − 1), the operator ∆β is of trace class
for β > 2 and
ϕ(z) = Tr (µ(z)∆β)/ζ(β − 1)
defines a β-KMS state ϕ for each β > 2. Denote by Γ the ideal class group of our
number field K. The Hilbert space H splits canonically into a sum of invariant
subspaces H =
⊕
γ∈ΓHγ , where Hγ =
⊕
I∈γ ℓ
2(R/I). Denoting by µγ and ∆γ the
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restrictions of µ and ∆ to Hγ we obtain a decomposition of ϕ as a convex linear
combination:
ϕ =
∑
γ∈Γ
ζγ(β−1)
ζ(β−1) ϕγ
in which the β-KMS state ϕγ associated to the class γ is defined by
ϕγ(z) = Tr (µ(z)γ∆
β
γ )/Tr (∆
β
γ ),
where Tr (∆βγ) is the corresponding partial zeta function ζγ(β−1). We will see below
that this family of β-KMS states on T[R] parametrized by Γ consists of different
states.
To obtain the most general KMS-state, we have to consider a more general family
of representations of T[R]. We fix temporarily a class γ in the class group Γ and we
choose a reference ideal J = Jγ in this class.
Let τ be a tracial state on the C*-algebra C∗(J⋊R∗), where the semidirect product
is taken with respect to the multiplicative action of the group of invertible elements
(units) R∗ on the additive group J . Note that these traces form a Choquet simplex
[21]. By [18, Corollary 5] the extreme points can be parametrized by pairs in which
the first component is an ergodic R∗-invariant probability measure µ on the compact
dual group Jˆ on which the isotropy is a constant group µ-a.e., and the second
component is a character of that isotropy group.
Denote by (HJ , πJ , ξJ) the GNS-construction for τ , with HJ = L
2(C∗(J ⋊ R∗), τ).
If I is another integral ideal in the class γ, then there is a ∈ K× such that I = aJ .
Multiplication by a induces an isomorphism J → I which commutes with the action
of R∗, hence (j, g) 7→ (aj, g) induces an isomorphism of groups J ⋊R∗ ∼= I⋊R∗ and
of C*-algebras C∗(J ⋊R∗) ∼= C∗(I⋊R∗). The trace τa on C∗(I⋊R∗) obtained from
τ via this isomorphism is given by τa(δ(x,g)) = τ(δ(a−1x,g)) where δ(x,g) runs through
the canonical generators of C∗(I ⋊ R∗). If aJ = bJ , then ab−1 = g ∈ R∗ and for
every δ(j,g′) in C
∗(I ⋊R∗) we have
τb(δ(j,g′)) = τ(δ(b−1j,g′)) = τa(δ(ab−1j,g′)) = τa(δ(0,g)δ(j,g′)δ
∗
(0,g)) = τa(δ(j,g′)),
so τa does not depend on the choice of such an a, and we denote it simply as τI . From
the isomorphism J ⋊R∗ ∼= I⋊R∗ we obtain an isomorphism HJ → HI intertwining
the representations πJ and πI , in which the cyclic vector ξJ ∈ HJ is mapped to the
corresponding cyclic vector ξI ∈ HI .
The representation πI of C
∗(I ⋊ R∗) can be induced to a natural representation
(which we also denote πI) of C
∗(R⋊ R∗) on
ℓ2(R/I,HI) ∼= {f : R→ HI
∣∣f(x+ y) = πI(ux)(f(y)), x ∈ I}.
Lemma 7.1. The direct sum representation πτ :=
⊕
I∈γ πI of C
∗(R ⋊ R∗) on the
Hilbert space
Hτ =
⊕
I∈γ
ℓ2(R/I,HI)
extends to a representation of T[R] on the same Hilbert space.
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Proof. To simplify the notation let Ux := πτ (u
x) for x ∈ R and Sg := πτ (sg) for
g ∈ R∗. We may view the cyclic vector ξI ∈ HI as a vector in ℓ2(R/I,HI) (supported
on the trivial class) which is cyclic for the action of C∗(R⋊ R∗) on ℓ2(R/I,HI).
Next we define Sa for a ∈ R×. By [14, Lemma 1.11] there exists a multiplicative
cross section of the quotient R× → R×/R∗ and thus we have a homomorphism
a 7→ a˜ of R× into itself such that for each a ∈ R× there exists a unique g ∈ R∗ with
a = a˜g.
First we define Sa for a in the range of the cross section by
Sa˜(u
xswξI) := u
a˜xswξa˜I
for x ∈ R and w ∈ R∗. Since
(
Sa˜
∑
i
ciU
xiSwiξI
∣∣Sa˜∑
j
cjU
xjSwjξI
)
=
(∑
i
U a˜xiSwiξa˜I
∣∣ ∑
j
U a˜xjSwjξa˜I
)
=
∑
i,j
(
S∗wjU
−a˜xjU a˜xiSwiξa˜I
∣∣ ξa˜I)
=
∑
{i,j:xi−xj∈I}
τa˜I(u
a˜(xi−xj)swis
∗
wj
)
=
∑
{i,j:xi−xj∈I}
τI(u
(xi−xj)swis
∗
wj
)
=
(∑
i
ciU
xiSwiξI
∣∣ ∑
j
cjU
xjSwjξI
)
because τI and τa˜I are traces satisfying τa˜I(u
xsw) = τI(u
a˜−1xsw), the map Sa˜ is
isometric on a dense set and thus extends uniquely by linearity and continuity to an
isometry Sa˜ of ℓ
2(R/I,HI) into ℓ
2(R/a˜I,Ha˜I). For general a ∈ R× we simply write
a = a˜g and we let Sa := Sa˜Sg.
For an ideal L ⊂ R, we view ℓ2(L/I, HI) as the obvious subspace of ℓ2(R/I,HI)
and we define EL to be the orthogonal projection onto
⊕
I∈γ,I⊂L ℓ
2(L/I, HI).
It is easy to verify that S is a representation of the semigroup R× by isometries and
that E is a family of projections representing the lattice of ideals of R, such that U ,
S, and E satisfy the relations defining T[R]. Hence there is a representation µτ of
T[R] such that µτ (u
x) = Ux, µτ (sa) = Sa and µτ (eI) = EI . 
We can use the representation µτ to define a β-KMS state as follows. Let EI denote
the orthogonal projection onto the subspace ℓ2(R/I,HI) and define a positive oper-
ator ∆ on Hτ by ∆ =
∑
N(I)−1EI . Since ∆ commutes with Ux and with EI , and
since ∆Sa = N(a)Sa∆, the unitary group t 7→ ∆it implements the dynamics, just
as in our initial example, but when HJγ is not finite dimensional, the operator ∆
β
is not of trace class. Nevertheless, we have
∑
I∈γ, x∈R/I(∆
βUxξI |UxξI) = ζγ(β − 1),
and setting
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(9) ϕγ,τ (z) =
∑
I∈γ, x∈R/I(µτ (z)∆
βUxξI |UxξI)∑
I∈γ, x∈R/I(∆
βUxξI |UxξI)
yields a β-KMS state for each β > 2, by (2).
As before, let P1, P2, . . . be an enumeration of the prime ideals in R. When ρ
is a given representation of T[R], for each ideal I in R, let ε˜I denote the strong
operator limit of the decreasing sequence of projections ρ(εIP1P2···Pn). The ε˜I form
a family of pairwise orthogonal projections. Similarly, let δ˜I be the strong limit of
the decreasing family of projections ρ(δ0I,n), as in the proof of Lemma 6.3, and let
δ˜xI := ρ(u
x)δ˜Iρ(u
−x). If I and L are ideals in R, then
(10) δ˜xI ρ(eL) =
{
δ˜xI if I ⊂ L and x ∈ L/I
0 otherwise,
To see why, observe that as soon as n is large enough that {P1, P2, · · · , Pn} contains
all the prime factors of I and L, δ0I,neL = δ
0
I,n if I ⊂ L and x ∈ L/I, and is 0
otherwise, from the description of D¯n in Lemma 4.7.
Lemma 7.2. Let µτ be the representation constructed in Lemma 7.1 from a trace τ
on C∗(Jγ ⋊R∗), and let Ux := µτ (ux) and Sa := µτ (sa). Suppose I is an ideal in R
and x ∈ R;
(i) if I ∈ γ, then Uxδ˜IU−x = UxEIEIU−x, the projection onto UxHI ;
(ii) if I 6∈ γ, then Uxδ˜IU−x = 0; and
(iii) the trace τ is retrieved from ϕγ,τ by conditioning to δ˜Jγ :
τ(uxsg) = N(Jγ)
βζγ(β − 1)ϕγ,τ(δ˜JγUxSg δ˜Jγ) x ∈ Jγ, g ∈ R∗.
Proof. For part (i), notice that when I ∈ γ, then EI = ε˜I := limn→∞ µτ (εIP1P2···Pn),
then multiply by EI and translate with x ∈ R/I.
For part (ii), recall that if I and I ′ are different ideals, then the projections δ˜xI and
δ˜x
′
I′ are mutually orthogonal. Since the Hilbert space Hτ =
⊕
I∈γ ℓ
2(R/I,HI) is
generated by the ranges of the projections δ˜xI with I ∈ γ and x ∈ R/I, it follows
that δ˜x
′
I′ = 0 whenever I
′ 6∈ γ.
Finally, notice that HJγ viewed as a subspace of Hτ is invariant for the action of
C∗(Jγ ⋊ R∗) and, by construction, the restriction of µτ to C∗(Jγ ⋊ R∗) and to this
subspace is the GNS representation of τ , with cyclic vector ξJγ . Since δ˜Jγ = EJγEJγ
is the projection onto HJγ , the sum in equation (9) has only one term, giving the
identity in part (iii). 
It turns out that to parametrize the β-KMS states in the region β > 2 all we need
to do is combine states constructed from different ideal classes.
Theorem 7.3. Suppose β > 2 and choose a fixed reference ideal Jγ ∈ γ for each
γ in the class group Γ of K. For each tracial state τ of
⊕
γ C
∗(Jγ ⋊ R∗) write
τ = cγτγ as a convex linear combination of traces on the components and define
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ϕτ :=
∑
γ cγϕγ,τγ using equation (9). Then the map τ 7→ ϕτ is a continuous affine
isomorphism of the Choquet simplex of tracial states of
⊕
γ C
∗(Jγ ⋊ R∗) onto the
simplex of β-KMS states for T[R].
Going in the opposite direction, the γ-component of the trace τ corresponding to a
given β-KMS state ϕ is obtained by conditioning (the vector state extension of) ϕ
to δ˜Jγ ,
cγτϕ,γ(u
xsg) := N(Jγ)
βζγ(β − 1)ϕ˜(δ˜JγUxSgδ˜Jγ),
where cγ := N(Jγ)
βζγ(β − 1)ϕ˜(δ˜Jγ ).
Proof. Since ϕγ,τγ is a β-KMS state for each γ, so is ϕτ =
∑
γ cγϕγ,τγ . To see that τ
is obtained from ϕτ by conditioning to δ˜Jγ , assume cγ 6= 0 (otherwise skip γ). Then
Lemma 7.2(iii) implies that
cγτγ(u
xsg) = N(Jγ)
βζγ(β − 1)ϕγ,τγ (δ˜JγUxSgδ˜Jγ )
which is equal to N(Jγ)
βζγ(β − 1)ϕτ (δ˜JγUxSg δ˜Jγ) by Lemma 7.2(ii). This proves
that the map τ 7→ ϕτ is injective. Next we show it is surjective.
Suppose ϕ is a β-KMS state and let T[R] be represented on Hϕ in the GNS-
construction for ϕ. As usual, we denote by ϕ˜ the vector state extension of ϕ to
L(Hϕ), and we also write πϕ(ux) = Ux, πϕ(sa) = Sa for simplicity of notation.
We show next that
⊕
I ε˜I(Hϕ) = Hϕ. Using Lemma 6.2 we obtain, as soon as I is
in the semigroup In generated by P1, P2, · · · , Pn,
ϕ(1) =
∑
I∈In
ϕ(εIP1P2···Pn) =
∑
γ∈Γ
∑
I∈In∩γ
ϕ(εIP1P2···Pn)
where, according to Lemma 6.4
ϕ(εIP1P2···Pn) = N(Jγ)
β−1N(I)1−βϕ(εJγP1P2···Pn)
for I ∈ In ∩ γ. In the limit n→∞ this gives
ϕ(1) =
∑
γ∈Γ
N(Jγ)
β−1ζγ(β − 1)ϕ˜(ε˜Jγ) =
∑
γ∈Γ
N(Jγ)
βζγ(β − 1)ϕ˜(δ˜Jγ )
where ζγ is the partial ζ-function ζγ(t) =
∑
I∈γ N(I)
−t, which converges for t > 1.
Let F denote the orthogonal complement of
⊕
I ε˜I(Hϕ) and ψ the restriction of ϕ˜
to πϕ(T[R])|F . Since ψ is again a β-KMS functional (see [3], 5.3.4 and 5.3.29) and
since the F ε˜JγF = 0, the above identity applied to ψ shows that ψ(F ) = 0 and thus
F = 0, proving
⊕
I ε˜I(Hϕ) = Hϕ.
Since
∑
γ∈Γ
∑
I∈γ
∑
x∈R/I δ˜
x
I =
∑
γ∈Γ
∑
I∈γ ε˜I = 1 in the GNS representation of ϕ
and since δ˜xI is in the centralizer of ϕ˜, we have
(11) ϕ˜( · ) = ϕ˜( ·
∑
γ,I,x
δ˜xI ) =
∑
γ∈Γ
∑
I∈γ
∑
x∈R/I
ϕ˜(δ˜xI · δ˜xI ).
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The projection δ˜I commutes with U
xSg for x ∈ I and g ∈ R∗, hence the canonical
map uxsg 7→ δ˜IUxSgδ˜I determines a homomorphism of C∗(I ⋊ R∗) to the corner
δ˜IT[R]δ˜I . This homomorphism is surjective because
δ˜IS
∗
adU
ySbδ˜I = S
∗
a δ˜aI δ˜
y
bIdU
ySb
is nonzero only if aI = bI and y ∈ aI = bI, i.e. only if b = ga for some g ∈ R∗
and y′ = y/a ∈ I, in which case the whole expression reduces to δ˜IzdUy′S∗aSb =
zdδ˜IU
y′Sg, where zd is a scalar.
Next we show how to recover each ϕ˜(δ˜xI · δ˜xI ) from ϕ˜(δ˜xJγ · δ˜xJγ ). For each I ∈ γ there
exist aI and bI in R
× such that (aI/bI)Jγ = I. By Lemma 4.11
δ˜xI := U
xδ˜IU
−x = UxS∗bISaI δ˜JγS
∗
aI
SbIU
−x.
Using the KMS-condition we obtain
ϕ˜(δ˜xI · δ˜xI ) = ϕ˜(UxS∗bISaI δ˜JγS∗aISbIU−x · UxS∗bISaI δ˜JγS∗aISbIU−x)
= N(aI/bI)
−βϕ˜(δ˜JγS
∗
aI
SbIU
−x · UxS∗bISaI δ˜Jγ )
= N(I)−βN(Jγ)βϕ˜(δ˜JγS
∗
aI
SbIU
−x · UxS∗bISaI δ˜Jγ).
Notice that the choice of aI and bI does not affect the result because of Lemma
8.6 and because for g ∈ R∗ the unitary Sg commutes with δ˜Jγ and centralizes ϕ.
Hence every β-KMS state for β > 2 is determined by the collection of conditional
functionals {ϕ˜(δ˜Jγ · δ˜Jγ )
∣∣ γ ∈ Γ}.
The state ϕ gives rise to traces as follows. First let cγ := N(Jγ)
βζγ(β − 1)ϕ˜(δ˜Jγ)
and recall that
∑
γ cγ = 1 from above. When cγ 6= 0, set
cγτγ,ϕ(u
xsg) := N(Jγ)
βζγ(β − 1)ϕ˜(δ˜JγUxSgδ˜Jγ),
which defines a tracial state τγ,ϕ on C
∗(Jγ⋊R∗), by the KMS condition. This shows
that the given β-KMS state ϕ arises as ϕτ from the trace τ :=
∑
γ cγτγ,ϕ that it
determines on
⊕
γ∈Γ C
∗(Jγ ⋊ R∗), proving the surjectivity of the map τ 7→ ϕτ .
The map ϕ 7→ τ is clearly affine and continuous in the weak*-topology, and since
the spaces of traces and of β-KMS states are compact Hausdorff, the map is a
homeomorphism. 
Remark 7.4. (1) Our parameter space of traces is obviously not canonical be-
cause it depends on the arbitrary choice of representative ideals Jγ in each
class. However, the traces are determined up to canonical isomorphisms of
the underlying C*-algebras, as discussed at the beginning of the section.
(2) The β-KMS states can be evaluated explicitly on products of the form
s∗ae
z
Ju
ysb; since these have dense linear span, this characterizes ϕτ . Assume
first τ is supported on a single ideal class γ ∈ Γ. By (9) we may assume
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a−1b = g ∈ R∗, for otherwise ϕτ (s∗aezJuysb) = 0. Then
ϕγ,τ (s
∗
ae
z
Ju
ysb) =
1
ζγ(β − 1)
∑
I∈γ
∑
x∈R/I
(S∗aE
z
JU
ySb∆
βUxξI |UxξI)
=
1
ζγ(β − 1)
∑
I∈γ
∑
x∈R/I
(U−xS∗aE
z
JU
ySbU
x∆βξI | ξI)
=
1
ζγ(β − 1)
∑
I∈γ
∑
x∈R/I
N(I)−β(U−xS∗aE
z
JU
ySbU
xξI | ξI)
=
1
ζγ(β − 1)
∑
I∈γ
∑
x∈R/I
N(I)−β(S∗aU
−axEzJU
y+agxSgSaξI | ξI)
=
1
ζγ(β − 1)
∑
I∈γ
∑
x∈R/I
N(I)−β(Ez−axJ U
y+agx−axSgξaI | ξaI).
The nontrivial contributions come from terms with
z − ax ∈ J ,
y + a(g − 1)x ∈ aI and
aI ⊂ J .
Thus, recalling that ξaI is the cyclic vector for the GNS representation of τI
(the notation is from the construction leading up to Lemma 7.1), the sum
reduces to
ϕγ,τ (s
∗
ae
z
Ju
ysb) =
1
ζγ(β − 1)
∑
I∈γ, aI⊂J
∑
x∈PI
N(I)−βτaI(u
y+ax(g−1)sg)
where PI := {x ∈ R/I
∣∣ ax− z ∈ J/I, y + ax(g − 1) ∈ I}.
If we now start with a trace τ =
∑
γ∈Γ cγτγ , then the values of the corre-
sponding β-KMS state are given by
ϕ(s∗ae
z
Ju
ysb) =
∑
γ∈Γ
∑
I∈γ, aI⊂J
∑
x∈PI
cγN(I)
−β
ζγ(β − 1) τγ, aI(u
y+a(g−1)xsg).
(3) The ∞-KMS states are, by definition, the weak-* limits as β → ∞ of β-
KMS states, and they too can be computed explicitly, by taking limits in
the above formula. Notice that N(I)
−β
ζγ(β−1) → 0 as β → ∞, except when I is
norm-minimizing in its class, in which case the limit is k−1γ (with kγ the
number of norm-minimizing ideals in the class γ). Thus, ∞-KMS states are
still indexed by traces τ =
∑
γ cγτγ of
⊕
γ C
∗(Jγ ⋊ R∗), and are given by
ϕ(s∗ae
z
Ju
ysb) =
∑
γ∈Γ
∑
I∈γ, aI⊂J
∑
x∈PI
cγk
−1
γ τγ, aI(u
y+a(g−1)xsg).
where the sum is now over the subset γ of norm-minimizing ideals in γ.
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Remark 7.5. As a much simpler “toy model” for the dynamical system (T[R], (σt))
we can also consider the Toeplitz algebra T[R×] associated with the multiplicative
semigroup R× of R, i.e. the C*-algebra generated by the left regular representation
of this semigroup. It is generated by isometries sa, a ∈ R× and carries an analogous
one-parameter automorphism group (σ×t ) defined by σ
×
t (sa) = N(a)
itsa. Since R
×
is a split extension of R×/R∗ by R∗, [14, Lemma 1.11], we see that T[R×] is the
tensor product of C∗(R∗) and the Toeplitz algebra T[R×/R∗] for the semigroup
R×/R∗ of principal integral ideals. In the case where R is a principal ideal domain,
T[R×] is then simply an infinite tensor product of the ordinary Toeplitz algebras (i.e.
universal C*-algebras generated by a single isometry) generated by the isometries
associated to the primes in R, and of C∗(R∗). In this case the situation is nearly
trivial. An easy exercise shows that the KMS-states for each β > 0 are labeled by
the states of C∗(R∗).
However, in the case of a non-trivial class group, we obtain a non-trivial C*-
dynamical system, essentially, because there is an ‘interaction’ between the classes.
The methods and results of the last two sections (including Theorem 5.6) immedi-
ately lead to a determination of its KMS structure. One finds that for β = 0 there
is a family of 0-KMS states (σ-invariant traces) indexed by the σ-invariant states
on C∗(K×) (such a state has to factor through the quotient of T[R] where each
of the generators sa becomes unitary - this quotient is exactly C
∗(K×)). For each
β in the range 0 < β ≤ 1 the β-KMS states correspond exactly to the states of
C∗(R∗) (there is a unique β-KMS state on T[R×/R∗] which can be combined with
an arbitrary state on the tensor factor C∗(R∗)). For each β in the range 1 < β <∞
the simplex of KMS states splits in addition over the class group Γ. Thus the KMS
states in that range are labeled by the states of C∗(R∗ × Γˆ).
We note that it is known that the class group Γ for K is determined already by
the semigroup R×. In fact Γ coincides with the semigroup class group defined by
the ideals in this semigroup (i.e. the subsets invariant under multiplication by all
elements), cf. [7, section 2.10].
8. Ground states
Recall that a state ϕ on a C*-dynamical system (B, (σt)t∈R) is a ground state if and
only if the function
z 7→ ϕ(w σz(w′))
is bounded on the upper half plane on a set of analytic vectors w,w′ ∈ B with dense
linear span.
Proposition 8.1. Let ϕ be a state of T[R]. Then the following are equivalent:
(1) ϕ is a ground state;
(2) for all d ∈ D¯, a, b ∈ R×, x ∈ R and w ∈ T[R] we have ϕ(w s∗aduxsb) = 0,
whenever N(a) > N(b);
(3) for a, b ∈ R×, x ∈ R, we have ϕ(s∗buxsas∗au−xsb) = 0, whenever N(a) > N(b)
(note that the expression under ϕ depends on x only via its image in R/aR);
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Proof. ϕ is a ground state if and only if the function
z 7→ ϕ(w σz(w′))
is bounded on the upper half plane on a set of analytic vectors w,w′ ∈ T[R] with
dense linear span. We may choose w′ of the form s∗adu
xsb.
We have
ϕ(wσz(s
∗
adu
xsb)) = N(b/a)
izϕ(w (s∗adu
xsb)),
This function is bounded on the upper half plane if and only if it vanishes when
N(b/a) < 1. This proves that (1) and (2) are equivalent.
By the Cauchy-Schwarz inequality (2) is equivalent to the fact that
ϕ((s∗adu
xsb)
∗(s∗adu
xsb)) = 0
for all a, b, x, d. However (s∗adu
xsb)
∗(s∗adu
xsb) ≤ ‖d‖2s∗buxsas∗au−xsb. This shows that
(2) and (3) are equivalent. 
We will see that the ground states on T[R] are supported on projections correspond-
ing to what we call “norm-minimizing ideals”. We say that an ideal I in R is norm-
minimizing if for any other ideal J in the same ideal class we have N(I) ≤ N(J). The
use of norm-minimizing ideals was suggested by work in preparation by Laca-van
Frankenhuijsen.
Recall from Lemma 4.15 (a) that every ideal I in R can be written in the form
a
b
R ∩R with a, b ∈ R×.
Lemma 8.2. (i) If a product J = IL is norm-minimizing, then so are I and L.
(ii) The prime ideals that are norm-minimizing generate the ideal class group.
(iii) If I = a
b
R ∩R is norm-minimizing, then N(a) ≤ N(b).
Proof. The proof of part (i) is obvious and (ii) follows easily from (i). To prove (iii)
observe that for each I = a
b
R∩R, the integral ideal I ′ = b
a
I = R∩ b
a
R is in the same
class and N(I ′) = N(b)N(a)−1N(I). Thus, if I is norm minimizing, necessarily
N(b)N(a)−1 ≥ 1 
Lemma 8.3. Let ϕ be a ground state of T[R]. Then ϕ(exI ) = 0 for each ideal I in
R which is not norm-minimizing and for each x ∈ R/I.
Proof. If I and J are two ideals in the same ideal class, then there exist integers
a and b in R× such that bI = aJ , so eI = s∗bsaeJs
∗
asb. Assuming that J is norm-
minimizing but I is not, then N(a) > N(b) by Lemma 8.2(iii), so we may use part (2)
of Proposition 8.1 on the product (uxs∗bsaeJ) (s
∗
asbu
−x) = exI to finish the proof. 
In particular, the above proposition implies that ϕ(exP ) = 0 for each prime ideal P
which is not norm-minimizing and for each x ∈ R/P . Thus ϕ(εP ) = ϕ(1− fP ) = 1
for such ideals. To take advantage of this feature, we will order the prime ideals in R
in such a way that P1, . . . , Pk are norm-minimizing while all the other prime ideals
Pk+1, Pk+2, . . . are not. By Lemma 8.2(ii) the (finite) set Ik of norm-minimizing
ideals in the semigroup Ik generated by the P1, . . . , Pk is in fact the finite set of all
norm-minimizing ideals of R. The projection εIk :=
∑
I∈Ik εIP1···Pk corresponding to
the norm-minimizing ideals will be the key to our characterization of ground states.
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Lemma 8.4. Let ϕ be a ground state of T[R] and assume n > k so that P1, . . . , Pk
are norm-minimizing while Pk+1, Pk+2, . . . , Pn are not. If εIk :=
∑
I∈Ik εIP1···Pk , then
ϕ(εIkεPk+1Pk+2···Pn) = 1.
Proof. Recall the minimal projections δxI,n ∈ Dn, for I ∈ In, x ∈ R/I, introduced in
Section 4. Since εIP1P2...Pn =
∑
x∈R/I δ
x
I,n for each I ∈ In, we have
εIkεPk+1Pk+2···Pn =
∑
I∈Ik, x∈R/I
δxI,n,(12)
which is a projection with finite support in Spec D¯n. In view of Lemma 8.2(i), the
complement of the support is covered by the supports of the exJ with J ∈ In \ Ik
and x ∈ R/J . By Lemma 8.3 we conclude that
ϕ
(
1−
∑
I∈Ik, x∈R/I
δxI,n
)
≤
∑
J∈In\Ik, x∈R/J
ϕ(exJ) = 0,
finishing the proof. 
We will now consider T[R] in its universal representation. Thus let S be the state
space of T[R] and let πS =
⊕
f∈S πf be its universal representation on the Hilbert
space HS =
⊕
f∈S Hf . We will from now on assume that T[R] is represented via πS
and we will omit the πS from our notation.
If ϕ is a state of T[R], we denote by ϕ˜ its unique normal extension to the von
Neumann algebra T[R]′′ generated by T[R].
We write δ˜I , δ˜
x
I , ε˜I for the strong limits, as n→∞, of the monotonously decreasing
sequences of projections δI,n, δ
x
I,n and εIP1P2...Pn, respectively (recall that δI,n := δ
0
I,n).
In the representation µ used in section 4, the projection δ˜xI is represented by the
projection onto the one-dimensional subspace of ℓ2(R/I) corresponding to x ∈ R/I.
It is therefore non-zero.
We also consider the projection E defined as the strong limit of the sequence of
projections εIkεPk+1Pk+2...Pn. Equation (12) immediately gives the formula
E =
∑
I∈Ik, x∈R/I
δ˜xI .
Proposition 8.5. A state ϕ of T[R] is a ground state if and only if ϕ˜(E) = 1.
Proof. If ϕ is a ground state, then ϕ˜(E) = 1 follows immediately from Lemma 8.4
because ϕ˜ is normal.
If, conversely, ϕ˜(E) = 1, then ϕ(w) = ϕ˜(w) = ϕ˜(EwE) for each w ∈ T[R]. In order
to show that condition (3) in Proposition 8.1 is satisfied, i.e. that ϕ˜(Es∗bu
xsas
∗
au
−xsbE) =
0 whenever N(a) > N(b), it suffices to show that δyI s
∗
bu
xsas
∗
au
−xsbδ
y
I = 0 for all
I ∈ Ik and y ∈ R/I, whenever N(a) > N(b). This amounts to showing that
δybIsas
∗
aδ
y
bI = 0 whenever N(a) > N(b). However, by equation (10), this last expres-
sion can be non-zero only if bI ⊂ aR. This inclusion implies that I ⊂ a
b
R ∩ R, i.e.
that the ideal a
b
R∩R divides I. Since I is norm-minimizing, a
b
R∩R then has to be
norm-minimizing, too, and N(a) ≤ N(b) by Lemma 8.2(iii). 
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Lemma 8.6. Let I, J ∈ In and let a, b, a′, b′ ∈ R such that aI = bJ and a′I = b′J .
Then there is g ∈ R∗ such that s∗b′sa′ = sgs∗bsa. The operators s∗a′sb′ δ˜I and s∗bsaδ˜I are
partial isometries with support δ˜I and range δ˜J . If I, J, L are three ideals in In and
aI = bJ = cL, then s∗csbδ˜Js
∗
bsaδ˜I = s
∗
csaδ˜I
Proof. We have (a/b)I = J = (a′/b′)I whence a′/b′ = ga/b for some g ∈ R∗. Thus
gab′ = a′b and sgsasb′ = sa′sb. Multiplying this from the left by s∗as
∗
a′ gives the first
assertion (note that sg and s
∗
g commute with sa, sa′). The second assertion then
follows from Lemma 4.11. Finally, s∗csbs
∗
bsaδ˜I = s
∗
csaδ˜I from equation (10) and the
fact that aI ⊂ bR. 
Proposition 8.7. The corner M = ET[R]E is a C*-algebra isomorphic to⊕
γ∈Γ
MkγN(Jγ)(C
∗(Jγ)⋊ R∗)
Here Γ denotes the class group, kγ = |Ik ∩ γ| and Jγ is any fixed ideal in Ik ∩ γ
(they are all isomorphic).
Proof. We use the partition of E as a sum of the projections δ˜xI , I ∈ Ik, x ∈ R/I.
If I1, I2 ∈ Ik are two ideals which are not in the same ideal class and w is an element
of T[R] of the form w = s∗beLu
ysa with a, b ∈ R×, y ∈ R then
δ˜x1I1 wδ˜
x2
I2
= s∗b δ˜
bx1
bI1
eLu
yδ˜ax2aI2 sa = 0
because δ˜t1L1 δ˜
t2
L2
= 0 for two different ideals L1, L2 independently of the choice of
t1, t2. Thus δ˜
x1
I1
T[R] δ˜x2I2 = 0. If we write
Eγ =
∑
I∈Ik∩γ, x∈R/I
δ˜xI
then E =
∑
γ Eγ and Eγ1T[R]Eγ2 = 0 whenever γ1 6= γ2.
If I, J ∈ Ik are two ideals in the same ideal class γ, we can choose, according to
Lemma 8.6, a partial isometry cJI of the form cJI = s
∗
asbδ˜I with support δ˜I and
range δ˜J . This element is well determined up to multiplication by a unitary sg,
g ∈ R∗. By fixing a reference ideal Jγ in the class γ and choosing first the cIJγ and
then putting cLI = cLJγc
∗
IJγ , we may assume that the cJI have the property that
cJI = c
∗
IJ and cLJcJI = cLI for I, J, L ∈ Ik ∩ γ (i.e. they are matrix units). They
generate a matrix algebra isomorphic to Mkγ (C). Setting
cxyIJ = u
xcIJu
−y
we obtain a system of matrix units for the larger index set {(I, x) ∣∣ I ∈ Ik ∩ γ , x ∈
R/I}. This system generates a matrix algebra isomorphic toMkγN(Jγ)(C) (note that
N(I) = N(Jγ) for all I ∈ Ik ∩ γ).
Consider again an element w of T[R] of the form w = s∗beLu
ysa with a, b ∈ R×,
y ∈ R. Then δ˜Jγwδ˜Jγ is non-zero only if bJγ = aJγ, y ∈ aJγ and L ⊃ aJγ . In that
case we get
32 J. CUNTZ, C. DENINGER, AND M. LACA
δ˜Jγwδ˜Jγ = u
y/bs∗bsaδ˜Jγ = u
y/bsgδ˜Jγ
for a suitable g ∈ R∗. This shows that δ˜JγT[R] δ˜Jγ is isomorphic to the subalgebra
C of T[R] generated by the sg, g ∈ R∗ and the ux, x ∈ Jγ. On the other hand
the representation of T[R] constructed in section 7 shows that the surjective map
C∗(Jγ)⋊R∗ → C from the crossed product is an isomorphism. Therefore δ˜JγT[R] δ˜Jγ
is isomorphic to the crossed product C∗(Jγ)⋊R∗.
Finally, the map that sends a matrix (wx1x2I1I2 ) in MkγN(Jγ)(C) to∑
cx10I1Jγw
x1x2
I1I2
c0x2JγI2
defines an isomorphism MkγN(Jγ)(C)→ EγT[R]Eγ. 
Theorem 8.8. The ground states of T[R] are exactly the states of the form ϕ(w) =
ψ(EwE) where ψ is an arbitrary state of ET[R]E ∼=⊕γ MkγN(Jγ)(C∗(Jγ ⋊ R∗)).
Proof. This is immediate from propositions 8.5 and 8.7. 
Appendix A. Asymptotics for partial ζ-functions
As above let R be the ring of algebraic integers in a number field K. Also let
P1, P2, . . . be an enumeration of the prime ideals in R such that N(Pi) ≤ N(Pi+1)
for all i ≥ 1 and let In be the semigroup generated by P1, P2, . . . , Pn. For each γ in
the class group Γ of K and each 0 < σ ≤ 1 set
ζ (n)γ (σ) =
∑
I∈In∩γ
N(I)−σ
Recall the statement of Theorem 6.6: Let 0 < σ ≤ 1. Then for any two ideal
classes γ1, γ2 we have
lim
n→∞
ζ
(n)
γ1 (σ)
ζ
(n)
γ2 (σ)
= 1.
Proof of Theorem 6.6. Let ψγ : Γ→ {0, 1} denote the characteristic function of the
one-point set {γ}. For every character χ of the abelian group Γ let aγ(χ) = |Γ|−1χ(γ)
so that
ψγ =
∑
χ∈Γˆ
aγ(χ)χ
In the following we also consider χ and ψγ as functions on the set of non-zero integral
ideals. We have
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ζ (n)γ (σ) =
∑
I∈In
ψγ(I)N(I)
−σ =
∑
χ∈Γˆ
(
aγ(χ)
∑
I∈In
χ(I)N(I)−σ
)
(13)
=
∑
χ∈Γˆ
(
aγ(χ)
n∏
i=1
(
1− χ(Pi)N(Pi)−σ
)−1)
In order to study the asymptotics of
∏n
i=1 (1− χ(Pi)N(Pi)−σ)−1 for n → ∞ we
consider
fn(χ, σ) = log
n∏
i=1
(
1− χ(Pi)N(Pi)−σ
)−1
(14)
:=
∞∑
ν=1
1
ν
n∑
i=1
χ(P νi )N(Pi)
−νσ
Up to finitely many terms the first sum is bounded by a constant which is indepen-
dent of n:∣∣∣ ∑
ν>1/σ
1
ν
n∑
i=1
χ(P νi )N(Pi)
−νσ
∣∣∣ ≤ ∑
ν>1/σ
1
ν
∞∑
i=1
N(Pi)
−νσ
=
∞∑
i=1
N(Pi)
−σ[1/σ]
∞∑
ν=1
N(Pi)
−νσ
ν + [1/σ]
≤
∞∑
i=1
N(Pi)
−σ[1/σ] N(Pi)
−σ
1−N(Pi)−σ
≤ 1
1− 2−σ
∞∑
i=1
N(Pi)
−σ(1+[1/σ])
<
1
1− 2−σ ζK(σ(1 + [1/σ]) <∞ .
Therefore
fn(χ, σ) =
∑
1≤ν≤1/σ
1
ν
n∑
i=1
χ(P νi )N(Pi)
−νσ + O(1)(15)
where the O-constant depends on σ but not on n or χ.
Let us now fix some 1 ≤ ν ≤ 1/σ. The values of χ are h-th roots of unity where
h = |Γ| is the class number. We get
n∑
i=1
χ(P νi )N(Pi)
−νσ =
∑
ζh=1
ζν
∑
γ∈χ−1(ζ)
ω(νσ)γ (n) .(16)
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Here for κ ∈ R, γ ∈ Γ and n ≥ 1 we have set:
ω(κ)γ (n) =
n∑
i=1
Pi∈γ
N(Pi)
−κ .
Lemma A.1. Fix some 0 ≤ κ ≤ 1 and write ωγ(n) = ω(κ)γ (n). Set
ω(n) =
1
h
n∑
i=1
N(Pi)
−κ .
Then ω(n)→∞ as n→∞ and for arbitrary γ ∈ Γ we have limn→∞ ωγ(n)ω(n) = 1.
The proof of the lemma is given below. For 1 ≤ ν ≤ 1/σ we have 0 < κ = νσ ≤ 1.
Using (16) and the lemma, we get for n→∞:
1
ω(n)
n∑
i=1
χ(P νi )N(Pi)
−νσ →
∑
ζh=1
ζν |χ−1(ζ)| .
We have the identities∑
ζh=1
ζν|χ−1(ζ)| = |Ker (χ)|
∑
ζ∈Imχ
ζν =
{
h if |Imχ| | ν
0 if |Imχ| ∤ ν
Therefore, using (15) we get
lim
n→∞
1
ω(n)
fn(χ, σ) = α(χ) := h
∑
1≤ν≤1/σ, |Imχ|
∣∣ν
1
ν
≥ 0(17)
Note that if χ is not the trivial character 1, then α(χ) < α(1).
Let
Ln(χ, σ) :=
n∏
i=1
(
1− χ(Pi)N(Pi)−σ
)−1
= exp fn(χ, σ)(18)
From (13) we get
ζ (n)γ (σ) =
∑
χ
aγ(χ)Ln(χ, σ)
Because of (17) and (18) one knows that for n→∞
0 < Ln(1, σ) =
n∏
i=1
(
1−N(Pi)−σ
)−1 −→ ∞
Also ∣∣∣Ln(χ, σ)
Ln(1, σ)
∣∣∣ = expRe (fn(χ, σ)− fn(1, σ))
Now assume that χ 6= 1. Since ω(n)→∞ and
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lim
n→∞
1
ω(n)
(fn(χ, σ)− fn(1, σ)) = α(χ)− α(1) < 0
by (17), we find that
lim
n→∞
Re (fn(χ, σ)− fn(1, σ)) = −∞
and thus
lim
n→∞
Ln(χ, σ)
Ln(1, σ)
= 0 for χ 6= 1
This gives:
lim
n→∞
ζ
(n)
γ (σ)
Ln(1, σ)
= aγ(1) =
1
h
and hence
lim
n→∞
ζ
(n)
γ (σ)
ζ
(n)
η (σ)
= 1
for any two ideal classes γ and η.
It remains to prove lemma A.1. For this we need a version of the prime number
theorem for prime ideals in a given ideal class with a simple remainder term. For
x ≥ 0 let πK(γ, x) denote the number of prime ideals P in γ with N(P ) ≤ x. Using
the relation
li (x) =
x
log x
+O
( x
(log x)2
)
for x→∞
the corollary after lemma 7.6 in chap. 7, § 2 of [17] implies the following asymptotics:
(19) πK(γ, x) =
1
h
x
log x
+O
( x
(log x)2
)
For x ≥ 0 and κ ≤ 1 let us write:
Ωγ(x) = Ω
(κ)
γ (x) =
∑
N(P )≤x
P∈γ
N(P )−κ
and
Ω(x) = Ω(κ)(x) =
1
h
∑
N(P )≤x
N(P )−κ .
We now use the following version of summation by parts: Consider a function f
on the integers ν ≥ 1 and a C1-function g on [1,∞). For x ≥ 1 we set Mf(x) =∑
ν≤x f(ν). Then we have∑
ν≤x
f(ν)g(ν) = Mf (x)g(x)−
∫ x
1
Mf (t)g
′(t) dt .
36 J. CUNTZ, C. DENINGER, AND M. LACA
Setting f(ν) =
∣∣{P |P ∈ γ and N(P ) = ν}∣∣ and g(x) = x−κ we have
Ωγ(x) =
∑
ν≤x
f(ν)g(ν) and Mf (x) = πK(γ, x) .
Hence using (19) we get for x→∞:
Ωγ(x) = πK(γ, x)x
−κ + κ
∫ x
2
πK(γ, t)t
−κdt
t
=
1
h
x1−κ
log x
+
κ
h
∫ x
2
t−κ
log t
dt+O
( x1−κ
(log x)2
)
+O
(∫ x
2
t−κ
(log t)2
dt
)
.
For κ < 1 we have:∫ x
e
t−κ
(log t)2
dt =
∫ √x
e
t−κ
(log t)2
dt+
∫ x
√
x
t−κ
(log t)2
dt
≤
∫ √x
e
t−κ dt+
1
(log
√
x)2
∫ x
√
x
t−κ dt
= O
( x1−κ
(log x)2
)
.
Hence we get for κ < 1:
(20) Ωγ(x) =
1
h
x1−κ
log x
+
κ
h
∫ x
2
t−κ
log t
dt+O
( x1−κ
(log x)2
)
.
For the case κ = 1 note that∫ x
2
t−1
(log t)2
dt =
1
log 2
− 1
log x
= O(1)
and ∫ x
2
t−1
log t
dt = log log x+O(1) .
Thus for κ = 1 we get
(21) Ωγ(x) =
1
h
log log x+O(1) .
Relations (20) and (21) also hold for Ω(x) instead of Ωγ(x) since the right hand
sides do not depend on γ and Ω(x) = h−1
∑
γ∈ΓΩγ(x). It follows that for κ ≤ 1 we
have Ωγ(x) ∼ Ω(x). It remains to show that for n → ∞ we have ωγ(n) ∼ ω(n) as
well. For a given prime number p there are at most (K : Q) different prime ideals P
in R with P | p. It follows that for every ν ≥ 1 the equation N(P ) = ν has at most
(K : Q) solutions in primes P of R. Since N(Pi) ≤ N(Pi+1) for all i we therefore
get:
ωγ(n) = Ωγ(N(Pn)) +O(N(Pn)
−κ)
= Ωγ(N(Pn)) +O(1) since κ ≥ 0
and analogously
ω(n) = Ω(N(Pn)) +O(1) .
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This implies the result. 
Appendix B. List of notations
For ux, sa, eI see Definition 2.1. The projections fI , εI are introduced before Lemma
2.4. The commutative subalgebra D¯ is introduced at the beginning of section 4.
In,Dn, D¯n are introduced after Lemma 4.5. The representation µ of T[R] is defined
before Lemma 4.6. The minimal projections δxI,n in Dn are introduced in Lemma
4.7. exI is defined after 4.8. For YR see Remark 4.10. The notation T is introduced
after Corollary 4.14. The automorphism σt is defined at the beginning of section 6.
R∗ denotes the group of units (invertible elements) in R.
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