Abstract. Non-parametric data representation can be done by means of a potential function. This paper introduces a methodology for finding modes of the potential function. Two different methods are considered for the potential function representation: by using summations of Gaussian kernels, and by employing quantum clustering. In the second case each data sample is associated with a quantum physics particle that has a radial energy field around its location. Both methods use a scaling parameter (bandwidth) to model the strength of the influence around each data sample. We estimate the scaling parameter as the mean of the Gamma distribution that models the variances of K-nearest data samples to any given data. The local Hessian is used afterwards to find the modes of the resulting potential function. Each mode is associated with a cluster. We apply the proposed algorithm for blind signal separation and for the topographic segmentation of radar images of terrain.
Introduction
There are two main data modelling approaches in pattern recognition: parametric and non-parametric. The second approach aims to achieve a good estimate of the density function without any underlying model assumption [1] . A nonparametric technique is unsupervised and can model any probability density function [2] . The nonparametric methods can be classified into histogram-based and kernel-based approaches [2, 3, 4, 5, 6] . While histogram based approaches require a large data set, kernel methods usually result in smooth, continuous and differentiable density estimates [1, 6] .
Most nonparametric approaches associate a function to each data sample [2] . Such a function is usually assumed to be Gaussian. The cumulating effect of the influence of several such functions, each associated with a data sample, creates a potential function [2] . The way how the activation function is defined can be assimilated with the electro-magnetic field that develops around a particle.
Recently, a new approach was considered, where the potential of a data set is modelled by the Shrödinger partial differential equation [7] . In quantum mechanics, orbits of particles and their corresponding energy can be found by solving this equation. Horn and Gottlieb, considered the reverse problem [8] . The eigenfunction (ground state) is considered as a sum of Gaussians, each centred at a data sample, and depending on a scale parameter. The corresponding Shrödinger potential is calculated for the given eigenfunction [8] . The minima of the resulting potential corresponds to data clusters.
The number of modes in any nonparametric representation, modelling either minima or maxima of a potential function, depends on the scaling parameter, also known as the bandwidth [5, 6, 8] . In this paper we propose a statistical approach for estimating the scale parameter of a potential function. The average Euclidean distance to a set of neighbours is evaluated for each data sample. The resulting histogram of such local variances is modelled as a Gamma distribution and the scale parameter is estimated as the mean of this Gamma distribution [9] . Horn and Gottlieb have chosen the minima in the potential landscape provided by the Shrödinger equation by using gradient descent after appropriate thresholding [8] . However, there is no rule about selecting the threshold while gradient descent is prone to getting stuck in local minima and failing to find all the modes. In this study we employ the Hessian of the potential function for finding the modes. The data set is split into regions according to the sign of the local Hessian eigenvalues. The proposed approach is applied in blind detection of modulated signals [10] and for segmenting vector fields. In the second case, the vector fields represent surface orientations in a Synthetic Aperture Radar (SAR) image of terrain [11] .
Data modelling using nonparametric clustering is described in Section 2. The estimation of the scale parameter is presented in Section 3, while the identification of cluster modes is explained in Section 4. Experimental results are provided in Section 5 and the conclusions of this study are drawn in Section 6.
Nonparametric Methods
A major problem in data modeling is that of defining clusters [1] . The advantage in nonparametric clustering is that we can use a very simple model to represent any data set. By assigning a kernel function to each data sample, usually considered Gaussian, we can model the potential function as [2] :
where there are N data samples X i , K(·) is the kernel function, and σ corresponds to the scale parameter (bandwidth). Maxima of ψ(X) from (1) have been considered as cluster centers in a nonparametric approach in [3] . More recently, Horn and Gottlieb introduced a new nonparametric algorithm called quantum clustering [8] . Their method was derived based on the analogy between the quantum potential and data representation. Each data sample is associated with a particle that is part of a quantum mechanical system. The state of a quantum mechanical system is completely specified by a function that depends on the coordinates X of that particle at time t and can be described using ψ(X, t), similar to the potential function used for (1) . According to the first postulate of quantum mechanics, the probability that a particle lies in a volume element dX, located at X, at time t, is given by |ψ(X, t)| 2 dX, [7] .
According to the fifth postulate of quantum mechanics, a quantum system evolves according to the Schrödinger differential equation [7] . The timeindependent Schrödinger equation is given by:
where H is the Hamiltonian operator, E is the energy, ψ(X) corresponds to the state of the given quantum system, V (X) is the Shrödinger potential and ∇ 2 is the Laplacian. In Quantum mechanics the potential V (X) is given and the equation is solved to find solutions ψ(X) [7] . The solutions of this equation describe orbits of electrons and other particles. However, in nonparametrical clustering we consider the inverse problem where we assume known the location of data samples and their state as given by equation (1). This equation is considered as a solution for (2) . We want to calculate the resulting potential V (X) created by the quantum mechanical system assimilated with the given data.
We assume that the potential is always positive, V (X) > 0. After replacing ψ(X) from (1) into (2), we calculate the Shrödinger potential as, [8] :
The modes of a potential function are associated with data clusters. The modes are indicated by the local minima in the potential function given by (3).
The Estimation of the Scale Parameter
It can be observed that both the function ψ(X) from (1) and the quantum potential V (X) from (3) depend on the scale parameter (bandwidth), σ. The number of modes of a potential function are determined by σ. In [8] σ was initialized to arbitrary values, while in [5, 6] various test hypotheses were considered. In this paper we propose a statistical approach for estimating the bandwidth σ. For a given data sample X i we consider the ranking of all the other data samples, according to their squared Euclidean distance to X i :
for k = 1, . . . , K, where X (k) represent the K nearest neighbours of X i [1] , and · denotes the Euclidean distance between a data sample and X i . The variance in the local neighbourhood is calculated as :
for i = 1, . . . , N, where K < N, is the neighbourhood set cardinality. An empirical distribution of local variance estimates from (5) is formed by considering several data samples X i and their neighbourhoods R K (X i ).
The probability density function characterizing the empirical local variance is modelled with the Gamma distribution [9] :
where α > 0 is the shape parameter, and β > 0 is the scale parameter of the Gamma distribution. Γ (·) represents the Gamma function:
By modeling distributions of variances of K-nearest neighbours we have a statistical description of the local variance in the given data set. The parameters α and β are estimated from the empirical distribution of random variables calculated as (5), modelled by equation (6) . A well known method to calculate the parameters of the Gamma distribution is the moments method [9] . This method calculates first the sample mean and standard deviation of the distribution, denoted as s and l, respectively. The parameters are estimated as :
After inferring the parameters of the Gamma probability density function we take the estimate ofσ as the mean of the Gamma distribution, [9] :
whereα andβ are calculated in (8).
Finding the Modes of the Potential Function
After estimating an appropriate bandwidthσ, we define a potential function such as ψ(X) from (1), or V (X) resulting from applying the Schrödinger equation (3) . Such a function can be interpreted as a landscape in the (d + 1)th dimension, where d is data dimension. Let us assume a regular orthogonal lattice Z that is defined by sampling at regular intervals between extreme data entries along each dimension. The inter-lattice distance is considered equal along each axis and depends on the scale as z i,j − z i,j−1 =σ/2, where z i,j ∈ Z is a lattice knot andσ is estimated in (9) . Data clusters will correspond to local maxima in the potential function when using (1), or to local minima for (3). In order to determine the relative extremes in the potential function we use the local Hessian. The Hessian is calculated at each lattice knot as:
where F (Z) is either ψ(Z) or V (Z). The evaluation of a potential function on a regular lattice facilitates the calculation of the local discrete Hessian. The eigendecomposition of the Hessian matrix provides :
where | · | denotes matrix multiplication, T is a matrix whose columns represent the eigenvectors, while Λ = {λ i |i = 1, . . . , d} is a diagonal matrix that contains the eigenvalues λ i . We can identify local minima, maxima and saddle points according to the signs of the local Hessian eigenvalues :
A common sense assumption is that either local minima or local maxima are surrounded by saddle points.
In the case when considering the potential as defined by (1) we assume that clusters are represented as compact areas of local maxima that are surrounded by local minima and saddle points. Conversely, when using (3) we consider that clusters are defined in the regions of local minima that are surrounded by maxima and saddle points. Let us assume eight-knots neighbourhoods denoted as N 8 (Z) on the given lattice Z. The resulting regions will correspond, when the potential is modelled by (1), to local clusters defined as:
where k and j are two different local modes that are separated by saddle points and have no connectivity to each other. To each mode we assign a factor F k , calculated as the ratio of its potential from the potential of all modes :
where F (Z) is the potential function defined as ψ(Z) from (1), or as V (Z) from (3). The integrals from (14) are calculated using Riemman additions. The factors F k corresponding to the local extrema are ordered according to their decreasing importance in the total potential. Consequently, the entire lattice is split into clusters according to a region growing process that works on labelled regions employing Markov Random Fields (MRF) propagation. At each iteration a layer of lattice points are added simultaneously to each cluster. This process continues until lattice areas assigned to two different clusters become adjoint.
Experimental Results
Nonparametric clustering algorithms are considered for blind detection of modulated signals. We consider quadrature amplitude (QAM) and phase-shifting-key (PSK) modulated signals. The modulated signals are corrupted assuming intersymbol interference and noise, identically with the model used in [10] . We have generated N = 960 signals, by assuming equal probabilities for all inter-symbol combinations. The resulting signal constellations are displayed in Figures 1a and  1d , where each signal is represented by a point. We consider several values for the scale parameterσ. We evaluate the number of clusters and the misclassification error, by comparing the data sets that are Table 1 . Misclassification error and the number of clusters when varying the scaleσ for 4-QAM and 8-PSK. The results that correspond to the chosen scale are highlighted. assigned to each potential function mode with those that have been generated. The results obtained for both potential functions and for both data sets are displayed in Table 1 . From this table it can be observed that the procedure of estimatingσ proved to be reliable, even though suboptimal. The estimation of the scale parameterσ is more important for the quantum potential V (Z) from (3), which without a proper scale parameter it can miss to find the right number of clusters. The misclassification error is better when using the quantum potential V (X) from (3) when compared to ψ(X) from (1).
In another application we consider a Synthetic Aperture Radar (SAR) image of terrain shown in Figure 3a . We want to identify various topographic regions in this image according to the clustering of local surface orientation. In [11] the surface normals have been estimated by adapting shape-from-shading techniques to radar images. The resulting local surface normals depicted as needle maps are shown in Figure 3b . The x and y coordinates of 1518 local surface normal vectors are used for nonparametric clustering. The resulting potentials corresponding to the given data set are shown for ψ(Z), calculated as in (1), in Figure 2a , and for V (Z), calculated as in (3), in Figure 2b . The ratio of the total energy F k associated with each mode is calculated for both potentials according to (14) . The segmentation in topographic regions for the SAR image from Figure 3a , when using the potential ψ(X), is shown in Figure 3c for 4 clusters and in Figure 3e for 7 clusters. The SAR image segmentation when considering the quantum potential V (X) is displayed in Figure 3d for 4 clusters and in Figure 3f for 7 clusters. In the segmented representations we can identify several compact topographical areas that correspond to the actual terrain features. From Figure 3 it can be observed that the segmentation of the potential modelled by V (Z) provides more compact regions than when using ψ(Z). When considering 7 modes we can see from Figures 3e and 3f that a cluster is assigned for the top of ridges and bottom of valleys, both characterized by vector normals parallel with z axis. 
Conclusions
This paper proposes a new methodology for nonparametric segmentation. Two different approaches are considered for generating a potential function from a given data set. The first approach assumes simple additions of Gaussian kernels. The second approach considers an algorithm, called quantum clustering, that employs the Shrödinger partial differential equation. Two important interrelated problems in nonparametric clustering are analysed. The first one is the selection of the scale parameter and the second one consists of finding the appropriate number of modes in the potential function. The local data variance is modelled with a Gamma distribution. The scale parameter is considered as the mean of this distribution. The resulting potential function is interpreted using the local Hessian on a lattice. From the signs of the eigenvalues of the local Hessian we identify the modes of the potential function and the data are segmented accordingly. The proposed algorithm is applied in blind detection of modulated signals and in segmenting vector fields of surface normals extracted from a synthetic aperture radar image of terrain. The segmented areas can be used in a graph-based representation of the local topographical information.
