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Abstract
For a large class of self-similar sets F in Rd, analogues of the higher order mean curvatures
of differentiable submanifolds are introduced, in particular, the fractal Gauss-type curvature.
They are shown to be the densities of associated fractal curvature measures, which are all
multiples of the corresponding Hausdorff measures on F , due to its self-similarity. This local
approach based on ergodic theory for an associated dynamical system enables us to extend
former global curvature results.
0 Introduction
In recent years first attempts to investigate a second order fractal ’differential’ geometry have
been made by Winter and the second author, see [15], [19], [17], [16]. The main idea was to
approximate fractal sets in Rd by small neighborhoods and to use known results from singular
curvature theory in convex geometry and, more generally, geometric measure theory for these
neighborhoods provided they have the desired structure. It turned out that this is the case
for many self-similar sets satisfying the open set condition. In order to obtain limit results for
the appropriately rescaled global curvatures the renewal theorem from probability theory and
asymptotic analysis has been used. (For the special case of the Minkowski content in R1 this goes
back to Lapidus & Pomerance [8] and Falconer [2] and in Rd to Gatzouras [5].) Moreover, weak
limits of the corresponding curvature measures have been obtained as a consequence taking into
regard the self-similarity property and Prohorov’s theorem on weak compactness of tight families
of measures.
In the present paper we suggest another approach. We start with a result concerning the existence
of local fractal curvatures at almost all points of the self-similar set F (Section 2). (The differential
geometric analogue are the symmetric functions of principal curvatures of smooth submanifolds.)
For this we mainly use the scaling properties of the curvature measures and Birkhoff’s ergodic
theorem for an associated dynamical system. The positive reach assumption on the closure of the
complement of the parallel sets of F for almost all distances is the same as in the former papers,
but the integrability condition is essentially weakened. However, here we get only convergence
results in the sense of average limits.
By the choice of an appropriate net of locally homogeneous neighborhoods AF (x, ε), x ∈ F, ε < ε0,
for the construction of these local curvatures, we can easily derive the existence of related global
fractal curvatures which simplifies the proofs and extends the corresponding results from [15],
[19] and [17]. The weak convergence of the associated curvature measures then follows as in [15]
and [17]. Moreover, the local curvatures can now be interpreted as densities of the fractal limit
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measures with respect to D-dimensional Hausdorff measure on F , where D equals the Hausdorff
dimension. (See Section 3.)
Finally, in Section 4 we study the examples of the Cantor dust in the plane and the Menger sponge
in space which demonstrate some typical phenomena. They do not satisfy the assumptions from
the former papers: in particular, the Euler number of the parallel sets F (ε) of F with distance
ε is unbounded at neighborhoods of certain critical values of ε. Nevertheless, they fit into the
approach of the present paper. (See also [16] for further conditions and examples.)
1 Basic notions
1.1 Self-similar sets
The notion of self-similar sets is well-known from the literature (see Hutchinson [6] for the first
general approach and the relationships mentioned below without a reference). We use here the
following notations and results.
The basic space is a compact set J ⊂ Rd with J = intJ . S1, . . . , SN denotes the generating set of
contracting similarities in Rd with contraction ratios r1, . . . , rN . We assume the strong open set
condition (briefly (SOSC)) with respect to intJ , i.e.,
N⋃
j=1
Sj(J) ⊂ J , Sj(intJ) ∩ Sl(intJ) = ∅ , j 6= l,
and that there exists a sequence of indices l1, l2, . . . , lm ∈ {1, . . . , N} such that
Sl1 ◦ Sl2 . . . ◦ Slm(J) ∩ intJ 6= ∅ .
The latter (strong) condition is here equivalent to
F ∩ intJ 6= ∅
where F denotes the associated self-similar fractal set F . (According to a result of Schief [14]
(SOSC) for some J is already implied by the open set condition on the similarities. In view of
this paper a characterization of (SOSC) in algebraic terms of the Si is given in Bandt and Graf
[1].) The set F may be constructed by means of the code space W := {1, . . . , N}N, the set of
all infinite words over the alphabet {1, . . . , N}. We write Wn := {1, . . . , N}n for the set of all
words of length |w| = n, W∗ :=
⋃∞
n=1Wn for the set of all finite words, w|n := w1w2 . . . wn if
w = w1w2 . . . wn, wn+1 . . . for the restriction of a (finite or infinite) word to the first n components,
and vw for the concatenation of a finite word v and a word w. If w = w1 . . . wn ∈ Wn we also
use the abbreviations Sw := Sw1 ◦ . . . ◦ Swn and rw := rw1 . . . rwn for the contraction ratio of this
mapping. Finally we denote Kw := Sw(K) for any compact set K and w ∈W∗. (For completeness
we also write K∅ := K.) In these terms the set F is determined by
F =
∞⋂
n=1
⋃
w∈Wn
Jw
and characterized by the self-similarity property F = S1(F ) ∪ . . . ∪ SN (F ). Iterated applications
yield
F =
⋃
w∈Wn
Fw, n ∈ N.
As in the literature, we will use the abbreviation
S(K) :=
N⋃
j=1
Sj(K)
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for compact sets K, i.e., F = Sn(F ), n ∈ N.
Alternatively, the self-similar fractal F is the image of the code space W under the projection pi
given by
pi(w) := lim
n→∞Sw|nx0
for an arbitrary starting point x0. The mapping w 7→ x = pi(w) is biunique except for a set of
points x of D-dimensional Hausdorff measure HD zero, and the Hausdorff dimension D of F is
determined by
N∑
j=1
rDj = 1 . (1)
Up to exceptional points we identify x ∈ F with its coding sequence and write x1x2 . . . for this
infinite word, i.e. pi(x1x2 . . .) = x, and write
x|n := x1 . . . xn
for the corresponding finite words.
If ν denotes the infinite product measure on W determined by the probability measure on the al-
phabet {1, . . . , N} with single probabilities rD1 , . . . , rDN , then the normalized D-dimensional Haus-
dorff measure with support F equals
µ := HD(F )−1HD(F ∩ (·)) = ν ◦ pi−1 . (2)
It is also called the natural self-similar measure on F , since we have
µ =
N∑
j=1
rDj µ ◦ S−1j . (3)
Furthermore, by the open set condition F is a D-set, i.e., there exist positive constants cF and
CF such that
cF r
D ≤ HD(F ∩B(x, r)) ≤ CF rD , x ∈ F, r ≤ diamF . (4)
From (SOSC) on J one obtains ∫
| ln d(y, Jc)|µ(dy) <∞ (5)
(see Graf [7, proof of Proposition 3.4]). This implies, in particular, that
µ(∂J) = 0 (6)
which can also be seen by other methods.
1.2 Curvature measures of parallel sets
We will use the following notations for points x and subsets E of Rd:
d(x,E) := inf
y∈E
|x− y| , |E| := diamE = sup
x,y∈E
|x− y| .
The background from classical singular curvature theory is summarized in [19]. We recall some of
those facts. For certain classes of compact sets K ⊂ Rd (including many classical geometric sets)
it turns out that for Lebesgue-almost all distances r > 0 the parallel set
K(r) := {x ∈ Rd : d(x,K) ≤ r} (7)
possesses the property that the closure of its complement
K˜(r) := K(r)c (8)
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is a set of positive reach in the sense of Federer [3] with Lipschitz boundary. A sufficient condition
is that r is a regular value of the Euclidean distance function to K (see Fu [4, Theorem 4.1]
together with [12, Proposition 3]). (Recall that in R2 and R3 this is fulfilled for all K (see [4]). In
this case both the sets K˜(r) and K(r) are Lipschitz d-manifolds of bounded curvature in the sense
of [13], i.e., their k-th Lipschitz-Killing curvature measures, k = 0, 1, . . . , d − 1, are determined
in this general context and agree with the classical versions in the special cases. Moreover, they
satisfy
Ck(K(r), ·) = (−1)d−1−kCk
(
K˜(r), ·) . (9)
Hence, the Ck(K(r), ·) are signed measures with finite variation measures Cvark (K(r), ·) and the
explicit integral representations are reduced to [18] (cf. [13, Theorem 3] for the general case). In
the present paper only the following main properties of the curvature measures for such parallel
sets will be used:
Cd−1(K(r), ·) agrees with one half of the (d − 1)-dimensional Hausdorff measure Hd−1 on the
boundary ∂K(r). Note that ∂K(r) is (d− 1)-rectifiable for any compact set K and any r > 0 (see
[11, Proposition 2.3]), hence, we can always use the notation
Cd−1(K(ε), ·) := 1
2
Hd−1(K(ε) ∩ (·)).
Furthermore, for completeness we define Cd(K(r), ·) as Lebesgue measure restricted to K(r). The
total measures (curvatures) of K(r) are denoted by
Ck(K(r)) := Ck(K(r),R
d) , k = 0, . . . , d . (10)
By an associated Gauss-Bonnet theorem (see [12, Theorems 2,3]) the total Gauss curvature
C0(K(r)) coincides with the Euler-Poincaré characteristic χ(K(r)).
The curvature measures are motion invariant, i.e.,
Ck(g(K(r)), g(·)) = Ck(K(r), ·) for any Euclidean motion g , (11)
they are homogeneous of degree k, i.e.,
Ck(λK(r), λ(·)) = λk Ck(K(r), ·) , λ > 0 , (12)
and locally determined, i.e.,
Ck(K(r), (·) ∩G) = Ck(K ′(r′), (·) ∩G) (13)
for any open set G ⊂ Rd such that K(r)∩G = K ′(r′)∩G, where K(r) and K ′(r′) are both parallel
sets where the closures of the complements have positive reach.
We shall need the following property of the surface area of parallel sets:
Hd−1(K(r)) ≤ d
r
Hd(K(r)), r > 0, (14)
which follows from the “Kneser property” of the volume function, ddrHd(K(r)) ≤ drHd(K(r)),
see e.g. [10], Lemma 4.6 and its proof, and from the fact that ddrHd(K(r)) = Hd−1(K(r)) up to
countably many r > 0, see [11] for more details.
2 Local curvatures of self-similar sets
2.1 Local neighborhood nets
Throughout the paper we will assume the neighborhood regularity of the self-similar set F :
reach F˜ (ε) > 0 and ∂F (ε) is a Lipschitz manifold for Lebesgue almost all ε > 0 . (15)
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Recall from the previous section that for space dimensions d ≤ 3 this is always fulfilled. It is not
difficult to see that it remains true for arbitrary d if the parallel sets F (ε) are polyconvex.
Under the regularity condition for such an ε the curvature measures Ck(F (ε), ·) are defined. In
order to determine some local limits as ε→ 0 we consider the following notion.
Let constants a > 1 and ε0 > 0 be given and denote b := max
(
2a, ε−10 |J |
)
. A locally homogeneous
neighborhood net in F is a family of sets
{AF (x, ε) : x ∈ F, 0 < ε < ε0}
satisfying the following two conditions:
AF (x, ε) ⊂ ∂F (ε) ∩B(x, aε), (16)
AF (x, ε) = Sj
(
AF (S
−1
j x, r
−1
j ε)
)
if 1 ≤ j ≤ N, x ∈ Fj and ε < b−1d(x, (SjJ)c) . (17)
(Note that the last inequality implies r−1j ε < ε0.)
2.1.1 Examples.
AF (x, ε) := ∂F (ε) ∩B(x, aε), ε > 0, (18)
AF (x, ε) := {z ∈ ∂F (ε) : {y ∈ F : |y − z| = ε} ⊂ B(x, ε)}, ε > 0, (19)
(the set of those points from ∂F (ε) which have their foot points on F
within the ball B(x, ε)),
AF (x, ε) := {z ∈ ∂F (ε) : |x− z| ≤ ρF (z, ε)}, 0 < ε < ε0 := HD(F )1/D, (20)
where ρF (z, ε) is for 0 < ε < ε0 determined by the condition
ρF (z, ε) = min{ρ : HD(F ∩B(z, ρ)) = εD}.
The required properties of the set families (18) and (19) can easily be verified. We shall show that
the same is true for (20). The importance of Example (20) will be clear in Section 3.
2.1.2 Lemma. For any z ∈ Rd, the function ε 7→ ρF (z, ε) is well defined and increasing on
(0,HD(F )1/D). The sets (20) define a locally homogeneous neighborhood net in F with parameters
ε0 = HD(F )1/D and a = 2c−1/DF , where cF ≤ 1 is a constant from (4).
Proof. The function ρ 7→ HD(F ∩ B(z, ρ)) is increasing and takes values between 0 and HD(F ).
Since it is, moreover, continuous by the Lemma 2.1.3, we can determine ρF (z, ε) from the appro-
priate level set. Thus, AF (z, ε) is well defined for any x ∈ F and 0 < ε < ε0.
We further infer that for x ∈ F and ε < ε0,
ρF (x, ε) ≤ aε and AF (x, ε) ⊂ ∂F (ε) ∩B(x, aε). (21)
To see this, note that for any z ∈ ∂F (ε) and y ∈ F such that |y−z| = ε we have B(y, ε) ⊂ B(z, 2ε)
and thus the left inequality in (4) applied to B(y, ε) implies HD(F ∩B(z, 2ε)) ≥ cF εD and hence,
ρF (z, c
1/D
F ε) ≤ 2ε, which implies (21).
Finally, we shall verify that for a = 2c
−1/D
F the sets AF (x, ε) satisfy condition (17). Let j ∈ N
and x ∈ Fj be given. Note that if ε < b−1d(x, (SjJ)c) then B(x, 2aε) ⊂ intSjJ . Then, for
any z ∈ B(S−1j x, r−1j aε), we have ρF (z, r−1j ε) = r−1j ρF (Sjz, ε), and z ∈ ∂F (r−1j ε) if and only if
Sjz ∈ ∂F (ε). Thus,
AF (S
−1
j x, r
−1
j ε) = {z ∈ ∂F (r−1j ε) : |S−1j x− z| ≤ ρF (z, r−1j ε)}
= {z : Sjz ∈ ∂F (ε), |x− Sjz| ≤ ρF (Sjz, ε)},
which implies that Sj(AF (S
−1
j x, r
−1
j ε)) = AF (x, ε), as required.
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2.1.3 Lemma. For any sphere V in Rd of dimension k ≤ d− 1 we have µ(V ) = 0.
Proof. We shall proceed by induction on k. For k = 0 the assertion is true since µ is nonatomic.
Take a 0 < k0 ≤ d− 1 and assume that the assertion is true for k = 0, . . . , k0− 1. Assume, for the
contrary, that µ(V ) > 0 for some k0-sphere V .
Consider now the images SiV , i = 1, . . . , N . These are k0-spheres of lower radii and no two of
them coincide (this would contradict the SOSC since we assume µ(V ) > 0). Consequently, for any
i 6= j, the intersection Si(V ) ∩ Sj(V ) is either empty or a sphere of dimension less than k0 and
has thus µ-measure zero. It follows from this and from the self-similarity of µ (3)
µ(S1(V ) ∪ · · · ∪ SN (V )) = µ(S1(V )) + · · ·+ µ(SN (V ))
= rD1 µ(V ) + · · ·+ rDNµ(V )
= µ(V ).
Since all Sj(V ) are spheres of radii less than that of V , the intersections Sj(V ) ∩ V must be
either empty or spheres of dimensions lower than k0 and, consequently, have µ-measure zero by
the induction assumption. We conclude that
µ(F ) ≥ µ(V ∪ S1(V ) ∪ · · · ∪ SN (V )) = µ(V ) + µ(S1(V ) ∪ · · · ∪ SN (V )) = 2µ(V ).
We can continue in the same way: for a natural number n, we consider all finite words w of length
|w| ≤ n and note that, due to (SOSC), for any two finite words w,w′, Sw(V ) and Sw′(V ) cannot
coincide, unless w = w′. (Indeed, take w 6= w′ and let i be the least index with wi 6= w′i. As the
sphere Sw|i−1(V ) has positive µ-measure, in view of (6) it must intersect the interior of J and,
hence, its images Sw(V ) and Sw′(V ) intersect the disjoint domains intSw|i(J) and intSw′|i(J),
respectively, and cannot coincide.) Consequently, µ(Sw(V ) ∩ Sw′(V )) = 0 if w 6= w′ by the
induction assumption, as in the first part of the proof. Using now the additivity of µ, we get
µ(F ) ≥ µ( ⋃
|w|≤n
Sw(V )
)
=
∑
|w|≤n
µ(Sw(V )) =
∑
|w|≤n
rDw µ(V ) =
( n∑
i=0
∑
|w|=i
rDw
)
µ(V ) = (n+ 1)µ(V )
which contradicts µ(F ) = 1 if n is large enough.
2.2 Existence of local curvatures – formulation of the main result
We now can formulate the first main result.
2.2.1 Theorem. Let k ∈ {0, 1, . . . , d} and suppose that the self-similar set F in Rd with con-
traction ratios r1, . . . , rN and Hausdorff dimension D satisfies the strong open set condition w.r.t.
intJ . If k ≤ d − 2 we additionally suppose the neighborhood regularity (15). Let {A(x, ε) : x ∈
F, ε < ε0}, be a locally homogeneous neighborhood net with constants a > 1 and ε0 > 0, and let
b = max
(
2a, ε−10 |J |)
)
. Then for HD-a.a. x ∈ F the following average limit exists
DCfrac
k
|F (x) := lim
δ→0
1
| ln δ|
b−1d(x,Jc)∫
δ
ε−kCk
(
F (ε), AF (x, ε)
)
ε−1dε (22)
and equals the constant
HD(F )−1( N∑
j=1
rDj | ln rj |
)−1 ∫
F
b−1d(y,Jc)∫
b−1d(y,(Sy1J)
c)
ε−kCk
(
F (ε), AF (y, ε)
)
ε−1dεHD(dy) (23)
provided the last integral converges absolutely if k ≤ d−2, and for k ∈ {d−1, d} this is always true.
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2.2.2 Remark. In Section 4 it will be shown that for the choice of AF as in Example (20)
the constant limit values DCfrac
k
|F (x), defined by (22) for HD-a.a. x ∈ F , may be interpreted as
densities of associated fractal curvature measures.
2.2.3 Remark. Using ((5), one can see that a sufficient (sharper) condition for the absolute
convergence of the integral is
ess sup
ε<ε0, y∈F
ε−k
∣∣Ck(F (ε), AF (y, ε))∣∣ <∞ . (24)
For polyconvex neighborhoods F (ε) the last property follows, even for the variation measures
Cvark (F (ε), ·), like in the proof of Lemma 5.3.2 in Winter [15]. (The curvature measures are local,
by the open set condition only a bounded number of parallel sets of the smaller copies of F of
diameters equivalent to ε can intersect the set AF (x, ε), these sets are unions of bounded numbers
of convex sets of diameters equivalent to ε, and the total variation of the k-th curvature measure of
such a union set is bounded by const εk.) For a more general sufficient condition see Remark 3.1.3
below and Section 4.
2.3 An associated dynamical system - proof of the theorem
As an essential auxiliary tool for the proof we use the ergodic shift dynamical system [W, ν, θ] on
the code space W for the shift operator θ : W → W with θ(w1w2 . . . ) := (w2w3 . . .). According
to (2) it induces the ergodic dynamical system [F, µ, T ], where the transformation T : F → F is
defined for µ-a.a. x by
T (x) := (Sj)
−1(x) if x ∈ Sj(F ) , j = 1, . . .N ,
taking into regard that µ(Si(F ) ∩ Sj(F )) = 0, i 6= j. (More general references on this subject
may be found, e.g., in Falconer [2], Mauldin and Urbanski [9].) In the above identification of a.a.
points with their coding sequences we have for such x,
T (x) = θ(x1x2 . . .) .
Next note that ε < b−1d(x, (Sx|iJ)c) implies ε < r
−1
x|iε < ε0, since d(x, (Sx|iJ)
c) = rx|i d(T ix, Jc).
From this and AF (x, ε) ⊂ B(x, aε) we obtain for Lebesgue-a.a. ε, µ-a.a. x, and i ∈ N satisfying
the first condition the equalities
Ck
(
F (ε), AF (x, ε)
)
= Ck
(
Fx|i(ε), AF (x, ε)
)
= Ck
(
Fx|i(ε), Sx|i
(
AF (T
ix, (r−1x|iε)
))
= rkx|iCk
(
F (r−1x|iε), AF (T
ix, (r−1x|iε)
)
.
Here we have used the locality (13) of the curvature measure Ck, the representation (17) of the
sets AF (x, ε), and the scaling property (12) of Ck under similarities.
Now we will verify the limit
lim
δ→0
1
| ln δ|
b−1d(x,Jc)∫
δ
ε−k Ck
(
F (ε), AF (x, ε)
)
ε−1dε
= lim
δ→0
n(x, δ)
| ln δ|
1
n(x, δ)
( n(x,δ)−1∑
i=0
b−1d(x,(Sx|iJ)
c)∫
b−1d(x,(Sx|(i+1)J)c)
ε−kCk
(
F (ε), AF (x, ε)
)
ε−1dε
+
b−1d(x,(Sx|n(x,δ)J)
c)∫
δ
ε−kCk
(
F (ε), AF (x, ε)
)
ε−1dε
)
,
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where
n(x, δ) := max{n ∈ N : b−1d(x, (Sx|nJ)c) ≥ δ} .
By the above relationship the integrand in the ith integral may be replaced by
rkx|i ε
−k Ck
(
F (r−1x|iε), A(T
ix, r−1x|iε)
)
ε−1 .
For the integral bounds we use
d(x, (Sx|iJ)c) = rx|i d(T ix, Jc),
d(x, (Sx|(i+1)J)c) = rx|i d(T ix, (S(T ix)1J)
c) .
Substituting then under the integral r−1x|i ε by ε we obtain the expression
b−1d(T ix,Jc)∫
b−1d(T ix,(S(Tix)1
J)c)
ε−kCk
(
F (ε), AF (T
ix, ε)
)
ε−1dε .
Therefore it suffices to show that for µ-a.a. x ∈ F the following integrals and limit relationships
exist:
lim
n→∞
1
n
n∑
i=1
b−1d(T ix,Jc)∫
b−1d(T ix,(S(Tix)1
J)c)
ε−kCk
(
F (ε), AF (T
ix, ε)
)
ε−1dε (25)
=
∫
F
b−1d(y,Jc)∫
b−1d(y,(Sy1J)
c)
ε−kCk
(
F (ε), AF (y, ε)
)
ε−1dε µ(dy) , (26)
lim
n→∞
1
n
b−1d(Tnx,Jc)∫
b−1d(Tnx,(S(Tnx)1J)
c)
ε−k
∣∣Ck(F (ε), AF (T nx, ε))∣∣ ε−1dε = 0 , (27)
(note that under the above conditions b−1d(T nx, (S(Tnx)1J)
c) < δ), and
lim
δ→0
| ln δ|
n(x, δ)
=
N∑
j=1
rDj | ln rj | . (28)
Under the integrability assumption of our theorem (25) follows from Birkhoff’s ergodic theorem
applied to the ergodic dynamical system [F, µ, T ]. (For k ∈ {d − 1, d}, see Remark 3.2.2.) Here
the curvature measures may also be replaced by their absolute values. Taking into regard that
an =
∑n
i=1 ai −
∑n−1
i=1 ai for any real sequence, (27) is a consequence.
In order to use these arguments for (28), too, note that for δ(x, n) := b−1d(x, (Sx|nJ)c) we get
lim
δ→0
| ln δ|
n(x, δ)
= lim
n→∞
| ln δ(x, n)|
n
provided the last limit exists. Since
δ(x, n) = rx|n b−1d(T nx, Jc) =
n∏
i=1
rxi b
−1d(T nx, Jc)
and xi = (T
ix)1 , i ∈ N, Birkhoff’s ergodic theorem implies for µ-a.a. x ∈ F
lim
n→∞
1
n
| ln
n∏
i=1
rxi | = limn→∞
1
n
n∑
i=1
| ln r(T ix)1 | =
∫
F
| ln ry1 |µ(dy) =
N∑
j=1
| ln rj | rDj
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as well as
lim
n→∞
1
n
| ln d(T nx, Jc)| = 0
since
∫ | ln d(y, Jc)|µ(dy) < ∞ (cf. (5)). This shows (28) and thus, the proof of the theorem is
completed.
3 Global versus local curvatures
3.1 Existence of global curvatures of self-similar sets
Our final aim is to show under slightly stronger conditions that the local fractal curvatures
DCfrac
k
|F (x) from (22) may be interpreted as certain densities of associated fractal curvature mea-
sures. To this aim we first deduce from Theorem 2.2.1 the existence of global fractal curvatures
and establish a relationship to the local versions. (At the same time this provides a simpler proof
and a certain extension of the related deterministic result from [19] for the global curvatures avoid-
ing the renewal theorem. However, the use of the latter provides more information concerning
convergence without averaging over the distances ε.)
3.1.1 Theorem. Let k ∈ {0, 1, . . . , d} and suppose that the self-similar set F in Rd with contrac-
tion ratios r1, . . . , rN and Hausdorff dimension D satisfies (SOSC) w.r.t. intJ . For k ≤ d− 2 we
additionally assume the neighborhood regularity (15). Let {A(x, ε) : x ∈ F, ε < ε0 = HD(F )1/D},
be the locally homogeneous neigborhood net of F given in (20) with constant a = 2c
−1/D
F , where
cF ≤ 1 fulfills (4), and let b = max
(
2a, ε−10 |J |
)
. If for k ≤ d− 2,
∫
F
sup
δ<ε0
1
| ln δ|
ε0∫
δ
ε−kCvark
(
F (ε), AF (x, ε)
)
ε−1dεHD(dx) <∞ , (29)
which is always true for k ∈ {d− 1, d}, then the following limit exists
Cfrack (F ) := lim
δ→0
1
| ln δ|
ε0∫
δ
εD−kCk
(
F (ε)
)
ε−1dε
and equals
( N∑
j=1
rDj | ln ri|
)−1 ∫
F
b−1d(y,Jc)∫
b−1d(y,(Sy1J)
c)
ε−kCk
(
F (ε), AF (y, ε)
)
ε−1dεHD(dy) ,
i.e.,
Cfrack (F ) = DCfrac
k
|F HD(F ) .
3.1.2 Remark. For k = d this was proved by Gatzouras [5] and for k = d − 1 by Rataj and
Winter [11, Theorem 4.4]. Moreover, it was shown that
Cfracd−1(F ) = (d−D)Cfracd (F ),
see [11, Theorem 4.7].
3.1.3 Remark. A sufficient condition for the desired integrability properties is (24) for the vari-
ation measures, i.e.,
ess sup
ε<ε0, y∈F
ε−kCvark
(
F (ε), AF (y, ε)
)
<∞ (30)
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which is fulfilled for the special case of polyconvex neighborhoods. More generally, Lemma 3.3
in Winter and Zähle [17] shows that the conditions of Theorem 2.3 in that paper imply the last
uniform estimate. Therefore, Theorem 3.1.1 extends the first part of that theorem which was
proved in [19, Corollary 2.3.9] (cf. the examples in Section 4).
Proof. The problem can easily be reduced to Theorem 2.2.1 taking into regard the relationship∫
F
Ck
(
F (ε), AF (x, ε)
)HD(dx) = εDCk(F (ε)) (31)
for a.a. ε < ε0, which follows from our choice of the sets A(x, ε) according to (20):∫
F
Ck
(
F (ε), AF (x, ε)
)HD(dx) = ∫
F
∫
F (ε)
1 (|x− z| ≤ ρF (z, ε)) Ck(F (ε), dz)HD(dx)
=
∫
F (ε)
HD (F ∩B(z, ρF (z, ε)) Ck(F (ε), dz) =
∫
F (ε)
εD Ck(F (ε), dz) = ε
DCk(F (ε)) .
Then we get
1
| ln δ|
ε0∫
δ
εD−kCk
(
F (ε)
)
ε−1dε =
∫
F
1
| ln δ|
ε0∫
δ
ε−kCk
(
F (ε), AF (x, ε)
)
ε−1dεHD(dx) .
The conditions for applying Fubini are guaranteed by the integrability assumption of the theorem.
Moreover, the functions under the last outer integral are uniformly bounded by an integrable
function. Therefore we can take the limit as δ → 0 under this integral, and Theorem 2.2.1 implies
the assertion. (For the integrability conditions in the case k ∈ {d− 1, d}, see Remark 3.2.2.)
3.2 Fractal curvature measures and their densities
Because of the self-similarity of F the global curvatures are reflected on its smaller copies. This
leads to a method of proving weak convergence of the curvature measures of the parallel sets to
fractal limit measures, which was first applied in Winter [15] for the case of polyconvex neighbor-
hoods and was extended in Winter and Zähle [17] to a more general setting. The limit measures
Cfrack (F, ·) were shown to be constant multiples of the normalized Hausdorff measure µ on F , where
the constants are equal to the corresponding total fractal curvatures Cfrack (F ).
The following extension provides a local limit interpretation in view of Theorem 2.2.1: The con-
stant local limits DCfrac
k
|F from (22), which are equal to HD(F )−1Cfrack (F ) by Theorem 3.1.1, are
the densities of associated fractal curvature measures Cfrack (F, ·) with respect to Hausdorff measure
HD on F . Here we need a slightly stronger assumption which is, however, much weaker than the
uniform boundedness (30) assumed in the former papers.
3.2.1 Theorem. Let k ∈ {0, 1 . . . , d} and suppose that the self-similar set F in Rd with contrac-
tion ratios r1, . . . , rN and Hausdorff dimension D satisfies (SOSC) w.r.t. intJ . For k ≤ d− 2 we
additionally assume the neighborhood regularity (15). Let {A(x, ε) : x ∈ F, ε < ε0 = HD(F )1/D},
be the locally homogeneous neigborhood net of F given in (20) and let a, b > 0 be as in Theo-
rem 3.1.1. If for k ≤ d− 2,
sup
δ<ε0
1
| ln δ|
ε0∫
δ
ε−k sup
x∈F
Cvark
(
F (ε), B(x, aε)
)
ε−1dε <∞ , (32)
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which is always true for k ∈ {d− 1, d}, then we get
Cfrack (F, ·) := lim
δ→0
1
| ln δ|
ε0∫
δ
εD−kCk
(
F (ε), ·) ε−1dε = DCfrac
k
|F HD(F ∩ (·))
in the sense of weak convergence of signed measures, where the density DCfrac
k
|F can be calculated
by (23).
3.2.2 Remark. Recall that under our assumptions A(x, ε) ⊂ B(x, aε) for any x ∈ F and ε < ε0
(cf. (21)). Therefore the integrability condition (32) implies (29). Moreover, (29) ensures the the
existence of the integrals assumed in Theorem 2.2.1. In case k ∈ {d − 1, d}, even the stronger
condition (30) for general locally homogeneous neighborhood nets A(F (x, ε) is always satisfied.
For k = d it is obvious, and for k = d− 1 it can be seen as follows:
Cd−1(F (ε), AF (x, ε)) =
1
2
Hd−1(∂F (ε) ∩ AF (x, ε)) ≤ 1
2
Hd−1(∂F (ε) ∩B(y, aε))
≤ 1
2
Hd−1(∂[(F ∩B(y, 2aε))(ε)])
(14)
≤ d
2ε
Hd((F ∩B(y, 2aε))(ε))
≤ d
2ε
Hd(B(y, (2a+ 1)ε)) = d
2
ωd(2a+ 1)
dεd−1,
where ωd denotes the volume of a unit ball in R
d.
Proof. Under a stronger boundedness condition this theorem has been shown in [17]. An essential
tool is the corresponding global result (in our case Theorem 3.1.1) in combination with Prohorov’s
theorem on weak compactness of tight families of measures and the invariance properties of F
and the measures under consideration. An analysis of the technically involved proof shows that it
remains valid in the essential steps under the following changes: Use in the definition [17, (2,2)]
for the set Σ(ε) of finite words w (with length |w|) the modified condition
rw|J | < ε ≤ rw||w|−1|J | .
Then the statement
Cvark
(
F (ε), C
) ≤ constN(C, ε)εk
of [17, Lemma 3.3] is replaced by the averaged version
sup
δ<ε0
1
| ln δ|
ε0∫
δ
(
N(C, ε)
)−1
ε−kCvark
(
F (ε), C
)
ε−1dε <∞ , (33)
provided C is a closed subset of Rd and the number of elements w of the set Ω(C, ε) ⊂ Σ(ε) such
that the set Fw(ε) intersects C is bounded by N(C, ε) > 0. All implied estimates used in the proof
have now to be understood in this average sense. The rest is the same as in [17].
In order to see (33), denote
K := sup
δ<ε0
1
| ln δ|
ε0∫
δ
ε−k sup
x∈F
Cvark
(
F (ε), B(x, aε)
)
ε−1dε ,
which is finite by assumption, and estimate as follows
Ck
(
F (ε), C
)
= Ck

F (ε), C ∩ ⋃
w∈Σ(ε)
Fw(ε)

 ≤ Ck

F (ε), ⋃
w∈Ω(C,ε)
Fw(ε)


≤
∑
w∈Ω(C,ε)
Ck
(
F (ε), Fw(ε)
) ≤ N(C, ε) sup
x∈F
Cvark
(
F (ε), B(x, aε)
)
,
since for any w ∈ Σ(ε) the set Fw(ε) is contained in a ball with midpoint in F and radius aε. This
shows that the constant K is an upper bound in (33).
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4 Examples
In this section we provide two examples of self-similar sets fulfilling the integrability assumption
(32), but violating (24) (and, hence, also (30)). Therefore the methods of Winter and Zähle [17]
are not applicable in these cases, whereas those of the current paper are.
We shall use the fact that the positive part of the curvature measure of order 0 of a parallel set to
any compact subset of the plane is bounded by a constant depending on the parallel radius and
diameter of the set only. Hence, it is enough to control the global curvature.
4.1 Lemma. Let F ⊂ R2 be compact and let ε > 0 be a regular value of F . Then
C+0 (F (ε),R
2) ≤ 2
ε2
( |F |
2
+ ε
)2
.
Proof. Let ε be a regular value of F in the sense of (15). Since F˜ (ε) has positive reach, its
generalized principal curvature k(x, n) is defined Hd−1-almost everywhere on the unit normal
bundle nor F˜ (ε) of F˜ (ε), see [18]. Since F (ε) is an ε-parallel set, it is not difficult to see that
the generalized curvatures are bounded from below by −ε−1 (the curvature of the closure of the
complement of an ε-disc) whenever they exist. Thus, using the integral representation from [18],
we get the bound
C−0 (F˜ (ε)) ≤
1
pi
∫
nor F˜ (ε)
ε−1√
1 + k(x, n)2
H1(d(x, n)) = 1
piε
H1(∂F (ε))
(we have used the co-area formula for the projection (x, n) 7→ x from nor F˜ (ε) to ∂F (ε) in the last
step). Recalling (9), we infer
C+0 (F (ε)) = C
−
0 (F˜ (ε)) ≤
1
piε
H1(∂F (ε)).
We further use (14) and the isodiametric inequality, and the proof is finished.
4.2 Example. The Cantor dust with similarity factor ρ < 12 is the self-similar set F ⊂ R2 given
by four similarities
S1(x, y) = (ρx, ρy),
S2(x, y) = (ρx+ 1− ρ, ρy),
S3(x, y) = (ρx, ρy + 1− ρ),
S4(x, y) = (ρx+ 1− ρ, ρy + 1− ρ).
We shall show that (32) holds for F , whereas (24) does not.
Proof. Set τ := 12 − ρ. If ε >
√
2τ then F (ε) is contractible and we have χ(F (ε)) = 1. If√
1 + ρ2τ < ε <
√
2τ then F (ε) is connected with one hole in the middle and we have χ(F (ε)) = 0.
More generally, for k = 0, 1, 2, . . ., if
√
1 + ρ2k+2τ < ε <
√
1 + ρ2kτ then F (ε) is still connected,
but contains
1 + 4 + 4 · 2 + · · ·+ 4 · 2k−1 = 1 + 4(2k − 1)
holes, hence
χ(F (ε)) = −2k+2 + 4.
For any k ≥ 0 and a > 1, since ε > τ , we have by Lemma 4.1
Cvar0 (F (ε), B(x, aε)) ≤ Cvar0 (F (ε),R2)
≤ |χ(F (ε))|+ C+0 (F (ε),R2)
≤ 2k+2 +K/τ2
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with some constant K independent of x, k and ε. Similarly, we get for
√
2τ < ε < ε0
Cvar0 (F (ε), B(x, aε)) ≤ 1 +K/τ2.
From the above considerations, it turns out that the critical values of the distance function are
ρlτ, ρlτ
√
1 + ρ2k, l = 0, 1, . . . , k = 0, 1, . . . ,
and they are countably many, hence, (15) is fulfilled. It is also clear, however, that C0(F (ε)) is
unbounded at any neighborhhood of the values ε = ρlτ . This implies, in particular, that (24) is
not satisfied (see also the discussion in [16]). Indeed, if ess supε<ε0,y∈F |C0(F (ε), AF (y, ε))| ≤ Q
for some constant Q then we would get as in the proof of Theorem 3.2.1 εD|C0(F (ε))| ≤ HD(F )Q,
which would contradict the behavior of the Euler-Poincaré characteristic of F (ε) near the citical
points, described above.
Assume now that ρlτ < ε < ρl−1τ for some l ≥ 1. Then F (ε) consists of 4l disjoint components
(SωF )(ε), where ω are words of length l. For any such word ω, (SωF )(ε) is a contraction of
F (ρ−lε). Given x ∈ F , let Σl(x, aε) denote the set of all words w ∈ Σl such that SwF hits
B(x, aε). As ε < ρl−1τ , it is easy to see that Σl(x, aε) has at most (a + 1)2 elements, by the
construction of F . Thus, if √
1 + ρ2k+2ρlτ < ε <
√
1 + ρ2kρlτ
for some k ≥ 0 then, by the previous case, we have
Cvar0 (F (ε), B(x, 2ε)) ≤ Cvar0
((⋃
w∈Σl(x,aε)
SwF
)
(ε), B(x, aε)
)
≤ (a+ 1)2Cvar0
(
(SwF )(ε),R
2
)
≤ (a+ 1)2(2k+2 +K/τ2).
If
√
2ρlτ < ε < ρl−1τ then, similarly,
Cvar0 (F (ε), AF (y, ε)) ≤ (a+ 1)2(1 +K2).
Having still l ≥ 1 fixed, we can estimate the integral
(a+ 1)2
ρl−1τ∫
ρlτ
Cvar0 (F (ε), B(x, aε))
dε
ε
≤
ρl−1τ∫
ρlτ
K
τ2
dε
ε
+


∞∑
k=0
ρlτ
√
1+ρ2k∫
ρlτ
√
1+ρ2k+2
2k+2
dε
ε
+
ρl−1τ∫
ρlτ
√
2
dε
ε


=
K| ln ρ|
τ2
+
∞∑
k=0
2k+2
(
ln ρlτ
√
1 + ρ2k − ln ρlτ
√
1 + ρ2k+2
)
+
(
ln ρl−1τ − ln
√
2ρlτ
)
=
K| ln ρ|
τ2
+
∞∑
k=0
2k+2
1
2
(
ln(1 + ρ2k)− ln(1 + ρ2k+2))− ln√2ρ
≤ K| ln ρ|
τ2
+ 2
∞∑
k=0
2k(ρ2k − ρ2k+2)− ln(
√
2ρ)
=
K| ln ρ|
τ2
+ 2
1− ρ2
1− 2ρ2 − ln(
√
2ρ).
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Thus, the integral in the first line is bounded by a constant (say L) independent of l. Similarly
one can show that the integral
L0 :=
ε0∫
τ
Cvar0 (F (ε), B(x, aε))
dε
ε
is bounded.
To finish the proof, note that if
l > l(δ) :=
| ln δ|
| ln ρ| + 1
then ρl−1τ < δ. Consequently, we can estimate the integral (uniformly in x ∈ F )
ε0∫
δ
Cvar0 (F (ε), B(x, aε))
dε
ε
≤
∑
1≤l≤l(δ)
ρl−1τ∫
ρlτ
Cvar0 (F (ε), B(x, aε))
dε
ε
+
ε0∫
√
2τ
Cvar0 (F (ε), B(x, aε))
dε
ε
≤ l(δ) · L+ L0.
The last expression is of order O(| ln δ|), as l(δ) is, and, thus, (32) holds.
The second example will be the Menger sponge. In R3, we cannot use a bound analogous to
Lemma 4.1 (the local principal curvatures will be bounded again, but the curvature measures are
given as integrals of products of more than one curvature and we loose the control over the sign).
Instead, we shall use the following lemma given bounds for variations of curvature measures under
reach and diameter restrictions. We formulate it in general dimension d, though we need it here
for d = 3 only.
4.3 Lemma. Let s > 0 be fixed. Then, there exists a constant η such that
Cvark (K,A) ≤ η(s+ ε)dεk−d
whenever k ∈ {0, 1, . . . , d − 1}, ε > 0, K is a compact subset of Rd with reachK ≥ ε and the set
A fulfills |A| ≤ 2s.
Proof. We use the local Steiner formula (see, e.g., [18]):
d∑
i=1
ωir
iCd−i(K,A) = Hd((K(ε) \K) ∩ Π−1K (A)), 0 < r < ε,
where ΠK is the metric projection onto K and ωi is the volume of the unit ball in R
i. Since the
set on the right hand side has diameter less than 2(s+ ε), its volume is between 0 and ωd(s+ ε)
d
by the isodiametric inequality. Denote ai := ωiε
iCd−i(K,A), i = 1, . . . , d. Then we have
0 ≤ a1t+ a2t2 + · · ·+ adtd ≤ ωd(s+ ε)d, 0 ≤ t ≤ 1. (34)
This is an infinite system of linear inequalities and it sufficies for us to consider only d of them,
say t = 1, 12 , . . . ,
1
d . (34) then takes the form
Ma ∈ [0, L]d,
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where a = (a1, . . . , ad),
M =


1 1 · · · 1
2−1 2−2 · · · 2−d
. . . . . . . . . . . . . . . . . . . .
d−1 d−2 · · · d−d


and L = ωd(s+ ε)
d. Since M is regular, we can transform the condition to
a ∈M−1[0, L]d = L ·M−1[0, 1]d,
which already implies the linear in L bounds for |ai| and, hence, also for εi|Cd−i(K,A)|, i =
1, . . . , d. The assertion follows easily.
4.4 Example. The Menger sponge is the self-similar set F in R3 with the similarities
Sijk(x, y, z) :=
(
x+ i
3
,
y + j
3
,
z + k
3
)
, i, j, k = 0, 1, 2,
where at most one of the triple of indices i, j, k may be 1. (Thus, the number of similarities is
20.) The Hausdorff dimension is D = ln 20/ ln 3. The fractal F is connected and it fulfills the
(SOSC) with J = [0, 1]3. A natural construction of F starts with the unit cube [0, 1]3 and removes
subsequenly 7, 20 · 7, 202 · 7, . . . cubes of edge length 1/3, 1/32, 1/33 . . .. We shall call the 20l−1 · 7
removed cubes of edge length 1/3l the removed cubes of lth generation.
We claim again that the C0(F (ε)) is not locally bounded, but (32) holds for k = 0, 1 or 2.
Proof. Let l ∈ N be given and assume that 3−l/2 < ε < 3−l+1/2. Then, F (ε) is connected
with topologically cylindrical holes through the removed cubes of generations 1, . . . , l − 1, and,
eventually, further topologically spherical holes in the removed cubes of generation l. Let F0(ε)
be the set F (ε) with all topologically spherical holes filled up. An important observation is
that reach F˜0(ε) ≥ ε. (Indeed, observe that the closest to F˜0(ε) points that do not have unique
footpoints in F˜0(ε) lie on the edges of removed cubes which have distance ε from F˜0(ε).)
If (3−l/2)
√
2 < ε < 3−l+1/2 then F (ε) = F0(ε) (there is no topologically spherical hole). Further,
let j ∈ {0, 1, . . .} and assume that
1
2 · 3l
√
1 + 3−2j−2 < ε <
1
2 · 3l
√
1 + 3−2j;
then, in each of the lth generation removed cube, there are
1 + 2 + 22 + · · ·+ 2j−1 = 2j − 1
topologically spherical holes in F ε. Each of the topologically spherical holes (with boundary) has
reach ≥ ε and diameter less than ε.
Fix some a > 1, take an x ∈ F and let Hi, i = 1, . . . , p, be the (closed) topologically spherical
holes in F˜ (ε) hit by B(x, aε). Since ε < 3−l+1/2, B(x, aε) hits at most (2a + 1)3 removed cubes
of lth generation, hence, p ≤ (2a+ 1)3(2j − 1). Thus, for given ε, we get, using Lemma 4.3,
Cvark (F (ε), B(x, aε)) = C
var
k (F˜ (ε), B(x, aε))
≤ Cvark (F˜0(ε), B(x, aε)) +
p∑
i=1
Cvark (Hi)
≤ ηεk−3(aε+ ε)3 + (2a+ 1)3(2j − 1)ηεk−3(2ε)3
≤ (A+B · 2j)ηεk
15
with some constants A,B. Consequently, we can estimate the integral
3−l+1/2∫
3−l/2
ε−kCvark (F (ε), B(x, aε))
dε
ε
≤
∞∑
j=0
1
2·3l
√
1+3−2j∫
1
2·3l
√
1+3−2j−2
(A+B · 2j)η dε
ε
+
3−l+1/2∫
(3−l/2)
√
1+3−2
Aη
dε
ε
= η
∞∑
j=0
(A+B · 2j)1
2
(
ln(1 + 3−2j)− ln(1 + 3−2j−2))
+Aη
(
ln 3− ln
√
1 + 3−2
)
≤ η
∞∑
j=0
(A+B · 2j)1
2
(3−2j − 3−2j−2) + 2 ln 3− 1
2
ln 10
and it is not difficult to see that the last expression is bounded; let L denote its value. The integral
L0 :=
ε0∫
1/6
ε−kCvark (F (ε), B(x, 2ε))
dε
ε
is, of course, bounded as well. The rest of the proof continues similarly as that of Example 4.2.
We set
l(δ) :=
ln 3− ln 2− ln δ
ln 3
+ 1
and note that 3−l+1/2 < δ whenever l > l(δ). Thus,
ε0∫
δ
ε−kCvark (F (ε), B(x, aε))
dε
ε
≤
∑
1≤l≤l(δ)
3−l+1/2∫
3−l/2
ε−kCvark (F (ε), B(x, aε))
dε
ε
+
ε0∫
1/6
ε−kCvark (F (ε), B(x, aε))
dε
ε
≤ l(δ) · L+ L0,
which is of order O(| ln δ|) as δ → 0, and, thus, (32) holds.
As in the first example, the set of critical values of the distance function is countable in this case
(these are the end points of the integration domains used). It is not difficult to see that C0(F (ε))
is unbounded at any neighborhhood of the values ε = 3−l/2 since new topologically spherical holes
appear at each value 3−l/2
√
1 + 3−2k, k ∈ N, increasing the Euler characteristic. It follows as in
Example 4.2 that (24) does not hold.
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