TCP is designed to operate in a wide range of networks. Without any knowledge of the underlying network and traffic characteristics, TCP is doomed to continuously increase and decrease its congestion window size to embrace changes in network or traffic. In light of emerging popularity of centrally controlled Software-Defined Networks (SDNs), one might wonder whether we can take advantage of the global network view available at the controller to make faster and more accurate congestion control decisions. In this paper, we identify the need and the underlying requirements for a congestion control adaptation mechanism. To this end, we propose OpenTCP as a TCP adaptation framework that works in SDNs. OpenTCP allows network operators to define rules for tuning TCP as a function of network and traffic conditions. We also present a preliminary implementation of OpenTCP in a ∼4000 node data center.
INTRODUCTION AND MOTIVATION
The Transmission Control Protocol (TCP) [18] is designed to fully utilize the network bandwidth while keeping the entire network stable. TCP's behaviour can be sub-optimal and even erroneous [3, [6] [7] [8] 28 ] mainly Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. for two reasons: First, TCP is expected to operate in a diverse set of networks with different characteristics and traffic conditions; making TCP a "Jack of all trades, master of none" protocol. Limiting TCP to a specific network and taking advantage of local characteristics of that network can lead to major performance gains. For instance, DCTCP [3] outperforms TCP in data center networks, even though the results might not be applicable in the Internet. With this mindset, one can adjust TCP (the protocol itself and its parameters) to gain better performance in specific networks (e.g., data centers).
Second, even focusing on a particular network, the effect of dynamic congestion control adaptation to traffic pattern is not yet well understood in today's networks. Such adaptation can potentially lead to major improvements, as it provides another dimension that today's TCP does not explore. Example 1 -Dynamic Traffic Patterns: Figure 1 depicts aggregate link utilization of a core link in a backbone service provider in North America. We can see that the link utilization is low for a significant period of time (below 50% for 6-8 hours). The same pattern is seen on all the links in this network. In fact, the presented link has the highest utilization and is considered to be the bottleneck in this network. If the network operator aims at minimizing flow completion times in this network, it makes sense to increase TCP's initial congestion window size (init cwnd) when the network is not highly utilized (we focus on internal traffic in this example). Ideally, the exact value of init cwnd should be a function of the network-wide state (here, the number of flow initiations in the system), and how aggressive the operator wants the system to behave (congestion control policy). The operator can define a policy like: if link utilization is below 50%, increase init cwnd to 20 segments. Given the appropriate mechanisms the operator might even dynamically choose the right value for the initial congestion window. Example 2 -Paced TCP: Let us consider a data center network with small buffer switches. To suppress the burstiness in this network, one may use paced TCP [32] . It has been shown that paced TCP is beneficial only if the total number of concurrent flows are below a certain threshold [15] . In a large data center with thousands to millions of concurrent flows, it is almost impossible to guarantee that the number of active flows will always be less than any threshold. Therefore, providers are reluctant to enable pacing despite its proven effectiveness. However, if we have a system that can measure the number of active flows, we can dynamically switch between paced TCP and regular TCP to ensure the system is always at its peak performance.
Clearly, adapting TCP requires meticulous consideration of the network characteristics and traffic patterns. The fact that TCP relies solely on end-to-end measurements of packet loss or delay as the only sources of feedback from the network means that TCP can, at its best, have a very limited view of the network state (e.g., the trajectory of available bandwidth, congested links, network topology, and traffic). Thus, a natural question here is:
Can we build a system that observes the state and dynamics of a computer network and adapts TCP's behaviour accordingly?
If the answer to this question is positive, it can simplify tuning different TCP parameters (Example 1). It can also facilitate dynamically changing the protocol itself (Example 2). OpenTCP: This paper takes the first step in addressing the need for a systematic way of adapting TCP to network and traffic conditions. We present OpenTCP as a system for dynamic adaptation of TCP based on network and traffic conditions in Software-Defined Networks (SDNs) [21] . OpenTCP mainly focuses on internal traffic in SDN-based data centers for four reasons: (i ) the SDN controller already has a global view of the network (such as topology and routing information), (ii ) the controller can collect any relevant statistics (such as link utilization and traffic matrix), (iii ) it is straightforward to realize OpenTCP as a control application in SDNs, and (iv ) the operator can easily customize end-hosts' TCP stack. Our preliminary implementation of OpenTCP has been deployed in a high-performance computing (HPC) data center with ∼4000 hosts. We use OpenTCP to tune TCP parameters in this environment to show how it can simplify the process of adapting TCP to network and traffic conditions. We also show how modifying TCP using OpenTCP can improve the network performance. Our experiments show that using OpenTCP to adapt init cwnd based on link utilization leads to up to 59% reduction in flow completion times. OpenTCP and related work: OpenTCP is orthogonal to previous works improving TCP's performance. It is not meant to be a new variation of TCP. Instead, it complements previous efforts by making it easy to switch between different TCP variants automatically (or in a semi-supervised manner), or to tune TCP parameters based on network conditions. For instance, one can use OpenTCP to either utilize DCTCP or CUBIC in a data center environment. The decision on which variant to use is made in advance through the congestion control policies defined by the network operator.
OPENTCP ARCHITECTURE
OpenTCP collects data regarding the underlying network state (e.g., topology and routing information) as well as statistics about network traffic (e.g., link utilization and traffic matrix). Then, using this aggregated information and based on congestion control policies defined by the network operator, OpenTCP decides on a specific set of adaptations for TCP. Subsequently, OpenTCP sends periodic Congestion Update Epistles or CUEs to the end-hosts that, in turn, update their TCP variant using a simple kernel module. Figure 2 presents the schematic view of how OpenTCP works. As shown, OpenTCP's architecture has three main components.
The Oracle is a SDN controller application that lies at the heart of OpenTCP. It collects information about the underlying network and traffic. Then, based on congestion control policies defined by the network operator, the Oracle finds the appropriate changes needed to adapt TCP. Finally, it distributes update messages (CUEs) to endhosts. Network switches are typical SDN-compatible switches, which in addition to forwarding can collect traffic statistics. A Congestion Control Agent (CCA) is a kernel module installed at each end-host. CCAs receive update messages from the Oracle via the network switches and are responsible for modifying the TCP stack at each host. Congestion control policies: Although OpenTCP is designed to dynamically adapt TCP, all major decisions are made by the network operator in the form of congestion control policies. Congestion control policies are used to specify which statistics need to be collected, what is the target operational goal (e.g., to reduce flow completion times, or to maximize the utilization of a specific link), the constraints that need to be satisfied, and how to map OpenTCP updates to changes in individual TCP sessions. As part of congestion control policies, the operator can define a set of preconditions that need to be satisfied before any modifications are made to specific TCP sessions. This creates a controlled environment that the operator can use to modify TCP without the risk of making the network unstable. Modify TCP at end-hosts: A key decision to be made here is how OpenTCP changes TCP's behaviour. The two options are (i ) we can implicitly change TCP's behaviour by modifying the feedback provided to TCP sources (for example through ECN bits), or (ii ) we can explicitly change TCP by having an agent running on each end-host that can update TCP on demand. The first option does not require any changes in the endhosts, however, we don't have much flexibility in making the changes we want. As long as our end-hosts are under a single administrative control, changing them is feasible. This is true for example in a data center environment. As a result, we have designed OpenTCP under the assumption that we can change end-hosts and install a lightweight agent that can explicitly change TCP sessions. Taking advantage of today's extendible TCP implementations, we can easily modify TCP and even introduce completely new congestion control schemes when needed. Two-timescale control: OpenTCP goes through a cycle of three steps: (i ) data collection, (ii ) CUE generation, and (iii ) TCP adaptation. These steps are repeated with a pre-determined period of T seconds. The exact value of T is a choice of the network operator. In order to keep the network stable, T needs to be orders of magnitude slower than the network RT T . Intuitively, by slowly modifying TCP parameters, OpenTCP gives each TCP session enough time to become stable before updating its state. Moreover, by updating the system in a timescale which is orders of magnitude slower than the network RT T , OpenTCP can ensure a low overhead on the SDN controller. Transitioning between TCP variants: OpenTCP can be used to choose between two or more variants of TCP based on network and traffic conditions. Let us consider K variants of TCP, say P 1 , P 2 , . . . , P K . Previous works by Tang et al. [26, 27] suggests that OpenTCP can keep the system stable as long as we have the following three conditions:
1. ∀i, j : 1 ≤ i, j ≤ K, P i and P j have compatible congestion measures; 2. ∀i : 1 ≤ i ≤ K, the network is stable under P i ; the utility functions are concave and monotonic; and 3. Changes are applied at a slow timescale (T ) compared to the timescale of TCP window dynamics (RT T ), which we call fast timescale.
Intuitively, having compatible congestion measures means that even though different TCP variants react to different congestion signals (e.g., Reno to packet loss probability and FAST [29] to queueing delay) the measures can be related through a price mapping function as shown in [27] . Having a two timescale scheme, ensures that each flow can reach steady state before another round of changes is applied. We leave a more formal description of congestion measure compatibility and the proof of stability to future work. OpenTCP and non-SDNs: OpenTCP is explicitly designed for SDNs. The existence of a centralized controller, with access to the global state of the network, and switches, which can be used to collect flow and link level statistics, make SDNs the perfect platform for OpenTCP. Having said that, one can use OpenTCP in a traditional network (non-SDN) as long as we can collect the required network state and traffic statistics. Clearly, this requires more effort and might have a higher overhead in a traditional network since we do not have a centralized controller and the built-in statistics collection features. As a workaround, in the absence of an SDN controller, we can use a dedicated node in the network to act as the Oracle. We can use SNMP to collect general link level statistics (e.g., utilization and drop rate). Also, we can use CCAs to collect flow related information (e.g., number of active flows). The Oracle can query the switches and CCAs to collect different statistics and if needed to aggregate them to match the statistics available in SDNs. This needs to be done with extra care, so that the overhead remains low, and the data collection system does not have a major impact on the underlying network traffic. Feasibility, stability, and improvements: As a proof of concept, we have deployed OpenTCP in a HPC data center. We present a simple case study of OpenTCP that adaptively adjusts initial congestion window size and Retransmission Time Out (RTO). Throughout this study, we demonstrate how OpenTCP simplifies the process of adapting TCP to varying network conditions. Interestingly, such an adaption results in up to 59% improvement in flow completion times while keeping the network stable.
EVALUATION
In this section, we evaluate the performance of a preliminary OpenTCP implementation at SciNet [2] the largest HPC data center in Canada. Through a course of 20 days, we enabled OpenTCP and collected ∼200TB of packet level trace as well as flow and link level statistics. Set-up: The topology of SciNet is illustrated in Figure 3 . There are 92 racks, each of 42 servers. Each server connects to a Top of Rack switch (ToR) via 1Gbps Ethernet. The ToRs are Blade Network Technologies Gigabit switches. Each end-host in SciNet runs Linux 2.6.18 with BIC [30] as the default TCP. SciNet consists of 3, 864 nodes with a total of 30, 912 cores (Intel Xeon Nehalem) at 2.53GHz, with 16GB RAM per node. ToR switches are connected to a core Myricom Myri-10G 256-Port 10GigE Chassis. Traffic Characterization: We recognize two types of co-existing TCP traffic in our traces: (i ) MPI traffic and (ii ) distributed file system flows. We measure that the majority of MPI flows are less than 10MB in size. In parallel to MPI flows, the distributed file system traffic ranges from 20B to 62GB in size. Moreover, we observe two utilization patterns in SciNet. First, 80% of the time, link utilizations are below 50%. Second, there are congestion epochs in the network where both edge and core links experience high levels of utilization, and thus packet losses. We find these patterns analogous to previous studies of data center traffic [3, 4, 24] . Methodology: We run a series of experiments to study how OpenTCP impacts flow completion time and packet drop rates. Throughout our experiments, OpenT CP 2 , and default TCP while running the "all-toall" IMB benchmark.
we set OpenTCP's slow timescale (T ) to 1min, unless otherwise stated, directing OpenTCP to collect statistics and send CUEs once every 1min. In this environment the fast timescale (RT T ) is less than 1ms.
To evaluate the impact of OpenTCP in an apples-withapples fashion, we split the servers into two sets with OpenTCP enabled on one of these two sets only (i.e., half of the nodes).
Benchmarks: In order to study different properties of OpenTCP, we use Intel MPI Benchmarks (IMB) [1] as well as sample user jobs in SciNet. These benchmarks cover a wide range of computing applications, have different processing and traffic load characteristics, and stress the SciNet network in multiple ways. We also use sample user jobs (selected from the poll of jobs submitted by real users) to have an understanding of the behaviour of the system under typical user generated workload patterns. Due to lack of space, the results presented here are for "all-to-all" IMB benchmark. We measured similar consistent results with other IMB benchmarks as well as sample user jobs. Our first experiment with OpenTCP aims at reducing the Flow Completion Times (FCTs) by updating init cwnd and RTO for TCP flows. We have observed that in SciNet, there is a strong correlation between MPI job completion times and the tail of FCT. Therefore, reducing FCTs will have a direct impact on job completion times. OpenT CP 1 collects link utilizations, drop rate, and number of live flows and sets the initial congestion window to 20 segments and RTO to 2ms as long as the maximum link utilization is kept below 70%. If the link utilization goes above 70% for any of the links, the Oracle will stop sending CUEs and CCAs will fall back to the default values of the initial congestion window size and the RTO.
While OpenT CP 1 aims at improving FCTs by adapting init cwnd and ignoring packet drops, we define a second variant called OpenT CP 2 which improves upon OpenT CP 1 by keeping the packet drop rate below 0.1%. This means that when the CCA observes a packet drop OpenT CP 1 , OpenT CP 2 , and default TCP while running the "all-to-all" IMB benchmark.
rate above 0.1% it reverts the initial congestion window size and the RTO to their default values. Impact on flow completion time: Figure 4 depicts the CDF of flow completion times for OpenT CP 1 , OpenT CP 2 , and unmodified TCP. Here, the tail of FCT curve for OpenT CP 1 is almost 64% shorter compared to unmodified TCP. As we mentioned before, this leads to a faster job completion time in our experiments. Additionally, more than 45% of the flows finish in less than 260 seconds in OpenT CP 1 , which indicates a 62% improvement compared to unmodified TCP. Similarly, OpenT CP 2 helps 80% of flows to finish in a fraction of a second which is a significant improvement, even compared to OpenT CP 1 . This is because of OpenT CP 2 's fast reaction to drop rate at the end-hosts. In OpenT CP 2 , the tail of the FCT curve is 324 seconds which is 59% improvement compared to the unmodified TCP. The FCT tail of OpenT CP 2 is slightly (8%) longer than OpenT CP 1 since it incorporates conditional CUEs and does not increase init cwnd aggressively. Impact on congestion window size: The improvements in FCTs are direct result of increasing init cwnd. Our analysis showed that in the case of unmodified TCP, more than 70% of packets are sent while the source has a congestion window size of three, four, or five segments. OpenTCP however, is able to operate at a larger range for congestion window sizes: more than 50% of packets are sent while the congestion window size is greater than 5 segments (figure not shown due to space limitation). Impact on packet drop rate: The FCT improvements in OpenT CP 1 and OpenT CP 2 come at a price. Clearly, operating at larger congestion window sizes will result in a higher probability of congestion in the network, and thus, may lead to packet drops. As Figure 5 shows, the drop rate distribution for unmodified TCP has a shorter tail compared to OpenT CP 1 and OpenT CP 2 . As expected, OpenT CP 1 introduces a considerable amount of drops in the network since the CUEs are not conditional and thus the CCAs do not react to packet drops. OpenT CP 2 has no drops for more than 81% of the flows. This is a significant improvement over unmodified TCP. However, the highest 18% of drops in OpenT CP 2 are worse than those in unmodified TCP, as OpenT CP 2 needs to observe packet drops before it can react. Some flows will take the hit in this case, and might end up with relatively large drop rates. Overheads of OpenTCP: We summarize OpenTCP's overhead for refresh periods of 1, 5, and 10 minutes in Table 1 by categorizing its overhead into 4 parts: (i ) CPU overhead associated with data aggregation and CUE generation at the Oracle, (ii ) CPU overhead associated with data collection and CUE enforcement at the end-hosts, (iii ) required bandwidth to transfer statistics from the end-hosts to the Oracle, and (iv ) required bandwidth to disseminate CUEs to the end-hosts. Clearly, OpenTCP's refresh cycle plays a critical role in its overhead on networking elements. We conclude that our implementation of OpenTCP has a small processing and bandwidth overhead.
RELATED WORK
Generally, congestion control in computer networks is handled in three different ways: (i ) End-to-end congestion control protocols: these protocols use endto-end network measurements, such as packet drops, as an implicit sign of congestion [18, 22, 23, 25] . (ii ) Active Queue Management (AQM) schemes: here the routers along a flow's path have an active role in measuring congestion and signaling to the end systems [12, 14, 17, 20] . AQMs can provide better network utilization than drop-tail queue management if they are properly used, but can induce network instability and major traffic disruption, if not properly configured [11, 13, 20] . (iii ) Hybrid of end-to-end and AQM schemes: these are techniques where routers along the path of a flow explicitly calculate the rate for individual flows, and notify the sources so that the sender can adjust its rate accordingly [3, 9, 10, 19] .
OpenTCP is designed to use SDN as a platform. SDN proposals introduce several solutions to separate control and data plane in enterprise networks [5, 16, 21, 31] . However, much less effort has been put into congestion control adaptation for this new environment; most proposals focus on routing and forwarding feature and ignore the advantages that SDNs provide in congestion control domain. OpenTCP bridges this gap and is designed to operate as a congestion control framework for SDNs by taking advantage of the luxuries provided in SDNs, such as programmable switches and centralized controller.
CONCLUSION AND FUTURE WORK
In this paper, we present OpenTCP, an automated TCP tuning framework for Software-Defined Networks. OpenTCP is flexible in terms of the changes it can apply. Our current implementation of OpenTCP is limited in scope, but can be extended to support programmable and adaptive TCP congestion control. To realize that, we plan to formalize general congestion control policies, and will provide abstract interfaces for network operators to program the behaviour of TCP. In that setting, network operators specify network policies and desired TCP behaviour, and OpenTCP adaptively and dynamically enforces them in the network.
