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As the variety of possible interactions with virtual reality (VR) continues to expand, researchers need a way 
to relate these interactions to users’ needs and goals in ways that advance understanding. Existing efforts 
have focused mainly on the symmetric use of technology, which excludes a rising form of interaction known 
as asymmetric VR, in which co-located participants use different interfaces to interact with a shared 
environment. There must be a clear path to creating asymmetric VR systems that are rooted in previous work 
from several fields, as these systems have use cases in education, hybrid reality teams (using VR and other 
technologies to interact online and face to face), accessibility, as well as entertainment. Currently, there is no 
systematic way to characterize 1) how a system may be asymmetric, 2) how the different mediation 
technology and affordances within asymmetric VR support (or do not support) users’ goals, and 3) the 
relationships and collaborative capabilities between users of these different technologies. In this paper, the 
authors use a scoping review to explore relevant conceptual frameworks for asymmetric interaction, 
mediation technology, and computer supported cooperative work to clarify the dimensions of asymmetry and 
synthesize the literature into a Composite framework for Asymmetric VR (CAVR). The paper concludes with 
suggestions of ways to test and expand the framework in order to guide future research as it identifies the 
most-beneficial interaction paradigms for co-located asymmetric VR. 
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1 INTRODUCTION 
Asymmetry, as it relates to technology, has been defined as “the capacity of individuals in a group 
to have different means to visualize and interact with virtual content” [16:127]. However, as it 
relates to virtual reality (VR), asymmetry is more than just the visual and interactive aspects. If VR 
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is to be the next teleconferencing medium [14], and if the technology is to be more accessible, the 
insights of multiple fields that have studied asymmetry must be brought together as guidance. 
That is not to say that asymmetry should be viewed as a challenge to overcome. As previous 
authors have concurred, asymmetry is simply present in social interaction, and in some cases, it 
can even be beneficial to a shared task [3,35,51]. Still, there must be a clear path for understanding 
and leveraging asymmetric use of co-located multi-user VR, as these mixed-reality spaces are vital 
to the acceptance and accessibility of VR. Following a scoping review of the literature, this paper 
synthesizes 18 conceptual works into one Composite framework for Asymmetric VR (CAVR), 
including a reframed definition of the ways in which asymmetry can occur and an 
acknowledgment of the context surrounding asymmetric VR use. 
Up to this point, the underlying topic areas related to asymmetric VR, including ludology (the 
study of video games), social psychology, CSCW, education technology, and VR, have remained 
disparate. The ludology perspective [22] considers asymmetry as a way of facilitating certain 
kinds of tasks. For example, if a team needs to change a design that is meant for use in a head-
mounted display (HMD), using VR may be the most straightforward way to test the environment, 
while a desktop application (and the granular control afforded by mouse and keyboard) may be 
most suited for making edits. If notetaking is necessary to the workflow, the task is poorly 
supported for an HMD-user [24,38] but well-suited to a desktop-user. Ludology insights would 
suggest that the design task can be described as having sequential timing, meaning the two users 
take turns, while the notetaking task has expectant timing, in which the desktop user waits for the 
HMD user’s signal to take action [22]. Work that applies these insights to education technology 
suggests that notetaking is supported by high asymmetry, whereas the design task would 
necessitate a medium asymmetry environment [49]. 
More information is found in social psychology literature [46]. In a mixed-reality space, such as 
exists during the use of asymmetric VR, certain information can be hidden from different group 
members. When using an HMD, a designer would not see the co-located others’ locations or 
deictic references. When not in the HMD, the proper depth and immersion of the environment is 
hidden information. If teams are to use asymmetric VR, it will be essential to make hidden 
information visible to all members, especially when it is relevant to group decision making [46]. 
While the information needed for each role and how to provide such information is not available 
in this discipline’s literature, some hints are scattered in the field of CSCW. 
CSCW offers several relevant theories (enhancement technology and workspace awareness, for 
example). Looking at the VR design task from an enhancement technology perspective [42], the 
existing technology in the environment could be leveraged to supply extra information that 
facilitates conversation around the virtual design. To understand more about what kinds of 
information (in addition to verbal conversation information) are necessary for fostering a 
functional group interaction in the space, one can examine workspace awareness literature [19]. A 
team’s needs for establishing workspace awareness are clearly outlined, but the application of 
workspace awareness to asymmetric VR is not. 
Innovation in CSCW technology is an ever-continuing stream, and for research to keep pace, 
flexible yet precise models are necessary. Models in this field have begun adapting to include more 
nuanced topics. For instance, Lee and Paine [32:184] use the term coordinated action to recognize 
the growing interest of studying the activity of two or more people as they work “towards a 
particular goal through one or more overlapping fields of action.” By redefining “work,” they 
include goal-directed action that is traditionally excluded from the research focus of CSCW. 
Carefully established frameworks improve the ease with which complex topics, such as 
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collaboration and asymmetric VR, can be researched. Such frameworks facilitate researchers’ 
interpretation of the data so that the best possible conclusions may be drawn, for example, by 
guiding the selection of variables to be manipulated, measured, and controlled. This paper seeks to 
do just that, bringing together the various existing frameworks as part of an effort to create an 
integrative, composite framework: CAVR.  
1.1  Background: Need for a framework of asymmetric VR 
As extended reality (XR), a category including VR, AR (augmented reality), and MR (mixed 
reality), has gained popularity, the focus of research has shifted from getting the hardware to 
work to understanding the consequent human interactions [14]. As explained by Olsson et al. [42], 
much research has been done to understand what best supports, or enables, the interactions 
between distantly-located humans, but relatively little work has focused on how technology can 
enhance co-located interaction. XR is no exception to this trend, and computer-mediated support 
for co-located interaction during HMD use is essential to the widespread adoption of the 
technology [18]. The experience of VR can be an isolating one, so HMD-users (and their 
onlookers) need technology mediation as they interact with one another. The solution is not as 
simple as “just put each collaborator in their own HMD,” or “just show collaborators a monitor 
with what the HMD-user is seeing.” Each of these options oversimplifies the collaboration needs 
and dynamics [3,33–35,51]. As such, the authors propose a focus on harnessing the abilities of 
asymmetric design to foster engaging VR experiences. 
Asymmetric VR, a form of VR interaction in which co-located users access the same virtual 
environment using different kinds of technology, has gained popularity within research since the 
phrase was coined in 2012 to describe virtual telepresence [47]. The term and ensuing research 
draw from earlier studies describing the asymmetry of virtual movement [45] and media spaces 
[23,51]. However, in colloquial use on discussion forums such as Reddit, asymmetric VR 
specifically describes co-located use of a mix of technology, while the remote use of asymmetric 
technology is described as cross-platform multiplayer VR. In VR research, the focus has 
traditionally stayed closer to symmetric and single-device use. For example, Milgram and Kishino 
[33] describe the continuum of technology-enabled environments between physical reality on one 
end of the spectrum and VR on the other end. While the virtuality continuum describes the 
technology quite well, Benford and colleagues [3] find another axis, which relates to the way in 
which objects are either brought to the user or the user is brought to them, is necessary to better 
describe group use of the technology.  
Even with VR frameworks extended to include support for collaborative uses, Ens et al. [14] 
note more work is needed to merge CSCW groupware and VR into a common conceptualization 
of MR for coordinated action. After their extensive review of MR collaboration research, Ens and 
colleagues [14] conclude that the current methods of categorizing and understanding cooperative 
systems are not sufficient for use as frameworks for the study of MR. Similarly, their review 
highlights gaps in the present understanding of asymmetry and of asymmetric VR. While 
asymmetric VR research is present in the last 30 years, just over three-quarters of the papers on 
asymmetric use of XR technology were published after 2010, and the focus has largely concerned 
remote asymmetry (or, cross-platform multiplayer VR) which combines AR and VR to allow 
experts to assist novice users remotely [14].  
Because asymmetry necessitates at least two individuals, similar to team interactions, 
organizational psychology concepts of teamwork dynamics, team composition, and team 
emergent states are relevant. Teamwork dynamics include the groups’ interactions (including 
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dependency [21,22,37]) and the support of these interactions by the technology (asymmetric VR). 
Also, team composition includes factors that may impact the choice to use asymmetric VR – such 
as the team’s accessibility needs, power balance (as influenced by personality traits and expertise 
[54]), and multidisciplinary nature (or heterogeneous roles). In team research, emerging states, 
including the group’s attitudes, behaviors, and their thoughts and understanding of the situation, 
mediate collaboration outcomes [54]. In asymmetric VR, each team member’s workspace 
awareness will likely be influenced by the level of asymmetry in the experience. Additionally, it 
seems reasonable to assume that different levels and kinds of asymmetry may correlate with 
collaboration outcomes, prosocial behaviors, and team member rapport, as these are associated 
with interdependence [4,5,27,44], which is fostered by asymmetry [21].  
In 1988, when CSCW was a nascent field fueled by the introduction of the internet and email in 
corporate settings, Johansen [26] organized a matrix of time and place to mobilize the field toward 
a common goal. This matrix has become ubiquitous in the field [32] and is used to classify 
electronic meetings as “Asynchronous” or “Synchronous” and “Local (Co-located)” or 
“Distributed”. While a useful tool, the organization of electronically-mediated communication on 
these two axes hides the complexity of technology use related to asymmetry. For instance, while 
the synchronous asymmetric use of VR in a single physical space (e.g., one person in an HMD and 
two people who are not) is technically co-located use, the fracturing of both the environment 
surrounding the generation of an action and that accompanying the deciphering of said action 
raises novel design considerations [30,34,36]. This fracturing means asymmetric-VR-using groups 
do not receive the same benefits as synchronous, co-located groups using other technology during 
their coordinated action, despite the suggestion of Johansen’s matrix [26]. 
Asymmetric VR may be a useful tool for businesses as they continue to embrace virtual teams. 
Even as hardware becomes cheaper and the coordination of multiple HMD-users in a single 
physical space is optimized, it is unlikely that all organizations will acquire sufficient headsets for 
everyone. It is also highly probable that certain tasks will require virtual and physical artifacts – as 
shown in earlier studies of cooperative work [28] – or that co-located teams will interact with 
other teams that are co-located in separate offices. To support the heterogeneous roles of teams in 
these mixed-reality spaces, clear recommendations for optimizing the collaborative experience 
within the space are necessary but have yet to be established. 
For the general public, asymmetric VR video games are a popular first experience with VR 
technology. In 2015, before the Oculus Rift CV1 came to market, Steel Crate Games released “Keep 
Talking and Nobody Explodes,” a game that leverages the asymmetries induced by the presence of 
the HMD to create a compelling experience (rated 10/10 on Steam, a popular game platform for 
VR) [48]. Keep Talking is one of the first games someone may have purchased for showing VR to 
friends; rather than passively waiting for a turn with the HMD, the spectators found themselves 
engaged in the experience. Outside of video games, HMD-induced asymmetry has seen attention 
in collaborative 3D design [16], data analysis [12], and public experiences such as museums 
[15,17]. Similar to the idea of “blended classrooms” [7], asymmetric VR may also find application 
in HMD-based training and classroom education [49]. In each of these situations, researchers and 
designers need language to describe how asymmetric experiences differ. 
One area of application that has not seen much attention in VR, especially in asymmetric VR 
literature, is the facilitation of accessibility to the virtual (or mixed-reality, in asymmetric set-ups) 
space. Research on VR with populations such as older adults and people with disabilities is limited 
and typically focuses on using 2D screens and projected VR rather than consumer HMDs 
(although exceptions exist [6,9]). Tools to increase the accessibility of 6DOF (6 degrees-of-
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freedom) devices for people who are confined to beds, use wheelchairs, or have limited use of their 
arms (e.g., have one arm) are beginning to come to market (such as WalkinVR Driver [52]). 
Asymmetric VR may offer alternative or complementary ways to access the virtual space by 
people who choose not to don an HMD for a variety of reasons yet desire a connection to others 
experiencing VR. To understand the impacts of asymmetric interaction on groups that are diverse 
in a multitude of ways, including in their accessibility needs and available tools, researchers’ effort 
needs to centralize around an integrative framework that can offer a common language for 




One powerful method of organizing research efforts is the literature review. Scoping reviews can 
be used to examine and clarify key concepts, creating comprehensive definitions of an area, rather 
than a systematic answer to a question [40]. Much like a systematic literature review, scoping 
reviews follow a protocol to exhaustively identify and extract data from a corpus of published 
papers [40]. For the present work, the Scopus citation database was used to identify empirical 
work on asymmetric VR. The terms used in the initial search were a VR term (“Virtual Reality” or 
“VR” or “Mixed Reality” or “Head-Mounted Display” or “HMD”) AND either a collaboration term 
(“collaborative” or “collaboration” or “asymmetric technology” or “cooperative” or “cooperation” 
or “bystander” or “multiple head-mounted displays” or “multiple HMDs” or “multi-user” or 
“multiple user”) OR a location term (“co-located” or “collocated” or “shared space” or “same 
space”).  
The initial 257 papers were evaluated against a set of inclusion criteria, namely collecting only 
publications in which: 1) studies included at least one head-mounted virtual reality device, 2) the 
data were collected at the level of the individual, and 3) papers were published between 2014 and 
January 2020 (when the search happened), with the lower-bound corresponding to the release of 
the Oculus Rift Development Kit, which represents a dramatic increase in quality and affordability 
of VR HMDs. This process resulted in a total of 109 papers.  
The advancement in technology which spurred the time limit of the initial search was itself 
afforded by prior research, which could mean important research was missed in the initial search. 
However, as the intention was to use these articles to find foundational works from which the 
recent wave of VR popularity benefits, the references of the 109 papers were subsequently 
examined for relevant work both within and beyond the initial time limitation. As a result, an 
additional 91 articles were identified for a total of 200 articles on co-located, asymmetric VR. 
Rather than summarizing the themes embodied in the results of these 200 papers, as may be 
more typical in a scoping review, the authors’ goal was to identify the range of underlying 
conceptual frameworks spanned by the corpus of 200. The relevant conceptual frameworks 
underlying these 200 academic works were identified, either cited by the papers themselves or 
related to multiple papers. This resulting collection of 18 “framework papers” represents ideas 
from CSCW [2,10,14,19,26,32,42,51], VR [3,30,39], ludology [21,22], group decision making [46], 
organizational psychology [37,54], economics [1], and education technology literature [49]. These 
papers were then used to develop CAVR, a framework that draws on the multiple frameworks 
found.  
Section 3 describes the key frameworks of the 18 theory papers. Section 4 presents CAVR and 
how it is derived from these frameworks. Section 5 discusses the ramifications of CAVR and 
describes future work.  
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3 THE RANGE OF RELEVANT CONCEPTUAL FRAMEWORKS 
This section presents the conceptual frameworks explored in the 18 framework papers which 
subsequently led to CAVR. The work is grouped into the following clusters: 3.1) asymmetry of 
information, 3.2) asymmetry in video games and media spaces, 3.3) asymmetric awareness of 
others and the environment, 3.4) interdependence and timing within asymmetric systems.  
3.1  Asymmetry of Information 
The idea of asymmetry has long been examined in contexts beyond technology. The most 
prominent of these surrounds the asymmetry of information [1,46]. While information asymmetry 
was not directly cited in the corpus, CAVR identifies this research thread as important to 
understanding the group use of technology as present in asymmetric VR.  
 
In the 1960s, economist Kenneth Arrow described the disparities created by information 
differences between buyers and sellers, particularly related to the uncertainties in the medical field 
[1]. His article applied mathematics to the handling of information and concepts such as “trust” 
that were previously difficult to explore systematically [20]. In the 1980s, small groups research 
focused on the asymmetric knowledge of a group of 2-5 individuals. In the Hidden Profile 
Paradigm [46], members of a group are given access to information about fictitious candidates for 
a job and asked to choose the best one. Each group member has access to exclusive information 
about the candidate as well as information shared by all members of the group. Most groups focus 
only on shared information, but the only way to choose the best candidate is to consider 
individual members’ exclusive information. One of the main goals of this research task is to 
deduce the conditions under which members did or did not share the hidden information, and the 
influencing factors often included group dynamics such as rapport, incentives, and power [46]. 
Because computer-mediated communication, including asymmetric VR, can affect these group 
dynamics significantly, it is useful to consider that asymmetric technology may be more important 
to specific group members, depending on the information they possess. 
3.2  Asymmetry in Media Spaces and Video Games 
Within the 200-paper corpus, asymmetry was typically identified through either a ludology (video 
games) or a media spaces lens. Through the media spaces lens, fractured ecologies and asymmetric 
perceptual access were influential to research and development of asymmetric VR experiences. 
Fractured ecologies, or differences in the immediate contexts of action generation and 
comprehension [23,34], introduce types of asymmetry related to, but different from, information 
asymmetry. Referred to as the asymmetry of perceptual access [53], this type of asymmetry arises 
for two reasons. First, even as computer-based solutions move into a workplace, physical artifacts 
from paper to medical tools are necessary (or perceived as such) to the work being done [33,53]. 
Second, computer use may occur from a remote location or may need to be conducted in a 
separate room [53]. As VR continues to grow in consumer and industrial popularity, it follows that 
some physical artifacts will continue to be necessary, just as was true for the introduction of 
computers into long-established areas of work. Therefore, fractures in the ecological basis of 
actions for HMD-users and external users of asymmetric VR are impactful to the users’ 
experiences, regardless of their co-presence in the physical location.  
Many people’s first VR experience arises through video games. Video game designers are often 
free to implement novel paradigms within their simulated environments, meaning the interactions 
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and interfaces introduced in video games can offer insights to emergent technology trends (as in 
previous work examining human cooperation with autonomous agents through video game 
analysis [50]). By designing a game that leverages the information, context, and task differences 
between players, creators can make specific choices to increase the chances that any individual 
player values their game experience, e.g., by presenting play styles. In doing so, asymmetric games 
both cater to differences between players, such as skill level or amount of (pre-existing or game-
prompted) available information and create multi-faceted experiences that promote tightly 
coupled social interaction through interdependence [21]. Asymmetric experiences for other kinds 
of coordinated action may similarly impact collaboration outcomes, and as such, a more thorough 
understanding of asymmetric VR results from incorporating scoping review insights from 
ludology.  
While the ludology and media spaces frameworks that focused specifically on asymmetric 
technology did not include VR, the two frameworks are critical to the derivation of CAVR. 
According to Harris et al., the infusion of asymmetry into video game mechanics may occur as an 
asymmetry of ability, challenge, interface, information, investment, or goal/responsibility [22]. 
Harris and colleagues also extend the Mechanics, Dynamics, and Aesthetics (MDA) framework 
[25] to better accommodate asymmetric multiplayer game design. The MDA framework is a 
combination of understanding how the design choices in a game (Mechanics) impact a player’s 
experiences in a game (Dynamics) and how those experiences impact how players feel about that 
game (Aesthetics). While the designer has control over the dynamics and mechanics of a game, 
players can have different reactions to the same game, resulting in a variety of aesthetics.  
While Harris and colleagues focus on the interaction dynamics of an asymmetric video game 
[22], Voida and colleagues [51] examine the asymmetry of characteristics of media spaces, 
including traditional and social media. Using this lens, Voida et al. delineate asymmetry as 
including fidelity, place, participation, media, engagement, and benefit [51]. Table 1 summarizes 
each mechanic of asymmetry based on games [22] and forms of asymmetry based on media spaces 
[51]. Of interest to the present research, these definitions do not naturally converge to form a 
complete understanding of asymmetry. Asymmetric VR, as described in Section 1.1, is a form of 
VR interaction in which co-located users access the same virtual environment using different 
kinds of technology, such as a desktop monitor with a keyboard and mouse or a touchscreen 
device. Consequently, asymmetric VR necessarily facilitates coordinated action, including 
cooperation, collaboration, and competition, between two or more individuals. The asymmetry in 
asymmetric VR refers to the differences between the experiences of these multiple actors. 
One of the aims of CAVR is to offer consistent terminology to describe the experiences and 
effects of asymmetric VR. To better align these previous works for use in describing Asymmetric 
VR, the following process was observed: 1) three independent reviewers extracted the definitions 
of asymmetry from the Voida et al. [51] and Harris et al. [22] papers, 2) the reviewers worked 
independently to group the given definitions in a way that reflected their relationship to 
asymmetric VR use, 3) the reviewers independently developed definitions of the groupings, 4) the 
reviewers met to discuss their findings to promote consensus around dimensions which were not 
redundant yet exhaustively descriptive of the concept, and 5) the final definitions were 
contextualized in light of the scoping review. This process, along with the scoping review, aided in 
the definition of the dimensions of CAVR. 
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Table 1. Definitions of game design mechanics [22] and forms of asymmetry [51]. 
Mechanics† Definition Forms‡ Definition 
Ability Users have different actions 
they can take. 
Fidelity There can be different quality 
and frequencies of information. 
Challenge Users face different kinds of 
obstacles. 
Place The context of use of a system 
influences the expectations. 
Interface Users have different ways of 
engaging with (input and 
output) the system. 
Participation Users have different roles and 
levels of control within the 
system. 
Information Users receive different kinds of 
information about the system 
and one-another. 
Media Users share different kinds of 
information. 
Investment Users dedicate different 
amounts of effort and time to 
their roles. 
Engagement Users give different levels of 
attention or focus to the 
system. 
Goals Users seek different outcomes 
from the system. 
Benefit The system offers different 
solutions to user’s needs. 
†Adapted from [22], ‡Adapted from [51] 
 
3.3  Asymmetric awareness of others and the environment 
This section introduces results from the scoping review regarding how collaborating users 
maintain awareness of both the state of the coordinated action and the actions of their colleagues 
in a shared workspace. In order for asymmetry to foster collaboration or cooperation, those 
involved in the experience must have access to information about what is happening, by whom, 
and where the action is occurring in the mixed-reality space [19]. As such, three existing 
frameworks – workspace awareness, channels of communication, and the framework of 
enhancement technology – are introduced in this section.  
When designing a system to support coordinated action in the presence of asymmetry, 
including for co-located interactions, one should consider how people use a typical workspace 
environment. In 2002, Gutwin and Greenberg [19] published a framework of workspace 
awareness based on the ways in which small groups of two to five people use a shared workspace. 
Users of groupware applications need to keep track of, gather, and use workspace awareness in 
collaboration. The framework points to how each of these is accomplished and how they can 
break down — especially the failures to 1) gather necessary information and 2) understand what 
that gathered information means. According to the framework, groups need to answer questions 
of “Who,” “What,” “Where,” “When,” and “How,” about the workspace and the objects and people 
who occupy it.  
While Gutwin and Greenberg [19] derived their understanding of awareness from co-located 
use of physical work-surfaces, the theory is useful when considering any workspaces through 
which small groups interact. Among other workspaces, the framework has seen application to 
telecommunication [19] and video games [55]. For this reason, the framework of workspace 
awareness serves a foundational role in understanding how co-located groups interact with a 
single virtual space using asymmetric VR. 
A Composite Framework of Co-located Asymmetric Virtual Reality  19:9 
 
PACM on Human-Computer Interaction, Vol. 5, No. CSCW1, Article 5, Publication date: April 2021. 
A primary way of gathering workspace information is through communication, either 1) 
consequential of others’ actions in the environment, 2) as feedthrough from artifacts, or 3) through 
intentional communication [19]. Kraus and Kibsgaard [30] recognize four communication 
channels through which consequential, feedthrough, and intentional communication may pass: 
auditory, visual, media-based (or pre-recorded), and a collective “other” category, including 
channels that are atypical candidates for technological mediation (such as olfactory and haptic). In 
this context, mediation refers to the mediation of communication, which Kraus and Kibsgaard 
posit is broken into three levels (unmediated, transparent mediation, and explicit mediation) that 
hold a negative relationship to the level of co-presence relative to costs of implementation. 
Considering this, they note that explicit mediation, though it produces the lowest levels of co-
presence, may result in better performance and team outcomes than transparent mediation 
implemented at the same cost [30]. In other words, while co-presence is higher in unmediated and 
transparently mediated environments, mediation that is easily identifiable by participants (explicit 
mediation) can produce better collaboration than half-implemented transparent mediation. This 
framework of communication channels also informs the use of asymmetric VR, which could be 
framed as a form of explicit mediation.  
Olsson et al. [42] suggest a need to study further the co-located use of technology in groups 
(which Kraus and Kibsgaard [30] choose to avoid, classifying these as single-user experiences 
instead). When considering asymmetric VR, one can understand how the systems support or 
discourage interaction within the co-located group using the Framework of Enhancement 
Technology [42]. Following a scoping review of 92 studies on co-located technology use, this 
framework consists of nine design objective categories and eight design approach categories [42]. 
Among the identified design objectives is the need to accommodate asymmetric interaction, 
whether group members experience asymmetry in the type of device or in its user support, 
making this a key building block to CAVR.  
The Framework of Enhancement Technology [42] describes three technology roles that aim to 
enhance co-located interaction rather than simply enable it. First, the role of inviting interaction 
pertains to technology that motivates new encounters among co-located others by signaling 
potential social interaction partners’ interests and availability. Second, technology that facilitates 
interaction supports equitable interaction dynamics for co-located others with whom you would 
otherwise interact. Third, that which encourages interaction incentivizes people to either start or 
maintain their ongoing interactions, providing opportunities and stimulating action through 
appropriate affordances. Curiously, the authors of this 2019 review did not consider any literature 
on VR while creating their framework. While their search did not include VR applications, it 
seems reasonable to link work on enabling interaction with technologies from smartwatches to 
smartphones to the study of enabling co-located interaction among immersed and non-immersed 
users of VR. 
However, due to this lack of representation in the review, it is not clear how asymmetric VR is 
best represented within the Framework of Enhancement Technology. More work is needed to 
understand relationships between the asymmetry configuration and the specific interaction role 
(as determined by the Olsson et al.’s framework [42]) of an asymmetric VR experience. By altering 
the mediation to support the asymmetric experience, even for coordinated action involving a non-
immersed user and an immersed user, positive group outcomes may be achieved [30]. And, by 
focusing on supplying the information required for maintaining workspace awareness [19] 
through the available communication channels [30], distinguishing the missing components of 
complex group interaction in MR, namely the unique requirements for workspace awareness in 
asymmetric VR, can begin. 
19:10   Kaitlyn M. Ouverson & Stephen B. Gilbert 
PACM on Human-Computer Interaction, Vol. 5, No. CSCW1, Article 5, Publication date: April 2021. 
3.4  Interdependence and Timing 
The current scoping review revealed one conceptual paper on asymmetric VR. Thomsen et al. [49] 
offer an existing characterization of asymmetry that includes an extension of the Harris et al. [22] 
asymmetric video game design elements to VR. However, the Thomsen et al. taxonomy focuses 
more on interaction design, including the timing of actions and direction of dependence within an 
asymmetric system rather than offering a broader view that includes the multitude of ways to 
experience asymmetry within VR. Even still, this theory is critical and contributes to the CAVR 
dimension of team interdependence.  
Under conditions of cooperation, the direction of dependence can be classified as an 
operationalization of the team definition, commonly stated as two or more people who work, 
more or less dependently, to accomplish a shared goal [54]. These directions include mirrored, 
unidirectional, and bidirectional dependence [22]. Mirrored dependence is typical in traditional 
cooperative games, wherein Player A and Player B rely on each other in identical ways. In 
unidirectional dependence, Player B does not reciprocate Player A’s reliance. Bidirectional 
dependence is similar to mirrored dependence, except that the two players’ reliance takes a 
different form for each player, as is expected for teamwork involving multiple roles and 
collaborative interactions [54].  
A key factor of interdependence (or dependence) is the timing of actions. Action timing [22,49] 
is organized into five types. Coincident actions (1) occur simultaneously, while sequential/disjoint 
actions (2) occur in sequence with no required amount of time between them. Similar to 
coincident, concurrent actions (3) occur simultaneously, but they require coordination in a way 
that is not linked to the time variable. Actions that require no coordination between actors are 
asynchronous (4). Finally, actions are expectant (5) when they require one member to anticipate 
the execution of another’s action (or that other’s signal) before performing their own action. 
Whereas timing arose within ludology, researchers from CSCW also deal in the time context of 
actions and tasks. Originally dichotomized as synchronous or asynchronous in Johansen’s [26] 
matrix, more recent work [13,32] extends the matrix to include concurrent synchronized, serial, 
mixed, and unsynchronized timing. Mapping the work of Dix et al. [13] to that of Harris et al. [22], 
these can be defined as follows: Concurrent synchronized includes both concurrent and coincident 
timing; serial includes sequential and expectant timing; mixed refers to tasks that are synchronous 
or serial in nature, depending on the need, suggesting expectant timing and – to a degree – 
concurrent timing; and unsynchronized reflects asynchronous timing. 
Considered together with dependence, one can posit that different action timings are better 
supported by a particular asymmetry [49]. While CAVR is intended as a conceptual framework 
supporting researchers, the alignment of timing and dependence may be additionally useful to 
designers of asymmetric VR. Figure 1 shows a reinterpreted version of the taxonomy initially 
presented by Thomsen et al. [49], designed to better reflect the logical tie between dependence, 
timing, and asymmetry. While the present work generally agrees with their interpretation of 
interaction patterns, Thomsen et al. [49:24] argue that the dependence in conditions of medium 
asymmetry is unidirectional “since both participants are dependent on each other, but in different 
ways.” As this is the exact definition for bidirectional dependence given by Harris et al. [22], 
Figure 1 updates their organization of dependency and timing. 
By adding a dimension related to the directionality of dependence, then, Thomsen and 
colleagues [49] posit that the asymmetry level can be attributed per situation. In Figure 1, high 
asymmetry refers to situations where one actor is uniquely dependent on another. Highly 
asymmetric systems are most supportive of work on separate tasks that may or may not require 
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coordination because actors must communicate verbally to convey information due to the lack of 
a shared space. Low asymmetry occurs in situations where actors depend on one another in 
similar ways. In low asymmetry systems, each actor can communicate and interact with the 
virtual space as they work sequentially or together on tasks over an unspecified duration. 
 
Figure 1. Organization of dependency and timing per asymmetry level; a new explanation of 
terms, integrating previous work [22,49]. Green bars (continuous tasks) and arrows (discrete tasks) 
on the bottom of the timeline-arrows show the HMD-user’s tasks, while the blue demarcations on 
top of the same line indicate the same task types for the non-HMD user. Essentially, with low 
asymmetry, more synchronous, collaborative actions are feasible, while with high asymmetry, 
actions are typically asynchronous and expectant.  
Whereas low and high asymmetry foster dependence, medium asymmetry is uniquely suited 
for positive interdependence, just as is typical for collaborative teams. Medium asymmetry 
features a digital interface that can transfer information between actors as they work on tasks that 
coincide or occur in a non-time-sensitive sequence. As such, interface and perceptual access 
decisions can create or alleviate friction in user experiences of mid-level asymmetric VR. 
Workspace awareness information in medium asymmetrical configurations may therefore be 
communicated through an additional interface rather than through the shared space or partner 
communication. 
 
4 CAVR: THE COMPOSITE FRAMEWORK FOR ASYMETRIC VR 
Theories existing to date explore facets of interest to co-located asymmetric VR system use, but no 
single model addresses the whole concept. CAVR (Table 2) extends the current conceptualization 
of asymmetry to encompass group dynamics in addition to interaction and technology 
characteristics by defining the dimensions of asymmetry. These five dimensions (spatial co-
presence, transportation, informational richness, team interdependence, and balance of power) 
draw from a restructuring of pre-existing definitions of asymmetry and an examination of the 
literature, and they are summarized below. 
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Spatial Co-presence1,4 Group members receive different levels of mediated access to each 
other; range of unmediated to mediated spatial co-presence 
Transportation1,4 For each member, the mixed-reality space is reached through 
different interaction metaphors supported by the technology 
Informational Richness2 The extent to which the technology delivers and captures information 
about the mixed-reality space 
Team Interdependence3 Group members bring different goals that align to various degrees 
Balance of Power4 Group members have different degrees of control over information, 
influenced by their roles and levels of experience 
1: adapted from [30], 2: adapted from [37], 3: adapted from [28]; 4: adapted from [3]. Spatial co-presence is a new blend of 
terms. 
 
To appreciate the challenge of what an asymmetric VR system is trying to accomplish, it is 
worth noting that there are two worlds that team members must be able to engage: the real world 
in which they are co-located, which may contain physical objects with which they would like to 
interact, and the virtual world, which may also contain information and virtual objects with which 
they would like to interact. Essentially, the system, if well-designed, could offer the sense of 
engaging with both worlds simultaneously – not quite being in two places at once, but allowing 
relevant engagement with information, objects, and people in both worlds. In this paper the 
authors refer this overlapping space of the two worlds as the “mixed-reality space.” This section 
introduces the five dimensions of CAVR and ties them to the 18 framework papers, noting how 
the dimensions emerged. 
 
4.1.1  Spatial Co-Presence 
Early research in the area of technology asymmetry focuses on the use of telepresence systems. 
Specifically, Kraus and Kibsgaard [30] note that the use of telepresence technology in face-to-face 
situations was not easily categorized using existing models of communication and interaction in 
VR. Extending pre-existing frameworks (including the virtuality continuum [39]), Kraus and 
Kibsgaard identified five dimensions of human-to-human communication during the use of 
immersive environments: communication channel; mediation of communication; and three 
communication situations – co-presence, transportation (see [3]), and virtuality (see [39]). 
Whereas co-presence in other literature refers to the feeling of experiencing a specific 
environment with another person [41], Kraus and Kibsgaard conceptualize co-presence as the 
result of the design decision to either mediate or not mediate the experience of co-presence [30]. 
In their view, co-presence seeks to mirror the experience in the real-world, rather than in the 
virtual space.  
Interestingly, asymmetric VR is neither named nor entirely represented by Kraus and 
Kibsgaard [30]. For instance, while transportation indicates the degree of a person’s separation 
from others in their physical location, the authors do not explore the area of mixed-presence 
(associated with the mixed-reality space) beyond the identification of “vicarious-transport 
situations,” which use “look-into” as opposed to “step-into” as an interaction metaphor.  
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This characterization reflects only part of the communication landscape in asymmetric VR, as a 
third interaction metaphor describes the interaction of two individual users with a shared object 
without any transportation into a shared space [43]. While first introduced to describe 
participation with symmetric collaborative virtual environments, the definition of “reach-into” 
interactions can be extended to describe asymmetric VR. Here, “reach-into” interactions give an 
outside perspective while also allowing the non-immersed user to interact with the virtual 
environment, thus CAVR extends Kraus and Kibsgaard’s conceptualization of co-presence to 
instead focus on the mediation of the mixed-reality space. As such, CAVR integrates the ideas of 
Kraus and Kibsgaard [30], Otto, Roberts, and Wolff [43], and Benford and colleagues [3] to 
introduce the dimension of spatial co-presence or the degree of mediated access to the mixed-
reality space received by group members. 
Spatial co-presence concerns the feeling of being with others in the mixed-reality space. In 
CAVR, the focus of co-presence turns from the feeling of being in a real space together to being in 
the mixed-reality space with one another. In the design team example from Section 1, the desktop 
and mouse/keyboard user will feel a lower level of togetherness with the other person in the 
mixed-reality space, despite sharing an office space (and thus experiencing a high co-presence in 
the physical space). 
4.1.2  Transportation 
From another perspective, asymmetric co-located VR is a mixed-reality-bound shared space, with 
the levels of asymmetry being dependent on various technology variables; according to Benford et 
al., these variables are transportation, artificiality, and spatiality [3]. Whereas the virtuality 
continuum focuses on the degree to which the information is digital (virtual) or real [39], Benford 
and colleagues’ conceptualization recognizes that in addition to the realness of the space 
(artificiality), virtual spaces also vary in the extent to which they exclude the physical location 
(transportation) and the degree to which they create a new shared space (spatiality) [3]. As such, 
their conceptualization allows for coordinated use of XR technology. 
When considering asymmetric VR experiences, the design must overcome many of the same 
barriers in distributed technology use even when users are in the same physical location. Because 
HMDs occlude the user’s vision, non-HMD-wearing users of the same physicality effectively 
occupy a different space [30]. Therefore, despite being co-located and synchronous (and thus 
outside of the traditional context of telepresence [2,3,30]), both categories of individuals need to 
access the virtual environment and interact with one another during coordinated action.  
In other words, while the HMD-user is immersed in the task space (here, the virtual 
environment), they do not have access to the person space (due to HMD-triggered occlusion) 
[2,10]. Conversely, the external users have access to the person space, meaning they can make 
sense of the emotions, personality, and identity of the HMD-user, without having access to task 
space. Asymmetric VR introduces a shared reference space (the mixed-reality space), improving 
user presence by contextualizing the person space’s information within the task space [2,10]. As 
such, asymmetric VR is responsible for creating a shared space, allowing the transportation of 
both immersed and external users into the shared virtual environment while maintaining 
awareness of relevant features of the real-world environment. CAVR’s definition of transportation, 
then, can be understood as the differences in the attainability of the mixed-reality space, 
depending on the type of technology used by each group member. 
Transportation is related to co-presence, yet it diverges due to its focus on a user’s actual 
interaction in either a new, virtual environment or their original environment, rather than the 
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perception of interacting in a new place [3]. Systems with varying transportation levels, from high 
transportation systems like VR HMDs to the lower-level transportation AR devices, may cater to 
different tasks, which would benefit the heterogeneous groups common to coordinated action 
[32]. Transportation does include the hardware and software aspects of user interface, and could 
thus be deemed an objective, measurable dimension, but it differs from the classic definition of VR 
immersion [8] in that transportation focuses more on the degree to which you can access the 
affordances of both the virtual and real world rather than the fidelity of your virtual world 
experience. As such, a designer wearing an HMD to test a virtual design would experience a “step-
into” level of transportation, while the user of the desktop and keyboard/mouse would experience 
a “reach-into” level of transportation, assuming the application has been designed to allow real-
time interaction with the mixed-reality space (either through the interface or through information 
transfer with the HMD-user). 
4.1.3  Team Interdependence 
In organizational psychology, the pattern or extent of interaction required for task completion is 
termed “interdependence” [4]. Whereas Harris and Hancock [21] identify interdependence as a 
complementary – yet separate – concept to asymmetry, CAVR incorporates team 
interdependence, or the degree of alignment between group member goals, as a dimension of 
asymmetry. Interdependence is a concept that is inextricably linked to the definition of a team, 
differentiating teamwork from group work [4], which only requires the dependence of group 
members. Dependence, then, describes the two-dimensional concept [44] that includes mutuality 
(or, in Harris [21,22] terms, direction) and level (which is related to timing). 
Team interdependence arises within groups whose members must rely on one-another to 
accomplish their shared goals [21]. The team composition can play into this need, as a team with 
varied roles will need to integrate the work of its members to achieve its goals [11]. Lee and 
Paine’s [32] Model of Coordinated Action (MoCA) dimension of “Number of Communities of 
Practice” describes the heterogeneity of a group joined in an instance of coordinated action. Each 
additional community of practice introduces different roles, norms, tools, and expectations [31]. 
These heterogeneous groups consist of members who bring a different set of goals that may or 
may not align well with the group, representing higher or lower levels of team interdependence. 
Within the Section 1 design team example, the HMD user seeks to evaluate the alignment between 
the experience and the intentions of the application, while the desktop user takes note of these 
issues and adjusts the design to increase alignment. These goals represent a relatively high level of 
alignment, and thus the group experiences a high level of team interdependence, rather than 
mutual or unidirectional dependence. 
4.1.4  Balance of Power 
In their work with mixed-reality boundaries, Benford et al. [3] warn that these spaces’ mutuality is 
critical to the balance of power, a term that is adopted here. In CAVR, this is defined as the degrees 
of access to and control of information in an asymmetric or mixed-reality space, and it is 
determined by the members’ roles (including software permissions), access to hardware, and levels 
of experience. While some of this information comes from the individual’s prior experience, or 
priors, as in Carlile’s boundaries framework [11], the boundary object (e.g., the interface used 
alongside VR) is responsible for providing a shared language for conveying knowledge and 
understanding differences (such as hidden information [46]) in order to understand something 
more deeply [10]. 
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The balance of power within a group is dependent of the levels of interdependence and the 
mutuality of the boundaries to the mixed-reality space generated during asymmetric VR 
experiences. Under conditions of high team interdependence, power flows between group 
members such that it remains balanced between them. The boundaries between the physical and 
virtual spaces have been previously examined as ways to improve the understanding of the 
goings-on in those spaces [3]. Using boundary objects, which are objects designed to share 
information across contexts [11], Benford and colleagues allowed users to communicate 
workspace information across these boundaries [3]. When using asymmetric VR, differences in 
the mutuality of the mixed-reality boundaries [3] or the quality of the information provided by the 
boundary object [11] can change the group’s proportions of dominance and control. For example, 
when considering a design team crafting a virtual experience, using the screen-mirroring function 
(a “look-into” metaphor) available to most VR applications would result in higher dominance over 
the mixed-reality space for the HMD-user. However, as soon as the external user (here, the 
desktop user) is given access to a different level of transportation, spatial co-presence, or 
informational richness (described next), the balance of power shifts in their favor. 
4.1.5  Informational Richness 
Another area in which asymmetric VR falls through gaps in existing conceptual frameworks is in 
the literature surrounding virtual teams. Virtual teams are commonly understood as being 
distributed and requiring technology to interact with one another [28,37], yet teams now 
incorporate technology in ways that enhance their coordinated action [42]. These technologies 
vary in their informational richness levels, a term introduced by Kirkman and Mathieu [28] to 
underscore the differences in technologies’ media richness [29], specifically in terms of 
information valuable to a team. Indeed, this conceptualization is relevant to CAVR, which extends 
the focus of extant asymmetry definitions to include the distribution of team-relevant details such 
as workspace awareness information. CAVR’s dimension of informational richness concerns the 
extent to which the technology delivers and captures information about the mixed-reality space. 
 
Informational richness is related to the quality of the boundary object and is pivotal to the 
communication effectiveness of a team [11,19,37]. Especially in teams with multiple specialized 
roles, the sharing of knowledge across the boundaries to understanding that are introduced by the 
coming-together of various communities of practice is critical to success [11]. The same is true for 
the sharing of information across the boundaries of the mixed-reality space. If the design team 
used a motion-tracked touchscreen to allow the external user of the mixed-reality design space to 
place notes in the space, rather than just intermingling screenshots with text in a text document 
(“reach-into”), informational richness would be high. Informational richness could also be high for 
a desktop user if the goal is to make live edits to a virtual environment. Higher levels of 
informational richness occur when the interaction metaphor (between “reach-into” and “look-
into”) supplies the information that is necessary to the team’s function. Therefore, in addition to 
interaction and balance of power differences, the boundary object’s quality also affects the 
informational richness for each group member. 
 
5 DISCUSSION AND CONCLUSIONS 
By combining the ideas from video games and CSCW – including the ideas from MoCA, media 
spaces, and asymmetric video game design, it is intended that the CAVR will better describe the 
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real state of asymmetric VR use in co-located groups. Whereas the Thomsen et al. [49] taxonomy 
included information about how the levels of asymmetry would relate to the timing or 
synchronicity responsible for facilitating effective interaction, CAVR will aid researchers in 
understanding how asymmetry affects the group dynamics and other related variables. 
Additionally, while their taxonomy was established with a focus on collaborative learning, the 
present framework is expected to interface more directly with models in CSCW, extending them 
to include asymmetric workspace interface considerations.  
When examined in context, a system’s asymmetry is expected to impact its users’ experiences 
and behaviors. Within medium asymmetry environments, such as the use of an HMD and desktop 
application in a design team, workspace awareness cues will be most beneficial to the members. 
When the members experience different transportation and spatial co-presence levels, these cues 
must be mediated by the technology. As described in previous work [30], establishing explicit 
mediation through the boundary object (such as a smartphone app or a desktop interface that 
allows interaction across the mixed-reality boundaries) is associated with a high cost-to-benefit 
ratio. Through that boundary object, informational richness and spatial co-presence can vary to 
meet the needs of each member’s tasks.  
For asymmetric VR use, the technology may facilitate or encourage interaction as an 
enhancement technology. Briefly explored in Section 1.1, teamwork dynamics and composition 
are expected to influence the choice of asymmetric VR system. In line with research in teamwork 
[54], the team composition is also likely to affect the teamwork processes and emergent states and, 
in turn, the performance outcomes. As such, heterogeneous groups (i.e., those with a varied team 
composition) using VR may benefit from the asymmetry-supported team interdependence (an 
emergent state in team theory) and informational richness of asymmetric configurations. While 
the dimensions of CAVR could be used to formulate symmetric answers to a group’s needs, 
asymmetry can invoke team interdependence [21] and should not be overlooked as a challenge to 
be “righted” by design. The present framework lays a path for future research into how 
collaboration in the mixed-reality space formed by asymmetric VR affects groups and group 
functions. 
While the call for more financially accessible technology has been raised, attention to other 
areas of digital accessibility, including design guidance, has been lacking. In asymmetric VR, 
support for individual differences in preference and visually induced motion sickness tolerance 
may be designed into a personalized and even adaptive experience via asymmetric game design. 
By researching design strategies for more inclusive experiences, the path toward reaching more 
diverse audiences becomes clearer, moving VR in a more accessible direction, beyond just being 
accessible in terms of cost. In addition, it is critical to establish a common language for describing 
asymmetry, which will continue to exist even as the technology gets cheaper and easier to use 
[34,53]. 
Perhaps surprisingly, the link between asymmetric VR and team processes is not well 
established. While organizational psychology theories were deemed relevant to the scoping 
review, they were only mentioned in one paper, which was published recently (see Harris and 
Hancock’s 2019 work [21]). In games and in life, asymmetries can make an experience engaging, 
and the ways different people use the different abilities they have, whether augmented by 
technology or not, can drastically alter the outcomes of any collaboration. For a technology that 
can have a meaningful impact on teamwork in organizations, broadly, more attention to the 
findings and recommendations of work from organizational psychology is needed. 
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5.1  Future Work 
This paper signifies the first step toward the creation of CAVR, the Composite framework for 
Asymmetric VR, formed by gathering relevant theories, concepts, and models. The next step for 
this research is to evaluate the apparent relationships between CAVR and related areas, such as 
user experience design (specifically for asymmetric VR) and team outcomes. Ideally, these 
evaluative efforts will foster the use of CAVR in the design of asymmetric experiences. Further, 
the affordances of asymmetric VR and the actions they support should be categorized. Perhaps a 
set of scales for each dimension should be generated so that CAVR can be used to compare two 
asymmetric VR systems numerically. Currently, there exists a categorization of actions relevant to 
gaming [22,49], yet domains beyond ludology have not been tapped in this way. 
While the present work delineates an interpretation of the various possible dimensions of 
asymmetry, there are still unknowns about the relationship between these dimensions and the 
experiences they invoke. While Thomsen and colleagues [49] describe how the game design 
mechanics of asymmetry [22] can be mapped to actual VR gameplay through the kinds of 
dependence and timing they encourage, their taxonomy is yet untested. Similarly, we suggest that 
the Framework of Enhancement Technology [42] could be used to specify the interaction role of 
an asymmetric VR experience. Perhaps an artifact of the lack of empirical study of the area, the 
boundaries between the levels of asymmetry are not clearly defined. Indeed, we consider the 
evaluation of CAVR a priority for future research. 
Finally, future work should explore how team performance and communication outcomes 
relate to CAVR’s conceptualization of asymmetric VR. In doing so, research can guide the creation 
of technology that seeks to work with the existing differences among us, rather than fight them. 
Such technology would be an optimal collaboration tool for coordinated action in distributed and 
co-located teams. 
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