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W o r k i n g  Paper 111 
M a r c h  1979 
PARTIAL MATRIX TECHNIQUES 
H o w a r d  R. K i r b y  
ABSTRACT 
KIRBY, H.R. (1979) P a r t i a l  matrix techniques. Leeds: Univ. 
Leeds, Ins t .  Transp. Stud., Work. Pap. 111. 
P a r t i a l  matrix techniques are  those i n  which gravity 
models a r e  f i t t e d  t o  a pa r t i a l l y  observed matrix of t r i p s  
and journey cos t s ,  and used t o  in fe r  the  t r i p s  i n  t he  
unobserved c e l l s .  This paper reviews the theore t ica l  basis  
from which such techniques have been developed, and 
demonstrates t h e  need t o  pay careful a t tent ion t o  t h e  - 
underlying assumptions, which i n  e f fec t  require t h a t  t he  
model be a good fit t o  be observed data (and a l so  a good 
' f i t '  t o  t he  unobserved da ta ) .  Circumstances a r e  described 
i n  which the  estimates f o r  t he  unobserved c e l l s  may not 
be uniquely determined, and t h e  e f fec t s  of data s t ructure  
on the  r e l i a b i l i t y  of t he  estimates (assuming these t o  be 
unique) a r e  discussed. Ways are  suggested i n  which fur ther  
theore t ica l  and empirical research might demonstrate whether 
a given pat tern of observations would lead t o  par t icu la r ly  
error-prone estimates. 
PARTIAL MATRIX TECWTIQUES 
Howard R .  Kirby 
1. INTRODUCTION 
Trip d i s t r ibu t ion  models a r e  often f i t t e d  t o  data i n  t he  form of 
origin-destination matrices of t r i p s  and generalised costs .  For several 
years, it has been t h e  pract ice  t o  use matrices i n  which, by v i r tue  of 
t h e  survey design, not a l l  origin-destination movements a r e  observable. 
Such matrices are  s a id  t o  be p a r t i a l  as opposed t o  whole*. Cells not 
included i n  t he  p a r t i a l  matrix may be described as  excluded, unobservable, 
or  missing. 
The phrase ' p a r t i a l  matrix techniques' generally re fe rs  t o  t he  pract ice  
of cal ibrat ing a gravi ty  model t o  a p a r t i a l  t r i p  matrix, and using the  
r e su l t s  of t h i s  ca l ib ra t ion  t o  i n fe r  something about the  t r i p  d i s t r ibu t ion  
f o r  t he  whole matrix (including the  missing c e l l s ) .  The pract ice  was 
developed by Wootton (1972) and f i r s t  used i n  Derbyshire, and subsequently 
applied by Neffendorf i n  Sheffield; see Neffendorf and Wootton (1974). I 
I It drew support from theore t ica l  considerations f i r s t  reported by Kirby (1972) 
and subsequently published pa r t l y  i n  Kirby (1974) and pa r t l y  i n  Beardwood 
and Kirby (1975). 
Although p a r t i a l  matrix techniques have been widely used, very l i t t l e  
has been reported i n  t he  published l i t e r a t u r e .  Occasionally, however, 
statements a r e  made - f o r  example i n  Cunliffe and Nesbitt (1977) - t h a t  
make it appear t h a t  these theore t ica l  considerations a r e  thought t o  have 
a wider va l id i ty  or  appl icab i l i ty  than was claimed, with perhaps insuff ic ient  
appreciation of t h s  assumptions t ha t  have t o  be made when using the  p a r t i a l  
matrix technique. 
Since f a i l u r e  t o  appreciate t he  theore t ica l  issues o r  assumptions 
might cause the  p a r t i a l  matrix technique t o  be used i n  conditions i n  which 
it is not appropriate, t h i s  paper has been prepared with three objectives: 
*Note t ha t  a whole matrix does not necessarily mean tha t  t he  observed values 
f o r  each movement or  c e l l  are  non-zero; indeed, whole matrices may contain 
zero en t r ies  t ha t  a r e  zero by chance. I f  t he  proportion of observable ce l l s  t ha t  
are  zero i s  high (whether i n  a whole or p a r t i a l  matr ix) ,  t he  matrix i s  sa id  t o  
be sparse. Thus, a sparse G t r i x  i s  not necessarily p a r t i a l ,  and a p a r t i a l  matrix 
i s  not necessarily sparse - a d i s t inc t ion  which has not always been observed i n  
the  l i t e r a t u r e  (see for example Cunliffe & Nesbitt,  1977). The term f u l l  matrix 
i s  probably best  reserved for  whole matrices with no empty c e l l s .  I n  t h e  
s t a t i s t i c a l  l i t e r a t u r e ,  it is  more usual t o  use t he  terms incomplete and 
complete matrices ra ther  than p a r t i a l  and whole ones. 
( a )  t o  highlight and amplify t he  ro le  of theory and assumption 
i n  the  use of p a r t i a l  matrix techniques; 
(b )  t o  suggest some prac t ica l  t e s t s  for  verifying the  kinds of 
conditions under which the  use of p a r t i a l  matrix techniques 
a r e  most appropriate ; 
( c )  t o  report  on some t e s t s  t h a t  have been carr ied out of t he  kind 
mentioned i n  ( b ) ,  and t o  appeal for  others t o  be reported. 
2. THEORETICAL BASIS 
The theore t ica l  bas i s  from which p a r t i a l  matrix techniques have been 
developed was tha t  given i n  Beardwood and Kirby (1975), although, a s  we sha l l  
see i n  Section 3, an extension t o  t he  r e su l t s  there  given should a l so  have 
been appealed t o  i n  some circumstances. This extension i s  described i n  2.2. 
2.1 Basic r e su l t  
The r e su l t  given i n  Beardswood and Kirby r e l a t e s  t o  t he  synthesis of a 
t r i p  matrix (using the  two-way adjustment (or  biproportional) procedure of 
Furness) such t h a t  it is  biproportional t o  some s t a r t i ng  matrix and agrees 
with prescribed row and column sums. The r e su l t  demonstrates t he  equivalence 
between the solutiom for  bi-proportional (Furness) adjustmentsto sui tably 
re la ted  whole and p a r t i a l  matrices. It is simply described i n  terms of 
an example, as  i n  t he  three-zone example of Fig 1. The diagrams above the  
dotted l i n e  i n  Fig 1 define values ( a ,  ..., i ) ,  fo r  a s t a r t i n g  matrix (which 
may be base-year observations, and contain some values t h a t  a r e  zero by chance; 
or  may be derived by applying some function t o  a cost-matrix); values 
( P  . . . ,U) of t he  t r i p  ends t o  which the  s t a r t i ng  values a r e  t o  be adjusted 
pro-rata; and values A ,  I of t he  r e su l t s  of synthesising a whole matrix 
t o  agree with these trip-end t o t a l s .  The diagrams below the  dotted l i n e  
define how the  corresponding values for  t he  synthesis of a p a r t i a l  matrix 
r e l a t e  t o  those f o r  t he  whole matrix. The c e l l s  shown shaded i n  t he  lower 
l i n e  a r e  those excluded from the  whole matrix i n  forming the  p a r t i a l  matrix, 
and there  may i n  general be several  such c e l l s  i n  each row and column of 
t he  matrix. I n  general, t he  locat ion of t he  excluded c e l l s  may be best  
expressed by an incidence matrix, i n  which '0'  indicates  an excluded c e l l ,  
and '1' indicates a c e l l  fo r  which an observation i s  available.  (See Fig 2 
f o r  some examples.) We note i n  Section 3 t h a t  it may be necessary t o  r e s t r i c t  
t he  permissable locations of t he  excluded ce l l s .  
A whole base t r i p  matrix: 
g h i  
which i s  t o  be gives 
adjusted t o  
agree with 
t r i p  t o t a l s :  
A p a r t i a l  base 
t r i p  matrix, say: 
which i s  t o  be gives 
agree with the 
Fig 1. An i l l u s t r a t i o n  of t h e  theore t ica l  r e su l t  which has been drawn on as 
a basis  f o r  p a r t i a l  matrix techniques. 
This equivalence of t he  two l i n e s  of calculations shown i n  Fig 1 means t h a t  
if data for  some movements is not obtainable ( e i t he r  as  a r e su l t  of t he  survey 
design or because some movements are  physically impossible), t h e  r e su l t s  of a 
fu l ly  constrained synthesis of t he  t r i p  d i s t r ibu t ion  f o r  jus t  t he  observed 
parts of t he  matrix would be the  same as  we would have synthesised for  those 
par ts  had we been using the  whole matrix, provided t h a t  t he  t r i p  end data 
used i n  t he  p a r t i a l  matrix synthesis i s  consistent with t h a t  f o r  t he  whole matrix. 
I n  practice,  therefore ,  a t ten t ion  needs t o  be paid t o  t h e  proviso 
underlined, and the  ramifications of t h i s  w i l l  be explored i n  Section 4, 
which discusses th ree  ways i n  which the  above theore t ica l  r e su l t  has been 
invoked i n  a prac t ica l  context. But f i r s t  we present a s l i gh t  extension 
which i s  a lso relevant t o  t h a t  discussion. 
2.2 An extension 
The Beardwood & Kirby r e su l t  applied t o  the  case i n  which a two-way 
adjustment procedure is  applied t o  a given two-dimensional matrix, 
( f i j  ) say> i n  order t o  'synthesisel  a t r i p  matrix (t! . ) t h a t  agrees with 
1J 
prescribed row and column sums (corresponding t o  t r i p  t o t a l s  (gi) i n  
generation zones and ( a . )  i n  a t t r ac t ion  zones). The r e su l t  i s  expressed 
J 
i n  t he  form: 
f t.. = p.q.f.. 
1J 1 J 1J 
in which the generation factors (pi) and attraction factors (q.) are such J 
that 
t?. = and a j 
The above describes the process carried out in the prediction of 
certain types of trip matrix; an obvious extension of the result in 2.1 
is to the calibration situation, in which we wish to estimate not only 
the parameters (Pi) and (q.) but also the parameters of f as a function of 
J 
the separation or generalised cost c ij' In the case where the cost is 
divided into Kranges such that, if the cost falls in the kthinterval, 
a factor r expresses the average value of f(c. in this interval, k lj 
we may define a three-dimensional matrix Aijk of zeroes and ones which 
indicate in which interval a particular cost cij falls, and a maximum 
likelihood procedure for estimating the parameters of (pi), (qj ) and (I. k) 
is such that, under certain conditions, the value 
is such as to satisfy 
ljk t;jk = gi; lik tt. = aj; lij trjk - 1Jk Sk (4 )  
w$ere the (gi), (aj) and (sk) are here to be understood as, respectively, 
the number of trips in each generation zone, attraction zone, and interval 
of separation as given by the corresponding summation over an observed trip 
matrix. For such a three-dimensionalsituation a three- 
way balancing (or triproportional) procedure may be used. (See Kirby, 
1974, Evans and Kirby 1974, and Kirby and Leese, 1978 for a discussion of 
the procedure and conditions) . 
The result for three dimensions that correspond to t a t  given in Fig 1 for 2 
dimensions isillustrated in Fig 2; the mathematical demonstration of the 
equivalence, and the conditions under which it holds, are similar to those 
given in Beardwood and Kirby (1975). 
A whole 
base year corresponding 
t r i p  matrix cost in te rna l  
and base 
year zone t r i p  year t r i p  cost. 
t o t a l s  : in te rva l  
frequency 
d is t r ibu t ion  
A t r iproport ional  
cal ibrat ion proced- 
ure tha t  reaches 
agreement with t he  
above zon@ and 
in te rva l  t r i p  t o t a l s  
gives a  synthesised I 
t r i p  matrix: \n 
.................................................................................................................................. 
I 
If we have only 1 m then, if t he  
a  p a r t i a l  m a t r i x w  "responding zonal t r i p  P - A  and cost  t r i p  in te rva l  
k x - A  
of base year cost-intervals t o t a l s  are:  9 t o t a l s  are  1 Y 
t r i p s  : 1 k r - H  m z - H  
s-A t-H u 
the  t r iproport ional  t h a t  i s  consistent with This c lear ly  requires t h a t ,  for  t h e  whole matrix, t he  sum 
ca l ibra t ion  proced- t ha t  for  ca l ib ra t ion  of i t s  estimates i n  t he  excluded pa r t s  agrees exactly with 
ure  t h a t  reaches t o  t he  whole matrix, those given by the  survey data for  those par ts .  In  t h i s  
agreement with t h e  ( see  above). case: A=a and H=h. 
above zonal and 
in te rva l  t r i p  t o t a l s  
gives a  synthesised 
t r i p  matrix: 
Fig.2 Extension of t h e  r e su l t  demonstrated i n  Fig.1 t o  a  cal ibrat ion s i tuat ion.  
3 APPLICATIONS 
There a t  l e a s t  th ree  ways i n  which the  theore t ica l  work described i n  
section 2 has been invoked i n  a prac t ica l  context: synthesis for  a p a r t i a l  
matrix, cal ibrat ion and synthesis for  a p a r t i a l  matrix, and cal ibrat ion and 
synthesis for  a whole matrix with data for  a p a r t i a l  matrix. 
3.1 Synthesis for  a p a r t i a l  matrix 
If one is  in terested only i n  synthesising t r i p s  fo r  pa r t s  of a matrix 
given the cost matrix (c .  .) and cost  function f ( c )  , then the  r e su l t  given 
1 J  
i n  section 2.1 suggests t h a t  it i s  i n  order for  t he  trip-end balancing 
(Furness) calculations t o  be done on the  p a r t i a l  matrix, provided that the 
trip-end estimating procedure yields zonal trip-end to ta ls  that properly 
exclude the t r ips  that  would have gone t o  the missing cel ls;  that is  that 
these excluded tr ips  would have been estimated reasonably acnuately by the 
model had it been applied t o  the Ohole matrix with f u l l  trip-end to ta ls .  
Some typ ica l  p a r t i a l  matrix s i tua t ions  a r e  i l l u s t r a t e d  by t h e  incidence 
matrices given i n  Fig.3. One common s i tua t ion  is t h a t  i n  which intra-zonal 
movements are  not estimated (Fig.3a): here, t he  t r i p  generation relationships 
would have been developed only for  inter-zonal movements. A second common 
s i tua t ion  i s  t h a t  i n  which there  i s  no information about t he  external-external 
t r a f f i c  (Fig. 3b). I I 
Internal  External 
P
1 1 1 1 1 1 '  
Internal  1 1  1 1  1 1  
1 1 1 1 1 1  
1 1  1 1  1 1  
e t e r n a l  1 1 1 1 0 0  
a.  Intra-zonal b. External-external c.  Scattered selection 
c e l l s  missing c e l l s  missing of excluded c e l l s  
Fig. 3 Incidence matrices for  some typ ica l  p a r t i a l  matrix s i tua t ions  
A t h i r d  s i t ua t ion  is  where t he  excluded c e l l s  a r e  scat tered throughout 
t he  matrix ( F i g . 3 ~ ) .  One way i n  which t h i s  might occur would be if cer ta in  
pairs  of zones were i n  a special  relationship.  That re la t ionship would have 
t o  be modelled separately and those zone-pairs excluded from the  usual t r i p  
d i s t r ibu t ion  calculations.  An example i s  the  l i n k  between an RAF base and a 
housing e s t a t e  containing mainly RAF personnel; or  t h a t  which sometimes 
happens i n  t he  planning of new towns i n  which cer ta in  e s t a t e s  may be 
( i n i t i a l l y )  earmarked for  the  employees of cer ta in  firms. 
3.2 Calibration and synthesis for  a p a r t i a l  matrix 
I n  Bearwood and Kirby (1975), it was suggested i n  t h e  conclusions t h a t  
"Tha analyst need not worry too  much i f ,  when he wants t o  do a cal ibrat ion,  
there  i s  information missing about some interzonal t ransfers .  He may omit 
completely from h i s  ca l ib ra t ion  a l l  c e l l s  for  which information i s  missing, 
and r e s t  assured t h a t ,  had the missing data confomed to his (calibrated) 
model, t he  t r i p s  he synthesises for the partial matrix would be the  same a s  
those he would have obtained by synthesising the  whole matrix. 
Note f i r s t l y  t h a t  these remarks are  addressed t o  t h e  problem of cal ibrat ing 
and synthesising for  t he  p a r t i a l  matrix, not t o  t ha t  of cal ibrat ing and 
synthesising for  t he  whole matrix, given data only f o r  pa r t s  of it. The 
l a t t e r  problem we discuss i n  3.3. We again see t he  need for  ensuring tha t  
t he  proviso i n  i t a l i c s  is  reasonably adhered t o ,  although, if t he  analyst 
i s  not concerned about t h e  extent t o  which h i s  model agrees with t he  model 
t h a t  he would have f i t t e d  i n  t he  whole matrix, he need not be concerned if 
the  proviso does not hold; t h e  model f i t t e d  t o  t he  observed data w i l l  
s t i l l  be t he  best  f i t t i n g  model for  t ha t  data. 
3:3 Calibration and synthesis f o r  a whole matrix, from p a r t i a l  data 
The p a r t i a l  matrix techniques which Neffendorf and Wootton (1974) 
developed build on t h e  suggestions reproduced i n  3.2 concerning the  
cal ibrat ion for  p a r t i a l  matrices. The essen t ia l  difference between the  
s i tuat ions  of 3.2 and t h a t  now discussed i s  as  follows. 
a .  I n  3.2 we infer  something about those par ts  of t h e  matrix f o r  
which we have information, seeking only t o  be sa t i s f i ed  t h a t  
t h i s  i s  not f a r  different from what we might in fe r  f o r  those 
par t s  had we had the  data for  t he  whole matrix. 
b. In  3.3 we in fe r  something not only about t he  par t s  of t he  matrix 
f o r  which we have information, but a lso those pa r t s  for  which we 
do not have information. 
The inferences made about the  parts of t he  matrix f o r  which no information 
i s  available require t he  cal ibrat ion resul t ing from t h e  p a r t i a l  matrix t o  be 
applied t o  t he  whole matrix, and are  of two kinds. 
i. Estimates of the  zonal t o t a l s  of t r i p s  (summed over both observed 
and unobserved c e l l s ) ,  a s  a basis  f o r  deducting (or  checking) t r i p  
generation re la t ionships  
ii. Estimates o f the  inter-zonal t ransfers  i n  t he  unobserved ce l l s .  
It i s  now very much more necessary than i n  3.2 t o  ensure t ha t  t he  
proviso in i t a l i c s  i n  3.2 holds. Since the  model f i t t e d  t o  t he  observed. 
data i s ,  i n  a sense, being extrapolated, the  consequences of a departure 
from the  conditions of t he  proviso are  more severe, a s  we sha l l  see i n  
section 4. For (i) t o  be a reasonable procedure, it i s  necessary only t o  
ensure t h a t ,  i n  t o t a l  fo r  each of the  rows and columns over the  excluded 
ce l l s ,  t h e  model reproduces t he  number of t r i p s  t h a t  would have been 
observed i n  those ce l l s .  For (ii) t o  be a reasonable procedure, ra ther  
more is  required: namely, t h a t  each estimate i n  t h e  excluded c e l l s  would be 
i n  general agreement w i t h  what observation would have shown; or ,  a t  l e a s t ,  
t he  agreement i n  t he  unobserved c e l l s  would be no worse than the  agreement 
between model and data i n  t he  observed ce l l s .  This implies t h a t  t h e  model 
f i t t e d  t o  t he  data i n  t h e  observed c e l l s  i s  not ordy a good one but is also,  
i n  some sense, representative of t h e  unobserved c e l l s  as  well. This question 
is discussed fur ther  i n  section 5. 
Note tha t  there  i s  no suggestions i n  the  theore t ica l  l i t e r a t u r e  t ha t  
t he  parameters of t h e  separation function ( fo r  example, i3 i n  f ( c .  .)  = 
1.3 
exp (-Bc-.)) are ,  as  Cunliffe and Nesbitt (19771 claimed, t he  same as  those 
1 J  
t ha t  would have been obtained by cal ibrat ing t o  t h e  whole matrix. 
4. THEORETICAL CONSIDEFWIONS 
It w i l l  be evident from the  description of t he  t heo re t i ca l  undergiding 
of t he  p a r t i a l  matrix technique given i n  section s 2 and 3 t h a t ,  for  t he  
technique t o  be s u c c e s s ~ t h e r e  a r e  essential$ two issues:  
a. t h e  model needs t o  be a good fit t o  t h e  data t h a t  one has got;  
b. t h e  parameters t h a t  represent t he  data t h a t  one has got need 
also t o  be representative of t he  data one has not got. 
Strangely, t h e  question of whether $he gravity model is  a good fit 
t o  t he  data i s  r a r e ly  discussed i n  t h e  l i t e r a t u r e .  Some empirical t e s t s  
have been described by Haskey (1972, 1979). The standard s t a t i s t i c a l  t e s t s  
(such as A')  a re  biased towards re ject ion of t he  model, and therefore sui table  
techniques need t o  be developed t h a t  are  appropriate t o  t he  kinds of data 
typ ica l ly  t o  be found i n  t r i p  matrices ( ~ e e s e ,  1977). Although it i s  
par t icular ly  important i n  t he  context of section 3.3 t o  be assured of t h e  
model's appropriateness, we sha l l  discuss t h i s  question no fur ther  here. 
The second issue,  t h a t  of representativeness, i s  discussed i n  section 7. 
There are,however, two other issues t h a t  assume par t icu la r  
importance i n  dealing with p a r t i a l  matrix techniques. These are:  
c. a solution of t h e  form (l), sat isfying conditions (2 )  ( fo r  t he  
s i t ua t ion  described i n  3.1),  or  of the  form ( 3 ) ,  sa t isfying 
conditions ( 4 )  ( for  the  s i tua t ion  described i n  3.2) must ex i s t  
d. t he  matrix which is  being synthesised, or  t o  which a model i s  
being calibrated,  cannot be s p l i t  (o r  disconnected) i n to  two o r  
more independent par t s .  (The matrix would be a two dimensional 
one for  t h e  s i tua t ion  of 3.1, and a three-dimensional for t he  
s i tua t ion  of 3.2) 
Until  recently,  it had been thought l ike ly  t h a t  these conditions would 
not be encountered i n  pract ice ,  and so it i s  for  whole matrices. The 
conditions a r e  howevermore l i k e l y  t o  be encountered with p a r t i a l  matrix 
applications;  i n  par t icu la r ,  it has recently been rea l i sed  t h a t  disconnectedness 
can occur i n  t he  ca l ib ra t ion  ( t r iproport ional)  problem i n  such a way a s  
t o  cause the  inferences about t h e  form of t he  separation function and 
hence the  estimates for  unobserved par t s  of t he  matrix t o  be par t icular ly  
unreliable.  This i s  t he  subject of the  companion paper by Hawkins and 
Day (1979). The conditions for  a solution t o  exis t  and the  meaning and 
implications of disconnectivity i n  the  matrix a r e  described i n  sections 
5 and 6 respectively. 
5. UNIQUENESS OF THE TRIP ESTIMATES 
If we wish t o  synthesise a t r i p  matrix, as  i n  3.1, we need t o  be 
sa t i s f i ed  t h a t  a two-dimensional matrix of t h e  form (1) t h a t  s a t i s f i e s  
conditions (2 )  ex is t s .  The condition for  t h i s  is  t h a t  a solution ex is t s  
if and only i f  some two-dimensional matrix ex is t s  t h a t  s a t i s f i e s  t he  
constraints (2)  and contains zeroes where t he  matrix ( f .  . )  is zero, 
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and is s t r i c t l y  posi t ive  elsewhere. Similarly, when ca l ib ra t ing  (as  
f o r  3.2 and 3.3),  t he  existence of a three-dimensional matrix of t he  
form ( 3 )  t h a t  s a t i s f i e s  ( 4 )  i s  proven if  - some three-dimensional matrix 
ex is t s  t ha t  s a t i s f i e s  t he  constraints ( 4 ) ,  and contains . zeroes where 
t he  matrix ( A . .  ) is zero, and i s  s t r i c t l y  posi t ive  elsewhere. (Evans 
& Kirby, 1974, p.115 and Beardwood & Kirby, 1975, pp.366, 367). Thus 
these conditions involve considering both the  locat ion and number of 
zeroes i n  t he  matrices ( f . . )  and ( A . .  ) respectively. We note t h a t ,  i n  
1J 1Jk 
the  case of a prediction,  i f  a growth factor  method is  being used the  
( f i j )  would be a (partial) matrix of observed t r i p s ,  and thus t he  zeroes 
present i n  it might be e i t he r  ' s t ruc tura l  zeroes' ( t h a t  is ,  due t o  t he  
movement being impossible t o  observe i n  t he  base year ) ,  or  'sampling 
zeroes',  ( t ha t  is ,  observed as zero by chance). But i n  t h e  cal ibrat ion 
s i tua t ion ,  t he  ( A . .  ) matrix i s  a defining function, and a l l  t he  zeroes 
1.1k 
i n  it are  s t ruc tura l  ones. 
To i l l u s t r a t e  these above conditions, we show i n  Fig. 4 (a )  a s t a r t i ng  
matrix with two empty c e l l s  (shown shaded); t he  remaining c e l l s  would 
have s t r i c t l y  posi t ive  en t r ies  (it does not matter what t h e i r  values a r e )  
which are  t o  be adjusted (using the  Furness, or  biproportional procedure) 
t o  agree with t he  row and column t o t a l s  shown. Fig 4(b)  shows one of 
several  arrays of s t r i c t l y  posi t ive  en t r ies  t ha t  can be made i n  a l l  t he  
other c e l l s  so as  t o  s a t i s fy  t he  row and column conditions. Therefore a 
solution t o  t h i s  gravi ty  model prediction problem ex i s t s .  
Fig 4. Demonstration of the-.conditions for  a solution t o  t h e  
biproportional problem t o  ex i s t  
For completeness, we should add tha t  t he  above assumes t h a t  t he  
constraints (2 )  and (4) a re  consistent;  t ha t  i s ,  t h a t  
Since, i n  ca l ib ra t ion ,  values of (g . )  (a.) and ( sk )  i n  ( 4 )  a re  
J 
determined from a base-year t r i p  matrix, we know tha t  these constraints a r e  
consistent. Bacharach (1970, Theorem 3, p.51) a lso formulate a condition 
f o r  t he  convergence of t he  bi-proportional problem for  t h e  s i tua t ion  i n  which 
the  base matrix ( f .  .) contains zero terms; but t h i s  too i s  simply a checlr 
1.J 
on the conistency of t he  constraints.  
6. UNIQUENESS OF THE MULTIPLYING FACTORS 
In the  preceding section,  we considered the  conditions under which 
P 
one wouldobtain unique estimates for  the  t r i p s  i n  a given c e l l  - the  t . .  
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or  t .  values. On considering instead the estimates of the  row ( o r  generation) 
~ j k  
factors  ( )  column (o r  a t t r ac t ion )  factors  ( q . )  and l eve l  (or  separation) 
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factors ( rk) ,  which combine t o  form the t r i p  estimates, a more complicated 
s i tua t ion  emerges as  t o  the  conditions affect ing t h e i r  uniqueness; t h i s  we 
i l l u s t r a t e  f i r s t  by reference t o  the  two-dimensional s i tua t ion .  
6.1 Basic concepts: t h e  two-dimensional solution 
It i s  well known t h a t ,  i n  synthesising a matrix of t he  form (1 )  sat isfying 
(2)  , the  factors (pi) and (q . )  a r e  only unique up t o  an a rb i t r a ry  multiplying 
J 
factor :  one can multiply each pi by some scaling fac tor  51, and divide 
* 
each q.  by the same fac tor ,  without affect ing the  t r i p  estimates t. .. 
J 1 J
Thus,do ident i fy  t he  (pi) and (q . )  factors  uniquely, one of those has t o  
J 
be s e t  a r b i t r a a y  t o  some value. O r  ra ther ,  a t  l e a s t  one: for  s i tua t ions  
can a r i s e  i n  which more than one factor  has t o  be s e t  t o  iden t i fy  t he  others 
uniquely. Consider t he  s i t ua t ion  shown i n  Fig 5 ( i ) ,  i n  which opposite 
quadrants of the  (f. .) matrix contain zero terms. On applying a 
I J  
bi-proportional procedure t o  estimate a model of the  form (1 )  sa t i s fy ing  ( 2 ) ,  
a o b o c  
d e f  i j  o g o h o  
d o e o f  
o i o j o  1 
( i )  ( i i )  ( i i i )  ( i v )  
Fig. 5 A disconnected two-dimensional matrix 
we f ind tha t  the  t r i p s  synthesised i n  the  two non-empty quadrants a r e  
independent of each other;  we could obtain t he  same r e su l t s  by separating 
matrix ( i )  i n to  two independent par t s  (ii) and (iii) and synthesise for  
each separately. For each par t ,  one of t he  row o r  column factors  needs 
t o  be s e t  t o  iden t i fy  t he  others uniquely; t ha t  i s ,  i n  t he  or ig ina l  matrix ti), 
two factors  (taken from different  quadrants) ra ther  than one factor  need 
t o  be s e t .  
Clearly, i n  general,. it may be possible t o  separate a matrix i n to  
several  independent par t s .  Moreover, it is  not always very apparent 
whether a given matrix has such a s t ructure ,  as Fig 5 ( i v )  i l l u s t r a t e s ;  
yet  it has the  same s t ruc turs  as  Fig 5 ( i ) ,  as  may be seen by re-ordering 
i t s  rows and columns. 
A number of names have been used t o  describe t h i s  s i tua t ion .  Thus, 
if a matrix can be separated i n t o  two or more independent pa r t s ,  it 
may be sa id  t o  be separable ( ~ i s h o ~ ,  Fienberg& Holland, 1975, p.182) or  
disconnected ( Bacharach 1970, p.b7 . The notion of connectedness i s  
a l so  well used by Bishop e t  a 1  (1975, p.182), and is  Purther explained 
below. The term separabi l i ty  i s  not widely used (and we used it i n  a I 
different  sense i n  Beardwood & Kirby, 1975), so we s h a l l  not use it here. 
Another useful term, t h a t  focusses a t tent ion on the e s sen t i a l  uniqueness 
properties of the  row, column (and l e v e l )  factors  i s  t h a t  of i den t i f i ab i l i t y .  
A disconnected matrix has an extra  degree of freedom for  each of t h e  par t s  
i n t o  which it can be separated. 
6.1.1 Detecting disconnectivity i n  t he  two-dimensional s i t ua t ion  
A t e s t  fo r  disconnectivity i n  a two-dimensional matrix (or  for  t he  
non-identifiabil i ty of t he  row and column fac tors )  may be described as  1 
n 
a matrix (t.  .) i s  found of t he  form (1)  sat isfying those constraints ( 2 ) .  
1J 
The row factors  (pi) and column factors  ( q . )  a r e  (we hypothesise) uniquely 
1 
iden t i f ied  by specifying one of these factors  a t  a par t icu la r  value. 
Should we choose t o  change the  value of t h a t  (or  some other)  specified 
factor ,  a 'chain' of pro r a t a  multiplications would be s e t  up i n  t he  
matrix, t he  e f fec t  of which would be t o  leave the  or ig ina l  predictions 
unchanged. For example, if t he  f i r s t  generation fac tor  (P1) were changed 
by a mult ipl ier  al, t he  first a t t r ac t ion  factor  (ql) would have t o  be 
changed by a mult ipl ier  l /al .  The difference between a connected and 
disconnected matrix i s  t h a t ,  i n  t he  former, t he  mult ipl icat ion chain 
reaches a l l  pa r t s  of t he  matrix, whereas i n  t h e  l a t t e r  it cannot. For a 
matrix t o  be connected, it must be possible for  a l l  c e l l s  with non-zero 
f . .  t o  be linked i n  a chain, any two consecutive members of which are  
1J 
e i ther  i n  t he  same row or t he  same column. 
6.3 The three-dimensional s i tua t ion  
The two-dimensional s i tua t ion  described above, i n  which the  factors  
(pi) ,  (q . )  may not be uniquely iden t i f iab le ,  i s  i n  f a c t  of l i t t l e  i n t e r e s t  
i n  practice,  because these factors  are  not used i n  t h e i r  own r igh t :  it 
is  t h e i r  product, i n  t he  form p. q. f . .  t h a t  i s  used i n  synthesis,  and 
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f o r  t h i s  uniqueness conditions were discussed i n  5. 
But i n  cal ibrat ion,  when we a re  dealing with a s i t ua t ion  i n  which a 
s e t  of empirical fac tors  are  determined, one for  each in t e rva l  of separation, 
the  factors  ( r  ) a re  of primary in t e r e s t ,  because they are  re la ted  t o  the k 
separation or  cost of t rave l l ing ,  and used i n  forecasting separately from 
the  values of (Pi) and (q . ) .  Moreover, with t he  p a r t i a l  matrix technique 
J 
it i s  not suff ic ient  t o  be s a t i s f i e d  t h a t  the  product pi q. r A .  is  
J k 
unique for  the  observed par t s  of t he  matrix (as  was demonstrated i n  Evans 
and ~ i r b ~ . 1 9 ' 7 4 ) ;  we a l so  want t he  product t o  be unique f o r  the  unobserved 
par t s  of t he  matrix a s  well, and thislean mean t h a t  a l l  t he  factors  CPi) ,  
( q j )  and ( rk )  need t o  be ident i f ied.  
Thus, when cal ibrat ing t o  a whole matrix, and even more when 
cal ibrat ing t o  a p a r t i a l  matrix with subsequent synthesis of t he  whole 
matrix, we need t o  be sure t h a t  t he  three-dimensional matrix ( A .  ) is 
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not disconnected. I n  f ac t ,  t h i s  is  ra ther  more l i k e l y  t o  occur than with 
two-dimensional matrices since,  fo r  a single mode cal ibrat ion,  every zone- 
pa i r  has but one cost-intercal  associated with it; and, f o r  p a r t i a l  
matrices of course there  are  evenmore zeros. 
The phenomenon of a disconnected matrix i s  ra ther  more complex 
and d i f f i cu l t  t o  demonstrate i n  the three-dimensional s i tua t ion  than 
it i s  i n  the  two-dimensional one, however. Indeed, it was only when 
Hawkins of the  Department of Transport, was exploring t h e  application 
of p a r t i a l  matrix techniques t o  a hypothetical s i tua t ion  t h a t  the  
phenomenon was encountered i n  the p a r t i a l  matrix s i tua t ion  and interpreted 
by D a y .  (Hawkins and Day, 1979). Bishop e t  a1 (1975. p 212 e t  seq) 
show t h a t  the  def ini t ion of the  appropriate measure of connectedness 
i s  linked with t h e  def ini t ion of the  model t h a t  is  being f i t t e d .  
That circumstances might occur i n  which more than two of t h e  
generation, a t t r ac t ion  and separation factors (taken from different  s e t s )  
might need t o  be specified t o  uniquely ident i fy  them a l l  was recognised 
by Evans and Kirby (1974, pp 116, 117). As it happened, the  main 
proofs i n  t h a t  paper, on the bniqueness of the t r i p s  estimated i n  the  
observed c e l l s  and on the  convergence of the tr i-proportional process, 
were val id  whether or not these circumstances held, and unfortunately they 
expressly excluded further consideration of, for  example, the  effects  on 
the  estimates i n  t h e  unobserved c e l l s  should such curcumstances occur. 
The effect  of disconnectedness on the  calibfation for  a partiealar 
matrix (whether whole or p a r t i a l ) ,  i s  tha t  we could have two o r  more 
independent se t s  of separation factors ;  within each s e t ,  the  r e l a t ive  
values of the  separation factors  are  correctly determined, but the  re la t ive  
values between factors  drawn from different  s e t s  i s  a rb i t ra ry .  This 
would mean t h a t ,  on looking a t  a l l  the  separation factors  together, as 
a function of separation, the  shape of the f inct ion would i n  general not 
be correct ly  interpreted.  Thus, i n  forecasting,the r e l a t ive  effects  on 
the mount of t r a v e l  of changes i n  zone t o  zone journey costs  may be 
inadequately depicted. 
Hawkins and D w  encountered t h i s  effect  on examining t h e  s i tua t ion  
i n  which the parameters (pi), (q .  ) and ( rk )  were not only estimated from 
J 
a p a r t i a l  matrix of observations, but a l so  used t o  synthesise t r i p s  i n  
the Unobserved par t s .  They found tha t  a change i n  the  values for  t h e  
separation factors  assumed at the  start of the  i t e r a t i v e  process l ed  t o  
differences i n  the  values fo r  t h e  t r i p s  synthesised for  t h e  unobserved 
ce l l s .  
6.2.1 Detecting d i s c o n ~ e c t i v i t y  i n  the three-dituensional s i tua t ion  
The iden t i f i ab i l i t y  or-otherwise of the  factors  (pi) ,  (9.1 and (rk) J 
cannot be detected by examining the  performance of the  cal ibrat ion 
process as  such; t h e  t r i p  generation and a t t rac t ion  constraints for  the 
zones, and the constraints for the cost bands, are all well met (if 
the process converges). Hawkins and Day (1979) suggest that the effect 
could be detected in practice by doing as they did, applying the partial 
matrix technique to an idealised situation. This requires the synthesis 
of a trip distribution for the whole matrix, using some arbitrary but 
non-trivial separation function; followed by a calibration with an 
empirical function to those parts for which observations exist. 
A systematic procedure for detecting non-identifiability is similar 
in principle to that described in 6.1.1, but is more complex because at 
least two factors may now be arbitrarily set. Murchland (1978) has 
provided a rigorous procedure for detecting the effect, dealing with the 
more comprehensive case in which all possible combinations of i, j and k 
might occur. Some simplification of this procedure is probably possible, 
for the usual single-mode situation in which there is only one value of k 
for a given i, j pair. All that is needed for that situation is a two- 
dimensional matrix indicating for each observed zone-pair its corresponding 
cost-interval, with unobserved zone-pairs indicated by a 'zero'. 
6.2.2 Avoiding disconnectivitg in the three-dimensional situation 
An extreme way of avoiding a calibration situation in which 
disconnectedness occurs is to use an analytic form of separation function 
rather than an empirical set of separation factors. Thus the calibration 
process becomes one of estimating, say, the parameters a and B in a 
function of the form f(c) = e c-*- rather than with the' factors (rk); the 
three-dimensional situation is itself avoided. Essentially, the analytic 
function makes the link between the different cost intervals. Whether 
other, related, kinds of estimation problem might occur is not however 
yet known for this situation; especially if different parameters are 
assumed to apply to different parts of the matrix. 
Assuming,however, that one wants to explore the empirical shape of 
the separation function before prescribing an analytic form for it, one 
might stay with the three-dimensional representation. If disconnectedness 
is detected, it may then be removed by redefining one (or more) of the 
cost intervals so as to overlap the costs occurring in the two unconnected 
portions of the matrix. Such links could be made at different places: 
and, indeed, this is advisable, to guard against having a loosely-connected 
-. 
structure (see 7). 
Alternatively, a modified cal ibrat ion procedure could be adopted, 
i n  which t h e  separation factors  a r e  essen t ia l ly  linked with one another 
by a smoothing process automatically. A method has been suggested by 
Murchland (1979) which achieves t h i s  by associating with each (i, j )  pa i r  
not just  t h e  i n t e rva l  k i n  which the  cost c .  . f a l l s ,  but a l so  (say)  t he  
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in te rva ls  k-1 and k+l .  In  t he  cal ibrat ion process, a weighted average 
of t he  factors  rk-l, rk, rk+l would be used t o  estimate t h e  t r i p s  i n  a 
given c e l l .  It i s  understood t h a t  such a technique i s  used by Wootton. 
Whilst t he  technique w i l l  undoubtedly reduce t h e  r i s k  of disconnectedness 
occurring, it has y e t  t o  be demonstrated whether it w i l l  avoid it i n  a l l  
cases. 
7. REPRESENTATIVENESS AND RELIABILITY 
Even for  s i tua t ions  i n  which non-identifiabil i ty i s  not a problem, 
the estimates for  the  model parameters may be such as  t o  make the  estimates 
of t he  t r i p s  i n  t he  unobserved c e l l s  more unreliable than the estimates 
for  the  t r i p s  i n  t he  observed cells*.  I n  other words, t h e  model might 
be a good f i t  t o  t he  data one has got,  but a poor f i t  t o  t he  data one has 
not got! This i s  being i l l u s t r a t e d  i n  practice by some studies which 
have found t h a t  the  estimates of t he  trip-end to ta l sobta ined  by 
application of t he  p a r t i a l  matrix techniques can be very different  from 
those obtained by the application of t r i p  generation and a t t r ac t ion  
relationships.  Of course, i n  those studies,  there  may be incompatibil i t ies 
i n  the  data sources and rela t ionships  which i n  par t  account for  these 
differences. But other studies have found t h a t  t he  estimates for  the  
unobserved c e l l s  can be very sensi t ive  t o  changes i n  t h e  values for  t h e  
observed t r i p  end t o t a l s   ranst st on, 1978). We s h a l l  here review just  those 
issues which might make the  application of t he  p a r t i a l  matrix technique 
i t s e l f  unreliable.  We discuss these issues i n  a ten ta t ive  way, since a 
c lear  understanding of all t he  factors  affect ing the  r e l i a b i l i t y  of t he  
estimates i n  the  mobserved c e l l s  has yet  t o  be reached. 
*Note -We include here both models with an analytic form of separation function, 
such as I? *"j c . y e ,  and an empirical s e t  of separation f: ctors  ( r  ) ; 
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and by parameters we mean not only the d,B oc ( r k )  values, but a lso 
the (pi) and (q . )  values 
J 
-. 
F i r s t  of a l l ,  we note t h a t ,  i n  many p a r t i a l  matrix applications,  the  
data obtained i s  not necessari ly representative of t h a t  f o r  the  whole matrix. 
For example, in t razonal  t r i p s  are  generally shorter than, and external-external 
t r i p s  generally longer than those i n  other par t s  of t h e  matrix, so t h a t ,  
were no data t o  be available for  e i ther  of these movements, t he  t r i p  
length frequency d is t r ibu t ion  w i l l  be dis tor ted from t h e  shape appropriate 
t o  the  whole matrix. 
We i l l u s t r a t e  t he  effect  by an idealised s i tuat ion.  Suppose the 
survey data i s  col lected by roadside interviews where roads cross a square 
gr id  of screen-lines. A l l  journeys whose d i rec t  distance between or igin 
and destination i s  greater  than the  length of the  diagonal of t he  mesh w i l l  
be intercepted; but ,  l e s s  than t h i s ,  t he  shorter t h e  journey, t he  smaller 
t he  probabili ty of being intercepted ( ~ i ~ . 6  a ) .  Therefore, if the  t r i p  
length frequency d is t r ibu t ion  for  a l l  journeys i n  t he  area looked something 
l i k e  t he  so l id  l i n e  i n  Fig 6b, t he  t r i p  length frequency d is t r ibu t ion  for  
journeys intercepted by the  roadside interview s ta t ions  w i l l  look l i k e  
the dashed l i n e  i n  Fig 6b, t h a t  i s ,  it w i l l  under-represent short-distance 
movements . 
1.0 
Probabili ty Numbers 
of a t r i p  of t r i p s  
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f i diagonal . 4 
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(b )  Effects on the  t r i p  length 
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Fig 6. The under-reporting of short  distance movements using dat from 
interviews on roads which cross a square gr id  of screen-lines. 
Now t h i s  effect  i s  not necessarily important i n  i t s e l f ,  since the  
model i s  f i t t e d  only t o ~ e  observed c e l l s ,  and it i s  of course appropriate 
t o  make it such a s  t o  agree with t he  t r i p  length frequency d is t r ibu t ion  
for  those observed c e l l s .  What we are  essen t ia l ly  t ry ing  t o  do though 
i s  t o  estimate from a p a r t i a l  matrix values of t h e  parameters t h a t  a r e  
applicable t o  the  whole matrix. We therefore need t o  ensure i f  possible 
t ha t  neither the  data s t ructure ,  nor the  model s t ructure ,  nor the  estimation 
procedure used, introduce par t icu la r  dis tor t ions  t o  the  estimates of the  
parameters. We discuss these i n  turn.  
7.1 Data s t ructure  
Clearly, t he  first consideration i s  t h a t  a l l  t h e  cost-intervals (k) 
t ha t  occur i n  the  unobserved c e l l s  a lso occur i n  t he  observed c e l l s ,  which 
must include a t  l e a s t  one c e l l  with a non-zero observation. But if for  
a given cost in te rva l  ( o r  zone for  t h a t  matter) t he  number of c e l l s  with 
non-zero observations i s  a low proportion of t he  number of c e l l s  observed, 
and the numbers of c e l l s  i n  t he  observed par t  of t he  matrix i s  a low 
proportion of the  number i n  t h e  matrix as  a whole, We might have reason 
t o  think tha t  errors  i n  t h e  data and thus i n  t he  separation factors  might 
be magnified i n  t h e i r  effect  when used t o  estimate t he  values i n  t he  
missing ce l l s .  This e f fec t  might be a l l  t he  more serious i f  t he  excluded 
c e l l s  i n  a given cost  in te rva l  (o r  zone) were such t h a t  they might be 
estimated t o  contain la rge  numbers of t r i p s ,  but t he  included c e l l s  i n  
t h a t  in te rva l  contained only small numbers of t r i p s .  Such considerations 
suggest t h a t  some simple explolratory analyses of t he  data might provide 
helpful insights.  I 
7.2 Model s t ructure  and data s t ructure  
For t he  issues discussed here, there  a r e  essen t ia l ly  two kinds of 
problem: well-conditioned ones, t h a t  i s ,  those for  which small changes 
t o  t he  data input lead t o  small changes i n  the  estimates; and ill-conditioned 
problems, i n  which small changes i n  data input lead t o  la rge  changes i n  the  
estimates. Branston (1979) of Greater Manchester Council has provided an 
example of the  l a t t e r  s i tua t ion .  It i s  of course ill-conditioned problems 
which we need t o  be able  t o  detect  and i f  possible cure. 
The considerations of 7.1 were suggestive of some exploratory analyses; 
but these may not adequate19 iden t i@ if and where problems might occur, 
or  t h e i r  magnitude or  how they might be resolved. Three formal ways of 
investigating t h i s  might be as follows: 
a Estimate t he  variances and covariances of t he  model parameters 
as  well as t h e  means, and thus estimate t he  variances of the  estimates 
of t h e  number of t r i p s  i n  the  observed and unobserved c e l l s .  
b. Perturb t h e  data input and see what effect  it has on the  calibration.  
c. Analyse the  linkages between the different  components of t he  model 
for  t he  given data  s t ructure ,  and the data i t s e l f ,  i n  order t o  
ident i fy  those pa r t s  o$he matrix which most a f fec t  t he  t r i p  
estimates made for  t h e  unobserved c e l l s .  
Both (b)  and ( c )  a r e  forms of s ens i t i v i t y  analysis,  but with methods 
of t he  type ( c )  - assming  tha t  they can be developed - it should become 
possible t o  detect  whereabouts more data might be needed i n  those 
s i tua t ions  for  which the  technique seems unreliable;  and i n  due course 
t o  learn what kinds of p a r t i a l  matrix s t ructure  ought t o  be avoided. 
For ( a ) ,  methods of estimating the  variances and co-variances of the  
parameters are  well-developed i n  t he  s t a t i s t i c a l  l i t e r a t u r e  on the  
analysis of contingency tab les ,  par t icular ly  i n  t he  f i e l d  of log-linear 
models (which i s  the  form t h a t  t he  gravity model t akes) .  Computer packages 
such as  GLIM  elder, 1974) and CATLIN ( ~ r i z z l e ,  Starmer & Koch, 1969) 
ex is t  for  making such estimates and may be sui table  f b r  use on smaller 
scale  problems (Hutchinson, 1977); but it is probable t h a t  some adaptation 
and approximation w i l l  be required before t he  variance estimates can be 
made for  problems of t yp i ca l  transportation study s ize .  It may, however, 
i n  cer ta in  cases be possible t o  express the  variances i n  t h e  estimates 
of t he  numbers of t r i p s  simply i n  terms of the  variances and means of 
t he  parameter estimates (Murchland, 1978). 
For ( b ) ,  it is very easy i n  principle t o  see what happens if t he  
input data i s  changed. But it can be time-consuming and cost ly  i n  practice 
t o  do t h i s  unless e i t he r  one perturbs a l l  the  data a t  once ( i n  which case 
one i s  unlikely t o  know which changes had greates t  e f f e c t )  or  one has 
a s t ra tegy f o r  select ing those items of data which one suspects might 
have the  greates t  e f fec t .  It w i l l  also be important i n  pract ice  t o  
have an adequate means of i so la t ing  where t he  main e f f ec t s  of such 
perturbations are  apparent. Perturbations t o  t he  data might be best  
made i n  such a way as t o  r e f l ec t  t h e i r  re la t ive  errors .  
For ( c ) ,  there  are  a t  present no procedures known t o  t he  author 
which have been developed, but there  are  a t  l e a s t  two suggestions t h a t  have been 
advanced which might indicate  ways forward for  t he  s i t ua t ion  i n  which a s e t  
of empirical separation factors are  t o  be estimated. Hawkins and Day (1979) 
point out t h a t ,  although a cost-interval matrix may be connected, t h e  
connections between different  par t s  of the  matrix may be weak; f o r  example, 
single occurrence of a par t icular  cost-interval may alone ac t  as the  
'bridge' between two pa r t s  of t he  matrix. We can r e f e r  t o  such a matrix as  
being loosely or weakly connected. Then the  r e l a t i ve  values inferred for  t he  
s e t s  of separation factors  t h a t  a re ,  i n  a manner of speaking, on e i t he r  s ide 
of t h i s  bridge, a r e  par t icu la r ly  dependent on t h e  number of t r i p s  i n  t h i s  
c e l l .  If t h i s  number is  s m a l l  - and of course it could be zero - t h e  e f fec t  
of data error  on the r e l a t i ve  values might be large,  Leading t o  ,%re l a t ive  . 
i n s t a b i l i t y  i n  t he  estimates obtained for  t he  unobserved c e l l s .  
A second suggestion fo r  a s i tua t ion  which might give r i s e  t o  a 
r e l a t i ve  i n s t a b i l i t y  between the synthesised values for  the  unobserved 
c e l l s  and those for the  observed c e l l s  was made by Kirby i n  the  course 
of discussing the  Hawkins and Day problem. It i s  bes t  described by an 
example. Suppose t h a t  t he  rows and columns of the  cost-interval matrix 
have been so re-ordered t h a t  t he  unobserved c e l l s  a r e  contained i n  t he  
quadrant as i n  Fig 7. (We do t h i s  for  the  sake of c l a r i t y ;  it is i n  
general neither necessary nor possible t o  so re-orderthe matrix).  
observed c e l l s  
Fig.7 Cost in te rva l  matrix showing differences i n  t he  couplin: of t he  
factors  applying t o  t he  observable and unobservable portions 
The s i tua t ion  shown i n  Fig 7 is such tha t  the  costs  occurring i n  the  
unobserved c e l l s  (bottom r igh t  hand quadrant) occur only i n  t he  opposite 
quadrant. Thus, i n  ca l ib ra t ion ,  the  separation factors  for  these w i l l  
be determined i n  association with generation and a t t r ac t ion  factors  t h a t  
do not apply t o  t he  unobsewed quadrant. This suggests a looseness i n  the  
coupling of t he  d i f fe ren t  factors  t h a t  may af fec t  the  r e l i a b i l i t y  of 
t he  elements synthesised f o r  t he  unobserved c e l l s .  But it should be 
s t ressed t h a t ,  a t  t he  present time, it i s  only a matter of conjecture 
t ha t  a lack of association between these factors  might have such an effect .  
7.3 Estimation procedure 
Finally,  we note t h a t ,  since p a r t i a l  matrix techniques i n  pract ice  
are  usually such as  t o  reduce the numbers of observations t ha t  we have 
of shorter-distance movements, t he  errors  associated with those observations 
are  correspondingly greater  than they would have been. I f  t h e  cal ibrat ion 
process takes proper account of t he  presence of sampling v a r i a b i l i t y  
then there  is l i k e l y  t o  be greater  chance of consistency between the 
r e su l t s  of a cal ibrat ion on a p a r t i a l  matrix and a ca l ib ra t ion  on a whole 
matrix. Kirby and Leese (1978) showed t h a t  assuming (amongst other things)  
t h a t  the  survey method is  homogeneous, one appropriate method would be 
t o  carry out t he  ca l ib ra t ion  on ungrossed up data ins tead of t he  grossed 
up data t h a t  i s  normally used. 
8. EMPIRICAL QUESTIONS 
So f a r  a s  the  author i s  aware, there  has been very l i t t l e  work done 
t o  t e s t  out t he  empirical va l id i ty  of the  p a r t i a l  matrix technique. For 
example, t o  what extent i s  under or  over estimation i n  t h e  unobserved 
c e l l s  l i k e l y  t o  happen i n  pract ice ,  a f t e r  cal ibrat ing on the  observed 
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ce l l s .  Are there  ways of determining what is a good pat tern of roadside 
interview s ta t ions  and what i s  a bad pa t te rn  (from the  point of view 
of being able t o  estimate unobservedmovements from t h i s  model)? Are there  
ways of determining where it might be helpful t o  co l lec t  extra  data t o  
improve the estimation procedure? Finally,  what evidence is  there  t h a t  
t he  model is any good anyway? 
An example of the  kind of empirical work t h a t  would be helpful 
i s  a systematic comparison of t he  estimates for  the  unobserved c e l l s  
obtained using the  p a r t i a l  matrix technique with those given by the  
survey data,  when different  patterns (and numbers) of c e l l s  are  excluded 
from a whole matrix (obtained f o r  example from home interview da ta ) .  
Cunliffe and Nesbitt (1977) said  (but did not repor t )  t h a t  they had made 
one such comparison, and Hardcastle (1978) has done another. It is  
not known whether h i s  r e su l t  i s  typical ,  but Hardcastle found t h a t ,  on 
excluding intrazonal c e l l s ,  the  separation factors obtained from a 
cal ibrat ion t o  t h e  p a r t i a l  matrix were under-estimated i n  the  short- 
distance range compared with those found i n  cal ibrat ing the  whole matrix. 
9 .  DISCUSSION 
I n  t h i s  report  we have reviewed the theore t ica l  background t o  the  
use of the  p a r t i a l  matrix technique, t he  conditions under which it f a i l s  
t o  work a t  a l l ,  and the  examination of t he  circumstances i n  which it 
m a y  be par t icu la r ly  prone t o  error .  Some of t he  problems discussed have 
only been recently rea l i sed  and t h e  most appropriate ways of resolving 
them are  very much t h e  subject of current research and debate. It i s  
evident t h a t  there  i s  a dearth of l i t e r a t u r e  and research tha t  have 
investigated the basic  properties of t he  technique, h i ther to ,  and readers 
with experience i n  t he  use of t h i s  technique a re  invi ted t o  l e t  the  
author know of t h e i r  findings - good or bad! - i n  t he  use of t h i s  
technique - par t icu la r ly  if they have undertaken some of t h e  kinds of 
analyses suggested i n  section 8. 
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