Abstract. In this paper, we tackle Automatic Meter Reading (AMR) by leveraging the high capability of Convolutional Neural Networks (CNNs). We design a two-stage approach that employs the Fast-YOLO object detector for counter detection and evaluates three different CNN-based approaches for counter recognition. In the AMR literature, most datasets are not available to the research community since the images belong to a service company. In this sense, we introduce a new public dataset, called UFPR-AMR dataset, with 2,000 fully and manually annotated images. This dataset is, to the best of our knowledge, three times larger than the largest public dataset found in the literature and contains a well-defined evaluation protocol to assist the development and evaluation of AMR methods. Furthermore, we propose the use of a data augmentation technique to generate a balanced training set with many more examples to train the CNN models for counter recognition. In the proposed dataset, impressive results were obtained and a detailed speed/accuracy trade-off evaluation of each model was performed. In a public dataset, state-of-the-art results were achieved using less than 200 images for training.
Introduction
Automatic Meter Reading (AMR) refers to automatically record the consumption of electric energy, gas and water for both monitoring and billing. [1] [2] [3] Despite the existence of smart readers, using cameras installed in the meter box. 1, 8 Image-based AMR has advantages such as lower cost and fast installation since it does not require renewal or replacement of existent meters. 9 A common AMR approach includes three phases, namely: (i) counter detection, (ii) digit segmentation and (iii) digit recognition. Counter detection is the fundamental stage, as its performance largely determines the overall accuracy and processing speed of the entire AMR system.
Despite the importance of a robust AMR system and that major advances have been achieved in computer vision using deep learning, 10 to the best of our knowledge, only in Ref. 11, published very recently, Convolutional Neural Networks (CNNs) were employed at all AMR stages. Previous works relied, in at least one stage, on handcrafted features that capture certain morphological and color attributes of the meters/counters. These features are easily affected by noise and might not be robust to different types of meters.
Deep learning approaches are particularly dependent on the availability of large quantities of training data to generalize well and yield high classification accuracy for unseen data. 12 Some previous works 2, 6, 11 employed large datasets (e.g., more than 45,000 images) to train and evaluate their systems. However, these datasets were not made public. In the AMR literature, the datasets are usually not publicly available since the images belong to the [electricity, gas, water] company.
In this sense, we introduce a new public dataset, called UFPR-AMR dataset, with 2,000 fully annotated images to assist the development and evaluation of AMR methods. The proposed dataset is three times larger than the largest public dataset 13 found in the literature.
In this paper, we design a two-stage approach for AMR. We first detect the counter region and then tackle the digit segmentation and recognition stages jointly by leveraging the high capability of CNNs. We employ a smaller version of the YOLO object detector, called Fast-YOLO, 14 for counter detection. Afterward, we evaluate three CNN-based approaches, i.e. CR-NET, 15 Multi-Task Learning 16 and Convolutional Recurrent Neural Network (CRNN), 17 for the counter recognition stage (i.e., digit segmentation and recognition). CR-NET is a YOLO-based model proposed for license plate character detection and recognition, while Multi-Task and CRNN are segmentation-free approaches designed respectively for the recognition of license plates and scene text. These approaches were chosen since promising results have been achieved through them in these applications. Finally, we propose the use of a data augmentation process to train the CNN models for counter recognition to explore different types of counter/digit deformations and their influence on the models' performance.
The experimental evaluation demonstrates the effectiveness of the CNN models for AMR.
First, all counter regions were correctly located through Fast-YOLO in the proposed dataset and also in two public datasets found for this task. 5, 13 Second, the CR-NET model yielded promising recognition results, outperforming both Multi-Task and CRNN models in the UFPR-AMR dataset.
Finally, an impressive recognition rate of 97.30% was achieved using Fast-YOLO and CR-NET in a set of images proposed for end-to-end evaluations of AMR systems, called Meter-Integration subset, 5 against 85% and 87% achieved by the baselines. 2, 5 In addition, the CR-NET and MultiTask models are able to achieve outstanding frames per second (FPS) rates in a high-end GPU, being possible to process respectively 185 and 250 FPS.
Considering the aforementioned discussion, the main contributions of our work are summarized as follows:
• A two-stage AMR approach with CNNs being employed for both counter detection and recognition. In the latter, three different types of CNN are evaluated;
• A public dataset for AMR with 2,000 fully and manually annotated images/meters (i.e., 10,000 digits) with a well-defined evaluation protocol, allowing a fair comparison between different approaches for this task;
• The CNN-based approaches outperformed all baselines in public datasets and achieved impressive results in both accuracy and computational time in the proposed UFPR-AMR dataset.
The remainder of this paper is organized as follows. We briefly review related works in Section 2. The UFPR-AMR dataset is introduced in Section 3. The methodology is presented in Section 4. We report and discuss the results in Section 5. Conclusions and future work are given in Section 6.
Related Work
AMR intersects with other Optical Character Recognition (OCR) applications, such as license plate recognition 18 and robust reading, 19 as it must reliably extract text information from images taken under different conditions. Although AMR is not as widespread in the literature as these applications, a satisfactory number of works have been produced in recent years. 3, 6, 7, 11, 20 Here, we briefly survey these works by first describing the approaches employed for each AMR stage.
Next, we present some papers that address two stages jointly or using the same method. Then, we discuss the deep learning approaches and datasets used so far. Finally, we conclude this section with final remarks.
Counter Detection: Many pioneering approaches exploited the vertical and horizontal pixel projections histograms for counter detection. The proposed dataset contains 2,000 images taken from inside a warehouse of the Energy
Company of Paraná (Copel) , which directly serves more than 4 million consuming units in the Brazilian state of Paraná. 28 Therefore, our dataset presents electric meters of different types and in different conditions. The diversity of the dataset is shown in Fig. 1 . One can see that (i) the counter occupies a small portion in the image, which makes its location more difficult; (ii) there are several similar textual blocks (e.g., meter specifications and serial number) to the counter region.
The UFPR-AMR dataset is publicly available to the research community at https://web.inf.
ufpr.br/vri/databases/ufpr-amr/.
Meter images commonly have some artifacts (e.g., blur, reflections, low contrast, broken glass, dirt, among others) due to the meter's conditions and the misuse of the camera by the human operator, which may impair the reading of electric energy consumption. In addition, it is possible that the digits are rotating or in-between positions (e.g., a digit going from 4 to 5) in some types of counters. In such cases, we consider the lowest digit as the ground truth, since this is the protocol adopted at Copel. The exception, to have a reasonable rule, is between digits 9 and 0, where it should be labeled as 9.
The images were acquired with three different cameras and are available in the JPG format with resolution between 2,340 × 4,160 and 3,120 × 4,160 pixels. The cameras used were:
LG G3 D855, Samsung Galaxy J7 Prime and iPhone 6s. As the cameras (cell phones) belong to different price ranges, the images presumably have different levels of quality. Additional information can be seen in Table 1 .
Every image has the following annotations available in a text file: the camera in which the image was taken, the counter position (x, y, w, h), the reading, as well as the position of each digit. All counters of the dataset (regardless of meter type) have 5 digits, and thus 10,000 digits were manually annotated.
Remark that a brand new meter starts with 00000 and the most significant digit positions take longer to be increased. Then, it is natural that the less significant digits (i.e., 0 and 1) have many more instances than the others. Nonetheless, digits 4-9 have a fairly similar number of examples. The dataset is split into three sets: training (800 images), validation (400 images) and test (800 images). We adopt this protocol (i.e., with a larger test set) since it has already been adopted in other datasets 29, 30 and to provide more samples for analysis of statistical significance. It should be noted that this division was made randomly and the sets generated are explicitly available along with the UFPR-AMR dataset. Additionally, experiments carried out by us suggested that dividing the dataset multiple times and then averaging the results is not necessary, as the proposed division is representative.
Methodology
Meters have many textual blocks that can be confused with the counter's reading. Moreover, the Region of Interest (ROI) (i.e., the counter) usually occupies a small portion of the image and its position varies according to the meter type. Therefore, we propose to first locate the counter region and then perform its recognition in the detected patch. We tackle both stages by leveraging the high capability of state-of-the-art CNNs. It is remarkable that, to the best of our knowledge, this is only the second work in which both stages are addressed using CNNs 11 and the first with the experiments being performed on public datasets.
In the following sections, we describe the CNN models employed for counter detection and counter recognition. It is worth noting that all parameters (e.g., CNNs input size, number of epochs, among others) specified here are defined based on the validation set and presented in Section 5,
where the experiments are reported.
Counter Detection
Recently, great progress has been made in object detection through models inspired by YOLO, 14, 31, 32 a CNN-based object detection system that (i) reframes object detection as a single regression problem; (ii) achieved outstanding and state-of-the-art results in the PASCAL VOC and COCO detection tasks. 33 For that reason, we decided to fine-tune it for counter detection. However, as we want to detect only one class and the computational cost is one of our main concerns, we chose to use a smaller model, called Fast-YOLO, 14 which uses fewer convolutional layers than YOLO and fewer filters in those layers. Despite being smaller, Fast-YOLO (architecture shown in Table 2 ) yielded outstanding results, i.e. detections with Intersection over Union (IoU) ≥ 0.8
with the ground truth, in preliminary experiments. The IoU is often used to assess the quality of predictions in object detection tasks 34 and can be expressed by the formula
where B p and B gt are the predicted and ground truth bounding boxes, respectively. The closer the IoU is to 1, the better the detection. For this reason, we believe that very deep models are not necessary to handle the detection of a single class of objects.
For counter detection, we use the weights pre-trained on ImageNet 35 and perform two minor changes in the Fast-YOLO model. First, we recalculate the anchor boxes for the UFPR-AMR dataset using the algorithm available in Ref. 36 . Anchors are initial shapes that serve as references at multiple scales and aspect ratios. Instead of predicting arbitrary bounding boxes, YOLO only adjusts the size of the nearest anchor to the size of the object. Predicting offsets instead of coordinates simplifies the problem and makes it easier for the network to learn. 33 Then, we reduce the 
where A is the number of anchor boxes (we use A = 5) used to predict bounding boxes. Each bounding box has four coordinates (x, y, w, h), a objectness value 37 (i.e., how likely the bounding box contains an object) along with the probability of that object belonging to each of the C classes, in our case C = 1 (i.e., only the counter region). 33 Remark that the choice of appropriate anchor boxes is very important, and thus our boxes are similar to counters in size and aspect ratio.
We employ Fast-YOLO's multi-scale training. 33 In short, every 10 batches, the network randomly chooses a new image dimension size from 320 × 320 to 608 × 608 pixels (default values). (e.g., 1,920 × 1,080). All image resizing operations were performed using bilinear interpolation.
In cases where more than one counter is detected, we consider only the detection with the highest confidence since each image/meter has only one counter. To avoid losing digits in cases where the counter is not very well detected, we add a margin (with size chosen based on the validation set) on the detected patch so that all digits are within it for the recognition stage. A negative recognition result is given in cases where no counter is found.
Counter Recognition
We employ three CNN-based approaches for performing counter recognition: CR-NET, 15 MultiTask Learning 16 and CRNN. 17 These models were chosen because promising results were obtained through them in other OCR applications, such as license plate recognition and scene text recognition. It is noteworthy that, unlike CR-NET, the last two models do not need the coordinates of each digit in the training phase. In other words, Multi-Task Learning and CRNN approaches only need the counter's reading. This is of paramount importance in cases where a large number of images is available for learning (e.g., millions or hundreds of thousands), since manually labeling each digit is very costly and prone to errors.
The remainder of this section is organized into four parts, one to describe the data augmentation method, which is essential to effectively train the deep models, and one part for each CNN approach employed for counter recognition.
Data Augmentation
It is well known that unbalanced data is undesirable for neural network classifiers since the learning of some patterns might be biased. For instance, some classifiers may learn to always classify the first digit as 0, but this is not always the case (see Fig. 2 ), although it is by far the most common. To address this issue, we employ the data augmentation technique proposed in Ref. 16 .
Using this technique, we are able to create a new set of images, where each digit class is equally represented in every position. This set consists of permutations of the original images. The order and frequency of the digits in the generated counters are chosen to uniformly distribute the digits along the positions. Note that the location of each digit (i.e., its bounding box) is required to apply this data augmentation technique.
Some artificially generated images when applying the method in the UFPR-AMR dataset are shown in Fig. 3 . We also perform random variations of brightness, rotation and crop coordinates to increase even more the robustness of our augmented images, creating new training examples for the CNNs. As can be seen, the data augmentation approach works on different types of meters.
The adjustment of parameters is of paramount importance for the effectiveness of this technique since the presence of very large variations in brightness, rotation or cropping, for instance, might impair the recognition through the generation of images that do not match real scenarios.
Therefore, the parameter ranges were empirically determined based on experiments performed on the validation set, i.e., brightness variation of the pixels [0.5; 2], rotation angles between −5
• and 5
• and cropping from −2% to 8% of the counter size. Once these ranges were established, new counter images were generated using random values within those ranges for each parameter. 
CR-NET
CR-NET is a YOLO-based model proposed for license plate character detection and recognition. The CR-NET architecture is shown in Table 3 . As in the counter detection stage, we recalculate the anchors for our data and make adjustments in the number of filters in the last layer. Furthermore, we adapt the input image size taking into account the aspect ratio of the counters, which have a different aspect ratio when compared to license plates in Ref. 15 . Then, we use as input an image with resolution of 400 × 106 pixels since the results obtained when using other sizes (e.g.,
360
× 95 and 440 × 116) were worse or similar, but with a higher computational cost.
We consider only the five digits detected/recognized with highest confidence, since commonly more than five digits are predicted. However, we noticed that the same digit might be detected more than once by the network. Therefore, we first apply a non-maximal suppression algorithm to eliminate redundant detections. Although highly unlikely (i.e., ≈ 0.1%), it is also possible that less than five digits are detected by the CR-NET, as shown in Fig 4. In such cases, we reject the counter's recognition.
Fig 4
A counter where less than 5 digits were detected/recognized by the CR-NET. We could employ leading zeros (e.g., 4063 → 04063), however, this could result in a large error in the meter reading.
Multi-Task Learning
Multi-Task Learning is another approach for character string recognition developed for license plates. 16, 38 This method skips the character segmentation stage and directly recognizes the character string of an image (here, the cropped counter). Since there might be multiple characters, each character is modeled as a task on the network.
For the UFPR-AMR dataset, we use a similar architecture adding the restraint that each character must be a digit, transforming the output space from 36 (their work considers numbers and letters) to 10 for each digit. The architecture holistically segments and recognizes all five characters due to its multi-task output. Table 4 shows the architecture of the model, which is very compact with only 4 convolutional layers followed by a fully connected shared layer and two fully connected layers for each digit, indexed from 1 to 5. Each output represents the classification of one of the digits. Thus, no explicit segmentation is performed in this approach. 40 cost function is adopted for sequence decoding. The CTC has a softmax layer with a label more than the original 10 digits. The activation of each feature vector corresponds to a unique label that can be one of the ten digits or a 'blank' (i.e., the absence of digit). Thus, this model is able to predict a variable number of digits, differently from Multi-Task where 5 digits are always predicted. As the classification is done through the whole feature map from the convolutional layers, digit segmentation is not required.
We evaluate different network architectures with variations in the input size and in the number of filters and convolutional layers. As shown in Table 5 , the input size is 160 × 40 pixels and there are only one LSTM layer (instead of two, as in Ref . 17) since the best results (considering the speed/accuracy trade-off) in the validation set were obtained with these parameters.
Experimental Results
In this section, we report the experiments carried out to verify the effectiveness of the CNN-based methods in the UFPR-AMR dataset and also in public datasets. All experiments were performed on a computer with an AMD Ryzen Threadripper 1920X 3.5GHz CPU, 32 GB of RAM and an NVIDIA Titan Xp GPU (3,840 CUDA cores and 12 GB of RAM).
We first assess counter detection since the counter regions used for recognition are from the detection results, rather than cropped directly from the ground truth. This is done to provide a realistic evaluation of the entire AMR system, where well-performed counter detection is essential to achieve outstanding recognition results. Next, each approach for counter recognition is evaluated and a comparison between them is presented.
Counter detection is evaluated in the UFPR-AMR dataset and also in two public datasets, 5, 13 while counter recognition is assessed only in the UFPR-AMR dataset. This is because (i) two different sets of images were used to evaluate digit segmentation and recognition in Ref. 5 , and thus it is not possible to use these sets in the counter recognition approaches (where these stages are performed jointly); (ii) Ref. 13 performed digit recognition on a subset of their dataset which was not made publicly available.
We will finally evaluate the entire AMR pipeline in a subset of 100 images (640 × 480) taken from the public dataset introduced by Vanetti et al. 5 This subset, called Meter-Integration, was used to perform an overall evaluation of the AMR methods proposed in Refs. 2,5. It should be noted that other subsets of the dataset, containing different images, were used to evaluate each AMR stage independently and the training images (in the overall evaluation) are from these subsets. 5 Aiming at a fair comparison, we employ the same protocol.
Counter Detection
For evaluating counter detection, we employ the bounding box evaluation defined in the PASCAL VOC Challenge, 34 where the predicted bounding box is considered to be correct if its IoU with the ground truth is greater than 50% (IoU > 0.5). This metric was also used in previous works, 5, 25 being interesting once it penalizes both over-and under-estimated objects.
According to the detection evaluation described above, the network correctly detected 99.75%
of the counters with an average IoU of 83%, failing to locate the counter in just two images (798/800). However, in these two cases, it is still possible to recognize the digits from the detected counters, since they were actually detected (with IoU ≤ 0.5) and all digits are within the ROI after adding a margin (as explained in Section 4.1). In the validation set, a margin of 20%
(of the bounding box size) is required so that all digits are within the ROI. Thus, we applied a 20% margin in the test set as well. Fig. 5 shows both cases where the counters were detected with IoU ≤ 0.5 before and after adding this margin. Note that, in this way, all counter digits are within the located region using Fast-YOLO.
Some detection results achieved by the Fast-YOLO model are shown in Fig. 6 . As can be seen, well-located predictions were attained on counters of different types and under different conditions.
In terms of computational speed, the Fast-YOLO model takes about 3.30 ms per image (303 FPS). The model was trained using the Darknet framework 41 and the following parameters were used for training the network: 60k iterations (max batches) and learning rate = [10 -3 , 10 -4 , 10
with steps at 25k and 35k iterations.
Counter Detection on Public Datasets
To demonstrate the robustness of Fast-YOLO for counter detection, we employ it on the public datasets found in the literature 5, 13 and compare the results with those reported in previous works.
Vanetti et al. 5 employed a subset of 153 images of their dataset specially for the evaluation of counter detection, being 102 for training and 51 for testing. In Ref. 13 , a larger dataset (with 640 images) was introduced, but no split protocol was defined.
As the dataset introduced in Ref. 5 has a split protocol, we employed the same division in our experiments. We randomly removed 20 images from the training set and used them as validation.
For the experiments performed in the dataset introduced in Ref. 13 , we perform 5-fold crossvalidation with images assigned to folds randomly in order to achieve a fair comparison. Thus, in each run, we used 384 images (60%) for training and 128 images (20%) for each validation and testing, i.e., a 3/1/1 split protocol.
As mentioned in the related work section, both datasets are composed of gas meter images.
Such a fact is relevant since gas meters usually have red decimal digits that should be discarded in the reading process. 2, 5, 11, 13 Therefore, we manually labeled, in each image, a bounding box containing only the significant digits for training Fast-YOLO. These annotations are also publicly available to the research community at https://web.inf.ufpr.br/vri/databases/ ufpr-amr/. The Fast-YOLO model correctly detected 100% of the counters in both datasets, outperforming the results obtained in previous works, as shown in Table 6 . It is noteworthy the outstanding IoU values attained: on average 83.39% in the dataset proposed in Ref. 5 and 91.28% in the dataset introduced in Ref. 13 . We believe that these excellent results are due to the fact that, in these datasets, the counter occupies a large portion of the image and the meters/counters are quite similar when comparing with the UFPR-AMR dataset. Fig. 7 shows a counter from each dataset detected using Fast-YOLO. Additionally, we reported the result with a higher detection threshold (i.e., IoU > 0.7). It is remarkable that more than 90% of the counters were located with an IoU (with the ground truth) greater than 0.7 in both datasets. We noticed that the detections with a lower IoU occurred mainly in cases where the meter/counter was inclined or tilted, as illustrated in Fig. 8 .
Counter Recognition
For this experiment, we report the mean of 10 runs for both digit and counter recognition accuracy.
While the former is the number of correctly recognized digits divided by the number of digits in the test set, the latter is defined as the number of correctly recognized counters divided by the test set The recognition rates achieved by all models are shown in Table 7 . We performed statistical paired t-tests at a significance level α = 0.05, which showed that there is a significant difference in the results obtained with different models. As expected, the results are greatly improved when taking advantage of data augmentation. The best results were achieved with the CR-NET model, which correctly recognized 94.13% of the counters with data augmentation against 92.30% and 87.69% through CRNN and Multi-Task Learning, respectively. This suggests that segmentationfree approaches require a lot of training data to achieve promising recognition rates, as in Ref . 11 where 177,758 images were used for training. It is important to highlight that it was not possible to recognize any counter when training the Multi-Task model without data augmentation. We performed several experiments reducing the size of the Multi-Task network to verify if a smaller network could learn a better discriminant function. However, better results were not achieved. This is because the dataset is biased and so is the recognition. Even though the first digit has the strongest bias (given the large amount of 0 and 1s in that position), the other digits still have a considerable bias due to the low number of training samples. For example, the Multi-Task network may learn to predict the last digit/task as '5' on every occasion it sees a particular combination of the other digits that is present in the training set.
In other words, the network may learn correlations between the outputs that do not exist in practice (in other applications this may be beneficial, but in this case it is not). Such a fact explains why the segmentation-free approaches had a higher performance gain with data augmentation, which balanced the training set and eliminated the undesired correlation between the outputs.
To assess the speed/accuracy trade-off of the three CNN models, we list in Table 8 the time required for each approach to perform the recognition stage. We report the FPS rate achieved by each approach considering only the recognition stage and also considering the detection stage (in parenthesis), which takes about 3.30 ms per image using Fast-YOLO. The reported time is the average time spent processing all images, assuming that the network weights are already loaded.
For completeness, for each network, we also list the number of parameters as well as the number of billion floating-point operations (BFLOP) required for a single forward pass over a single image. to process 185 and 250 FPS using the CR-NET and Multi-Task models, respectively.
It is worth noting that: (i) even though the Multi-Task network has many more parameters than CR-NET and CRNN, it is still the fastest one; (ii) the CRNN model requires a lower number of floating-point operations for a single forward pass than the CR-NET and Multi-Task networks, however, it is still the model that takes more time to process a single image. In this sense, we claim that there are several factors (in addition to those mentioned above) that affect the time it takes for a network to process a frame, e.g., the input size, its specific characteristics and the framework in which it is implemented. For example, two networks may require exactly the same number of floating-point operations (or have the same number of parameters) and still one be much faster than the other. Although much effort was made to ensure fairness in our experiments, the comparison might not be entirely fair since we used different frameworks to implement the networks and there are probably differences in implementation and optimization between them. The CR-NET model was trained using the Darknet framework, 41 whereas the CRNN and Multi-Task models were trained using PyTorch 42 and Keras, 43 respectively. Fig. 9 illustrates some of the recognition results obtained in the UFPR-AMR dataset when employing the CR-NET model (i.e., the one with the best accuracy). It is noticeable that the model is able to generalize well and correctly recognize counters from meters of different types and in different conditions. Regarding the errors, we noticed that they occurred mainly due to rotating digits and artifacts in the counter region, such as reflections and dirt.
Overall Evaluation on the Meter-Integration Subset
The Meter-Integration subset 5 was used to evaluate the AMR methods proposed in Refs. 5, 13.
Thus, we decided to perform experiments on this dataset and compare the results with those obtained in both works. As previously mentioned, the training images are from other subsets of the dataset proposed in Ref. 5 . Remark that there are only 102 and 62 training images for counter detection and recognition, respectively.
We employ only the CR-NET model in this experiment since it outperformed both Multi-Task and CRNN models in the UFPR-AMR dataset. The mean accuracy of 10 runs is reported for both digit and counter recognition accuracy. As the counters in the training set have from 4 to 7 digits
and not a fixed number of digits, we adopted a 0.5 confidence threshold (we report it for sake of reproducibility) to deal with a variable number of digits, instead of always considering 5 digits per counter. This threshold was chosen based on 12 validation images (i.e., 20%) randomly taken from the training set. Table 9 shows the results obtained in previous works and using the Fast-YOLO and CR-NET networks for counter detection and recognition, respectively. As expected, the recognition rate accomplished by our deep learning approach was considerably better than those obtained in previous works (87% → 94.50%), which employed methods based on conventional image processing with handcrafted features. It is noteworthy the ability of both Fast-YOLO and CR-NET models to generalize with very few training images in each stage, i.e., 102 for counter detection and 62 for counter recognition.
The results were improved when using data augmentation, as in the experiments carried out on the UFPR-AMR dataset. The accuracy achieved was 97.30%, significantly outperforming the baselines. It is worth noting that, on average, only 2-3 counters were incorrectly classified and generally the error occurred in the rightmost digit of the counter. Two samples of errors are shown in Fig. 10 : the last digit 1 was incorrectly labeled as 0 in one of the cases, probably due to some noise in the image, while in the other case the last digit was detected/recognized with confidence lower than 0.5, apparently due to the m 3 text touching the digit (there were no similar examples in the training set). 
Conclusions
In this paper, we presented a two-stage AMR approach with CNNs being employed for both counter detection and recognition. The Fast-YOLO 14 model was employed for counter detection, while three CNN-based approaches (CR-NET, 15 Multi-Task Learning 16 and CRNN 17 ) were employed for counter recognition. In addition, we proposed the use of data augmentation for training the CNN models for counter recognition, in order to construct a balanced training set with many more examples.
We also introduced a public dataset that includes 2,000 images (with 10,000 manually labeled digits) from electric meters of different types and in different conditions, i.e., the UFPR-AMR dataset. It is three times larger than the largest dataset found in the literature for this task and contains a well-defined evaluation protocol, allowing a fair comparison of different methods. Furthermore, we labeled the region containing the significant digits in two public datasets 5, 13 and these annotations are also publicly available to the research community.
The counter detection stage was successfully tackled using the Fast-YOLO model, which was able to detect the region containing the significant digits in all images of every dataset evaluated in this work. For counter recognition, the CR-NET model yielded the best recognition results in the UFPR-AMR dataset (i.e., 94.13%), outperforming both Multi-Task and CRNN models which achieved 87.69% and 92.30%, respectively. These results were attained by taking advantage of data augmentation, which was essential to accomplishing promising results. In a public dataset, 5 outstanding results (i.e., an overall accuracy of 97.30%) were achieved using less than 200 images for training the Fast-YOLO and CR-NET models, significantly outperforming both baselines.
The CR-NET and Multi-Task models achieved impressive FPS rates on a high-end graphic card. When considering the time spent in the detection stage, it is possible to process 185 and 250
FPS using the CR-NET and Multi-Task models, respectively. Therefore, these approaches can be employed (taking a few seconds) in low-end setups or even in some mobile phones.
As future work, we intend to create an extension of the UFPR-AMR dataset with more than 
