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ABSTRACT. The increasing of river water level usually happens during 
raining season. This event can lead to devastating flash flood, which would 
eventually cause damage to properties and possibly, loss of human life. 
Such event is also known as extreme event due to the nature of the data pro-
duced, which mostly consist of nonlinear pattern of data. The existence of 
nonlinear pattern and noise data greatly affect the quality of prediction re-
sult. Three exponential smoothing techniques have been investigated to 
study their ability in handling extreme river water level time series data, 
which are Single Exponential Smoothing Technique, Double Exponential 
Smoothing Technique and Holt’s Method. The techniques were performed 
on river water level data from three rivers in Perlis, Malaysia. From the ex-
periments, it was found that all the three techniques have their own limita-
tions in handling extreme data, with Double Exponential Smoothing Tech-
nique to perform better than its counterpart. 
Keywords: extreme event, extreme data, exponential smoothing technique, 
holt’s method 
INTRODUCTION 
Extreme event can be described as occurrences that occur either naturally or due to human 
factor, rarely happen, but significant in terms of its impacts, effects or outcomes (Singh, 2012; 
Sarewitz & Pielke, 2001; Easterling et al., 2000). The characteristics of extreme event are 
volatile, rapidly change and can have unpredictable outcomes (Turrof et al., 2011). An exam-
ple of extreme events is heavy rainfall that occurs at the time that is not supposed to happen 
and not in raining season. Extreme rainfall is entirely different from the normal weather day 
(Nayak & Gosh, 2013). This event may lead to rivers and reservoir water level to increase 
drastically. This incident can lead to devastating flash flood, cause damage to properties and 
possibly, loss of human life.  
Extreme event time series is difficult to study and even harder to be used for prediction 
because of its rare characteristics (Ghil et la., 2011). This is due to the data generated from 
this event is rarely linear (Mishra et al., 2007). The extreme data are usually in nonlinear pat-
tern, tremendous noise and complex dimensionality in signal. The presence of extremely high 
or low values in data, while not all of them are outliers, can affect the accuracy of prediction 
(Koehler et al., 2012). Hence, the need to identify a good data processing technique that could 
handle this type of data is necessary.  
Exponential Smoothing Technique (EST) is a forecasting technique which has been ap-
plied in many studies. It has also been used to isolates trends and seasonality from irregular 
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variation (Chan et al., 2011). The technique eliminates the high fluctuations in signal while 
maintaining the important patterns of data. This criteria and the fact that the technique is easy 
to understand and implement make it an attractive technique to be investigated in handling 
extreme data. This paper investigated three smoothing techniques applied on extreme data and 
identifies the technique that could best deal with this type of data.  
The rest of the paper is organized as follows. Section 2 gives an overview on EST, fol-
lowed by description of the case study and the type of data used in Section 3. The experi-
mental result and findings are presented in Section 4 and with the conclusion in Section 5. 
OVERVIEW ON EXPONENTIAL SMOOTHING TECHNIQUES 
In this paper, three smoothing techniques which are Single Exponential Smoothing Tech-
nique (SEST), Double Exponential Smoothing Technique (DEST) and Holt’s method are 
discussed. 
Single Exponential Smoothing Technique 
The SEST is also known as simple exponential smoothing (Chan et al., 2011). This tech-
nique is a popular statistical technique used for time series forecasting and also can be used in 
data preprocessing (Zheng & Xu, 2008; Chan et al., 2011). SEST provides an advantage of 
simplicity, less costly to develop and easier to understand (Hussain & Jamel, 2013). There is 
only one smoothing parameter to be determined in SEST. The general equation for SEST is as 
follows: 
 𝑓𝑡+𝑚 = 𝛼𝑦𝑡 + (1 − 𝛼)𝑓𝑡  (1) 
where ft+m is the single exponential smoothed value in period t+m, for m = 1,2,3,4,…, α is 
the unknown smoothing parameter to be determined with underlying between 0 and 1, yt is 
the actual value in time period t, and ft is the smoothed value for period t. 
Double Exponential Smoothing Technique 
The DEST is also known as Brown’s method (Lazim, 2012; Abdullah et al., 2012). It is 
useful for time series that exhibits linear trend characteristic. The main advantage of DEST is 
its ability to generate multiple-ahead-forecast but difficult to determine the value of α 
(Hussain & Jamel, 2013). The formulation can be shown as follows: 
 
Let, St be the exponentially smoothed value of yt at time t 
 St be the double exponentially smoothed value of yt at time t 
  
There are four main equations involved: 
1) The exponentially smoothed series value 
 𝑆𝑡 = 𝛼𝑦𝑡 + (1 − 𝛼)(𝑆𝑡−1)  (2) 
2) The double exponentially smoothed series value 
 𝑆′𝑡 = 𝛼𝑆𝑡 + (1 − 𝛼)(𝑆′𝑡−1)  (3) 
3) The difference exponentially smoothed series value trend estimate 
 𝛼𝑡 = 2(𝑆𝑡 − 𝑆′𝑡)  (4) 
 𝛼𝑡 = 2(𝑆𝑡 − 𝑆′𝑡)  (5) 
4) Forecast m period into the future 
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 𝑓𝑡+𝑚 = 𝛼𝑡 + 𝑏𝑡 ∗ 𝑚  (6) 
Holt’s Method 
Holt’s method is also known as ‘Holt-Winters double exponential smoothing technique’, 
originally presented by Charles C. Holt and Peter Winters (Gelper et al., 2007). It uses two 
smoothing parameter and is good in handling trends. This method is much like SEST ex-
cludes the two components which are level and trend estimate that must be updated on each 
period.  The level is a smoothed estimate of the value of the data at the end of each period 
while trend is smoothed estimate of average growth at the end of each period (Kalekar, 2004). 
Holt’s method requires three equations: 
 
1) The level estimate 
 𝑆𝑡 = 𝛼𝑦𝑡 + (1 − 𝛼)(𝑆𝑡−1 + 𝑇𝑡−1)  (7) 
2) The trend estimate 
 𝑇𝑡 = 𝛽(𝑆𝑡 − 𝑆𝑡−1) + (1 − 𝛽)𝑇𝑡−1  (8) 
3) Forecast m period into the future 
 𝑓𝑡+𝑚 = 𝛼𝑡 + 𝑏𝑡 ∗ 𝑚  (9) 
where yt is the actual value for period t, α and β is the value of the smoothing parameter, 
and Tt-1 is the prediction value for period t+1while Tt is the forecast value for period t. 
CASE STUDY 
The data used for experiment and testing were the historical data of river water level from 
year 2001 to 2013 which were acquired from the Department of Irrigation and Drainage of 
Perlis. These secondary data were collected from three rivers which were Sungai Arau, 
Sungai Korok and Sungai Jarum. The total number of observation selected for experiment and 
testing is 4386 series for Sungai Arau, 906 series for Sungai Korok and 912 series for Sungai 
Jarum.  
EXPERIMENT AND RESULT 
The evaluation on techniques performance has been done based on error measurement ob-
tained by using performance metrics. The performance metrics is a normal criterion which 
has been used to evaluate the technique performance based on error measurement (Lazim, 
2012). These measurements are based on forecast errors, or the differences between the actual 
and forecast errors. The measure is called Mean Squared Error (MSE) and Root Mean 
Squared error (RMSE). 
1) Mean Squared Error is an estimator to measure the average of the squares of the error. 
MSE =
∑ 𝑒𝑡
2𝑛
𝑡
𝑛
  
2) Root Mean Squared Error is used to measures the differences between fitted value and 
actual value. 
RMSE =  √
∑ 𝑒𝑡
2𝑛
𝑡
𝑛
 
In the experiment, determining the value for the smoothing parameter (denoted by α) is 
based on trial and error. The value of α, which begins with 0.1, 0.2 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 
and 0.9 have been tested in order to find the best value. The best value of α is defined as the 
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one that gives the smallest error. A small α is suitable to be used for stable time series data 
while a large α is to deal with a series that change rapidly (Lazim, 2012). 
Table 1. Result Comparison using Sungai Arau Dataset 
Techniques SSQ MSE RMSE 
DEST 41.93 0.009559 0.097771 
SEST 265.13 0.060450 0.245866 
Holt’s  285.91 0.065188 0.255319 
Table 2. Result Comparison using Sungai Korok Dataset 
Techniques SSQ MSE RMSE 
DEST 1.22 0.001343 0.036650 
SEST 3.12 0.003448 0.058723 
Holt’s  3.15 0.003476 0.058958 
Table 3. Result Comparison using Sungai Jarum Dataset 
Techniques SSQ MSE RMSE 
DEST 22.27 0.024415 0.156253 
SEST 107.46 0.117826 0.343258 
Holt’s 113.71 0.124683 0.353104 
 
Tables 1, 2, and 3 shows the generated result obtained from the DEST, SEST and Holt’s 
method applied on the data from each river, respectively. As shown, the best technique to deal 
with Sungai Arau, Sungai Korok, and Sungai Jarum water level data is DEST. The DEST 
produced the lowest MSE values which are 0.009559, 0.001343 and 0.024415 for the three 
rivers respectively.  For the three river water level data, the DEST with α = 0.5 shows a better 
performance compared to SEST with α = 0.9 and Holt’s method with α = 0.9 and β = 0.1. 
From the result, it was found that SEST and Holt’s method had some limitations to deal with 
the pattern of data from the three rivers. 
 
 
Figure 1. Time Series Plot for Sungai Arau 
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Figures 1, 2, and 3 illustrated the time series plot between the actual data and smoothed 
data using DEST, SEST and Holt’s method for three rivers. The y-axis is for time and the x-
axis is the water level data which is measured in meters. Based on the three figures, the fore-
casted data using DEST was found to be mostly lay down to the actual data. This result has 
shown that DEST performed better compared to SEST and Holt’s method. However, Figure 2 
shows the performances of the SEST and Holt’s method are equal with DEST, which means 
they are also closer to the actual data. This is because the SEST and Holt’s method can still 
capture the pattern of Sungai Korok water level data, where the data is normal without high 
fluctuations. 
 
 
Figure 2. Time Series Plot for Sungai Korok 
 
 
Figure 3. Time Series Plot for Sungai Jarum 
CONCLUSION 
Three exponential smoothing techniques were investigated to find the best technique to 
deal with the pattern of river water level data from three rivers located in Perlis. Based on the 
error generated from the experiment, DEST was found to be the most suitable smoothing 
technique as it produced the lowest error compared to SEST and Holt’s method. This tech-
nique could handle the data from all the three rivers. SEST was found to be suitable for the 
analysis of time series with smooth fluctuations and produced a higher error if dealt with big-
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ger fluctuations. From the experiment, it was found that Holt’s method was able to deal with 
trend variations, but this technique is sensitive with data that change rapidly. By finding the 
best smoothing technique for extreme data, more accurate prediction can be produced. An 
accurate prediction is likely to be able to help the authority and the public in reducing the 
impact of flood disasters, and to act as an early warning system to inform the public about 
upcoming events. 
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