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“The important thing is not to stop questioning.
Curiosity has its own reason for existing. One
cannot help but be in awe when he contem-
plates the mysteries of eternity, of life, of the
marvelous structure of reality. It is enough if
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mystery every day. Never lose a holy curiosity.”
- Albert Einstein
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Abstract
The increase the emerging technologies and the low cost related with 3D data acqui-
sition have allowed researchers to open new doors of research in domains like building
information modeling (BIM), in-process inspection, virtual simulation, reverse engi-
neering, among others. However, these new doors carry out with them some challenges
regarding data transmission, processing, storage, all of them currently being active
research topics. This thesis aims to advance point cloud processing– specifically in seg-
mentation– in three directions:
First, we propose a hybrid technique for carrying out a semi-automatic segmenta-
tion using NARF and Min-Cut. Our technique can be modified to be used in different
places or fields, for instance: in this thesis the technique was applied on urban and
indoor environments, and dental models (medical field).
Second, we conducted several tests to the hybrid technique and propose a method
ology for the segmentation of dental models. In order to establish the methodology
we used an exploratory study in segmentation of dental models, where it was tested
by different algorithms (region growing, RANSAC, Min-Cut and the hybrid technique).
Third, we developed another methodology based in the hybrid technique for segmenting
objects in 3D scenes, aimed towards outdoor and indoor environments. A quantitative
evaluation was carried out on a point cloud consisting of about 30 million points, with
diverse objects of interest such as trees, cars, chairs, buildings.
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El aumento de las nuevas tecnoloǵıas emergentes y el bajo costo relacionado con los
sitemas de adquisición 3D han permitido a los investigadores abrir nuevas puertas en
la investigación en ámbitos como en la construcción de modelos de información (BIM),
en el proceso de inspección, la simulación virtual, la ingenieŕıa inversa, entre otros. Sin
embargo, estas nuevas puertas traen consigo algunos desaf́ıos en materias como: trans-
misión de datos, procesamiento, almacenamiento, permitiendo temas de investigación
activos. Esta tesis tiene como objetivo avanzar en el procesamiento de nubes de puntos
- espećıficamente en la segmentación - en tres direcciones:
En primer lugar, se propone una técnica h́ıbrida para llevar a cabo una segmentación
semiautomática utilizando NARF y Min-Cut. Nuestra técnica puede ser modificado
para ser utilizado en diferentes lugares o campos, por ejemplo: en esta tesis se aplicó la
técnica en entornos urbanos e interiores, y los modelos dentales (campo de la medicina).
En segundo lugar, hemos realizado varias pruebas con la técnica h́ıbrida propuesta
y se propone una métodologia para la segmentación de los modelos dentales. La me-
todoloǵıa se empleó en un estudio exploratorio para la segmentación de los modelos
dentales, donde se probaron diferentes algoritmos (región de cultivo, RANSAC, Min-
Cut y la técnica h́ıbrida).
Por ultimo, se ha desarrollado una metodoloǵıa basada para la segmentación de obje-
tos en escenas 3D, dirigida hacia los ambientes interiores y exteriores. Una evaluación
cuantitativa se llevó a cabo en la nube de puntos empleado el repositorio de Trimble
que consta de nubes de cerca 30 millones de puntos, con diversos objetos de interés
tales como árboles, coches, sillas, edificios.
Palabras Claves:
Nubes de puntos, Imagenes 3D, Modelos dentales 3D, Procesamiento de
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Nowadays, the advent of new technologies and the low cost of three Dimensional (3D)
acquisition systems has driven the development and increase of 3D data production– for
instance, today is possible obtain 3D data under sea– opening new doors in several re-
search fields [34] [40] and [45]. But this new doors carry with them some challenges
regarding data processing, interpretation, transmission, and storage. [32]
In this spirit, this thesis describes algorithms that advance in an important topic:
3D segmentation. The necessity of algorithms for segmentation is motivated on one
hand, by many application which use 3D data, and on the other, by the improvements
in 3D scanning and modeling technologies.
In recent years, artificial vision and 3D models have been used in the entertainment
industry in games, movies, and virtual reality and in the use of geometrical data for
medical and biological applications: analysis of CAT scans, MRI scans, fMRI. Howe-
ver, 3D scans of entire cities are becoming available and the geometry of much of the
world, at scales small and large, will be captured in the next few years. This new tech-
nology of 3D data acquisition, together with its usefulness to many fields, highlights




The research context is divide in three parts: general information about segmentation
of point clouds, dental models, and outdoor environments. However, this section is
focused utterly on the first. (the second part is treated in Chapter 3, whereas the last
part is tread in Chapter 4).
Segmentation of point cloud
Segmentation is an essential part in the process of surface modeling from scanned ob-
jects. It is the process of partitioning a point cloud into meaningful regions from the
input data. According to Rabbani [41] the point data segmentation methods can be
classified into three categories, though we consider another category called superpixel.
Therefore, four categories are exposed: superpixel-methods, surface-based methods,
scanline-based methods and edge-based methods.
Superpixel-based segmentation: The term superpixel was coined by Ren and Ma-
lik [42] in their work on learning a binary classifier which can segment natural images.
Research based in superpixels there can be classified into two subsets: graph-based and
gradient-based methods.
Felzenszwalb and Huttenlocher [8] proposed a graph-based algorithm for image segmen-
tation, this technique consider each pixel as a node in a graph, with edges connecting
neighboring pixels. Edge weights are used to characterize similarity between pixels;
superpixel labels are solved for by minimizing a cost function over the graph. Ren and
Malik [42] use the normalized cut algorithm [49] for extracting the superpixels, with
contour and texture cues incorporated. Subsequently, many superpixel methods have
been proposed [23, 12, 22, 35, 55, 57], and have been used in a variety of applications:
human pose estimation [29], semantic pixel labeling [15, 53], and multiple-hypothesis
video segmentation [54], to name a few.
Recently, a significantly faster class of superpixel methods has emerged– Simple Linear
Iterative Clustering (SLIC) [1]. This is an iterative gradient ascent algorithm which uses
a local k-means clustering approach to efficiently find superpixels, clustering pixels in
the five dimensional space of color and pixel location. Depth-Adaptive Superpixels
(DASP) [59] extended this idea in order to use depth images, expanding the clustering
space with the added dimensions of depth and point normal angles.
Surface-based segmentation: Those methods use local surface characteristic as a
similarity measure and merge together the points which are spatially close and have
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similar surface properties. These methods are relatively less sensitive to the noise pre-
sent in the data, and usually perform better when compared to edge based methods.
The typical approaches are bottom-up and top-down. Bottom up approaches start from
a set of seed-pixels and grow the segments from there based on the given similarity
criterion; Top-down methods start by assigning all the pixels to one group and fitting
a single surface to it. Some of the typical variations on the surface-based segmentation
techniques are reported by Parving [36] and Xiang [62]. Most of the reported methods
for range segmentation use a bottom-up strategy.
Scanline-based segmentation: In range images, each row is considered a scan-line,
which can be treated independently of other scan-lines in the first stage. A scan-line
grouping based segmentation method for the extraction of planar segments from the
range image is presented by Jiang [17]. It uses the fact that a scan line on any 3D
plane makes a 3D line. It detects the line segments in the first stage, followed by the
grouping of the adjacent lines with similar properties to form planar segments. Some
typical variations of this method are presented by Natonek [31],Khalifa [19] and Vos-
selman [50]; the authors used profiles in different directions for the segmentation of
air-borne laser scanner data. These profiles are generated by collecting points within a
cylindrical volume around a given direction.
Edge-based segmentation: Edge-based segmentation has two main steps: the first
step is edge detection, which outlines the borders of different regions; the second step
is grouping of points inside the boundaries, giving the final segments. Edges in a given
depth map are defined by the points where changes in the local surface properties ex-
ceed a given threshold. The most common local surface properties are surface normals,
gradients, principal curvatures, or higher order derivatives. Typical variations of edge-
based segmentation techniques are reported by Bhanu [4], Sappa [46] and Wani [58].
4 1 Introduction
1.3. Publications and Oral presentation
The work presented in this thesis produced a series of publications presented at confe-
rences:
1. Chapter of Book published by Elsevier: Emerging Trends in image Pro-
cessing,Computer Vision and Pattern Recognition. Chapter 28: “Semi-automatic
teeth segmentation in 3D models of dental casts using a hybrid methodology”,
Edited by Leonidas Deligiannidis and Hamid R. Arabnia.
2. WORLDCOMP’14: Oral presentations in the 2014 International Conference
on Image Processing, Computer Vision, and Pattern Recognition IPCV’14.
Paper titled “Image Segmentation Techniques Applied to Point Clouds of Dental
Models with an Improvement in Semi Automatic Teeth Segmentation”.
3. LACNEM: Oral presentations in 5th Latin American Conference on Networked
and Electronic Media, 1st Workshop in Applied Maths to be held in The “Región
Cafetera”. Paper titled “Semi-Automatic 3D Point Cloud Segmentation Using a
Modified Min-Cut Approach”.
4. ENID Poster in National Conference of Research and Development (Encuentro
Nacional de investigación y desarrollo) ENID 2013. Paper titled “Metodoloǵıa




Figure 1-1 presents a graphical road-map depicting the organization of the thesis in
which is separated in six chapter. Chapter 1 gives a brief description about the research
context, publications and oral presentations obtained by the development of this thesis.
Chapter 2 presents and describes the methodology of the hybrid technique based in two
algorithms, called Min-Cut and NARF. Also, some details and results of performance
of the technique are presented. Chapter 3 shows an exploratory analysis of current
segmentation techniques for point clouds (RANSAC, region growing, Min-Cut and the
hybrid technique) applied to dental 3D models. Chapter 4 presents a methodology to
segmentation of point clouds in outdoor and indoor environments, this methodology
was tested by the dataset provided by trimble, this dataset contains point cloud of
approximate 30 million of points. Chapter 5 discusses the findings of the results of this
thesis and finally. Chapter 6 future work.
Figure 1-1.: The organization of the thesis
2. Hybrid Technique for Point Cloud
Segmentation
This chapter provides a brief overview of the research and describes the methodology
of the hybrid technique based in two algorithms, called Min-Cut [12] and NARF [52]
(Normal Aligned Radial Feature). First of all, the algorithms of Min-Cut and NARF
are introduced and the advantages of using both techniques combined are enunciated.
Also, some details and results of performance of the new technique are shown.
2.1. Min-Cut
Min-Cut Based Segmentation was introduced by Boykov [5]. This algorithm is par-
ticularly adept at segmentation such as in normalized cuts [49] and combined object
categorization and segmentation [21], since it solves a global minimization in low-
order polynomial time, and the terms of the minimization can include neighborhood
smoothing constraints as well as hard or soft foreground/background constraints, and
adapted by Golovinskiy [12, 13] to the domain of 3D point clouds, where the main cues
are distances and point densities, rather than colors and textures.
Min-Cut is based in representing the point clouds as a directed flow graph connecting
the k-nearest neighbor at each point. For any given point cloud, the algorithm cons-
tructs the graph that contains every single point of the cloud as a set of vertices and
two more vertices called source and sink. Every vertex of the graph that corresponds to
the point is connected with source and sink with the edges. In addition to these, every
vertex (except source and sink) has edges that connect each point with its k-nearest
neighbors. Min-Cut assigns weights for every edge.
There are different types of weight: the first weight is given to all edges of the point








Where dist recalls for the distance between the points and σ is a free input parameter
that allows modify the width of the smoothing effect.
The next step of the algorithm is to establish the cost of the data. In this case it is
necessary to make use of the source (t) and sink (s), where the source is related to the
mid point of the object to be segmented (which is given manually), and sink with any






Where distocenter is the expected distance to the center of the object in a horizontal
plane given by (2-3).
distocenter =
√(
(x− centerX)2 + (y − centerY )2
)
(2-3)
Where radius is an input parameter and can be considered as the range from the cen-
ter of the object where the points belong to a region of interest by assigning a higher
weight. On the other hand, z is not considered in (2-3); hence, the constraint can be
geometrically interpreted as a cylinder from z to −z. The search of the minimum cut
is carried out once all the preparations are completed.
Figure 2-1 an example of Min-Cut based segmentation point cloud in office environ-
ment is shown, 2-2 shows the result to apply the segmentation, the input parameters
are: radius = 0,6, sigma = 0,25, neighbors = 14, weight = 0,8, (this method requires
prior knowledge on the location of the objects to be segmented– given manually (red
point).
According to the results of Golovisky et al. [12, 13] using an outdoor urban scan,
this algorithm is robust to noise and is very effective for segmentation in dense point
clouds where the main cues are distances and point densities, rather than colors and
textures. One major drawback of this algorithm is that it requires prior knowledge on
the location of the objects to be segmented. In addition, this method need the set-up
8 2 Hybrid Technique for Point Cloud Segmentation
Figure 2-1.: Example of source selection in an indoor scene
(a) Source selection. Detail from Figure 2-1 (b) Segmentation
Figure 2-2.: Result of applying the Min-Cut algorithm
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of the radius and sigma parameters, task for which we introduced an new approach
based in the NARF algorithm. Further information about Min-Cut is given in [12].
2.2. NARF
NARF basically is a algorithm to extract the IP (interest point). The reason of detection
of IP is given for different causes, and usually is an early processing step. for example:
A way of discarding information which is not relevant at an early stage.
A way of saving computation time required for finding correspondences between
two scenes (e.g. in registration).
A way to facilitate the location of the objects to be segmented.
NARF was developed by Steder et al [52], a novel IP extraction method, inspired in
the SIFT [24] and SURF [2] techniques for 2D feature extraction.
NARF describes the area around the interest points in a way that enables an efficient
comparison regarding possible similarities, operating on range images (also called depth
image or map) generated from 3D point clouds, for example 2-3.
Figure 2-3.: Point Cloud image taken in an office scene
In range images, pixel positions determine the direction of the beam, whereas every
pixel in a range image captures the distance to the closest obstacles as seen from one
point in space 2-4.
10 2 Hybrid Technique for Point Cloud Segmentation
Figure 2-4.: Range image taken in an office scene
In Figure 2-4, pixels in blue indicates the regions near to scan, and pixels in green
indicates the regions far from the scan and pixels in other colors indicate outer regions,
those that were not the part of the scan.
The interests point were extracted from corners and edges but in such regions, nearby
points may have quite different appearance and is possible that they could lead to the
extraction of unstable interest points. As a solution, this method considers the points
that are mainly in stable position of the surface, where there are sufficient changes in
the local neighborhood, so that the point can be robustly detected even if observed
from different perspectives.
According to Steder [52], for every image point p they considered all its neighbors
that are inside of a support size (diameter of a sphere around the interest point) which
makes their method less sensitive to resolution, viewing distance and non-uniform point
distribution. Since each of these points ni has a main direction vni and a weight wni , to
reduce the influence of noise from normal estimation, the directions are projected onto
a plane perpendicular to the direction of the sensor to p leading to a one dimensional
angle αni for each ni. Since two opposite directions do not define a unique position
and also the principal curvature does not provide a unique direction, the angles are
transformed in the following way:
α′ =
{
2× (α− 180◦) for α > 90◦
2× (α + 180◦) for α ≤ 90◦ (2-4)
Then all the weights and angles are smoothed by applying a bounded Gaussian kernel
2.3 Hybrid Technique 11






















(f(ni)f(nj)(1− |cos(α′ni − α′nj)|)) (2-7)
I(p) = I1(p)× I2(p) (2-8)
Here, one of the criteria of NARF, putting the interest points in locally stable surface
positions is achieved, as the term I1 scales the term I downwards if p has neighboring
points with strong surface changes. If there exists a pair of neighbors with very diffe-
rent and strong main directions, the interest value is increased by the term I2. Finally,
interest points are selected by considering all the maxima of I above a threshold.
Therefore, if NARF obtained a IP in locally stable surface position of each object,
NARF could be used such as a initial point source (t) in Min-Cut. Consequently, the
hybrid technique is the mix of NARF and Min-cut in which are taken the advantage of
each one, to obtain a semi-automatic segmentation, the methodology of this technique
is exposed in the following section.
In Figure 2-5, an example of extraction of IP is shown, two parameters are important
to use NARF, one of them is related with the range image, called angular resolution
α , i.e., α = 1o means that the angle between the beams represented by neighboring
pixels is 1o and the other parameter is the support size, which is the diameter of the
sphere that includes all the points used to calculate the landmark and descriptors.
2.3. Hybrid Technique
This algorithm implemented is a contribution for semi-automatic segmentation of point
cloud based in Min-Cut and NARF. On one hand Min Cut is an efficient and power-
ful algorithm for point cloud segmentation, even though, this method has a number
12 2 Hybrid Technique for Point Cloud Segmentation
Figure 2-5.: Example of IP extraction in an office scene
of disadvantages such the need to have prior knowledge of the center of object to be
segmented and the radius value.
On the other hand NARF is a IP extractor exposed by Steder [52] which provides
interest point in different objects in the image. Also, called Landmarks. Thus, the hy-
brid approach consists of both algorithms to achieve a start point for semi automatic
segmentation.
The basic idea behind the hybrid technique is depicted below:
First of all, we use the algorithm NARF for getting the landmarks that are
implicitly related occupied spaces, where the majority of the times are objects.
Next step of the Hybrid Technique is take the location of the objects (Landmarks)
and use it such as source of Min-Cut for each segmentation. (iterative)
Finally, the segmentation is composed with the set of segmentations obtained in
the steps above.
A pseudo-code has been created in order to allow an easy and fast approach 1.
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This hybrid technique exhibiting some limitations regarding sub and over segmentation
you can see in the next Chapter 3 and 4. However, human interaction is not needed, It
is noteworthy that our proposal is focused in decreasing the time needed to generate
a viable subset of landmarks, Therefore, an evaluation of the new hybrid technique is
shown in the following section. For further details and specific information please refer
to Chapters 3 and 4.
Algorithm 1 Basic Segmentation. Pseudo-Code
1: INPUT: ModelPCD, sigma, SC, Radius
2: Main
3: Get Landmarks (Using NARF )
4: N=0;






2.4. Evaluation of the hybrid technique
The evaluation of the hybrid technique is focused in the comparatives between human
and machine time in selecting the same number of landmarks in the test scene and the
performance of NARF. The point clouds for the evaluation were taken from the PCL
repository [37]. -Particularly, the set Trimble (outdoor1 and outdoor2). The repository
provides dense point clouds in outdoor environment, as seen Table 3. These data were
obtained from LIDAR with sizes ranging from 20 to 30 million points.
Table 2-1. presents the results obtained by the comparison of human time against
machine time in order to select the same number of landmarks in the test scene. In this
evaluation was carried out by eight people whom have been educated about the test
and they selected 13 and 68 Landmarks in the image 2-5. It turns out evident that
the algorithm is orders of magnitude faster in performing the task than the human
operator.
In the next evaluation, NARF performance is tested regarding variations in its input
parameters. Table 2-2 presents the results obtained by measuring the time needed to
select a given number of landmarks. In this test, the parameter angular resolution is
varied and evaluated for 0.05, 0.1, 0.2, 0.3, 0.4 and 0.5. The parameter α has a default
suggested value of 0.2 in NARF algorithm.
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Table 2-1.: Manual Landmark Selection
Human time (sec) NARF (sec)
Landmarks Mean Std Mean Std
13 43.57 23.66 0.17 0.09
68 105.68 38.56 0.21 0.06
In order to select the value of support size α, the size of the structures of interests
must be taken into consideration. For example, if the algorithm is looking for big ob-
jects (g.e., 1 meter length), the parameter α must be 0.8m or less. Therefore, in the
context of object recognition, α should be smaller than the object itself to achieve
robustness against partial occlusions.
Figure 2-6, shows how variations in angular resolution affect the execution time of
the algorithm and Figure 2-7 presents a comparative relating computational time with
the number of landmarks obtained, noticing that for angular resolution = 0.4 only 3
seconds are needed.
All experiments were conducted using a PC equiped with an Intel Core i7-3770@3.4.GHz
CPU, a NVIDIA GeForce GTX 660 graphics card and 16 GB (Ram), running on 64
bits Windows 8 OS.
Table 2-2.: Performance of NARF algorithm
Source Number ar = 0.05 ar = 0.1 ar = 0.2 ar = 0.3
PCD Points Lm T(s) Lm T(s) Lm T(s) Lm T(s)
Theatre 32’955780 81907 52.37 26525 14.73 8372 5.45 4100 3.61
Fontaine 2 27’888250 94597 57.34 41509 15.87 12861 5.39 5660 3.46
Facade 1 27’004890 73735 59.54 21126 13.83 9739 4.78 5369 3.15
Fontaine 26’881140 93943 56.49 39104 15.51 12535 5.40 5582 3.46
Place 1 24’888250 61736 38.48 21120 9.96 82.34 3.66 4341 2.45
Statue 1 21’810648 30413 38.80 9209 10.09 4161 3.68 2588 2.47
Elephant 1 13’396325 42551 30.27 10136 7.62 3531 2.76 1764 1.84
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Source ar = 0.4 ar = 0.5
PCD Lm T(s) Lm T(s)
Theatre 2488 2.92 1668 2.58
Fontaine 2 3274 2.73 1995 2.40
Facade 1 3255 2.53 2226 2.25
Fontaine 3175 2.72 1982 2.40
Place 1 2694 1.94 1746 1.71
Statue 1 1695 2.02 1182 1.79
Elephant 1 1078 1.44 737 1.32
Figure 2-6.: Performance of NARF( Number of landmarks vs Time)
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Figure 2-7.: Performance of NARF( Number of landmarks vs Angular Resolution)
3. Dental Models
This chapter presents an exploratory analysis of current segmentation techniques for
point clouds (RANSAC, region growing, Min-Cut and the hybrid technique) applied
to dental 3D models.
3.1. Research Context
Colombian laws in consumer protection require dental cast records of patients to be
preserved for at least 10 or during a period no less than 10 years, and according to
the Association of Orthodontists [3] it is recommended that study models are retained
for at least 11 years or until the patient is 26 years old. This has caused a number of
concerns to emerge, regarding limited storage capacity, model fragility, etc. Because
of those concerns, it is important to use 3D digital dental models in place of physical
dental casts.
In fact, digital dental models have proven to be helpful and important for experts
in odontology and orthodontics. They provide information precise enough to be used
in diagnosis [61], prognosis [30], parameter measurement [20, 27] simulation of the
movement of teeth to correct malocclusions [6], planning for dental and maxillofacial
surgery [16], pose estimation [26], among others.
3.1.1. Dental study
Experts in dental areas use diagnostic logs, which are kept in order to document the
initial condition of the patient and complement the information gathered during clinical
examination. These records are commonly divided in three categories: dental models,
photographs and radiographs [61]. Dental models in dentistry are built using alginate
cast. They are important for diagnosis and orthodontic treatment planning, as well as
to detect anomalies of pose, size and shape of the teeth. Also, they are indispensable
to assess the outcomes of treatment process [7, 60, 43].
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3.1.2. Acquisition of point clouds of Dental models
The Universidad Nacional de Colombia sede Manizales owns a 3D digitizer VIVID 9i
Konica, Figure 3-1. This scanner produces range images which constitute a valuable
source of information (please refer to C ). Since range images cover the object’s geo-
metry from a specific point of view, several shots are needed in order to reconstruct a
whole model without occlusions.
Figure 3-1.: Konica Minolta VIVID 9i 3D digitizer
The views acquired with the range scanner must be aligned into a single coordinate
space. This process is called “registration”[18](e.g. in Figure 3-2).
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(a) 3D point cloud (b) Aligning two 3D point clouds
(c) ICP algorithm (d) Registration
Figure 3-2.: Registration
In Figure 3-2) each view acquired from the scene is composed by points and some
connectedness information (a), conforming a mesh. Once the meshes are aligned (b)
by the means of the ICP Algorithm (c), start the registration process(d), they still
exhibit some geometrical imperfections. Hence, a new process starts and this is called
“integration”.
The goal of integration is to generate a well defined 3D surface [18] using the informa-
tion coming from all the views (partial meshes or point sets) captured during scanning,
Figure 3-3. Furthermore, this process seeks to eliminate redundant information in re-
gions with little variation in the surface (b), and to fill small holes in the surface (c) [25].
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(a) 3D point cloud (b) Eliminating redundant information
(c) Smoothing and filling small holes
Figure 3-3.: Integration
3.2. Exploratory study
This section presents an exploratory study on the application of different segmentation
techniques to point clouds. The techniques are based in geometric primitives (e.g.
RANSAC), in surface-based segmentation (e.g region growing) and superpixel-based
segmentation or graph-based (e.g Min-Cut algorithm), and were tested using five point
clouds of dental models – please refer to first column in 3-12)– which were acquired by
the research group in Perception and Intelligent Control (PCI) using a Minolta Vivid
9i laser range scanner where eight views were used in order to construct each model
with the scanner tilted at 45 degrees, thus achieving good detail within the object of
interest. For further details please refer to the thesis called -Caracterización de piezas
dentales a partir de modelos 3D ”by Morantes [28].
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3.2.1. RANSAC
The iterative method of RANdom SAmpling and Consensus (RANSAC) was proposed
by Fischer and Bolles [9]. The technique aims to estimate the parameters of a mathe-
matical model from a set of observed data using a method of hypothesis-testing. The
algorithm is used as a geometric model (e.g. planes, cylinders, spheres and tori) based
segmentation algorithm, due to its ability to automatically recognize parameterized
shapes through the data.
The principle of the algorithm is as follows. If ε is the probability of choosing a sample
that produces a poor estimate (outlier), then 1− ε is the probability of getting a good
sample (inliers). This means that the probability of catching s good samples becomes
(1− ε)s. For k trials, the probability of failure becomes (1− (1− ε)s)k . If is the desired
probability of success, given for Equation 3-1:
1− ρ = (1(1− ε)s)K ⇒ k = log(1− p)
log(1− (1− ε)s)
(3-1)
A test using RANSAC
In this test was used hypothesis-testing of RANSAC(model planar) with a threshold
of ±5mm, in Figure 3-4 the planar model is shown.
Figure 3-4.: Threshold (Planar model)
The Results obtained by this technique are shown in Figure 3-5. In a), the points are
labeled by colors red and blue depending on the region they have been assigned; b)
shows the segment of teeth (purple color). Notice that the plane in Figure 3-4 serves
to illustrate the principle behind the technique.
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(a) labeled (b) segment of tooth
Figure 3-5.: Segmentation using RANSAC
This method finds the highest concentration of points in a planar model based in a
planar hypothesis. In this case, the highest concentration of points is found on the
teeth surface.
3.2.2. Region Growing Segmentation
The Region Growing algorithm is based on the idea that some features in local data
do not change greatly regarding those features measured for a given sample, called
seed. Therefore, regions can be “grown” if neighboring data remain homogeneous given
certain constraints, commonly the spatial closeness of the data, although other features
can also be included. In our work, we choose to enrich the spatial closeness with features
that are based in local surface orientation and curvature, both approximated at each
point in the cloud. The algorithm can be summarized as follows:
Points are sorted according to their curvature.
The point that has the minimum value of curvature is chosen as a seed and the
region growth begins from that point (flat areas have less curvature).
For each seed point, a list containing its closest neighbors is extracted:
• The angle between the normal of each neighbor and the normal of the current
point (seed) is compared; if its value is smaller than a certain threshold, then
the point is added to the current region.
• Subsequently, every neighbor is tested for the curvature value. If the neigh-
bor’s curvature is less than certain curvature threshold value then that point
is turned into a new seed.
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• Current seeds are removed from the set of seeds, but remain marked as
points belonging to the region. This avoids double checking points.
Regions are found once the algorithm runs out of seeds.
A pseudo-code is provided by PCL in [39] and shown in Algorithm 2.
Algorithm 2 Region Growing Segmentation. Pseudo-Code
A Test and Gum extraction using Region Growing
In this test was used Region Growing Segmentation and the stop criteria are given
comparing the points normal and then the curvature of the points. The input parame-
ters are shown in Table 3-1, For further information regarding neighbor search process
and Kd-trees please refer to PCL API Documentation [38] or the FLANN library do-
cumentation [10].
In order to improve understanding and visualization, the point cloud of dental model
is drawn with colors representing their curvature Fig 3-6. (a) poin cloud, (b) curvature.
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Table 3-1.: Input parameters: region growing
Cth θth N Ω{.} P
1 5 12 Tree Point Cloud
(a) 3D image (b) Curvature
Figure 3-6.: Example of curvature in point clouds of dental models
The result obtained by applying the region growing segmentation technique in a 3D
dental model is illustrated in Figure 3-7. Also, its shows some points colored in red, in
which are not targeted because of their high curvature or because the corresponding
regions do not have the minimum size to belong to a region.
Clearly, this method requires some refinement that would allow merging some regions.
However, the experiment suggest one alternative in which it can be used (e.g., as a
starting point for segmentation in dental models).
(a) Segmentation (b) Teeth segment
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(c) Segmentation (top view) (d) Gum segment
(e) Gum segment (top view)
Figure 3-7.: Example of segmentation using region growing
3.2.3. Min-Cut
In this section, the Min-Cut algorithm is applied to a point clouds of dental models in
wich require human interactions to select a virtual node called source (t), in order to
segment an object of interest– please refer to Section 2-1. In this case, two tests were
carried out:
First of them is called ”Per-tooth separation using Min-Cut”where the source is
introduced by the user.
Second of them is called ”Per-tooth separation using hybrid technique”where the
source is obtained by the hybrid technique.
Per-tooth separation using Min-Cut
The results obtained by applying the Min-Cut algorithm are shown in Figure 3-8, the
blue point in a) is given by the user source, b) shows the result to applied by this
technique, (c) presents of residual segment, and b) extraction of one tooth. The input
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parameters are shown in Table 3-2. (please refer chapter 2 to obtain information about
the parameters).
(a) Selection of Source (b) Segmentation using Min-Cut
(c) Result of segmentation (d) One tooth segment
Figure 3-8.: Gum Extraction using Min-Cut
Table 3-2.: Input parameters: Min-Cut
Source(x, y, z) σ SmoothCost Radius
20,0,18 0.5 0.6 15
Min-Cut method requires some repetitive human interaction to select landmarks (sour-
ce) for each tooth, even tough, this technique has higher potential to segmentation of
set of tooth, for example in this test was separated the specifically tooth(see blue
points 3-8(b)), for this reason, its applied the second test in which was used the hybrid
technique.
Per-tooth separation using hybrid technique
The results obtained by applying the hybrid technique are shown in Figure 3-9, the
input parameters are shown in the Table 3-3.
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Table 3-3.: Input parameters: Hybrid technique in dental models. Angular Resolution
(AR), Support Size(SS).
σ SC Radius AR SS Neighbors
0.5 0.6 15 0.02 20 12
The two new parameters are introduced by the hybrid technique (angular resolution
and support size explained in Section 2-2), in which the next landmarks are obtained.
Figure 3-9 shows the segmentation of the teeth set.
(a) Extraction of landmarks (b) Segmentation using the hybrid techni-
que
Figure 3-9.: Example of using hybrid technique
In Figure 3-9, is shows the result of the segmentation using the hybrid technique, we
can improve the result of this technique with the use of more cues or complemen-
tary techniques such as region growing among others, because of this we designed two
methodologies to improve it. One of them focus in semi-automatic segmentation and
second of them in segmentation based human interaction.
3.3. Methodology for Dental Models
The methodology is based in the advantages of the algorithms mentioned before: region
growing, NARF and Min-Cut.
The streamline of the methodology can be summarized as shown below:
First step of this methodology is applying region growing to extract the gum and
teeth segment.
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Next is removed the noise in teeth segment by applying a StatisticalOutlierRe-
moval filter [44] (A)
Then, two ways are possible:
• First, using hybrid technique (Algorithm 3)
• Second, using Min-Cut and the sources are obtained by a user (Algorithm
4)
Finally, the segmentation is composed of the gum and a set of teeth.
Two pseudo-codes of this methodology are provided in 3 and 4
3.3.1. Methodology with hybrid algorithm
The methodology with hybrid technique is focused on decreasing the time and generate
a viable subset of landmarks to obtain the automatic segmentation.
To understand the methodology please refer to Figure 3-10 and the Algorithm 3.
In Figure 3-10 and Algorithm 3. We designed a methodology using different algorithms:
region growing and hybrid technique (NARF and Min-Cut). The first step is separated
the gum from teeth using the region growing method, then applied the hybrid techni-
que (i.e NARF and subsequently, each landmark is used as source in order to applied
the Min-Cut algorithm) Finally, the algorithm is composed by the gum and a teeth set.
Results of teeth segmentation using the proposed methodology seem appropriate in
appearance; however, they must be subject to analysis carried by experts in order to
qualify them.

















Figure 3-10.: Methodology with hybrid algorithm
Algorithm 3 Methodology using hybrid technique. Pseudo-Code
1: INPUT: ModelPCD, sigma, SC, Radius, AR, SS, Neiborhour, Ω{.},θth .
2: Main
3: Extract gum and teeth segment
4: while Save gum until finish segmentation of set of tooth do








13: return Segments of set of tooth
14: end while
15: Add segments of set of tooth with gum
16: return Segmentation of dental model
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3.3.2. Methodology with Min-Cut (Human Interaction)
The second methodology is using Min-Cut instead of the hybrid technique, this is fo-
cused on the human interaction to obtain a viable subset of landmark in other words
one user need to put the source.
To understand the methodology please refer to Figure 3-11 and the Algorithm 4.
Analog with the first methodology we used different algorithms: region growing Min-
Cut and a stastisticalOultier filter. The first step is separated the gum from teeth using
the region growing method, then applied per-tooth separation using Min-Cut where it
require repetitive human interactions to select in each teeth the source to obtain the

















Figure 3-11.: Methodology with Min-Cut
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Algorithm 4 Methodology using Min-Cut. Pseudo-Code
1: INPUT: ModelPCD, sigma, SC, Radius, AR, SS, Neiborhour, Ω{.},θth .
2: Main
3: Extract gum and teeth segment
4: while Save gum until finish segmentation of set of tooth do
5: Use teeth segment
6: Remove noise
7: N=0;
8: while N 6= K (Number of Source introduced by the user) do




13: return Segments of set of tooth
14: end while
15: Add segments of set of tooth with gum
16: return Segmentation of dental model
The results of teeth segmentation using this proposed suggest that the segmentation
can be appropriate in appearance; even though, they must be subject to analysis ca-
rried by experts in order to qualify them. However, the results applied to different
algorithms and a ground-truth is depicted in the following section.
3.4. Results
Exploration results obtained by applying different segmentation techniques are shown
in Figure 3-12. Five 3D dental models were used in this analysis, Each cloud has
approximately 50,000 points. The tests were performed on all models.
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Figure 3-12.: Results of segmentation in five dental models
In Figure 3-12. the result of applying segmentation methods to five dental casts are
shown. The first column contains the point cloud of dental models one to five (origi-
nals). The second column shows the segmentation using RANSAC algorithm, in which
was obtained a segment, However, this requires some refinement mainly due to teeth
unevenness (e.g. in column 2, model 3). The third column presents the result of the
region growing segmentation, in which restrictions of smoothness are given by the cur-
vature and the angle between the normal. In this case the gum and teeth segment
was obtained by this methodology. The fourth column corresponds to Min-Cut based
segmentation,in which is separates the tooth, even though, this technique require hu-
man interaction. As a consequence of this, the fifth column the methodology where
landmarks are automatically selected through NARF is presented, and then segmen-
ted using Min-Cut. Finally, the sixth column the Ground truth is shown,in which was
obtained by using MeshLab. In this analysis is important mentioned that Results of
teeth segmentation seem appropriate; even though, they need to subject to analysis
carried by experts in order to qualify them.
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overall, in this section we presented an exploratory analysis of point cloud segmentation
of dental models using well known segmentation techniques, where some achievements
were obtained:
Segmentation of the gum and teeth was carried out using the region growing
algorithm based on the curvature and the angle between the normal.
The potential of Min-Cut Algorithm for segmenting each tooth is evidenced.
The Results of teeth segmentation obtained by applying the methodology seem
appropriate and reducing human interaction even though need to subject to
analysis.
Automatic radii selection remains an open issue.
4. Outdoor and Indoor Environments
Research Context
The processing of 3D point clouds represents a important issue in image processing
and computer vision and involve different subtopics such as point cloud segmenta-
tion [33, 63], object recognition [44], or urban accessibility analysis [47]. For all of
them, it is important to resolve or confront the complexity of 3D scenes caused by Va-
riables such as acquisition noise - inherent to the sensing process, uneven data sampling
and data discrepancies due to the presence of non-uniform optical surface properties
(reflectance, reflectivity, etc.) transform the problem of segmenting 3D point clouds
into a complex task.
An example that illustrates such complexity is shown in Figure 4-1 (for easier visuali-
zation, points are drawn coded in color, representing their intensity).
Figure 4-1.: Point cloud in an urban environment
Recently works in segmentation of urban environments are based on the approximation
of point clouds to geometric primitives or in some cases to patches resembling façades
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or drawings, mainly using RANSAC (RANdom SAmpling and Consensus) techniques
[63] [56].
4.1. Exploratory Study
In this section, we describe the experimental results of the methodology for segmenta-
tion in indoor and outdoor environments. First of all, a brief description of the data
used in the experiments is provided. Secondly the methodology is presented, and finally
some results are shown.
Data
Outdoor environments
On one hand we tested our hybrid method in outdoor and urban environments with the
point clouds provided by the PCL repository [38]. This database is extensive and have
dense point clouds in outdoor environments obtained using a LIDAR scanner with 20
to 30 million point, like the one shown in Figure 4-1.
Indoor environments
On the other hand, the database provided by Steder [52] gives point clouds on cluttered
office environments. These data were obtained using a 3D laser range finder. Also, we
used our own point cloud data obtained using a Konica Minolta digitizer.
4.2. Methodology
The idea behind the methodology algorithm is similar to hybrid technique(Section 2-3),
however, this has a previous-step (Algorithm 5).
In the first test the point cloud was sub-sampled by PCL’s VoxelGrid filter [38]. This
filter creates a 3D voxel grid over the input point cloud data. Then, in each voxel all
the points present will be approximated with their centroid and the second test was
used the algorithm of RANSAC, in which the facades, car and others was obtained by
a planar model in it.
In the next subsection, some examples of segmentation in cluttered office and outdoor
environment are shown.
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Algorithm 5 Basic Segmentation pseudo-Code
1: INPUT: ModelPCD, sigma, SC, Radius
2: Main
3: Sub-Sample (Using Voxel Grid)
4: Extract model planar of Point cloud (Using RANSAC)
5: while Save Planar model until end of Min-Cut do
6: Get Landmarks (Using NARF )
7: N=0;









In this subsection the results obtained by applying the methodology in indoor environ-
ments are shown. Also, an example is shown in Figure 4-2. The input parameters are
in Table 4-1.
In Figure 4-2(a) some red points are illustrated like source, in which, contains some
important objects as a chair, a table, a lamp, a computer and a couch. The segmentation
is numbered for easier manipulation depending on the amount of landmarks. Finally
the segmentation 40,48,51 and 52, which represent objects of interest are shown in
Figure 4-3.
Table 4-1.: Input parameters for indoor and outdoor environments
Environment AR Radius σ SS
Indoor 1 0.6 0.25 0.2
Outdoor 0.5 12 0.25 0.2
4.2.2. Outdoor and Urban Environments
The methodology was tested in outdoor environment with the data-set provided by
Trimble. In Figure 4-4. some landmarks in red color and green color are shown, the
red color represents interesting landmarks (14,133 and 662). Also, the background of
the image is sub-sampled in order to obtain an easier visualization of the data.
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(a) Representation of 68 landmarks obtained using NARF.
(b) Segmentation obtained by applying the hybrid technique
Figure 4-2.: Hybrid-based segmentation in office environment
(a) Chair (48) (b) Chair (52)
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(c) Desk (40) (d) part of a person’s legs
(51)
Figure 4-3.: Some of the segments obtained by applying the hybrid method
(a) Landmarks in outdoor environment
4.2 Methodology 39
(b) Hybrid-based segmentation in outdoor environment
Figure 4-4.: Example segmentation in outdoor environment
In Figure 4-5, the segmentation of these landmarks is shown. It is possible to identify
a tree (a), a tall post (b) and a road sign (c).
(a) Tree (b) Tall post (c) Road sign
Figure 4-5.: Segmentation results in outdoor environment
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In addition, Figure 4-6 shows a segmentation resulted by applying RANSAC (using
planar models).
Figure 4-6.: Example segmentation outdoor environment applying RANSAC
4.3. Comments and Conclusion
In this section the methodology for automatic segmentation of point clouds on indoor
and outdoor environment using the hybrid technique is presented.
The main goals in the development of this methodology are:
Achieving segmentation in dense point clouds where the main cues are distances
and point densities.
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Achieving automatically knowledge of the location of the objects to be segmented.
Achieving iterative segmentation of more than one object.
Achieving semi-automatic segmentation on indoor and outdoor environments.
Some limitations can be evidenced in the methodology, mainly due to over-segmentation
caused by the excess landmarks in the objects. Even though, this is a initial approxi-
mation. An ideal solution would be able to obtain the landmarks for the center of each
object. (can be easy with human interaction to few objects but in urban environments
present a challenged due to a lot of different objects).
5. Conclusions
In this thesis we presented some contribution to semi-automatic segmentation of point
clouds, however, the results achieved by semi automatic algorithms are not perfect
(need some quantitative evaluation), but we have reached some important goals and
can be a starting point for automatic-segmentation.
The main results of this investigation are a set of algorithms and methodological con-
tributions, fully implemented and tested on different environments of point clouds.
The first part of this thesis, Chapter 2, covered the introduction. In particular the
research context.
In Chapter 2 we have presented a contribution to improved the Min-Cut algorithm,
this process was called “ Hybrid Technique ” and is based on the use of NARF as sup-
plement of Min-Cut. The main advantage of the Hybrid Technique is that: the human
interaction is not required to select the source of Min-Cut, allowing decrease the time
needed to generate a viable subset of landmarks, additionally is presented a evaluation
of the hybrid technique focused in the comparative between human and machine time
in selecting the same number of landmarks.
While in Chapter 3 and 4 we have presented and discussed the methodologies using the
Hybrid Technique in different environments. Each methodology presented have been
implemented and described in the subsequent Chapters.
In Chapter 3 we have presented the main contribution of this thesis to the problem
of 3D dental segmentation and an analysis of the well-known techniques for segmenta-
tion of point clouds. to this purpose we have analyzed different well known techniques
(Min-Cut, RANSAC, Region Growing, Hybrid technique) and designed two new met-
hodologies based on this analysis.
The first methodology is composed by Region Growing, Statistical Outlier Filter
and the Hybrid Technique, where the human interaction is not required to select
the source of Min-Cut and is much faster than the second methodology.
Results of teeth segmentation using the first proposed methodology seem appro-
priate in appearance.
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The second methodology is composed by Region Growing, Statistical Outlier
Outlier Filter and Min-cut, in which is focused on the human interaction to obtain
a landmark in other words an user need to put the source of Min-Cut; however,
this technique is much slower than the first methodology, even though, results
of teeth segmentation using this proposed seem more appropriate in appearance
than the first.
In both cases the results must be subject to analysis carried by experts in order
to qualify them.
In Chapter 4, we have presented a contribution to improved the semi-automatic seg-
mentation in urban environments. To this purpose we have focused on shapes from the
point cloud ( e.g., concavities, symmetries, normals, curvature, region planar among ot-
hers). For example, planar regions may help identify facades and streets. In this context
we have designed a methodology composed by RANSAC and the Hybrid Technique.
the results of urban environment segmentation using this proposed seem appropriate in
appearance and can be a potential application in different areas to research, however
as often the case it is not perfect. A research strategy is to incrementally build on
these methods to produce better results. There are many ways to improve the work
presented in this thesis, some of which have been delineated in the future work.
However, despite the best efforts, results of automatic segmentation of whatever en-
vironment will often continue to short of necessary accuracy and manual intervention
will be required. For example, obtain or develop a algorithm to segment everything is
maybe impossible. hence, it is better focus on a specifically task.
It would be useful to reconcile research with this problem, and instead of aiming for
automatic segmentation of everything, develop interactive systems that reduce the hu-
man operator time.
6. Future Work
We presented some contributions to semi-automatic segmentation of point clouds. Ho-
wever, as is often the case, the results achieved by semi automatic algorithms are not
perfect, an important research strategy is to incrementally build on these algorithms
to produce better results.
There are many ways to incrementally improve the work presented in this thesis, some
of which have been presented in the appropriate sections. Nonetheless, we suggest five
research directions, three focus in point clouds of Urban environment and two in 3D
dental models.
It is also important to create an evaluation criterion or protocol in order to obtain the
performance of different algorithms. to this purpose is highly recommended to used a
specifically target and obtain quantifiable measurements.
Urban environment
First, Optimize the selection of the source node in Min-Cut algorithm, to this
case we suggest to use different tecniques besides of NARF to find the source
such as HARRiS [14], SUSAN [51], ISS [64], and SIFT [11] or improve the NARF
algorithm focus on extract each center point of the objects from the point cloud.
Secondly, the automatic selection of the best Radius for the segmentation depends
on the input of point clouds, In other words if the point clouds have similar
objects, they can work in a correct way with only one radius, however if the point
clouds have different objects, they cannot work properly because of using only one
radius is not enough to all object and they can produce unwanted segmentation,
as consequence, we suggest to improve or reach an automatic selection of the
radius to each object, in order to obtain better results in the segmentation of the
point cloud.
Finally, we can supplement the hybrid technique with more cues to make it more
effective, to this purpose it could be adapted different techniques to obtain better
results even though the input of point clouds must be considered, for example if




First, we can improve and supplement the segmentation of dental model combine
existing tools. There are many proposed tools that focus on individual features
(e.g., concavities, symmetries, curvature, spectral properties among other). Wit-
hin the context of detection, for example, in Chapter 4 and Appendix B planar
regions may help identify facades, In Chapter 3 curvature may help identify gum
and teeth.
Secondly, The selection of the center of teeth can be improved using the Min-Cut
instead of hybrid technique, because of the user has few objects and can interact
with them. therefore focus in human interaction could be great help.
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Appendix
A. StatisticalOutlier Filter
Real-world point clouds have outliers. This difficults the estimation of local features
like surface normals or curvature changes. Some of these irregularities can be solved
by performing a statistical analysis on each point’s neighborhood, and trimming those
that do not meet certain criteria, if the method considers that the result is a Gaussian
distribution with a mean and standard desviation, all points whose mean distance are
outside of an interval defined can be cosidered as spurious points (outliers) and dele-
ted from the image, in fact the criteria is the standard deviation obtained within the
point’s neighborhood.
In Figures A-1 an example is shown. The Figure A-1 shows the effects of the filter [38]:
the original dataset is shown on (a), while the resultant one on (b).
(a) Point cloud (b) Filtering





“Paris-rue-Madame database: MINES ParisTech 3D mobile laser scanner dataset from
Madame street in Paris”was provide by MINES ParisTech1, this dataset contains ap-
proximatively a 160 m long street section between rue Mézières and rue Vaugirard
Figure C-1, that corresponding a two PLY files with 10 million points, containing a list
of (X, Y, Z, reflectance, label, class) points. Furthermore the dataset have an Annota-
tion has been carried out in a manually assisted way by the Center for mathematical
morphology (CMM) at MINES ParisTech, Fontainebleau, France [48].
Figure B-1.: Photo from Google Maps
1MINES ParisTech c© copyrigh, MINES ParisTech created this special set of 3D MLS data for the
purpose of detection-segmentation-classification research activities, but does not endorse the way
they are used in this project or the conclusions put forward
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B.2. Results
First of all, three planar models from the point cloud was obtained by applying RAN-
SAC. The stop criteria was the theshold in ”x”, we opted to put 30 cm of threshold
because this threshold allow the segmentation of the street (street and walk pedestrian)
and the facades. Other criteria was that the original point cloud at least must have
more than 45 percent of their data. The result is shown in Figure B-2.
Next, we applied two different filters in the point cloud using PassThrough and Sta-
tisticalOutlier removal, first of them is used to delete data in ”z”, corresponding to
the street level and five meters in z direction. Second of them is used to remove noise
points, to this purpose was used such input parameter a radius of 50 cm, if the radius
have less than 30 points (usually it is noise) thus it is removed from point cloud, the
results are shown in Figure B-3.
Then, we used the algorithm for extraction of clusters based on a K-dtree structure,
the stop criteria are: the tolerance between two clusters, in this case 10 cm, and the
minimum points for a cluster is 500 points, the result are shown in Figure B-4(a).Finally,
The planes obtained by RANSAC are add to the image. please refer to Figure B-4(b).
1: INPUT: ModelPCD
2: Main
3: Extract model planar of Point cloud (Using RANSAC)
4: while Save Planar model until end of clusters do
5: Remove noise (Using PassThrought and StaticalOutlier)
6: Extract clusters
7: end while
8: Add clusters with segment obtained by RANSAC
9: return true
50 B Other segmentation, Paris-rue-Mandame
(a) Segmentation using clusters
(b) Segmentation add with planes (c) Point cloud with extracted planes
Figure B-2.: Extraction of planes using RANSAC
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(a) PassThrough (b) staticalOutlier
Figure B-3.: Removing noise using passThrough and Statisticaloutlier filter
(a) Segmentation (b) Segmentation with planes
Figure B-4.: Segmentation of Paris-rue-Mandame
C. Konica Minolta VIVID 9i 3D
digitizer
C.1. Measuring Principle
The VIVID 9i uses the light-stripe method to emit a horizontal stripe light through
a cylindrical lens to the object. The reflected light from the object is received by the
CCD, and then converted by triangulation into distance information. This process is
repeated by scanning the stripe light vertically on the object surface using a Galvano
mirror, to obtain a 3D image data of the object.
In addition, a color image of the object is also obtained by scanning the CCD through
a RGB filter while the stripe light is not emitted. (A band pass filter is used when
stripe light is emitted.)2
Figure C-1.: Measuring Principle (VIVID 9i 3D digitizer)
2The information presented here is only general information and was copied according to ins-
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Pinz, editors, Computer Vision – ECCV 2006, volume 3951 of Lecture Notes in
Computer Science, pages 338–351. Springer Berlin Heidelberg, 2006.
[16] Hoon Heo and Ok-Sam Chae. Segmentation of tooth in ct images for the 3d
reconstruction of teeth. Proc. SPIE, 5298:455–466, 2004.
[17] X.Y. Jiang, U. Meier, and H. Bunke. Fast range image segmentation using high-
level segmentation primitives. In Applications of Computer Vision, 1996. WACV
’96., Proceedings 3rd IEEE Workshop on, pages 83–88, Dec 1996.
[18] Andrew Edie Johnson and Sing Bing Kang. Registration and integration of tex-
tured 3D data. Image and Vision Computing, 17(2):135–147, February 1999.
[19] Inas Khalifa, Medhat Moussa, and Mohamed Kamel. Range image segmentation
using local approximation of scan lines with application to cad model acquisition.
Machine Vision and Applications, 13(5-6):263–274, 2003.
[20] D Laurendeau, L Guimond, and D Poussart. A computer-vision technique for
the acquisition and processing of 3-D profiles of dental imprints: an application in
orthodontics. IEEE transactions on medical imaging, 10(3):453–61, January 1991.
[21] Bastian Leibe, Ales Leonardis, and Bernt Schiele. Combined Object Categoriza-
tion and Segmentation with an Implicit Shape Model. ECCV’04 Workshop on
Statistical Learning in Computer Vision, (May):1–16, 2004.
[22] Alex Levinshtein, Adrian Stere, Kiriakos N. Kutulakos, David J. Fleet, Sven J. Dic-
kinson, and Kaleem Siddiqi. TurboPixels: Fast superpixels using geometric flows.
IEEE Transactions on Pattern Analysis and Machine Intelligence, 31(12):2290–
2297, 2009.
Bibliograf́ıa 77
[23] Ramalingam S. Liu M-Y, Tuzel O. Entropy Rate Superpixel Segmentation. Mit-
subishi Electric Research Laboratories, pages 2093–2104, June 2011.
[24] D.G. Lowe. Object recognition from local scale-invariant features. In Computer
Vision, 1999. The Proceedings of the Seventh IEEE International Conference on,
volume 2, pages 1150–1157 vol.2, 1999.
[25] T. Masuda, K. Sakaue, and N. Yokoya. Registration and integration of multi-
ple range images for 3-D model construction. Proceedings of 13th International
Conference on Pattern Recognition, 1, 1996.
[26] Vevin Mok, Sim Heng Ong, Kelvin W. C. Foong, and Toshiaki Kondo. Pose
estimation of teeth through crown-shape matching. Proc. SPIE, 4684:955–964,
2002.
[27] Marielle Mokhtari and Denis Laurendeau. Feature detection on 3-d images of
dental imprints. Biomedical Image Analysis, Proceedings of the IEEE Workshop
on, pages 287–296, 1994.
[28] L. J. Morantes. Caracterización de piezas dentales a partir de modelos 3d. Uni-
versidad Nacional de Colombia, Sede Manizales, 2008.
[29] G. Mori, Xiaofeng Ren, A.A. Efros, and J. Malik. Recovering human body con-
figurations: combining segmentation and recognition. In Computer Vision and
Pattern Recognition, 2004. CVPR 2004. Proceedings of the 2004 IEEE Computer
Society Conference on, volume 2, pages II–326–II–333 Vol.2, June 2004.
[30] N Motohashi and T Kuroda. A 3D computer-aided design system applied to diag-
nosis and treatment planning in orthodontics and orthognathic surgery. European
journal of orthodontics, 21(3):263–274, 1999.
[31] E. Natonek. Fast range image segmentation for servicing robots. In Robotics
and Automation, 1998. Proceedings. 1998 IEEE International Conference on, vo-
lume 1, pages 406–411 vol.1, May 1998.
[32] Anh Nguyen and Bac Le. 3d point cloud segmentation: A survey. In Robotics,
Automation and Mechatronics (RAM), 2013 6th IEEE Conference on, pages 225–
230, Nov 2013.
[33] J Niemeyer, F Rottensteiner, and U Soergel. Conditional random fields for LiDAR
point cloud classification in complex urban areas. ISPRS Annals of Photogram-
metry, Remote Sensing and Spatioal Information Sciences, I-3(September):263–
268, 2012.
78 Bibliograf́ıa
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