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Abstract
The Mittag-Leffler function Eα being a natural generalization of the
exponential function, an infinite-dimensional version of the fractional Pois-
son measure would have a characteristic functional
Cα (ϕ) := Eα
(∫
(eiϕ(x) − 1) dµ (x)
)
which we prove to fulfill all requirements of the Bochner-Minlos theorem.
The identity of the support of this new measure with the support of
the infinite-dimensional Poisson measure (α = 1) allows the development
of a fractional infinite-dimensional analysis modeled on Poisson analy-
sis through the combinatorial harmonic analysis on configuration spaces.
This setting provides, in particular, explicit formulas for annihilation, cre-
ation, and second quantization operators. In spite of the identity of the
supports, the fractional Poisson measure displays some noticeable differ-
ences in relation to the Poisson measure, which may be physically quite
significant.
Keywords: Poisson measure, Fractional, Infinite-dimensional analysis
MSC 28C20, 60G55
1 Introduction
The Poisson measure pi in R (or N) is
pi (A) = e−σ
∑
n∈A
σn
n!
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the parameter σ being called the intensity. The Laplace transform of pi is
lpi (λ) = E
(
eλ·
)
= e−σ
∞∑
n=0
σn
n!
eλn = eσ(e
λ−1)
For n-tuples of independent Poisson variables one would have
lpi (λ) = e
∑
σk(eλk−1)
Continuing λk to imaginary arguments λk = ifk, the characteristic function is
Cpi (λ) = e
∑
σk(eifk−1) (1)
Looked at as a renewal process, P (X = n) = e−σ σ
n
n! would be the probability
of n events occurring in the time interval σ. The survival probability, that is,
the probability of no event is
Ψ (σ) = e−σ
which satisfies the equation
d
dσ
Ψ(σ) = −Ψ(σ) (2)
Replacing in (2) the derivative ddσ by the (Caputo) fractional derivative
DαΨ(σ) =
1
Γ (1− α)
∫ σ
0
Ψ′ (τ)
(σ − τ)α
dτ = −Ψ(σ) (0 < α < 1)
one has the solution
Ψ (σ) = Eα (−σ
α)
with Eα being the Mittag-Leffler function of parameter α
Eα (z) =
∞∑
n=0
zn
Γ (αn+ 1)
, z ∈ C (3)
(α > 0). One then obtains a fractional Poisson process [3], [13] with the prob-
ability of n events
P (X = n) =
σαn
n!
E(n)α (−σ
α)
E
(n)
α denoting the n-th derivative of the Mittag-Leffler function. In contrast with
the Poisson case (α = 1), this process has power law asymptotics rather than
exponential, which implies that it is not anymore Markovian. The characteristic
function of this process is given by
Cα (λ) = Eα
(
σα
(
eiλ − 1
))
In this paper we develop an infinite-dimensional generalization of the fractional
Poisson measure and its analysis.
2
2 Infinite-dimensional fractional Poisson mea-
sures
For the Poisson measure (α = 1) an infinite-dimensional generalization is ob-
tained by generalizing (1) to
C (ϕ) = e
∫
(eiϕ(x)−1) dµ(x) (4)
for test functions ϕ ∈ D (M), D (M) being the space of C∞-functions of com-
pact support in a manifold M (fixed from the very beginning), and then us-
ing the Bochner-Minlos theorem to show that C is the Fourier transform of a
measure on the distribution space D′ (M). Because the Mittag-Leffler function
is a “natural” generalization of the exponential function one conjectures that
an infinite-dimensional version of the fractional Poisson measure would have a
characteristic functional
Cα (ϕ) := Eα
(∫
(eiϕ(x) − 1) dµ (x)
)
, ϕ ∈ D (M) (5)
with µ a positive intensity measure fixed on the underlying manifold M . How-
ever, a priori it is not obvious that this is the Fourier transform of a measure on
D′ (M) nor that it corresponds to independent processes because the Mittag-
Leffler function does not satisfy the factorization properties of the exponential.
Similarly to the Poisson case, to carry out our construction and analysis in
detail we always assume that M is a geodesically complete connected oriented
(non-compact) Riemannian C∞-manifold, where we fix the corresponding Borel
σ-algebra B (M), and µ is a non-atomic Radon measure, which we assume to
be non-degenerate (i.e., µ(O) > 0 for all non-empty open sets O ⊂M). Having
in mind the most interesting applications, we also assume that µ(M) =∞.
Theorem 1 For each 0 < α ≤ 1 fixed, the functional Cα in Eq. (5) is the
characteristic functional of a probability measure piαµ on the distribution space
D′ (M).
Proof. That Cα is continuous and Cα (0) = 1 follows easily from the properties
of the Mittag-Leffler function. To check the positivity one uses the complete
monotonicity of Eα, 0 < α < 1, which by Appendix A (Lemma 7) implies the
integral representation
Eα (−z) =
∫ ∞
0
e−τzdνα (τ) (6)
for any z ∈ C such that Re (z) ≥ 0, να being the probability measure (14).
Hence by (6)∑
a,b
Cα (ϕa − ϕb) z
∗
azb =
∫ ∞
0
dνα (τ)
∑
a,b
e−τ
∫
M
dµ(x)(1−ei(ϕa−ϕb))z∗azb (7)
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Each one of the terms in the integrand corresponds to the characteristic function
of a Poisson measure. Thus, for each τ the integrand is positive and therefore
the spectral integral (7) is also positive. From the Bochner-Minlos theorem it
then follows that Cα is the characteristic functional of a probability measure pi
α
µ
on the measurable space (D
′
(M), Cσ(D
′
(M))), Cσ(D
′
(M)) being the σ-algebra
generated by the cylinder sets.
For the α = 1 case see e.g. [6]. 
Introducing the fractional Poisson measure by the above approach yields
a probability measure on (D
′
(M), Cσ(D
′
(M))). The next step is to find an
appropriate support for the fractional Poisson measure. Using the analyticity
of the Mittag-Leffler function one may informally rewrite (5) as
Cα (ϕ) =
∞∑
n=0
E
(n)
α
(
−
∫
dµ (x)
)
n!
(∫
eiϕ(x)dµ (x)
)n
=
∞∑
n=0
E
(n)
α
(
−
∫
dµ (x)
)
n!
∫
ei(ϕ(x1)+ϕ(x2)+···+ϕ(xn))dµ⊗n
For the Poisson case (α = 1) instead of E
(n)
α
(
−
∫
dµ (x)
)
one would have
exp
(
−
∫
dµ (x)
)
for all n, the rest being the same. Therefore one concludes
that the main difference in the fractional case (α 6= 1) is that a different weight
is given to each n-particle space, but that a configuration space [1], [2] is also
the natural support of the fractional Poisson measure. The explicit construction
is made in Section 3.
Notice however that the different weights, multiplying the n-particle space
measures, are physically quite significant in that they have decays, for large
volumes, much smaller than the corresponding exponential factor in the Poisson
measure.
Using now the spectral representation (6) of the Mittag-Leffler function one
may rewrite (5) as
Cα (ϕ) =
∫ ∞
0
exp
(
τ
∫
(eiϕ(x) − 1) dµ(x)
)
dνα(τ)
with the integrand being the characteristic function of the Poisson measure
piτµ, τ > 0. In other words, the characteristic functional (5) coincides with
the characteristic functional of the measure
∫∞
0 piτµ dνα(τ). By uniqueness, this
implies the integral decomposition
piαµ =
∫ ∞
0
piτµ dνα(τ)
meaning that piαµ is an integral (or mixture) of Poisson measures piτµ, τ > 0.
4
3 Support properties of the fractional Poisson
measure
3.1 Configuration spaces
The configuration space Γ := ΓM over the manifold M is defined as the set of
all locally finite subsets of M (simple configurations),
Γ := {γ ⊂M : |γ ∩K| <∞ for any compact K ⊂M} (8)
Here (and below) |A| denotes the cardinality of a set A.
As usual we identify each γ ∈ Γ with a non-negative integer-valued Radon
measure,
Γ ∋ γ 7→
∑
x∈γ
δx ∈M(M)
where δx is the Dirac measure with unit mass at x,
∑
x∈∅ δx := zero measure,
and M(M) denotes the set of all non-negative Radon measures on B (M). In
this way the space Γ can be endowed with the relative topology as a subset of
the space M(M) with the vague topology, i.e., the weakest topology on Γ for
which the mappings
Γ ∋ γ 7→ 〈γ, f〉 :=
∫
M
f(x)dγ(x) =
∑
x∈γ
f(x)
are continuous for all real-valued continuous functions f on M with compact
support. We denote the corresponding Borel σ-algebra on Γ by B(Γ) .
For each Y ∈ B(M) let us consider the space ΓY of all configurations con-
tained in Y ,
ΓY := {γ ∈ Γ : |γ ∩ (X\Y )| = 0}
and the space Γ
(n)
Y of n-point configurations,
Γ
(n)
Y := {γ ∈ ΓY : |γ| = n} , n ∈ N, Γ
(0)
Y := {∅}
A topological structure may be introduced on Γ
(n)
Y through the natural surjective
mapping of
Y˜ n := {(x1, ..., xn) : xi ∈ Y, xi 6= xj if i 6= j}
onto Γ
(n)
Y ,
symnY : Y˜
n −→ Γ
(n)
Y
(x1, ..., xn) 7−→ {x1, ..., xn}
which is at the origin of a bijection between Γ
(n)
Y and the symmetrization Y˜
nupslopeSn
of Y˜ n, Sn being the permutation group over {1, ..., n}. Thus, sym
n
Y induces a
metric on Γ
(n)
Y and the corresponding Borel σ-algebra B(Γ
(n)
Y ) on Γ
(n)
Y .
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For Λ ∈ B(M) with compact closure (Λ ∈ Bc(M) for short), it clearly follows
from (8) that
ΓΛ =
∞⊔
n=0
Γ
(n)
Λ
One defines the σ-algebra B(ΓΛ) by the disjoint union of the σ-algebras B(Γ
(n)
Λ ),
n ∈ N0.
For each Λ ∈ Bc(M) there is a natural measurable mapping pΛ : Γ → ΓΛ.
Similarly, given any pair Λ1,Λ2 ∈ Bc(M) with Λ1 ⊂ Λ2 there is a natural
mapping pΛ2,Λ1 : ΓΛ2 → ΓΛ1 . They are defined, respectively, by
pΛ : Γ −→ ΓΛ
γ 7−→ γΛ := γ ∩ Λ
pΛ2,Λ1 : ΓΛ2 −→ ΓΛ1
γ 7−→ γΛ1
It can be shown (cf. [17]) that (Γ,B(Γ)) coincides (up to an isomorphism) with
the projective limit of the measurable spaces (ΓΛ,B(ΓΛ)), Λ ∈ Bc(M), with
respect to the projection pΛ, i.e., B(Γ) is the smallest σ-algebra on Γ with
respect to which all projections pΛ, Λ ∈ Bc(M), are measurable.
3.2 Fractional Poisson measure on Γ
Given a measure µ on the underlying measurable space (M,B(M)) described
before, consider for each n ∈ N the product measure µ⊗n on (Mn,B(Mn)).
Since µ⊗n(Mn\M˜n) = 0, one may consider for each Λ ∈ Bc(M) the restriction
of µ⊗ to (Λ˜n,B(Λ˜n)), which is a finite measure, and then the image measure
µ
(n)
Λ on (Γ
(n)
Λ ,B(Γ
(n)
Λ )) under the mapping sym
n
Λ,
µ
(n)
Λ := µ
⊗n ◦ (symnΛ)
−1
For n = 0 we set µ
(0)
Λ := 1
1. Now, for each 0 < α < 1 one may define a
probability measure piαµ,Λ on (ΓΛ,B(ΓΛ)) by
piαµ,Λ :=
∞∑
n=0
E
(n)
α (−µ(Λ))
n!
µ
(n)
Λ (9)
The family {piαµ,Λ : Λ ∈ Bc(M)} of probability measures yields a probability
measure on (Γ,B(Γ)). In fact, this family is consistent, that is,
piαµ,Λ1 = pi
α
µ,Λ2 ◦ p
−1
Λ2,Λ1
, ∀Λ1,Λ2 ∈ Bc(M),Λ1 ⊂ Λ2
and thus, by the version of Kolmogorov’s theorem for the projective limit space
(Γ,B(Γ)) [15, Chap. V Theorem 5.1], the family {piαµ,Λ : Λ ∈ Bc(M)} determines
uniquely a measure piαµ on (Γ,B(Γ)) such that
piαµ,Λ = pi
α
µ ◦ p
−1
Λ , ∀Λ ∈ Bc(M)
1Of course this construction holds for any Borel set Y ∈ B(M). In this case, µ
(n)
Y
(Γ
(n)
Y
) <
∞ provided µ(Y ) <∞. For more details and proofs see e.g. [7], [8].
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Let us now compute the characteristic functional of the measure piαµ . Given
a ϕ ∈ D(M) we have suppϕ ⊂ Λ for some Λ ∈ Bc(M), meaning that
〈γ, ϕ〉 = 〈pΛ(γ), ϕ〉, ∀ γ ∈ Γ
Thus ∫
Γ
ei〈γ,ϕ〉dpiαµ (γ) =
∫
ΓΛ
ei〈γ,ϕ〉dpiαµ,Λ(γ)
and the infinite divisibility (9) of the measure piαµ,Λ yields for the right-hand side
of the equality
∞∑
n=0
E
(n)
α (−µ(Λ))
n!
∫
Λn
ei(ϕ(x1)+...+ϕ(xn))dµ⊗n(x) =
∞∑
n=0
E
(n)
α (−µ(Λ))
n!
(∫
Λ
eiϕ(x)dµ(x)
)n
which corresponds to the Taylor expansion of the function
Eα
(∫
Λ
(eiϕ(x) − 1) dµ(x)
)
= Eα
(∫
M
(eiϕ(x) − 1) dµ(x)
)
In other words, the characteristic functional of the measure piαµ coincides with
the characteristic functional of the probability measure given by Theorem 1
through the Bochner-Minlos theorem.
Similarly to the α = 1 case, this shows that the probability measure on
(D
′
(M), Cσ(D
′
(M))) given by Theorem 1 is actually supported on generalized
functions of the form
∑
x∈γ δx, γ ∈ Γ. Thus, each fractional Poisson measure
piαµ can either be consider on (Γ,B(Γ)) or on (D
′, Cσ(D′(M))) where, in con-
trast to Γ, D′(M) ⊃ Γ is a linear space. Since piαµ (Γ) = 1, the measure space
(D′(M), Cσ(D
′(M)), piαµ ) can, in this way, be regarded as a linear extension of
the fractional Poisson space (Γ,B(Γ), piαµ ).
4 Fractional Poisson analysis
4.1 Fractional Lebesgue-Poisson measure and unitary iso-
morphisms
Let us now consider the space of finite configurations
Γ0 :=
∞⊔
n=0
Γ
(n)
M
endowed with the topology of disjoint union of topological spaces, with the
corresponding Borel σ-algebra B(Γ0) and the so-calledK-transform [7], [9], [10],
[11], [12], a mapping which maps functions defined on Γ0 into functions defined
on Γ. By definition, given a B(Γ0)-measurable function G with local support,
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that is, G↾Γ0\ΓΛ≡ 0 for some Λ ∈ Bc(M), the K-transform of G is a mapping
KG : Γ→ R defined at each γ ∈ Γ by
(KG)(γ) :=
∑
η⊂γ
|η|<∞
G(η) (10)
Note that for every such function G the sum in (10) has only a finite number
of summands different from zero, and thus KG is a well-defined function on Γ.
Moreover, if G has support described as before, then the restriction (KG)↾ΓΛ is
a B(ΓΛ)-measurable function and (KG)(γ) = (KG)↾ΓΛ(γΛ) for all γ ∈ Γ.
In terms of the dual operator K∗ of the K-transform, this means that the
image of a probability measure on Γ under K∗ yields a measure on Γ0. More
precisely, given a probability measure ν on (Γ,B(Γ)) with finite local moments
of all orders, that is,∫
Γ
|γΛ|
n dν(γ) <∞ for all n ∈ N and all Λ ∈ Bc(M)
thenK∗ν is a measure on (Γ0,B(Γ0)) defined on each bounded B(Γ0)-measurable
set A by
(K∗ν)(A) =
∫
Γ
(K1A)(γ) dν(γ)
The measure K∗ν is called the correlation measure corresponding to ν. In
particular, for the Poisson measure piµ, the correlation measure corresponding
to piµ is called the Lebesgue-Poisson measure
λµ :=
∞∑
n=0
1
n!
µ(n), µ(n) := µ⊗n ◦ (symnM )
−1
For more details and proofs see e.g. [7].
Theorem 2 For each 0 < α < 1, the correlation measure corresponding to the
fractional Poisson measure piαµ is the measure on (Γ0,B(Γ0)) given by
λαµ :=
∞∑
n=0
1
Γ(αn+ 1)
µ(n) (11)
In other words, dλαµ = E
(|·|)
α (0) dλµ.
In the sequel we call the measure λαµ the fractional Lebesgue-Poisson mea-
sure.
Proof. Let A be a bounded B(Γ0)-measurable set, that is,
A ⊂
N⊔
n=0
Γ
(n)
Λ
8
for some N ∈ N0 and some Λ ∈ Bc(M). By the previous considerations, this
means that for all γ ∈ Γ one has (K1A)(γ) = (K1A)(γΛ), and thus∫
Γ
(K1A)(γ) dpi
α
µ (γ) =
∫
ΓΛ
(K1A)(γ) dpi
α
µ,Λ(γ)
=
∞∑
n=0
E
(n)
α (−µ(Λ))
n!
∫
Γ
(n)
Λ
(K1A)(η) dµ
(n)
Λ (η)
=
∫
ΓΛ
E(|η|)α (−µ(Λ))(K1A)(η) dλµ(η)
Observe that the latter integral is with respect to the Lebesgue-Poisson measure
λµ, which properties are well-known (see e.g. [7]). In particular, those yield∫
ΓΛ
E(|η|)α (−µ(Λ))(K1A)(η) dλµ(η)
=
∫
Γ0
E(|η|)α (−µ(Λ))
∑
ξ⊂η
1A(ξ)1ΓΛ(η \ ξ) dλµ(η)
=
∫
Γ0
1A(η)
(∫
Γ0
E(|η∪ξ|)α (−µ(Λ))1ΓΛ(ξ) dλµ(ξ)
)
dλµ(η)
where for each η ∈ Γ0 fixed, i.e., η ∈ Γ
(m)
M for somem ∈ N0, the integral between
brackets is given by
∞∑
n=0
1
n!
∫
Γ
(n)
M
E(|η∪ξ|)α (−µ(Λ))1ΓΛ(ξ) dµ
(n)(ξ)
=
∞∑
n=0
E
(m+n)
α (−µ(Λ))
n!
(µ(Λ))n
= E(m)α (−µ(Λ) + µ(Λ))
As a result, ∫
Γ
(K1A)(γ) dpi
α
µ (γ) =
∫
Γ0
1A(η)E
(|η|)
α (0) dλµ(η)
showing that the correlation measure corresponding to piαµ is absolutely continu-
ous with respect to the Lebesgue-Poisson measure λµ. Moreover, denoting such
a correlation measure by λαµ , the density is given by
dλαµ
dλµ
= E
(|·|)
α (0).
To conclude, notice that for each n ∈ N0 one has
E(n)α (0) =
n!
Γ(αn+ 1)
which combined with the definition of the measure λµ leads to (11). 
Throughout this work all Lp-spaces consist of complex-valued functions. For
simplicity, the Lp-spaces with respect to a measure ν will be shortly denoted by
Lp(ν) if the underlying measurable space is clear from the context.
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Corollary 3 We have G ∈ L2(λαµ) if and only if G
√
E
(|·|)
α (0) ∈ L2(λµ). Then,
‖G‖L2(λαµ) =
∥∥∥∥G√E(|·|)α (0)∥∥∥∥
L2(λµ)
This result states that there is a unitary isomorphism between the spaces
L2(λαµ) and L
2(λµ):
Iα : L
2(λαµ) → L
2(λµ)
Iα(G) := G
√
E
(|·|)
α (0)
Hence, through Iα one may extend the unitary isomorphisms defined between
the space L2(λµ) and the (Bose or symmetric) Fock space ExpL
2(µ) and between
the space L2(λµ) and L
2(piµ) [8], [14] to L
2(λαµ), 0 < α ≤ 1:
L2(λαµ)
Iα7→ L2(λµ)
Iλpi7→ L2(piµ)
Ipi7→ ExpL2(µ)
G 7→ G
√
E
(|·|)
α (0) 7→
∑∞
n=0〈C
µ
n , g
(n)〉 7→
(
g(n)
)∞
n=0
for
g(n)(x1, . . . , xn) :=
√
E
(n)
α (0)
n!
G({x1, . . . , xn}), g
(0) := Eα(0)G(∅) = G(∅)
and Cµn a Charlier kernel.
In particular, the image of a Fock coherent state e(f) := ( f
⊗n
n! )
∞
n=0, f ∈
L2(µ), under (Ipi ◦ Iλpi)−1 is the (Lebesgue-Poisson) coherent state eλ(f) : Γ0 →
C defined for any B(M)-measurable function f :M → C by
eλ(f, η) :=
∏
x∈η
f (x) , η ∈ Γ0 \ {∅}, eλ(f, ∅) := 1
This definition implies that eλ(f) ∈ Lp(λµ) whenever f ∈ Lp(µ) for some p ≥ 1.
Moreover, ‖eλ(f)‖
p
Lp(λµ)
= exp
(
‖f‖pLp(µ)
)
. For α 6= 1, the following result
holds.
Proposition 4 Let 0 < α < 1 and p ≥ 1 be given. For all f ∈ Lp(µ) we have
eλ(f) ∈ Lp(λαµ) and
‖eλ(f)‖
p
Lp(λαµ)
= Eα
(
‖f‖pLp(µ)
)
Proof. By Theorem 2, given a f ∈ Lp(µ) for some p ≥ 1,
‖eλ(f)‖
p
Lp(λαµ)
=
∫
Γ0
|eλ(f, η)|
pE(|η|)α (0) dλµ(η)
=
∞∑
n=0
1
Γ(αn+ 1)
(∫
M
|f(x)|p dµ(x)
)n
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which by the Taylor expansion (3) is equal to Eα
(∫
M
|f(x)|p dµ(x)
)
. 
According to the latter considerations, the realization of a coherent state
e(f), f ∈ L2(µ), in a L2(λαµ) space is λµ-a.e. given by
I−1α eλ(f) =
eλ(f)√
E
(|·|)
α (0)
(12)
In addition, given a dense subspace L ⊆ L2(µ), the set {I−1α eλ(f) : f ∈ L}
is total in L2(λαµ). As in the Lebesgue-Poisson case, we define the fractional
(Lebesgue-Poisson) coherent state eα(f) : Γ0 → C corresponding to a B(M)-
measurable function f by
eα(f, η) :=
eλ(f, η)√
E
(|η|)
α (0)
, ∀ η ∈ Γ0
4.2 Annihilation and creation operators
The unitary isomorphism between the Fock space and L2(λµ) provides natural
operators on the space L2(λµ) by carrying over the standard Fock space oper-
ators. In particular, the annihilation and the creation operators, for which the
images in L2(λµ) are well-known, see e.g. [5],(
a−λ (ϕ)G
)
(η) :=
∫
M
G(η ∪ {x})ϕ(x) dµ(x), η ∈ Γ0
and (
a+λ (ϕ)G
)
(η) :=
∑
x∈η
G(η\{x})ϕ(x), λµ − a.a. η ∈ Γ0
Here ϕ ∈ D(M) and G is a complex-valued bounded B(Γ0)-measurable function
with bounded support, i.e., G↾
Γ0\
(⊔
N
n=0 Γ
(n)
Λ
)≡ 0 for some Λ ∈ Bc(M) and some
N ∈ N0. In the sequel we denote the space of such functions G by Bbs(Γ0).
For more details and proofs see e.g. [8], [14] and the references therein.
Through the unitary isomorphism I−1α , 0 < α < 1, the same Fock space
operators can naturally be carried over to the space L2(λαµ).
Proposition 5 For each ϕ ∈ D(M), the following relations hold on Bbs(Γ0):
a−α (ϕ) := I
−1
α a
−
λ (ϕ)Iα =
√√√√E(|·|+1)α (0)
E
(|·|)
α (0)
a−λ (ϕ)
and
a+α (ϕ) := I
−1
α a
+
λ (ϕ)Iα =
√√√√E(|·|−1)α (0)
E
(|·|)
α (0)
a+λ (ϕ)
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Proof. One first observes that Iα maps the space Bbs(Γ0) into itself. In fact,
given a G ∈ Bbs(Γ0), i.e., G↾Γ0\
(⊔
N
n=0 Γ
(n)
Λ
)≡ 0 for some Λ ∈ Bc(M) and some
N ∈ N0, one has
|(IαG)(η)| =
√
E
(|η|)
α (0)|G(η)| ≤ max
0≤n≤N
√
n!
Γ(αn+ 1)
sup
η∈Γ0
(|G(η)|), ∀ η ∈ Γ0
showing that IαG is bounded. Since the support of IαG clearly coincides with
the support of G, this means that IαG ∈ Bbs(Γ0).
Hence, given a G ∈ Bbs(Γ0), for all η ∈ Γ0 one has
(a−λ (ϕ)(IαG))(η) =
∫
M
(IαG)(η ∪ {x})ϕ(x) dµ(x)
=
√
E
(|η|+1)
α (0) (a
−
λ (ϕ)G)(η)
which proves the first equality by calculating the image of both sides under I−1α .
A similar procedure applied to a+α (ϕ) completes the proof. 
4.3 Second quantization operators
Given a contraction operator B on L2(µ) one may define a contraction operator
ExpB on the Fock space ExpL2(µ) acting on coherent states e(f), f ∈ L2(µ), by
ExpB (e(f)) = e(Bf). In particular, given a positive self-adjoint operator A on
L2(µ) and the contraction semigroup e−tA, t ≥ 0, one can define a contraction
semigroup Exp
(
e−tA
)
on ExpL2(µ) in this way. The generator is the well-known
second quantization operator corresponding to A. We denote it by dExpA.
Through the unitary isomorphism between the Fock space and the space L2(λµ)
one may then define the corresponding operator in L2(λµ). We denote the
(Lebesgue-Poisson) second quantization operator corresponding to A by HLPA .
The action of HLPA on coherent states is given by(
HLPA eλ(f)
)
(η) =
∑
x∈η
(Af) (x)eλ(f, η\{x}), f ∈ D(A)
Through the unitary isomorphism I−1α , 0 < α < 1, the second quantization
operator can also be carried over to the space L2(λαµ):
HαA := I
−1
α H
LP
A Iα
Proposition 6 For any f ∈ D(A) we have
(HαAeα(f)) (η) =
√√√√E(|η|−1)α (0)
E
(|η|)
α (0)
∑
x∈η
(Af) (x)eα(f, η\{x})
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Proof. According to (12), Iαeα(f) = eλ(f), and thus for λµ-a.a. η ∈ Γ0,(
HLPA (Iαeα(f))
)
(η) =
(
HLPA eλ(f)
)
(η) =
√
E
(|η|−1)
α (0)
∑
x∈η
(Af) (x)eα(f, η\{x})
leading to the required result by calculating the image of both sides under I−1α .

5 Conclusions
Replacing the exponential, in the characteristic functional (4) of the infinite-
dimensional Poisson measure, by a Mittag-Leffler function one obtains the char-
acteristic functional of a consistent measure in the distribution space D′ (M).
As for the infinite-dimensional Poisson measure the support of this new mea-
sure is spanned by distributions of the form
∑
δx, implying that it may also be
interpreted as a measure in configuration spaces.
The identity of the supports allows for the development of a fractional
infinite-dimensional analysis modeled on Poisson analysis. Although the support
is the same, the new measure displays some noticeable differences in relation
to the Poisson measure, namely, the much slower rate of decay of the weights
for the n-particle space measures. This might have physical consequences, for
example when such measures are used to describe interacting particle systems.
The different weight E
(n)
α (−µ(Λ)), given to each n−particle space, as op-
posed to the uniform exp(−µ(Λ)) of the Poisson case, also implies that through
the isomorphism of Section 4 one obtains an interacting Fock space.
Appendix A. Complete monotonicity of the Mittag-
Leffler function for complex arguments
A positive C∞-function f is said to be completely monotone if for each k ∈ N0
(−1)kf (k)(t) ≥ 0, ∀t > 0
According to Bernstein’s theorem (see e.g. [4, Chapter XIII.4 Theorem 1]),
for functions f such that f(0+) = 1 the complete monotonicity property is
equivalent to the existence of a probability measure ν on R+0 such that
f(t) =
∫ ∞
0
e−tτ dν(τ) <∞, ∀ t > 0
H. Pollard in [16] proved the complete monotonicity of Eα, 0 < α < 1, for
non-positive real arguments showing that
Eα(−t) =
∫ ∞
0
e−tτ dνα(τ), ∀ t ≥ 0 (13)
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for να being the probability measure on R
+
0
dνα (τ) := α
−1τ−1−1/αfα(τ
−1/α) dτ (14)
where fα is the α-stable probability density given by∫ ∞
0
e−tτfα (τ) dτ = e
−tα , 0 < α < 1
The complete monotonicity property and the integral representation (13) of
Eα may be extended to complex arguments.
Lemma 7 For any z ∈ C such that Re(z) ≥ 0, the following representation
holds
Eα(−z) =
∫ ∞
0
e−zτ dνα(τ), 0 < α ≤ 1
Proof. According to [16], for each 0 < α < 1 fixed, for all t ≥ 0 one has
Eα(−t) =
∫ ∞
0
e−tτ dνα(τ),
=
∞∑
n=0
(−t)n
n!
∫ ∞
0
τn dνα(τ) (15)
Comparing (15) with the Taylor expansion (3) of Eα, one concludes that the
moments of the measure να are given by
mn(να) :=
∫ ∞
0
τn dνα(τ) =
n!
Γ(αn+ 1)
, n ∈ N0
For complex values z let
I(−z) :=
∫ ∞
0
e−zτ dνα(τ)
which is finite provided Re(z) ≥ 0. For each z ∈ C such that Re(z) ≥ 0 one
then obtains
I(−z) =
∞∑
n=0
(−z)n
n!
(∫ ∞
0
τn dνα(τ)
)
=
∞∑
n=0
(−z)n
n!
mn(να) =
∞∑
n=0
(−z)n
Γ(αn+ 1)
= Eα(−z)
leading to the integral representation
Eα(−z) =
∫ ∞
0
e−zτdνα(τ)
for all z ∈ C such that Re(z) ≥ 0. 
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