Abstract. A corrector theory for the strong approximation of gradient fields inside periodic composites made from two materials with different power law behavior is provided. Each material component has a distinctly different exponent appearing in the constitutive law relating gradient to flux. The correctors are used to develop bounds on the local singularity strength for gradient fields inside micro-structured media. The bounds are multi-scale in nature and can be used to measure the amplification of applied macroscopic fields by the microstructure. The results in this paper are developed for materials having power law exponents strictly between −1 and zero.
Introduction
In this paper, we develop a corrector theory for the strong approximation of gradient fields inside periodic composites made from two materials with different power law behavior. Here the flux is related to the gradient ∇u by the power law |∇u| r ∇u. Each material component has a distinctly different exponent r appearing in the constitutive law relating gradient to flux. The correctors are used to develop bounds on the local singularity strength for gradient fields inside micro-structured media. The bounds are multi-scale in nature and can be used to measure the amplification of applied macroscopic fields by the microstructure. The novelty of the work presented in this paper is that it is carried out for materials having power law exponents r strictly between −1 and zero. In previous work [15] , we developed strong approximations to the gradient fields and we provided lower bounds on the L q norms (q ≥ 2) of the gradient fields inside each material that are given in terms of the correctors presented in Theorem 2.6 of [15] for mixtures of two nonlinear power law materials with power law exponents r greater than or equal to zero.
The corrector theory for the linear case can be found in [20] . The earlier work of [9] provides the corrector theory for homogenization of monotone operators that in our case applies to composite materials made from constituents having the same power-law growth but with rough coefficients σ(x). More recently, the homogenization of p ǫ (x)-Laplacian boundary value problems for smooth exponential functions p ǫ (x) uniformly converging to a limit function p 0 (x) has been studied in [1] . The convergence of the family of solutions for these homogenization problems is given in the topology of L p0(·) (Ω). Here we assume that the geometry of the composite is periodic and is specified by the indicator function of the sets occupied by each of the materials. The indicator function of material 1 and 2 are denoted by χ 1 and χ 2 , where χ 1 (y) = 1 in material 1 and is zero outside and χ 2 (y) = 1 − χ 1 (y). The constitutive law for the heterogeneous medium is described by A : R n × R n → R n ,
A (y, ξ) = σ(y) |ξ| p(y)−2 ξ, (1.1) with σ(y) = χ 1 (y) σ 1 + χ 2 (y) σ 2 and 0 < σ 1 , σ 2 < ∞; with p(y) = χ 1 (y) p 1 + χ 2 (y) p 2 and 1 < p 1 ≤ p 2 < 2 or 1 < p 1 ≤ 2 ≤ p 2 ; and with both, σ(y) and p(y), periodic in y, with unit period cell Y = (0, 1) n . This constitutive model occurs in several mathematical models of physical processes including nonlinear dielectrics [12, 11, 18, 27, 28] , fluid flow (electrorheological fluids) [2, 25, 4] , glaciology [13] , image restoration [17] , and in the theory of deformation plasticity under longitudinal shear (anti-plane strain deformation) [3, 26, 23, 24, 14] .
In this paper, we study the problem of periodic homogenization associated with the solutions u ǫ to the problems
(Ω), (1.2) where Ω is a bounded open subset of R n , f ∈ W −1,q2 (Ω), and 1/p 1 + 1/q 2 = 1. The differential operator on the left-hand side of (1.2) is the p ǫ (x)-Laplacian. All solutions are understood in the usual weak sense [30] .
It was shown in Chapter 15 of [30] that {u ǫ } ǫ>0 converges weakly in W 1,p1 (Ω) to the solution u of the homogenized problem − div (b (∇u)) = f on Ω, u ∈ W 1,p1 0
(Ω), (1.3) where the monotone map b : R n → R n (independent of f and Ω) can be obtained by solving an auxiliary problem for the operator (1.2) on a periodicity cell.
The idea of homogenization is intimately related to the Γ-convergence of a suitable family of energy functionals I ǫ as ǫ → 0 [30] . Here the connection is natural in that the family of boundary value problems (1.2) correspond to the Euler equations of the associated energy functionals I ǫ and the solutions u ǫ are their minimizers. The homogenized solution is precisely the minimizer of the Γ-limit of the sequence {I ǫ } ǫ>0 . The connections between Γ limits and homogenization for the power-law materials studied here can be found in Chapter 15 of [30] . The explicit formula for the Γ-limit of the associated energy functionals for layered materials was obtained recently in [22] .
The homogenization result found in Chapter 5 of [30] shows that the average of the error incurred in approximating {∇u ǫ } ǫ>0 in terms of ∇u, where u is the solution of (1.3) decays to 0. Then again, the presence of large local fields either electric or mechanical often precede the onset of material failure (see, [16] ). The goal of our analysis is to develop tools for quantifying the effect of load transfer between length scales inside heterogeneous media. To this end, we present a new corrector result that approximates, inside each phase, ∇u ǫ up to an error that converges to zero strongly in the norm (see Section 2.2.1).
The corrector result is then used to develop new tools that provide lower bounds on the local gradient field intensity inside micro-structured media. The bounds are expressed in terms of the L q norms of gradients of the solutions of the local corrector problems. These results provide a lower bound on the amplification of the macroscopic gradient field by the microstructure see, Section 2.2.2. These bounds provide a rigorous way to assess the effect of field concentrations generated by the microgeometry without having to compute the actual solution u ǫ . In [19] , similar lower bounds were established for field concentrations for mixtures of linear electrical conductors in the context of two scale convergence. In this paper, the corrector results are presented for layered materials (Fig. 2 ) and for dispersions of inclusions embedded inside a host medium (Fig. 1) . For the dispersed microstructures the included material is taken to have the lower powerlaw exponent than that of the host phase. The reason we use dispersed and layered microstructures is that in both cases we are able to show that the homogenized solution lies in W 1,p2 0
(Ω), see Theorem 2.5. Possible extensions of this work include the study of other microstructures for which this higher order integrability condition of the homogenized solution is satisfied. The higher order integrability is used to provide an algorithm for building correctors and construct a sequence of strong approximations to the gradients inside each material, see Theorem 2.7. When the host phase has a lower power-law exponent than the included phase, one can only conclude that the homogenized solution lies in W 1,p1 0
(Ω) and the techniques developed here do not apply.
The presentation of the paper is organized as follows. In Section 2, we state the problem and formulate the main results. Section 3 contains technical lemmas and integral inequalities for the correctors used to prove the main results. Section 4 contains the proof of the main results. The Appendix contains all proofs of lemmas stated in Section 3 and some remarks related to the proof of Theorem 2.7 found in Section 4.
Statement of the Problem and Main Results

2.1.
Notation. In this paper we consider two nonlinear power-law materials periodically distributed inside a domain Ω ⊂ R n . The periodic mixture is described as follows. We introduce the unit period cell Y = (0, 1) n of the microstructure. Let F be an open subset of Y of material 1, with smooth boundary ∂F , such that F ⊂ Y . The function χ 1 (y) = 1 inside F and 0 outside and χ 2 (y) = 1 − χ 1 (y). We extend χ 1 (y) and χ 2 (y) by periodicity to R n and the ǫ-periodic mixture inside Ω is described by the oscillatory characteristic functions χ ǫ 1 (x) = χ 1 (x/ǫ) and χ ǫ 2 (x) = χ 2 (x/ǫ). Here we will consider the case where F is given by a simply connected inclusion embedded inside a host material (see Fig. 1 ). A distribution of such inclusions is commonly referred to as a periodic dispersion of inclusions. We also consider layered materials. For this case the representative unit cell consists of a layer of material 1, denoted by R 1 , sandwiched between layers of material 2, denoted by R 2 . The interior boundary of R 1 is denoted by Γ (see Fig. 2 ). Here χ 1 (y) = 1 for y ∈ R 1 and 0 in R 2 , and χ 2 (y) = 1 − χ 1 (y).
We denote by θ 1 = Y χ 1 (y)dy and θ 2 = 1 − θ 1 the volume fractions of phase 1 and phase 2 inside the composite.
On the unit cell Y , the constitutive law for the nonlinear material is given by (1.1) with exponents p 1 and
Their Hölder conjugates are denoted by q 2 = p 1 /(p 1 − 1) and The constitutive law for the ǫ-periodic composite is described by A ǫ (x, ξ) = A (x/ǫ, ξ), for every ǫ > 0, for every x ∈ Ω, and for every ξ ∈ R n . We have [7] that A fulfills the following conditions
(1) For all ξ ∈ R n , A(·, ξ) is Y -periodic and Lebesgue measurable. (2) |A(y, 0)| = 0 for all y ∈ R n . (3) Continuity: for almost every y ∈ R n and for every ξ i ∈ R n (i = 1, 2) we have
where α(y) = χ 1 (y)α 1 (y) + χ 2 (y)α 2 (y) and
(4) Monotonicity: for almost every y ∈ R n and for every ξ i ∈ R n (i = 1, 2) we have
where β(y) = χ 1 (y)β 1 (y) + χ 2 (y)β 2 (y) and
The structure conditions for A given by (2.1) and (2.2) recover the ones stated in [15] where α i (y) = 1 and β i (y) = p i for i = 1, 2. In the context of this paper, the analysis when the exponents p 1 and p 2 are in the regime between 1 and 2 becomes more involved. This particular set of structure conditions (or related variants) are used, for example, in [9, 10, 5, 6 ].
2.2. Dirichlet Boundary Value Problem. We consider the following Dirichlet boundary value problem
where f ∈ W −1,q2 (Ω). The following homogenization result holds. 
(Ω); (2.5) and the function b :
where p : R n × R n → R n is defined by
where υ ξ is the solution to the cell problem:
The following a priori bound is satisfied
where C does not depend on ǫ. The proof of this bound is given in Lemma 3.5.
Remark 2.3. The function b, defined in (2.6), is continuous and monotone (see Lemma 3.7).
Remark 2.4. Since the solution υ ξ of (2.8) can be extended by periodicity to a function of W 1,p1
Moreover, by (2.8), we have 12) where υ ξ is the unique solution of (2.8). The functions P and P ǫ are easily seen to have the following properties
(2.14)
We now state the higher order integrability properties of the homogenized solution for periodic dispersions of inclusions and layered microgeometries. (Ω).
Remark 2.6. The proof of Theorem 2.5 [15] uses a variational approach and considers the homogenized Lagrangian associated with b(ξ) defined in (2.6). The integrability of the homogenized solution u of (2.4) is determined by the growth of the homogenized Lagrangian with respect to its argument, which follows from the regularity of the Lagrangian. For periodic dispersed and layered microstructures no Lavrentiev phenomenon occurs. The proof of the regularity of the homogenized Lagrangian for periodic dispersed microstructure can be found in Chapter 14 of [30] and for layered microstructure in [15] . Both proofs are valid for p 1 , p 2 ≥ 1 2.2.1. Statement of the Corrector Theorem. We now describe the family of correctors that provide a strong approximation of the sequence {χ
We denote the rescaled period cell with side length ǫ > 0 by Y ǫ and write
In what follows it is convenient to define the index set
The family of approximations of the identity map M ǫ has the following properties (for a proof, see, for example [29] 
The strong approximation to the sequence {χ ǫ i ∇u ǫ } ǫ>0 is given by the following corrector theorem.
(Ω), let u ǫ be the solutions to the problem (2.3), and let u be the solution to problem (2.4). Then, up to a subsequence, for periodic dispersions of inclusions and for layered materials, we have
The proof of Theorem 2.7 is given in Section 4.1.
Lower Bounds on the Local Amplification of the Macroscopic Field.
We show lower bounds on the L q norm of the gradient fields inside each material that are given in terms of the correctors presented in Theorem 2.7. We begin by presenting a general lower bound that holds for the composition of the sequence {χ 
, then the inequality becomes an equality.
In particular, for ψ(x, λ) = |λ| q with q > 1, we have
Theorem 2.8 together with (2.20) provide explicit lower bounds on the gradient field inside each material. It relates the local excursions of the gradient inside each phase χ ǫ i ∇u ǫ to the average gradient ∇u through the multiscale quantity given by the corrector P (y, ∇u(x)). It is clear from (2.20) that the L q (Y ×Ω; R n ) integrability of P (y, ∇u(x)) provides a lower bound on the L q (Ω; R n ) integrability of ∇u ǫ . The proof of Theorem 2.8 is given in Section 4.2.
Technical Lemmas
In this section we state some technical a priori bounds and convergence properties for the sequences P ǫ defined in (2.12), ∇u ǫ , and A ǫ (x, P ǫ (x, ∇u ǫ )) that are used in the proof of the main results of this paper. The proofs of these lemmas can be found in the Appendix.
and by a change of variables, we obtain
Note the two "extra" terms in (3.3) of Lemma 3.2 where there is a "mixing" of the exponents p 1 and p 2 which do not appear in the corresponding property of P ǫ given by Lemma 5.2 in [15] . Since Lemma (3.2) is used to prove Lemma (3.4), these two terms appear again in (3.6) and therefore in the proof of Theorem 2.7 and the proof of Lemma (4.1) used to prove Theorem 2.8.
and let Ψ be a simple function of the form
and set η 0 = 0 and
Lemma 3.5. Let u ǫ be the solution to (2.3). Then the a priori bound (2.9) holds. Lemma 3.6. If the microstructure is dispersed or layered, we have that
We use Lemma 3.1 to prove structure conditions of b (2.6) in the following lemma.
Lemma 3.7. The function b, defined in (2.6), satisfies the following structure properties: for every ξ 1 , ξ 2 ∈ R n (1) Monotonicity:
(2) Continuity: There exists a positive constant C such that
These structure conditions for b are different to the ones obtained in [15] and their proofs require different techniques, for example, the use of (5.4) to obtain (3.9). These structure conditions (3.9) and (3.10) will be used in the proof of Theorem 2.7.
Lemma 3.8. For all j = 0, ..., m, we have that
| dx are uniformly bounded with respect to ǫ.
, for all j = 0, ..., m. In a similar way, up to a subsequence, (A ǫ (·, ∇u ǫ (·)) , P ǫ (·, η j )) converges weakly to a function h j ∈ L 1 (Ω j ; R), for all j = 0, ..., m.
Proof of Main Results
4.1.
Proof of the Corrector Theorem. We are now in the position to give the proof of Theorem 2.7. We present the proof for the case when 1 < p 1 ≤ p 2 ≤ 2, for 1 < p 1 ≤ 2 ≤ p 2 the proof is very similar and the correspondig formulas can be found in the Appendix, in Section 5.9
Proof. Let u ǫ ∈ W 1,p1 0
(Ω) be the solutions of (2.3). By (2.2), Lemma 3.5, and Lemma 3.6 we have that
To prove Theorem 2.7, we show that
goes to 0, as ǫ → 0. This is done in four steps.
In what follows, we use the following notation
STEP 1
Let us prove that
as ǫ → 0.
Proof. From (2.11) and (2.18), we obtain
By (3.9) in Lemma 3.7, Hölder's inequality, Theorem 2.5, and Jensen's inequality, we have
From Property 1 of M ǫ , we obtain that
STEP 2
We now show that
Proof. Let δ > 0. From Theorem 2.5 we have ∇u ∈ L p2 (Ω; R n ) and there exists a simple function Ψ satisfying the assumptions of Lemma 3.4 such that
Let us write
We first show that
We have
Now from (2.17), we have that
(Ω j ; R n ), and by (2.10),
Taking the limit as ǫ → 0, and using the fact that u ǫ ⇀ u in W 1,p1 0
(Ω) and (2.17), we have by Lemma 3.9 that
Thus, we get
On the other hand, let us estimate
By (2.1), Hölder's inequality, and (2.9) we obtain
Applying Lemma 3.4 and (4.4) to (4.5), we discover that lim sup
where C is independent of δ. Since δ is arbitrary we conclude that the limit on the left hand side of (4.6) is equal to 0. Finally, using the continuity of b (3.9) in Lemma 3.7, Theorem 2.5, and Hölder's inequality, we obtain
where C does not depend on δ.
Step 2 is proved noticing that δ can be taken arbitrarily small.
STEP 3
We will show that
Proof. Let δ > 0. As in the proof of Step 2, assume Ψ is a simple function satisfying assumptions of Lemma 3.4 and such that ∇u − Ψ L p 2 (Ω;R n ) < δ. Let us write
We start by writing
From Lemma 3.9, up to a subsequence, (A ǫ (·, ∇u ǫ ) , P ǫ (·, η j )) converges weakly to a function h j ∈ L 1 (Ω j ; R), as ǫ → 0. By Theorem 2.1, we have A ǫ (·, ∇u ǫ ) ⇀ b(∇u) ∈ L q2 (Ω; R n ) and
, as ǫ → 0. Therefore, we may conclude that h j = (b(∇u), η j ), and hence,
Moreover, applying Hölder's inequality, (2.1), and (2.9) we have
As in the proof of Step 2 we see that
Hence, proceeding as in Step 2, we find that
where C is independent of δ. Now since δ is arbitrarily small, the proof of Step 3 is complete.
STEP 4
Finally, let us prove that
and u ǫ ⇀ u in W 1,p1 (Ω), the result follows immediately.
Finally, Theorem 2.7 follows from (4.1), (4.3), (4.7) and (4.8).
Proof of the Lower Bound on the Amplification of the Macroscopic
Field by the Microstructure. The sequence {χ
associated to it (see Theorem 6.2 and the discussion following in [21] ), for i = 1, 2.
As a consequence of Theorem 2.7 proved in the previous section, we have that
as ǫ → 0, which implies that the sequences
and {χ
share the same Young measure (see Lemma 6.3 of [21] ), for i = 1, 2.
The next lemma identifies the Young measure ν i . The lemma is proven for 1 < p 1 ≤ p 2 ≤ 2; the proof for the case when 1 < p 1 ≤ 2 ≤ p 2 follows in a similar way.
Proof. To prove (4.11), we will show that given φ ∈ C 0 (R n ) and
We consider the difference 
Applying Taylor's expansion for ζ, we have
Because of the uniform Lipschitz continuity of φ, we get
By Hölder's inequality twice and Lemma 3.2, we have
Applying Hölder's inequality, Jensen's inequality and Theorem 2.5, we get
Finally, from the approximation property of M ǫ in Section 2.2.1, as ǫ → 0, we obtain (4.12). associated to it satisfy
for all Carathéodory functions ψ ≥ 0 and measurable subset D ⊂ Ω.
Using Lemma 4.1 and Lemma 4.2, we obtain
for all φ ∈ C 0 (R n ) and for all ζ ∈ C ∞ 0 (R n ), which concludes the proof of Theorem 2.8.
Appendix
The proofs presented here are for the case when 1 < p 1 ≤ p 2 ≤ 2. The proofs for the lemmas for the case when 1 < p 1 ≤ 2 ≤ p 2 follow in a similar way. The letter C will represent a generic positive constant independent of ǫ, and it can take different values from one line to the other. 5.1. Proof of Lemma 3.1. Let ξ ∈ R n . By (2.2) we have that
Integrating both sides over Y , using (2.1), and Young's inequality, we get
Doing some algebraic manipulations, we obtain
On choosing an appropiate δ, we finally obtain (3.1).
Proof of Lemma 3.2. Using Hölder's inequality, we have
2), and (2.8) we get
By (2.1) and Hölder's inequality, we have
Applying Young's inequality, with
p2(p1−1) , and
The result follows on choosing an appropriate δ and doing a change of variables. 
For ǫ sufficiently small Ω j (j = 0) is contained in Ω ǫ . From (3.5), (2.18), using the fact that Ω j ⊂ E j ǫ ∪ F j ǫ , Lemma 3.2, and Hölder's inequality it follows that
Since |∂Ω j | = 0 for j = 0, we have that F j ǫ → 0 as ǫ → 0, for every j = 0, 1, 2, ..., m.
By Property (1) of M ǫ mentioned in Section 2.2.1, we have
Therefore, taking lim sup as ǫ → 0 in (5.1), we obtain (3.6).
5.4.
Proof of Lemma 3.5. Evaluating u ǫ in the weak formulation for (2.3), applying Hölder's inequality, and since f ∈ W −1,q2 (Ω), we obtain
Applying Young's inequality to the last term in (5.2), we obtain
By rearranging the terms in (5.3), one gets
Therefore, by choosing δ small enough so that min
is positive, one obtains
5.5. Proof of Lemma 3.6. Using (2.18), we have
where the last three inequalities follow from Lemma 3.1, Jensen's inequality, and Theorem 2.5.
5.6. Proof of Lemma 3.7. We prove properties (3.8) and (3.9) of the homogenized operator b. Property (3.10), which occurs in the case when 1 < p 1 ≤ 2 ≤ p 2 , follows in a similar way. 5.6.1. Proof of (3.8). Using (2.8) and (2.2), we have
5.6.2. Proof of (3.9) . Note that The proof of the uniform boundedness of Ωj |(A ǫ (x, ∇u ǫ (x)) , P ǫ (x, η j ))| dx follows in the same manner.
5.8. Proof of Lemma 3.9. We prove the first statement of the lemma, the second statement follows in a similar way. The lemma follows from the Dunford-Pettis theorem (see [8] ). To apply this theorem, the following conditions are necessary:
• Ωj ≤ C Ω (A ǫ (x, P ǫ (x, M ǫ ∇u(x))) − A ǫ (x, ∇u ǫ (x)) , P ǫ (x, M ǫ ∇u(x)) − ∇u ǫ (x)) dx p 1 2
+ Ω (A ǫ (x, P ǫ (x, M ǫ ∇u(x))) − A ǫ (x, ∇u ǫ (x)) , P ǫ (x, M ǫ ∇u(x)) − ∇u ǫ (x)) dx Therefore to prove Theorem 2.7 in this case, we also need to show that Ω (A ǫ (x, P ǫ (x, M ǫ ∇u(x))) − A ǫ (x, ∇u ǫ (x)) , P ǫ (x, M ǫ ∇u(x)) − ∇u ǫ (x)) dx
goes to 0 as ǫ → 0 and this is done with the same four steps as in Section 4. In
Step 1, by (3.10), Hölder's inequality, Theorem 2.5, and Jensen's inequality, we obtain where C does not depend on δ.
In 
