Variations of the commonly applied landmark sampling are presented. These samplings are "forward" landmarking such that each stack of data is created by first selecting landmarks and then including the subsequent observations of the selected landmarks. Unlike these forward landmarking samplings, a "backward" or "reverse" landmarking is proposed with a flexible "progressive" weighting on selecting different types of events and non-events. The backward landmark sample is compared with those forward landmark samples with a real world mortgage data. Results show that the backward landmark sample has smaller sampling errors than of those forward landmark samples.
I. Introduction
Landmark sampling was introduced by van Houwelinge and Putter (2011) . It has been widely applied in the medical field which interest is often in the probability of the occurrence of an event in a prediction window following a per-determined time point. That is, the landmark time point (the beginning of the time) of each stack of the data is treated the same when all the stacks are piled up to form the so-called supermodel or super dataset. The assumption is that the distribution of a medical event (occurrence of cancer, disease, death, etc.) is the same after a landmark time point that can be at any time point during a span of years. In other words, a landmark time point can be at any month and the seasonality effect is ignored. For example, the distribution of an event after, say, January 2000 is the same as the distribution after, say, March 2010.
In the financial data, however, the distributions of the occurrence of an event may be different after different time points. For example, the number of house foreclosures jumped during the financial crisis in 2008. Therefore, when applying landmark sampling in financial data, the landmark time points (landmarks, in short) should be treated differently such that the seasonality effects remain intact. This study focuses only on the various landmark samplings in which the event rates are of the interest. No modeling methodology is recommended.
The layout of this paper is as follows. Section II provides an illustration on how to align all the stacks to form a super dataset such that the seasonality is preserved. The illustration is demonstrated with a real word dataset from Freddie Mac in Section 3. In Section 4, the backward landmark sampling with a flexible weighting scheme is proposed for selecting a landmark sample when the full supermodel (the super dataset) cannot be practically constructed.
II. An Illustration
Super dataset is defined as the compilation of the stacked datasets from all landmark time points. The construction is illustrated using a made-up example of 4 loans shown in Table 1 .1. Assuming the censoring date is June 2001, the 4 loans are alive in January 2001 with Loan ID 1 experiencing the event of interest (the event, hereafter) in June, Loan ID 2 experiencing the event in April, Loan ID 3 is censored in June, and Loan ID 4 is censored in March due to the occurrence of other events or lost to follow-up. Note that 0/1 in each cell are the values of the event indicator with 1 denoting the occurrence of the event and 0 otherwise.
Since each observation is created at month-end, the total number in each date can be regarded as the number at risk. Therefore, the hazard of each date is the number of events divided by the total number.
When creating all the stacks from each loan beginning at all the landmark dates, the compilation of the super dataset aligned by date is in Table 1 .2. Since the super dataset is aligned by date, let's call it the Date Aligned Super Dataset (DASD) . Note that the number of events and the total number in DASD at ith t is equal to the corresponding number in unstacked original dataset in Table 1 .1 multiplying t. There are two folds of benefits by creating a DASD. One is that the monthly hazard is identical between the original data and the DASD. The other is that the time-stamped explanatory variables such as macroeconomic variables can be merged with DASD by date.
The generalization of the construction of DASD is in Appendix E. Given a dataset beginning at a date and truncated at a later date, from this exercise, a DASD is constructed. The next section is the application on a real word dataset. 
III. Application
Original dataset and Super dataset Jan Feb Mar Apr May Jun Jan Feb Mar Apr Jan Feb Mar Apr May Jun Jan Feb Mar 1/2001, t =1 0, 1 0, 1 0, 1 0, 1 0 4 0 2/2001, t =2 0, 2 0, 1 0, 2 0, 1 0, 2 0, 1 0, 2 0, 1 0 8 0 3/2001, t =3 0, 3 0, 2 0, 1 0, 3 0, 2 0, 1 0, 3 0, 2 0, 1 0, 3 0, 2 0, 1 0 12 0 4/2001, t =4 0, 4 0, 3 0, 2 0, 1 1, 4 1, 3 1, 2 1, 1 0, 4 0, 3 0, 2 0, 1 4 12 0.3333 5/2001, t =5 0, 5 0, 4 0, 3 0, 2 0, 1 0, 5 0, 4 0, 3 0, 2 0, 1 0 10 0 6/2001, t =6 1, 6 1, 5 1, 4 1, 3 1, 2 1, 1 0, 6 0, 5 0, 4 0, 3 0, 2 0, 1 6 12 0. Ideally, analyses should be done on the super dataset for all the stacks from all landmarks. However, it is impractical to analyze such a large dataset, and in some cases it is infeasible to create and store a super dataset; therefore, it is desirable to create samples from the super dataset. In the next section, five different samplings are presented.
IV. Samplings
Five samplings are discussed in this section. Each sampling creates a date aligned stack dataset.
From the unstacked original dataset of 56,119,398 observations, the super dataset is created by including all the landmarks and all the observations following the landmarks. Note that the observations at each landmark are survivals only. The super dataset creation is mentioned by Liu (et al., 2019) by allowing the prediction window to vary and not necessarily fall within a fixed time suggested by van Houwelingen and Putter (2011). The prediction window after a landmark is referred as "month after landmark". For convenience purpose, month after landmark begins at 1 at the landmark.
As shown in Section III, the super dataset is large and it is impractical for analyzing the entire data. Similar to how the super dataset is created, therefore, a sample of landmarks can be selected first, and then, all the subsequent observations are selected. Recall that super dataset includes all the landmarks. For identifiability purpose, the data are sorted by loan ID and date before the samples of landmarks are selected. Five commonly applied stacked samples are presented. These five samples are created by first selecting a number of landmarks, and, then, all the observations after each landmark are appended to form the stacked samples. The difference is how the landmarks are selected.
Sampling 1 -Uniformly Spaced Landmark Sample (uniform sample, hereafter)
Landmarks are selected with an equal distance between any two landmarks. For example, if the first selected landmark is January and the distance is set at 3, then, April, July, October are the selected landmarks. When the distance is 1, then, it becomes the super dataset. Under this sampling, a uniform sample is created by selecting the first time point from each ID as the first landmark, and then the following landmarks are selected with a distance of 6. The uniform sampling is suggested by van Houwelingen and Putter (2011). One landmark is selected from each ID (subject, loan, individual, person, etc.) . Then, all the following observations are appended to the selected landmark to form a stacked sample. Each observation within the same ID is then weighted by the number of the observations of the ID. Such a weighting is a common practice in regression modeling (Lohr, 2009 ). Contrary to super dataset, only one landmark from each ID is selected in this sampling, and, therefore, it is a subset of the super dataset. Note that this sampling can be regarded as the stratified sampling where observations within each ID is a stratum. Under this sampling, a single sample is created.
Sampling 5 -Backward Landmark Sample (backward sample, hereafter)
The four samplings mentioned above are a subset of the super dataset and the process is forward landmarking meaning the landmarks are selected months forward. Unlike these forward landmarking samples, the backward landmark sampling is proposed by first select events and non-events from each date and, then, landmarks are selected backward from those dates of events and non-events.
Based on the table in Appendix A (regarded as the size table) , the numbers of events vary across time and are much smaller than of the survivals. For illustration purpose, the following progressive weighting is to deliberately apply more weights on events with relatively less occurrence. Applying the progressive weights on the events and survivals, the events are over-sampled while the survivals are under-sampled. Note that the weight is the reciprocal of the percentage selected. Obviously, the backward sample is also a subset of the super dataset.
The sizes of the samples and the comparisons of monthly hazard rates are in the next Section. Table 5 .1 shows the number of observations of the super dataset is almost 1.9 billions. It is impractical to analyze such a huge data set. Therefore, the 5 stacked samples are the candidates. Among the 5 stacked samples, the total weight of the single sample and the backward sample is close to the total observations of the super dataset by design.
V.

Comparisons of The Five Samplings
Two landmarks are selected for the comparisons. One is January 2010 and the other is January 2013. The prediction time horizon for both is 24 months. The monthly hazard rate for each event, and the event numbers or weights (for single and backward sample) are in Appendix C.
As it is mentioned previously, the super dataset is the compilation of all the stacked samples from all the landmarks from the unstacked original data. And, all the five samples are the sub-sample of the super dataset. Given a landmark and a prediction time horizon, the sampling errors are measured by MAE (mean absolute error) and RMSE (root mean square error) between a sample and the unstacked original dataset.
From the DASD of the 5 samples shown in Appendix C, MAEs and RMSEs are provided in 
Discussion and Conclusion
In single sample, each individual can be regarded as a stratum and applying a weight equal to the number of the observations within the stratum such that the sum of the sampling weights is equal to the population size. Because one observation is selected from each individual, every individual of event or non-event has its representation in the sample. However, if an individual (stratum) has 20 observations and the first observation is randomly selected, the sum of sampling weights for the loan is 400 while the sum is 20 if the last observation is selected. Therefore, the variation is large and that is why the sampling errors of the single sample are the largest.
Among the uniform sample, the vertical sample and the horizontal sample, the uniform sample has the smallest MAE and RMSE in most cases. However, In the uniform sample, the choice of the distance between two landmarks is arbitrary. And, the seasonality effect may be neglected when the distance excludes certain months or quarters. For the data associated with date, the uniform sample may not be a good choice.
Then, the vertical sampling and the horizontal sampling are the better choice for creating a landmark sample. Under the horizontal sampling, each time point has a random sample of landmarks being selected; therefore, the seasonality should be well preserved. As for the vertical sampling, it is simple to implement, and it should as well preserve the seasonality. The drawback of the vertical and the horizontal sampling is that the landmarks of a short lifetime individual is less likely to be selected comparing to a long lifetime individual. The likelihood of the landmarks being selected becomes even less when individuals have a short lifetime and their events are considered as a rare event.
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Monthly Hazard of The Unstacked Original Dataset and The Super Dataset
Let nt denote the number of individuals censored at time t. Time t may be the censoring time due to other events or the end of the study. For example, n10 denotes that there are n10 individuals (not observations) with survival time equal to 10.
Let dt denote the number of individuals uncensored at time t. Time t is the time to an event. For example, d5 denotes that there are d5 individuals (not observations) with event time equal to 5.
From month 1 (m=1) to month M, Table A1 shows the number of events, survivals, total observations and the monthly hazard. Table A1 : Monthly hazard of the unstacked original dataset Note that "# number of the observations of event individuals" is the number of observations of individuals experiencing the event. When individuals are censored (n) or uncensored (d) at time 3, say, their observations are in m=1, 2, and 3. Thus, there are n3 observations, or d3 observations in m=1, 2 and 3.
For super dataset, the number of events, survivals, total observations and the monthly hazard are in Table A2 . In the super dataset, total # of survival observations = 1n1+2n2+…+MnM = ∑ =1 .
In the unstacked original dataset, total # of event observations = d1+d2+…+dM.
In the super dataset, total # of event observations = 1d1+2d2+…+MdM = ∑ =1 .
Therefore, the monthly hazard in the super dataset is identical to the monthly hazard in the unstacked original dataset.
Monthly Hazard of The Vertical Random Landmark Sample
The following derivation is to obtain the expected number of events, non-events, and, then, the expected monthly hazard of the vertical sample with all the possible landmarks being selected.
Let an individual's survival time be n (t=1 … n). The following table shows the event index of the original dataset and all the stacks from each landmark arranged side-by-side by the same time t. Let the 1st stack refer to the subsequent observations selected after the first landmark including the first landmark observation, let the 2nd stack refer to the subsequent observations selected after the second landmark including the second landmark observation, and so forth. Thus, the number of observations of the 1st stack is n, the 2nd stack has n−1 observations, and, the nth stack (last stack) has 1 observation.
When selecting a random sample of landmarks from these n landmarks in the original dataset, each landmark can either be selected or unselected. Thus, there are 2 n combinations of stacks can be selected. The number of stacks selected into a random sample of landmarks ranges from 0 to n, and the number can be denoted as nCi that is defined as ( ) = ! !( − )! , i=0,…,n where i denote the number of landmarks being selected. Hence, when i=0, it means no landmark is selected into the random sample, and, the random sample is simply an empty set. When i=5, say, there are nC5 combinations of landmarks selected into the random sample of 5 landmarks. The vertical sample then has the 5 selected landmarks and their subsequent observations. After arranging these 2 n combinations side-by-side by t, the number of observations (row count) of the first row is positive if the first stack is selected, the number of observations (row count) of the second row is positive if the first stack or the second stack is selected, and so forth.
If an individual has n landmarks and when the first stack is selected (only one choice= 1C1), there are 2 n-1 combinations of the remaining n-1 stacks to be selected. These remaining n−1 stacks are the 2nd stack, the 3rd stack, …, the nth stack. Thus, the sum of the row counts at t=1 from all the combinations of stacks selected is 1C1x2 n-1 .
The 1st stack and the 2nd stack contribute to the row count of t=2. When either one of the first or the second stack, or both is selected, the number of stacks being selected can be expressed by the coefficients of the expansion of (a+b) 2 . The expansion is 2C0a 2 b 0 +2C1a 1 b 1 +2C2a 0 b 2 .
The first term 2C0a 2 b 0 can be regarded as none of the first and the second stack is selected. Thus, the row count from this term is 0•2C0=0.
The second term 2C1a 1 b 1 can be regarded as either the first or the second stack is selected. Thus, the row count from this term is 1•2C1=2.
The third term 2C2a 0 b 2 can be regarded as both the first and the second stack are selected. Thus, row count from this term is 2•2C2=2.
After excluding the first and the second stack, the remaining stacks are from t=3 to n with 2 n-2 combinations. Thus, the sum of row counts at t=2 from all the combinations of stacks selected is (0•2C0+1•2C1+2•2C2)•2 n-2 .
In general, the sum of row counts at t=i (i=1 to n) from all the combinations of stacks selected can be expressed by the expansion of (a+b) i , and it is
Since there are 2 i combinations of number of landmarks being selected, the expected value of the ith row count is
Therefore, the expected value of the sum of row counts at t (t=1, …, n) of this individual with n landmarks is 2 , t=1, …, n.
If the individual experiences an event, the expected value of the last row count becomes the expected value of the number of events.
For the vertical landmark sample, the expected value of the number of events, event observations, survival observations, and the hazard are listed in the following As we can see, the expected monthly hazard of the random landmark sample is identical to of the original dataset and the super dataset. Therefore, the monthly hazard of the vertical landmark sampling is unbiased estimator of the unstacked original dataset.
Row Counts of The Vertical Landmark Sample with a Predetermined Sample Size
Suppose an individual has M months of history (survival time equal to M). As it has been shown that the row count in mth month in the super dataset is m, m=1 to M. Therefore, when randomly selecting n landmarks from the total of M landmarks (n<M), the maximum of the mth row count in a random landmark sample cannot exceed m.
In a random landmark sample after arranging all the stacks side-by-side by m, in order for the row count in the 1 st row to be 1, the 1st landmark must be selected, and there are combinations of 1 ( 1 1 ) ( − 1 − 1 ) .
That is, the 1 st landmark is selected with one count denoted as 1 ( 1 1 ), and n−1 landmarks are selected from the remaining M−1 landmarks denoted as ( − 1 − 1 ). In other words, the sum of the 1 st month row count from all the possible combinations of n landmarks is 1 ( 1 1 ) ( − 1 − 1 ). If the 1st landmark is not selected, then the 1st month row count is zero.
Similarly, in order for the row count in the 2nd month row to be positive (1 or 2), one of the 1st and the 2nd landmark or both must be selected, and the sum of the row counts in the 2nd month row from all possible combinations of n landmarks is 1 (
. That is, one of the 1st and 2nd
landmark is selected with one count denoted as 1 ( 2 1 ), and n−1 landmarks are selected from the remaining M−2 landmarks denoted as ( − 2 − 1 ). When both 1st and 2nd landmark are selected, the row count is 2( 2 2 ), and n−2 landmarks are selected from the remaining M−2 landmarks denoted as ( − 2 − 2 ).
Consequently, in order for the row count in the ith row to be positive, at least one of landmarks from 1st to ith landmark must be selected. Therefore, when randomly selecting n landmarks (n<M) from the total M landmarks, the sum of row counts in ith month from all possible combinations is
The expression for the above sum of row counts can be formulized as
The expression is equal to 0 when M-m < n-i.
Then, the expression can be simplified using the Vandermonde Convolution formula in Combinatorial Methods with Computer Applications by Gross (2008, CRC Press)
When selecting a sample of n landmarks from the total of M landmarks, there are ( ) combinations.
Thus, the expected the row count in mth row of the individual is As we can see, the expected monthly hazard of the random landmark sample with sampling rate p is identical to of the original dataset, the super dataset, and the vertical sample. Therefore, monthly hazard of the random landmark sampling with sampling rate p is unbiased estimator of the unstacked original dataset. Moreover, when the sampling rate p is 1, it becomes the super dataset.
The Unbiased Estimator of The Horizontal Landmark Sampling
Since a random sample is created from each landmark − the stratum, the monthly hazard is unbiased estimator of the original dataset.
The Unbiased Estimator of The Uniformly Spaced Landmark Sampling
After deleting the stacks with equidistance from the super data, it becomes the uniform sample. It is equivalent to deleting stacks from the super dataset, and those stacks are from the landmarks fall into the "equidistance". Similar to the super dataset, therefore, the number of events and survivals are also proportional to of the unstacked original dataset. The monthly hazard, hence, is an unbiased estimator of the unstacked original dataset. Table A1 can be regarded as a specific landmark from the population. Supposing the sampling rate is ρ, in mth month, there are ρdm events. The survival observations in mth month are the preceding observations from event individuals after mth month, and the non-event individuals in and after mth month.
The Unbiased Estimator of The Backward Landmark Sample
Then, the number of survival observations in mth month are ρ(dm+1+ ... +dM) + ρ(nm + nm+1 + ... + nM). Therefore, the expectation of the hazard in mth month is E[ρdm/( ρdm + ρ(dm+1 + ... +dM) + ρ(nm + nm+1 + ... + nM))] = ( +⋯+ )+( +⋯+ ) , an unbiased estimator of the unstacked original dataset.
The Variance of The Unstacked Original Dataset
Recall that di is the number of individuals with survival time i and the event occurs at time i. That is, the value of the event index for these individuals become 1 at time i and 0 otherwise.
The variance of the ith monthly hazard in the population is equal to Since the monthly number of observations of event or non-event in the super dataset is m (the number of month) multiplying the number of observations in the population, the variance of the ith monthly hazard in the super dataset is identical to of the original dataset. (Simply multiply both the numerator and the denominator by m in the above equations.)
The Standard Error of the Monthly Hazard of The Vertical Landmark Sample
Suppose a vertical landmark sample of ρ% is selected and the variance of the ith month hazard is Var(X), then, the variance of the means of the ith month hazards from all samples can be approximated by
(1 − ) ( ) where n is the sample size (total number of observations) in ith month, N is the size of the super dataset in ith month.
The expression (1 − ) is the finite population correction factor (Johnson, 2000) . Note that = ρ%, the sampling rate. Also note that Var(X) should be the variance of the population but it is often not available so it is approximated by the sample variance. Therefore, when selecting a ρ% vertical landmark sample, the standard error of ith month hazard can be approximated by (1 − p%) ( ) .
