Abstract. In the past few decades, a large number of data mining algorithms have been proposed to assist in the practical medical diagnosis. This paper proposes a novel algorithm, k-dependence causal forest (KCF) based on Bayesian network. The experiments conducted on the thyroid disease data set suggest the KCF model always has lower 0-1 loss and contains more conditional mutual information, which means the KCF model is suitable to assist in thyroid disease diagnosis and treatment.
Three restricted Bayesian classifiers
The Naive Bayesian(NB) network classifier is the simplest Bayesian network model, it assumes that all the predictive attributes are independent from each other given class label [6] . Suppose there are n independent attributes X={ 1 X ,..., n X } and m classes , where i ∈ (1, m), this can be derived from Bayesian theorem in Eq.1:
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The basic framework of TAN [7] can be seen as an extension of the Chow-Liu tree [8] , which utilizes conditional mutual information to build a maximum spanning tree (MST). TAN is a 1-dependence classifier, because it allows each attribute to have at most one parent besides the class. For a TAN model, the class assignments of the test samples are based on Eq.3:
where p X is the parent node of j X .
The k-dependence structure (KDB) [9] is a k-dependence classifier, as it allows each attribute to have a maximum of k parents besides the class attribute. There is a pre-determined attribute order by comparing mutual information I( i X ; C) between predictive attribute and class attribute, starting with the highest. Each attribute can select a maximum of k parents among the attributes ahead of itself in the predetermined order with the maximum conditional mutual information I( i X ; j X |C). For a KDB model, the class assignments of the test samples are based on Eq.4:
where { 
The k-dependence Causal Forest Algorithm
As MST contains most significant relationships between attributes, so we try to achieve high-dependence directed trees by extending MSTs, there will be one k-dependence causal forest (KCF) rather than one augmented tree. An example of the condition mutual information matrix with four attributes is shown in Fig.1(a) , after selecting each attribute as the root node and setting the direction of all arcs to be outward from it, four different directed MSTs are generated, as shown from Fig.1(b) to Fig.1(e) , the root node is filled in black. Leaf node i X can select other nodes as parents along the path from i X to the root node by comparing conditional mutual information. If k > 1, e.g., k = 2, more parents can be selected for each non-root node by comparing conditional mutual information. Fig.2 shows k-dependence Bayesian classifiers when k = 2. Compared with Fig.1 the new added arcs are annotated with red. For each i KCF , the space complexity increases exponentially as k increases, to achieve a trade-off between classification performance and efficiency we restrict the structure complexity to be 2-dependence in the following experiments.
Experiments and results
The experiments are conducted on the thyroid disease data set in UCI database, and the comparisons are among NB, TAN, KDB(set k=2) and KCF(set k=2). For the original thyroid disease data set, MDL discretization [10] is used to discretize numeric attributes. The averaged 0-1 loss of KCF model is 0.065, which is closer to zero compared with NB(0.111), TAN(0.072) and KDB(0.071). As the results of 0-1 loss shown, the proposed KCF algorithm is computationally efficient and usually achieve lower 0-1 loss compared with other algorithms on the thyroid disease data set, which means the corresponding KCF classifier performs efficient in thyroid disease diagnosis.
Then this paper compares the capacity of dependence representation in different algorithms, as the algorithm with a higher dependence level always has better dependence representation of attributes, so we make the comparison between KCF model and KDB model. Markov blanket can be seen as a tool to estimate the capacity of dependence representation. In a Bayesian network model, the Markov blanket of T is the union of parent, child, and parent of children, nodes of T [11, 12] . This paper locates the Markov blanket of each attribute contained in thyroid disease data set in the KCF model and the KDB model respectively, the results are shown in Fig.3 . Figure 3 The comparison of Markov blanket attribute numbers between KDB (k = 2) and KCF (k = 2). 
Conclusions
Bayesian classifiers have been previously demonstrated to perform efficiently in medical diagnosis and treatment. On the basis of analyzing and summarizing the working mechanisms of the three classical Bayesian classifiers, this paper proposed a novel algorithm, KCF, which will generate a k-dependence causal forest and the class membership probabilities produced by different subclassifiers are directly averaged. We conduct the experiments on thyroid disease data set, the results suggest that the KCF classifier has substantially lower 0-1 loss and stronger relationship dependence representation compared with the three classical models which demonstrates the KCF model is profitable to be applied in the diagnosis and treatment of thyroid disease.
