Introduction
Multi-carrier wireless systems have become a promising means of achieving the high data rates required by emerging wireless applications, especially when combined with link adaptation. Link Adaptation (LA) loosely refers to changing transmission parameters over a link, such as modulation, coding rate, power, etc., in response to changing channel conditions. The adaptation of the transmission parameters is performed according to the predicted future quality of the channel, also called as the channel-state. We assume that each channel (sub-carrier) may be in one of Å different states at any given time, with each state corresponding to a different pre-determined data rate achievable through LA. The presence of multiple carriers, combined with LA, leads to the possibility of choosing which sub-carriers to use, and at what rate to transmit on each sub-carrier in each time-slot.
While it is desirable to adapt the transmission parameters according to the channel state information (CSI) to capture even small-scale variations, there are practical limitations to frequent link adaptation. Fast adaptation increases the number of mode-change messages transmitted over the channel, consuming bandwidth, and time resources [2] . While many aspects of scheduling transmissions over time-varying wireless channels have been studied (see, for example, [9, 5, 6] and the references therein), the penalty induced by LA has not been considered. Moreover, predicting the future channel quality may also consume significant amount of system resources (e.g., time, bandwidth and power), since it may involve transmission of training-sequences, pilot tones, or feedback messages carrying the CSI. The issue of predicting the channel states and updating transmission modes becomes even more serious when considered within the context of multiple carriers if each sub-carrier is individually tracked/adapted.
One approach to reduce the overhead associated with LA in multi-carrier systems is sub-carrier grouping, i.e., forming groups of sub-carriers consisting of neighboring subcarriers, and treating the sub-carriers within the group as a whole for LA. For example, the sub-carriers within the same group may be constrained to adjust their rates in exactly the same time slot, or even to use the same data rates, resulting in a reduction in the number of mode-change messages. Further savings in system resources can be obtained through coarser CSI monitoring techniques, e.g., by using CSI of the center sub-carrier in each group as the representative of the whole group [3] . Clearly, these additional constraints may reduce the overall throughput, but they may also bring advantages by alleviating the additional resource consumption associated with LA.
This paper studies the effects of the sub-carrier grouping on the scheduling problem in a wireless network with multiple carriers. In particular we consider the trade-offs between size of the sub-carrier groups and the link throughput for various sub-carrier grouping models, with each corresponding to a different level of CSI tracking and system design complexity. We assume that a single user is communicating with the base station using the entire sub-carriers. This assumption is motivated by the OFDM, which uses multiple carriers in order to benefit from the frequency selective fading introduced by spreading the information bits over the entire signal band [2, 3] . The performance can potentially be improved by using high-level modulation on the sub-carriers with good channel conditions, and avoiding transmission on those with bad channel conditions. Ideally, each sub-carrier may use a different coding and modulation scheme (mode) independently of the others. However, practical limitations, such as the overhead involved in tracking CSI for each sub-carrier, as well as implementation complexity issues may favor other design options. For example, many implementations of OFDM involve joint processing of the signals on different sub-carriers at the transmitter and the receiver [4, 1, 3] , in order to simplify the implementation over a design that associates an independent transmitter and receiver with each sub-carrier. The model considered in this paper also differs from earlier work on wireless network scheduling in that we explicitly consider the time-penalty associated with link adaptation. In particular, we consider a wireless system with closed-loop adaptation [3] , where the changes in the transmission mode need to be explicitly signaled from the receiver to the transmitter, resulting in a time delay in starting transmission with the new data rates.
Four sub-carrier grouping models are considered in this paper, depending on whether: (i) CSI for each sub-carrier is known perfectly or not at the beginning of the current timeslot, and (ii) CSI for each sub-carrier in the same group is monitored individually or not. If CSI for each sub-carrier is not individually monitored, then it is assumed, without loss of generality, that only the sub-carrier located in the center of each group is monitored/tracked in order to reduce the overhead associated with the tracking. We will refer to the two conditions mentioned above which are used to categorize different cases as time-based estimation accuracy, and spectrum-based estimation accuracy, respectively, since the first one deals with whether our estimates are accurate over time, and the second one deals with whether our estimates are accurate over the frequency range of the group. Furthermore, for each case we consider, the rate allocation for all sub-carriers in the same group may be either constrained to be the same or allowed to be different. Assigning the same mode (data rate) to all sub-carriers within a group is mainly motivated by reducing the overhead involved in CSI tracking and mode-change messages [3, 2] . Even when the use of different modes is allowed within the same group, the implementation may be simplified by synchronizing the mode-changes among the sub-carriers within the same group, since many OFDM implementations involve joint processing of the signals transmitted on different sub-carriers as discussed above.
The rest of the paper is organized as follows. In Section 2, we discuss the system model and notations considered in this paper and give a formal statement of our problem. An offline dynamic programming algorithm for finding an optimal solution for the case of spectrum-and timeperfect estimates (with the same or different rate allocation requirement) is presented in Section 3. This optimal algorithm will be used as an upper bound in later sections for throughput analysis. In Section 4, an online algorithm for the case with perfect CSI estimates in spectrum and time is discussed. Heuristics for online variations considering spectrum-and time-estimation accuracy probabilities are also discussed in Section 4. Numerical results are presented in Section 5, and the paper concludes in Section ??.
Problem Statement
We consider the downlink scheduling problem to a user in a wireless network with sub-carriers ¬ ½ ¬ ¾ ¬ . Note that we use the terms channel and sub-carrier interchangeably in this paper. Time is slotted, and time-divisionduplexing is used, i.e., uplink and downlink transmissions take place in turn. At any given timeslot Ø, the maximum data rate for the downlink on sub-carrier is bounded by ´ Øµ. If the base station tries to transmit data at a rate larger than ´ Øµ, the actual throughput on sub-carrier in timeslot Ø is ¼.
We divide sub-carriers ¬ ½ ¬ ¾ ¬ to Ñ groups, such that each group consists of index-continuous sub-carriers, except possibly for the last group (in case is not divisible by ):
Please note that Ñ . In each group, the base station performs link adaptation on the basis of group rather than individual sub-carrier, i.e., link adaptations for all subcarriers within the same group are always performed in the same timeslot. Again, the base station can allocate a transmission rate which is larger than the current capacity for a sub-carrier ¬ in timeslot Ø, and, if that is the case, the actual throughput, denoted by Ü´ Øµ, for the sub-carrier in timeslot Ø is ¼.
We assume that the base station has perfect knowledge of the channel state for the sub-carrier located in the center (based on index) of a group in timeslot Ø, and perfect or imperfect estimates of the channel states for the remaining sub-carriers in that group. We also assume that the base station has perfect or imperfect estimates of channel states for the next timeslot Ø · ½ . The base station allocates a transmission rate for each channel in timeslot Ø according to the previous timeslot allocations for each sub-carrier in the group, as well as the current and next time-slot capacity estimates of all sub-carriers in the group. If an allocation change is required for a sub-carrier, then the next downlink transmission (in time-slot Ø) is used to notify the receiver of the new transmission rate, which may be confirmed by the mobile station through an ACK in the next uplink transmission. Thus, transmission at the new data rate starts only after a delay of a full duplex transmission cycle. Let us assume that each time-slot, of duration AE, consists of a downlink transmission followed by an uplink transmission. Thus, if the base station decides to change the transmission rate at time ØAE, then transmission with the new rate starts at timé Ø · ½ µ AE. The duration of each timeslot is assumed to be equivalent to this time-penalty AE. Hence, the earliest time to have a new data rate after timeslot Ø is Ø · ¾ . Since we consider group-wise link adaptation, if link adaptation needs to be performed for one channel, all other channels in the same group also have to pay the penalty of link adaptation. That is, if the allocated transmission rate ´ Øµ for sub-carrier ¬ in Ø th timeslot is different from allocation in´Ø · ¾ µ th timeslot, then allocation during timeslot´Ø · ½ µ must be ¼ for all channels that are in the same group as ¬ . Let ´¬ µ denote the group to which ¬ belongs. Then,
An example of a feasible allocation matrix for a group with size of ¿ and timeslots is shown in Table 1 . 
Perfect and Imperfect Estimates
We explore four cases of the scheduling problem according to the knowledge of the base station about the channel states for the sub-carriers other than the center sub-carrier of a group and the estimated next timeslot capacities. For each case, we consider two sub-cases. First sub-case is that the allocation for all sub-carriers in the same group is the same, i.e., ´ Øµ ´ Øµ if ¬ and ¬ are in the same group. The second sub-case is that the allocation for each sub-carrier in the same group can be different.
Case ½: Time based perfect estimates and spectrum based perfect estimates(TPSP). The capacity estimates for next timeslot are assumed to be perfect and the channels in the group are monitored separately, so that the current capacity estimate for each channel is perfect.
Case ¾: Time based imperfect estimates and spectrum based perfect estimates(TISP). The capacity estimates for next timeslot are assumed to be imperfect so that the actual capacity for next timeslot may be different from the estimated capacity. The channels in the group are monitored separately, so that current capacity estimate for each channel is perfect.
Case ¿: Time based perfect estimates and spectrum based imperfect estimates(TPSI). The capacity estimates for next timeslot are assumed to be perfect. However, only the center channel of a group is monitored and the other channels in that group have imperfect capacity estimates for the current timeslot.
Case : Time based imperfect estimates and spectrum based imperfect estimates(estimates (TISI)).
The capacity estimates for next timeslot are assumed to be imperfect and only the channel which is located in the center of a group is monitored, so that the capacities for remaining channels in that group are estimated imperfectly.
Our objective is to develop online and/or offline algorithms and to find the relationship between the overall achievable throughput, 
Notation
The following notations are used in this paper repetitively.
: Total number of subchannels : The number of subchannels in one group Ñ: The number of groups
The channels are assumed to be grouped as follows: 
Optimal Offline Solution Given Perfect Estimates
In this section, we present a dynamic programming algorithm for finding an optimum solution for the offline version of the problem. We assume that the channel capacities for all timeslots and all subcarriers are known, and the grouping is specified. Our objective is to allocate usage so as to maximize the total throughput.
Clearly, each group is independent of the others, and thus, we will formulate the problem as maximization problem for the specified group only. Given: A group of sub-carriers ¬ ½ ¬ ¾ ¬ , and capaci- 
Recurrence
Let ´Ø Ø µ denote the optimal value of the throughput for the time period between Ø and Ø , both inclusive. Then, using the two cases described above, we can define the following recurrence relationship for ´Ø ½ Ø ¾ µ, which leads to the dynamic program.
´Ø ½ Ø ¾ µ is equal to maximum of two terms: Here, ´ Ø ½ Ø ¾ µ is the maximum throughput on channel without using link adaptation between timeslots Ø ½ and Ø ¾ , that is, by using same allocation on each timeslot between Ø ½ and Ø ¾ . We observe, that even though the allocation on each timeslot will be the same, the throughput as given by Equation 1 need not be the same. For calculating the value of ´ Ø ½ Ø ¾ µ, we consider two models:
For a given timeslot, all channels (within the group) must have the same allocation.
For a given timeslot, different channels can have different allocation.
We observe that ´ Ø ½ Ø ¾ µ is the product of allocation and the number of timeslots for which the capacity matches or exceeds that value of allocation. If a high value of allocation is chosen, few timeslots may be able to utilize that allocation. If a low value of allocation is chosen, throughput will be non-zero for a relatively larger number of timeslots, but will be smaller. The value ´ Ø ½ Ø ¾ µ is obtained by using an optimum value of allocation.
Before giving a formal algorithm to calculate ´ Ø ½ Ø ¾ µ, we make two observations: Observation 2: Optimum value of allocation may not be unique. For example, if ¾ ¿ ¿ , then using an allocation of ¾, the throughput will be ¾ ¾ ¾ . By using an allocation of ¿, the throughput will be ¼ ¿ ¿ . In each case, the total value of throughput is .
Observation 3:
Optimum value of allocation must be equal to the capacity on some timeslot. Otherwise, the net throughput can be achieved by increasing the allocation to next higher capacity.
Different Rate Allocation within a Sub-carrier Group
In this case, the value of ´ Ø ½ Ø ¾ µ is maximized independently for each channel.
Step time.
An Improved Ç´ ¡ Ò ¿ µ Solution Using Dynamic Programming
The entire array ´ Ø ½ Ø ¾ µ can be calculated more efficiently using dynamic programming.
We observe that given ´ Ø ½ Ø ¾ µ, the value ´ Ø ½ Ø ¾ · ½µ can be calculated in Ç´Ò ½ µ time as follows:
We maintain the sorted array of capacities, as well as the frequency count for each index from Ø ½ to Ø ¾ . Then, given ´Ø ¾ ·½µ, we can insert it into the sorted array in Ç´Ò ½ µ time, update the frequency count in Ç´Ò ½ µ time, and choose the maximum in Ç´Ò ½ µ time. Thus for the Ò ¾ possible combinations of Ø ½ and Ø ¾ , and possible values of , the complete array ´ Ø ½ Ø ¾ µ can be calculated in Ç´ ¡ Ò ¿ µ time.
Same Rate Allocation within a Sub-carrier Group
In this case, the value of ´ Ø ½ Ø ¾ µ is maximized for the entire group at the same time.
Using the approach outlined in Section 3.1.1, the value ´ Ø ½ Ø ¾ µ can be calculated by considering all Ò ½ entries at the same time.
Step 1: Sort the capacities ´ Øµ, where Ø ½ Ø Ø ¾ and ½ , in non-decreasing order. Say the sorted capacities are 
Time Complexity Analysis

Online Variation of Problem
In a practical scenario, during timeslot Ø, we may not have the information about what the capacities will be for all timeslots from Ø · ½ to Ò. Even with carrier sensing, it is much more reasonable to assume that we have perfect or imperfect information for capacity for the next timeslot, i.e., Ø· ½ µ only. Within this realm, many variations of problems are possible, as outlined in Section 2.1.
Online Algorithm Given Perfect Estimates for Spectrum and Time
In this section, we discuss time based perfect estimates and spectrum based perfect estimates, that is, we assume that we have the perfect knowledge for the capacity information of next timeslot (Ø · ½ ), and by sensing the middle channel in a group, we obtain the perfect information for all channels in that group. For this case, we have the following heuristic algorithm, which is extended from the WDH (wait-dominate-hold) heuristic algorithm presented in authors' earlier work in [8] and [7] .
Since we only consider group-wise allocation, we only consider one group ¬ ½ ¬ ¾ ¬
Different Allocations Allowed in Same Group
The online algorithm attempts to allocate usage in such a way that the throughput obtained by a tentative schedule over the two time-slot period (t,t+1) is maximized. When different allocations are allowed within the same group, our strategy is as follows. For each timeslot Ø, we consider the following cases, and compute the achievable throughput in each case:
1. Use the current timeslot Ø for link adaptation, that is, set ´ Øµ ¼ for all subchannels ½ . In this case the anticipation is that allocation in the next timeslot, i.e., will be used fully. That is, we set ´ Ø · ½ µ ´ Ø · ½ µ . In this case, the maximum possible throughput is È ´ Ø · ½ µ .
2. If the previous timeslot had non-zero allocation, use the current timeslot Ø without link adaptation, that is, set ´ Øµ ´ Ø ½µ ¼ for each subcarrier. In this case, the maximum possible throughput is obtained by assuming the same allocation ´ Øµ ´ Ø · ½ µ ´ Ø ½µ on all ¿ timeslots. We remind the reader that in this section, we are considering the case in which different channels can use different allocation.
3. If the previous timeslot had zero allocation, use the current timeslot Ø in the best manner possible with the information that we have. Based upon the values ´ Øµ and ´ Ø · ½ µ , we consider three subcases:
In this case, we note that the throughput in next timeslot, i.e., Ü´ Ø · ½ µ will be ¼.
´ Ø · ½ µ and we note that the throughput in the current timeslot, i.e., Ü´ Øµ will be ¼.
We note that the throughput in both the timeslots will be Ü´ Øµ
We compare the throughput for each case and get the maximum throughput, and allocate corresponding allocations to each channel at timeslot Ø. We calculate the throughput according to the allocation. Time Complexity Analysis As described in the algorithm above, decision for each subcarrier can be made in Ç´½µ time, and thus the time complexity for each timeslot is Ç´ µ.
Same Allocation for all Channels in the Same Group
In this case, we assume that all channels in a group have same allocation for each timeslot Ø. Since ´ Øµ is the same for all subcarriers within a group, we will simply use ´Øµ to refer to the allocation during the timeslot Ø. That is, ´Øµ ´½ Ø µ ´ Øµ ½ . Suppose that ´ Øµ denotes the throughput for the entire group in timeslot Ø, as given by Equation 1 when the base station allocates the data rate of to that group. 
Similar to Section 4.1.1, we consider the following cases when deciding allocation for timeslot Ø. We compare the maximum possible throughput for the entire group for two timeslots Ø and Ø · ½ in each case. We then select the maximum throughput, and allocate corresponding allocations to each channel at timeslot Ø.
1. Use the current timeslot for link adaptation, that is, we set ´Øµ ¼. In this case, the throughput for the group during the Ø-th timeslot will be ¼. The tentative throughput for in timeslot Ø · ½ is maximized by choosing a value of allocation (say a*) that maximizes È ½ Ü´ Ø · ½ µ when the allocation is £. We note that in this case the entire throughput for timeslots 
Time Complexity Analysis
From the algorithm description above, the worst case time is for finding the optimum allocation value is in Case 3. In that case, given ¾ possible values of £, the optimum value can be computed by first sorting all possible values, similar to as described in Section 3.1.2. Thus, the time complexity for each timeslot is Ç´ ÐÓ µ.
Heuristic for Imperfect Spectrum Estimates
In this subsection, we consider the case in which we only have the perfect knowledge of the center channel in a group × , i.e., £ ×´ Øµ ´ ¼ Ø µ and £ ×´ Ø · ½ µ ¼´ ¼ Ø · ½µ, where ¬ ¼ is the center of × . We assume that the possible data rates are limited to take values from a set of discrete values, which are denoted by Ê Ö ½ Ö Å . We also assume that É ×´ Øµ is given for any´ µ pair, where and are data rates included in Ê. We estimate the ´ Øµ with ´ Øµ È Å Õ ½ É ×´ £ ´ Øµ Ö Õ Ø µ. We also estimate ¼´ Ø · ½ µ
Note that ´ Øµ and ¼ ´ Ø · ½ µ are expected values. After that, the base station can apply heuristic for perfect spectrum estimates to make allocation.
Numerical Results
In this section, we present the empirical results for the algorithms presented in the preceding sections. Our goal here is to explore the impact on the throughput and optimal throughput with varying group size for the different cases discussed in the previous sections.
For calculating empirical results, we assume 1,000 timeslots and channel capacity is randomly chosen from one of the levels (MCS: [ ½½ ¾ ½ ½ ¾¾ ¾ ¾ (in kb/s)) as outlined in the EGPRS modulation and coding schemes and peak data rates in [2] .
For the case of algorithms for time based imperfect channel estimates, the following procedure is used to calculate the estimated capacity and true capacity values. The prediction accuracy is used to calculate the values È´ µ for all values of , where È´ µ is the probability that actual capacity ´ Ø · ½ µ turns out to be equal to , given the estimated value ¼´ Ø · ½ µ was equal to .
1. We assume that for any rate , the prediction accuracy in capacity estimation for each channel, and each time slot is the same, and is given by È´ µ.
2. We first generate the value by choosing a random value from the MCS list.
3. From È´ µ, we first calculate È´ µ ½ È´ µ. We note that many results for the case of perfect estimation can be subsumed under the results for imperfect estimation, by setting the prediction accuracy probability to 1.
For the case of algorithms for spectrum based imperfect channel estimates, the following procedure is used to calculate the estimated capacity and true capacity values. The prediction accuracy is used to calculate the values É´ µ for all values of , where É´ µ is the probability that actual capacity ´ Øµ turns out to be equal to , given the estimated value £ ´ Øµ was equal to .
1. We assume that for any rate , the prediction accuracy in capacity estimation for each time slot is the same, and only related with the "distance" which is given by É ´ µ. Please note that the distance is between the indices of ¬ and ¬ , where ¬ is the center channel of the group.
2. We first generate the value by choosing a random value from the MCS list, which will apply to all channels in a group.
3. From É ´ µ, we first calculate É ´ µ ½ É ´ µ. 4 . We assume that the É ´ µ is inversely proportional to the "distance" between and . Please note that the distance is between the indices in the MCS list. For example, the distance between ½½ ¾ and ¾¾ is ¿. Using this inverse relationship and the fact that È ¾MCS É ´ µ ½ , we can calculate É ´ µ for all values of and .
We note that many results for the case of time based perfect estimation can be subsumed under the results for time based imperfect estimation, by setting the prediction accuracy probability to ½ ¼.
Next we plot throughput for different group sizes, different values of prediction accuracy, as well as the two allocation schemes (same or different allocation in each timeslot). The number of channels considered is 30. The data, which stand for capacities for each timeslot and each channel, are generated randomly in Figures 1, 2 and 3 .
In Figure 1 , the throughput is plotted against the group size, for prediction accuracy ¼ , ¼ and ½ ¼ with monitoring all channels in a group, i.e., the capacity estimate of each channel in timeslot Ø has ½¼¼± accuracy. The plot suggests that the throughput decreases with the increasing group size, and the scheme with different rate allocation within a group always results in higher throughput than the scheme with same allocation. The results also confirm that the throughput is higher if the time-based prediction accuracy for the channel is higher. This is also consistent for results shown in Figures 2 and 3 In Figures 2 and 3 , results are shown for the case when only the channel located in the center is monitored, and the throughput is plotted against the group size, for È × ¼ ½ and È × ¼ ¾, respectively, and for the prediction accuracy ¼ , ¼ and ½ ¼, where È × is the parameter to calculate É ´ µ ½ È × and here is the distance between ¬ and ¬ . The plots suggest that for each case, the throughput is less than that in Figure 1 . However, the throughput for each case shows a similar trend when the group size increases. This can be explained due to the fact that the capacity of each channel in Figure 1 has ½¼¼± accuracy, while in Figures 2 and 3 , the base station only has the perfect knowledge for the channel residing in the center of group.
Note that channel capacities are randomly generated in Figures 2 and 3 , while heuristic algorithms consider the different values of É ´ µ. Therefore, one cannot expect the outcome of each case, i.e., the throughput when È × ¼ ½ is not necessarily better than the throughput when È × ¼ ¾. In Figure 4 , we generated capacities following the same method for calculating É ´ µ and compared the result when the same allocation constraint is applied. As expected, the throughput for the case of È × ¼ ½ always performs better than for the case of È × ¼ ¾. 
