Achievable information rates are discussed as a tool to analyse and design optical networks. It is shown that the maximum throughput of the network and its dependency of different network parameters can be predicted with such a tool. Keywords: achievable information rates, information theory, network throughput, optical networks.
ACHIEVABLE INFORMATION RATES 2.1 Point-to-point Links
The capacity of the AWGN channel under an average power constraint is C = 2 log 2 (1 + SNR), where the prelog factor of 2 takes into account the two polarisations. The value of C represents the maximum number of information bits per symbol that can be reliably transmitted through an AWGN channel. The AWGN capacity is achieved when the transmitted symbols are chosen from a zero-mean Gaussian distribution. In practice, however, the modulation has M discrete levels, which reduces the achievable transmission rates.
We consider a CM transmitter where a FEC encoder generates code bits. These bits are gathered in groups of m, and then mapped to a QAM constellation with 2 m = M constellation points. These symbols are then transmitted through a channel. At the receivers, two structures are considered. The first one is based on a HD-FEC decoder. In this case, the noisy symbols are first converted into bits (m bits per received symbol). These bits are passed to an HD-FEC decoder. In the second structure, the noisy symbols are converted into "soft" bits (usually log-likelihood ratios), which are then passed to an SD-FEC decoder.
For HD-FEC, Shannon's coding theorem states that error-free transmission is possible if Fig. 1(left) . The results are obtained for an AWGN channel and 2 polarisations. These AIRs cross each other for different values of M (see the asterisks in Fig. 1 ), and thus, the theoretically optimal choice of Rc and M is not straightforward. For HD-FEC we consider here, QPSK should be used for SNRs below 5.8 dB, 16QAM for 5.8 ≤ SNR ≤ 14 dB, etc. The corresponding FEC OHs are shown in Fig. 1(right) . This figure also shows the optimum minimum and maximum OH values for each modulation format.
Figure 1. AIRs with HD-FEC (left) and corresponding OHs (right). The black asterisks show the SNR values
where the modulation size should be changed. The channel capacity C is shown for comparison.
Optical Networks
The performance metric under consideration is the total network throughput, which we denote by Θ. For a precise definition of Θ, we refer the reader to [22, Sec. III]. The network throughput represents the total traffic transported by the network that satisfies a given traffic demand. To solve the network throughput problem, the routing and wavelength assignment problem was solved numerically as an integer linear programming (ILP) problem as described in [21, Section 4.1]. In particular, we maximised the network throughput Θ under a uniform traffic demand assuming the transceivers achieve the channel capacity C, and for a fixed channel separation (50 GHz). All other system parameters are given in [22, Table I ]. The channel capacity C is pre-calculated based on the route SNR, which is in turn calculated using the GN model assuming a uniform launch power that maximises the SNR of the worst case central wavelength channel (see more details in [22, Sec. II-C]).
The ILP solution provides the number of active light paths (i.e., number of transceivers) and their routes between each node pair. From this, the total number of active light paths T in the network is obtained. This solution also provides the SNR of each active light path. The obtained results are shown in Fig. 2 for three network topologies: national (Deutsche Telekom Germany (DTG)), continental (NSF topology), and transcontinental (Google B4 (GB4)). These networks are described in detail in [22, Sec. II-B]. The vertical bars show the number of transceivers that need to be installed to maximise the network throughput. The total number of transceivers for the DTG, NSF, and DTG networks are 1230, 1094, and 570, respectively.
The vertical bars in Fig. 2 can be interpreted as the SNR distribution across the network. By comparing these distributions, it is clear that the average SNRs across the network decreases as the size of the network increases. This is due to the presence of long links in continental and transcontinental networks (NSF and GB4). The SNR distributions in Fig. 2 also show that the spread of the SNR values is much larger for large networks. While for the DTG network, the variation in SNR is about 10 dB, for the GB4 network, this variation is about 20 dB. Once the SNR values for the active light paths are found, the maximum network throughput can be calculated using AIRs. In particular, the SNRs of the light paths shown in Fig. 2 are first grouped for each source destination pair. Then, the SNRs are "mapped" to throughputs AIR curves. In the ideal case when transceivers achieve the channel capacity, the resulting throughputs are 524, 278, and 88 Tbps (see Fig. 2 ). For the more realistic case of discrete constellations, this mapping approach can still be used, via the results in Fig. 1 . This is shown schematically in Fig. 3(left) for the DTG network. These idealised results show that the transceivers should only use 64QAM and 256QAM. The results in Fig. 3(right) show similar results for SD-FEC. In this case, AIRs similar to those in Fig. 1 can be obtained based on the generalised mutual information [2] , [3] . The results in Fig. 3(right) show how most of the transceivers should use 256QAM and 1024QAM (for the short routes with high SNRs).
Figure 3. Optimum modulation format for HD-FEC (left) and SD-FEC (right) as well as the SNR distribution for
the DTG network.
Applications: Code Rates and Amplifier Noise Figure
One of the key components in an optical network are the EDFAs, which are characterised by their noise figure (NF). This NF varies between 3 dB (the theoretical minimum) and 5 − 7 dB (for most commercially available amplifiers). The results in the previous section were obtained for a NF of 5 dB. Here, we use the methodology described above to quantify the dependency of the network throughout on the amplifier NF.
The obtained results are shown in Fig. 4 . For NF = 5 dB, the highlighted throughputs are those obtained in Fig. 3 and show the potential gains offered by SD-FEC over HD-FEC.
Figure 4. Network throughputs for three different network topologies as a function of the amplifier NF: transceivers achieving the channel capacity (black lines), SD-FEC (blue lines), and HD-FEC (red lines).
These result show that the gains offered by SD-FEC are much more important in large networks. For example, the relative throughput gains for the DTG network are, on average, 13%; for the GB4 network these gains increase to 28%. The results in Fig. 4 also show the tradeoff between SD-FEC and amplifier noise figure: for all three networks, a given throughput obtained with HD-FEC can be maintained if SD-FEC is implemented and the NF is increased by 3 dB.
CONCLUSIONS
In this paper we discussed the use of information-theoretic metrics (achievable information rates) in the design of optical networks. It was shown that achievable information rates are a powerful design tool for networks that use forward error correction and multilevel modulation. The main focus of this paper was on uniform traffic and idealised forward error correction. Future work includes analysis of dynamic traffic scenarios and practical codes. We believe the methodology discussed in this paper can be used in such cases.
