With the rapid development of Internet of things technology, the interaction between people and things has become increasingly frequent. Using simple gestures instead of complex operations to interact with the machine, the fusion of smart data feature information and so on has gradually become a research hotspot. Considering that the depth image of the Kinect sensor lacks color information and is susceptible to depth thresholds, this paper proposes a gesture segmentation method based on the fusion of color information and depth information; in order to ensure the complete information of the segmentation image, a gesture feature extraction method based on Hu invariant moment and HOG feature fusion is proposed; and by determining the optimal weight parameters, the global and local features are effectively fused. Finally, the SVM classifier is used to classify and identify gestures. The experimental results show that the proposed fusion features method has a higher gesture recognition rate and better robustness than the traditional method.
Introduction
With the development of Internet technology and communication technology, the Internet of things technology has gradually been developed and applied. The Internet of things technology mainly refers to the development of corresponding functions in the real world to transmit, process and execute smart data. This requires the Internet of things to have the corresponding computing power and perceptual power, so that these real-world data can be converted into smart data and ultimately achieve mutual interaction between people and things [1, 2] . The research background of this paper is the somatosensory interaction technology based on the overall environment of the Internet of things. At present, research on gesture recognition technology has become an important research direction in digital image processing, artificial intelligence, computer vision, pattern recognition and other related fields [3] . In recent years, the gesture recognition method based on Kinect sensor has been widely used in gesture recognition because it can separate gestures from complex backgrounds and is less affected by illumination and can accurately track and locate gesture motions. However, the Kinect sensor needs to further improve in the resolution of the depth image and the lack of color information and the recognition of complex gesture movements. Therefore, this paper studies and analyzes the gesture recognition based on Kinect for the above problems.
The first part of this paper is about the segmentation of gesture images and then proposes an image segmentation method based on the fusion of depth information and color information, the Kinect sensor is used to track and locate the gesture area of interest, and then the depth image is displayed in color. The second part is about the feature extraction of gesture images. To ensure the extraction of all the information of the segmentation image gestures, the corresponding features are extracted from the global and local parts of the image. The third part is about the dimension reduction of the feature data. Because the extracted HOG feature dimension is high, the calculation is cumbersome when classifying and this paper uses PCA to reduce the dimension. The fourth part is about the experiment and result analysis of gesture recognition, which proves the superiority of this method from the recognition performance of gesture under different scales, different rotation angles and different illumination conditions.
Related works
Gesture recognition methods based on data gloves have been widely studied for a long time. This method mainly uses gloves to measure various kinds of hand information and then uses these measurements for gesture modeling and recognition. In recent years, the use of data gloves for gesture recognition has triggered a wave of gesture recognition research [4, 5] . Some scholars propose a Kinect-based gesture recognition method that uses FEMD algorithm to achieve stable static gesture recognition, but the algorithm requires a large of data for training [6, 7] . Some researchers have combined BPNN and PSO algorithms on the basis of traditional algorithms, which greatly reduces the training time and improves the accuracy of gesture recognition [8] . Although the data glove-based gesture recognition method has high recognition rate and high speed, due to the different collections of individuals and the layouts of the electrode position, the data glove is very inconvenient in practical applications, which greatly affects the effect of classification and recognition. At this stage, it is mainly applied to the training of myoelectric artificial hand.
Recently, because EMG signal is not easily affected by the external environment and has better real-time performance, many researchers have begun to study EMG control. Yinfeng Fang et al. [9] independently developed a new type of electromyography electrode arrangement, using 16-channel surface EMG signal for gesture acquisition, and studied the relationship between EMG and human hand movement in the two-dimensional test chart. Some people use the patch electrode attached to the arm to measure the EMG signal when writing and use the dynamic time warping (DTW) matching algorithm to complete the writing recognition [10] . In the gesture recognition of EMG signals, many studies have shown that hidden Markov model (HMM) and artificial neural network methods can improve the recognition rate of gestures, but HMM methods and neural network classifiers need to train a large number of samples and algorithms are complex, which makes them unsuitable for fast gesture recognition applications.
Kinect sensor can collect RGB color image and depth image, use Kinect platform to carry out human-computer interaction, then use computer graphics technology, machine learning algorithm and intelligent control theory to recognize and classify gestures, and make corresponding response. Therefore, this paper studies the recognition of gestures based on Kinect sensing equipment, which can be roughly divided into the following processes: gesture segmentation, tracking and feature extraction and classification recognition.
Since the Kinect sensor has been applied to the field of gesture recognition, the Kinect-based gesture recognition method has achieved good recognition results. However, the Kinect sensor still needs to be improved on the problems of the lack of resolution and color information of the depth image and the recognition of complex gesture movements. The resolution of the depth image is related to the depth value. If it is the closer to the sensor, the depth data cannot be obtained. If the sensor is too far away, the resolution is lower and the color information cannot be retained. The more complicated the gesture motion, the lower the recognition rate. Therefore, the combination of multiple methods to achieve segmentation and feature extraction and recognition of complex gestures in different environments needs further study.
Gesture image segmentation
Gesture segmentation is to separate the gesture area from the acquired image and other unrelated backgrounds. Commonly used static gesture segmentation methods include background subtraction, skin color model and depth information [11, 12] . Among them, the background subtraction method is extremely vulnerable to the limitation of background movement, and it is difficult to perform the task of gesture segmentation. The skin color model method is simple, has high real-time performance and can adapt to changes in gesture shape. Since skin color features are not affected by rotation, scaling, etc., the segmentation is not subject to wear restrictions. And the skin color has a clustering property in a specific color space; however, it is highly susceptible to the influence of light and skin-like background. The depth information method has extremely high definition and resolution for images acquired in the visual range and can accurately distinguish the background from the object to be measured, and the noise it produces is small and can be ignored, but it is easy to be affected by the depth value and loses the color information of the object [13, 14] . Aiming at the advantages and disadvantages of the above gesture segmentation method, this paper adopts the segmentation method combining depth information and color information.
Segmentation of gestures of interest regions
The color image and the depth image are acquired by the Kinect sensor, and the depth value of each pixel of the depth image is stored in the two-dimensional array depthing ½i½j, and the following determination is made:
If ðdepthing ½i½j X && depthing ½i½j ! YÞ depthing ½i½j ¼ 1; Else depthing ½i½j ¼ 0; 
Selection of color space
The color space can be represented by a three-dimensional coordinate system. Each color is fixed in the position of the determined color space. In different color spaces, the way of representing the image is different [16] . The HSV color space and the YCbCr color space are two commonly used color spaces. YCbCr color space is commonly used in digital video, where luminance information is stored separately in Y and chrominance information is stored in Cb and Cr. Cb reflects the difference between the blue component and the luminance value, and Cr reflects the difference between the red component and the luminance value [17] [18] [19] [20] Compared with the HSV color space, the Y component in the YCbCr color space is also independent of the Cb and Cr components. The conversion of YCbCr and RGB color space is linear, and the calculation is relatively easy. In addition, the clustering effect of skin color in the YCbCr color space is more compact and easier to segment than in the HSV color space [21] [22] [23] . So this paper chooses to segment the gesture image in the YCbCr color space.
Selection of skin color model
Under the single white background, a small number of holes will appear in the threshold model segmentation gesture, and more background will appear in the Gauss model segmentation. But the foreground gesture image segmentation is better than the threshold model. The foreground gesture segmentation effect of elliptic model and threshold model is similar, and the background segmentation effect is the best. In different non-white backgrounds, the Gauss model has the worst segmentation effect, while the elliptical model is the best. Based on the background of gesture image segmentation in this paper, the elliptic model is selected to segment the gesture image of depth extraction.
After selecting the YCbCr color space, this paper uses the statistical principle to analyze the skin color. By detecting the skin color area of all pixels in the test statistics image, then the image is segmented according to the distribution of the pixel points of each image in the skin color area measured in the test [24] .
After statistical calculation, it is more better to use ellipse to fit the distribution of skin color in the CbCr coordinate system [25] . The calculation formula of the elliptical model is as follows:
After statistical analysis, the parameters in the Cb-Cr plane of the model are as follows: The center of the ellipse is Cb 0 =124.53, Cr 0 = 135.30, the angle of inclination of the ellipse is h = 2.27 (radian), and the major and minor axes of the ellipse are a = 29.99, b = 17.62, C x = 1.83, C y-= 2.67, respectively. The skin color judgment criteria are set to:
As shown in Fig. 2 , elliptic curve is established on the skin color distribution by the elliptic model equation. It can be seen that most of the skin color points are included in the elliptical region, and the blank region is relatively small, and the elliptic model is relatively fast [26] [27] [28] . The elliptical model uses elliptical regions to contain skin color pixels [29] , and the segmentation effect is best. Therefore, this paper selects the ellipse model to segment the depthextracted gesture image, and the segmentation effect is shown in Fig. 3 .
Post-processing of gesture images
After the original image is segmented by the depth segmentation and the elliptical skin model, a binary image of the gesture image with a large number of backgrounds is obtained, but there are burrs on the gesture boundary or holes in the gesture area, which will interfere with subsequent feature extraction and classification operations [30] [31] [32] [33] . Therefore, it is necessary to perform morphological processing and image enhancement.
In order to reduce the subsequent interference on the feature extraction of the gesture image, a gesture of elliptical model image segmentation is performed in the YCbCr color space expansion processing, and it can eliminate a small amount of holes in the gesture [34] ; the processing effect is shown in Fig. 4a . Secondly, median filtering is performed, the contour of the gesture edge becomes very smooth [35] , and the processing effect is shown in Fig. 4b . Then, the etching process is performed to restore the original size of the gesture, so that the gesture contour is more rounded [36] , and the processing result is shown in Fig. 4c . Finally, the outline of the gesture image is extracted as shown in Fig. 4d .
Feature extraction of gesture images
The gesture binary image segmented by the elliptical model has been post-processed to reduce a lot of useless information. In order to be able to classify and recognize different gestures in the following, it is necessary to extract features, and the extracted data can reflect information such as shape and structure of the image [37, 38] . In this paper, the corresponding features are extracted from the global and local parts of the image. 
Hu invariant moments
The global feature extracted in this paper is the Hu invariant moment. The gray value of the image is regarded as a two-dimensional probability density distribution function. By calculating the corresponding geometric moment, the characteristics of translation, rotation and scale invariance can be obtained. This feature represents the geometric shape of the image, and the calculation speed is faster [39] .
For two-dimensional continuous function f(x, y), the (p ? q) order moment is:
If f(x, y) is the pixel value of the digital image and the image size is M 9 N, the integral operation needs to be converted into a sum operation, and the above formula becomes:
The corresponding (p ? q)-order center moment is: represents the centroid of the image. The normalized (p ? q)-order central moment is:
The normalized first-order, second-order and third-order central moments are derived by nonlinear combination to obtain the seven invariant moment features of the image:
Hog feature
The local feature extracted in this paper is the HOG feature. The details and texture of the image are depicted by utilizing the distribution of gradients within the local regions of the image. When extracting the feature, the entire image is first divided into a plurality of non-overlapping small units. Then calculate the gradient size and direction of each pixel in each unit to form a gradient direction histogram. Finally, the individual units are spliced into larger blocks, which are normalized in the block to ensure the robustness to illumination. The extraction process of HOG features is as follows: T to obtain the horizontal gradient Gx(x, y) and the vertical gradient Gy(x, y), and according to this calculation gradient magnitude G(x, y) and gradient direction a(x, y). (2) Construct a gradient direction histogram. First, the image is divided into a plurality of cells that do not overlap and the gradient direction is divided into multiple inter-cell channels. Then, the gradient magnitude of the unit pixel points is mapped into the corresponding gradient direction interval range to be accumulated, and the gradient direction histogram of the unit is obtained. That is, if it is divided into 9 intervals, the gradient amplitude of one pixel in a cell is 0.02, and the gradient direction is 20°, then the first interval is increased by 0.02, as shown in Fig. 5 . (3) Normalization is performed within the block to generate a feature description vector. A certain number of cells are selected to be combined into blocks that overlap each other. As shown in Fig. 6 , each 2 9 2 cell is combined into one block. Then, in order to remove the influence of illumination and shadow, l 2 -norm normalization is needed for the histogram in each block. Finally, the histograms in all blocks are combined into feature vectors to form HOG features [40] .
Dimensionality reduction of feature data
Since the extracted HOG feature dimension is high, the comparison calculation is cumbersome when classifying; therefore, this paper uses principal component analysis to reduce its dimensionality [41, 42] . The process of PCA feature dimension reduction is as follows: Suppose there are n sample data in the training sample, each data has m dimensions, and a i is the ith sample (i = 1, 2,…, n). The mean of each sample:
Calculate the difference between each sample data and the mean:
The covariance matrix for all samples is:
The eigenvalues and eigenvectors of the covariance matrix are obtained by using the singular value decomposition theorem of the matrix:
where U and V are two m-order unitary matrices; since C is a square matrix, U = V. The value on the diagonal of the S matrix is the feature value, and U is the corresponding feature vector. The feature values are arranged in descending order, and the feature vector U is reorganized, extracting the feature vector corresponding to the first l (l B n) feature values to form a dimensionality reduction matrix U reduce ¼ ½u 1 ; u 2 ; . . .; u l 2 < mÂl , where l is the Neural Computing and Applications dimension reduction dimension; the larger the l is, the more eigenvectors are in U reduce , the original feature data will not be lost a lot, the error will be smaller, and the size of l is determined by the contribution rate of eigenvalues, that is:
Finally, the difference between the sample and the mean is mapped to the low-dimensional space, and the dimensionality reduction of the data can be achieved, which is:
6 Gesture recognition experiment and result analysis
Data acquisition and experimental environment
To verify the effectiveness of the static gesture segmentation method and the gesture recognition performance under different scale sizes, different rotation angles and different illumination conditions, it is necessary to collect data, establish a library of gesture recognition samples and analyze the influence of various factors on gesture recognition. This article uses Kinect to collect ten types of gesture samples from different people, which means the numbers 0-9. For the convenience of subsequent experiments, the ten digits 0-9 are represented by A0-A9, as shown in Fig. 7 . Choose 100 samples for each type of gesture, 50 samples are used as test samples, and 50 samples remain as training samples. For the A0-A9 tentype gesture, need to select 1000 samples. Figure 8 is a partial sample collected in this paper. These samples were collected at different scales, different rotation angles and different lighting conditions. Figure 8d is an image of added noise as a sample of the robustness of the subsequent verification algorithm. The highest frame of Kinect used in the experiment is 30FPS, the resolution is 640 9 480, the computer hardware configuration is CPU Intel Core i5, memory 4G, Win7 system, and the softwares used are Visual Studio 2010 development environment, MATLAB R2016a and LIBSVM software package.
Extraction experiment of Hu invariant moment and HOG feature (1) Extraction of Hu moment invariants
The method of segmentation of static gestures is introduced in the foregoing, and gestures are divided for predefined ten types of gestures. Then post-processing, a binary contour map of ten types of gesture segmentation images can be obtained [43] , as shown in Fig. 9 . Through calculation, the eigenvectors of 7 Hu invariant moments M 1 -M 7 of each gesture image can be obtained. The results of gesture A0-A9 feature extraction are shown in Table 1 . Use the expression L(n) to represent the Hu moment and H to represent the value of the Hu moment. The Hu moment can be obtained from H = L 9 10 -n, where n is a positive integer and the values in the table are the partial Hu moments in the 500 training samples.
(2) Extraction of HOG features First, set the size of each cell of each gesture image to 16 9 16 , and divide the gradient direction into 9 intervals, each block having a size of 32 9 32. Secondly, convolution operation is performed on the predefined ten types of gesture images to calculate the gradient and direction of the image. Then, the gradient amplitudes of the pixel points in the range of the gradient direction are accumulated, and a histogram of the gradient direction of each unit of each Fig. 10 . Finally, using the two norms for normalization, the feature vector can be generated [44, 45] .
Gesture recognition experiment results and analysis
(1) The recognition effect of the method in this paper
The extracted Hu invariant moments and HOG features are tested for their recognition effects with different (14) weights x 1 and x 2 [46] [47] [48] , as shown in Fig. 11 , where x 1 ?x 2 = 1. When x 1 = 1, it indicates that only the Hu moment recognition rate is used, and when x 1 = 0, it indicates that only the recognition rate of the HOG feature is used. When the weight of the Hu moment is x 1 = 0.4 and the weight of the HOG feature is x 2 = 0.6, the recognition rate is the highest. It can be seen from the influence of the value of A and B on the recognition performance. Different features have different effects on gesture recognition results, and the influence degree of HOG features is greater than Hu moment. In this paper, we choose the two best weights of Hu invariant moments and HOG features, that is x 1 = 0.4, x 2 = 0.6, the SVM classifier is used for classification and recognition, and the effect is shown in Fig. 12 . The figure visually shows the recognition rate of gestures on different collections. On the Hu invariant moment, the average recognition rate of all gestures is 94.4%. On the HOG feature, the average recognition rate of all gestures is 96.2%; on the fusion feature, the average recognition rate of all gestures is 97.8%. Obviously, the average recognition rate is higher when the two features are fused. Although the average recognition rate of Hu's invariant moments and HOG features is not much different, the overall average recognition rate of gestures is improved after combination of the two features.
In the fusion feature, the fusion feature of gesture A0, gesture A5 and gesture A8 is relatively large, so the recognition rate reaches 100%. Gesture A9 contains a portion of a curved finger that is easily misjudged as gesture A1. Gesture A7 finger aggregation distance is basically zero contact, it is easy to misjudge it as gesture A0, the gesture outline of the gesture A6 is close to the gesture A0, so a misjudgment occurs. In the same situation, there are gesture A4 and gesture A5, gesture A3 and gesture A2. The misinterpretation of gesture A1 as gesture A0 may be due to an error in the gesture segmentation process.
Parameter Table 2 is the confusion matrix under different characteristics. (a) In the Hu invariant moment, some gestures are misjudged, which is caused by the error generated when generating the binary graph. The effect of increasing the binarization can improve the recognition rate. The recognition effect on the HOG feature in (b) is better than Hu invariant moment. In (c), the HOG feature is Fig. 11 Effect of different weights on algorithm performance used to extract the local features of the gesture, and the Hu invariant moment is used as the global feature of the gesture, and the two complement each other, which improves the recognition rate. In (c), the HOG feature is used to extract the local features of the gesture, and the Hu invariant moment is used as the global feature of the gesture, and the two complement each other, which improves the recognition rate.
(2) The robustness of this method under different conditions
The SVM algorithm combining HOG features and Hu invariant moments has certain robustness under noise conditions, rotation conditions and illumination conditions. This paper not only considers the samples of gestures in three environments, but also uses two features to describe gesture recognition from the global and local aspects; the HOG feature successfully solves the influence of illumination variation, scale size and small angle rotation on the recognition process and combines the invariance of the rotation of the Hu moment itself, which improves the overall recognition rate of the gesture picture. Commonly used classification methods are BP neural network and K nearest neighbor [49, 50] , these methods were tested under the three conditions of this paper, and the recognition rates of various methods as shown in Fig. 13 under different conditions were obtained. It can be seen that the method of this paper has a good recognition effect under various conditions. In [51] , three expressions are added to the Hu moment as the feature of gesture recognition to match the gesture template. In [52] , when the static gesture feature is selected, the concave and the perimeter area ratio of the gesture contour and the first four Hu moments are combined, and the radial kernel function is used for SVM classification. In [53] , HOG features are used to identify multiple gestures using the SVM classifier. Compared with the results in the above literature, the results of the maximum recognition rate, the minimum recognition rate and the average recognition rate are compared. As shown in Table 3 , we can see that the average recognition rate of this method is higher than that of other similar methods.
Conclusion
Gesture recognition technology based on computer vision brings a new perspective of human-computer interaction. The selection of gesture segmentation methods, the application of feature extraction methods and the selection of classification algorithms will directly affect the accuracy of gesture recognition. In this paper, the color-depth image segmentation is performed on the acquired image by Kinect, and the elliptical skin color model is used to further segment the gesture area. Then, the segmentation image is preprocessed, HOG features and seven Hu invariant moments are extracted, and the dimension of the feature data is reduced. Through the test weight experiment, the two optimal weights of the Hu invariant moment representing the global information of gesture and the HOG feature representing local information are selected. Finally, the SVM is used for recognition, which improves the accuracy of recognition. At the same time, this paper carries out recognition experiments under different conditions. Compared with traditional classification methods, the recognition rate of feature fusion SVM algorithm is relatively high, and it has better robustness. Compared with similar methods, the average recognition rate of this method is still higher and the recognition effect is better. 
