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Gromov-Witten invariants of blow-ups along submanifolds with
convex normal bundles
Hsin-Hong Lai
Abstract
When the normal bundle NZ/X is convex with a minor assumption, we prove that genus−0 GW-invariants
of the blow-up BlZX of X along a submanifold Z, with cohomology insertions from X , are identical to GW-
invariants of X . Under the same hypothesis, a vanishing theorem is also proved. An example to which these
two theorems apply is when NZ/X is generated by its global sections. These two main theorems do not hold
for arbitrary blow-ups, and counter-examples are included.
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1 Introduction
In [28], Y. Ruan proposes naturality problems of quantum cohomology rings under birational surgery. In [14] [27],
GW-invariants are used to classify symplectic manifolds in a symplectic birational geometric program. Re-
cently, there has also been substantial progress in crepant resolution conjecture. On the other hand, blow-up
formula for GW-invariants is known only for very few cases. Let π : X˜ → X be the blow up ofX along the sub-
manifold Z . A natural question is if the induced genus−0 GW-invariants of X˜ coincide with the GW-invariants
of X . That is, if αi ∈ H∗(X) and β ∈ H2(X), do we have
〈π∗α1, · · · , π
∗αn〉
X˜
0,n,π!β = 〈α1, · · · , αn〉
X
0,n,β? (1)
When formulated in this generality, the answer is negative (see Remark 9 in [3] or Example 4.20). In [9],
[12] and [13], the answer to Question (1) has been shown to be true in some cases, where dimZ ≤ 2 with
various assumptions, including the requirement that cohomology insertions are supported away from Z when
dimZ = 2. In this paper, we will show that if the normal bundle NZ/X is convex with a minor assumption,
then the answer to Question (1) is also affirmative. This provides examples where dimZ can be any number
without assuming cohomology insertions are supported away from Z . First recall the definition of a convex
bundle:
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Definition 1.1. A vector bundleW over a manifoldZ is called convex if and only if H1(P1, f∗W ) = 0 for any
holomorphic map f : P1 → Z .
In this paper, we consider two classes of submanifolds Z ⊂ X .
Definition 1.2. A connected submanifold Z ⊂ X is of type I, if the following two conditions are satisfied:
1. NZ/X is a convex bundle over Z,
2. There is a subbundle F in NZ/X with rank rk(F) ≥ 2, and F is generated by global sections.
An example of type I is when NZ/X is generated by global sections.
Definition 1.3. A connected submanifold Z ⊂ X is of type II, if every holomorphic map f : P1 → Z must be
a constant map.
For example, Z is of type II if Z is a product of higher genus curves or abelian varieties.
Our first main result is the following:
Theorem 1.4. Suppose each connected component of the submanifold Z = ∐i Zi ⊂ X is of type I or type II.
Let V be a vector bundle over X , and c be an invertible multiplicative characteristic class. Then we have an
equality of genus-0 twisted Gromov-Witten invariants
〈α1, · · · , αn〉
X,c,V
0,n,β = 〈π
∗α1, · · · , π
∗αn〉
X˜,c,π∗V
0,n,π!β
, where αi ∈ H∗(X) for all i.
Given an arbitrary projective manifold X , Example 4.16 provides several ways to find a submanifold Z ⊂
X , so that NZ/X is generated by global sections. This is the major source of examples to which Theorem 1.4
applies. Type I and type II cases cover most cases when NZ/X is convex. We speculate that Theorem 1.4 holds
as long as NZ/X is convex without any additional assumptions.
Convexity of the normal bundle is a critical assumption in Theorem 1.4. This is illustrated by Example 4.20,
which has the following properties:
(1) The submanifold Z ⊂ X has enough freedom to move inside X , so that Z can avoid any finite collection of
holomorphic curves.
(2) The moduli spaces of X˜ and X are both smooth and birational to each other.
(3) The difference of (push-down) virtual classes has non-zero contribution to GW-invariants. Therefore the
conclusion of Theorem 1.4 does not hold in this case.
In this example, the non-convex part of the normal bundle NZ/X ”twists” the obstruction bundle on the moduli
space of X˜ , and gives rise to the correction term of (push-down) virtual classes/GW-invariants.
Theorem 1.4 is a direct consequence of the following equality of virtual classes. W˜0 and W0 are degenera-
tions (from deformation to the normal cones) of X˜ and X respectively.
Theorem 1.5. Suppose each connected component of the submanifold Z = ∐i Zi ⊂ X is of type I or type II.
Then we have φ∗[M(W˜0, 0, n, π!β)]vir = [M(W0, 0, n, β)]vir.
In some special cases, Theorem 1.5 can be improved as follows:
Theorem 1.6. Suppose Z is the transversal intersection of two arbitrary manifolds X and Y in a compact
homogeneous space P . Then we have ϕ∗[M0,n(BlZX, π!β)]vir = [M0,n(X, β)]vir in the Chow group.
As a corollary, if X is an arbitrary projective manifold and Z is a collection of points, then the equality
of virtual classes holds. The case where X is a convex manifold and Z is a collection of points, has been
proved in [9]. We remark that when g > 0 and Z is a point, in general we have ϕ∗[Mg,n(BlZX, π!β)]vir 6=
[Mg,n(X, β)]vir.
The second part of this paper is a vanishing theorem. First we introduce some notation.
• [n] := {1, 2, · · · , n}.
• Given A ⊂ [n], use
−→
τ•αA to denote descendant insertions {τia ·αa}a∈A, where αa ∈ H∗(X) and ia ≥ 0.
If ia = 0 for all a ∈ A, then
−→
τ•αA is simply denoted by
−→
αA .
•
−→
1[n] := (1, 1, · · · , 1), where 1 ∈ H∗(X).
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• The product
−→
τ•αA ·
−→
τ•γB := {τia+jb · αa ∩ γb}a=b∈A∩B ∪ {τia · αa}a∈A−B ∪ {τjb · γb}b∈B−A.
• The GW-invariant 〈
−→
τ•αA ·
−→
1[n] 〉
X
0,n,β is simply denoted by 〈
−→
τ•αA 〉X0,n,β .
Theorem 1.7. I, J,K are disjoint sets with J ⊂ [n]. Suppose Z = (∐i∈I Zi) ∪ (∐j∈J Zj) ∪ (∐k∈K Zk) is a
disjoint union of submanifolds in X , with the following assumptions:
• For each i ∈ I ∪ J , Zi ⊂ X is either of type I or of type II.
• For each k ∈ K , NZk/X is convex.
• The curve class β˜ = π!β +
∑
i∈I diei +
∑
j∈J djej +
∑
k∈K dkek with di 6= 0 for all i ∈ I , and
0 6= β ∈ H2(X). Here e• are the exceptional line classes.
•
−→
ωJ is a collection of cohomology classes in H∗(X˜). And PDX˜(ωj) lies in the image of H∗(Ej) →
H∗(X˜), where Ej is the exceptional divisor.
For i ∈ I ∪ J , define
δi =
{
rk(F)− 1 , if Zi ⊂ X is of type I, and F ⊂ NZi/X is generated by global sections.
rk(NZi/X)− 1 , if Zi ⊂ X is of type II.
Then
〈
−→
π∗αA ·
−→
τ•γ[n] ·
−→
ωJ 〉
X˜
0,n,β˜
= 0 when deg
−→
αA> 2vdimCM0,A(X, β)− 2
∑
i∈I
δi − 2
∑
j∈J
δj .
Here
−→
αA is a collection of cohomology classes from X with A ⊂ [n], and
−→
τ•γ[n] are arbitrary descendant
insertions of X˜ .
Roughly speaking, when taking J = ∅, Theorem 1.7 can be numerically interpretated as:
The image of ϕ :M0,n(X˜, β˜)→M0,A(X, β) has ”virtual codimension” ≥
∑
i∈I
δi.
Therefore, if there are too many cohomology insertions from X , then the GW-invariant of X˜ vanishes. In [8],
Gathmann proved a vanishing theorem for genus-0 non-descendant GW-invariants when blowing up at points.
Theorem 1.7 is a generalization of Gathmann’s results in two aspects:
(1) There is no restriction on dimZ. (2)Theorem 1.7 also holds for descendant GW-invariants.
We remark that Theorem 1.7 only holds for blow-ups with convex normal bundles, but does not hold for arbitrary
blow-ups (see Example 5.15).
In Example 5.13, we use Theorem 1.7 to show that, given any algebraic surface S which is not (birationally
equivalent to) a ruled or rational surface, then most genus−0 descendant GW-invariants of S are zero. When
pg(S) > 0, this conclusion has been deduced from the Image Localization Theorem of holomorphic two forms
in [20].
The tools used in this paper are : degeneration formula ( [21] [15] [22] [26]), compatibility of perfect
obstruction theories (see Definition 3.3 and [2][17][23]) and deformation invariance of virtual classes. Since
there is no assumption on the manifold X , the moduli of stable maps of X can be highly singular. Instead of
analyzing singularities of the moduli space (which is nearly impossible), in Section 3 we show that if NZ/X
is convex, then M0,n(X˜, β˜) →M0,n(X, π∗β˜) has compatible perfect obstruction theories. General blow-ups
don’t have this property. We use Proposition 3.15 as a criterion to the equality of (push-forward) virtual classes.
To prove Theorem 1.6, we deform the submanifold Z so that the technical assumption in Proposition 3.15
is satisfied. Regarding the type I case in Theorem 1.5, degeneration formula (in cycle forms) is used to split
the problem into various relative virtual classes associated to a ruled variety PZ(NZ/X ⊕ OZ), and then the
submanifold Z is moved so that the technical assumption in Proposition 3.15 is satisfied. For type II case in
Theorem 1.5, we move holomorphic curves instead of Z and argue directly. Although one can always move
holomorphic curves as long as NZ/X is convex, there is a technical difficulty in applying Proposition 3.15 due
to singularities of the moduli space. See Remark 4.19 for discussion.
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Our starting point for the vanishing theorem is Lemma 5.1, which also requires compatible perfect ob-
struction theories, and therefore doesn’t hold for arbitrary blow-ups. The bound of the degree of cohomology
insertions in Theorem 1.7, is deduced from codimension analysis of the image on virtual normal cones.
When NZ/X is a direct sum of convex and concave bundles, in general we have
〈π∗α1, · · · , π
∗αn〉
X˜
0,n,π!β 6= 〈α1, · · · , αn〉
X
0,n,β .
The correction term will be discussed in the future.
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2 Preliminaries and notation
Given a projective manifold X and a curve class β ∈ H2(X), the stable maps moduli Mg,n(X, β) collects
all holomorphic map from a genus-g nodal curve with n marked points f : C → X . These holomorphic
maps are required to satisfy the stability condition, which means the automorphism of each map is finite. Let
C := Mg,n+1(X, β) be the universal curve of M := Mg,n(X, β). Recall that the perfect tangent obstruction
complex of Mg,n(X, β) is given by
F• = [F1 → F2] = [Ext
•
C/M ([f
∗ΩX → ΩC/M (D)],OC)],
where f : C → X is the universal map and D are the marked sections ofMg,n(X, β). One also has:
1. a evaluation map ev :Mg,n(X, β)→ Xn, which evaluates at the marked points,
2. a line bundle Li with the fiber over (C, a1, · · · , an, f) isomorphic to the cotangent space of C at ai.
Let ψi be the first Chern class c1(Li). Given γi ∈ H∗(X), for i = 1, · · · , n, the genus-g descendant
Gromov-Witten invariants are defined as:
〈τa1γ1, · · · , τanγn〉
X
g,n,β =
∫
[Mg,n(X,β)]
vir
ψa11 ∩ · · · ∩ ψ
an
n ∩ ev
∗(⊗ni=1γi).
Suppose V is a vector bundle over X . Consider the universal family:
Mg,n+1(X, β)
en+1//
πn+1

X
Mg,n(X, β)
(Rπn+1)∗ ◦ e∗n+1(V ) can be represented by a two-term complex of vector bundles [V0 → V1]. If c is an
invertible multiplicative characteristic class, the twisted genus-g descendant Gromov-Witten invariants defined
in [4] are given by:
〈τa1γ1, · · · , τanγn〉
X,c,V
g,n,β =
∫
[Mg,n(X,β)]
vir
ψa11 ∩ · · · ∩ ψ
an
n ∩ ev
∗(⊗ni=1γi) ∩ c(V0 ⊖ V1).
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3 Blow-ups with convex normal bundles
3.1 Compatibility of perfect obstruction theories
Given any morphism π : Y → X of two projective manifolds and β˜ ∈ H2(Y ), there always exists an induced
map ϕ : Mg,n(Y, β˜) → Mg,n(X, π∗β˜), as long as Mg,n(X, π∗β˜) makes sense (this is equivalent to saying
n ≥ 3 if π∗β˜ = 0). Suppose E• = [E1 → E2] and F• = [F1 → F2] are the perfect tangent-obstruction
complexes on Mg,n(Y, β˜) and Mg,n(X, π∗β˜) respectively, there always exists a natural map E• → ϕ∗F• in
D(OMg,n(Y,β˜)), the derived category of the coherent sheaves onMg,n(Y, β˜). The obstruction sheaves of E• on
Mg,n(Y, β˜) and F• on Mg,n(X, π∗β˜) are defined as ObMg,n(Y,β˜) := h
2(E•) and ObMg,n(X,π∗β˜) := h
2(F•).
There is a natural map ObMg,n(Y,β˜) → ϕ
∗(ObMg,n(X,π∗β˜)).
Suppose we have a stable map p˜ = (C˜, a˜, f˜) ∈ Mg,n(Y, β˜), where C˜ is a nodal curve and a˜ ⊂ C˜ are
the marked points. The composition π ◦ f˜ : (C˜, a˜) → X might not be stable. One contracts the unstable
components to obtain the domain curveC. Then ϕ(p˜) ∈ Mg,n(X, π∗β˜) is given by (C, a, f), where a ⊂ C are
the marked points after contraction. We have the commutative diagram:
C˜
f˜ //
ψ=stablization

Y
π

C
f
// X
Lemma 3.1. There are canonical isomorphisms:
1. H0(C, f∗TX) ∼= H0(C˜, f˜∗π∗TX)
2. H1(C, f∗TX) ∼= H1(C˜, f˜∗π∗TX).
Proof.
C˜
ψ
> C
pt
> point
Set F = f∗TX , then there is a natural morphism F → Rψ∗ ◦ Lψ∗(F). For any connected component Ci
of Cunstab, it must be a genus-0 nodal curve. Therefore
H0(Ci,OCi) = C and Hj(Ci,OCi) = 0 , for j 6= 0.
This implies F → Rψ∗ ◦ Lψ∗(F) is an isomorphism. Since C˜ and C are proper, we have ψ! = ψ∗ and
pt! = pt∗, therefore
Rpt∗(F)→ Rpt∗ ◦Rψ∗ ◦ Lψ
∗(F) = Rpt! ◦Rψ! ◦ Lψ
∗(F) ∼= R(pt ◦ ψ)! ◦ Lψ
∗(F)
is an isomorphism. The lemma follows from cohomology of this isomorphism.
Let π : X˜ := BlZX → X be the blow-up of X along Z ⊂ X . When g = 0 and the normal bundle NZ/X
is convex, we have surjectivity between obstruction sheaves.
Proposition 3.2. If NZ/X is convex, then the natural map ObM0,n(X˜,β˜) → ϕ∗(ObM0,n(X,π∗β˜)) is surjective,
where β˜ ∈ H2(X˜).
Proof. For convenience, denote M0,n(X˜, β˜) by M˜ and M0,n(X, π∗β˜) by M . Given a point p˜ = (C˜, a˜, f˜) ∈
M˜ , the obstruction space is (ObM˜ )p˜ = h2(E• ⊗OM˜ k(p˜)). We also have (ObM )p = h
2(F• ⊗OM k(p)), where
p := ϕ(p˜) = (C, a, f) ∈ M . Consider the following commutative diagram of the right exact sequence (see
Lemma 3.1) :
H1(C˜, f˜∗T X˜) //

(ObM˜ )p˜

// 0
H1(C˜, f˜∗π∗TX)
H1(C, f∗TX)
∼=
OO
// (ObM )p // 0
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It suffices to prove
H1(C˜, f˜∗T X˜)→ H1(C˜, f˜∗π∗TX) is surjective.
First we pull back the blow-up exact sequence (see Lemma 15.4 in [5])
0→ T X˜ → π∗TX → i∗Q→ 0
to C˜, where Q is the universal quotient bundle on the exceptional divisor E = P(NZ/X):
f˜∗T X˜ → f˜∗π∗TX → f˜∗Q→ 0.
And let K1 and K2 be the corresponding kernels
0→ K1 → f˜
∗π∗TX → f˜∗Q→ 0
0→ K2 → f˜
∗T X˜ → K1 → 0
Since the domain curve has dimension= 1, H2(C˜,K2) = 0, which implies
H1(C˜, f˜∗T X˜)→ H1(C˜,K1) is surjective.
If we can show H1(C˜, f˜∗Q) = 0, then the composition H1(C˜, f˜∗T X˜)→ H1(C˜,K1)→ H1(C˜, f˜∗π∗TX) is
also surjective. Set C′ := f˜−1(E), then H1(C˜, f˜∗Q) = H1(C′, f˜∗Q). Note C′ might be disconnected.
There is another exact sequence on the exceptional divisor E
0→ ONZ/X (−1)→ π
∗(NZ/X)→ Q→ 0, where π : E → Z.
Pull it back to C′ to deduce the right exact cohomology sequence
H1(C′, f˜∗π∗(NZ/X))→ H
1(C′, f˜∗Q)→ 0
Note that C′ is a collection of points and genus-0 nodal curves, and NZ/X is convex, therefore we have
H1(C′, f˜∗π∗(NZ/X)) = 0. This implies H1(C′, f˜∗Q) = 0 and completes the proof.
In [2] and [23], the existence of global vector bundles is used to construct virtual fundamental classes. This
technical assumption has been removed due to the work of A. Kresch [18][19]. Nevertheless, for simplicity,
in this paper we still assume the existence of global vector bundles, which is true in Gromov-Witten Theory
(see [23][1]). In other words, E1, E2, F1 and F2 are global vector bundles, where E• = [E1 → E2] and
F• = [F1 → F2] are the standard perfect obstruction theories.
First we recall the notion of compatible perfect obstruction theories (see [23][2][17][22]) :
Definition 3.3. Suppose ϕ : M → N is a morphism between separated Deligne-Mumford stacks. Let E•, F•
and L• be the (dual) perfect obstruction theories for M, N and M/N. We say E•, F• and L• are compatible
if and only if we have a morphism of distinguished triangles (the bottom row is the triangle of cotangent
complexes):
ϕ∗F• //

E• //

L• //

ϕ∗F•[1]

ϕ∗LN // LM // LM/N // ϕ∗LN[1]
.
Remark 3.4. There are different versions of compatibility. One version ([23],[2],[17]) requires L• must come
from the relative cotangent complex associated to a local complete intersection morphism of relative Deligne-
Mumford type. Here we adapt a broader definition, as used in [22].
Proposition 3.2 implies the existence of a relative perfect obstruction theory on M˜ =M0,n(X˜, β˜)→M =
M0,n(X, π∗β˜).
Lemma 3.5. If NZ/X is convex, then there exists a distinguished triangle in D(OM˜ )
L• → E• → ϕ
∗F• → L•[1]
L• = [L1 → L2] , where Li are locally free sheaves.
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Proof. One can always find L• so that L• → E• → ϕ∗F• → L•[1] is a distinguished triangle. Since M˜ has
enough locally free sheaves (see [10]), we may assumeL• = [L1 → L2 → L3] , where Li are locally free sheaves.
The associated cohomology long exact sequence is
ObM˜ // ϕ
∗(ObM )
h2(E•) // h2(ϕ∗F•) // h3(L•) // 0.
By Proposition 3.2, we know h3(L•) = 0. This implies
τ≤2(L•)→ L• is quasi-isomorphic, where τ≤2(L•) = [L1 → K2]
with the short exact sequence of sheaves
0→ K2 → L2 → L3 → 0.
Because L2 and L3 are locally free, K2 is locally free as well. Replace L• by τ≤2(L•) and change the arrow
accordingly, this completes the proof.
Proposition 3.6. L• introduced in Lemma 3.5 gives rise to compatible perfect obstruction theories on ϕ : M˜ →
M .
Proof. Define L• := (L•)∨[−1], E• := (E•)∨[−1], F• := (F•)∨[−1]
Note E• and F• are the perfect obstruction theories used in [1] and [2]. We have a distinguished triangle
ϕ∗F• → E• → L• → ϕ∗F•[1].
We also have a distinguished triangle of cotangent complexes
ϕ∗LM → LM˜ → LM˜/M → ϕ
∗LM [1].
By the axiom of derived categories, we have a morphism of distinguished triangles:
ϕ∗F• //
α

E• //
β

L• //
γ



ϕ∗F•[1]
α[1]

ϕ∗LM // LM˜ // LM˜/M // ϕ
∗LM [1]
(2)
Take the associated cohomology long exact sequences of Diagram( 2), we obtain
H−1(ϕ∗F•) //
surjective

H−1(E•) //
surjective

H−1(L•) //
h−1(γ)

H0(ϕ∗F•) //
∼=

H0(E•) //
∼=

H0(L•) //
h0(r)

0

H−1(ϕ∗LM ) // H
−1(LM˜ )
// H−1(LM˜/M ) // H
0(ϕ∗LM ) // H
0(LM˜ )
// H0(LM˜/M ) // 0.
By diagram chasing, we know h−1(γ) is surjective and h0(γ) is an isomorphism.
Lemma 3.7. SupposeA,B, C are separated DM-stacks equipped with perfect obstruction theories.
If f : A → B and g : B → C both have compatible perfect obstruction theories, then so does the composition
map g ◦ f : A → C.
Proof. This is a consequence of the octahedron axiom.
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3.2 Comparison of virtual classes
In this section, we assume ϕ : M → N is a morphism between separated Deligne-Mumford stacks. All
results will be applied to the case M = M0,n(X˜, π!β) and N = M0,n(X, β), where β ∈ H2(X). Note that
π∗π
!β = β.
There are two equivalent approaches to virtual classes [2][23][17]. On the other hand, when ϕ : M → N
carries compatible perfect obstruction theories, there is also a different construction of the virtual class of M,
as shown in Section 4.1 of [22]. The main argument is the associativity of Gysin maps. We will quote Lemma
4.3 in [22] in the following situation:
Proposition 3.8. Given a morphism ϕ : M → N of separated Deligne-Mumford stacks, if ϕ carries compat-
ible perfect obstruction theories, then one can construct a class [M,N]vir in A∗(M), and we have [M]vir =
[M,N]vir in A∗(M).
Suppose L•, E• and F• are compatible perfect obstruction theories on M/N, M and N respectively. Now
we fix notation in the construction of [M,N]vir. Define ObM/N := h2(L•) as the relative obstruction sheaf.
There is an infinitesimal model (denoted by {D(p)2}p∈M in [22]) over the pair (M, ObM/N ⊕ ϕ∗ObN). Con-
sider the surjective map
L2 ⊕ ϕ
∗F2 → ObM/N ⊕ ϕ
∗ObN → 0,
this gives rise to a cone CM ⊂ Vect(L2 ⊕ ϕ∗F2), so that CM is consistent with {D(p)2}p∈M. The second
construction [M,N]vir is defined as the intersection class of CM with the zero section of L2 ⊕ ϕ∗F2.
The ”construction of [M,N]vir” in the setting of Behrend-Fantechi construction has appeared in Theorem
1 in [17]. Theorem 1 in [17] is only formulated in the case where L• is the pull-back of a relative cotangent
complex associated to a local complete intersection morphism of relative Deligne-Mumford type. However,
the second part in the proof of Theorem 1 in [17] doesn’t rely on ”local complete intersection morphism”,
therefore the proof can be slightly rearranged to give ”the construction of [M,N]vir” in the broader defintion of
compatibility (Definition 3.3). Here we briefly describe how this is achieved by the argument in [17].
Let CN be the (intrinsic) normal cone stack of N, and let CM/N be the relative normal cone stack of
M/N. One can form another normal cone stack CM/CN , which is a natural subcone stack of CM/N×Mϕ∗CN.
Therefore CM/CN embeds in the vector bundle stack σ : h2/h1(L•) ⊕ ϕ∗(h2/h1(F•)) → M. The new class
[M,N]vir is defined as (σ∗)−1([CM/CN ]).
Given a morphism X → Y of relative Deligne-Mumford type, denote the deformation (to the normal
cone) stack by M0X/Y → P1, with the fiber over {0} ∈ P1 isomorphic to the normal cone stack CX/Y . If
Y = spec(C), denote the deformation stack simply byM0X . In order to show
(σ∗)−1([CM/CN ]) = [M]
vir ∈ A∗(M),
one considers the double deformation stack M0
M×P1/M0
N
→ P1 × P1. This provides a rational equivalence
[CM/CN ] ≈ [CM] in CM×P1/M0
N
. On the other hand, by Proposition 1 in [17], the abelian hull of CM×P1/M0
N
has a natural map to the vector bundle stack h1/h0(c(g)) on M×P1, where c(g) is the mapping cone associated
to
E• ⊕ ϕ
∗F•
g
→ ϕ∗F• ⊠OP1(1) on M× P
1.
Now the rational equivalence can be pushed forward to h1/h0(c(g)). It is easy to see that the pull back of
h1/h0(c(g)) to M × {0} and M × {1}, correspond to h2/h1(L•) ⊕ ϕ∗(h2/h1(F•)) and h2/h1(E•) respec-
tively. Therefore (σ∗)−1([CM/CN ]) = [M]vir.
Remark 3.9. At the beginning of Section 4.1 in [22], it is assumed that M→ N is representable. One can drop
this assumption by taking a presentation of M: a surjective eta´le morphism from a scheme T → M. There
are natural compatible perfect obstruction theories on T → N induced from those on M → N. Note T → N
is representable, so we can apply Lemma 4.3 in [22]. On the other hand, the construction of various cones,
cycles and rational equivalence in the proof of Lemma 4.3 are canonical, and they descend to the case M→ N.
Alternatively, this can also be seen via the construction in [17], as described in the previous paragraph.
Remark 3.10. The ”construction of [M,N]vir” is only useful when one has a good understanding of the relative
obstruction theory L•, otherwise it simply transforms a problem into something unknown. In practice, it is
usually quoted in the form of Theorem 1 in [17], where L• comes from local complete intersection.
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Regarding the construction of [N]vir, take the surjective map F2 → ObN → 0.
This gives rise to a cone CN ⊂ Vect(F2), so that CN is consistent with the infinitesimal model over (N, ObN).
[N]vir is defined as the intersection class of CN with the zero section of F2. Note that CM is a cone with pure
dimension = vdimC(M) + rk(L2) + rk(F2), and CN is a cone with pure dimension = vdimC(N) + rk(F2).
Lemma 3.11. We have the following diagram (not Cartesian product):
CM //

Vect(L2 ⊕ ϕ∗F2)

Vect(ϕ∗F2)

CN // Vect(F2)
Proof. The properties of CM and CN are determined by properties of infinitesimal models, therefore it suffices
to prove the corresponding diagram in the infinitesimal models, which is straightforward. An alternative way to
see this is via the construction in [2] and [17].
On the other hand, Vect(L2 ⊕ ϕ∗F2) can be also regarded as a vector bundle over Vect(ϕ∗F2). Let
0L2 : Vect(ϕ∗F2)→ Vect(L2 ⊕ ϕ∗F2)
be the zero section, then we have the diagram:
CN CM ∩ Vect(ϕ∗F2)
ψoo //

CM

Vect(ϕ∗F2)
0L2 // Vect(L2 ⊕ ϕ∗F2)
The right square is a Cartesian product, and ψ is the map induced by CM → CN in Lemma 3.11. Note ψ is
proper as long as ϕ is proper. We also have
0!L2 [CM] ∈ Ad+rk(F2)(CM ∩ Vect(ϕ
∗F2)) , where 0!L2 is the refined Gysin map.
In the blow-up case ϕ :M0,n(X˜, π!β)→M0,n(X, β), consider the following diagram:
M0,n+1(X, β)
en+1 //
πn+1

X
M0,n(X, β)
Let U be the complement of πn+1(e−1n+1(Z)) in M0,n(X, β), therefore U is an open substack of M0,n(X, β).
Given (C, a, f) ∈M , we have:
(C, a, f) ∈ U ⇔ f(C) ∩ Z = φ.
Because π : X˜ → X is the blow up of X along Z , we deduce:
Lemma 3.12. There is an isomorphism ϕ : ϕ−1(U) → U with the same (in the sense of quasi-isomorphic)
perfect obstruction theory.
Because of the above lemma, it motivates us to analyze the following situation:
Suppose the proper morphism ϕ : M→ N has compatible perfect obstruction theories with d = vdimC(M) =
vdimC(N). Moreover, we assume that there exists an open substack U in N, so that ϕ : ϕ−1(U) → U is an
isomorphism with the same perfect obstruction theories.
Lemma 3.13. Under the setting in the previous paragraph, we have(
ψ∗0
!
L2 [CM]
)
|U = [CN|U ] in Ad+rk(F2)(CN|U ), where d = vdimCM = vdimCN
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Proof. Because ϕ−1U ∼= U and the flat pull back (•)|U commutes with other operators, we have(
ψ∗0
!
L2 [CM]
)
|U = ψ∗0
!
L2(CM|U ).
Moreover, according to E•|ϕ−1(U) ∼= F•|U , we know ObM/N|U vanishes. Therefore the infinitesimal models
on ϕ−1(U) ∼= U are the same, and we have the Cartesian diagram:
CM|U //

Vect(L2|U ⊕F2|U )

CN|U // Vect(F2|U )
In other words, Vect(L2|U ⊕F2|U ) is a vector bundle over Vect(F2|U ), and CM|U is the flat pull back of CN|U .
Therefore we have ψ∗0!L2(CM|U ) = [CN|U ] in Ad+rk(F2)(CN|U ).
Suppose CN has irreducible components Ci, i = 1, · · · , k. Let supp(•) be the support of a cone. In the rest
of this section, we will assume the open substack U ⊂ N satisfies the following technical assumption:
supp(Ci) ∩ U is non-empty in N for i = 1, · · · , k. (Assumption ∗)
Because CN is a cone with pure dimension d+ rk(F2), ( Assumption ∗) implies
dim(CN − (CN|U )) < d+ rk(F2).
With this technical assumption, it is easy to prove that ϕ : M→ N is virtually birational.
Corollary 3.14. If the open substack U ⊂ N satisfies Assumption ∗, then we have
ψ∗0
!
L2 [CM] = [CN] in Ad+rk(F2)(CN).
Proof. We have
dim(CN − (CN|U )) < d+ rk(F2) =⇒ Ad+rk(F2)(CN − CN|U ) = 0.
Combined with the right exact sequence:
Ad+rk(F2)(CN − CN|U )→ Ad+rk(F2)(CN)→ Ad+rk(F2)(CN|U )→ 0,
we know Ad+rk(F2)(CN) ∼= Ad+rk(F2)(CN|U ). By Lemma 3.13, we obtain
ψ∗0
!
L2 [CM] = [CN] in Ad+rk(F2)(CN).
Now we summarize all results in this section to deduce the following:
Proposition 3.15. Suppose the proper morphism ϕ : M → N has compatible perfect obstruction theories
with d = vdimC(M) = vdimC(N). We also assume that there exists an open substack U in N, so that
ϕ : ϕ−1(U)→ U is an isomorphism with the same perfect obstruction theories.
If U ∩ supp( each irreducible component of CN) is non-empty in N,
then we have ϕ∗[M]vir = [N]vir in the Chow group Ad(N).
Proof. Recall the diagram with the right square as Cartesian product:
CN

Vect(ϕ∗F2) ∩ CM
ψoo //

CM

Vect(F2) Vect(ϕ∗F2)
ϕoo
0L2 // Vect(L2 ⊕ ϕ∗F2)
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If we regard [CM] as a class in A∗(Vect(L2⊕ϕ∗F2)), and [CN] as a class in A∗(Vect(F2)), then Corollary 3.14
implies
ϕ∗0
!
L2 [CM] = [CN] in Ad+rk(F2)(Vect(F2)).
From another diagram with the left square as Cartesian product:
M
0(ϕ∗F2) //
ϕ

Vect(ϕ∗F2)
0L2 //
ϕ

Vect(L2 ⊕ ϕ∗F2)
N
0F2 // Vect(F2)
ϕ∗[M]
vir = ϕ∗ ◦ 0
!
(ϕ∗F2)
◦ 0!L2 [CM] = 0
!
F2 ◦ ϕ∗ ◦ 0
!
L2 [CM]
= 0!F2[CN] = [N]
vir
Here we use 0!(ϕ∗F2) = 0
!
F2
: A∗(Vect(ϕ∗F2))→ A∗(M).
Corollary 3.16. Suppose the proper morphism ϕ : M → N has compatible perfect obstruction theories with
d = vdimC(M) = vdimC(N). Suppose there exists an open substack U in N, so that ϕ(M) ∩ U = ∅.
If U ∩ supp( each irreducible component of CN) is non-empty in N,
then we have ϕ∗[M]vir = 0 in the Chow group Ad(N).
Proof. Apply the previous proposition to ϕ∐ Id : M∐N→ N.
3.3 Transversal intersection of two manifolds
Suppose X and Y are two arbitrary closed submanifolds of a compact homogeneous space P , and Z is the
transversal intersection of X and Y . Suppose the group variety G acts on P transitively.
Lemma 3.17. The normal bundle NZ/X is generated by global sections, and therefore is convex.
Proof. The tangent bundle TP is generated by global sections, and NY/P is a quotient bundle of TP . This
implies NY/P is generated by global sections as well. Note NZ/X is the pull back of NY/P to Z .
Consider π : X˜ → X , the blow up of X along the submanifold Z . May assume codimC(Y,P) ≥ 2. The
first attempt is to apply Proposition 3.15, but the technical assumption
supp( each irreducible component of CN) ∩ U is non-empty in N, where N =M0,n(X, β)
may not be satisfied. We will choose an element σ ∈ G, and show the technical assumption is satisfied when Z
is perturbed to X ∩ Y σ .
Lemma 3.18. Given a holomorphic map from a compact curve f : C → P , define
B(C,f) := {σ ∈ G | f(C) ∩ Y
σ 6= ∅}.
Then B(C,f) is closed in G, and dim(B(C,f)) < dimG.
Proof. Consider G p1←− G × Y Φ−→ P , where p1 is the projection and Φ is the group action. Note B(C,f) =
p1(Φ
−1(f(C))) is closed in G because p1 is proper. Because G acts on P transitively, Φ is a smooth morphism.
Therefore,
dimB(C,f) ≤ dimY + dimG− dimP + dim f(C) ≤ dimG− codimC(Y,P) + 1 ≤ dimG− 1.
Lemma 3.19. Define W := {σ ∈ G | Y σ is not transversal to X}. Then W is closed in G,
with dimW < dimG.
Proof. Note the identity element Id ∈ G does not belong to W .
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Suppose F• is the perfect obstruction theory on N = M0,n(X, β), and the virtual normal cone CN has
irreducible components Ci, for i = 1, . . . , k. For each i, we pick a point (Ci, ai, fi) ∈ supp(Ci). By the
previous two lemmas, we know
W ∪ (
k⋃
i=1
B(Ci,fi)) is closed in G with codimension ≥ 1.
Therefore we can take an affine smooth locally closed curve S →֒ G such that:
1. Id ∈ S,
2. (S − Id) ∩ (
⋃k
i=1B(Ci,fi)) = ∅,
3. Y σ is transversal to X , ∀σ ∈ S.
Choose an element σ ∈ S, then Z = X ∩ Y is deformation equivalent to Zσ := X ∩ Y σ . Note the normal
bundle NZσ/X is still generated by global sections. The technical assumption of Proposition 3.15 is satisfied
for BlZσX → X .
Lemma 3.20.
supp( each irreducible component of CN) ∩ U is non-empty in N =M0,n(X, β),
where U is a collection of stable maps supported away from Zσ .
Proof. The choice of the curve S →֒ G asserts fi(Ci)∩ Y σ = ∅, for i = 1, . . . , k. Hence (Ci, ai, fi) ∈ U .
Proposition 3.15 and deformation invariance of virtual classes implies:
Theorem 3.21. SupposeZ is the transversal intersection of two manifoldsX and Y in a compact homogeneous
space P . Then we have ϕ∗[M0,n(BlZX, π!β)]vir = [M0,n(X, β)]vir in the Chow group.
The theorem can be generalized to the case when Z is the intersection of X with multiple manifolds.
More precisely, suppose Yi, i = 1, . . . ,m, are submanifolds of a homogeneous space P . We assume Yk+1 is
transversal to X ∩ (
⋂k
i=1 Yi), for k = 0, . . . ,m− 1.
Corollary 3.22. Let Z be X ∩ (
⋂m
i=1 Yi), then we have
ϕ∗[M0,n(BlZX, π
!β)]vir = [M0,n(X, β)]
vir.
Proof. Define G′ := Gm and P ′ := Pm. Then P ′ is a homogeneous space with respect to the group variety
G′. Let ∆ : X → P ′ be the diagonal map. X is transversal to the manifold
∏m
i=1 Yi in the ambient space P ′.
Apply the previous theorem to the case X → P ′, Y :=
∏m
i=1 Yi, and Z = X ∩ Y in P ′.
A similar argument also implies:
Corollary 3.23. Suppose X is a projective manifold, and Z is a collection of points in X . Then
ϕ∗[M0,n(BlZX, π
!β)]vir = [M0,n(X, β)]
vir.
Proof. This is because NZ/X is convex, and Z can always be moved.
4 Virtual Birationality after degeneration
In the previous subsection, the submanifold is deformed so that the technical assumption in Proposition 3.15 is
satisfied. In general, if NZ/X has a non-zero section, it doesn’t imply Z can be moved. Degeneration formula
reduces the problem to a ruled variety, where Z can be moved if NZ/X has a section.
Degeneration formula has been clearly presented in [22] [11], and [25]. The purpose of the first subsection
is to fix notation.
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4.1 Degeneration formula from blow-ups
(X,D) is called a relative pair if D is a smooth divisor of the manifold X . The P1-bundle Y := PD(ND/X ⊕
OD) has two divisors: the zero divisor (with normal bundleN∨D/X ) and the infinity divisor (with normal bundle
ND/X ). Yl is defined as the union of l-copies of Y , by gluing the infinity divisor of the i-th component to
the zero divisor of the (i + 1)-th component. Let Di be the zero divisor of the (i + 1)-th component. Note
Sing(Yl) = ∪l−1i=1Di. Define Xl := X ∪D0 Yl.
Now we recall Definition 4.6 in [22]:
Definition 4.1. An admissible weighted graph Γ for a relative pair (X,D) is a graph without edges together
with the following data:
1. an ordered collection of legs, an ordered collection of weighted roots, and two weight functions on the
vertex set g : V (Γ)→ Z≥0 and b : V (Γ)→ H2(X).
2. Γ is relatively connected in the sense that either |V (Γ)| = 1 or each vertex in V (Γ) has at least one root
attached to it.
The weight functions g and b in the previous defintion are used to record the genus and the homology class in
X for each connected component of a domain curve. Denote the moduli of relative stable maps to (X,D) with
topological data Γ by M(X,D,Γ). A C-point in M(X,D,Γ) is a holomorphic map C f→ Xl → X satisfying
stability and predeformability together with topological constraints Γ. The domain curve is disconnected if
and only if |V (Γ)| > 1. For convenience, define
b(Γ) :=
∑
v∈V (Γ)
b(v) and g(Γ) := 1− |V (Γ)|+
∑
v∈V (Γ)
g(v).
Let T be the Artin stack parametrizing the possible target of relative stable maps to (X,D). The perfect
obstruction theory on M(X,D,Γ) is induced from the relative perfect obstruction theory on
M(X,D,Γ)→ T ×Mg(Γ),k, where k = number of legs + number of roots.
Given an arbitrary manifold X with a submanifold Z , deformation to the normal cone is obtained from the
blow-up of a trivial family:
W := BlZ×{0}X × C→ C.
Note Wt ∼= X for t 6= 0 and W0 = X˜
⋃
P(NZ/X)
P(NZ/X ⊕ OZ), where π : X˜ = BlZX → X . Denote
P(NZ/X) by D, and p2 : P(NZ/X ⊕OZ)→ Z .
Theorem 4.2 (Degeneration formula from blow-up, see [22] and [25]).
[M(W0, g, n, β)]
vir =
∑
η∈Ω(g,n,β)
m(η)
|Eq(η)|
Φη∗∆
!([M(X˜,D,Γ1)]
vir×[M(P(NZ/X⊕OZ), D,Γ2)]
vir), where β ∈ H2(X).
The set Ω(g,n,β) is an equivalence set Ω(g,n,β)/ ∼equ. The set Ω(g,n,β) is a collection of admissible triples
η = (Γ1,Γ2, I) satifying:
1. Γ1 and Γ2 are admissible weighted graphs for (X,D) and (P(NZ/X ⊕OZ), D) respectively.
2. Γ1 and Γ2 are required to have identical number of roots, say r roots. The weight of i-th root in Γ1 and
Γ2 must be identical, for i = 1, · · · , r.
3. If one glues all corresponding roots of Γ1 and Γ2, then the new graph must be connected.
4. n = #legs(Γ1) + #legs(Γ2).
5. I is a rule concerning the ordering of the union of legs in Γ1 and Γ2.
6. (Genus constraint) g(η) := g(Γ1) + g(Γ2) + r − 1 must equal g.
7. (Homology constraint) π∗(b(Γ1)) + p2∗(b(Γ2)) = β and some other restrictions, see Section 3 in [25].
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Given a permutation σ ∈ Sr, ησ is defined by reordering r roots. Define η1 ∼ η2 if and only if ησ1 = η2 for
some σ. Ω(g,n,β) is the equivalence class of this relation. Define
Eq(η) := #{σ ∈ Sr|ησ = η} and m(η) := the product of the weights of the roots in Γ1.
M(X˜,D,Γ1)×Dr M(P(NZ/X ⊕OZ), D,Γ2)

//M(X˜,D,Γ1)×M(P(NZ/X ⊕OZ), D,Γ2)

Dr
∆ diagonal // Dr ×Dr
Φη : M(X˜,D,Γ1) ×Dr M(P(NZ/X ⊕ OZ), D,Γ2) → M(W0, g, n, β) is to glue two relative stable mor-
phisms.
One can also apply the deformation to the normal cone to D ⊂ X˜:
W˜ := BlD×{0}X˜ × C→ C.
Note W˜t ∼= X˜ for t 6= 0 and W˜0 = X˜
⋃
P(NZ/X)
P(NZ/X ⊕OZ), where P(NZ/X ⊕OZ) is the blow up of
P(NZ/X ⊕OZ) along Z . This space can also be viewed as a P1-bundle over P(NZ/X):
p˜2 : P(NZ/X ⊕OZ) = PD(ONZ/X (1)⊕O)→ P(NZ/X) = D.
Our goal is to compare the virtual classes [M(W0, 0, n, β)]vir and [M(W˜0, 0, n, π!β)]vir. By the degeneration
formula, the main issue is to realize all contributions from (P(NZ/X ⊕OZ), D) and (P(NZ/X ⊕OZ), D).
4.2 Relative case
Let πY : Y˜ → Y := P(NZ/X ⊕OZ) be the blow up along Z . Given an adimissible graph Γ˜ for (Y˜ , D), define
the adimissible graph πY∗(Γ˜) for (Y,D) by the following:
1. All information of πY∗(Γ˜) is identical to that of Γ˜ except the weight function b.
2. We have a commutative diagram:
V (Γ˜)

b // H2(Y˜ )

V (πY∗(Γ˜))
b // H2(Y )
Lemma 4.3. SupposeNZ/X is convex, and the genus weight function of Γ˜ is a zero function. AssumeM(Y,D, πY∗(Γ˜))
makes sense.
ThenM(Y˜ , D, Γ˜)→M(Y,D, πY∗(Γ˜)) has compatible perfect obstruction theories.
Proof. Let T be the Artin stack parametrizing the possible target of relative stable maps to (Y,D) and (Y˜ , D).
The perfect obstruction theory on M(Y,D, πY∗(Γ˜)) is induced from a relative perfect obstruction theory on
M(Y,D, πY∗(Γ˜))→ T ×Mg(Γ˜),k, where k = number of legs + number of roots.
Since T ×Mg(Γ˜),k is a smooth Artin stack, we have a right exact sequence:
RelOb(f)→ Ob(C, f)→ 0,
where Ob(C, f) refers to the obstruction space of M(Y,D, πY∗(Γ˜)) at the point [C
f
→ Yl → Y ].
φ :M(Y˜ , D, Γ˜)→M(Y,D, πY∗(Γ˜))
[C˜
f˜
→ Y˜l → Y˜ ] 7→ [C
f
→ Yl → Y ]
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We have a diagram of right exact sequence:
RelOb(f˜) //

Ob(C˜, f˜) //

0
RelOb(f) // Ob(C, f) // 0
Step 1 RelOb(f˜)→ RelOb(f) is surjective.
There is a natural diagram of exact sequences:
0 // H1
(
C˜, f˜∗TY˜l(−logD∞)
)

// RelOb(f˜) //

H0
(
C˜, f˜−1Ext1(ΩY˜l(logD∞),OY˜l)
)
//

0
0 // H1
(
C, f∗TYl(−logD∞)
)
// RelOb(f) // H0
(
C, f−1Ext1(ΩYl(logD∞),OYl)
)
// 0
Ext1(ΩY˜l(logD∞),OY˜l) and Ext
1(ΩYl(logD∞),OYl) are both supported on Sing(Y˜l) = Sing(Yl) = ∪l−1i=0Di,
and these two sheaves are canonically isomorphic to each other. Therefore, it remains to show the first vertical
arrow is surjective. We also have another exact sequence
0→ TY˜l(−logD∞)→ TYl(−logD∞)→ QNZ/X → 0,
where QNZ/X is the universal quotient bundle on PZ(NZ/X). Now the proof proceeds as the second part of the
proof in Lemma 3.2. This concludes Step 1.
Step 2
RelOb(f˜)→ RelOb(f) is surjective =⇒ Ob(C˜, f˜)→ Ob(C, f) is surjective.
By Lemma 3.5 and Proposition 3.6, there exists a relative perfect obstruction theory on M(Y˜ , D, Γ˜) →
M(Y,D, πY∗(Γ˜)). Moreover, it is compatible with two existing obstruction theories on the two moduli spaces.
There is an induced map on adimissible triples: Ψ : Ω(0,n,π!β) → Ω(0,n,β), where Ψ(Γ1,Γ2, I) =
(Γ1, πY∗(Γ2), I).
Lemma 4.4. Suppose Ψ(Γ1,Γ2, I) = (Γ1,Γ3, I), then we have b(Γ2) = π!Y (b(Γ3)) ∈ H2(Y˜ ).
Proof. Since πY∗(b(Γ2)) = b(Γ3), it suffices to prove b(Γ2)•D∞ = 0 in Y˜ , where ı∞ : D∞ = P(NZ/X) →֒ Y˜
has normal bundle ONZ/X (−1). Let ı0 : D0 = P(NZ/X) →֒ Y˜ be the divisor which has normal bundle
ONZ/X (1).
We have b(Γ2) = ı0∗(p˜2∗b(Γ2)) + f , where f is a multiple of the fiber class of p˜2. It remains to show
f = 0.
Y˜
p˜2
→ D = D0
ı0→ Y˜ .
(Γ1,Γ2, I) ∈ Ω(0,n,π!β) implies:
π!β = b(Γ1) + p˜2∗b(Γ2),
b(Γ1) •D in X˜ = b(Γ2) •D0 in Y˜ .
Therefore we have
0 = π!β •D =
(
b(Γ1) •D in X˜
)
+
(
p˜2∗b(Γ2) •D in X˜
)
=
(
b(Γ2) •D0 in Y˜
)
−
(
ı0∗ p˜2∗b(Γ2) •D0 in Y˜
)
= f •D0 in Y˜
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Given (Γ1,Γ, I) ∈ Ω(0,n,β), define
Ψ−1(Γ) = {Γ2 is a admissible weighted graph for (Y˜ , D)|(Γ1,Γ2, I) ∈ Ω(0,n,π!β) such that Ψ(Γ1,Γ2, I) = (Γ1,Γ, I)}.
It is straightforward to check that Ψ−1(Γ) depends on (0, n, β), but is independent of Γ1 and I . Given Γ˜ ∈
Ψ−1(Γ), we have a natural mapM(Y˜ , D, Γ˜)→M(Y,D,Γ). Note that vdimCM(Y˜ , D, Γ˜) = vdimCM(Y,D,Γ),
and the weight functions g of Γ˜ and Γ are both zero functions.
On the other hand, there is a canonical pre-image π!Y (Γ) ∈ Ψ−1(Γ), which is characterized by:
1. All information of π!Y (Γ) is identical to that of Γ except the weight function b.
2. We have a commutative diagram:
V (π!Y (Γ))

b // H2(Y )
π!Y

V (Γ)
b // H2(Y˜ )
We will consider two classes of submanifolds. The first one is:
Definition 4.5. A connected submanifold Z ⊂ X is of type I, if the following two conditions are satisfied:
1. NZ/X is a convex bundle over Z,
2. There is a subbundle F in NZ/X with rank rk(F) ≥ 2, and F is generated by global sections.
For example, Z ⊂ X is of type I if NZ/X is generated by global sections.
Lemma 4.6. If Z ⊂ X is of type I, then we have
1. φ∗[M(Y˜ , D, π!Y (Γ))]vir = [M(Y,D,Γ)]vir.
2. φ∗[M(Y˜ , D, Γ˜)]vir = 0 when π!Y (Γ) 6= Γ˜ ∈ Ψ−1(Γ).
Proof. For the first statement, the submanifold Z will be moved so that the technical assumption in Proposi-
tion 3.15 is satisfied:
supp( each irreducible component of CN) ∩ U is non-empty in N,
where N =M(Y,D,Γ) and U is a collection of relative stable maps supported away from the submanifold Z .
For each irreducible component of CN, we pick a point in the support of the cone
Ci
fi
→ Yli → Y, for i = 1, · · · , k.
Since the subbundle F is generated by global sections, we have ⊕sOZ → F → 0.
Cs
p projection
←− Z × Cs = Vect(⊕sOZ)
θ smooth
−→ Vect(F) closed→֒ Vect(NZ/X)
open
→֒ Y.
Because p is proper, p
(
θ−1(Vect(F) ∩ fi(Ci))
)
is closed with dimension ≤ 1 + s − rk(F ) ≤ s − 1. There
exists a point q ∈ Cs such that q /∈ p
(
θ−1(Vect(F) ∩ fi(Ci))
)
, for all i.
q induces a section of NZ/X → Z , say q(Z) ⊂ Vect(NZ/X). We have q(Z) ∩ fi(Ci) = ∅. Move the
submanifold Z to q(Z), and notice that the technical assumption is satisfied for the case Blq(Z)Y → Y . By
Proposition 3.15, we obtain φ∗[M(Y˜ , D, π!Y (Γ))]vir = [M(Y,D,Γ)]vir.
For the second statement, the argument is the same, but one applies Corollary 3.16 instead.
Proposition 4.7. Suppose Z ⊂ X is of type I. Then we have φ∗[M(W˜0, 0, n, π!β)]vir = [M(W0, 0, n, β)]vir.
Proof. By Lemma 4.6 and Degeneration formula from blow-up, it remains to check
Eq(Γ1, π!Y (Γ), I) = Eq(Γ1,Γ, I) and m(Γ1, π!Y (Γ), I) = m(Γ1,Γ, I), ∀(Γ1,Γ, I) ∈ Ω(0,n,β),
which is straightforward.
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Definition 4.8. A connected submanifold Z ⊂ X is of type II if every holomorphic map f : P1 → Z must be
a constant map.
Manifolds of type II is a very limited class of manifolds. Examples include
1. higher genus curves, abelian varieties.
2. a fibration with fibers and the base of type II (e.g. product),
3. a submanifold of a manifold of type II.
Proposition 4.9. Suppose Z ⊂ X is of type II. Then we have φ∗[M(W˜0, 0, n, π!β)]vir = [M(W0, 0, n, β)]vir.
Proof. Due to the property of Z , any vector bundle over Z is automatically convex. It suffices to prove
Lemma 4.6 for type II. First one observes that there is a natural fibration
M(Y,D,Γ)→ Z with nonsingular fibers ∼=M(Pm,Pm−1,Γ), where m = rk(NZ/X).
In particular, M(Y,D,Γ) is a smooth DM-stack. Therefore the technical assumption of Proposition 3.15 is
equivalent to saying :
any point in M(Y,D,Γ) can be moved so that the corresponding curve is supported away from Z .
The point will be moved along the fiber M(Pm,Pm−1,Γ), so we may assume Z = point , Y = Pm.
Given a point in the moduli space
C
f
→ Yl → Y = P
m = Pm−1 ∪ Cm,
pick a point q = (v1, v2, · · · , vm) ∈ Cm such that q /∈ f(C).
The one parameter family ν : C→ PGL(Cm+1) = Aut(Pm) defined by ν(t) =


1 0 0 · · · 0 −tv1
0 1 0 · · · 0 −tv2
0 0 1 · · · 0 −tv3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · 1 −tvm
0 0 0 · · · 0 1


preserves the divisor Pm−1 ⊂ Pm. We use this one parameter family to move (C, f), and note the transforma-
tion doesn’t change the contact order of (C, f) with the divisor. When t = 1, ν(1) ◦ (C, f) is supported away
from the origin Z .
Proposition 4.7 and Proposition 4.9 implies the following:
Theorem 4.10. Suppose each connected component of the submanifold Z =∐i Zi ⊂ X is of type I or type II.
Then we have φ∗[M(W˜0, 0, n, π!β)]vir = [M(W0, 0, n, β)]vir.
The following numerical form is a direct consequence of the previous theorem.
Theorem 4.11. Suppose each connected component of the submanifold Z =∐i Zi ⊂ X is of type I or type II.
Let V be a vector bundle over X . Let c be an invertible multiplicative characteristic class. Then we have an
equality of genus-0 twisted Gromov-Witten invariants
〈α1, · · · , αn〉
X,c,V
0,n,β = 〈π
∗α1, · · · , π
∗αn〉
X˜,c,π∗V
0,n,π!β
, where αi ∈ H∗(X) for all i.
Proof. Since the degeneration used here comes from the deformation to the normal cone from blow-up con-
struction, all insertions involved in the equality, i.e. cohomology classes from X and the vector bundle V , can
be lifted to the degeneration.
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4.3 Descendant invariants
The upshot of this subsection is the following:
Corollary 4.12. Suppose each connected component of the submanifold Z = ∐i Zi ⊂ X is of type I or type
II. If ai ≤ max(2, codimC(Z,X)− 1) for all i, then we have
〈τa1α1, · · · , τanαn〉
X
0,n,β = 〈τa1π
∗α1, · · · , τanπ
∗αn〉
X˜
0,n,π!β , where αi ∈ H
∗(X).
If there are too many cotangent line classes ψi, the previous equality of descendant invariants is not expected
to hold. This is because the stabilization of the domain curve via ϕ : M0,n(X˜, π!β) → M0,n(X, β) causes
ψi 6= ϕ
∗ψi. Indeed, ψi − ϕ∗ψi corresponds to boundary strata in the moduli space.
Given β˜ ∈ H2(X˜), if M0,n(X, π∗β˜) makes sense, then define
〈τa1τ
′
b1γ1, · · · , τanτ
′
bnγn〉
X˜
0,n,β˜
:=
∫
[M0,n(X˜,β˜)]vir
ψa11 ∩ ϕ
∗ψb11 ∩ · · · ∩ ψ
an
n ∩ ϕ
∗ψbnn ∩ ev
∗(⊗ni=1γi),
where ϕ :M0,n(X˜, β˜)→M0,n(X, π∗β˜) and γi ∈ H∗(X˜).
Theorem 4.10 implies
〈τ ′b1π
∗α1, · · · , τ
′
bnπ
∗αn〉
X˜
0,n,π!β = 〈τb1α1, · · · , τbnαn〉
X
0,n,β.
However, ψi 6= ϕ∗ψi. In order to prove Corollary 4.12, we will show that the correction term vanishes if there
are not too many contagent line classes.
May assume Z is connected. One can blow up successively to deduce results for disconnected submanifold
Z . Given an arbitrary map π : Y → X , suppose π∗(β) = 0 ∈ H2(X), where β ∈ H2(Y ). Therefore we have
a diagram:
Mg,n(Y, β)
p

ev // Y n
πn

X
∆ // Xn
Suppose
Θ ∈ H∗(Mg,n(Y, β)), αi ∈ H
∗(X) and γi ∈ H∗(Y ).
For convenience, denoteMg,n(Y, β) by M.
Lemma 4.13. We have∫
[M]vir
Θ ∩ ev∗
(
⊗i (γi ∩ π
∗αi)
)
=
∫
p∗
(
[M]vir∩Θ∩ev∗(⊗iγi)
) ∩iαi
Proof. This follows from projection formula.
We will set Y as X˜ , and β as de, where e is the P1 line class in the exceptional divisor. The previous lemma
says we can freely reorganize factors from H∗(X).
Lemma 4.14. Suppose d > 0. Then 〈τkπ∗α, γ〉X˜0,2,de = 0 when k ≤ max(1, codimC(Z,X)− 2).
Proof. By the previous lemma,
〈τkπ
∗α, γ〉X˜0,2,de = 〈τk, π
∗α ∩ γ〉X˜0,2,de.
The case k = 0 is trivial. When k = 1, 〈τ1, π∗α ∩ γ〉X˜0,2,de = (2g − 2 + 2)〈π∗α ∩ γ〉X˜0,1,de = 0.
If the invariant doesn’t vanish, then we have deg(π∗α ∩ γ) ≤ dimX − 1. Otherwise, the pull back of
π∗α ∩ γ to the exceptional divisor D is zero. Since M0,2(X˜, de) ∼= M0,2(D, de), the invariant vanishes. On
the other hand, k+deg(π∗α∩γ) = vdimCM0,2(X˜, de) = dimX−3+2+d(codimC(Z,X)−1). Therefore,
k ≥ d(codimC(Z,X)− 1) ≥ codimC(Z,X)− 1.
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Given ϕ : M0,n(X˜, β˜) → M0,n(X, π∗β˜), the boundary strata associated to ψ1 − ϕ∗ψ1 are given by the
clutching morphism from:
M0,1+{q}(X˜, de) andM0,{q′}+(n−1)(X˜, β˜ − de), where d runs through all positive integers.
And then glue two points q and q′,
M0,1+{q}(X˜, de)×X˜ M0,{q′}+(n−1)(X˜, β˜ − de)→M0,n(X˜, β˜).
Now we pull back line bundles L1 and ϕ∗L1 on M0,n(X˜, β˜) toM0,1+{q}(X˜, de)×X˜ M0,{q′}+(n−1)(X˜, β˜ −
de).

(
L1 on M0,n(X˜, β˜)
)
|strata = L1 on M0,1+{q}(X˜, de).(
ϕ∗L1 on M0,n(X˜, β˜)
)
|strata = θ∗Lq′ on M0,{q′}+(n−1)(X˜, β˜ − de)
, where θ :M0,{q′}+(n−1)(X˜, β˜ − de)→M0,{q′}+(n−1)(X, π∗β˜).
Suppose [∆]∨ =
∑
i Ti ⊗ T
∨
i is the Kunneth decomposition of the Poincare dual of the class [∆], where
∆ : X˜ → X˜ × X˜ is the diagonal map.
Lemma 4.15. Suppose π : X˜ = BlZX → X is an arbitrary blow-up. If 1 ≤ a1 ≤ max(2, codimC(Z,X)−1),
then we have
〈τa1τ
′
b1π
∗α1, τa2τ
′
b2γ2, · · · , τanτ
′
bnγn〉
X˜
0,n,β˜
= 〈τa1+b1π
∗α1, τa2τ
′
b2γ2, · · · , τanτ
′
bnγn〉
X˜
0,n,β˜
,
where α1 ∈ H∗(X) and γi ∈ H∗(X˜).
Proof. Use the induction on a1. The analysis of ψ1 − ϕ∗ψ1 shows:
〈τa1τ
′
b1π
∗α1, τa2τ
′
b2γ2, · · · , τanτ
′
bnγn〉
X˜
0,n,β˜
= 〈τa1−1τ
′
b1+1π
∗α1, τa2τ
′
b2γ2, · · · , τanτ
′
bnγn〉
X˜
0,n,β˜
+
∑
d>0
∑
Ti
〈τa1−1π
∗α1, Ti〉
X˜
0,2,de • 〈τ
′
b1T
∨
i , τa2τ
′
b2γ2, · · · , τanτ
′
bnγn〉
X˜
0,n,β˜−de
.
Since a1 − 1 ≤ max(1, codimC(Z,X)− 2), by the previous lemma 〈τa1−1π∗α1, Ti〉X˜0,2,de = 0.
Proof of Corollary 4.12. In the previous lemma, set γi = π∗αi, β˜ = π!β and b1 = b2 = · · · = bn = 0. Then
apply the lemma to a1, a2, · · · , an, this shows
〈τa1π
∗α1, · · · , τanπ
∗αn〉
X˜
0,n,π!β = 〈τ
′
a1π
∗α1, · · · , τ
′
anπ
∗αn〉
X˜
0,n,π!β.
Now it follows from Theorem 4.10.
4.4 Examples and remarks
Example 4.16. Given any projective manifold X , here we provide several ways to find a submanifold Z ⊂ X ,
so that NZ/X is generated by global sections.
1. Embed X in a homogeneous space P , and pick an arbitrary submanifold Y ⊂ P . By Bertini’s Theorem,
one can perturb Y so that Y is transversal to X . Then take Z = X ∩ Y .
2. Take any vector bundle V over X and an ample line bundle L. When n >> 0, V ⊗ L⊗n is generated by
global sections. Take a regular section s ∈ H0(X,V ⊗ L⊗n), and let Z = s−1(0).
3. Suppose L1, L2, · · · , Lm are line bundles over X , and are generated by global sections. Take a regular
section s ∈ H0(X,⊕mi=1Li), and let Z = s−1(0). Then Z is a complete intersection of X .
Example 4.17. Suppose L1, L2, · · · , Lm are line bundles over Z , and each Li is generated by global sections.
Let X = PZ(⊕mi=1Li ⊕ OZ) be the projective completion, and X˜ be the blow-up along Z . Let (C∗)m act on
X and X˜ fiberwisely. In principle, one can use virtual localization to express all GW-invariants of X˜ and X in
terms of those of Z , and use the calculation to prove Theorem 4.11 in this case. However, this is a formidable
combinatorial task. When Z is a point and β ∈ H2(X) has degree 2, Theorem 4.11 corresponds to Lagrangian
interpolation in the localization computation after cancelling numerous terms.
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Remark 4.18. Suppose NZ/X is generated by global sections, and π : X˜ → X is the blow-up. Let V be a
convex line bundle over X , and s ∈ H0(X,V ) is a section so that Y := s−1(0) is a submanifold of X . It
is well-known that genus-0 GW-invariants of Y can be expressed by twisted invariants of X . If Y and Z is
transversal in X , then π∗(s) ∈ H0(X˜, π∗V ) is a regular section. And we have a Cartesian diagram:
Y˜ = BlY ∩ZY = π
∗(s)−1(0)

// X˜

Y = s−1(0) // X.
Since π∗V is also a convex line bundle of X˜ , by Theorem 4.11, we have
{GW (Y˜ ) with insertions from Y } = { twisted- GW (X˜) with insertions from X} = { twisted- GW (X)} = {GW (Y )}.
On the other hand, N(Y ∩Z)/Y is the pull back of NZ/X , and is generated by global sections as well. This also
implies {GW (Y˜ ) with insertions from Y } = {GW (Y )}.
For arbitrary blow-ups, the correction terms between GW-invariants of X˜ and X are required. If the univer-
sal blow-up formula exists, the correction terms should also have this functoriality.
Remark 4.19. We speculate that Theorem 4.11 holds as long as NZ/X is convex without any additional as-
sumption. Here we briefly discuss the technical difficulty encountered in our approach. For simplicity, assume
X = PZ(N ⊕ O). Given any point (C, f) ∈ M0,n(X, β), we have C
f
→ X
p
→ Z . Because N is convex,
f∗p∗N is generated by global sections. Therefore one can find a section of f∗p∗N to move the curve so that
the new curve is supported away from Z in X .
On the other hand, suppose Ci is an irreducible component of the virtual normal cone, and (C, f) ∈ supp(Ci).
To check the technical assumption of Proposition 3.15, one has to make sure that the new curve still stays in
supp(Ci). A priori, Ci can be supported in a very small part of M0,n(X, β) (even if one assumes the reduced
structure of M0,n(X, β) is smooth). More precisely, dim supp(Ci) ≥ vdimCM0,n(X, β), and the equality can
be achieved. Local analysis of Kuranish map is required if one attempts to prove in this way.
Example 4.20. In this example we will see that even if Z ⊂ X has freedom to move to avoid any finite
collection of holomorphic curves in X , the induced GW-invariants of X˜ can be different from the corresponding
GW-invariants of X .
Consider two vector bundles on Z = Pr : V1 = ⊕si=1OZ and V2 = ⊕ti=1OZ(−k), where s, t ≥ 2 and
k > 0. Let X be the projective completion PZ(V1⊕V2⊕O∞), and Z ⊂ X with normal bundle V1⊕V2. Since
s ≥ 2, Z can be moved to avoid any finite collections of holomorphic curves. Define
π : X˜ → X is the blow-up along Z,
Y := PZ(V1 ⊕O∞) ⊂ X,
πY : Y˜ → Y is the blow-up along Z ⊂ Y.
We have a diagram (not Cartesian): Y˜ = Z ×Bl{0}Ps

// X˜

Y = Z × Ps // X.
M0,n+1(Z, dℓ) //
πn+1

Z
M0,n(Z, dℓ).
Let [ℓ] be the line class in Z . Define an obstruction bundle on M0,n(Z, dℓ) by Ud := R1πn+1∗ev∗OZ(−k).
Regard ℓ as a curve class in X via Z ⊂ X . Let Φ :M0,n(X˜, π![dℓ])→M0,n(X, [dℓ]) with d > 0.
Lemma 4.21.
1. M0,n(X, dℓ) ∼=M0,n(Z, dℓ)× Ps,
2. M0,n(X˜, π!dℓ) ∼=M0,n(Z, dℓ)×Bl{0}Ps,
3. Ob
(
M0,n(X, dℓ)
)
∼= Ud ⊠
(
⊕t OPs(1)
)
,
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4. Ob
(
M0,n(X˜, π!dℓ)
)
∼= Ud ⊠
[
⊕t
(
ϕ∗OPs(1) ⊗ [−D]
)]
, where ϕ : Bl{0}Ps → Ps and D is the
exceptional divisor of ϕ.
NoteΦ is a birational map in this case, but the natural map between obstruction bundles is not surjective. As-
sume the lemma, then the difference of (push-down) virtual classes Φ∗[M0,n(X˜, π!dℓ)]vir − [M0,n(X, dℓ)]vir
in general doesn’t vanish, and has non-zero contribution to GW-invariants. For example, take s = t = k = 2
and d = 1, then Ud is a trivial line bundle. Let H be the hyperplane class of P2. Then
ϕ∗[(H −D)
2]−H2 = −[pt] ∈ A0(P
2)
=⇒Φ∗[M0,n(X˜, π
!ℓ)]vir − [M0,n(X, ℓ)]
vir = −[M0,n(Z, ℓ)]
vir × {pt} ∈ A∗(M0,n(Z, ℓ)× P
2),
which apparently has non-zero contribution to GW-invariants.
For general s, t, k, d, the difference of (push-down) virtual classes is given by [ twisted -M0,n(Z, dℓ)]vir×{pt},
where the virtual class is twisted by the vector bundle V2 → Z , and the characteristic class is a combination of
various chern classes.
Now we sketch the proof of Lemma 4.21. First note the normal bundle NY/X ∼= OZ(−k)⊠
(
⊕t OPs(1)
)
.
This vector bundle is [dℓ]-concave (but is not concave for any curve class), therefore M0,n(Y, dℓ) is a path-
connected component of M0,n(X, dℓ). Let [ℓ1] = [ℓ] and [ℓ2] be the line classes of Z and Ps. The equality
M0,n(X, dℓ) =M0,n(Y, dℓ) follows from the following lemma.
Lemma 4.22. For any f ;P1 → X , if f(P1) * Y , then
f∗[P
1] = a[ℓ1] + b[ℓ2] ∈ A1(X) ∼= A1(Y ) = A1(Z)⊕A1(P
s) with a ≥ 0, b > 0.
The obstruction sheaf on M0,n(Y, dℓ) is deduced directly from the normal bundle NY/X .
Lemma 4.23. Given three manifolds Z ⊂ Y ⊂ X , we have a diagram (not Cartesian):
Y˜ = BlZY

// X˜ = BlZX

Y // X.
Then NY˜ /X˜ ∼= π∗(NY/X)⊗ [−D], where D is the exceptional divisor of Y˜ → Y .
In our case, the lemma says NY˜ /X˜ ∼= OZ(−k) ⊠
[
⊕t
(
ϕ∗OPs(1) ⊗ [−D]
)]
, which is also a [dℓ]-concave
bundle. An analogue of Lemma 4.22 shows M0,n(Y˜ , dℓ) is the only component of M0,n(X˜, π!dℓ). The
analysis of obstruction sheaf is straightforward.
5 Vanishing Theorems for blow-ups
Suppose we have a map f : X → Y between two compact complex manifolds. It is obvious that∫
X
α ∧ f∗β = 0, α ∈ H∗(X), β ∈ H∗(Y ), when degR β > 2 dimC Y.
However, the virtual version in general is not true (even if X and Y are smooth):∫
[X]vir
α ∧ f∗β
?
= 0, α ∈ H∗(X), β ∈ H∗(Y ), when degR β > 2vdimCY.
To rectify this situation, one has to impose the assumption that f : X → Y has compatible perfect obstruc-
tion theories. With such assumption, the vanishing result holds in the virtual version. This simple phenomenon
is the starting point of vanishing theorems for blow-up in this paper.
In our convention, the empty set ∅ has dimension = −∞, and codimC(∅, S) = +∞ if S is not empty.
Lemma 5.1. Suppose M and N are two proper DM-stacks. Assume ϕ : M → N has compatible perfect
obstruction theories. Let α ∈ A∗(M), β ∈ A∗(N). Denote the virtual normal cone of N by CN. If there exists
an open substack U ⊂ N such that
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1. ϕ(M) ∩ U = ∅
2. dim(CN − CN|U ) ≤ dim CN − k
Then
∫
[M]vir α ∩ ϕ
∗β = 0 when degβ > vdimCN− k.
Proof. We will adapt notation used in Section 3. Let L•, E• and F• be the compatible perfect obstruction
theories on M/N, M and N respectively. Recall the diagram
CN CM ∩ Vect(ϕ∗F2)
ψoo //

CM

Vect(ϕ∗F2)
0L2 // Vect(L2 ⊕ ϕ∗F2)
where CM and CN are virtual normal cones used to construct virtual classes. Note ψ is a proper map. By abuse
of notation, α (and β) will be also viewed as an element in A∗(CM) (and A∗(CN)).
ϕ∗
(
[M]vir ∩ α ∩ ϕ∗β
)
= ϕ∗ ◦ 0
!
(ϕ∗F2)
◦ 0!L2 [CM ∩ α ∩ ψ
∗β] = 0!F2 ◦ ψ∗ ◦ 0
!
L2 [CM ∩ α ∩ ψ
∗β]
= 0!F2
(
β ∩ (ψ∗ ◦ 0
!
L2 [CM ∩ α])
)
, where ψ∗ ◦ 0!L2 [CM ∩ α] ∈ A∗
(
ψ(CM ∩Vect(ϕ∗F2))
)
.
Sinceϕ(M)∩U = ∅, we haveψ
(
CM∩Vect(ϕ∗F2)
)
⊂ CN−CN|U . Recall that dim CN = vdimC(N)+rk(F2).
Therefore dimψ
(
CM ∩ Vect(ϕ∗F2)
)
≤ vdimC(N) + rk(F2) − k. Because deg β + rk(F2) > vdimCN +
rk(F2)−k, we know 0!F2◦(β∩∗) : A•
(
ψ(CM∩Vect(ϕ∗F2))
)
→ A•− degβ−rk(F2)(N) must be a zero map.
There is a topological statement of Lemma 5.1. All A∗(•) in the proof must be replaced by Borel-Moore
homology HBM∗ (•). The proof is the same and is omitted.
Lemma 5.2. Suppose M and N are two proper DM-stacks. Assume ϕ : M → N has compatible perfect
obstruction theories. Let α ∈ H∗(M), β ∈ H∗(N). If there exists an open substack U ⊂ N such that
1. ϕ(M) ∩ U = ∅
2. dim(CN − CN|U ) ≤ dim CN − k
Then
∫
[M]vir
α ∩ ϕ∗β = 0 when degR β > 2vdimCN− 2k.
Remark 5.3.
1. The second assumption dim(CN − CN|U ) ≤ dim CN − k only depends on U and the singularities of N,
but is independent of the perfect obstruction theory F•.
2. TakingU as an empty set and k = 0, this is the vanishing result mentioned at the beginning of this section.
Corollary 5.4. Suppose M and N are two proper DM-stacks. Assume ϕ : M → N has compatible perfect
obstruction theories. Suppose A ⊂ B is a pair of compact complex manifolds, with a fiber diagram:
M
′
j′

i′ //M
j

ϕ // N
A
i // B.
If there exists an open substack U ⊂ N such that
1. ϕ ◦ i′(M′) ∩ U = ∅
2. dim(CN − CN|U ) ≤ dim CN − k
Then
∫
[M]vir j
∗
(
PDB ◦ i∗(w)
)
∩ α ∩ ϕ∗β = 0 when degR β > 2vdimCN− 2k.
Here α ∈ H∗(M), β ∈ H∗(N), w ∈ H∗(A) and PDB is the Poincare dual in B.
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Proof. Form a fiber diagram:
C′
M
i′′ //
p′

CM
p

M
′
j′

i′ //M
j

A
i // B.
[CM] ∩ p
∗j∗
(
PDB · i∗(w)
)
= i′′∗
(
p′∗j′∗PDA(w) ∩ i
![CM]
)
∈ HBM∗ (CM).
Here i! means cap with j∗(uA,B), where uA,B ∈ H∗(B,B − A) is the canonical orientation class of A ⊂ B.
Note i![CM] ∈ HBM∗ (C′M). Let γ := p′∗j′∗PDA(w) ∩ i![CM] and C′M ∩ Vect(i′∗ϕ∗F2)
ψ′
→ CN. Note ψ′ is a
proper map. We have∫
[M]vir
j∗
(
PDB ◦ i∗(w)
)
∩ α ∩ ϕ∗β = 0!F2
(
β ∩ (ψ′∗ ◦ 0
!
L2 [γ ∩ α])
)
.
Now argue as the proof of Lemma 5.1 and note the image of ψ′ lies in CN − CN|U .
5.1 Relative case
In this subsection, we always assume Z is connected. Suppose NZ/X is a convex bundle. We will attempt to
apply the vanishing lemma to
ϕ : M =M0,n(X˜, β˜)→M0,n(X, π∗β˜)→M0,m(X, π∗β˜) = N, β˜ 6= π
!π∗β˜,
where the second arrow forgets the last n−m marked points. Note
β˜ 6= π!π∗β˜ ⇐⇒ β˜ = π
!β + de, d 6= 0, where e is the line class in the exceptional divisor.
The open substack U ⊂ N will be a collection of stable maps supported away from the submanifold Z ⊂ X .
To show the composition map ϕ has compatible perfect obstruction theories, note the first map has compatible
perfect obstruction theories (Proposition 3.6), and so does the forgetful map.
Unfortunately, it is difficult to directly check the second assumption in Lemma 5.2 if k > 0. Degeneration
formula will be used to simplify the situation.
First we consider the simplest case: Z = the origin ⊂ X = Pr, with the divisor D = Pr−1 ⊂ X . Let
N =M(Pr,Pr−1,Γ), where Γ is an adimissible graph. In this case, N is a smooth DM-stack.
Lemma 5.5. We have codimC(N− U,N) ≥ r − 1.
Proof. Define ν : Cr → PGL(Cr+1) = Aut(Pm) by ν(v1, v2, · · · , vr) =


1 0 0 · · · 0 −v1
0 1 0 · · · 0 −v2
0 0 1 · · · 0 −v3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · 1 −vr
0 0 0 · · · 0 1


This matrix preserves the divisor Pr−1 and doesn’t not change the contact order of the curve to Pr−1, and
therefore induces an action on N =M(Pr,Pr−1,Γ).
Equip N− U with reduced structure, denote it by B. Suppose codimC(B,N) < r − 1, then there exists a
point [C f→ Yl → Y ] ∈ B, so that B is smooth at the point [C
f
→ Yl → Y ] and codimC(B,N) < r − 1 near
the point [C f→ Yl → Y ]. Define a morphism σ : Cr → N by the action of Cr on [C
f
→ Yl → Y ].
σ(v1, · · · , vr) ∈ B ⇐⇒ (v1, · · · , vr) ∈ the image of the curve C.
Therefore dimσ−1(B) ≤ 1. Take the linearized map of σ:
Tσ|Z : TC
r|Z → TN|
[C
f
→Yl→Y ]
.
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dimTσ|−1Z
(
TB|
[C
f
→Yl→Y ]
)
≤ 1.
Therefore codimC(B,N) ≥ codimC{Tσ|−1Z
(
TB|
[C
f
→Yl→Y ]
)
, TCr|Z} ≥ r − 1, which is a contradiction.
Now we can control the codimension for type II cases.
Lemma 5.6. Suppose Z is of type II. Let Y = P(NZ/X ⊕O), D = P(NZ/X) and N =M0,n(Y,D,Γ). Then
codimC(CN − CN|U , CN) ≥ rk(NZ/X)− 1.
Proof. N is a smooth DM-stack. It suffices to prove codimC(N− U,N) ≥ rk(NZ/X)− 1.
The fibration N = M0,n(Y,D,Γ) → Z is locally trivial, and therefore reduces the problem to the fiber. Now
it follows from the previous lemma.
Lemma 5.7. Suppose NZ/X is convex and there is a subbundle F ⊂ NZ/X generated by global sections. Let
Y = P(NZ/X ⊕O), D = P(NZ/X) and N =M0,n(Y,D,Γ). Then there exists a section q ∈ H0(Z,NZ/X),
so that
codimC(CN − CN|Uq , CN) ≥ rk(F)− 1,
where Uq ⊂ N is a collection of relative stable maps supported away from q(Z) in Y .
In particular, if NZ/X is generated by global sections, then we have a good bound of the codimension
≥ rk(NZ/X)− 1. Now the goal is to prove Lemma 5.7. (•)red means the reduced structure.
Lemma 5.8. Suppose f : A → B is a morphism of separated DM-stacks of finite type over C. Then A can be
splitted as finite disjoint unionA =∐finite Ai, so that
1. For each i, Ai is irreducible and locally closed in A and then equipped with reduced structure.
2. Set fi : Ai → f(Ai). Then f−1i
(
fi(a)
)
has dimAi − dim f(Ai) for all a ∈ Ai.
Proof. Use the induction on the number of irreducible components of top dimension in the domain. Suppose
D is an irreducible component of top dimension in A. The induced map f : Dred → f(D)
red
is a dominant
morphism of integral DM-stack of finite type overC. There exists an open substack U ⊂ Dred, such that for any
y ∈ f(Dred), dimUy = dimD−dim f(D). It remains to consider f : A−D→ B and f : Dred−U → B.
Given an adimissible graph Γ for (Y,D) and assume M(Y,D,Γ) exists. Define
M(Y,Γ) :=
∏
v∈V (Γ)
Mg(v),#legs(v)+#roots(v)(Y, b(v)).
Because Γ is relatively connected,M(Y,Γ) makes sense and is the moduli space of (disconnected)-stable maps
in Y . Note here we have used the condition: if |V (Γ)| > 1, then each vertex v ∈ V (Γ) has at least one root and
b(v) 6= 0.
There is a natural map
M(Y,D,Γ)→M(Y,Γ).
But there is no natural arrow between two obstruction theories. The universal curve of M(Y,Γ) is
M(Y,Γ)univ =
∐
v∈V (Γ)
M(Y,Γ)
Mg(v),#legs(v)+#roots(v)(Y, b(v))
×Mg(v),#legs(v)+#roots(v)+1(Y, b(v)).
Note the coarse moduli space of M(Y,Γ) is projective, as shown in [6].
Lemma 5.9. SupposeA is a separated DM-stack of finite type overC with pure dimension. AssumeF ⊂ NZ/X
is a subbundle generated by global sections.
Given ϕ : A →M(Y,Γ), then there always exists a section q ∈ H0(Z,NZ/X),
such that codimC(A−A|Uq ,A) ≥ rk(F)− 1. Here Uq ⊂M(Y,Γ) is defined by (disconnected-) stable maps
supported away from q(Z) in Y .
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Proof. Recall Y = P(NZ/X ⊕ O) and D = P(NZ/X). Let r = rk(F). May assume r ≥ 2, otherwise it is
trivial.
Step 1
Use the previous lemma to split A =
∐
finiteAi. Define Mi := ϕ(Ai)
red
, and M i is the image of Mi in the
coarse moduli space M(Y,Γ). Assume M(Y,Γ) →֒ PN and dimMi = dimM i = ki.
If ki ≥ r− 2, then pick a subplane PN−ki+(r−2) in PN such that dim(PN−ki+(r−2)∩M i) = r− 2. Define
two new objects by the fiber diagrams:
Wunivi
//

M(Y,Γ)univ

Wi //

M(Y,Γ)

PN−ki+(r−2) ∩M i // M(Y,Γ)
If ki < r − 2, then define Wi as Mi. Note dimWunivi ≤ r − 1 and fi : Wunivi → Y is a proper map. Suppose
⊕sOZ → F → 0.
Cs
p projection
←− Z × Cs = Vect(⊕sOZ)
θ smooth
−→ Vect(F) closed→֒ Vect(NZ/X)
open
→֒ Y.
dim p∗θ
−1
(
fi(W
univ
i ) ∩ Vect(F)
)
≤ dim θ−1
(
fi(W
univ
i ) ∩ Vect(F)
)
= s− rkF + dim
(
fi(W
univ
i ) ∩ Vect(F)
)
≤ s− r + r − 1 = s− 1.
Since there are finitely manyWunivi , there exists q ∈ Cs such that
q /∈
⋃
i
p∗θ
−1
(
fi(W
univ
i ) ∩Vect(F)
)
.
Such q induces an section in H0(Z,F) ⊂ H0(Z,NZ/X).
Step 2 Claim dim(Mi −Mi|Uq ) ≤ ki − (r − 1).
Suppose ki ≥ r−2. Let U compq :=M(Y,Γ)−Uq equipped with reduced structure, and Uq be the corresponding
coarse moduli. Argue by contradiction. Suppose not, then dimU compq ∩Mi ≥ ki − (r − 2).
=⇒ dimU compq ∩M i ≥ ki − (r − 2).
=⇒ dimU compq ∩M i ∩ P
N−ki+(r−2) 6= ∅ in PN .
=⇒ U compq ∩Wi 6= ∅ in M(Y,Γ).
On the other hand,
q(Z) ∩ fi(W
univ
i ) = ∅ =⇒Wi ⊂ Uq,
which is a contradiction.
If ki < r − 2, then a similar argument showsMi ⊂ Uq . ThereforeMi −Mi|Uq = ∅.
Step 3
dim(Mi −Mi|Uq ) ≤ dimMi − (r − 1) and ϕi : Ai →Mi has the fiber dimension dimAi − dimMi,
=⇒ dim(Ai −Ai|Uq ) ≤ dimMi − (r − 1) + dimAi − dimMi
= dimAi − (r − 1) ≤ dimA− (r − 1).
Now it follows from A−A|Uq =
∐
finite(Ai −Ai|Uq ).
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Proof of Lemma 5.7. Consider the compositionA = CM(Y,D,Γ) →M(Y,D,Γ)→M(Y,Γ).
Let UM(Y,D,Γ),q ( and UM(Y,Γ),q) be the (relative) stable maps supported away from q(Z) in Y .
Note UM(Y,D,Γ),q = the preimage of UM(Y,Γ),q under the natural map. Now it follows from the previous
lemma.
The next two corollaries are the building blocks of vanishing theorems of absolute GW-invariants. Accord-
ing to Lemma 5.7 and Lemma 5.6, we define the codimension δ corresponding to k in Lemma 5.2 as
δ =
{
rk(F)− 1 if Z ⊂ X is of type I, and F ⊂ NZ/X is generated by global sections.
rk(NZ/X)− 1 if Z ⊂ X is of type II.
Recall π : Y˜ := P(NZ/X ⊕OZ)→ Y := P(NZ/X ⊕OZ) is the blow up along Z , and D := P(NZ/X) ⊂ Y .
Let A ⊂ [n] , αa ∈ H∗(Y ) for a ∈ A, γi ∈ H∗(Y˜ ) for i ∈ [n], and t∗ ∈ H∗(D). See the paragraph before
Theorem 1.7 about notation of GW-invariants.
Corollary 5.10. Suppose Z ⊂ X is of type I or II. Let Γ˜ be an admissible weighted graph for (Y˜ , D), and
πA∗ be a composition of push-forward and the map forgetting the [n]−A legs. Assume M(Y,D, πA∗Γ˜) makes
sense.
If Γ˜ satisfies both conditions{
genus-zero weight g : V (Γ˜) ≡0→ Z≥0,
homology weight b(v) 6= π!π∗b(v) for at least one vertex v ∈ V (Γ˜).
Then we have
〈
−→
π∗αA ·
−→
τ•γ[n] |t1, · · · , tr〉
(Y˜ ,D)
Γ˜
= 0 when deg
−→
αA +
r∑
i=1
deg ti > 2vdimCM(Y,D, πA∗Γ˜)− 2δ.
Proof. For the type I case, let q ∈ H0(Z,NZ/X) be the section found in Lemma 5.7. For the type II case, let q
be the zero section. Apply Lemma 5.2 to the map
ϕ : M =M(Blq(Z)Y,D, Γ˜)→M(Y,D, π∗Γ˜)→M(Y,D, πA∗Γ˜) = N,
where U ⊂ N collects all relative stable maps supported away from q(Z).
Γ˜ has genus-zero weight g : V (Γ˜) ≡0→ Z≥0, and NZ/X is convex.
=⇒M =M(Blq(Z)Y,D, Γ˜)→M(Y,D, π∗Γ˜) has compatible perfect obstruction theories.
M(Y,D, π∗Γ˜) → M(Y,D, πA∗Γ˜) = N also has compatible perfect obstruction theories because it forgets
[n]− A legs. On the other hand, b(v) 6= π!π∗b(v) for at least one v ∈ V (Γ˜) implies that ϕ(M) ∩ U = ∅. The
second assumption in Lemma 5.2 follows from Lemma 5.7 and Lemma 5.6.
Corollary 5.11. Suppose Z ⊂ X is of type I or II. Suppose Γ˜ is an admissible weighted graph for (Y˜ , D) with
genus-zero weight g : V (Γ˜) ≡0→ Z≥0. Let πA∗ be a composition of push-forward and the map forgetting the
[n]−A legs. Assume M(Y,D, πA∗Γ˜) makes sense.
If one further assumes j ∈ [n] and ω{j} ∈ H∗(Y˜ ) with PDY˜ (ω{j}) sitting inside the image of H∗(E) →
H∗(Y˜ ), where E is the exceptional divisor, then we have
〈
−→
π∗αA ·
−→
τ•γ[n] ·
−→
ω{j} |t1, · · · , tr〉
(Y˜ ,D)
Γ˜
= 0 when deg
−→
αA +
r∑
i=1
deg ti > 2vdimCM(Y,D, πA∗Γ˜)− 2δ.
Proof. Apply Corollary 5.4 to M′

//M =M(Y˜ , D, Γ˜)
evj

//M(Y,D, πA∗Γ˜) = N
E // Y˜ .
Any curve [C → Y˜l → Y˜ ] ∈ M′ touches the exceptional divisor in Y˜ , therefore the correponding image in N
touches Z ⊂ Y . Now it follows from Lemma 5.7 and Lemma 5.6.
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5.2 Absolute case
Recall π : X˜ → X is the blow up along Z . In the following theorem, sets I, J,K,A can be empty sets. When
A is empty, deg
−→
αA will be counted as zero.
Theorem 5.12. I, J,K are disjoint sets with J ⊂ [n]. Suppose Z = (∐i∈I Zi) ∪ (∐j∈J Zj) ∪ (∐k∈K Zk) is
a disjoint union of submanifolds in X , with the following assumptions:
1. For each i ∈ I ∪ J , Zi ⊂ X is either of type I or of type II.
2. For each k ∈ K , NZk/X is convex.
3. The curve class β˜ = π!β +
∑
i∈I diei +
∑
j∈J djej +
∑
k∈K dkek with di 6= 0 for all i ∈ I , and
0 6= β ∈ H2(X). Here e• are the line classes in the corresponding exceptional divisors.
4.
−→
ωJ is a collection of cohomology classes in H∗(X˜). And PDX˜(ωj) lies in the image of H∗(Ej) →
H∗(X˜).
For i ∈ I ∪ J , define
δi =
{
rk(F)− 1 if Zi ⊂ X is of type I, and F ⊂ NZi/X is generated by global sections.
rk(NZi/X)− 1 if Zi ⊂ X is of type II.
Then
〈
−→
π∗αA ·
−→
τ•γ[n] ·
−→
ωJ 〉
X˜
0,n,β˜
= 0 when deg
−→
αA> 2vdimCM0,A(X, β)− 2
∑
i∈I
δi − 2
∑
j∈J
δj .
Here
−→
αA is a collection of cohomology classes from X with A ⊂ [n], and
−→
τ•γ[n] are arbitrary descendant
insertions of X˜ .
Proof. For i ∈ I ∪ J ∪K , define
Yi := PZi(NZi/X ⊕OZi), πi : Y˜i := BlZiYi → Yi, Di := PZi(NZi/X) ⊂ Yi.
Apply the degeneration for blow-up:
X˜ /o/o/o

X˜ ∪
∐
i∈I Y˜i ∪
∐
j∈J Y˜j ∪
∐
k∈K Y˜k

X /o/o/o X˜ ∪
∐
i∈I Yi ∪
∐
j∈J Yj ∪
∐
k∈K Yk
Given
(
Γ˜, {Γ˜i}i∈I , {Γ˜j}j∈J , {Γ˜k}k∈K
)
∈ Ω0,n,β˜ , we have(
πA∗Γ˜, {πi,A,∗Γ˜i}i∈I , {πj,A,∗Γ˜j}j∈J , {πk,A,∗Γ˜k}k∈K
)
∈ Ω0,n,β,
where πi,A,∗, πj,A,∗ and πk,A,∗ are the compositions of push-forward and the map forgetting marked legs cor-
responding to [n]−A in the absolute case. Note for each i ∈ I , Γ˜i can’t be empty, and b(Γ˜i) = π!ib(πi,A,∗Γ˜i)+
diei.
Let θ∗0 , θ∗i , θ∗j , θ∗k refer to the distribution of insertions to various pieces X˜, Y˜i, Y˜j , Y˜k. We can choose the
distribution so that
1. θ∗i
−→
π∗αA , θ
∗
j
−→
π∗αA and θ∗k
−→
π∗αA are the pull back of cohomology classes from Yi , Yj and Yk.
2. θ∗
−→
ωJ are distributed to the corresponding divisors in Y˜j , for j ∈ J .
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Argue by contradiction, suppose the invariant is not zero, then there exists(
Γ˜, {Γ˜i}i∈I , {Γ˜j}j∈J , {Γ˜k}k∈K
)
∈ Ω0,n,β˜ ,
−→
ti ∈ H
∗(D#roots of Γ˜ii ), for i ∈ I ∪ J ∪K,
so that


〈θ∗0
−→
π∗αA ·θ∗0
−→
τ•γ[n] |{
−→
ti }i∈I |{
−→
tj }j∈J |{
−→
tk }k∈K〉
(X˜,
‘
i∈I∪J∪K Di)
Γ˜
6= 0,
〈θ∗i
−→
π∗αA ·θ
∗
i
−→
τ•γ[n] |
−→
ti
∨
〉
(Y˜i,Di)
Γ˜i
6= 0 for all i ∈ I,
〈θ∗j
−→
π∗αA ·θ∗j
−→
τ•γ[n] ·θ
∗
j
−→
ωJ |
−→
tj
∨
〉
(Y˜j ,Dj)
Γ˜j
6= 0 for all j ∈ J,
〈θ∗k
−→
π∗αA ·θ∗k
−→
τ•γ[n] |
−→
tk
∨
〉
(Y˜k,Dk)
Γ˜k
6= 0 for all k ∈ K.
Given i ∈ I ∪ J ∪K , define deg θ∗i
−→
π∗αA :=
∑
a∈A∩legs ofΓ˜i degαa, then we have
deg
−→
ti
∨
+deg θ∗i
−→
π∗αA≤ 2vdimCM(Yi, Di, πi,A,∗Γ˜i)− 2δi by Corollary 5.10.
deg
−→
tj
∨
+deg θ∗j
−→
π∗αA≤ 2vdimCM(Yj , Dj , πj,A,∗Γ˜j)− 2δj by Corollary 5.11.
deg
−→
tk
∨
+deg θ∗k
−→
π∗αA≤ 2vdimCM(Yk, Dk, πk,A,∗Γ˜k) by Lemma 5.2.
On the other hand, by the assumption on deg
−→
αA , we have
deg θ∗0
−→
π∗αA +
∑
i∈I∪J∪K
deg θ∗i
−→
π∗αA +
∑
i∈I∪J∪K
deg
−→
ti
∨
+
∑
i∈I∪J∪K
deg
−→
ti
=deg
−→
π∗αA +2
∑
i∈I∪J∪K
(dimDi) • (#roots of Γ˜i)
>2vdimCM0,A(X, β)− 2
∑
i∈I
δi − 2
∑
j∈J
δj + 2
∑
i∈I∪J∪K
(dimDi) • (#roots of Γ˜i)
=2
∑
i∈I∪J∪K
vdimCM(Yi, Di, πi,A,∗Γ˜i)− 2
∑
i∈I
δi − 2
∑
j∈J
δj + 2vdimCM(X˜,
∐
i∈I∪J∪K
Di, πA∗Γ˜).
Combine all inequalities, we obtain
deg θ∗0
−→
π∗αA +
∑
i∈I∪J∪K
deg
−→
ti > 2vdimCM(X˜,
∐
i∈I∪J∪K
Di, πA∗Γ˜).
However,M(X˜,
∐
i∈I∪J∪K Di, Γ˜) →M(X˜,
∐
i∈I∪J∪K Di, πA∗Γ˜) forgets {the marked legs of Γ˜} − A, and
therefore has compatible perfect obstruction theories.
=⇒ 〈θ∗0
−→
π∗αA ·θ
∗
0
−→
τ•γ[n] |{
−→
ti }i∈I |{
−→
tj }j∈J |{
−→
tk }k∈K〉
(X˜,
‘
i∈I∪J∪K Di)
Γ˜
= 0 by Lemma 5.2,
which is a contradiction.
Example 5.13. Suppose X is an algebraic surface, which is neither rational nor ruled. Let X0 be the minimal
model of X . Since GW-invariants are deformation invariant, we may assume π : X → X0 is the blow-up at r
distinct points a1, · · · , ar. Suppose 0 6= β ∈ H2(X0).
KX0 is nef =⇒ vdimCM0,0(X0, β) = (2− 3) + 0− β ∩KX0 ≤ −1.
Assume β˜ = π!β +
∑r
k=1 dkek, where dk ∈ Z. We apply the previous theorem to the case Z =
∐
k∈K Zk =
{a1, · · · , ar}, with the set I = J = A = ∅. We have
deg
−→
αA= 0 > −2 ≥ 2vdimCM0,0(X0, β).
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By the previous theorem, g = 0 descendant GW-invariants of X are all zero if β 6= 0. Since exceptional divisors
are disjoint,
〈τa1γ1, · · · , τanγn〉
X
0,n,β˜
=
{
invariants around the exceptional divisor P1 , if β˜ = dkek for some k, with dk > 0.
0 , otherwise.
The first case can be computed by obstruction bundles.
When pg(X) > 0, this result can also be deduced from Image Localization Theorem in [20] (see also [16]
for algebro-geometric analogue)in symplectic geometry. In fact, Image Localization Theorem is much more
powerful than our argument because it can also handle higher genus GW-invariants when pg > 0.
Example 5.14. Suppose KX is nef, and Z is a smooth curve in X with genus g(Z) ≥ 1. Then we have zero
descendant GW-invariants
〈· · · 〉X˜
0,n,β˜
≡ 0, when β˜ = π!β + de ∈ H2(X˜) with β 6= 0 and d 6= 0.
To see this, note vdimCM0,0(X, β) = dimX − 3 + 0 − β ∩ KX ≤ dimX − 3. Apply the vanishing
theorem to J = K = A = ∅, then δ = codimC(Z,X) − 1 = dimX − 2. Hence deg
−→
αA= 0 > −2 ≥
2vdimCM0,0(X, β)− 2δ.
Example 5.15. Let Z = P2, and X is the projective completion ofO(−3)⊕O(−3)→ Z . This example shows
Theorem 5.12 doen’t not hold for arbitrary blow-ups. Let π : X˜ → X be the blow-up along Z . The exceptional
divisor is E ∼= Z × P1 with normal bundle NE/X˜ ∼= OZ(−3)⊠O(−1). Let [ℓ1] and [ℓ2] be the line classes in
Z and P1.
E
i
→ X˜
π
→ X
p
→ Z.
Then π![ℓ1] = i∗(ℓ1 − 3ℓ2). Consider M0,1(X˜, i∗(dℓ1)) → M0,0(X, dℓ1) with d ≥ 1. Let I = J = A = ∅
in Theorem 5.12. We have deg
−→
αA= 0 > 2(1 − 3d) = 2vdimCM0,0(X, dℓ1). If Theorem 5.12 holds in this
example, then it implies all GW-invariants of M0,1(X˜, i∗(dℓ1)) are zero.
On the other hand, (E + 3π∗p∗H1)|E = −H2 ∈ H2(E), where H1 and H2 are hyperplane classes of Z and
P1 in E. Let Ud →M0,0(Z, dℓ1) be the obstruction bundle associated to O(−3)→ Z .
〈3π∗p∗H1 ∧ (E + 3π
∗p∗H1)〉
X˜
0,1,dℓ1 =−
∫
M0,1(E,dℓ1)vir
ctop(Ud) ∩ ev
∗(H1 ⊠H2)
=− d
∫
M0,0(Z,dℓ1)vir
ctop(Ud) = −d ·Kd.
The number Kd has been computed in [24], and is non-zero in general (e.g. K1 = 3).
Example 5.16. Suppose NZ/X is generated by global sections and has rank r. Let E be the exceptional divisor
of π : X˜ → X . Given ai ≥ 0, 0 6= β ∈ H2(X) and αi ∈ H∗(X), then
〈Ea1π∗α1, E
a2π∗α2, · · · , E
anπ∗αn〉
X˜
0,n,π!β = 0 when 0 <
n∑
i=1
ai < r − 1.
To see this, may assume a1 > 0, then apply Theorem 5.12 to:

K = ∅ and δ = r − 1,
J = {1} ⊂ [n] with ω1 = Ea1 ,
−→
αA= (α1, · · · , αn) with A = [n]
−→
γ[n]= all remaining insertions.
Then deg
−→
αA= vdimCM0,n(X˜, π
!β) −
n∑
i=1
ai > vdimCM0,n(X, β) − (r − 1). Therefore the invariant
vanishes. One can use the similar argument to M0,n(X˜, π!β)→M0,n−m(X, β) and show that if 1 ≤ m ≤ n,
then
〈Ea1 , Ea2 , · · · , Eam , Eam+1π∗αm+1, · · · · · · , E
anπ∗αn〉
X˜
0,n,π!β = 0 when
n∑
i=1
ai < r − 1 +m.
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If there are too many insertions coming from the exceptional divisor, then the invariant may not vanish. For
example, take X = P3 and Z = a point. Let [ℓ] be a line class in X . A computation in [7] shows
〈E2, E2, · · · , E2〉X˜0,12,3ℓ = −2332 6= 0.
Remark 5.17.
1. Suppose Z = Z1
∐
Z2 with NZi/X both generated by global sections. Let π : X˜ = BlZX → X and
πi : X˜ → Xi = BlZiX . To test if a GW-invariant of X˜ vanishes or not, using different base manifolds
can yield different vanishing criteria. For example, let β˜ = π!β+d1e1+d2e2 ∈ H2(X˜) with d1, d2 > 0.
If αa ∈ H∗(X1), then
〈
−→
π∗1αA ·
−→
τ•γ[n] 〉
X˜
0,n,β˜
= 0 when deg
−→
αA> 2vdimCM0,A(X1, β + d1e1)− 2rk(NZ2/X).
However, this result can not be deduced from the vanishing criterion for X˜ → X because
−→
αA may not
come from cohomology classes of X .
2. It is not necessary to test all possible base manifolds. In Theorem 5.12, suppose I = I+
∐
I− such that
β˜ = π!β +
∑
i∈I
diei +
∑
j∈J
djej +
∑
k∈K
dkek with di > 0 for all i ∈ I+, and di < 0 for all i ∈ I−.
A simple argument shows : if an invariant of X˜ satisfies the vanishing criterion for X˜ → X , then it
automatically satisfies the vanishing criterion for X˜ → Bl(ZI− )X , where ZI− =
∐
i∈I−
Zi.
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