In view ofthe problems associated with under-machine inspection, there is a need to develop remote diagnostics systems capable of exploring narrow areas, capturing data and images from various modalities, and displaying the results at a remote location thus providing ease of identifying and diagnosing various machine problems. In this paper, we present a diagnostics system that is remotely controlled and can be deployed with a variety of imaging sensors to capture data. The software allows for segmenting the images and to mosaic the data for a thorough inspection.
INTRODUCTION
The inspection of industrial sites and machinery often entails either reaching into narrow, cramped areas or moving large machines in order to access these areas. Several mobile robot systems are employed for inspection tasks in hazardous or difficult to reach areas25. In this paper, we address inspecting areas such as, the underside of machines or areas with little walking space and hemmed in by large machinery. Such inspections can often be time consuming due to all the safety precautions that must be taken before these inspections can be made. Shortage of light can also make these areas difficult to inspect with the accuracy needed. In addition, the inspection personnel may face safety risks due to protruding components in the areas of interest.
The under-machine inspected data require some details to be analyzed, closely applying image enhancement techniques and color mapping to observe details such as any defects under the machine. The proposed system contains modules for image segmentation and panoramic image generation. Other image processing techniques such as edge detection, color mapping, spatial and frequency filtering are included in this software package as well.
UNDER-MACHINE INSPECTION SYSTEM
The robotic imaging system, built at the University of Tennessee's IRIS Lab, for under-machine inspection is shown in Figure 1 . It is designed to explore any defect/breakage under a machine by providing innovative technology in terms of software and hardware. The hardware includes a versatile robot equipped with highresolution cameras that can operate in the infrared, near-infrared and visible spectrum. The design of the robot ensures good mobility and stability regarding vibrations during the data acquisition process. The software includes features to interpret the data collected by the imaging robot. This software is designed to segment efficiently the data that is collected by the robot and to inspect the features in an object to identify any breakage/defect under the machine.
The under-machine inspection system consists of a remotely controlled robot. This device is capable of accessing hard-to-reach areas and deal with poor lighting conditions, thus decreasing the risk of injury for the inspection personnel. A multi-perspective mosaic , created using the data provided by the lateral motion of the multi-sensor nbile platform, provides comprehensive visual content for inspection.
System components and capabifities
The design considerations for the robot were as follows:
. Compatibility to navigate in narrow spaces. . Ability to deal with low illumination conditions, which does not hold for off-the shelf cameras. . The system should be capable of acquiring data in any environment with good mobility and smoothness.
The following were the factors considered in building the robotic imaging system:
. Mobility -The robot should be able to navigate from a known position to a desired new location and transmit the images seen by the camera.
. Size-The robot should have a low profile and should also have reasonable space to accommodate the cameras.
. Field of view-The cameras in the vehicle should be capable of clearly viewing any nearby object and transmitting the picture to a remote station.
. Power consumption-The power requirements should be designed to satisfy the limited resources in the imaging system. The system should be lightweight.
The robot is equipped with several imaging sensors, including a thermal camera, a near-infrared camera, and a video camera. The output from any of these devices can be used to aid in the inspection. Here, we use the images from the video camera, which is a Sony HandyCam DCR PC9. This camera captures and records high quality digital video to videotape and can also capture digital still pictures and store them to a memory stick. A Raytheon, PalmIR PRO camera is used to capture thermal images from under machinery. The camera delivers two output signals , one for gray-level thermal images and another for color-coded thermal images. The advantage of infrared energy is that any object emits infrared energy irrespective of the temperature of the object. The thermal camera sees this infrared energy. Hence infrared energy can be viewed at all brightnesses and even in the dark. Qjects emit differing amounts of infrared energy according to their temperature and characteristics. Raytheon uses this principle of varying temperature to view the object. The sensors in the camera convert the differing amount of thermal energy into equivalent amounts of light energy. Hence the display of the various objects constituting a scene is converted to visible light for visualization. This capability allows the camera to capture the images of the objects by observing the thermal properties in any light condition. Furthermore, the mobile imaging platform can be equipped with a near-infrared camera for additional inspection tasks.
The robot was built with the sensors focused onto a mirror to lower the height of the robot and to allow employment in narrow spaces. The system also contains shock absorbers in its wheels to deal with rough surfaces. The clamps used here are triangle-shaped clamps bent at 45 degrees. Cameras were also mounted on triangleshaped clamps to withstand vibration. The mirror was glued into the clamps to make it more rigid since the thermal camera signal is degraded by a large amount of noise even for small vibrations in the mirror. The robot has special types of wheel to reduce vibrations during motion. Furthermore, ball wheels are used in this robot to reduce vibrations.
Sample output from the system
A multiplexer on board the robot converts the images viewed by all the sensors into a single image. Sample data colleted by the robot after completing the multiplexing step (inspecting under a vehicle) are shown in Figure 2 . The robot imaging system is designed in consideration of the illumination conditions under the hood of a vehicle. The sensors used and the rigid design of the robot deliver a high-fidelity data output as shown in Figure 2 . These images were taken without any additional illumination.
SOFTWARE DESIGN AND IMPLEMENTATION
The data collected by the robot is processed using software that can continuously read the data and segment the objects from the video signals as seen by the robot. Objects seen under a machine can be used to locate any missing components or damage. The developed software package contains routines for edge detection operations, segmentation of objects from the background, and color coding to enhance data visualization and assist in obtaining accurate diagnosis. Edges can be detected by optionally applying standard techniques such as Canny, Sobel, Prewitt, Marr-Hildreth, and Roberts. The software package enables spatial filtering, frequency filtering, edge detection, morphological processing, and segmentation. The advantage of this software is that the data can be processed in a continuous loop; i.e., the data that is output from one process (say segmentation) can be used as input to the next operation such as edge detection. The design of this software makes remote diagnosis of under-machine inspection more effective and user friendly. Two methods for image segmentation have been included in the system: morphological segmentation and edge-based segmentation. These two methods are presented in brief in the following subsection.
Morphological segmentation
The block diagram for the morphological segmentation algorithm is given in Figure 3 . The input to this algorithm is a high-resolution image. The image is low pass filtered to smooth the noise present in the image before threshold the image6. A threshold value is used to create the binary image. This binary image is used as a marker image by applying the open operation in the maiker image. The marker image is then multiplied with the original image to create the segmented image. A segmentation result using this algorithm is shown below in Figure 4. 
Edge -based segmentation
The block diagram for the edge-based segmentation algorithm is given in Figure 5 .This algorithm applies the Canny edge detection filter. The edges detected are used as the marker image and they are superimposed on the original image to determine the segmented image. The segmented objects with superimposed edges san be colored by applying a color map to enhance the visualization. Results of object segmentation are shown in Figure  6 . Here the edges of the segmented objects are shown in red. The graphical user interface (GUI) for this software allows both types of segmentations for better data analysis. Easy coloring of the data is provided to improve visual effects. Two versions of the software (Avi-Processor and Image-Processor) for under machine inspection were developed to segment both the movie data and still images.
The Avi-Processor is designed to process the video data and contains image processing operations such as segmentation, edge detection, color mapping, and frequency filtering which could be applied to the image for analyzing the collected data for any defects. The Image-Processor has all the features available with the AviProcessor and is used for still images of various formats. Depending on the type of data collected by the robot, both of the two programs can be used to analyze the data. The collected data can be processed to detect any defects in the under-machine parts inspected. Filtering is provided in both the time and frequency domain. The color map applied to the segmented image can be changed with the easy slide and the gray level ofthe images can be mapped accordingly for better visualization. The GUI for this software is shown in Figure 7 .
MULTI -PERSPECTIVE MOSAICING
When a human operator is canying out the inspection, it may be useful to combine the frames from the video sequence into one large image. Although the video produced by the robot may span the entire aene under inspection, the field of view of the camera is somewhat limited. This makes the inspection task difficult, since very little information is available to the viewer at any one time. In order to simplify this task, the video images are combined to form a multi-perspective mosaic: a large image created by combining strips sampled from the original video sequence8. This mosaicing technique preserves the visual information available from the video A corrective warp is applied to each video frame in order to remove barrel distortion caused by the camera lens. In order to create the multi-perspective mosaic, a projective warp is applied to each video frame so that the principal axis of the camera appears to be orthogonal to the motion of the camera. This simplifies the motion analysis procedure and improves the appearance of the resulting mosaic. An example of image distortion treatment applying barrel-distortion rectification and projective warping is shown in Figure 9 . Motion analysis is then performed on each frame in the video. Phase correlation is used to perform the motion analysis9. The phase correlation method is a technique that works in the frequency domain to acquire the horizontal and vertical translations between two images in an image pair. Because the images have all been rectified so that the camera's principal axis appears orthogonal to the plane being viewed, the majority of the motions present are nearly pure translations, and the phase correlation method is well suited for this sort of nttion analysis. There will still be inconsistencies in the uniformity of the motions obtained, due to motion parallax, but the dominant motions are sufficient to obtain a reasonable estimate of the motion at the center of the images, from which the mosaic strips are taken.
The result of motion analysis will be several vectors describing the dominant motion between frames. Then, using the motion vectors as a reference, strips are sampled from the center of each video frame with the width of each strip responding to the dominant motion vector computed for that frame. The image strips are then pasted together to form the mosaic. Blending is done using a weighted pixel scheme in order to reduce the visibility of seams between adjacent image strips. The final mosaic will be the result ofthis blending scheme. An example mosaic for the underside of a vehicle is shown in Figure 10 . Nevertheless, there may be inconsistencies that appear in the final mosaic due to motion parallax. Motion parallax is a depth cue caused by objects in the distance moving slower across the camera's field of vision than objects up close. The result is that objects closer to the camera may appear truncated while objects in the background appear elongated. In certain cases, where it is possible that parts ofmachinery may experience deformations, this problem may need to be addressed by representing the scene as several planar layers ofmotion. Layered representation of a scene can correctly reproduce objects in the scene as long as their structures can be closely approximated as planar surfaces. In many cases, however, the inspection process will not be seriously inhibited by the abnormalities caused by motion parallax, and it is not necessary to compensate for this phenomena. In some cases, where the scene is relatively large, the robot may need to make several passes in order to cover the entire scene. In this case, several mosaics would be required to cover the entire scene. Each mosaic can be viewed side-by-side.
As an alternative, a camera with a fish-eye lens may be used so that the robot can cover the entire underside of the machine with a single pass. The distortion caused by fish-eye lens can be rectified before the actual mosaicing takes place.
This combination of a remotely controlled mobile platform and modem image processing techniques provides an ideal solution for many industrial inspection applications. The use of this system can improve the efficiency and safety of inspection personnel while still providing useful data for the inspection of industrial machinery.
CONCLUSIONS
A new under-machine inspection system was discussed in this paper. A robot was successively designed for this application and image processing software associated with the robot was developed. The software includes techniques for edge detection and segmentation as well as the capability to rectify a set of distorted images and combine them into a panoramic mosaic. Herewith, the inspection of hard-to-reach areas is made significantly simpler and safer. Future work will include the extension of the inspection system with wireless image data transfer components. Furthermore, object recognition and identification software could be developed. Objects could be matched to a library to identify the various components.
