Abstract-We study the problem of minimizing a sum of convex objective functions, where the components of the objective are available at different nodes of a network and nodes are allowed to only communicate with their neighbors. The use of distributed gradient methods is a common approach to solve this problem. Their popularity notwithstanding, these methods exhibit slow convergence and a consequent large number of communications between nodes to approach the optimal argument because they rely on first-order information only. This paper proposes the network Newton (NN) method as a distributed algorithm that incorporates second-order information. This is done via distributed implementation of approximations of a suitably chosen Newton step. The approximations are obtained by truncation of the Newton step's Taylor expansion. This leads to a family of methods defined by the number K of Taylor series terms kept in the approximation. When keeping K terms of the Taylor series, the method is called NN-K and can be implemented through the aggregation of information in K-hop neighborhoods. Convergence to a point close to the optimal argument at a rate that is at least linear is proven and the existence of a tradeoff between convergence time and the distance to the optimal argument is shown. The numerical experiments corroborate reductions in the number of iterations and the communication cost that are necessary to achieve convergence relative to first-order alternatives.
I. INTRODUCTION

D
ISTRIBUTED optimization algorithms are used to solve the problem of minimizing a global cost function over a set of nodes in situations where the objective function is defined as a sum of local functions. To be more precise, consider a variable x ∈ R p and a connected network containing n agents each of which has access to a local function f i : R p → R. The agents cooperate in minimizing the aggregate cost function f : 
Problems of this form arise often in, e.g., decentralized control systems [3] , [4] , wireless systems [5] , [6] , sensor networks [7] - [9] , and large scale machine learning [10] - [12] .
There are different algorithms to solve (1) in a distributed manner. The most popular choices are decentralized gradient descent (DGD) [13] - [16] , distributed implementations of the alternating direction method of multipliers [7] , [17] - [20] , and decentralized dual averaging [21] , [22] . Although there are substantial differences between them, these methods can be generically abstracted as combinations of local descent steps followed by variable exchanges and averaging of information among neighbors. A feature common to all of these algorithms is the slow convergence rate in ill-conditioned problems since they operate on first order information only. This is not surprising because gradient descent methods in centralized settings where the aggregate function gradient is available at a single server have the same difficulties in problems with skewed curvature [see Chapter 9 of [23] ].
This issue is addressed in centralized optimization by Newton's method that uses second order information to determine a descent direction adapted to the objective's curvature [see Chapter 9 of [23] ]. In general, second order methods are not available in distributed settings because distributed approximations of Newton steps are difficult to devise. In the particular case of flow optimization problems, these approximations are possible when operating in the dual domain and have led to the development of the accelerated dual descent methods [24] , [25] . As would be expected, these methods result in large reductions of convergence times.
Our goal is to develop approximate Newton's methods to solve (1) in distributed settings where agents have access to their local functions only and exchange variables with neighboring agents. We do so by introducing Network Newton (NN), a method that relies on distributed approximations of Newton steps for the global cost function f to accelerate convergence of DGD. We begin the paper with an alternative formulation of (1) and a brief discussion of DGD (Section II). We then introduce a reinterpretation of DGD as an algorithm that utilizes gradient descent to solve a penalized version of (1) in lieu of the original optimization problem (Section II-A). This reinterpretation explains convergence of DGD to a neighborhood of x * . The volume of this neighborhood is given by the relative weight of the penalty function and the original objective which is controlled by a penalty coefficient.
If gradient descent on the penalized function finds an approximate solution to the original problem, the same solution can be found with a much smaller number of iterations by using Newton's method. Alas, distributed computation of Newton steps requires global communication between all nodes in the network and is therefore impractical (Section III). To resolve this issue we approximate the Newton step of the penalized objective function by truncating the Taylor series of the exact Newton step (Section III-A). This approximation results in a family of methods indexed by the number of terms of the Taylor expansion that are kept in the approximation. The method that results from keeping K of these terms is termed NN-K. A fundamental observation here is that the Hessian of the penalized function has a sparsity structure that is the same sparsity pattern of the graph. Thus, when computing terms in the Hessian inverse expansion, the first order term is as sparse as the graph, the second term is as sparse as the two hop neighborhood, and, in general, the k-th term is as sparse as the k-hop neighborhood of the graph. Thus, implementation of the NN-K method requires aggregating information from K hops away. Increasing K makes NN-K arbitrarily close to Newton's method at the cost of increasing the communication overhead of each iteration. We point out that the same Taylor series is used in the development of the ADD algorithms, but this is done to solve a network utility maximization problem in the dual domain [24] . The Taylor expansion is utilized here to solve a consensus optimization problem in the primal domain.
Convergence of NN-K to the optimal argument of the penalized objective is established (Section IV). We do so by establishing several auxiliary bounds on the eigenvalues of the matrices involved in the definition of the method (Propositions 1-3 and Lemma 2). We show that a measure of the error between the Hessian inverse approximation utilized by NN-K and the actual inverse Hessian decays exponentially with the method index K. This exponential decrease hints that using a small value of K should suffice in practice. Convergence is formally claimed in Theorem 1 that shows the convergence rate is at least linear. It follows from this convergence analysis that larger penalty coefficients result in faster convergence that comes at the cost of increasing the distance between the optimal solutions of the original and penalized objectives.
We also study the convergence rate of the NN method as an approximation of Newton's method (Section IV-A). We show that for all iterations except the first few, a weighted gradient norm associated with NN-K iterates follows a decreasing path akin to the path that would be followed by Newton iterates (Lemma 3). The only difference between these residual paths is that the NN-K path contains a term that captures the error of the Hessian inverse approximation. Leveraging this similarity, it is possible to show that the rate of convergence is quadratic in a specific interval whose length depends on the order K of the selected network Newton method (Theorem 2). Existence of this quadratic convergence phase explains why NN-K methods converge faster than DGD -as we observe in experiments. It is also worth remarking that the error in the Hessian inverse approximation can be made arbitrarily small by increasing the method's order K and, as a consequence, the quadratic phase can be made arbitrarily large.
We wrap up the paper with numerical analyses (Section V). We first demonstrate the advantages of NN-K relative to alternative primal and dual methods for the minimization of a family of quadratic objective functions (Section V-A). Then, we study the effect of objective function condition number and show that the NN method outperforms first-order alternatives significantly in ill-conditioned problems (Section V-B). Further, we study the effect of network topology on the performance of NN (Section V-C). Moreover, we compare the convergence rate of NN in theory and practice to show the tightness of the bounds in this paper (Section V-D). The paper closes with concluding remarks (Section VI).
Notation. Vectors are written as x ∈ R n and matrices as A ∈ R n ×n . The null space of matrix A is denoted by null(A) and the span of a vector by span(x). We use x and A to denote the Euclidean norm of vector x and matrix A, respectively. The gradient of a function f (x) is denoted as ∇f (x) and the Hessian matrix is denoted as ∇ 2 f (x). The i-th largest eigenvalue of matrix A is denoted by μ i (A).
II. DISTRIBUTED GRADIENT DESCENT
The network that connects the n agents is assumed connected, symmetric, and specified by the neighborhoods N i that contain the list of nodes that can communicate with i for i = 1, . . . , n. In problem (1) agent i has access to the local cost f i (x) and agents cooperate to minimize the global cost f (x). This specification is more naturally formulated by an alternative representation of (1) in which node i selects a local decision vector x i ∈ R p . Nodes then try to achieve the minimum of their local objective functions f i (x i ), while keeping their variables equal to the variables x j of neighbors j ∈ N i . This alternative formulation can be written as
Since the network is connected, the constraints x i = x j for all i and j ∈ N i imply that (1) and (2) are equivalent and we have x * i = x * for all i. This must be the case because for a connected network the constraints x i = x j for all i and j ∈ N i collapse the feasible space of (2) to a hyperplane in which all local variables are equal. When all variables are equal, the objectives in (1) and (2) coincide and so do their optima.
DGD is an established distributed method to solve (2) which relies on the introduction of nonnegative weights w ij ≥ 0 that are null if and only if j / ∈ N i ∪ {i} -the use of time varying weights w ij is common in DGD implementations but not done here; see, e.g., [13] . Letting t ∈ N be a discrete time index and α a given stepsize, DGD is defined by the recursion
Since w ij = 0 when j = i and j / ∈ N i , it follows from (3) that each agent i updates its variable x i by performing an average over the estimates x j,t of its neighbors j ∈ N i and its own estimate x i,t , and descending through the negative local gradient
The weights in (3) cannot be arbitrary. To express conditions on the set of allowable weights define the matrix W ∈ R n ×n with entries w ij . We require the weights to be symmetric, i.e., w ij = w j i for all i, j, and such that the weights of a given node sum up to 1, i.e., n j =1 w ij = 1 for all i. If the weights sum up to 1 we must have W1 = 1 which implies that I − W is rank deficient. It is also customary to require the rank of I − W to be exactly equal to n − 1 so that the null space of I − W is null(I − W) = span(1). We therefore have the following three restrictions on the matrix W,
If the conditions in (4) are true, it is possible to show that (3) approaches the solution of (1) in the sense that x i,t ≈ x * for all i and large t, [13] . The accepted interpretation of why (3) converges is that nodes are gradient descending towards their local minima because of the term −α∇f i (x i,t ) but also perform an average of neighboring variables n j =1 w ij x j,t . This latter consensus operation drives the agents to agreement. In the following section we show that (3) can be alternatively interpreted as a penalty method.
A. Penalty Method Interpretation
It is illuminating to define matrices and vectors so as to rewrite (3) as a single equation. To do so define the vectors y := [x 1 ; . . . ; x n ] and h(y) := [∇f 1 (x 1 ); . . . ; ∇f n (x n )]. Vector y ∈ R np concatenates the local vectors x i , and the vector h(y) ∈ R np concatenates the gradients of the local functions f i taken with respect to the local variable x i . Notice that h(y) is not the gradient of f (x) and that a vector y with h(y) = 0 does not necessarily solve (1) . To solve (1) we need to have x i = x j for all i and j with n i=1 ∇f i (x i ) = 0. In any event, to rewrite (3) we also define the matrix Z := W ⊗ I ∈ R np×np as the Kronecker product of the weight matrix W ∈ R n ×n and the identity matrix I ∈ R p×p . It is then ready to see that (3) is equivalent to y t+1 = Zy t − αh(y t ) = y t − (I − Z)y t + αh(y t ) , (5) where in the second equality we added and subtracted y t and regrouped terms. Inspection of (5) reveals that the DGD update formula at step t is equivalent to a (regular) gradient descent algorithm being used to solve the program
This interpretation has been previously used in [14] , [26] to design a Nesterov type acceleration of DGD. Indeed, given the definition of the function F (y) := (1/2)y
Using (7) we rewrite (5) as y t+1 = y t − g t and conclude that DGD descends along the negative gradient of F (y) with unit stepsize. The expression in (3) is just a distributed implementation of gradient descent that uses the gradient in (7) . To confirm that this is true, observe that the ith element of the gradient g t = [g 1,t ; . . . ; g n,t ] is given by
The gradient descent iteration y t+1 = y t − g t is then equivalent to (3) if we entrust node i with the implementation of the descent
, where, we recall, x i,t and x i,t+1 are the ith components of the vectors y t and y t+1 . Observe that the local gradient component g i,t can be computed using local information and the x j,t iterates of its neighbors j ∈ N i . This is as it should be, because the descent x i,t+1 = x i,t − g i,t is equivalent to (3) . Is it a good idea to descend on F (y) to solve (1)? To some extent. Since we know that the null space of I − W is null(I − W) = span (1) and that Z = W ⊗ I we know that the null space of I − Z is the set of consensus vectors, i.e., null(I − Z) = y = [x 1 ; . . . ; x n ] x 1 = · · · = x n . Thus, (I − Z)y = 0 holds if and only if x 1 = · · · = x n . Since the matrix I − Z is positive semidefinite and symmetric, the same is true of the square root matrix (I − Z) 1/2 . Therefore, the optimization problem in (2) is equivalent to the optimization problem
Indeed, for y = [x 1 ; . . . ; x n ] to be feasible in (9) we must have x 1 = · · · = x n . This is the same constraint imposed in (2) from where it follows that we must haveỹ
* for all i. The unconstrained minimization in (6) is a penalty version of (9) . The penalty function associated with the constraint (I − Z)
1/2 y = 0 is the squared norm (1/2) (I − Z) 1/2 y 2 and the corresponding penalty coefficient is 1/α. Inasmuch as the penalty coefficient 1/α is sufficiently large, the optimal arguments y * andỹ * are not too far apart. The reinterpretation of (3) as a penalty method demonstrates that DGD is an algorithm that finds the optimal solution of (6), not (9) or its equivalent original formulations in (1) and (2) . Using a fixed α the distance between y * andỹ * is of order O(α), [15] . To solve (9) we need to introduce a rule to progressively decrease α. In the following section we exploit the reinterpretation of (5) as a method to minimize (6) to propose an approximate Newton algorithm that can be implemented in a distributed manner.
III. NETWORK NEWTON
Instead of solving (6) with a gradient descent method as in DGD, we can solve (6) using Newton's method. To implement Newton's method we need to compute the Hessian H t := ∇ 2 F (y t ) of F evaluated at y t so as to determine the Newton step d t := −H −1 t g t . Start by differentiating twice in (6) in order to write H t as
where G t ∈ R np×np is a block diagonal matrix formed by blocks G ii,t ∈ R p×p defined as
It follows from (10) and (11) that the Hessian H t is block sparse with blocks H ij,t ∈ R p×p having the sparsity pattern of Z, which is the sparsity pattern of the graph. The diagonal blocks are of the form H ii,t = (1 − w ii )I + α∇ 2 f i (x i,t ) and the off diagonal blocks are not null only when j ∈ N i in which case H ij,t = w ij I.
While the Hessian H t is sparse, the inverse H t is not. It is the latter that we need to compute the Newton step
To overcome this problem we split the diagonal and off diagonal blocks of H t and rely on a Taylor's expansion of the inverseThis splitting technique is inspired from the Taylor's expansion used in [24] . To be precise, write H t = D t − B where the matrix D t is defined as (12) where in the second equality we defined Z d := diag(Z) for future reference. Since the diagonal weights must be w ii < 1, the matrix I − Z d is positive definite. The same is true of the block diagonal matrix G t because the local functions are assumed strongly convex. Therefore, the matrix D t is block diagonal and positive definite. The ith diagonal block D ii,t ∈ R p of D t can be computed and stored by node i as (10) and (12), it follows that
Note that B is time-invariant and depends on the weight matrix Z only. As in the case of the Hessian H t , the matrix B is block sparse with blocks B ij ∈ R p×p having the sparsity pattern of Z, which is the sparsity pattern of the graph. Node i can compute the diagonal blocks B ii = (1 − w ii )I and the off diagonal blocks B ij = w ij I using information about its own and neighbors' weights.
Proceed now to factor D 1/2 t from both sides of the splitting relationship to write
When we consider the Hessian inverse H −1 , we can use the Taylor series
to write
The sum in (14) converges if the absolute value of all the eigenvalues of the matrix D −1/2 BD −1/2 are strictly less than 1. For the time being we assume this to be the case but we will prove that this is true in Section IV. When the series converge, we can use truncations of this series to define approximations to the Newton step as we explain in the following section.
Remark 1: The Hessian decomposition H t = D t − B with the matrices D t and B in (12) and (13), respectively, is not the only valid decomposition that we can use for Network Newton. Any decomposition of the form (12) and (13) exhibits faster convergence of the series in (14) because the matrix D t in (12) accumulates more weight in the diagonal than the matrix D t = αG t . The study of alternative decompositions is beyond the scope of this paper.
A. Distributed Approximations of the Newton Step
Network Newton (NN) is defined as a family of algorithms that rely on truncations of the series in (14) . The Kth member of this family, NN-K, considers the first K + 1 terms of the series to define the approximate Hessian inversê
NN-K uses the approximate HessianĤ
as a curvature correction matrix that is used in lieu of the exact Hessian inverse H −1 to estimate the Newton step. I.e., instead of descending along the Newton step
Using the explicit expression forĤ
in (15) we write the NN-K step as (16) where, we recall, g t as the gradient of the function F (y) defined in (7). The NN-K update can then be written as
where is a properly selected stepsize -see Theorem 1 for specific conditions. The algorithm defined by recursive application of (17) can be implemented in a distributed manner because the truncated series in (15) has a local structure controlled by the parameter K. To explain this statement better define the components d
The key observation here is that the step component d 
Since the matrix B has the sparsity pattern of the graph, this recursion can be decomposed into local components
The matrix
is also stored and computed at i. Node i can also evaluate the values of the matrix blocks B ii = (1 − w ii )I and B ij = w ij I. Thus, if the NN-k step components d 
The expression in (19) represents an iterative computation embedded inside the NN-K recursion in (17) . At time index t, we compute the local component of the NN-0 step d
ii,t g i,t . Upon exchanging this information with neighbors we use (19) to determine the NN-1 step d (1) i,t . These can be exchanged to compuer d (2) i,t as in (19) . Repeating this procedure 
Exchange iterates x i,t with neighbors j ∈ N i . 5: Gradient:
Exchange elements d (k ) i,t of the NN-k step with neighbors 9:
end for 11:
Update local iterate:
i,t . 12: end for K times, nodes ends up having determined their NN-K step component d ii,t g i,t . The core of the loop is in Step 9 which corresponds to the recursion in (19) .
Step 8 stands for the variable exchange that is required to implement Step 9. After K iterations through this loop, the NN-K descent direction d (K ) i,t is computed and can be used in Step 11. Both, Steps 6 and 9, require access to the local gradient component g i,t . This is evaluated in Step 5 after receiving the prerequisite information from neighbors in Step 4. Steps 1 and 3 compute the blocks B ii,t , B ij,t , and D ii,t required in steps 6 and 9.
Remark 2: By trying to approximate the Newton step, NN-K ends up reducing the number of iterations required for convergence. Furthermore, the larger K is, the closer that the NN-K step gets to the Newton step, and the faster NN-K converges. We will justify these assertions both, analytically in Section IV, and numerically in Section V. It is important to observe, however, that reducing the number of iterations reduces the computational cost but not necessarily the communication cost. In DGD, each node i shares its vector x i,t ∈ R p with each of its neighbors j ∈ N i . In NN-K, node i exchanges not only the vector x i,t ∈ R p with its neighboring nodes, but it also communicates iteratively the local components of the descent directions {d
Hence, at each iteration, node i sends |N i | vectors of size p to its neighbors in DGD, while in NN-K it sends (K + 1)|N i | vectors of the same size. Unless the original problem is well conditioned, NN-K also reduces total communication cost until convergence, even though the cost of each individual iteration is larger. However, the use of large K is unwarranted because the added benefit of better approximating the Newton step does not compensate the increase in communication cost.
IV. CONVERGENCE ANALYSIS
In this section we show that as time progresses the sequence of objective function values F (y t ) [cf. (6) ] approaches the optimal objective function value F (y * ). In proving this claim we make the following assumptions.
Assumption 1: There exist constants 0 ≤ δ ≤ Δ < 1 that lower and upper bound the diagonal weights for all i,
Assumption 2: The local objective functions f i (x) are twice differentiable and the eigenvalues of the local Hessians are bounded with positive constants
Assumption 3: The local objective function Hessians ∇ 2 f i (x) are Lipschitz continuous with respect to the Euclidian norm with parameter L. I.e., for all x,x ∈ R p , it holds
The lower bound in Assumption 1 is more a definition than a constraint. To be more precise, the weights w ij are positive if and only if j ∈ N i or j = i. This observation verifies existence of a lower bound for the local weights w ii that is defined as δ > 0 in Assumption 1. The upper bound Δ < 1 on the weights w ii is true for all connected networks as long as neighbors j ∈ N i are assigned nonzero weights w ij > 0. This is because the matrix W is doubly stochastic [cf. (4) ], which implies that w ii = 1 − j ∈N i w ij < 1 as long as w ij > 0.
The lower bound m for the eigenvalues of local objective function Hessians ∇ 2 f i (x) is equivalent to the strong convexity of local objective functions f i (x) with parameter m. The strong convexity assumption for the local objective functions f i (x) stated in Assumption 2 is customary in Newton-based methods, since the Hessian of objective function should be invertible to establish Newton's method [Chapter 9 of [23] ]. The upper bound M for the eigenvalues of local objective function Hessians ∇ 2 f i (x) is similar to the condition that gradients ∇f i (x) are Lipschitz continuous with parameter M for the case that functions are twice differentiable.
The restriction imposed by Assumption 3 is customary in the analysis of second order methods, see Section 9.5.3 of [23] , which guarantees that the Hessians ∇ 2 F (y) are also Lipschitz continuous as we show in the following lemma.
Lemma 1: Consider the definition of objective function F (y) in (6). If Assumption 3 holds then the objective function Hessian H(y) =: ∇ 2 F (y) is Lipschitz continuous with parameter αL, i.e., for all y,ŷ ∈ R np we have
Proof: See Appendix A. Lemma 1 states that the penalty objective function introduced in (6) has the property that the Hessians are Lipschitz continuous, while the Lipschitz constant is a function of the penalty coefficient 1/α. Thus, if we increase the penalty coefficient 1/α, or, equivalently, decrease α, the objective function F (y) approaches a quadratic form because the curvature becomes constant.
To prove convergence properties of NN we need bounds for the eigenvalues of the block diagonal matrix D t , the block sparse matrix B, and the Hessian H t . These eigenvalue bounds are established in the following proposition using the conditions imposed by Assumptions 1 and 2.
Proposition 1: Consider the definitions of matrices H t , D t , and B in (10), (12) , and (13), respectively. If Assumptions 1 and 2 hold true, then the eigenvalues of matrices H t , D t , and B are uniformly bounded as
Proof: See Appendix B. Proposition 1 states that Hessian matrix H t and block diagonal matrix D t are positive definite, while matrix B is positive semidefinite.
As we noted in Section III, for the expansion in (14) to be valid the eigenvalues of the matrix D (27) guarantee convergence of the Taylor series in (14) . As mentioned in Section III, NN-K truncates the first K summands of the Hessian inverse Taylor series in (14) to approximate the Hessian inverse of the objective function in optimization problem (6) . To evaluate the performance of NN-K we study the error of the Hessian inverse approximation by defining the error matrix E t ∈ R np×np as
The error matrix E t measures closeness of the Hessian inverse approximation matrixĤ the error matrix E t approaches the zero matrix 0. We therefore bound the error of the Hessian inverse approximation by developing a bound for the eigenvalues of E t . This bound is provided in the following proposition.
Proposition 3: Consider the NN-K method in (12)- (17) and the definition of error matrix E t in (28) . Further, recall the definition of the constant ρ := 2(1 − δ)/(αm + 2(1 − δ)) < 1 in Proposition 2. The error matrix E t is positive semidefinite and all its eigenvalues are upper bounded by ρ K +1 ,
Proof: See Appendix D. Proposition 3 asserts that the error in the approximation of the Hessian inverse, thereby on the approximation of the Newton step, is bounded by ρ K +1 . This result corroborates the intuition that the larger K is, the closer that d (K ) i,t approximates the Newton step. This closer approximation comes at the cost of increasing the communication cost of each descent iteration. The decrease of this error being proportional to ρ K +1 hints that using a small value of K should suffice in practice. Further to decrease ρ we can increase δ or increase α. Increasing δ calls for assigning substantial weight to w ii . Increasing α comes at the cost of moving the solution of (6) away from the solution of (9) and its equivalent (1) .
Bounds on the eigenvalues of the objective function Hessian H t are central to the convergence analysis of Newton's method [Chapter 9 of [23] ]. Lower bounds for the Hessian eigenvalues guarantee that the matrix is nonsingular. Upper bounds imply that the minimum eigenvalue of the Hessian inverse H −1 is strictly larger than zero, which, in turn, implies a strict decrement in each Newton step. Analogous bounds for the eigenvalues of the NN approximate Hessian inversesĤ
These bounds are studied in the following lemma.
Lemma 2: Consider the NN-K method as defined in (12)- (17) . If Assumptions 1 and 2 hold true, we have λI
where constants λ and Λ are defined as
(31) Proof: See Appendix E. According to the result in Lemma 2, the NN-K approximate Hessian inversesĤ
are strictly positive definite and have all of their eigenvalues bounded between the positive and finite constants λ and Λ. This is true for all K and uniform across all iteration indexes t. Considering these eigenvalue bounds and the fact that −g t is a descent direction, the approximate Newton step −Ĥ
g t enforces convergence of the iterate y t to the optimal argument y * of the penalized objective function F (y) in (6) . In the following theorem we show that if the stepsize is properly chosen, the sequence of objective function values F (y t ) converges at least linearly to the optimal objective function value F (y * ). Theorem 1: Consider the NN-K method as defined in (12)- (17) and the objective function F (y) as introduced in (6) . Further, recall the definitions of the lower and upper bounds λ and Λ, respectively, for the eigenvalues of the approximate Hessian inverseĤ 
and Assumptions 1-3 hold, the sequence F (y t ) converges to the optimal argument F (y * ) at least linearly as
where the constant 0 < ζ < 1 is explicitly given by
Proof: See Appendix F. Theorem 1 shows that the objective function error sequence F (y t ) − F (y * ) asymptoticly converges to zero and that the rate of convergence is at least linear. Note that according to the definition of the convergence parameter ζ in Theorem 1 and the definitions of λ and Λ in (31), increasing α leads to faster convergence. This observation verifies existence of a tradeoff between rate and accuracy of convergence. For large values of α the sequence generated by network Newton converges faster to the optimal solution of (6). These faster convergence comes at the cost of increasing the distance between the optimal solutions of (6) and (1). Conversely, smaller α implies smaller gap between the optimal solutions of (6) and (1), but the convergence rate of NN-K is slower. In the following section, we illustrate the connection between network Newton and the centralized Newton's method.
A. Analysis of Network Newton as a Newton-like Method
To connect the proposed NN method with the classic Newton's method, we first study the difference between these methods. In particular, the following lemma shows that the convergence of the norm of the weighted gradient D −1/2 t−1 g t in NN-K is akin to the convergence of Newton's method with constant stepsize. The difference is the appearance of a term associated with the error of the Hessian inverse approximation as we formally state next.
Lemma 3: Consider the NN-K method as defined in (12)- (17) . If Assumptions 1-3 hold, the sequence of weighted gradients
where the constants Γ 1 and Γ 2 are defined as is not zero in general. Although, the error of Hessian inverse approximation is not zero, the result in (35) is very similar to the one for the classic Newton's method. To make this connection clearer, further note that for all except the first few iterations the term Γ 1 (1 − ζ) (t−1)/4 ≈ 0 is close to 0 and the relation in (35) can be simplified to
In (37), the coefficient in the linear term is reduced to (1 − + ρ K +1 ) and the coefficient in the quadratic term stays at 2 Γ 2 . If, for discussion purposes, we set = 1 as in Newton's quadratic phase, the upper bound in (37) is further reduced to
The equation in (38) makes the connection between NN and Newton's clear, because the exact same result would hold for Newton's method if we set ρ = 0. The NN method can not have a quadratic convergence phase for the rest of the iterations -like the one for Newton's method -because of the term
However, since the constant ρ (cf. Proposition 2) is smaller than 1 the term ρ K +1 can be made arbitrarily small by increasing the approximation order K. Equivalently, this means that by selecting K to be large enough, we can make the quadratic term in (38) dominant and observe a quadratic convergence phase. The boundaries of this quadratic convergence phase are formally determined in the following Theorem using the result in (35). 
the sequence of scaled gradient norms is such that
Proof: Based on the definition of η t , we can rewrite (35) as
We use this expression to prove the inequality in (40). To do so, rearrange terms in the first inequality in (39) and write
Multiplying both sides of (42) by 
But (45) is true because we are looking at a range of gradients that satisfy the second inequality in (39).
As per Theorem 1 y t is converging to y * at a rate that is at least linear. Thus, the gradients g t will be such that at some point in time they satisfy the rightmost inequality in (39). At that point in time, progress towards y * proceeds at a quadratic rate as indicated by (40). This quadratic rate of progress is maintained until the leftmost inequality in (39) is satisfied, at which point the linear term in (35) dominates and the convergence rate goes back to linear. Furthermore, making K sufficiently large it is possible to reduce η t arbitrarily and make the quadratic convergence region last longer. In practice, this calls for making K large enough so that √ η t is close to the desired gradient norm accuracy.
Remark 3: For a quadratic function F , the Lipschitz constant for the Hessian is L = 0. Then, the optimal choice of stepsize for NN-K is = 1 as a result of stepsize rule in (32). Moreover, the constants for the linear and quadratic terms in (35) are Γ 1 = Γ 2 = 0 as it follows from their definitions in (36). For quadratic functions we also have that the Hessian of the objective function H t = H and the block diagonal matrix D t = D are time-invariant. Thus, we can rewrite (35) as
Note that Newton's method converges in a single step in quadratic programming. This property follows from (46) because Newton's method is equivalent to NN-K as K → ∞. The expression in (46) states that NN-K converges linearly with a constant decrease factor of ρ K +1 per iteration. This in contrast with first order methods like DGD that converge with a linear rate that depends on the problem condition number.
V. NUMERICAL ANALYSIS
In this section, we study the performance of NN-K in the minimization of a distributed quadratic objective. For each agent i we consider a positive definite diagonal matrix A i ∈ S 
The difficulty of solving (47) 
A. Comparison with Existing Methods
In this section we compare the performance of the proposed NN method with primal methods such as DGD in [13] and the accelerated version of DGD (Acc. DGD) in [14] . For the Acc. DGD method, we assume that the stepsize parameter and the momentum coefficients are constant as in the case for the centralized accelerated gradient descent. This makes the comparison between Acc. DGD, DGD, and NN fair, since our aim is to compare their performances in solving the penalized objective function. Moreover, we consider the convergence paths of the distributed ADMM (DADMM) in [18] and the exact first order method EXTRA in [16] . Although EXTRA operates in the primal domain, it has been shown that it can be interpreted as a saddle-point method [27] . Thus, we consider EXTRA in the category of dual methods which has a linear convergence rate as DADMM.
We compare these methods in solving (47) for the case that there are n = 100 nodes in the network and the dimension of the vector x is p = 20. We assume that the graph is 4-regular. Further, we set the condition number parameter to ξ = 2 and the penalty parameter to α = 10 −3 . The momentum coefficient for the accelerated DGD is 0.9. Note that among the values {0.1, 0.2, . . . , 0.9, 1}, the best performance belongs to the momentum coefficient 0.9 which we use in the experiments.
As the condition number of the problem is relatively large, i.e., 4.3 × 10 3 , the NN method performs better than DGD and Acc. DGD in terms of the number of iterations and total number of local information exchanges as they are illustrated in Fig. 1 and Fig. 2 , respectively. In the case that the condition number of the objective function is not significantly large with respect to the dimension of the problem, the accelerated DGD would be a better choice relative to NN.
The comparison with dual methods shows that in terms of iterations and rounds of communications DADMM and different variants of NN perform relatively well and after some point DADMM outperform NN and other primal methods because it converges to the optimal argument of the original problem instead of the penalized function. On the other hand, each step of DADMM requires solving a convex program which can be computationally costly. We observe that EXTRA also has a linear convergence rate to the exact optimal solution, and its accuracy becomes better than all primal methods. However, EXTRA is a first-order method and its convergence at the beginning is relatively slower than NN. This advantage of NN results from incorporation of the curvature information of the objective function. These observations show that by incorporating the idea of NN and EXTRA we should be able to come up with a secondorder method that has a linear convergence rate to the exact solution of (47) while it can perform well in ill-conditioned problems.
B. Effect of Objective Function Condition Number
We study the effect of condition number on the convergence rate of NN and show that NN is less sensitive to the objective function condition number with respect to primal first-order methods, e.g., DGD in [13] and accelerated DGD in [14] . To do so, we compare the performances of the mentioned methods in solving the problem in (47) for small and large condition numbers. The parameters are the same as the parameters in Fig. 1 except the choice of the condition number parameter ξ.
We first consider the case that ξ = 1 which leads to condition number 1.24 × 10
1 . The convergence paths of DGD, accelerated DGD, NN-0, NN-1, and NN-2 in terms of the number of local information exchanges are shown in Fig. 3 . The performance of variations of NN are not significantly better than DGD and accelerated DGD. In particular, DGD and Acc. DGD both outperform NN-1 and NN-2 in terms of the total communications until convergence. Thus, accelerated DGD is the best option among the primal methods for problems with small condition number. To explore the performance of these methods for an illconditioned problem we set the condition number parameter ξ = 3 which leads to the condition number 1.4 × 10 4 for the considered realization. Fig. 4 illustrate the convergence paths of the considered primal methods in terms of the number of local information exchanges. As we observe, the advantage of the network Newton methods is substantial in this setting and they outperform DGD and accelerated DGD in terms of communication cost.
C. Effect of Network Topology
We proceed to compare the performance of NN in different network topologies. In particular, we consider five different topologies which are random graphs with connectivity probabilities p c = 0.25 and p c = 0.35, complete graph, cycle, and line. Note that in random graphs, we generate the edges between nodes with probability p c . The complete graph is a graph that all nodes are connected to each other directly. A cycle graph is a connected graph that each node has degree 2. A line graph is a cycle graph that is missing an edge. The parameters are the same as the parameters in Fig. 1 except the network graph and the way that we generate the weight matrix W. We generate the weight matrix W using the formula W = I − L/τ where L is the Laplacian matrix of the graph and τ /2 is the largest eigenvalue of the Laplacian L. We compare the performance of NN-2 for all these networks in terms of the number of iterations and the total number of communications between nodes. Notice that in this section we use total communications between node instead of the number of local information exchanges (rounds of local communications) since the degrees of nodes in the different networks are not equal.
The convergence paths of NN-2 for the considered topologies in terms of the number of iterations and the total number of communications are demonstrated in Fig. 5 and Fig. 6 , respectively. The first important observation is the accuracy of convergence. According to the results in [15] , if we define β < 1 as the second largest magnitude of the eigenvalues of W, then the accuracy of convergence is proportional to 1/ (1 − β) . Thus, the graphs with smaller β converge to a smaller neighborhood of the optimal argument. In particular, the parameter β for the complete graph which has the most accurate convergence is β = 0.5, while for the line graph that has the least accurate convergence path β = 0.99.
The second important observation is the rate of convergence for NN-2 in these network topologies. It follows from the result in Theorem 1 that for a quadratic objective function the constant of linear convergence becomes 1 − αmλ. Therefore, for larger values of λ we expect faster convergence. Note that λ is large when δ = min i w ii is large and close to 1. These observations imply that for the graphs that δ is larger we expect faster linear convergence. The convergence paths in 
D. Tightness of the Bounds
In this section, we study the tightness of the theoretical bounds in the paper. To do so, we compare the empirical convergence rates of NN-0, NN-1, and NN-2 with the theoretical result in Lemma 3. As we discussed in Remark 3, for a quadratic objective function the sequence of weighted gradients of NN-K satisfies the inequality
We refer to this rate as T.B. which stands for theoretical bound. Figure 7 illustrates the theoretical bounds and empirical convergence paths of NN-0, NN-1, and NN-2 for the quadratic problem in (47). As we observe, the convergence rates of all methods are faster than their theoretical bounds at the beginning, but after almost 10 iterations their convergence rate becomes similar to the theoretical bound in (46). To be clearer, the slopes of the actual convergence paths and their corresponding theoretical bounds become equal after almost 10 iterations. This observation shows that the bound in (46) is reasonably tight and the sequence of weighted gradients for NN-K diminishes with factor ρ K +1 .
VI. CONCLUSION
We developed the network Newton method as an approximate Newton method for solving consensus optimization problems. The algorithm builds on a reinterpretation of distributed gradient descent as a penalty method and relies on an approximation of the Newton step of the corresponding penalized objective function. To approximate the Newton direction we truncate the Taylor series of the exact Newton step. This leads to a family of methods defined by the number K of Taylor series terms kept in the approximation. When we keep K terms of the Taylor series, the method is called NN-K and can be implemented through the aggregation of information in K-hop neighborhoods. We showed that NN converges at least linearly to the solution of the penalized objective, and, consequently, to a neighborhood of the optimal argument for the original optimization problem. We completed the convergence analysis of NN-K by showing that the sequence of iterates generated by NN-K converges at a quadratic rate in a specific interval. Numerical analyses compared the performances of NN-K with different choices of K for minimizing quadratic objectives. We observed that all NN-K methods work faster than distributed gradient descent in terms of number of iterations and number of communications. 
By using 3 and (48) we obtain that
Therefore, the claim in (23) 
Since matrix G t is block diagonal and the eigenvalues of each diagonal block G ii,t = ∇ 2 f i (x i,t ) are bounded by constants 0 < m ≤ M < ∞ as mentioned in (21), we obtain
Considering the definition of the Hessian H t := I − Z + αG t and the bounds in (50) and (51), the first claim follows. The definition of the matrix D t in (12) yields
where W d is defined as W d := diag(W). Note that matrix I n − W d is diagonal and the i-th diagonal component is 1 − w ii . Since the local weights satisfy δ ≤ w ii ≤ Δ, we obtain that the eigenvalues of I n − W d are bounded below and above by 1 − Δ and 1 − δ, respectively. Since the eigenvalues of (I n − W d ) and
Considering the relation in (52) and bounds in (51) and (53), the second claim follows. Based on the definition of B in (13), we can write
Note that in the i-th row of matrix I − 2W d + W, the diagonal component is 1 − w ii and the jth component is w ij for all j = i. Using Gershgorin theorem and the same argument that we established for the eigenvalues of I − Z, we can write
Based on (55) and (54), the last claim follows. Notice thatD is diagonal, time invariant, and only depends on the structure of the network. SinceD is diagonal and each diagonal component 1 − w ii is strictly larger than 0,D is positive definite and invertible. Hence, we can write 
APPENDIX C PROOF
Consider (58) and apply Gershgorin theorem to obtain 
Observe that according to Assumption 1, the eigenvalues of local Hessian matrices ∇ 2 f i (x i ) are bounded by m and M . Further notice that the diagonal elements of weight matrix w ii are bounded by δ and Δ, i.e. δ ≤ w ii ≤ Δ. Considering these bounds we can show that the eigenvalues of matrices (α/2(1 − w ii ))∇ 2 f i (x i,t ) + I are lower and upper bounded as
(62) By considering the bounds in (62) and the expression in (61), the eigenvalues of the matrixD 1/2 D −1/2 t are bounded as
for i = 1, . . . , n. Observing the decomposition in (56), the norm of the matrix D
is upper bounded as
Considering the symmetry of matricesD
, and the upper bounds for their eigenvalues in (60) and (63), respectively, we can substitute the norm of these two matrices by the upper bounds of their eigenvalues and simplify the upper bound in (64) to
Since
is positive semidefinite and symmetric, the result in (27) follows.
APPENDIX D PROOF OF PROPOSITION 3
In this proof and the rest of the proofs we denote the Hessian approximation asĤ 
Proof: Check Lemma 2 in [24] . t are similar (conjugate) the sets of eigenvalues of these two matrices are identical. Thus, the eigenvalues of BD −1 are bounded as
for i = 1, 2, . . . , np. This result in association with (66) yields
Observe that the error matrix E t = I −Ĥ Based on the Cauchy-Schwarz inequality, the product of the norms is larger than norm of the products. This observation and the definition ofĤ 
Using the triangle inequality in (69) to claim that the norm of the sum is smaller than the sum of the norms and substituting the bounds in (70) and (71) into the resulting expression yield
Since ρ < 1, the sum 
The claim in (30) follows from the results in (73) and (74).
APPENDIX F PROOF OF THEOREM 1
To prove global convergence of the Network Newton method we first introduce two technical lemmas. In the first lemma, we develop an upper bound for the objective function value F (y) using the first three terms of its Taylor expansion. In the second lemma, we construct an upper bound for the error F (y t+1 ) − F (y * ) in terms of F (y t ) − F (y * ).
That β t < 1 follows by combining (89) with (90). To prove that 0 < β t for all t ≥ 0 we prove that this is true for t = 0 and then prove that the β t sequence is increasing. According to (32), we can write ≤ 3mλ 
By computing the squares of both sides of (91), multiplying the right hand side of the resulting inequality by 2 to make the inequality strict, and factorizing αmλ we obtain 2 < 6λ 
If we now divide both sides of the inequality in (92) by the first multiplicand in the right hand side of (92) we obtain 
Observe that based on the hypothesis in (32) the step size is smaller than 1 and it is then trivially true that 2 − ≥ 1. This observation shows that if we multiply the right hand side of (93) by 2(1 − /2) the inequality still holds, 
Based on (87), the result in (95) yields β 0 > 0. Observing that β 0 is positive, to show that for all t the sequence of β t is positive it is sufficient to prove that the sequence β t is increasing. We use strong induction to prove β t < β t+1 for all t ≥ 0. By setting t = 0 in (88) we obtain
Considering the result in (96) and the fact that 0 < β 0 < 1, we obtain that the objective function error at time t = 1 is strictly smaller than the error at time t = 0, i.e.
According to (87), a smaller objective function error F (y t ) − F (y * ) leads to a larger coefficient β t . This observation combined with the result in (97) leads to
To complete the strong induction argument assume now that β 0 < β 1 < . . . < β t−1 < β t and proceed to prove that if this is true we must have β t < β t+1 . Begin by observing that since 0 < β 0 the induction hypothesis implies that for all u ∈ {0, . . . , t} the constant β u is also positive, i.e., 0 < β u . Further recall that for all t the sequence β t is also smaller than 1 as already proved. Combining these two observations we have 0 < β u < 1 for all u ∈ {0, . . . , t}. Consider now the inequality in (88) and utilize the fact that 0 < β u < 1 for all u ∈ {0, . . . , t} to conclude that
for all u ∈ {0, . . . , t}. Setting u = t in (99) we conclude that F (y t+1 ) − F (y * ) < F (y t ) − F (y * ). By further repeating the argument leading from (98) to (97) we can conclude that β t < β t+1 .
(100)
The strong induction proof is complete and we can claim that 0 < β 0 < β 1 < . . . < β t < 1,
for all times t. The results in (88) and (101) imply lim t→∞ F (y t ) − F (y * ) = 0. To conclude that the rate is at least linear simply observe that if the sequence β t is increasing as per (101), the sequence 1 − β t is decreasing and satisfies
for all time steps t. Applying the inequality in (88) recursively and considering the inequality in (102) yields
Considering ζ = β 0 , the claim in (33) follows.
APPENDIX G PROOF OF LEMMA 3
To simplify notation we useĤ 
where we have used y t+1 − y t = − Ĥ −1 t g t . Based on the definition of matrix norm we can write
