The signal-to-noise ratio (SNR) from GNSS receivers allows computing the height of a reflecting surface by analyzing the interference pattern. In classical interference pattern technique the distance between the antenna and the reflector is derived from the multipath pattern using a one-dimensional Lomb-Scargle periodogram (LSP) which permits the estimation of constant or quasi static reflector heights only. In waters with tidal influence some authors used one-dimensional LSP to iteratively estimate an approximate time-dependent correction term for the variable reflector height. Other authors applied nonlinear least squares adjustment that requires choosing initial parameters what might become crucial due to the multimodality of the problem. We suggest and apply an alternative approach that allows finding the global optimum of a multi-dimensional cost function of a common least squares adjustment based on interval analysis. This method reduces the computational efforts compared to LSP. The technique is demonstrated using a simulated data set derived from real measurements on the Weser river, Germany. Additionally, real data from a gauge in the North Sea is analyzed.
Introduction
The water surface is an excellent reflector for microwave signals. This fact leads to commonly unwanted multipath signals when GNSS observations are carried out in marine environments. Although antenna manufacturers put a lot of effort into suppressing signals reflected from be-*Corresponding Author: J. Reinking: Jade Hochschule Wilhelmshaven/ Oldenburg/ Elsfleth Oldenburg, Lower Saxony, Germany, E-mail: reinking@jade-hs.de low the horizon, a portion of the multipath signal reaches the antenna phase center and interferes with the direct signal. The pattern of the interference changes as the satellite is moving and creates a characteristic oscillation in the signal-to-noise ratio (SNR) which is recorded by many GNSS receivers.
The SNR and its oscillation depend on different external and local factors. While long-term SNR variations are mainly influenced by receiving and transmitting antenna gain patterns, short-term oscillations are mainly governed by multipath. According to [1] and [2] , multipath is related to the distance between the antenna phase center and a horizontal reflector. This reflector height can be estimated using interference pattern technique (IPT) which was demonstrated for SNR data from standard GNSS equipment by [3] and [4] for sensing soil moisture. The method was further developed for the estimation of sea surface heights [5] [6] [7] [8] [9] and applied to water bodies in different parts of the world [10] .
The basis for the successful application of IPT is a preprocessing step in which the SNR data has to be masked to avoid using multipath data from other sources than the water surface [11] . Additionally, the data can be high-pass filtered to eliminate and reduce non-multipath influences. The reflector height is later estimated from pre-processed SNR data (designated here δSNR following [5] , see Eq. (1) in the following chapter) by means of the Lomb-Scargle periodogram (LSP) [12, 13] . Usually LSP is analyzed for every single satellite and the different results are later combined in an additional step. Since for a horizontal reflecting surface the reflector height must be equal for all satellites at a given time, a combination could also be applied by stacking the LSP from all satellites [14] . The resolution of the LSP output depends on the oversampling factor that corresponds to the retrieval precision of the reflector height desired by the user. Hence, a suitable retrieval precision might lead to a high computational effort since the spectral power of the LSP has to be calculated for all possible reflector heights within a certain height range.
In the first concepts of IPT, the reflecting surface was supposed to be stationary and horizontal. Since at least stationarity cannot be assumed for waters with tidal influ-ences, more adequate methods were suggested in which the oscillation frequencies where described as a function of a reflector height and a corresponding vertical velocity. [7] and [8] used an iterative method to derive a preliminary height time series by means of one-dimensional LSP from which the vertical velocity is estimated and used as a correction term in a following likewise one-dimensional LSP analysis. [9] applied a windowing technique to estimate quasi-stationary frequencies for short time periods and calculated the height and the corresponding vertical velocity in a common adjustment for all satellites involved in an additional step.
These methods work well in particular if the change of the reflector height in a given time span is low compared to the static reflector height. In areas with a high tidal range and a corresponding high vertical velocity the time span must be short enough to ensure that the assumptions are adequate. On the other hand for lower reflector heights the oscillation frequency decreases and for a reliable estimation of the reflector height longer time spans have to be involved in the LPS. Under certain conditions this discrepancy might lead even for the shortest acceptable time span to incorrect results.
Therefore, it would be desirable to model the frequency as a function of a variable height. The parameters of such an inverse modelling might be derived from a least-squares adjustment [15] . Since the SNR data is a highly nonlinear multimodal function of the reflector height, a linearized least-squares adjustment has to be applied, which requires choosing initial values for the function parameters. Due to the multimodality of the problem this choice is crucial since it determines whether the necessary Gauss-Newton iteration converges to the global or only a local minimum or even do not converge. For landbased applications adequate initial values might be available and a least-squares adjustment can be applied [16] . In marine environments in waters with smaller tidal ranges it could also be possible to access appropriate initial parameters [15] but in particular in waters with strong tidal influences suitable initial values are commonly not accessible.
The simplest time-dependent height model would be a two-dimensional function with a constant and timedependent term describing the variable reflector height for a reasonable long time window. Although such a multivariate model can be treated by two-dimensional LSP, an adequate oversampling for both the constant and the timedependent term could lead to high computation times. It should be mentioned here that a reduction of the computational effort by step-wise LPS with an initial coarsespacing search followed by a finely spaced estimation cannot guarantee to find a global optimum due to the multimodal nature of the SNR oscillation.
To overcome these problems, multivariate global optimization based on interval analysis [17] can be applied that theoretically guarantees to find the minimum of an objective function in a given range of parameters. In a consistent computation step, all observations of all satellites are used in a common weighted least squares adjustment to estimate the phases and amplitudes of the δSNR oscillations. The weighted sum of squares of residuals from such an adjustment is a criterion comparable to the spectral power of the LSP and can hence be introduced as an objective function into the global optimization.
We demonstrate the application of the multivariate global optimization to SNR data. In chapter 2, the basic formulae for the set-up of the least-squares model, the objective function and their derivatives will be explained and derived. Chapter 3 will briefly repeat the concepts of global optimization using interval analysis and show the necessary adaptations to apply the method for the estimation of the reflector height. In chapter 4 a numerical evaluation is presented that demonstrates the power of this application by using simulated data derived from a realistic situation. Chapter 5 concludes the findings and gives an outlook to further investigations and applications.
Objective function
Following [5] , the undisturbed oscillating δSNR data for a particular satellite can be expressed as a function of the GNSS carrier wavelength λ, the elevation angle θ of the satellite, an amplitude Amp and a phase offset ϕ and the reflector height h:
This form is a simplification since some influencing effects are not considered here. Commonly the SNR values show an attenuation that is related to the elevation angle which was neglected here for clearness. A detailed description can be found in [16] . Basically, Eq. (1) represents an instantaneous δSNR value that is valid only for a particular position of the reflecting surface at a specific moment. If the reflecting surface is not a static horizontal plane, the reflector height will vary in time and space. Specifically, the surface of waters with tidal influence could not be assumed to be plane and static. Hence, if Eq. (1) should be applied to water surfaces, an appropriate physical model should be de-scribed using an m-dimensional function with parameters hu, u = 0, . . . , m − 1.
To reveal the essential application of global optimization, the simple case of a horizontal planar surface with a time-dependent surface height will be assumed. Although other more complex models might be integrated easily, the reflector height will correspondingly be expressed as a linear time-dependent function h(t):
Here, h 0 represents a reflector height at time t 0 and h 1 describes the reflector height rate. Taking into account that the elevation angle is likewise time-dependent, the observation equation of a least squares adjustment of n k δSNR values of s satellites at the observation times t k,i can be derived from Eq. (1) with respect to the addition theorem for cosine as
with
Here, v k,i is the residual of a least squares adjustment, where k = 1, . . . , s while s is the number of satellites and i = 1, . . . , n k with n k as the number of observations for satellite k. The parameters a k and b k are combinations of the amplitude and phase for a particular satellite k.
The unknown parameters a k and b k could be estimated together with the unknown parameters of the time-dependent function h 0 and h 1 from a weighted least squares adjustment for a set of observations. Since the observation equations are nonlinear functions of the reflector height, good initial values for the function parameters h 0 and h 1 are essential for a proper linearization. Unfortunately, the solution of the linearized least squares adjustment will not lead to a global optimum in general. Consequently, values for these parameters can be varied in certain ranges so that h(t k,i ) ≠ 0 and held fixed in a restricted linear least squares adjustment which solves only for the unknowns a k and b k . This procedure is known as a leastsquares spectral analysis (LSSA) [18] that is equivalent to a LSP approach. The results from the adjustment depend on the value of the reflector height predetermined by the variation of the function parameters.
Assuming uncorrelated δSNR values of the different satellites, the weighted sum of squares of residuals is the cost function of the adjustment and is represented as a function of all a k and b k and additionally h 0 and h 1 by
with P k as the weight matrix for the observations of satellite k and the usual weighted least squares solution
Since the derivatives in the Jacobian depend implicitly on the predetermined function parameters h 0 and h 1 , the vector of unknowns still depends on these parameters, too.
The function parameters h 0 and h 1 can be varied in certain ranges and the cost functions from the different adjustments according to Eq. (4) could be used equivalent to the spectral power of the LSP to find the best-fitting reflector height. A single summand of Eq. (4) is equivalent to a LSP spectral power for a particular satellite and Eq. (4) could be seen as equivalent to the sum of spectral powers of all satellites involved. Figure 1 visualizes an example data set for three satellites and a time period of one hour with a sample rate of one second. The initial parameters for the time-dependent reflector height are given as h 0 = 5.5 m and h 1 = 0.333m/h. A linear variation of the elevation angle was assumed and the elevation range for the satellite was set to 35°to 5°for satellite 1, 4°to 30°for satellite 2 and 6°to 23°for satellite 3. All amplitudes were set to one with a phase offset of zero and the observations were computed according to Eq. (3) neglecting any resid-
The cost functions were calculated from Eq. (4) for a range between 4 m to 7 m for the static reflector height and −1 m/h to +1 m/h for the vertical velocity. The contour plot of the cost function values presented in Fig. 1 shows a minimal weighted sum of squares of residuals (in this case equal to zero) at the position of the initial parameters for the time-dependent reflector height. Besides this global minimum, many local minima in the vicinity to this location are visible. Hence, Fig. 1 suggests that the initial values must lie within a range of few cm to the pre-defined values to avoid non-convergence or the convergence to a wrong local minimum if a nonlinear least-squares adjustment for the parameters of the reflector height function should be carried out.
For an iterative approach according to [7] and [8] , the one-hour data set was split into 8 time windows with a length of 450 s. For every time window a one-dimensional LSP was carried out for a static height neglecting the vertical velocity. The resulting height series yield an adjusted vertical velocity of 0.627 m/h, what is almost two times the initial value. If this wrong vertical velocity would be applied as a correction term according to [7] , no correct reflector height can be derived for this example. The overestimation of the vertical velocity in this example might be a result of neglecting the prerequisites of unbiased observations of the Gauss-Markov theorem in the first iteration step. A global optimization using a two-dimensional LSP to find the minimum with a resolution quality of 1 cm for h 0 and 1 cm/h for h 1 needs an increment of 0.5 cm and 0.5 cm/h resp. for the variation of the parameters. Hence, more than 240000 computations of Eq. (4) are needed for this simple case. For a more sophisticated global optimization based on interval analysis, the scalar cost function in Eq. (4) must be used as the objective function for which the minimum w.r.t. the parameters hu must be found. An optimum is characterized by a general gradient vector that is equal to the zero vector:
Since the cost function of Eq. (4) is a sum of the cost functions for s satellites, the partial derivative in Eq. (8) can likewise be represented as a sum:
Considering the differentiation rules for matrices and vectors the partial derivative can be expressed as
where
∂hu contains the partial derivatives of the elements of the functional matrix w.r.t. the unknown hu.
Besides the first partial derivatives also the second and third partial derivatives will be used later. Again, the partial derivatives can be calculated from a sum equivalent to Eq. (9) . For the second partial derivatives one gets:
The derivatives of the vector of unknowns and the vector of residuals are expressed as
The third partial derivatives are derived as:
The derivatives of the vector of unknowns and the vector of residuals are derived as
As will be explained in the next chapter the knowledge of the second and third derivatives of the objective function is essential for an effective application of interval analysis to the global optimization of the cost function.
Global optimization
The search for a global minimum of an m-dimensional function in a particular m-dimensional box of variables can be conducted either by probabilistic or by deterministic optimization methods. The first category is dominated by the techniques of simulated annealing [19] and genetic algorithms [20] . Although these approaches are widely used in scientific analysis, they cannot guarantee the output of an existing global optimal solution due to their stochastic character. The second category bases on the developments of [21, 22] that implemented the interval arithmetic invented by [23] . Theoretically, these methods guarantee to find a minimum in a given interval box presupposed that at least one minimum exist in the interval box. In practice, this guarantee is weakened due to numerical reasons but they were shown to be very reliable in correctly finding the global optimal solution [24] .
Global optimization using interval analysis has been enhanced and applied by many scientists [25] . Most algorithms base on a branch-and-bound strategy that was originally suggested by [26] . Although a number of improvements and enhancements were published [24, [27] [28] [29] we will use a basic simple form for reasons of clarity.
Such an algorithm starts with the definition of a list of m-dimensional interval boxes that could contain at least one minimum. Initially, the list will be filled with only one interval box that should be well defined by the user. Commonly this interval box is much larger than a certain threshold which is related to a desired resolution. In the bounding step the features of an interval box are analyzed and a decision is made if the interval box should be rejected from the list. If the interval box is not rejected, a multivariate Interval Newton method [30] is applied that produces one box or two new boxes. If two new boxes are created, the current box will be replaced by one of the new boxes and the other new one will be added to the list of boxes. If only one box is produced, it will either be rejected if it is empty or it will replace the current box if it is smaller than the current one. If not, the current interval box will be split into smaller boxes (branch) from which one will replace the current box and the other will be added to the list of boxes. The algorithm will be repeated for the next interval box in the list until either the list is empty or the remaining interval box is smaller than the threshold.
After finally the function parameters are derived, the Jacobian from Eq. (7) could be extended for these parameters using them as initial values and the covariance matrix from a common nonlinear least squares adjustment could be computed by application of block-wise inversion and diagonalization techniques [31] . Since the cost function represents in good approximation the sum of squares of residuals of this nonlinear adjustment formal errors for all function parameters can be derived.
Interval analysis and bounding
The algorithm described above uses interval arithmetic [32] in the bounding step for the computation of ranges of the objective function and its derivatives. All computations account for the basic interval arithmetic operations for two intervals X and Y with the lower and upper bounds x L , x U , y L and y U :
The symbol ∘ denotes any of the four basic arithmetic operations. Addition, subtraction and multiplication are easy to deal with but for division, one has to consider that an interval might include zero. Therefore, extended interval division must be used to correctly find the resulting bounds [33] . For practical applications, a number of software libraries exist for different programming languages. We carried out all interval computations using the MATLAB library INTLAB [34] . It should be mentioned here that not all of the libraries consider extended interval division.
It is a well-known fact that interval computations overestimate the bounds of a range of a function due to the phenomenon of interval dependency. In particular, if the bounds of the cost function from Eq. (4) should be calculated, many simple interval operations have to be performed. Even for small interval boxes the overestimation would frequently yield infinite bounds. To overcome this problem a Taylor expansion for the computation of the bounds of an m-dimensional function f(x) of vector x can be used [35] :
where f (X) is the interval range of the function (by itself an interval), X is the m-dimensional interval box, x M is the mid-point of the interval box X and, f (x M ) is the function value at the mid-point x M , ∇f (x M ) is the gradient vector of function f at mid-point x M , and H(X) is the interval range of the Hessian of function f .
The mentioned interval dependency will influence the computation of the interval range of the Hessian, too. Hence, it could be advisable to use an approximation for Eq. (18) for practical computations:
Here, the Hessian is computed for the mid-point of the interval box. The overestimation will be reduced by this approach but the true bounds of the function will still lie in the resulting interval. Equation (19) can now be applied to the objective function and its derivatives. The interval range of the objective function for the interval box is computed from Eq. (4) in conjunction with Eq. (10) and Eq. (11). The box of interval ranges for the gradient vector in Eq. (8) is similarly derived. For this, the function f in Eq. (19) must be replaced by the derivative from Eq. (10) for a particular parameter hu. The gradient vector and Hessian of the derivative must be calculated from the proper second and third derivatives in Eq. (11) and Eq. (14) .
The lower bound of the interval range of the objective function can later be used for a bounding cut-off test. If the lower bound is greater than a current minimal value of the cost function, the corresponding interval box could not contain a minimum. For such a test, an initial current minimum can be calculated e.g. at the mid-point of the initial interval. The current minimum could be updated i.e. if the value of the cost function at the mid-point is lower than the current one.
The box of interval ranges of the gradient vector is used to check for monotonicity. If the signs of the upper and lower bound of one of the elements in the gradient vector are equal, the objective function is monotonic and cannot include a minimum.
Interval Newton method
Based on the well-known Newton method for finding the roots of a function, an interval-version was designed that allows finding all roots in an interval. Accordingly, the interval Newton method is likewise an iterative method. The new bounds of an interval box are derived from the information on the function's value at a specific point and the interval of gradients of the function. In the onedimensional case the new interval Xnew is derived from the current interval X by:
where x M is the mid-point of interval, g(x M ) is the function value at the mid-point, g ′ (X) is the interval of the first derivative of the function.
The division in Eq. (20) must be evaluated by extended interval division since zero might be included in the interval of the first derivative. Thus, Eq. (20) could yield either an empty or one box or two boxes.
The interval Newton method can be applied to the gradient vector of the objective function from Eq. (8) . For this m-dimensional problem the first derivatives yield a Jacobian which in this case is an interval matrix. Commonly it is avoided to build the inverse of an interval Jacobian. Instead, Eq. (20) is rearranged and the resulting system of equations is solved using the Gauss-Seidel method [22, 36] .
Subdividing boxes
The smaller the interval boxes the tighter will be the output of Eq. (20) . Therefore, in the beginning of an algorithm an interval might not be rejected or bounded because the interval boxes are too large to yield good approximations of Eq. (19) . Hence, boxes could be subdivided as mentioned before.
Subdividing can simply be carried out by splitting each interval in a box into two parts. This approach is sufficient for a simple two-dimensional objective function but for higher dimensional problems it could lead to a vast number of sub-boxes that have to be investigated. Different methods were developed for a reasonable subdivision of only one component of an interval box. Most of them take into account the relative width of the components of the interval box while some do also consider the change of the objective function by a component based on the gradient vector from Eq. (8).
First test
The algorithm described above was implemented in its basic form as a MATLAB script and amended by picking the largest interval box from the list of boxes as the current one in every computation loop. A simple subdividing strategy was chosen that splits boxes for all variables into two equal parts.
With this application the example data set from chapter 2 was processed. The computations were stopped for an interval box width equivalent to the resolution depicted in chapter 2. The resulting investigated intervals are presented in Fig. 2 . In the beginning the boxes were only subdivided. Obviously the large boxes in the lower left corner were rejected early and not further split. The smaller the boxes became the more they were bounded by the Interval Newton method. Most of the boxes (about 89%) were re-jected because they failed the cut-off test. About 7% failed the monotonicity test and about 4% yielded an empty box from the Interval Newton method. In total, 194 computations of Eq. (4) were necessary to find the solution. Even if one considers that additional computation were required for the interval analysis, the reduction of computational effort compared to a two-dimensional LSP should be considerable. For comparison of CPU times, we used both approaches in a simple non-optimized form and found for this example that the approach based on interval analysis is about 9.5 times faster than a two-dimensional LSP. 
Numerical evaluation
Primary, the potential of global optimization based on interval analysis for SNR analysis should be evaluated. Real data is influenced by many systematic effects that could not be covered by a simple model. As mentioned before SNR data has to be high-pass filtered to eliminate longterm non-multipath influences and masked to avoid using multipath data from other sources than the water surface. Both might lead to a contamination of the data by artefacts. Additionally, the data might be disturbed by ship traffic in the vicinity that yield swell and unwanted reflections as well as by waves.
Likewise, the results have to be compared to water surface heights that should come from independent tide gauge readings, preferably observed at the same position. The distance between the antenna phase center and the tide gauge zero could not be estimated without uncertainties. Also the tide gauge readings themselves might contain random errors that influence a comparison.
To avoid all external sources of errors while evaluating the potential of global optimization, it was decided to use simulated data for a first investigation that is simple but as realistic as possible. For an additional evaluation with real observations we used data that was collected under moderate weather and sea conditions in an area without ship traffic. Because the simple model from Eq. (3) is not adequate for real data, we extended the simple model by a trend function, an attenuation factor and an interference part. Doing so, we also avoided to high-pass filter the original SNR data.
Synthetic data
For calculation of synthetic data a one-day data set of a GNSS site in the Weser river, Germany from November 16th 2013 was taken (Fig. 3 top) . The tidal range in this area is about 4 m. The GNSS site was equipped with a Topcon Net-G3A connected to a Leica AR20 antenna and the data was collected without an elevations mask using a sample rate of 1 Hz. The site is located in a distance of about 3.5 km form a tide gauge in the harbor of Bremerhaven for which a full day data set with a sample interval of 1 min was available. The height of the antenna phase center was calculated from the carrier phase data of the full day using GPS and GLONASS data by means of self-developed software and transformed to the height system of the tide gauge. These values were used to calculate the reflector height for every observation epoch (Fig. 3 bottom) .
The original GNSS data from in total 55 satellites (31 GPS and 24 GLONASS) was masked with respect to the environment of the antenna. Data was accepted for an elevation range of 1°to 25°and an azimuth range of 46°to 264°. For comparison, the observed SNR data was de-trended using a high-pass 4th order Butterworth filter that reduced all effects with a period of longer than 200 s.
The resulting δSNR data was replaced by simulated values derived from Eq. (1). For the simulation, the maximum amplitude was set to +(2.5 + 0.1 · (k − 1)) dB where k = 1, . . . , 55 as the satellite number while a random phase offset between −π and +π was added. According to [11] and [15] , the magnitude of the reflected signal is a function of the elevation angle which should result in decreasing amplitudes with increasing elevation angles. The reflector height was calculated as described above and reaches values between about 3.5 and 8.0 m for that specific day. The δSNRvalues were calculated from Eq. (1) using a carrier wavelength according to the L1 signals of GPS and GLONASS. A random error with a standard deviation of 0.3 dB was added to all δSNR values. This value was estimated from the original data by analyzing the residuals of a low-order-polynomial fit of the SNR data for higher elevations. Although this value might change according to the actual conditions it was assumed to be constant for all elevations and azimuth as a simplification. As an example the original and the simulated data for GPS satellite 1 is shown in Fig. 4 up to an elevation angle of 40°. Obviously the simulated data do not show some disturbing effects as e.g. in the original data at about an elevation angel of 13°. For both data sets, the scatter in relation to the amplitude increases for higher elevations. Hence, the masking of the elevation angle with a cut-off at 25°seems reasonable.
The data was processed using the MATLAB script mentioned earlier which uses the basic algorithm explained above. Due to its simple structure the algorithm should in this form only be applied to one-or two-dimensional problems. Therefore we applied the simple height model from Eq. (2) and a constant weight for all observations. Since the reflector height shows a nonlinear behavior for the full day, the processing was carried out for sliding time windows that should be short enough to allow neglecting a vertical acceleration. On the other hand, the elevation range used here yields short satellite arcs only. Hence, the time span should be longer to include more satellite arcs in the processing of a time window. As a trade-off, we used sliding time windows with a length of 20 minutes and a shift of 1 minute. Although the resulting 1420 windows are correlated, the result can be used to assess the quality of the method.
For all windows the range for the static reflector height was set to coincide with the full tidal range yielding a reflector height between 3.5 m and 8.0 m as mentioned above. The range of the vertical velocity was defined considering the maximum tidal rise. Hence, for every window the initial interval boxes were limited by 3.5 m to 8.0 m for the static height and −1.3m/h to +1.3 m/h for the vertical velocity. Figure 5 presents the resulting contour plot of the cost function for the first window and the corresponding interval boxes that were analyzed. There is a clear minimum that was identified by the algorithm as a static height of 4.58 m and a vertical velocity of 0.54 m/h using 1 cm and 1 cm/h as the corresponding thresholds for the interval box width. This was achieved by investigating 88 intervals in 114 optimization loops in total. For a brute-force search on the initial interval box more than 117000 evaluations of Eq. (4) must be carried out. The comparison of the CPU times shows that for this time window the intervalbased approach is more than 25 times faster than a twodimensional LSP. Figure 6 (top) shows the resulting heights for all windows together with differences to the simulated values and the minimum elevation angle that appeared in a time window plotted over time in GPS hours of the day. The differences seldom exceed 5 cm. The histogram in Fig. 6 (bottom) indicates that most of the differences lie between −3 and +3 cm. The corresponding rmse calculated from these differences is about 0.85 cm. Taking into account that the simple linear model from Eq. (2) is not adequate for time windows that include a nonlinear tidal behavior e.g. close to high or low tide, this result is promising.
Real data
For a numerical evaluation based on real data we selected a one-day data set of a GNSS site from the North Sea in the vicinity of the island Wangerooge, Germany, from February 19th 2016 (Fig. 7) . The data was collected under moderate weather and sea conditions in an area without ship traffic. The GNSS station is operated by the German Federal Institute of Hydrology (BfG). The GNSS antenna is installed on top of a pole (Fig. 8) that is used by a mechanical float tide gauge from which a full day data set with a sample interval of 1 min was available. The GNSS site was equipped with a Leica GR10 connected to a Leica AR25 antenna and the data was collected without an elevation mask using a sample rate of 1 Hz. The original data set contains L1 GNSS SNR data from in total 54 satellites (31 GPS and 23 GLONASS). About 500 m to the north of the antenna the water depth of the North Sea reduces abruptly yielding a rough sea at low tide. Figure 9 shows that due the multipath mitigation of the antenna the data becomes noisy if the elevation exceeds the Brewster angle for sea water of about 6 to 8°(Löf-gren 2014). Therefore, data was accepted for an elevation range of 2°to 7°. The raw SNR data was converted from the logarithmic scale to a linear scale using the approach of [14] . The simple model from Eq. (3) is not adequate for real data. According to the full model from [16] the SNR is a combination of the direct and the reflected power related to the noise power. The SNR can be decomposed into a trend and interference fringes that are attenuated with respect to the elevation angle. Therefore, we extended the simple model from Eq. (3) for the interference fringes by a trend function, an attenuation factor and an interference part. Since the elevation is restricted we used the simplified form
where c k,0 , c k,1 and c k,2 are the parameters of a quadratic trend function for satellite k that have to be estimated together with a k and b k . Consequently, the vector of un-knowns Eq. (5) and the Jacobian Eq. (7) have to be adopted accordingly. This extension is not critical because Eq. (22) is still a linear function of these unknowns. Nevertheless, Eq. (22) is a nonlinear function not only of the height function but also of the damping coefficient δ. Since this parameter does not seem to be very erratic, it was derived from a pre-processing. For this, all SNR data of all satellites was detrended by a simple polynomial fit and binned into equally spaced elevation classes. The mean values from the upper and lower 2 % of all SNR values were later used to estimate δ from a least-squares adjustment.
The data was again processed using the MATLAB script mentioned earlier. Since the elevation range is much more restricted for the real data than for the synthetic data, the length of the time window must be extended. For this data set we used as a trade-off sliding time windows with a length of an hour and a shift of 10 minutes, resulting 142 overlapping windows.
The height difference between the phase center of the GNSS antenna (APC) and the tide gauge zero (TG zero) was derived approximately from traditional leveling and was used in conjunction with the full tide range to estimate the range of the reflector heights. The range of the vertical velocity was defined considering the maximum tidal rise. Hence, for every window the initial interval boxes were limited by 9.3 m and 12.5 m for the static reflector height and −1.3 m/h to +1.3 m/h for the vertical velocity. Figure 10 presents the resulting contour plot of the cost function for the first window and the corresponding interval boxes that were analyzed. Here, the minimum was identified by the algorithm as a static height of 11.63 m and a vertical velocity of 0.31 m/h using 0.5 cm and 0.5 cm/h as the corresponding thresholds for the interval box width after investigating 100 intervals in 131 optimization loops in total. For a two-dimensional LSP on the initial interval box more than 332000 evaluations of Eq. (4) must be carried out. The comparison of the CPU times shows that for this time window the interval-based approach is more than 57 times faster than the LSP search.
The exact height difference between TG zero and APC was not known. Therefore, a constant offset was derived from the tide gauge readings that are related to TG zero and the resulting reflector heights from SNR analysis. This offset was applied to the tide gauge readings to derive nominal values for the reflector height Figure 11 (top) shows the resulting reflector heights for all windows over time in GPS hours of the day. The blue line represents the nominal value from tide gauge readings and red dots show the calculated values. The differences (bottom) seldom exceed 10 cm. The corresponding rmse calculated from these differences is about 2.7 cm. This re- sult underlines the findings from the synthetic data analysis.
Conclusion
The results from our computations using a simple optimization algorithm for the analysis of simulated as well as of real data are auspicious and developable. It was shown that the estimation of reflector heights from SNR data can generally be carried out by means of global optimization based on interval analysis. In particular, for nonplanar, non-horizontal and/or non-static reflecting surfaces global optimization offers the possibility to set up an appropriate height model. Though, the dimension of the optimization problems increases if more complex models are used. Since this inevitably increases the computational effort and might result in very high computation times the application of efficient enhanced and adopted optimization algorithms is mandatory and worthwhile.
We applied a simple linear model for the reflector height which requires slicing the data set into time windows for which at least a quasi-linear behavior of the reflector height could be assumed. More suitable models should allow the analysis of longer time spans. It would be desirable for the application in waters with strong tidal influence to include the main tidal constituents. A possible approach might take advantage from the application of a sequential adjustment or an appropriate Kalman filter.
We analyzed simulated data which neglects some systematic effects that can occur in data from reality. Despite some other sources, waves do have a major impact to the SNR values. [9] have shown that the sea state can be de- rived from GNSS-R data too since it leads to high-frequency variations of raw SNR. Potentially, the estimation of sea state could be integrated in the functional modeling of the reflector height and the global optimization in accordance with [37] . Further investigation would be necessary but worth.
