This paper presents a new theorem called the reordering theorem for the problem of gossiping by telephone. The theorem says the calls of any complete gossiping can be rearranged into a sequence such that at most two calls cause each participant to become fully informed, and such that the reverse of this sequence has the same property. This theorem has broad consequences. Several results from the literature are easy corollaries, including the four-cycle theorem and Burosch, Leont'ev, and Markosyan's structure theorem for label-connected graphs. The reordering theorem also provides a solution to the problem of gossiping with minimum cost, which has been unsolved in the literature for more than fteen years.
Introduction
This paper presents the reordering theorem for gossiping by telephone. The theorem is a simple statement with broad consequences. Several important results from the literature are easy corollaries, and unsolved questions about gossiping with minimum cost are settled as direct consequences of the theorem.
There are numerous variants of the gossip problem. ( See 10] .) The reordering theorem addresses the original formulation of the problem, known as Submitted to Discrete Mathematics \gossiping by telephone" 1, 8] . The usual of interpretation of this problem is that each of a number of people has an item of gossip to share with the others through a sequence of telephone calls. Each person can only participate in one call at a time. In a call, the two parties exchange all information.At the end, everyone knows everything.
This paper presents a proof of the reordering theorem and then derives half a dozen other theorems as consequences of it. The proof builds on recent structural characterizations of gossip schemes 3, 4, 13] . Those results are presented in such a way that a self-contained proof of the reordering theorem from rst principles is obtained.
Organization of paper
We begin with a presentation of terminology and notation, which contains a few terms that are original. Then in x3 we present the reordering theorem and a self-contained proof. In x4, we show that the reordering theorem is actually equivalent to an important structural characterization theorem for gossip schemes 3, 4] , by deriving each from the other. In x5 we obtain other previously established results as corollaries of the reordering theorem, including the famous four-cycle theorem.
In x6 we easily prove that the problem of nding minimum-cost gossip schemes, conjectured to be NP-complete 15] , is solvable in polynomial time. We give a structural characterization of minimumcost schemes and a reasonably e cient procedure for nding them.
De nitions
This section establishes terminology and notation. Properties and relationships that are immediate, well-known, or easy consequences of the de nitions are stated without proof.
Graphs
In this paper, a simple graph is an undirected nite graph G = (V (G); E(G)) with at most one edge between any pair of vertices and no edge between a vertex and itself (no loops). A multigraph is the same except it may have multiple edges between some pairs of vertices, but no loops. Obviously a simple graph is a special case of a multigraph. We shall say \graph" when the meaning is clear from context or when it does not matter. Given E 1 E and V 1 V , E 1 jV 1 is the graph (V 1 ; E 0 )
where E 0 contains all edges from E 1 both of whose vertices are members of V 1 . Given V 1 V and a subgraph G 1 of G, G 1 jV 1 means E(G 1 )jV 1 . We say one vertex, edge, set of edges, or subgraph touches another if they have a vertex in common.
We shall make repeated use of the fact that a spanning forest of k components and N vertices has N ? k edges, and a forest of k binary trees with N leaves has at least N ? k interior nodes.
Gossiping
This section describes three formalisms that embody the gossip problem: information ows 14], label-connected graphs 4, 7] , and calling schemes. 
(a).)
A call is a pair c = (e(c); t(c)) where e is an edge and t 2 '(e). The call has edge e and time t. A monotone sequence of calls is one whose edges dene a path and whose times are strictly increasing. A complete gossiping is an information ow where for every u 2 V and v 2 V there is a monotone sequence of calls de ning a path from u to v.
Remark: An information ow describes a solution to the the gossip problem under the assumption that the people are represented by vertices of a graph whose edges denote allowable telephone connections. The information ow associates with each edge the set of times at which a corresponding call occurs.
A strong information ow is one where '(e 1 ) \ '(e 2 ) = ; for all edges e 1 and e 2 . If it is a complete gossiping, then it is a strong complete gossiping. A weak information ow on a simple graph is a map ': E ! 2 Z with no further condition. It is a weak complete gossiping if for every u 2 V and v 2 V there is a monotone sequence of calls whose edges de ne a path from u to v. We shall refer to an information ow as a regular information ow.
Remark: A strong information ow corresponds to a gossiping where each call occurs at a di erent time. A weak information ow allows a participant to be involved in more than one call at once, with the understanding that information learned in one call cannot be transmitted in others placed concurrently. Using concurrent calls is helpful in minimizing the time but hurtful in minimizing the number or cost of calls.
Remark: By serializing concurrent calls, a regular information ow can be converted to a strong one and a weak information ow to a regular or strong one. The completeness property will be preserved in such a conversion.
A regular labeling of a multigraph is a map : E ! Z where (e 1 ) 6 = (e 2 ) if e 1 and e 2 are adjacent edges. A call is pair c = (e; (e)) with edge e and time (e). (See Figure 1(b) .) A strong labeling is a regular labeling where (e 1 ) 6 = (e 2 ) for all e 1 and e 2 . A weak labeling is a map : E ! Z.
An increasing path is one whose edges are labeled with strictly increasing numbers. A (weak, regular, strong) labeling is complete if there is an increasing path from u to v for every u 2 V and v 2 V . An admissible labeling 4, 7] is a complete strong labeling. A label-connected graph 4, 7] is a multigraph for which there exists a complete labeling. A (weak, regular, strong) information ow ' on a simple graph induces a (weak, regular, strong) labeling of a corresponding multigraph: for each n 2 '(e), the multigraph has an instance of e with (e) = n. We say ' generates this multigraph. Conversely, given a labeling of a multigraph, by collapsing multiple edges and gathering labels into sets, we obtain a corresponding information ow. A (weak, regular, strong) information ow is a complete gossiping if and only if its asso- ciated (weak, regular, strong) multigraph labeling is complete.
Remark: A complete labeling is a solution to a restricted version of the gossip problem in which each telephone connection can be used only once. Given a weak, regular, or strong information ow, with each vertex x we associate a relation x among calls. We say (e 1 ; t 1 ) x (e 2 ; t 2 ) if e 1 and e 2 both touch x, t 1 < t 2 , and there is no (e 3 ; t 3 ) such that e 3 touches x and t 1 < t 3 < t 2 . The analogous de nition pertains to weak, regular, and strong multigraph labelings.
A poset (partially ordered set) is a re exive, antisymmetric, transitive relation on a set A. We use the terms successor and predecessor in the sense of immediate successor and predecessor: for a 1 Given a simple graph G = (V; E), we de ne a weak calling scheme to be a poset and a function : A ! E such that if a 1 : a 2 , then (a 1 ) and (a 2 ) are adjacent edges. The elements of A are the calls of the calling scheme. A regular calling scheme, or simply a calling scheme, is a weak calling scheme with the additional condition that if a 1 : a 2 and x is a vertex in common between (a 1 ) and (a 2 ), then there is no a 3
: a 2 with x 2 (a 3 )
nor is there any a 3 : a 1 with x 2 (a 3 ). This condition represents a prohibition of concurrent calls with a common vertex. A regular calling scheme has a maximum of two predecessors and two successors for each call, a property that will be the basis of our structural analysis of calling schemes.
Remark: In a regular calling scheme, (a 1 ) and (a 2 ) may be adjacent edges but neither a 1 a 2 nor a 2 a 1 . The sense of this is that the calling scheme does not connote the ow of information from a 1 to a 2 or a 2 to a 1 , even though in a regular information ow one or the other would be the case. An information ow de nes a unique calling scheme by determining a suitable partial order called the minimal order 2], customarily de ned as the transitive closure of the relation determined by (e 1 ; t 1 ) (e 2 ; t 2 ) if e 1 and e 2 are adjacent and t 1 t 2 . It can also be de ned as the weakest poset that is a re nement of all relations x for x 2 V . A weak information ow determines a unique weak calling scheme in the same way. Conversely, a calling scheme corresponds to the (nonempty) set of information ows whose calls have times that are consistent with the partial order in the calling scheme. A weak calling scheme corresponds to a similar nonempty set of weak information ows.
The structure of calling schemes
A regular or weak calling scheme is represented by its Hasse diagram 4, 13, 14] which is a digraph whose vertices are the calls and whose edges denote successors in the partial order. We shall refer to vertices, edges, and paths in Hasse diagrams as calls, links, and chains respectively, to help distinguish them from vertices, edges, and paths in G.
(This usage coincides with the usual notion of a chain in a poset.) Hasse diagrams will be depicted using undirected links with the understanding that the links are oriented in the upward direction, as in Figure 1(c) .
If a 1 a 2 , we say that a 2 covers a 1 and a 1 reaches a 2 . For call a, we de ne a to be the set of calls covered by a and a the set of calls reached by a. Given a Hasse diagram H and a set of calls A 1 , we denote the induced Hasse diagram as HjA 1 ; thus a is a set of calls while Hja is its Hasse diagram.
By kHk we mean the number of calls in H.
If a 1 : a 2 , then (a 1 ) and (a 2 ) share a vertex x 2 V and, just as with information ows, we say a 1 x a 2 ; we can label or mark the link from a 1 to a 2 with x. Although it is technically possible that a link could be marked with two di erent vertices, it would mean that two consecutive calls involved the same edge and this does not ordinarily happen.
If (a 0 ) = (u; v) but there is no a v a 0 (a v a 0 ), then we say that a 0 is a rst call (last call) for the \point" v. For u 2 V , v 2 V , we extend the relation in the following way: if there is a rst call for u that is covered by a 0 , then we say u a 0 , or the \point" u reaches or is covered by a 0 ; if there is a last call for v that covers a 0 , then we say a 0 v, or the \point" v covers or is reached by a 0 ; if there is a rst call for u that reaches some last call for v, then we say u v, or u reaches or is covered by v.
A regular or weak calling scheme, or its corresponding Hasse diagram, is complete i u v for all u 2 V and v 2 V . If a regular or weak information ow is a complete gossiping, then its corresponding regular or weak calling scheme is complete. Conversely, if a regular or weak calling scheme is complete, then each of its corresponding regular or weak information ows represents a complete gossiping. It is possible for the poset of a complete calling scheme to be strictly weaker than the minimal order of any of its corresponding complete gossipings. (Such an example can be obtained from 14, Figs. 1 and 2 ].)
A call is redundant in a complete weak or regular information ow, multigraph labeling, or calling scheme if its removal does not destroy the completeness property. There are no redundant calls in Figure 1 . The presence of redundant calls does not impact any of the theorems and corollaries in this paper, but it clutters the proofs slightly. A link in a complete Hasse diagram is essential if removing it produces a diagram that is not complete. All the links in Figure 1( there is exactly one last call for each point, then the divergence calls are the greatest lower bounds of the set of last calls. In a calling scheme corresponding to a regular information ow, but not in one corresponding to a weak information ow, every vertex has at most one rst and one last call. If every point has more than one rst (last) call, then a calling scheme may have no initial ( nal) calls; since we will work mainly with regular information ows, we need not be concerned with this possibility. In Figure 1 (c), divergence calls wy and xz and convergence calls wx and yz are highlighted with diamonds and circles, respectively, a technique that will be used throughout this paper.
Remark: Convergence calls are calls where each participant becomes fully informed as a consequence of the call. Divergence calls are analogous to \continental divides": the information transmitted in a divergence call will be carried to every point, but the information transmitted in its successors will not.
The kernel, K, of a regular or weak calling scheme is the part bounded inclusively by the divergence and convergence calls. In Figure 1 (c) and throughout this paper, calls in the kernel are depicted with solid dots and those outside the kernel with hollow dots. The inner kernel, K 0 , is the kernel exclusive of the convergence and divergence calls 13], or, equivalently, it is the result of deleting all initial and nal calls. (The inner kernel in 1(c) is empty.) The complex and interesting part of a gossip scheme is its kernel. If every vertex has at most one rst and one last call, then a regular or weak calling scheme is complete if and only if each point reaches some divergence call and covers some convergence call.
Reversing an information ow, multigraph labeling, or calling scheme means reversing the order in which calls are performed. This can be accomplished in an information ow or a multigraph labeling by negating all the times. It can be accomplished in a calling scheme by changing \ " to \ ". Reversal interchanges rst and last calls, initial and nal calls, and convergence and divergence calls. It preserves completeness. It preserves membership of calls in the kernel and inner kernel but reverses the order relation among them.
Remark: The mathematical properties of gossiping are completely symmetric under reversal, whereas the usual interpretation in terms of information ow is not easily reversed; witness the previous remark regarding convergence and divergence calls. Time is more easily reversed in the mathematical domain than in the physical domain.
The structure of multigraphs
In this section we introduce some characteristics of multigraphs. By (G) 7] we denote the minimum number edges that must be added to a multigraph G to obtain a graph with two edge-disjoint spanning trees.
A multigraph is a T -graph 4] if it consists of just a single vertex or if it has two edge-disjoint spanning trees ( (G) = 0). A multigraph is a Tgraph 4] if it consists of just a single vertex or if it has two spanning trees that have at most one edge in common ( (G) 1). Clearly, a T -graph is also a T-graph. A T -graph has at least 2 jV j?2 edges. A T-graph has at least 2 jV j ? 3 edges.
A multigraph is an M-graph 4] if it is not a Tgraph and it contains edge-disjoint subgraphs F 1 , A strong information ow for G with Hasse diagram H induces a strong information ow on G with Hasse diagram H using the same function . However, either a weak or a regular information ow for G induces only a weak information ow on G using the given . (See Figure 2. ) For the proof of the reordering theorem, we need to work with regular information ows on G and G , so in the remainder of this paper we assume that if a regular or weak information ow on G is given, its calls are serialized to produce regular information ows on G and G with Hasse diagrams H and H . A call a in H corresponds to call a in H if and only if the two vertices used in the call lie in di erent members of V . If a b in H, then a b in H ; the converse does not hold. A chain in H induces a corresponding chain in H . If H is complete, then so is H . We denote the kernel and inner kernel of H by K and K 0 respectively.
Main result
In this section, the reordering theorem for gossip schemes is stated and proved. Curiously, the question answered by this theorem is the opposite of a problem posed by Cot: \Find a procedure which solves the gossip problem] while minimizing the number of nal calls" 5, Problem E]. Minimizing the number of nal calls is synonymous with maximizing the number of convergence calls, whereas the reordering theorem attempts to minimize the number of convergence calls and thus maximize the number of nal calls.
The proof presented here proceeds from rst principles without invoking any other results from the gossiping literature, although critical parts have been appropriated from 4] and 13], as identi ed below. The proof is presented in this way because several results from the literature are easy corollaries of the reordering theorem, and by presenting the theorem with a self-contained proof we obtain independent proofs of those results (x4 and x5). Furthermore, the results it depends on are embedded in work that covers much more ground. By isolating only the essential parts, the nature and complexity of the proof can be more easily observed. A shorter proof from rst principles would be a noteworthy and welcome improvement.
Theorem 1 (Reordering of gossip schemes)
Given any complete gossiping, by rearranging the order of the calls, a complete gossiping can be obtained that has no more than two convergence calls and no more than two divergence calls.
Proof: At the outset, we serialize concurrent calls in the given complete regular or weak information ow, producing a complete regular calling scheme with Hasse diagram H that induces a complete regular calling scheme with Hasse diagram H on the T -contraction G of the given graph G. This can always be done, for example by converting the given information ow to a strong one. The proof involves a structural analysis of H, H , and G , and is carried out in the next three sections. In x3.1, four lemmas are established: the rst two describe the structure of regular calling schemes with no more than two convergence and two divergence calls; the second two allow us to infer properties of H from properties of H . In x3.2, Lemma 6 handles a case where reordering can produce a scheme with one convergence call.
In x3.3, two cases are handled where reordering can produce a scheme with two convergence calls; Lemmas 7 and 9 characterize the structure of G , and Lemmas 8 and 10 describe the reordering. The three cases are exhaustive and hence they establish the theorem. Proof: We can augment c by attaching a predecessor labeled with v to every rst call for v 2 V .
Preliminaries
Since c must cover all points and since each call has at most two predecessors, the augmented c must contain a binary tree with at least jV j leaves and hence at least jV j ? 1 interior nodes, so the original c must have at least jV j ? 1 calls. Since every point must cover some convergence call, every point must cover c and thus c is an initial call. (If there are no redundant calls, then c is the unique divergence call.) Therefore, a similar argument applies to c. Since the two trees have only c itself in common, together they have at least 2 jV j?3 calls. Finally, if kHk = 2 jV j ? 3, then obviously there can be no other calls. There cannot be any other links because every possible predecessor of a call in c, and every possible successor of a call in c, is already used in forming the two binary trees, and a link from a call in c to a call in c would not represent an immediate successor relationship. Lemma Proof: Let u and v be points such that v does not cover u if the given link is removed from H . Suppose it is not the case that a b. There must be a chain in H from u to v. This chain cannot include both a and b. The chain that this chain induces in H , then, connects u to v without using both a and b , contradicting the choice of u and v. Therefore a b. Lemma 5 Proof: (from 4]) Let S be a spanning tree of G such that G ? S has a minimum number of connected components. Most of the proof consists of establishing that each of those components is a tree. Suppose, to the contrary, that one of the components of G ? S , say U , contains a cycle C .
S jV (U ) consists of two or more components: if it comprised only one component, then S jV (U ) and (G ? S )jV (U ) would provide two disjoint spanning trees for V (U ), implying jV (U )j = 1 so that U could not contain a cycle. If C touches two or more of these components, set C 1 = C and S 1 = S . If C is contained entirely within one of these components, say R , we modify S to produce a spanning tree S 1 for which U is still a component of G ? S 1 and which contains a cycle C 1 that touches two or more components of S 1 j V (U ), as follows. (See Figure  3(a) .) If (G ? S )jV (R ) has just one component, then S jV (R ) and (G ? S )jV (R ) would be two disjoint spanning sets for V (R ), implying jV (R )j = 1 so that R could not contain the cycle C . Therefore (G ? S ) j V (R ) has two or more components. Let Q be the component of (G ? S )jV (R ) that contains C . Similarly, S jV (C ) must have two or more components, otherwise S jV (C ) and C itself would span V (C ) implying jV (C )j = 1. Let y z be an edge in C such that y and z are in di erent components of S j V (C ). Because S j V (R ) is connected, of all members of V (Q ) in the same component of S j V (Q ) as y , there must be one, say x , for which there is an edge x w 2 E(S ) with w 6 2 V (Q ). We form S 1 from S by deleting w x and adding y z . Because y z is a member of the cycle C, this does not a ect the connectivity of (G ? S )jV (U ). Deleting w x cuts S jV (R ) into two components, and adding y z reconnects these two components, so that S 1 jV (R ) is connected. Now we note that since (G ? S )jV (U ) is connected but w and x are in di erent components of (G ? S )jV (R ), there must be a path in (G ? S )jV (U ) from w to x that goes outside R . This path plus the edge w x makes a cycle C 1 in (G ? S 1 )jV (U ) which goes outside R and thus touches at least two components of S 1 jV (U ).
Let R 1 and R 2 be components of S 1 j V (U ) through which the cycle C 1 passes. Choose y 1 z 1 2 E(C 1 ), y 1 2 V (R 1 ), z 1 2 V (R 2 ). Because S 1 spans V and R 1 is a component of S 1 j V (U ), there must be an edge w 1 x 1 2 E(S 1 ) with x 1 2 V (R 1 ) and w 1 6 2 V (U ). (See Figure 3(b) .) We remove w 1 x 1 from S 1 , thereby disconnecting R 1 , and we add y 1 z 1 to S 1 , thereby reconnecting R 1 , to obtain a new spanning tree. Because C 1 is a cycle, loss of y 1 z 1 does not a ect the connectivity properties of G ?S 1 . Addition of w 1 x 1 to G ?S 1 joins U with another component of G ? S 1 , reducing the number of such components and contradicting our assumption.
Therefore there exists a spanning tree S of G such that each component of G ? S is a tree. S has jV j ? 1 edges, so G ? S has jV j ? 2 or more edges and hence at most two components. Using the fact that each member of V is a set of vertices in V for which there are two disjoint spanning trees within V , we construct two spanning trees of G that are disjoint except for one common edge, as follows. For the rst tree, use S plus one of the spanning trees for each member of V . For the second tree, we possibly modify G ?S by removing one edge if it is connected so that the modi ed G ? S has exactly two components. Then we form the second tree using the modi ed G ? S , plus the unused spanning tree for each member of V , plus an edge in S that joins the two components of the modi ed G ?S . With these two trees, then, a complete gossiping can be obtained by using the rst tree to collect information at the two endpoints of the common edge, making the call using that edge, and then disseminating information to all vertices using the second tree. Let x be the vertex in V common to c and f 1 , and let y be the vertex common to d and g 1 . By descending from f 1 along links marked with x , through calls we shall denote by f 2 , etc., we can nd a divergence call f n that uses x . See Figure  4 . For convenience, let f 0 = c . Similarly we can ascend from g 1 along links marked with y through g 2 , etc., until we arrive at a convergence call g m that uses y . Let g 0 = d . It must be that f n g m . Let f i be the maximal call on the chain between f n and f 1 such that f i g m . The successor of f i covered by g m is not a member of the binary tree f 1 ; if it is a member of K 0 , then it must be a member of the binary tree g 1 ; if not, then it is g m . In either case it must be part of the chain from g 1 to g m , and thus must be g j for some j. Now g = g j and f = f i meet the requirements of the lemma.
Note that d , c , f , and g de ne a four-cycle in H among the vertices x , y , z , and w , where z is common to f and g and w is common to d and c . It is possible that i = 1, i = n, j = 1, or j = m. (In fact, either i = n or j = m 13].) Lemma Figure 5 presents a complete gossiping reordered according to Lemma 8. The original scheme is presented in (a). All six sets in V are doubletons. Even-numbered calls occur within members of V , while odd-numbered calls occur among them. The scheme has three convergence calls (step 5) and three divergence calls (step 1). For ease of reference, some sets and calls are identi ed with the notation from the proof of Lemma 8. In (b), the reordered scheme is presented. The calls there are identi ed in the form T:t, where T 2 f1; 2g is the group and t is the sequence number within the group. (As it happens, Group 3 is empty.) For ease of reference, since calls within groups are performed in the same order as in the original scheme, the t values are copied from the original scheme. It happens that one can also de ne the order of calls in (b) by interpreting T:t values as decimal numbers. Calls denoted T:t] are redundant and could be deleted. The divergence calls are at 2.1; the convergence calls are at 2.3 and at the call that corresponds to c in the original scheme. Proof: (from 13], with modi cations)Suppose H has p divergence calls and q convergence calls. If p = 2 (q = 2), every minimal (maximal) call in the inner kernel would be a convergence (divergence) call, so p 3 and q 3. We distinguish two special kinds of calls in K 0 : a limited-cover call covers no more than 2 divergence calls and has a successor that is a convergence call; and a limitedreach call reaches no more than 2 convergence calls and has a predecessor that is a divergence call. A call may be both limited-cover and limited-reach.
Since each divergence call must have two successors in the kernel, and since by hypothesis none of them can be a convergence call, the divergence calls as a group have 2p links to calls in K 0 . Similarly, the convergence calls have 2q links from calls in K 0 . The divergence calls as a group must cover all jV j points and this requires at least jV j?p calls including the divergence calls themselves. Likewise, the convergence calls must reach all jV j points and this requires jV j ? q calls. This leaves a maximum of p + q ? 4 calls for K 0 . Let kK 0 k = m. Each call that is neither a limited-cover nor a limited-reach call can have at most two predecessors or successors that are divergence or convergence calls, and thus at least 8 links from divergence and convergence calls into K 0 are incident to calls that are either limited-cover or limited-reach. Since each divergence or convergence call has two links in the kernel while each call in the inner kernel has at most four links, there are at most 2m+p+q links in the kernel. Subtracting 2p+2q links incident to divergence or convergence calls leaves at most 2m ? p ? q calls in the inner kernel which combined with m p + q ? 4 means the inner kernel has at least four components. We also note that in order for 2m+p+q 3p+3q?8 links in the kernel to include 2p+2q links incident to divergence or convergence calls, we must have p + q 8.
Because we can reverse the information ow, we can assume there is at least one limited-cover call g 1 covering divergence calls d 1 and d 2 and covered by convergence call c 1 ( Figure 6 ). There must be a call f 1 : P P P P P P P P P P P @ @ @ @ Lemma 10 Under the assumptions of Lemma 9, the calls can be rearranged to obtain a complete gossiping that has two convergence calls and two divergence calls.
Proof: It is not di cult to establish by exhaustive trial and error that the only kernels complying with Lemma 9 are those given in Figure 7 . Since 7(c) can be reversed to produce 7(b), assume without loss of generality that H corresponds to either Figure 7(a) or (b) Figure 9 . By starting at c 1 , it is easy to make such choices. We assume x k 2 x k is used in d k .
We now describe a reordered gossip scheme. The approach is similar to that used in Lemma 8, except the nal group has two parts called Groups 3 and 4, and the calls in Group 3 are not performed in the same order as in the original scheme. Since u and v were arbitrary, we have shown that the reorganized scheme provides a complete gossiping. It is a simple matter to observe that its convergence calls are c 0 3 and c 0 4 and its divergence calls correspond to the two predecessors of c 3 and c 4 in the original scheme. Figure 8 presents a gossip scheme reordered according to Lemma 10. The original scheme is presented in (a). All nine sets in V are doubletons. Even-numbered calls occur within members of V , while odd-numbered calls occur among them. The scheme has four convergence calls (step 7) and four divergence calls (step 3). For ease of reference, some sets and calls are identi ed with the notation from the proof of Lemma 10. In (b), the reordered scheme is presented. The calls there are identi ed in the form T:t, where T 2 f1; 2; 3; 4g is the group, with the understanding that calls are ordered rst by T and then by t. Unlike other calls, Group 3 calls under Lemma 10 may not in general be performed in the same order as originally. However, in this case they are, so for ease of reference the t values within all groups are copied from the original scheme, except for the call at step 10 for which a new number has been concocted. One can also de ne the order of calls in (b) by interpreting the T:t values as decimal numbers. Calls denoted T:t] are redundant and could be deleted. The divergence calls are at 2.5 and the convergence calls at 2.7.
Label-connected graphs
In this section, we show that the structure theorem for label-connected graphs is equivalent to the reordering theorem for gossip schemes. First we show that the former is easily derived from the latter. Proof: Suppose the given label-connected graph is not a T-graph. Reorder the corresponding complete gossiping according to Theorem 1. Lemma 2 implies that a graph with just one convergence call or just one divergence call is a Tgraph, so the reordered scheme must match the hypotheses of the rst statement of Lemma 3. Deleting d 1 Proof: Suppose we are given a complete gossiping on a simple graph. Theorem 2 says that the corresponding label-connected multigraph is either a T-graph or an M-graph. If it is a T-graph, then we have two spanning trees with just one edge e in common. We describe a complete gossiping that has just one convergence call. First perform calls in one of the trees so that all information is collected at edge e. Then, after using e in a call, perform all remaining calls in the second tree so that information is disseminated to all points. This is a complete gossiping and the call using e is its unique divergence call and convergence call. If the multigraph is an M-graph, let F 1 , F 2 , and C k be suitably chosen subgraphs of G and apply statement (3) of Corollary 1. Let e 1 , e 2 , e 3 , and e 4 be the four essential edges of C k , listed in order. Clearly e 1 and e 3 together touch all four components of F i for i = 1; 2, as do e 2 and e 4 . We describe a complete gossiping whose divergence calls are e 1 and e 3 and whose convergence calls are e 2 and e 4 .
Using each component of F 1 , collect information at e 1 and e 3 . Then perform calls using edges in the cycle, starting at e 1 and e 3 and moving in order through all edges in the cycle to end with calls at e 2 and e 4 . Finally distribute information using each component of F 2 .
Other corollaries
In this section we see that a number of results from the literature are direct consequences of the reordering theorem. We begin with the celebrated four-cycle theorem. The \telegraph" model of communication 6, 9, 12] uses one-way calls in which the sender transmits all knowledge to the receiver but learns nothing from a call. We consider mixed schemes involving some two-way and some one-way calls. Basic de nitions such as of complete regular and strong information ows can easily be modi ed to describe one-way calls, and we omit such details. The following corollary of Lemmas 7, 9, and 10 is a variation of 11, Theorem 2]. It is stronger in that it guarantees existence of an S such that S = V , but weaker in that it says nothing about other possible sets S. Our statement of this corollary is styled after 11, Theorem 2].
Corollary 7 (variation of 11, Theorem 2]) Given a complete gossiping of 2 jV j ? 4 one-way and two-way calls, let a minimal order relation be de ned as if all calls were two-way calls. Then there exists a linear ordering of calls consistent with this relation such that the edges of the rst jV j ? 1 calls de ne a tree on a set S of vertices with the following properties. S contains four vertices u, v, w, and x such that the scheme contains two-way calls (u; v), (w; x), (v; w), and (x; u), but no calls involving (u; w) or (v; x). The calls involving (u; v) and (w; x) are unrelated in the minimal order, as are the calls involving (v; w) and (x; u). Moreover, S = V .
Proof: If we pretend the scheme uses all twoway calls, we can apply Lemmas 7, 9, and 10, including the properties enumerated in the proofs. If Lemma 7 applies, we order the calls so that the rst jV j ? 1 calls are c , and the four vertices w , x , y , and z have all the claimed properties. If Lemma 9 applies, we order the calls so that the rst jV j?1 calls are c 1 (from Lemma 10), and the four vertices used in c 1 , c 2 , f 1 , and f 2 have all the claimed properties. The necessity of the calls being two-way follows from the following easily veri ed fact. For ease of exposition, let us de ne an essential connection of a call in a Hasse diagram to be either an essential link to or from the call, or a vertex for which the call is a rst or last call. Then in the Hasse diagram of the minimal order, a call must be two-way if and only if it has four essential connections.
The reordering theorem gives us the following stronger statement about the role of two-way calls in mixed schemes.
Corollary 8 Given a complete gossiping that uses two-way calls exclusively, by rearranging the order of calls and changing calls to one-way calls, a complete gossiping can be obtained that has at most four two-way calls.
Proof: Reorder the calls according to Theorem 1. If there is one convergence call, then the calls covered by it can be oriented so that information ows toward it, and those reached by it can be oriented so that information ows away from it, leaving just the convergence call as a two-way call.
(The convergence call in the Hasse diagram is the only one with four essential connections.) If there are two divergence and two convergence calls, then those four calls are the only ones that must be twoway calls: other calls covered by divergence calls or reached by convergence calls can be treated as in the case of one convergence call, and each call in the inner kernel can be made into a one-way call oriented to carry information from one divergence call to one convergence call. This last statement is justi ed by the fact that each call in the inner kernel is reached by exactly one divergence call and covered by exactly one convergence call: since there are only two divergence calls, any call that is reached by both is a nal call, and since there are just two convergence calls, a call covered by both is an initial call. (The divergence and convergence calls in the Hasse diagram are the only ones with four essential connections.) 6 Minimum-cost gossiping Gossiping with minimum cost is a generalization of the problem of gossiping in a minimum number of calls. A cost is associated with each call, and in this paper we assume that the cost is a xed value that depends only on the edge. (Other models are certainly possible.) We seek a minimum-cost calling scheme which is a complete calling scheme for which the sum of the costs of calls is minimal. If each edge has cost one, then minimizing the cost amounts to minimizing the number of calls.
Finding minimum-cost gossiping schemes has been an open problem for more than fteen years 5, Problem B]. It has been conjectured that the problem of determining the minimum cost is NPcomplete 15, x8.2]. However, the reordering theorem immediately gives us a polynomial-time algorithm.
Theorem 4 The problem of nding a minimumcost gossiping scheme can be solved in polynomial time.
Proof: We say a T-type (M-type) calling scheme is one whose induced multigraph is a Tgraph (an M-graph). A minimum-cost scheme must be one of these. A T-type calling scheme whose cost is minimal over all T-type schemes can be obtained from any minimum spanning tree. This is because all minimum spanning trees have a highest cost edge with the same cost: if not, delete a more costly highest cost edge from one such tree and rejoin the two components using a less costly edge taken from another. Thus we choose any minimum spanning tree, select the highest-cost edge in the tree and use it as the convergence call in a scheme with one convergence call. The cost is twice the cost of the spanning tree less the cost of the selected edge. If the minimum cost scheme is an M-type scheme, we can nd its cost as follows. Choose two edges to be divergence calls, two edges to be convergence calls, connect their endpoints into a cycle C k in all possible ways using four minimum-cost paths, and nd minimum-cost forests F 1 and F 2 such that there is a path in F 1 from every vertex to one of the divergence calls and a path in F 2 from every vertex to one of the convergence calls. Not all these schemes will be M-type schemes|some may be T-type|but all M-type schemes are among them. The cost of such a scheme is the sum of the costs of the forests and the cycle. The time complexity of this algorithm is dominated by the time to nd the M-type scheme, which evidently is O(jEj We now develop an algorithm for nding a minimum-cost calling scheme whose timecomplexity is O(jEj jV j 2 ) by improving our method for nding M-type schemes. To this end, we show there are minimum-cost M-type schemes with particularly simple forms. Lemma 11 If no minimum-cost calling scheme induces a T-graph, then there is a minimum-cost calling scheme inducing an M-graph where the two forests are identical, and where each of the paths formed by deleting the divergence calls, or the convergence calls, from the cycle C k represents a minimum-cost path between its endpoints.
Proof: For the rst statement, suppose we are given an M-type calling scheme with forests F 1 and F 2 . Then according to statements (3) and (4) of Corollary 1, the divergence calls touch all four components of F 2 as well as all four components of F 1 , and the convergence calls touch all four components of F 1 as well as all four components of F 2 . Thus F 1 could be used in place of F 2 , or F 2 in place of F 1 , in a minimum-cost scheme.
For the second statement, let (v 0 ; v 1 ) and (v 2 ; v 3 ) be the edges used in the divergence calls of a minimum-cost M-type scheme, where we assume that F 1 = F 2 and, according to Corollary 1, v j touches F 1;j for 0 j 3. Let P 0 be the path connecting, say v 0 and v 2 , obtained by deleting the divergence calls from C k . Supose there exists a path P 1 from v 0 to v 2 with less cost than P 0 . Suppose P 1 touches more than two components of F 1 , say F 1;0 , F 1;1 , and F 1;2 . (The case F 1;0 , F 1;2 , and F 1;3 is similar.) Then F 1 P 1 f(v 2 ; v 3 )g and F 1 (C k ?P 0 ) span V , providing a T-type scheme with convergence call at (v 2 ; v 3 ) which has lower cost than the given one. On the other hand, if P 1 touches only F 1;0 and F 1;2 , suppose P 1 contains two essential edges e 1 and e 2 . Let e 3 2 C k touch F 0;1 and F 0;3 . Then F 1 fe 1 ; (v 0 ; v 1 ); e 3 g and F 1 fe 2 ; (v 2 ; v 3 ); e 3 g span V , again providing a lower-cost T-type scheme. Finally, if P 1 has only one essential edge, then we can replace P 0 by P 1 in C k to obtain an M-type scheme with lower cost than the given one. The case of the convergence calls is analogous. Lemma 12 Each of the two forests in any minimum-cost M-type calling scheme is a subset of some minimum spanning tree. Any minimum spanning tree contains a forest that can serve as one of the forests in some minimum-cost M-type calling scheme.
Proof: For the rst statement, let F i be one of the forests and let E 0 be a maximal subset of E(F i ) that is part of some minimumspanning tree. Let S be a minimum spanning tree such that E 0 E(S) and assume E 0 6 = E(F i ). Then there exists a component, say If the cost of e 1 is less than the cost of e 0 , then since V 0 does not touch any divergence call if i = 1, nor any convergence call if i = 2, we can replace e 0 by e 1 in F i , contradicting the minimality of the cost of F i . Otherwise, we can replace e 1 by e 0 in S, contradicting the maximality of E 0 . This last case also covers the case e 0 = e 1 .
For the second statement, let S be a minimum spanning tree and let E 0 be a maximal subset of E(S) such that E 0 is a subset of the edges of a forest in any minimum-cost M-type calling scheme. Let F i be such a forest, E 0 E(F i ), and assume E 0 6 = E(F i ). As before, there exists a component, say Let e 1 2 E(S) join V 0 and V ? V 0 . If the cost of e 0 is less than the cost of e 1 , then we can replace e 1 by e 0 in S, contradicting the minimality of the cost of S. Otherwise, since V 0 does not touch any divergence call if i = 1, nor any convergence call if i = 2, we can replace e 0 by e 1 in F i , contradicting the maximality of E 0 . This last case also covers the case e 0 = e 1 .
We now develop our algorithm for nding minimum-cost M-type calling schemes. The algorithm starts with the construction of a minimum spanning tree. Then all pairs of edges (w 0 ; w 1 ) and (w 2 ; w 3 ) are tried as divergence calls. For each pair, a suitable subforest of the spanning tree is selected for F 1 and F 2 and minimum-cost paths between the edges are found, thus de ning the cycle C k .
Choice of the rst edge of the pair is done by simply trying all possibilities. Choice of the second edge is done with extra care, in order to minimize the number of steps in the algorithm. Toward this end, note that the forest is obtained by deleting three edges from the spanning tree so as to separate the four vertices v j ; every path in the spanning tree that joins two of these vertices is cut by the deletion of the edges; and each deleted edge must have maximal cost on some such path. Therefore our approach to nding the forest is to delete three edges of maximal cost on paths joining the four vertices: deletion of any such set of three edges will yield a suitable forest. The following algorithm implements this approach.
1. Set m = 1. Let S be a minimum spanning tree. 2. For each edge (w 0 ; w 1 ), perform steps 3 to 8. 3. For each vertex v, set C(v) to the minimum cost of a path in G from v to either w 0 or w 1 . This can be done through breadth-rst traversals of G centered at w 0 and w 1 . 4. S contains a unique path connecting w 0 to w 1 ; let e 1 be an edge of maximum cost in that path. 5. For each vertex w 2 di erent from w 0 and w 1 , perform steps 6 to 8. 6. S contains a unique path that does not include e 1 and that connects w 2 to either w 0 or w 1 . Let e 2 be an edge of maximal cost in that path. 7. For each vertex v, S contains a unique path that includes neither e 1 nor e 2 and that connects v to w 0 , w 1 or w 2 ; let D(v) identify an edge of maximal cost in that path. This can be done through traversals of S beginning at w 0 , w 1 , and w 2 . Note that the paths de ned in step 3 and used in step 8 might match both w 2 and w 3 with w 0 , for example. We could be more careful in de ning the paths, but we can a ord to be sloppy because if such paths a ect the minimum value m, the graph will have a minimum-cost scheme that is a T-type scheme.
Although the algorithm only determines the minimumcost value, with extra bookkeeping it can record the graph and calling scheme that realizes that minimum value.
The running time of the algorithm is determined by
Step 8 which takes O(jV j) time and is repeated O(jEj jV j) times, and by Step 3 which can be done in O(jV j 2 ) time and is repeated O(jEj) times. Any M-type calling scheme can be converted to a T-type scheme by taking three of the convergence and divergence calls, deleting the fourth and the rest of the cycle, and using the forests and two of the three calls to collect information to the third, followed by the reverse process for dissemination. In the M-type scheme, all calls in the cycle are used once, while in the T-type scheme, two are used twice, one is used once, and the others are not used at all; the two forests are used once each in each scheme. Thus by deleting the most expensive of the divergence and convergence calls and choosing the second most expensive to be the convergence call of the T-type scheme, a T-type scheme can be obtained whose cost exceeds that of the M-type scheme by no more than the thirdmost expensive of the divergence and convergence calls. We summarize these results in this theorem.
Theorem 5 A minimum-cost calling scheme can be found in O(jEjjV j 2 ) time. A minimum-cost Ttype calling scheme can be obtained from any minimum spanning tree, which can be found in O( V 2 ) time using a simple breadth-rst search. The difference in cost between the T-type scheme and the minimum-cost scheme will be no greater than the cost of the third most costly edge in a minimum spanning tree.
Conclusions
We have shown two things. First, the reordering theorem is a succinct encapsulation of a wide range of results for gossiping by telephone. Second, the perspective on gossiping that is provided by the calling scheme formalism, and especially the Hasse diagram representation, provides substantial insight into the structure of gossip schemes and signi cant leverage for proofs. We can hope that these approaches may prove useful with other questions and other variants of the gossip problem.
