Genetically identical cells exhibit diverse phenotypes, even when experiencing the same 20 environment. This phenomenon, in part, originates from cell-to-cell variability (noise) in protein 21 expression. While various kinetic schemes of stochastic transcription initiation are known to 22 yield transcriptional noise, how post-transcription initiation events may affect noise at the protein 23 level remains incompletely understood. To address this question, we developed an integrated 24 model of bacterial gene expression. By exploring different scenarios of transcription initiation, 25 transcription elongation dynamics, mRNA degradation and gene copy number, we found that the 26 mRNA lifetime, gene dosage and sequence-dependent transcriptional pausing modulate the 27 protein expression noise that was set by the promoter properties. Our findings highlight the 28 interplay between transcription initiation, transcription elongation, translation and mRNA 29 degradation in shaping protein number distributions in clonal populations. They also have 30 implications for our understanding of genome evolution, and suggest combinatorial strategies for 31 modulating phenotypic variability by genetic engineering.
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Integrated modeling of bacterial gene expression 139 Our integrated model of gene expression has three components. The first two components, 140 transcription and translation, were based on the totally asymmetric exclusion process algorithm 141 (TASEP) (42) (43) (44) . The DNA and mRNA templates were considered as one-dimensional lattices, 142 where each lattice site corresponds to 1 base pair (bp) or nucleotide (nt). RNAPs and ribosomes 143 with respective footprint sizes of 35 nt (35) and 30 nt (36) were modeled to stochastically load 144 onto their DNA and mRNA templates, respectively. Once loaded, RNAPs and ribosomes stepped 145 each lattice site from 5' to 3' (Fig. 1B) . Because of steric hindrance, loading was allowed only 146 when the loading region was cleared. During translocation, RNAPs and ribosomes kept a 147 minimum distance of 35 nt and 30 nt, respectively. The first ribosome maintained contact with 148 the RNAP throughout transcription elongation to account for the coupling between transcription 149 and translation in bacteria (28) . 150 We modeled the third component, mRNA degradation, as the initial 5'-end mRNA 151 inactivation followed by mRNA nucleotide removal in the 5 '-to-3' direction (29, 39, 40) . Protein 152 degradation was considered negligible because most bacterial proteins are very stable (45) . 153 While our model can be applied to any gene, we modeled the expression of the 3075-nt 154 lacZ mRNA of E. coli, which is a popular model in quantitative gene expression studies. Given 155 an average RNAP speed (k ELONGATION ) of 30 nt/sec on the lacZ region ( Fig. S1A) (27) , the input 156 average RNAP dwell time at each base position x was τ(x) = 1 nt/k ELONGATION = 1/30 sec. We 157 used the experimentally determined mean lacZ mRNA lifetime of 90 sec (Fig. S1B) as the first-158 order rate constant for 5'-end inactivation. For transcription initiation, we varied the RNAP 159 loading rate on the DNA template to achieve a range of expression levels seen in experiments 160 (18). For translation initiation, we used an average rate of ribosome loading of 0.2 sec -1 (46, 47) . 161 The average ribosome speed was the same as that of RNAPs (27) . Stochastic simulations 162 computed transcription, translation and mRNA degradation events based on exponential waiting To build on previously known promoter properties, we considered two different types of 169 promoters: nonbursty and bursty. Transcription initiation from nonbursty promoters was 170 modeled as a Poisson process with RNAP loading rate, k LOADING , which is the inverse of the 171 loading interval, τ LOADING ( Fig. 2A 190 191 192 When the input RNAP loading interval is shorter than the time it takes for the previous 193 RNAP to clear from the promoter region, the rate of RNAP loading is expected to be governed 194 by the promoter clearance time (49). Our input average RNAP loading interval (varying between 195 2 and 500 sec; Table S1 ) was always longer than the average promoter clearance time (1.2 sec).
196
However, the stochasticity in RNAP loading and translocation occasionally resulted in failure in 197 RNAP loading due to the promoter being already occupied, yielding a lower effective 198 transcription initiation rate (see Supporting Text, Fig. S2-S3, and Table S1 ).
199
When we compared nonbursty and bursty promoters of similar strength (i.e., yielding 200 similar effective initiation rates and numbers of mRNAs at steady state), we found expected 201 differences at intermediate average RNAP loading intervals (e.g., 7, 15 and 30 sec in Fig. 2B , 2C 202 and 2D). First, bursty promoters showed pronounced bursts of RNAP loading events followed by 203 notable OFF periods, resulting in temporal profiles of RNAP trajectories that were very different 204 from those obtained from a nonbursty promoter of similar strength (Fig. 2B) . Second, the 205 distribution of time intervals (headways) between subsequently loaded RNAPs appeared largely 206 exponential for nonbursty promoters. In contrast, we observed two populations for bursty 207 promoters: small headways arising from loading events within an ON period and large headways 208 arising from loading events separated by an OFF period (Fig. 2C ). In both promoter cases, the 209 headway set upon transcription initiation was conserved to the end of transcription, as shown by 210 the near-perfect overlap in distributions between headways at initiation and at termination ( Fig.   211 2C). Third, the distribution of the number of RNAPs on the DNA templates was wider for bursty 212 promoters than for nonbursty promoters, with a noticeable peak close to zero due to the 213 stochastic occurrence of OFF and ON states ( Fig. S4 ). Lastly, the steady-state distributions of 214 mRNA numbers for bursty initiations were broader than those for nonbursty ones despite having 215 similar mean mRNA numbers ( Fig. 2D and see Fig. S5 for results using a different mRNA 216 counting method).
217
In contrast, at initiation frequencies that were either very low or very high (e.g., average 218 loading interval ≈ 500 sec or 3.5 sec), bursty promoters were virtually indistinguishable from 219 nonbursty promoters since they effectively reproduced the characteristics of a nonbursty 220 initiation ( Fig. 2B, 2C , 2D and S4). At very low initiation frequencies, the ON period was too 221 short to accommodate enough RNAP loading events to show transcriptional bursts. This is 222 consistent with the experimentally determined mRNA Fano factor of 1 for the repressed lacZ 223 promoter (18). At very high initiation frequencies, the OFF period was so short that it became 224 negligible (1). These results suggest that transcriptional bursts are unlikely for genes at either 225 side of the expression spectrum.
226
Importantly, our simulations identified a dynamic range of initiation rates for which our 227 model produced a clear difference between nonbursty and bursty promoters ( Fig. 2 and S4 ).
228
Hereafter, we exploit this range to identify characteristics that distinguish between nonbursty and 229 bursty transcription initiations. When we examined protein production under this range of 230 transcription initiation rates, we found that the temporal profile of protein production was largely The finding that a bursty promoter led to bursty protein production was dependent on the use of a 242 90-sec mRNA lifetime. When the lifetime of the mRNA was increased, protein bursts generated 243 over time from bursty promoters became less apparent, as illustrated with a 10-min mRNA 244 lifetime ( Fig. 3C ). To quantify the noise in protein production, we calculated the squared 245 coefficient of variation (CV 2 , (standard deviation/mean) 2 ) of the protein number distribution (4). While bursty promoters still produced broader protein number distributions than nonbursty 261 promoters ( Fig. 3D ), the noise from both types of promoters was reduced by the increase in 262 mRNA lifetime (Fig. 3E ). In both cases, the reduction in protein expression noise was correlated 263 with an overall attenuation in temporal fluctuations of protein synthesis ( Fig. 3C vs. Fig. 3A ).
264
Periods of no protein production virtually disappeared with the 10-min mRNA lifetime (Fig. 3F) . 265 We reasoned that the reduced temporal fluctuations in protein synthesis stems from the 266 mRNA lifetime being much longer than the RNAP loading interval, resulting in increased 267 protein production between transcription events. Consistent with this idea, the noise in protein 268 expression for both nonbursty and bursty promoters increased either by shortening the mRNA 269 lifetime for a given average RNAP loading interval or by increasing the average RNAP loading 270 interval for a given mRNA lifetime ( Fig. 4A and 4B ). In fact, if the mRNA lifetime was much 271 smaller than the average RNAP loading interval (e.g., 90 sec vs. 500 sec), a nonbursty promoter 272 was able to produce protein bursts ( Fig. 4C and 4D ), resulting in much higher protein production 273 noise than in the opposite case when the mRNA lifetime was longer than the average RNAP 274 loading interval (e.g., 90 sec vs. 15 sec) ( Fig. 4E ). This is consistent with in vivo observations 275 that the occasional firing of the repressed lac promoter (average RNAP loading interval ≈ 40 min 276 under the experimental condition used in the cited studies) causes spikes of protein production 277 (46, 50) . This is because each mRNA is degraded before the next one is made, resulting in well-278 separated bursts of protein production. 279 These results suggest that short mRNA lifetimes (in the minute time scale), a common 280 characteristic of bacterial mRNAs (29, 39, 51) , facilitate bursty protein synthesis and increase the 281 variability in protein levels across the population, both for bursty and nonbursty promoters. Our simulations quantified gene expression per DNA template. In real cells, a chromosomal gene 297 can coexist in multiple copies due to DNA replication. We found that gene dosage has opposing 298 effects on protein expression noise at the cell-population level for both nonbursty and bursty 299 promoters. First, having more than one gene copy smoothed the temporal fluctuations in mRNA 300 production in a cell, because fluctuations were not synchronized among the gene copies (25).
301
Due to this effect, virtual cells with two gene copies had smoother protein accumulation over 302 time (Fig. 5A, dotted line) than cells with a single copy (Fig. 3A) , resulting in reduced protein 303 synthesis noise (Fig. 5B) . Indeed, if all cells in a population contain n independent copies of a can be predicted by the following equation:
where f is the fraction of cells with 2 gene copies (see Supporting Text for derivation).
314
Accordingly, CV 2 cell will become higher or lower than CV 2 gene depending on the CV 2 gene and f 315 values ( Fig. 5C and S7 ). As discussed above, CV 2 gene is determined by several factors, including 316 the temporal profile of RNAP loading and the mRNA lifetime. f is determined by cell cycle 317 parameters and the chromosomal position of the gene of interest (52). The equation suggests that 318 CV 2 gene for a gene located near the chromosomal terminus (lower f) is more likely to increase by 319 a gene-dosage effect than CV 2 gene for a gene close to the origin of replication. In addition, since 320 nonbursty promoters produce lower CV 2 gene than bursty promoters, the CV 2 gene of a nonbursty 321 promoter is more likely to increase at the cell-population level (CV 2 cell > CV 2 gene ) due to gene 322 dosage while the opposite is true for the bursty promoters. When CV 2 gene >1, as seen in 323 minimally expressed promoters (Fig. 4C ) such as the repressed Lac promoter (46, 50), the 324 equation predicts that the gene-dosage effect will decrease protein expression noise at the cell-325 population level (CV 2 cell < CV 2 gene ) ( Fig. S7 ). and at the gene-population level (CV 2 gene ). The color map indicates whether CV 2 cell is greater or 333 lower than CV 2 gene , due to opposing effects of the gene dosage. f indicates the fraction of cells 334 with 2 gene copies when the population consists of cells with either 1 or 2 gene copies.
FIGURE 5 Gene dosage has opposing effects on gene expression noise at the cell-
336
In the absence of RNAP pauses, RNAP bursts at initiation are largely preserved 337 throughout transcription elongation 338 The gene expression scenarios described above showed that RNAP bursts are maintained from 339 the promoter to the end of the template, as evidenced by the profile of RNAP trajectories (Fig.   340 2B) and the negligible changes in RNAP headway during transcription elongation (Fig. 2C) .
341
Furthermore, the Fano factor calculated based on the 5' end of the mRNA was similar to the 342 Fano factor calculated based on the 3' end of the mRNA (Fig. S8) , indicating that burstiness (or 343 lack thereof) set at initiation did not change by the end of transcription. We wondered whether these results were generalizable because a previous modeling study showed that RNAP 345 congestion can cause RNAP bursts at initiation to completely disappear by the end of elongation 346 (25). Complete loss of RNAP bursts means that the 3'-end mRNA Fano factor for a bursty 347 promoter should be 1, a characteristic of Poissonian processes. We observed this phenomenon 348 only if RNAPs were continually loaded back-to-back during the ON state, and even then, the loss 349 of burstiness between transcription initiation and termination was most dramatic if the RNAP 350 footprint was small (e.g., 1 nt) (see Supporting Text and Fig. S9 , S10 and S11 
362
The demonstrated prevalence of sequence-dependent pauses in vivo and their potentially 363 long lifetimes motivated us to investigate their effects on RNAP trafficking and gene expression 364 noise. For illustration purposes, we first modeled a single pause site in the middle of a 3-kbp 365 gene, driven by either a nonbursty or bursty promoter with an average RNAP loading interval of 366 ~15 sec (Fig. 6A ). In this elongation profile, RNAPs resided at each nucleotide on average for 367 1/30 sec as before, except at the pause site (x p ), where the average RNAP dwell time (t p ) was 368 varied. Dwell time of an RNAP at the pause site was randomly chosen from an exponential 369 distribution with a mean dwell time of t p (32-34). When the pause was much shorter than the 370 RNAP loading interval, such as t p = 1 sec, the effect on RNAP trafficking was negligible 371 regardless of the promoter type, as shown by the near-perfectly overlapping distributions of 372 Δheadways (headway at the end -headway at the start for two consecutive RNAPs) between the 373 1-sec pause and the no-pause cases (Fig. S12 ). single RNAP pause site with different durations and locations: t p = 1 sec and x p = 1500 nt (green), 378 t p = 10 sec and x p = 1500 nt (red) and t p = 10 sec and x p = 100 nt (purple). For each scenario, we 379 considered either a nonbursty or bursty promoter with a similar average loading interval of ~15 380 sec (measured in the absence of any pause) and a mean mRNA lifetime of 90 sec. The pause. This memory loss of initial conditions smoothed the temporal profile of protein 417 production ( Fig. S13 ) and lowered protein expression noise (Fig. 6I ).
375
FIGURE 6 Sequence-dependent RNAP pauses affect gene expression dynamics and steady-
418
When we examined the effect of having two pause sites on a gene driven by a bursty 419 promoter, we found that the second pause did not affect the RNAP headway as much as the first 420 pause (Fig. S14, scenarios (ii) vs. (i) ). We reasoned that the headway increase generated by the 421 first pause produced fewer RNAPs to pile up at the second pause site. However, when the second 422 pause was longer than the first one, it further increased RNAP headways (Fig. S14, scenarios ( iii) 423 vs. (i)), suggesting that multiple long-lived pauses can have additive effects.
424
In the E. coli genome, RNAP pause sites are often found near promoters (64, 66, 67) .
425
When we modeled a promoter-proximal pause, such as a 10-sec pause at x p = 100 nt (Fig. 6A) , 426 we found that the RNAP piling caused by the pause could easily extend to the promoter, 427 blocking the loading of additional RNAPs and thereby reducing the effective rate of transcription 428 initiation for both nonbursty and bursty promoters (Fig. 6J ). In addition, RNAP stalling near the 429 promoter resulted in reduced translation initiation rates (Fig. 6K ) because ribosomes piling on 430 the short nascent transcript could quickly reach the RBS. A smaller reduction in transcription and 431 translation initiation rates was also observed for more distal pauses, such as a 10-sec pause at x p 432 = 1,500 nt ( Fig. 6J and 6K ) because RNAP piles occasionally reached the promoter, preventing 433 some RNAPs to load.
434
We concluded that sequence-dependent pauses can impact gene expression by attenuating 435 RNAP bursts and/or by affecting transcription and translation initiation rates. Our study shows that the conditions set by transcription initiation play a critical role in 440 modulating protein expression noise, consistent with previous works (16, 17, 20, 68, 69) . It also 441 highlights the importance of post-transcription initiation processes, such as mRNA degradation 442 and RNAP pausing, in shaping the steady-state distribution of protein production.
443
The lifetime of mRNA impacts the amount of proteins produced, and larger protein 444 abundance is expected to be associated with lower variability in protein numbers (17, 20, 69) . 445 We showed that mRNA lifetimes longer than the OFF period dampen the temporal fluctuations 446 of protein synthesis (Fig. 3A vs. 3C ). Because one mRNA typically generates more than one protein, the mRNA lifetime reduces the effect of the bursty promoter's ON/OFF switch (Fig. 4B ).
448
The mRNA lifetime also smooths temporal fluctuations in protein production and hence its noise 449 in the case of nonbursty promoters (Fig. 4A ) because mRNA expression from these promoters 450 still fluctuates over time due to the stochastic nature of transcription initiation.
451
Altogether, this suggests that mRNA degradation is an important factor to consider when 452 studying noise in gene expression. The difference among genes can be considerable given that 453 the lifetimes of bacterial mRNAs can vary over an order of magnitude (29, 39, 51) . Furthermore, 454 mRNA lifetimes have been shown to vary with environmental cues in some cases (70), 455 suggesting a unappreciated means by which environmental changes may affect the expression 456 noise of certain genes.
457
Our results identified sequence-dependent RNAP pausing as another important post-458 transcription initiation factor that can attenuate noise in protein synthesis. RNAP pauses affect 459 protein expression noise by modulating RNAP trafficking downstream of the pause (Fig. 6F and 460 6I). The headway between RNAPs upon transcription termination, which shapes the temporal 461 fluctuations in mRNA and protein production, is altered by the pause (Fig. 6F and 6G) to the 462 point that the memory of a bursty promoter's ON/OFF switch can be lost (Fig. 6H ). This effect 463 depends on the duration of the pause relative to the loading intervals of RNAPs ( Fig. 6G vs. Fig.   464 S12D). 465 We also note that the noise-attenuating effect of RNAP pauses occurred when the pause 466 duration was shorter than the mRNA lifetime, which we expect to be the general case in vivo 467 based on reported mRNA lifetimes and pause durations. However, if a pause lasted longer than 468 the mRNA lifetime, we observed bursty protein production, even in the case of a nonbursty 469 promoter (data not shown). Protein bursts arose because the majority of ribosomes piled behind 470 the paused RNAP on the nascent mRNA and then traveled together once the RNAP escaped the 471 pause site, as reported before (71). Certain mechanisms, such as premature termination (72) In addition to the duration of the pause, its location relative to the promoter matters.
475
These pause properties determine the probability that trailing RNAPs reach the promoter and 476 prevent new initiation events (Fig. 6J) only the rate of transcription initiation, but also that of translation initiation (Fig. 6K) because they are sequence-dependent and can change through mutations. Therefore, our work 503 predicts that mutations altering pause duration or mRNA lifetime (e.g., by affecting mRNA 504 secondary structure at the pause site or at the 5'-untranslated region) will affect protein 505 expression noise at the level of individual genes. Our work also suggests possible ways by which 506 protein expression noise may change globally. For example, mutations that render RNAP less 507 prone to pausing (e.g., rpoB2 mutation in E. coli (81)) are expected to affect the protein 508 expression noise of pause-sensitive genes. In addition, mutations decreasing the activity of the mRNA degradation machinery (RNase E in E. coli) (82) are predicted to decrease protein 510 expression noise at the genome-wide level. 
