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Abstract
Many combinatorial optimisation problems can be modelled as valued constraint sat-
isfaction problems. In this paper, we present a polynomial-time algorithm solving the
valued constraint satisfaction problem for a fixed number of variables and for piecewise
linear cost functions. Our algorithm finds the infimum of a piecewise linear function and
decides whether it is a proper minimum.
1 Introduction
The input of a valued constraint satisfaction problem, or VCSP for short, is a finite set of
cost functions depending on a given finite set of variables, and the computational task is to
find an assignment of values for the variables that minimises the sum of the cost functions.
Many computational optimisation problems arising in industry, business, manufacturing,
and science, can be modelled as a VCSP.
VCSPs have been extensively studied in the case of cost functions defined on a fixed
finite set (the domain). The computational complexity of solving VCSPs depends on the
set of allowed cost functions and has recently been classified if the domain is finite [13,
12, 14, 21, 3]: every finite domain VCSP is either polynomial-time tractable or it is NP-
complete.
However, many outstanding combinatorial optimisation problems can be formulated
as VCSPs only by allowing cost functions defined on infinite domains, e.g., the set Q of
rational numbers.
Despite the interest in concrete VCSPs over the set of rational numbers and over other
infinite numeric domains (e.g., the integers, the reals, or the complex numbers), VCSPs
over infinite domains have not yet been investigated systematically. The class of VCSPs
for all sets of cost functions defined on arbitrary infinite domains is too large to allow gen-
eral complexity results. Indeed, every computational problem is polynomial-time Turing-
equivalent to the VCSP for a suitable set of cost functions over an infinite domain [1].
Therefore, we need to restrict the class of cost functions that we focus on. One restriction
∗The authors have received funding from the European Research Council (ERC) under the European Union’s
Horizon 2020 research and innovation programme (grant agreement No 681988, CSP-Infinity).
†This author has been supported by DFG Graduiertenkolleg 1763 (QuantLA).
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that captures a great variety of theoretically and practical interesting optimisation prob-
lems is the class of all piecewise linear (PL) cost functions over Q, i.e., Q-valued1 partial
functions, whose graph is the union of linear half spaces. In general, the VCSP for PL
cost functions is NP-complete. Indeed, the containment in NP follows from the fact that
the VCSP for the class of all PL cost functions is equivalent to the existential theory of
(Q;≤,+,1), which is in NP (see [2]). The NP-hardness follows from the fact that there
exist NP-complete problems, e.g., the MINIMUM CORRELATION CLUSTERING, and the
MINIMUM FEEDBACK ARC SET problem (see [9, 6]), which can be formulated as in-
stances of the VCSP for PL cost functions.
In this paper, we prove that the restriction of the VCSP for all PL cost functions to
instances with a fixed number of variables is polynomial-time tractable. The restriction
to a fixed number of variables has been studied for several problems in computational
optimisation, and usually this kind of restriction has led to an improvement in the com-
putational complexity: two remarkable examples of this situation are the combinatorial
polynomial-time algorithm of Megiddo [16] to solve the restriction to a fixed number of
variables of LINEAR PROGRAMMING (in its full generality, Linear Programming can be
solved in polynomial-time (see, e.g., [10, 8, 20]), but all the known algorithms rely on
approximation procedures); and the algorithm of Lenstra [15] to solve the restriction of
Integer Programming Feasibility (which is an NP-complete problem in its full generality)
to a fixed number of variables.
2 Preliminaries
We adopt the following notation: Q denotes the set of rational numbers, and xi denotes the
i-th component of a tuple x. We start with some preliminaries on the cost functions that
we want to take into account.
Definition 2.1. A cost function over Q is a function f : Qn → Q∪{+∞}, for a positive
integer n. Here, +∞ is an extra element with the expected properties that for all c ∈
Q∪{+∞}
(+∞)+ c= c+(+∞) = +∞
and c<+∞ iff c ∈Q.
A cost function f : Qn → Q∪{+∞} can also be seen as a partial function such that f is
not defined on x ∈Qn if, and only if, f (x) = +∞.
Definition 2.2. A set C ⊆ Qd is a polyhedral set if it is the intersection on finitely many
(open or closed) half spaces, i.e., it can be specified by a conjunction of finitely many linear
constraints, i.e., for some r ∈N there exist linear functions fi : Qd →Q, for 1≤ i≤ r, such
that
C =
{
x ∈Qd |
p∧
i=1
( fi(x)≤ 0)∧
q∧
i=p+1
( fi(x)< 0)∧
r∧
i=q+1
( fi(x) = 0)
}
.
Observe that non-empty polyhedral sets in Qd are, in particular, convex sets.
A polyhedral set C ⊆ Qd is open if it is the intersection of finitely many open half
spaces, i.e., for some p ∈ N there exist fi : Qd →Q linear functions, 1≤ i≤ p, such that
C = {x ∈Qd |
p∧
i=1
( fi(x)< 0)}.
1In the PL setting the domainsQ andR are interchangeable; we only require the coefficients of the cost functions
to be rational as we need to manipulate them computationally.
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Similarly, a polyhedral setC⊆Qd is closed if it is the intersection of finitely many closed
half spaces, i.e., for some q ∈ N there exist fi : Q
d →Q linear functions, 1 ≤ i≤ p, such
that
C =
{
x ∈Qd |
p∧
i=1
( fi(x)≤ 0)∧
q∧
i=p+1
( fi(x) = 0)
}
.
A polyhedral setC⊆Qn is bounded if it is bounded as a subset of Qn. We remark that the
infimum of a linear function in a closed and bounded polyhedral set is a proper minimum;
while the infimum of a linear function in an open or unbounded polyhedral set is attained
only if the linear function is constant.
Definition 2.3 ([18], Definition 2.47). A function f : Qd →Q∪{+∞} is a piecewise lin-
ear (PL) if its domain, dom( f ), can be represented as the union of finitely many polyhedral
sets, relative to each of which f (x) is given by a linear expression, i.e., there exist finitely
many mutually disjointC1, . . . ,Cm polyhedral sets such that
⋃m
i=1Ci = dom( f ) ⊆Q
d , and
f (x1, . . . ,xd) =
{
ai0+ a
i
1x1+ · · ·+ a
i
dxd if (x1, . . . ,xd) ∈Ci
+∞ if (x1, . . . ,xd) ∈Q
d \dom( f )
where ai = (ai0,a
i
1, . . . ,a
i
d) ∈ Q
d+1, for 1 ≤ i ≤ m. Piecewise linear functions are some-
times called semilinear functions.
We are now ready to formally define the computational problem that we want to focus
on.
Definition 2.4. Let d be a positive integer, and let V := {x1, . . . ,xd} be a set of variables.
An instance I of the valued constraint satisfaction problem (VCSP) for PL cost functions
with variables in V consists of an expression φ of the form
m
∑
i=1
fi(x
i
1, . . . ,x
i
ar( fi)
)
where f1, . . . , fm are finitely many PL cost functions and all the xij are variables from V .
The task is to find the infimum cost of φ , defined as
inf
α : V→Q
m
∑
i=1
fi(α(x
i
1), . . . ,α(x
i
ar( fi)
)),
and to decide whether it is attained, i.e., whether it is a proper minimum or not.
The computational complexity of the VCSP for PL cost functions with variables from
a fixed set V depends on how the cost functions are represented in the input instances.
We fix a representation of cost functions which is strictly related both to the mathematical
properties of piecewise linear functions and to the algorithmic procedures and mathemat-
ical tools that we want to use to deal with them.
Definition 2.5. Representation of PL cost functions. We assume that a PL cost func-
tion is given by a list of linear constraints, specifying the polyhedral sets, and a list of
linear polynomials and +∞ symbols, defining the value of the function relatively to each
polyhedral set. The linear constraints and the linear polynomials are encoded by the list
of their rational coefficients, and +∞ is represented by a special symbol. The constants
for (numerators and denominators of) rational coefficients for linear constraints and linear
polynomials are represented in binary.
LINEAR PROGRAMMING is an example of a problem which can be formulated in our
setting; it is also a tool that plays an important role later in the paper.
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Definition 2.6. LINEAR PROGRAMMING (LP) is an optimisation problem with a linear
objective function and a set of linear constraints imposed upon a given set of underlying
variables. A linear program has the form
minimise
n
∑
j=1
c jx j
subject to
n
∑
j=1
aijx j ≤ b
i
, for i ∈ {1, . . . ,m}.
This problem has n variables x j (ranging over the rationals or over the real numbers)
and m linear inequalities constraints. The coefficients c j, aij, and b
i are rational numbers,
for all j ∈ {1, . . . ,n}, and all i ∈ {1, . . . ,m}. The linear constraints, ∑nj=1 a
i
jx j ≤ b
i, specify
a polyhedral set, namely the feasibility polytope over which the objective function has to
be optimised.
An algorithm solving LP either finds a point in the feasibility polytope where the
objective function has the smallest value if such a point exists, or it reports that the instance
is infeasible (in this case we assume that the output of the algorithm is +∞), or it reports
that the infimum of the objective function is−∞ (in this case we assume that the output of
the algorithm is −∞).
The LINEAR PROGRAM FEASIBILITY problem, LPF, is a decision problem having
the form of a standard linear program but without any objective function to minimise. The
output of an algorithm solving LPF is “no" or “yes", respectively, depending on whether
the polyhedral set defined by the linear constraints is empty or not. Both LP and LPF can
be solved in polynomial time (see, e.g., [10, 8, 20]).
In the remainder of the paper, we use the fact that LINEAR PROGRAM FEASIBILITY
for a set of linear constraints containing also strict inequalities can be solved in polynomial
time. Given a set of linear constraints l and a linear expression obj, we denote by LPF(l)
the LPF instance defined by the linear constraints in l, and we denote by LP(l,obj) the LP
instance defined by the linear constraints in l and by the objective function obj.
We remark that in LP and LPF the feasibility polytope is defined by weak linear in-
equalities, i.e., by linear constraints of the form ∑nj=1 a jx j ≤ b. The feasibility of a set of
linear constraints containing also strict linear inequalities (i.e., of the form ∑nj=1 a jx j < b)
can be solved by solving a linear number of linear programs, as shown in [7], where the
authors give a polynomial-time algorithm deciding the feasibility of a set of Horn disjunc-
tive linear constraints. However, the feasibility of a set of linear constraints containing
strict and weak linear inequalities can be decided by solving only one LP instance.
Lemma 2.7 (Motzkin Transposition Theorem [17, 19]). Let A ∈ Qk1×d , and B ∈ Qk2×d
be matrices such that max(k1,d)≥ 1. The system{
Ax< 0
Bx≤ 0
has a solution x ∈Qd if, and only, if the system{
ATy+BT z= 0
y≥ 0, z≥ 0
does not admit a solution (y,z) ∈Qk1+k2 such that y 6= (0, . . . ,0).
Proposition 2.8. The LINEAR PROGRAM FEASIBILITY problem (LPF) for a finite set
of strict or weak linear inequalities is polynomial-time many-one reducible to LP and,
therefore, it can be solved in polynomial time.
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Proof. Let us assume that the linear constraints in the input consist of k1 strict inequalities,
and k2 weak inequalities, i.e., we have to check the satisfiability of the following system{
∑di=1 a j,ixi+ a j,d+1 < 0 for 1≤ j ≤ k1
∑di=1 b j,ixi+ b j,d+1 ≤ 0 for 1≤ j ≤ k2,
(1)
Let us first observe that the system (1) is equivalent to the following one

∑d+1i=1 a j,iti < 0 for 1≤ j ≤ k1
−td+1 < 0
∑d+1i=1 b j,iti ≤ 0 for 1≤ j ≤ k2.
(2)
Indeed, if (t1, . . . , td , td+1) is a solution for (2), then (x1, . . . ,xd)with xi :=
ti
td+1
is a solution
for (1); vice versa if (x1, . . . ,xd) is a solution for (1), then (x1, . . . ,xd ,1) is a solution for
(2). Let us consider the following linear program
minimise
k1+1
∑
j=1
(−y j)
subject to ATy+BT z
−y≤ 0 (3)
−z≤ 0,
with variables y1, . . . ,yk1+1,z1, . . . ,zk2 ,where A ∈ Q
(k1+1)×(d+1) is the matrix such that
(A) ji = a ji for 1 ≤ j ≤ k1 and 1 ≤ i ≤ d+ 1, and such that the (k1+ 1)-th row of A is
(0, . . . ,0,−1); and the matrix B ∈Q(k2)×(d+1) is such that (B) ji = b ji.
Observe that the linear program (3) can be computed in polynomial time (in the size
of the input). By Lemma 2.7, the system (2) is satisfiable if, and only if, the feasibility
polytope determined by the linear constraints in (3) does not admit a solution (y,z) ∈
Q(k1+1)+k2 such that y 6= (0, . . . ,0). If the output of the algorithm for LP on instance (3)
is +∞ or a tuple having 0 in the first k1+ 1 coordinates, then the system (1) is satisfiable,
and therefore we accept. Otherwise, if the output is −∞ or a tuple (y,z) ∈Q(k1+1)+k2 such
that y 6= (0, . . . ,0), then the system (1) is not satisfiable and we reject.
3 PL VCSPs with Fixed Number of Variables
We exhibit a polynomial-time algorithm that solves the VCSP for PL cost functions having
variables from a fixed finite set. We assume that the input VCSP instance is given as a sum
of PL cost functions represented as in Definition 2.5. Our algorithm computes the infimum
of the objective function, and specifies whether it is attained, i.e., whether it is a proper
minimum.
The following theorem uses an idea that appeared in [2], Observation 17.
Theorem 3.1. Let V be a finite set of variables. Then there is a polynomial-time algorithm
that solves the VCSP for PL cost functions having variables in V .
Proof. We prove that Algorithm 1 correctly solves the VCSP for PL cost functions with
variables in V in polynomial time. An input of an instance of the VCSP is a representation
of an objective function φ as the sum of a finite number of given cost functions, f1, . . . , fn,
applied to some of the variables in V = {x1, . . . ,xd}, that is,
φ(x1, . . . ,xd) =
n
∑
i=1
fi(x
i),
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where xi ∈ V ar( fi) for 1 ≤ i ≤ d. We can assume that the cost function fi is defined for
every x ∈Qd by
fi(x) =
{
∑dj=1a
i,l
j x j+ b
i,l ifCi,l(x), for some 1≤ l ≤ mi
+∞ otherwise.
For every 1≤ l ≤ mi the formulasCi,l(x) have the following form:
Ci,l(x) =
p∧
j=1
(hi,lj (x)≤ 0)∧
q∧
j=p+1
(hi,lj (x)< 0)∧
r∧
j=q+1
(hi,lj (x) = 0),
for some p,q,r ∈ N and for some linear polynomials hi,lj : Q
d →Q, where 1≤ j ≤ r. We
assume that the cost functions fi are represented as in Definition 2.5.
Algorithm 1 first extracts the list of linear polynomials p1, . . . , pk that appear in the
finite set of linear constraints defining some cost function fi , i.e.,
{p1, . . . , pk} :=
n⋃
i=1
mi⋃
l=1
⋃
j
{
h
i,l
j
}
.
Observe that the linear polynomials p1, . . . , pk decompose the space Q
d into σ polyhedral
sets, where
σ ≤ τd(k) =
d
∑
i=0
2i
(
k
i
)
(4)
and that this bound is tight, i.e., σ = τd(k), whenever the hyperplanes defined by pi(x) = 0,
for 1≤ i≤ k, are in general position.
Inequality (4) can be verified by induction on the number of hyperplanes, k. Clearly,
for all d ∈ N, one hyperplane divides Qd into 3 = 20+ 21 polyhedral sets. Suppose now
that k ≥ 3 and that Inequality (4) is true for every d and for at most k− 1 hyperplanes.
Suppose that the k hyperplanes are in general position (we get in this way the upper bound
τd(k)). Observe that, by adding the hyperplanes one-by-one, the k-th hyperplane intersects
at most τd−1(k− 1) of the polyhedral sets obtained until the previous step. In fact, this
number is equal to the number of polyhedral sets in which a hyperplane, that is a subspace
of dimension d− 1, is divided by k− 1 subspaces of dimension d− 2.
Suppose that we know how the space is decomposed into polyhedral sets by the hyper-
planes p1(x) = 0, . . . , pk−1(x) = 0. Adding pk(x) = 0 to the list of hyperplanes decompos-
ing the space, each one of the polyhedral sets intersecting it is divided in three polyhedral
sets (corresponding to pk(x) < 0, pk(x) = 0, and pk(x) > 0, respectively). Summing up,
at every step we add to the “old polyhedral sets" (i.e., polyhedral sets obtained until the
previous step) two more polyhedral sets for each of the old ones intersecting pk(x) = 0,
then it follows that
τd(k) = τd(k− 1)+ 2τd−1(k− 1).
Using this equality and the inductive hypothesis we obtain
τd(k) = 2
d−1
∑
i=0
2i
(
k− 1
i
)
+
d
∑
i=0
2i
(
k− 1
i
)
=
d
∑
i=1
2i
((
k− 1
i− 1
)
+
(
k− 1
i
))
+ 1
=
d
∑
i=1
2i
(
k
i
)
+ 1=
d
∑
i=0
2i
(
k
i
)
.
In particular, the number σ of polyhedral sets is bounded by a linear polynomial in k, and
the Algorithm 1 produces a tree, that a priori has 3k branches, but that actually has O(k)
branches.
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The algorithm computes the list of all non-empty polyhedral sets by computing at most
∑k−1i=1 τd(i) instances of linear program feasibility, and then it computes the infimum of the
objective function in every non-empty polyhedral set by computing at most 3τd(k) linear
programs. Observe that the only closed and bounded non-empty polyhedral sets computed
by Algorithm 1 are 0-dimensional subspaces, i.e., points, and that all the other polyhedral
sets computed are open or unbounded. Therefore, in order to check whether the infimum
in a polyhedral setC is a minimum, it is enough to check whether the objective function in
C is constant, that is whether the infimum inC is equal to the supremum inC. This is done
by our algorithm solving at most 3τd(k) further linear programs. The linear expression
of the objective function in a polyhedral set can be computed by running a number of
LINEAR PROGRAM FEASIBILITY instances that is polynomial in the size of the input
instance. Globally, the running time of Algorithm 1 is polynomial in the size of the input.
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ALGORITHM 1: Algorithm for PL VCSPs with a fixed number of variables
Input: φ(x) = f1(x)+ · · ·+ fn(x) with fi(x) = fi j(x) if x ∈Ci j, and theCi j’s each given as a finite set
of linear conditions, for 1≤ j ≤ ni, and 1≤ i≤ n.
Output: (val,attr) where val is the value of the infimum of the objective function, and attr is a string
which specifies whether val is attained (attr= “min") or not (attr= “ inf").
{p1, . . . , pk} := the set of all the linear functions appearing in theCi j’s;
L := {{}} (the set of polyhedral sets in which the pi’s divide the space);
for i= 1, ...,k do
for each l in L do
l−1 := l∪{pi < 0};
l0 := l∪{pi = 0};
l1 := l∪{−pi < 0};
for j =−1,0,1 do
if LPF(l j) = yes then
L := (L\ {l})∪{l j}
end
end
end
end
val :=+∞;
attr :′′ inf”;
for each l in L do
lc := {} (the closure of l);
for each c ∈ l do
if c is of the form (p< 0) then
lc := lc∪{p≤ 0}
else
lc := lc∪{c}
end
end
for i= 1, . . . ,n do
gi :=+∞;
for j = 1, . . . ,ni do
if LPF(l∪Ci j) = yes then
gi(x) := fi j(x)
end
end
end
obj := ∑ni=1 gi(x);
m :=LP(lc, obj) (the infimum of φ in l);
M :=−LP(lc, −obj) (the supremum of φ in l);
if m< val then
if m=M then
attr := “min"(the infimum is attained iff φ is constant in l)
else
attr := “ inf"
end
end
end
return (val,attr);
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4 Conclusion and Future Work
We have provided a polynomial-time algorithm solving the VCSP for piecewise linear
cost functions having a fixed number of variables. In the future, we would like to continue
this line of research by studying the computational complexity of the VCSP with a fixed
number of variables and semialgebraic cost functions. A function f : Rn → R∪{+∞} is
called semialgebraic if its domain can be represented as the union of finitely many basic
semialgebraic sets (see [2]) of the form {x∈Rn | χ(x)} where χ is a conjunction of (weak
or strict) polynomial inequalities with integer coefficients, relative to each of which f (x)
is given by a polynomial expression with integer coefficients.
The VCSP for all semialgebraic cost function is equivalent to the existential theory of
the reals (see [2]), which is in PSPACE (see [4]). The restriction of the feasibility problem
associated with a semialgebraic VCSP to a fixed number of variables is polynomial-time
tractable by cylindrical decomposition (cf. [5]). However, we do not know whether with
this approach can solve our optimisation problem in polynomial time. Another contribu-
tion related with our open problem was given in [11] by Khachiyan and Porkolab, who
proved that the problem of minimising a convex polynomial objective function with inte-
ger coefficients over a fixed number of integer variables, subject to polynomial constraints
with integer coefficients that define a convex region, can be solved in polynomial time in
the size of the input.
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