Based on Markvorsen and Palmer work on mean time exit and isoperimetric inequalities we establish slightly better isoperimetric inequalities and mean time exit estimates for minimal graphs in N × R. We also prove isoperimetric inequalities for submanifolds of Hadamard spaces with tamed second fundamental form.
Introduction
The theory of minimal surfaces in N × R started, to the best of our knowledge, with the publication of [17] and [22] and although it is a very young theory it has flourished with all sort of results, see for instance [1] , [2] , [5] , [10] , [11] , [12] , [13] , [14] , [18] , [19] , [20] , [23] . Off course, the classical theory on minimal surfaces in R 3 guides the search in this new theory that depending on the N factor yields very different results from their counterpart in the classical theory. In this paper we study isoperimetric inequalities for minimal graphs G ⊂ N × R of functions u : B N (R) → R, where N is a complete Riemannian n-manifold with sectional curvature K N ≤ b ≤ 0. Let ϕ : M ֒→ W be a proper immersion of a m-manifold M into a Riemannian n-manifold W with sectional curvature K W ≤ b. Denote by ρ W the intrinsic distance on W to a point p = ϕ(q). Let B W (R) be the geodesic ball of W centered at p with radius R ≤ min{inj W (p) The hypothesis properly immersed in Theorem 1.1 does not appear in the original statements but it is necessary in order to D(R) be a compact domain. We prove the following version of Palmer's theorem for minimal graphs. Theorem 1.2 Let N be a Riemannian n-manifold with sectional curvature bounded above K N ≤ b ≤ 0 and let u : B N (R) → R be a smooth function whose graph G is a minimal hypersurface of N × R with boundary ∂G ⊂ ∂B N (R) × R where B N (R) is the geodesic ball centered at a point p ∈ N with radius R ≤ inj N (p). Then
Equality in (1.3) if and only if u is constant.
Remark 1.3
We can let |u| ≤ ∞ on the boundary reading the left side of (1.3) as a limit. This is, let R i → R be a sequence of regular values of u so that the inequality (1.3) is true for the graphs G i of u| B N (R i ) . Taking the limit lim sup
is totally geodesic and it coincides with the extrinsic geodesic ball D(R) centered at (p, 1). Since sup K H n (−1)×R = 0 we have by Palmer's Theorem that
while by Theorem (1.2) we have that
Remark 1.5 We must say that the proof of Theorem (1.2) and Theorem (1.7) are based on the ideas of S. Markvorsen [16] and V. Palmer [21] adapted to our settings.
Mean time exit from minimal graphs
Let ϕ : M ֒→ W be a complete, minimal, properly immersed m-submanifold of a complete Riemannian manifold W with sectional curvature K W ≤ b. Let D(R) be an extrinsic geodesic ball centered at p = ϕ(q) with radius R. Let E(x) be the mean time of the first exit from D(R) of a particle in Brownian motion starting at x ∈ D(R) and denote by E b (x) = E b (|x|) the mean time of the first exit from B N n (b) (R) of a particle in Brownian motion starting atx ∈ B N n (b) (R), |x| = dist N n (b) (0,x). Markvorsen proved the following theorem. 
is the geodesic ball centered at p with radius R < min{inj(p), π/2 √ b} in the Riemannian manifold N with sectional curvature K N ≤ b. Recall that we are assuming that π/2
Denote by E(x) = E(x, u(x)) the mean time of the first exit from G of a particle in Brownian motion starting at (x, u(x)). A remark from Dynkin [9] vol 2, p.51 states that the functions E and E b satisfy the Dirichlet boundary problems.
We prove the following version of Theorem (1.6) for minimal graphs. 
for all x ∈ B N (R).
, is contained in G. So, the mean time of the first exit of the extrinsic ball is smaller than the mean time of the first exit of the graph. Suppose that K N ≤ b < 0 thus sup K N ×R = 0. By Markvorsen's Theorem (1.6) we have that the mean time exit for the extrinsic ball E ball (x) ≤ E 0 (ρ N ×R (x)). Theorem (1.7) gives more precise information on the mean time exit. In fact, we have that
Isoperimetric inequality for minimal submanifolds of N × R
In our next result we study isoperimetric inequalities for compact domains in a complete immersed minimal m-submanifold ϕ : M ֒→ N × R where N is a complete Riemannian manifold with sectional curvature K N ≤ b ∈ R. But first we need to recall some definitions. Let (X, d) be a metric space and Y ⊂ X be a subset. The radius of Y is defined by 
The isoperimetric quotient for K has the following lower bound,
Observe that in Theorem (1.9), the compact K needs not to be an extrinsic geodesic ball nor the immersion ϕ needs to be proper. Moreover, if m > 2, b < 0, ϕ is proper and K is an extrinsic ball D(R) we would have by Palmer's theorem that
Corollary (1.11) can be seen as a version of the fact that any compact minimal hypersurface of S n can not be contained in an hemisphere S n + . It also should be compared with the Linear Area Growth Theorem (thm. 1.1) of [17] .
This next corollary is very well known but we would like to emphasize that it can be proved as a direct application of Theorem (1.9). 
Submanifolds with tamed second fundamental form
Our third result gives upper bounds for the isoperimetric quotients for extrinsic geodesic balls of submanifolds with tamed second fundamental form in Hadamard spaces with bounded sectional curvature. Let us consider an isometric immersion ϕ : M ֒→ N of a complete Riemannian mmanifold M into a Hadamard n-manifold N with sectional curvature bounded above
be an exhaustion sequence of M by compacts sets with x 0 ∈ C 1 and define a non-increasing sequence a 1 ≥ a 2 ≥ · · · ≥ 0 by
where Bessa, Jorge and Montenegro [3] showed that complete submanifolds with tamed fundamental form of the R n are proper and has finite topology. S. Costa [7] extended this result to submanifolds with tamed second fundamental form of Hadamard manifolds. Here we prove the following theorem. 
For extrinsic geodesic balls D(R) with radius R ≥ r 0 . Where Λ is a constant depending on c, r 0 , R ,b 2 and sup B N (r 0 ) |H|.
2 Proof of the results
Basic formulas
Let ϕ : M ֒→ N be an isometric immersion M and N are Riemannian manifolds. Consider a smooth function g : N → R and the composition f = g • ϕ : M → R. Let ∇ and ∇ be the Riemannian connections on M and N respectively, α(q)(X, Y ) and Hess f (q) (X, Y ) be respectively the second fundamental form of the immersion ϕ and the Hessian of f at q ∈ M, X, Y ∈ T p M. Identifying X with dϕ(X) we have at q ∈ M and for every X ∈ T q M that
Taking the trace in (2.1), with respect to an orthonormal basis {e 1 , . . . e m } for T q M, we have that
Hess g(ϕ(q)) (e i , e i ) + grad g ,
α(e i , e i ) .
2)
The formulas (2.1) and (2.2) are well known in the literature, see [15] . Another important tool is the Hessian Comparison Theorem, see [24] . 
3)
whereas Hess ρ N (y)(γ ′ , γ ′ ) = 0.
Proof of Theorem 1.7
We have a minimal graph G ⊂ N × R of a function u : B N (R) ⊂ N → R, where B N (R) is the geodesic ball centered at p with radius R < min{inj(p), π/2 √ b}, π/2 √ b = ∞ if b ≤ 0, in the Riemannian manifold N with sectional curvature K N ≤ b. We denoted by E(x) the mean time of the first exit from G of a particle in Brownian motion starting at x and by E b (x) the mean time from the first exit of the geodesic ball B N n (b) (R) of a particle in Brownian motion starting atx. A remark from Dynkin [9] vol 2, p.51 states that the functions E and E b satisfies the Dirichlet boundary problem.
, where p 1 : N × R → N is the projection on the first factor. Letting ϕ(x) = (x, u(x)) be the graph immersion we have
Where {X i } is an orthonormal basis for T x N. On the other hand, by the Hessian Comparison Theorem and the fact F
Recall that the Laplacian of the canonical metric dt
In [16] , Proposition 4, Markvorsen proved thatĒ Ē E
Therefore from (2.6) we have
andĒ Ē E ′′ κ (s) < 0. With that we can se that △ GĒb − E ≥ 0 with (Ē κ − E)| ∂G = 0 and then E κ ≤ E in G. This proves Theorem (1.7).
Proof of Theorem 1.2
We start stating a lemma proved by Palmer.
Lemma 2.2 (Palmer, [21] ) Let E b be the mean time exit of the ball B N n (b) (R). Then
Thus we have
If we have equality in (2.11) then we have that △ G (Ē b • ϕ − E) = 0. This implies that |grad G s • ϕ| = |grad N s|. Since grad G s • ϕ is the projection onto the tangent space of G of grad N s = s ′ grad N ρ N we can see that the tangent space of G at every point is horizontal. Thus u is constant. The other implication is trivial.
Proof of Theorem 1.9
We have an isometric minimal immersion ϕ : M ֒→ N × R of an m-dimensional complete manifold M into N × R, where N is a n-manifold with sectional curvature K N ≤ b. Let K ⊂ ϕ(M) be a compact subset with piecewise smooth boundary ∂K and such that
Let ρ N and ρ R be the intrinsic distance functions on N and R to b K and 0 ∈ R respectively. Define g :
By formula (2.1) we have that
where X N is the projection of X ∈ T M in T N. The Laplacian of f at q = (x, t) is given by
Where
is an orthonormal basis for T q M. Let us consider the orthonormal basis {grad N ρ N , ∂/∂θ 1 , . . . , ∂/∂θ n−1 , grad R ρ R } for T q (N × R) and let
From these calculations above we want to give a lower bound for △f in K. Turns out that if
On the other hand sup
Now we are going repeat this calculation considering the function g(x, t) = ρ N (x). From (2.1) we have that
The Laplacian of f at q = (x, t) is then
Where {X i } is an orthonormal basis for T q M. Again, we analyze the three cases d = 0, 1, 2 to obtain that
Therefore we have that
And grad M f ≤ grad ρ N = 1. Integrating 1 △f over K we obtain that the isoperimetric inequalities.
1 f is not smooth at ρ N = 0 nevertheless ∫ K △f = ∫ ∂K < grad f, ν >, see [4] .
This finishes the proof of Theorem (1.9).
More on submanifolds with tamed second fundamental form
If ϕ : M ֒→ N is a complete m-submanifold with tamed second fundamental form immersed in a Hadamard n-manifold with sectional curvature K N ≤ b ≤ 0 then ϕ is proper. Moreover ϕ(M) has finite topology, see [3] , [7] . In this section we are going to present the idea to prove that ϕ(M) has finite topology since we need a corollary from its proof. Recall that a submanifold ϕ : M ֒→ N has tamed second fundamental form if lim i→∞ a i (M) = a(M) < 1. Thus given c ∈ (a(M), 1) there is an r o > 0 such that
for all x ∈ M \ B M (r 0 ). Here ρ N is the intrinsic distance function in N to a point p = ϕ(q). Let r > r 0 be such that ϕ(M) ⋔ ∂B N (r) and let Γ = ϕ(M) ∩ ∂B N (r). Setting Λ = ϕ −1 (Γ) we construct a smooth vector field ν on a open neighborhood of Λ so that ∀x ∈ Λ, y = ϕ(x) we have that
is the vector space generated by dϕ(x).ν(x) and grad ρ N . For simplicity of notation we are going to identify dϕ(x).ν(x) = ν(y). Define ψ(x) = ν(y), grad N (y) , x ∈ Λ. Since Λ is compact and ψ(x) > 0 there is a positive minimum ψ 0 . Consider the Cauchy Problem on M
It was shown in [7] that ψ satisfies the following differential equation along the integral curves ξ(t, x)
Where ν * is a unit vector normal to ν and ω is a unit normal vector to T M and to grad ρ N . As consequence of Hessian Comparison Theorem we have the following inequality
It was shown that ρ N (ξ(t, x)) = t + r 0 so we can write S b (ρ N (ξ(t, x))) = S b (t + r 0 ). The inequality (2.21) is equivalent to
Integrating (2.22) of 0 to t we obtain Where ψ 0 = inf Λ ψ > 0. Thus for every x ∈ Λ we have that the function ψ satisfies this inequality along the integral curve ξ(t, x), (which is defined for all t). 2.6 Proof of Theorem 1.14. 
Now let

