, an affirmative answer to this problem was obtained. In this paper, we generalize this result from complex determinantal regions S A to ray determinantal regions R A . Let T (A) be the set of the nonzero terms in the determinantal expansion of the matrix (A). Then we show that the boundary of the ray determinantal region R A is always a subset of the union of all those rays starting at the origin and passing through some one element of the set T (A).
Introduction
The research of the sign pattern matrix theory has been extended from the real field to the complex field in recent years. There are two ways for the extensions, namely the ray pattern matrices and the complex sign pattern matrices respectively [1, 2, 3] , as described below.
Let a be a complex number. Its ray, denoted by ray(a), is defined as ray(a) = a/|a|, a / = 0; 0, a= 0.
Let A be a complex matrix. The matrix obtained from A by replacing its entries with their rays is called the ray pattern of A, and is denoted by ray(A). The set of all matrices which have the same ray pattern as A is called the ray pattern class of A, denoted by Q R (A). Namely
Q R (A) = {B|ray(B) = ray(A)}.
A is said to be ray nonsingular if A is square and all the matrices in Q R (A) are nonsingular. Let z = a + bi (a, b ∈ R) be a complex number. Its complex sign, denoted by csgn(z), is defined to be csgn(z) = sgn(a) + i · sgn(b).
The matrix obtained from a complex matrix A by replacing all its entries with their complex signs is called the complex sign pattern of A, and denoted by csgn(A). The set of all matrices with the same complex sign pattern as A is called the complex sign pattern class of A, denoted by Q S (A). Namely

Q S (A) = {B|csgn(B) = csgn(A)}.
If A is square and all the matrices in Q S (A) are nonsingular, then A is said to be complex sign nonsingular.
The characterization of the ray nonsingular and complex sign nonsingular matrices is one of the important problems in the research of both ways of the extensions. In order to investigate this problem, the concept of the determinantal regions of the complex square matrices was first introduced in [3] for ray pattern matrices and then in [1] for complex sign pattern matrices.
For a complex square matrix A, the ray determinantal region of A (denoted by R A ), and the complex determinantal region of A (denoted by S A ) are defined respectively as
From the definitions we can see that A is ray nonsingular (or complex sign nonsingular) if and only if 0 / ∈ R A (or 0 / ∈ S A ). In In [4] , Jia-Yu Shao and Hai-Ying Shan gave an affirmative answer to this problem for arbitrary complex square matrices. In this paper, we generalize this result from complex determinantal regions S A to ray determinantal regions R A . Let T (A) be the set of nonzero terms in the determinantal expansion of the matrix ray(A). Then we show in Section 2 that the boundary of the ray determinantal region R A is a subset of the union of all those rays starting at the origin and passing through some one element of the set T (A).
From this we can deduce that, when A is an axis matrix (every entry of A is on the real or imaginary axis), then the boundary of S A is on the axes since in this case we have S A = R A and every element of T (A) is also on the axes.
In Section 3 we further define the so called "canonical form" A (which is an axis matrix) of a complex matrix A, and show that S A = R A for all complex square matrices A. Then the affirmative answer of the above problem P1 will be a direct consequence of this and the result on the boundaries of the ray determinantal regions in Section 2. This result S A = R A also shows that the study of the complex determinantal regions can sometime be turned to the study of the ray determinantal regions of the axis matrices.
The boundaries of the ray determinantal regions R A
In this section, we will show the relationship between the set of all nonzero terms in the determinantal expansion of a complex square matrix A and the boundary of its ray determinantal region. Firstly, we introduce some notations.
For two real numbers α and β, the open sector from α to β in the complex plane C, denoted by S (α,β) , is defined to be:
and β − α is called the angle of the open sector S (α,β) (similarly we can define S (α,β] , S [α,β) and S [α,β] ). From the definition we can see that S (α,β) is empty when α β, and S (α,β) = C\{0} when β − α > 2 . Let U = {z ∈ C||z| = 1} be the unit circle in the complex plane C. For a complex square matrix A, we use T (A) to denote the set of nonzero terms in the determinantal expansion of the matrix ray(A). By the definition we have T (A) ⊆ U . We also write b U (R A ) = bd(R A ) ∩ U , where bd(R A ) denotes the boundary of the region R A .
If T is a finite non-empty subset of the unit circle U , we can write
Let F (T ) be the set of open sectors defined as below:
For convenience, we sometimes denote F (T (A)) by F (A)
when A is a complex square matrix.
Remark 2.1. Let T 1 and T 2 be two finite non-empty subsets of the unit circle U with
In this paper, we use n to denote the set {1, 2, . . . , n}. Our main result of this section is to prove that b U (R A ) ⊆ T (A) (or equivalently, bd(R A ) is a subset of the union of all those rays starting at the origin and passing through some one element of the set T (A)). For this purpose, we need to first prove the following lemma.
Lemma 2.1. Let A be a complex square matrix of order n with
T (A) = {e iθ 1 , e iθ 2 , . . . , e iθ k }, where 0 θ 1 < θ 2 < · · · < θ k < 2 . Let θ k+1 = θ 1 + 2
and write
where Proof. Write A = (a pq ). Without loss of generality we may assume that det A = z ∈ R A ∩ S. Since z = det A is a positive linear combination of numbers in T (A) and z ∈ S, we must have
Since the angle of S (b,a+2 ) is no more than , we would have z ∈ C\(S ∪ {0}) since z is a positive linear combination of the numbers in T (A), which contradicts z ∈ S. Also we have
where A jk denotes the algebraic cofactor of a jk in A(j, k = 1, 2, . . . , n). Now we consider the following two cases:
We may assume that j = 1 and a 11 = 1 (since if a 11 / = 1, we can multiply the first row of A by a −1 11 , then R A and the open sectors in F (A) will all rotate a same angle), so A 11 ∈ S. Now we use induction on the order n of the matrix A. Let A(j |k) denote the submatrix of A obtained from A by deleting the j th row and the kth column of A. Since a 11 = 1, we know that
T (A(1|1)) ⊆ T (A). So by Remark 2.1 there exists an open sector S
Thus we have:
Now because det A(1|1) = A 11 ∈ S ⊆ S ૽ , by the same reason as mentioned above we have φ 2 − φ 1 < . Also for the given δ, we have 0
2 . So by using the induction hypothesis on the matrix A(1|1), we obtain that there exist two matrices C 1 and C 2 in Q R (A(1|1)) satisfying the following two conditions:
(1 ) C 1 and C 2 differ in at most one column;
We may assume that the only possible different column between C 1 and C 2 is the first column. Now take ε > 0 and take D q for q = 1, 2 as
Then D q ∈ Q R (A), D 1 and D 2 differ at most in the second column. Furthermore,
where d q is a constant independent of ε. So if we take ε small enough such that det D q and det C q are close enough, then D 1 and D 2 will also satisfy
Since
Now D 1 and D 2 differ at most in the second column, so we may write β , α 3 , . . . , α n ) .
Then we have B q ∈ Q R (A) and
and
So B 1 and B 2 differ at most in the second column (i.e., B 1 and B 2 satisfy (1)). Also we have det In this case we first show that there must exist some index m ∈ n such that a m1 · A m1 ∈ S (b− ,a] . For otherwise, since Case 1 does not occur at the same time, we would have
or equivalently,
Thus we would have
Now since S [b,b+ ] ∪ {0} is a closed half plane in the complex plane C, we would have
which contradicts the assumption that z ∈ S = S (a,b) . So without loss of generality, we may assume m = 1 (i.e., a 11 A 11 ∈ S (b− ,a] ). For the same reason we can show that there exists some a k1 · A k1 ∈ S [b,a+ ) , and we may assume that k = 2. It follows that there exist two positive numbers λ 1 and λ 2 such that
Let B q be the matrix obtained from A by replacing the entry a q1 by (1 + λ q )a q1 (q = 1, 2). Then B 1 and B 2 differ at most in the first column. Also B q ∈ Q R (A) and
So the result also holds in this case.
Combining the above two cases, we obtain the desired result.
Corollary 2.1. Let A be a complex square matrix and S ∈ F (A). If
Proof. Since S ∩ R A / = φ, the angle of S is less than (see the proof for b − a < at the beginning of the proof of Lemma 2.1). Without loss of generality we may assume that S = S (0,θ) , where 0 < θ < .
Take any z ∈ S. Then there exists some δ with 0 < δ < θ/2 such that z ∈ S (δ,θ−δ) . By Lemma 2.1, there exist two matrices B 1 and B 2 in Q R (A) satisfying:
(1) B 1 and B 2 differ in at most one column (we may assume that B 1 and B 2 differ only possibly in the first column); (2) det B 1 ∈ S (0,δ) , and det B 2 ∈ S (θ−δ,θ) .
Let B 1 = (b 1 , b 2 , . . . , b n ) and B 2 = (b 1 , b 2 , . . . , b n ) where b 1 , b 1 , b 2 , . . . , b n are all columns of dimension n. Write det B 1 = z 1 , det B 2 = z 2 ; arg(z 1 ) = θ 1 and arg(z 2 ) = θ 2 (0 θ 1 , θ 2 < 2 ). Then 0 < θ 1 < δ < θ − δ < θ 2 < θ, and 0 < θ 2 − θ 1 < θ < . Now we know that z ∈ S (δ,θ−δ) ⊆ S (θ 1 ,θ 2 ) , so there exist λ 1 > 0 and λ 2 > 0 such that
Then B ∈ Q R (A), and
Thus z ∈ R A . Since z is an arbitrary element of S, we conclude that S ⊆ R A .
Now we are ready to prove the main result of this section.
Theorem 2.1. If A is a complex square matrix, then b U (R A ) ⊆ T (A).
Proof. Suppose to the contrary that the result is not true. Then there exists z ∈ b U (R A ) but z / ∈ T (A). Since z / ∈ T (A) but z ∈ U , we have z ∈ S for some S ∈ F (A). Since z ∈ b U (R A ) and S is an open neighbourhood of z, there exists some a ∈ S such that a ∈ R A . So S ∩ R A / = φ. It now follows from Corollary 2.1 that S ⊆ R A , which implies that z is in the interior of R A , contradicting z ∈ b U (R A ).
Note that the above result b U (R A ) ⊆ T (A)
is equivalent to say that the boundary bd(R A ) is a subset of the union of all those rays starting at the origin and passing through some one element of the set T (A).
The conversion from complex determinantal regions to ray determinantal regions
Let R be the real axis and iR be the imaginary axis in the complex plane C. A complex number z = a + bi(a, b ∈ R) is called an axis element if z ∈ R ∪ iR (i.e., if ab = 0). A complex matrix A is called an axis matrix if all of its entries are axis elements. Namely, the answer for the problem P1 (see Section 1) about the boundaries of S A is affirmative if A is an axis matrix.
In this section, we will first define the so called "canonical form" A (which is an axis matrix) of a complex square matrix A. By showing that S A = S A , we can directly obtain that bd(S A ) = bd(S A ) ⊆ R ∪ iR by using the above Fact 3. Also from S A = S A = R A we can see that the complex determinantal region S A of any complex square matrix A is equal to the ray determinantal region of some complex square axis matrix (i.e., its canonical form A). Thus in some sense, the study of the complex determinantal regions can be converted to the study of the ray determinantal regions.
We begin with the definition of the splitting operation of a complex matrix at some position.
Definition 3.1. Let A = (a pq ) n×n be a complex square matrix of order n. Suppose that j, k ∈ n are fixed with a jk = a + bi (a, b ∈ R) and A has the following block partitioned form:
where A 12 , A 32 are column matrices and A 21 , A 23 are row matrices. Take
Then the procedure from A to ϕ j,k (A) is called a splitting of A at the position (j, k).
From the definition we have the following property: Property 3.1. Let A be a complex matrix of order n and j, k ∈ n . Then we have:
Proof. (1) is obvious.
(2) Adding the first column of ϕ j,k (A) to its (k + 1)th column, and then expanding the determinant of the resulting matrix on its first row, we obtain (2).
(3) For any z ∈ S A , there exists A ∈ Q S (A) such that det A = z. By (1) we know ϕ j,k (A ) ∈ Q S (ϕ j,k (A)), and by (2) 
Then B ∈ Q S (A).
Multiplying the first column of B by d and the (k + 1)th column of B by c, then adding the first column of the resulting matrix to its (k + 1)th column, we can obtain that cd det B = cd det B .
Combining the above two aspects, we obtain S ϕ j,k (A) = S A .
An entry of a complex matrix is called an axis entry if it is an axis element. Otherwise it is called a quadrant entry. Let q(A) be the number of quadrant entries of the complex matrix A. Then it is easy to see that A is an axis matrix if and only if q(A) = 0. Now we are ready to give the definition of the canonical form of a complex matrix. Obviously we have q(ϕ(A)) = q(A) − 1. By the definition we can see that A is an axis matrix (since q( A) = q(A) − q(A) = 0) and is uniquely determined by A. Also we have S A = S A by Property 3.1 since A is obtained from A by applying several times of the splitting operations.
Since A is also an axis matrix, from the above Fact 1 we can further have: Using this property, we immediately get the following result which gives an affirmative answer to the problem P1 proposed in [1] . Theorem 3.1 [4] . Let A be a complex matrix of order n, then bd(S A ) ⊆ R ∪ iR.
Proof. Apply Property 3.2 and the above Fact 3.
The above result S A = R A also indicates that the study of the complex determinantal regions can sometimes be turned to the study of the ray determinantal regions. For example, from [4] we know that the set R A \{0} is an open set in the complex plane C if R A is not entirely contained in a line through the origin; Also from [5] , we know that for any complex square matrix A, the number of the connected components of the set R A \{0} is at most 2, and when this number is 2, then the region R A is symmetric with respect to the origin. Now we can also see that all these results hold for complex determinantal regions S A by using our current result S A = R A in Property 3.2.
