In this paper we propose a hybrid classification method, adopting the best features extraction strategy for each land cover class on multidate ASTER data. To enable an effective comparison among images, Multivariate Alteration Detection (MAD) transformation was applied in the pre-processing phase, because of its high level of automation and reliability in the enhancement of change information among different images. Consequently, different features identification procedures, both spectral and object-based, were implemented to overcome problems of misclassification among classes with similar spectral response. Lastly, a post-classification comparison was performed on multidate ASTER-derived land cover (LC) maps to evaluate the effects of change in the study area.
Introduction
Over the last decades remote sensing has improved our ability to interpret environmental processes acting on the terrestrial globe. However, those interested in acquiring information on land cover using remotely sensed data must consider a number of issues, not least the identification of the most appropriate dataset(s) for the task in hand.
OPEN ACCESS
Recent diffusion of Very High spatial Resolution satellite VHR sensors (i.e., IKONOS, QUICKBIRD, etc.) has widened visual and analytical interpretation of any territory at large scale, but the low spectral capability of their four VIR channels in some cases limit their effective use. ASTER satellite system has wide spectral coverage and relatively high spatial resolution and it allows to distinguish a variety of surface materials, reducing problems in the interpretation of some lower resolution data resulting from mixed pixels The Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) is a multispectral sensor system that was launched on board NASA's Terra spacecraft in December 1999. ASTER covers a wide spectral region with 14 bands ranging from visible to thermal infrared bands with high spatial, spectral and radiometric resolution. An additional backward-looking near-infrared band provides stereo coverage [1, 2] .
In recent years pixel-based or object-based classifications on single acquisition ASTER data have been investigated for land cover studies [3, 4, 5] , but currently some unresolved questions on their use still persist, i.e., misclassifications among classes with similar spectral reflectance in arid zones (built-up area, outcrop, quarries, etc.). In these cases class-oriented hybrid approaches can improve the quality of results, by providing a combination of various image processing methods [6] . Multiple data collections are yet necessary to monitor environmental processes, and the choice of a reliable change detection technique on radiometrically homogeneous data can help identify land cover transformations [7] .
The purpose of this work was to develop a class-oriented classification approach that effectively integrates multichannel spectral information into the classification process, combining pixel-based and object-based strategies to prevent misclassifications among classes with similar spectral response on multiple ASTER data. To such purpose, thermal information and/or the Soil Adjusted Vegetation Index (SAVI) were taken into account in the segmentation phase. VNIR and SWIR data were normalized with the Multivariate Alteration Detection (MAD) technique and co-georeferenced to achieve homogenization and record multiple date imagery in an unique digital information environment. TIR data were separated into temperature and emissivity values using the emissivity normalization technique [8] , in order to derive the spatial distribution (pattern) of thermal objects in the analyzed territory. Lastly, a post-classification comparison was performed on multiple date ASTER-derived land cover (LC) maps.
The paper is organized in sections as follows: Section 2 reviews pixel-based and object-based approaches for change detection analysis; Section 3 examines radiometric normalization methods; Section 4 describes data collection and pre-processing performed for this study; Section 5 illustrates the class-oriented classification strategy proposed; Sections 6 and 7 conclude the paper by discussing on the results.
Pixel-Based and Object-Based Approaches for Change Detection
Many feature extraction techniques are available, but the choice of the best method depends on the context of the application and the satellite data chosen. Commonly, techniques that include a range of statistical, structural and neural approaches are used based on per-pixel classifications. When standard procedures of per-pixel multispectral classification are applied to medium spatial resolution, as in the case of ASTER data, these imagery sources are likely to generate problems with relation to the degree of heterogeneity of the materials in the scene. In order to solve these problems, some post-classification procedures were investigated on lower spatial resolution data on the basis of intrinsic contextual information [9] . Although a reduction of noise in the classified images was obtained, substantial improvements in the overall accuracy of results were not observed. Moreover, a loss of meaningful information in classified data was shown as a result of geometric and dimensional noncorrespondence of real elements with moving window implementation matrixes (e.g., with majority logical filters). Such methods require extensive editing to be performed on classified images in order to store them in GIS databases [10] .
With the advent of VHR (Very High Resolution) sensors many techniques [11, 12] were studied. One of the first methods was per-field classification (so called because fields, as opposed to pixels, are classified as independent units), which takes into account spectral and spatial properties of the imagery, size and shape of the fields and the land cover classes chosen. In fact, this approach requires a priori information on the boundaries of the objects within the image, and therefore positively contributes to the classification of remote sensing imagery of high to medium geometric resolution. Problems arise in cases where no boundaries are readily available or when those boundaries should be exact [13] .
Image segmentation can offer a solution. In many cases, image analysis leads to the identification of meaningful objects only when the image is segmented in 'homogenous' areas [14] [15] [16] which is commonly known as object-based image analysis (OBIA). Rich spectral and spatial information inherent in satellite data is jointly utilized to enhance the chance of correctly labeling pixels in the decision making process [17] . The most evident differences between pixel-based image analysis and object-based image analysis are: (1) the basic processing units are image objects, or segments, not single pixels; (2) classifiers in object-oriented image analysis are soft classifiers based on fuzzy logic, which has the apparent advantage of expressing any uncertainties in the description of classes [18] . The resulting segmentation generates homogeneous objects and should be reproducible and universal, thus allowing application to a large variety of data [19] . In recent years, successful application of OBIA concepts, methods and tools has been reported in different application domains. This is connected to the rising of GEOBIA as a GIScience discipline devoted to developing automated methods to partition remote sensing images into meaningful image-objects, and assessing their contextual and spectral characteristics at different spatial and temporal scales [20, 21] .
Change detection is the process of identifying differences in the state of an object or phenomenon by observing it at different times [22] . It encompasses a broad range of methods used to identify, describe and quantify differences between images of the same scene at different times or under different conditions. Macleod and Congalton [23] list four aspects of change detection which are important when monitoring natural resources: detecting that changes have occurred, identifying the nature of the change, measuring the areal extent of the change and assessing the spatial pattern of the change. Coppin and Bauer [24] summarize eleven different change detection algorithms that were found to be documented in the literature. These include: This research is based on the use of post-classification which is the most common and intuitive change detection method. Post-classification comparison determines the difference between independently classified images from each of the dates concerned. It is the only method in which "from" and "to" classes can be calculated for each changed pixel. The change image can be a simple "mask" image, where a new value is given if there is a change, and zero is returned if the pixel values are the same (unchanged). The algorithm to produce the difference image can also be programmed to be selective in what change is shown or indicate the original class [25] .
Radiometric Normalization Methods
All the above methods, when used in multidate analysis, do not consider the issue of data homogenization in change detection. The final comparison is usually made among classification results based on raw satellite data. Artifacts in the uncorrected data could heavily alter the final results because it does not consider different local atmospheric conditions and sensor characteristics. Radiometric normalization is important in land cover classifications and for many other applications, such as image mosaicing [26] , tracking vegetation indices over time [27] etc.
Previous literature shows that several statistical techniques can be applied for the identification of changes on a pixel basis, e.g., calculating spectral or texture pixel values, estimating changes in transformed pixel values or identifying changes in pixel class memberships. The limits of these techniques are connected to the temporal stability of sensor calibration, to the level of correlation of spectral bands, and to the geometry of sun-earth-sensors. If these elements vary between image data, an effective comparison among images is not possible, because the data analyzed do not have a common radiometric reference.
Absolute radiometric correction of multitemporal satellite imagery requires atmospheric corrections. When atmospheric correction parameters for imagery are not available or absolute surface radiances are not necessary, an alternative can be offered by relative calibration (by many authors referred to as "normalization") of satellite images to a master scene, based on radiometric information intrinsic to the same images [28] .
To such purpose, Jensen [29] suggested the utilization of Multiple date Image Normalization Using Regression method. This method involves the selection of ground targets whose reflectance values are considered as constant over time, otherwise named as "Pseudo-Invariant Features" (PIFs) by Schott et al. [30] . With radiometric normalization, the selection of such ground targets is entirely dependent on the abilities and knowledge of the analyst, and on an adequate degree of spatial and spectral resolution of the data. Besides the loss of accuracy in manual identification of invariant targets, a further limit is the case in which satellite data are affected by intrinsic radiometric problems due to different climatic conditions experienced during the acquisition phase, as cloud or snow covers.
In order to remedy to such inconveniences by identifying potential no-change pixels a priori, Schott et al. [30] proposed the utilization of band ratios and Hall et al. [31] of Tasseled cap transformation. Du et al. [32] applied PCA (Principal Components Analysis) to assist the user in the selection of invariant features or no-change pixels.
Although the principle is similar (invariant pixels are used in the regression approach), MAD transformation [33, 34] is fully automatic. Moreover, this procedure is invariant compared with linear effects caused by atmospheric conditions and sensor calibration [35] .The main advantage of MAD is the automatic identification of "no change pixels". Furthermore, basic data come from the same image, without any interference of unfavorable climatic conditions or any type of noise/variation in terms of reflectance.
The MAD procedure is based on a classical statistical transformation referred to as "correlation analysis", which enhances change information in the difference, as described below. Invariant pixels are selected by means of the simple image difference D (with F and G matrixes or random vectors) acquired on two different dates (t 1 , t 2 ):
with:
where k = band number. Analogously to principal component transformation, the vectors a and b are sought subject to the condition that the variance of D is maximized and subject to the constraints that:
Consequently, the difference image D contains the maximum spread in its pixel intensities and-provided that this spread is due to real changes between t 1 and t 2 -therefore D corresponds to maximum change information. Determining the vectors a and b as above is a standard statistical procedure, equivalent to the so-called generalized eigenvalue problem. For a given number of bands N, the procedure returns N eigenvalues, N pairs of eigenvectors and N orthogonal (uncorrelated) difference images, referred to as "MAD variants" [36] .
Since relevant changes of man-made structures will generally not be evident as seasonal vegetation changes, or statistical image noise, they expectedly concentrate in the higher order components (in order of increasing variance). The calculations involved are invariant under affine transformation of the original image data. Assuming that changes in the overall atmospheric conditions or in sensor calibrations are approximately equivalent to affine transformations of pixel intensities, the method is insensitive to both of these effects [35] .
Data Collection and Pre-Processing

Geometric Correction
Two summer season ASTER Level 1A data (acquisition Dates of 2003-06-24 and 2007-07-14; Time 9:45) with similar atmospheric conditions of a flat coastal territory of Apulia (Italy) were analyzed to validate the proposed method. The Italian name for the whole area is 'Murge' which includes three subregions parallel to the coast: Coastal Murgia, Lower Murgia, and Upper Murgia. The intensity of agricultural land use and the population density generally decrease in this area as we move from the coast inland. The study area is located in the coastal subregion, a narrow zone, alternating in width from some hundred metres to a few kilometres. This area is rather intensively cultivated due to the comparatively deep soils and easy accessibility of the groundwater. Crops are grown on a rotational basis with a wide selection of vegetables and fruits. A large portion of the irrigated land features vineyards and olive groves as the most widespread crops.
To facilitate the comparison of multidata imageries it was necessary to register both data sets in a single map coordinate system, in this case Universal Transverse Mercator projection (zone 33) and datum WGS84. A high (3rd) order polynomial transformation for rectification was executed to consider the relief of certain subareas. In this process the identification of 20 common Ground Control Points (GCP), regularly distributed in the study area and obtained by recognising permanent and detailed elements at imagery scale, was planned. A planimetric accuracy of 0.896 pixels (RMS value lower than 1 pixel) was achieved for the three visible-near infrared (VNIR) bands. This residual was reduced to 0.448 pixels for the six shortwave infrared (SWIR) bands, even though all 20 GCPs were retained in the transformation. All the geo-referenced bands were output at 15 m using the Nearest Neighbour resampling method during image transformation, in order to not alter the radiometric content of images significantly. The VNIR bands were then stacked with the resampled SWIR bands to form a composite image. To enable a better identification of some classes, TIR data were distinguished into one brightness temperature ( Figure 3 ) and five emissivity images using the emissivity-temperature separation technique described by Realmuto (1990) [8] , The Land Surface Temperature (LST) was then geo-referenced and resampled with an output of 15 m for its further integration in the classification phase.
Subsequently, a subimage of 1,200 rows by 1,200 columns was delimited from the full-scene image, which corresponded to a ground area of 18 × 18 km 2 , encompassing a diversified morphology in which the rural, quarry and urban land uses dominate the territories of three medium size towns (Andria, Corato, Trani) of the Apulian region (Figure 1 ).
Radiometric Normalization of VNIR and SWIR Data
The next step in the pre-processing phase consisted in radiometric calibration aimed at the homogenization of multidate VNIR and SWIR data.
First, the single VNIR/SWIR datasets of the "master" image (2003) and the data to be normalized or "target" image (2007) were atmospherically corrected by means of ENVI Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes (FLAASH) module which includes the MODTRAN-4 [37] . Hence both datasets were compensated for atmospheric effects retrieving spectral reflectance from multispectral radiance images. All historical climatic data were acquired from Bari Palese meteorological station located 50 Km from the study area.
As a second step, the MAD technique was implemented on reflectance images by using Change Detection and automatic radiometric calibration (CDSAT) based on the iteratively reweighted MAD (IR-MAD) transformation-ENVI plug-in. Such procedure enabled the identification of invariant pixels, while the calibration parameters were determined with orthogonal regression. Due to its completely automatic operation, and as parameters are free and fast, the MAD based normalization technique was favoured in comparison with the definition of decision thresholds or the individuation of PIF (Pseudo Invariant Features) with subjective criterions using similar manual techniques. For, with MAD transformation basic data totally come from the same image, without interference of unfavorable climatic conditions or every type of noise/variation in terms of reflectance [38] .
TIR Data Processing
Thermal infrared (TIR) data are used to retrieve Land Surface Temperature (LST) for many ecological and environmental studies on regional and global scales. Although ASTER TIR bands have low spatial resolution (90 m) compared with shorter wavelength bands (15-30 m), they add spectral information in addition to the VNIR and SWIR bands. These data are still affected by the issue of mixed pixels of multiple anisothermal objects, altering the results in finer scale studies such as the analysis of urban heat island [39] and stream temperatures [40] .
In our case of ASTER Thermal bands (resampled at 15 m) were utilized to better discriminate classes with similar spectral response (i.e., built-up area and crop), hardly ever recognizable by means of the most consolidated methods.
To this purpose, the LST was retrieved using the emissivity normalization method (NEM) implemented in the ENVI image processing [37] . The first step in this routine consists in deriving the brightness temperature of each pixel from the pixel radiance. Secondly, the apparent emissivity image is obtained by normalizing the radiance of each pixel to the Planck's curve that is generated from the pixel with the maximum brightness temperature at an emissivity value of 0.96 (i.e., a reasonable hypothesis for soils). Figure 2 shows the positive correlation between NEM processed data and the on-demand Level-2 standard product AST-08 For both 2003 and 2007 T S data ENVI Mosaicking Color balancing was then applied in order to match the statistics from the first image to the second one and balance the data range. Gains and offsets were calculated from the fixed image and applied to the adjusted images to ensure the same statistical range for the adjusted images.
The above pre-processing phase was to prepare an additional thermal layer to be used in land cover classification and to supply additional variability for the purpose of enhancing accurate classification of subtle differences between ground objects. Even if temperature data are entirely seasonal, in this work they were used in combination with the "Impervious surface" subarea previously extracted by means of the decision thresholds procedure on VNIR&SWIR data. The spatial distribution of Land Surface Temperature (T S ) obtained in this study area mirrors some significant differences in land cover conditions at the time of the year studied (June, 2003-July, 2007). Natural surfaces with large areas covered in olive groves and vineyards, tarpaulins, bare soil and wheat stubble showed higher values of temperature (°C) than artificial ones such as built-up areas, small areas of calc-tufa and marble and water bodies (Figure 3) . The reasons for this phenomenon are rather complex if considering the specific microclimatic patterns related to urban and rural morphology [41] . The physical effect emerged in this work was mainly due to the relationship between thermal inertia and surface temperature of various material types at determined day and night hours. Such assumption was studied by Chen et al. [42] who obtained negative correlation coefficients between urban heat island intensity and thermal inertia, explaining that while the surface temperature of a material with a small thermal inertia such as bare soil or water can be raised rapidly, the surface temperature of a material with a higher thermal inertia such as a building can be raised slowly. Moreover, the correlation degree varies depending on time, season and surface type.
Further studies are foreseen within and around the present test area to better validate these hypothesis by comparing in situ surface measures and their corresponding air temperatures based on on-demand Level 2 ASTER TIR data. 
Class-Oriented Classification Method
This stage included various tasks such as land cover nomenclature and training sample definition as well as the assessment of features identification procedures, both spectral and object-based, to overcome overlapping among classes with similar spectral response.
After choosing a number of classes that best represented the analyzed territory, the Iterative Self Organizing Data Analysis (ISODATA) on the VNIR-SWIR bands was adopted as comparison method among the most consolidated approaches of image classification This method uses spectral distance and iteratively classifies pixels, redefines the criteria for each class, classifying again, so that the spectral distance patterns in the data gradually emerge [43] .
In this step homogeneous spatial elements on satellite images were automatically identified. Seven spectral clusters were generated with the following parameters: convergence threshold (95%), maximum number of merge pairs (2), minimum class standard deviation (1), minimum number of pixels in a class (100), and maximum number of iterations (10) . Clusters containing mixed classes were separately reclassified in order to further extract individual classes and obtain an overall classification accuracy of 73% (2003) and 71% (2007). Seven classes were next defined for labelling (as shown in Table 1 ): Water, Urban, Rock, Bare soil, Agriculture, Forest and Spontaneous vegetation. As a first examination of the results, it can be inferred that, besides a general low level of global accuracy, in both data there were several misclassifications and overlapping errors among classes with similar spectral response (i.e., "Urban", "Rock" and "Bare soil").
To reduce misclassifications for the above land cover classes and to produce a more accurate spectral separability, a class oriented strategy with a class-oriented approach was then implemented for land cover classification. Figure 4 above shows the workflow of the method. The operational strategy of this work was organized as a combination of pixel-based and object-based procedures to obtain the main distinction between vegetated and non vegetated areas. The pixel-based procedure was related to Vegetation Index (VI) and Surface Temperature (T S ) retrieval algorithms, while ENVI Feature Extraction was used as object-based approach [37] , because it is more flexible in the types of features to be extracted from single or multichannel imagery. It allows an iterative approach of segmentation which is supported by the previsualization of the output. Users define a single parameter (Scale) and can later refine the segments obtained, by applying in this study the K Nearest Neighbor classification method (K parameter = 3). Hence, in the first step, geometrically and radiometrically corrected VNIR-SWIR stacks and T S were processed separately.
The Soil Adjusted Vegetation Index (SAVI), designed to minimize the effects of soil background [44] , was computed as a means to gather information on the vegetation cover. SAVI was applied to the ASTER data set using the following equation:
where L is an adjustment factor.
Similarly to the Normalized Difference Vegetation Index (NDVI), the near infrared and red bands were used in the calculation of SAVI, but with the addition of an adjustment factor (L), which varies between zero and one. In this case an adjustment factor of 0.5 was used, which resulted in reducing soil influences considerably; for, it is the most widely used adjustment factor for intermediate vegetation cover analysis. Two SAVI qualitative subclasses were created, namely SAVI 1 and SAVI 2 for low and high canopy vitality.
First, the pixels with low values of SAVI 1 (Threshold < 0.1) were masked out from the entire image stack by deriving the "Non vegetation" macroclass. "Water" and "Bare soil" land cover objects were first extracted by means of edge-based segmentation (Scale = 60). Edges are regarded as boundaries among image objects and they are located where changes in values occur. The unclassified areas (named "Impervious areas") were left to be examined afterwards by analyzing them jointly with the T S image output. Then, the SAVI 2 image area was segmented (Scale = 40) in "Spontaneous vegetation", "Agriculture" and "Forest" respectively by combining regions of interest containing spatial, spectral (brightness and colour), and/or texture characteristics with the derived information of canopy vitality (medium: 0.1 < Threshold > 0.3; high: 0.3 < Threshold > 0.6; very high: Threshold > 0.6).
The last step regarded "Urban" and "Rock" land cover extraction. Many studies proved the low performance of the most consolidated pixel-based classification methods [45] . The Normalized Difference Built-up Index (NDBI) method, which only makes use of spectral patterns, was found to be unable to map peripheral urban areas where barren or fallow land is widespread, which is a common situation in arid regions. The OBIA approach works particularly well on VHR image data, while on medium spatial resolution ASTER data some inconsistencies are still remain if only VNIR&SWIR channels information are analysed. In this territorial contexts groups of objects with equivalent spectral and texture characteristics (as "Urban/Built-up areas" with "Rock/Quarries") may be confused with barren lands. For the purposes of our study, the contribution of T S data was considered, showing that the spatial distribution and boundaries among image objects were apparent and able to differentiate objects with similar behaviour.
A supplementary dataset of unclassified pixels, named "Impervious areas" and produced during the "Non vegetation" work, was masked out from geo-referenced T S data. Finally, the segmentation of "Urban" and "Rock" (Scale = 40) objects was easily executed by considering the threshold values determined by their different thermal behaviour. To such purpose, every value range was obtained by means of the Density Slicing technique, commonly used to enhance the information gathered from an individual brightness band.
Results
The class-oriented LC (Land Cover) classification of ASTER 2003 and ASTER 2007 data is shown in Figure 5 . Classification results (Tables 2-3) There were various causes for obvious "classification" errors, with significant difficulty in distinguishing between different artificial areas. For instance, "Rock" objects showed some characteristics similar to those of "Urban" and "Bare soil" classes, which may be imputed to the textured pattern and their orientation towards the sunlight. On the other hand, different base data (VNIR-SWIR and TIR) were used for any of these three classes. While the "Bare soil" class objects were derived from a SAVI index subclass, "Urban" and "Bare soil" class objects with different latent heat were obtained by means of a segmentation approach and, as a consequence, were dependent mainly on the contribution of the spatial and textural distribution of Ts across the study area. For spectral separable classes, such as the vegetation features of "Spontaneous vegetation", "Agriculture" and "Forest", a good recognition rate was obtained. Semantic classes that present errors often contain different class-types causing a partly incorrect representation. For instance, an "Agriculture" class can include trees or grass. Segmentation distinguishes between these objects and classifies trees or grass depending on the object-level. Overall Accuracy = 92.84%; Kappa Coefficient = 0.89
Image pairs of consecutive dates were compared by overlaying the thematic LC maps and cross-tabulating the LC statistics, by using the Change Detection Statistics routine to compile a detailed tabulation of changes between two Classification images. The changes identified in this way significantly differ from a simple differentiation between the two images.
While the statistics report includes a class-by-class Image Difference, the analysis primarily focuses on the initial state classification changes, i.e., for each Initial State class the analysis identifies the classes into which pixels changed in the final state image. Changes can be reported as pixel counts, percentages, and areas. In addition, a special type of mask image (classification masks) that provides a spatial context for the tabular report can be produced [37] . The Class Changes row indicates the total number of initial state pixels that changed classes. The Image Difference row is the difference in the total number of equivalently classed pixels in the two images, computed by subtracting the Initial State Class Totals from the Final State Class Totals. A positive Image Difference indicates the class size has increased. According to the statistics in Table 4 , during the period from 2003 to 2007, "Urban", "Rock" and "Forest" classes showed a comparatively small positive increase. This is due to urbanization phenomena as much as to the expansion of mining and orchard plantations within a relatively short period of investigation. The increase in barren lands also results from wheat harvesting. A bigger decrease was noted in sparsely vegetated and agricultural areas caused by their conversion to the classes with positive balance (Figure 6A-6B) . Finally, to validate the exactness of the LC change procedure the Two-Step Approach to Change Detection Accuracy Assessment [46] was performed deriving ground truth samples with the interactive interpretation of Google Earth tools.
The first step in this process is just to assess the accuracy of the areas that changed between the two time periods in question, by conducting a single-date accuracy assessment only on the areas that changed between time 1 and time 2. The sampling procedure is similar to that of a traditional single-date accuracy assessment with the requisite number of samples per land cover class selected using a chosen sampling strategy from the map area. The computation of the Error Matrix of the Accuracy on the 2007 Change Areas (Table 5 ) was carried out deriving ground truth samples with the interactive interpretation of Google Earth tools. The second step in this process is aimed at change/no change validation by determining a change/no change (2 × 2) matrix (Table 6 ). In this case the sampling is only performed to assess the change/no change. Treating the map as a binary or two-class scheme (change/no change), a simpler sampling technique than the multinomial situation of a complete change detection error matrix is required [46] . Overall Accuracy = 81.29%; Kappa Coefficient = 0.62
Conclusions
In this work an efficient class-oriented strategy was developed on ASTER data to detect changes in a coastal Italian territory with a predominantly agricultural vocation. In the first stage of this work a full pixel-based method (i.e., ISODATA) was implemented with a resulting overall accuracy of 73% (2003) and 71% (2007). "Urban", "Rock" and "Bare soil" were proved to be the most problematic classes due to the presence of misclassifications and overlapping errors.
In literature object-based classification has been demonstrated to improve results of high detailed land cover classes. Yet, with the sole segmentation it was impossible to ensure that every object derived from the homogeneity criteria contained only one class of pixels. This mixed-object effect worsens along the edge or borders of two cover types or with similar spectral response. Therefore, a class-oriented approach, with the combined use of both the pixel-based and object-based methods, increased the overall classification result accuracy up to 92.48% (2003) and 92.84% (2007), enabling the following accurate and coherent LC changes analysis. Hence, natural covers were investigated on VNIR-SWIR bands and only two difficult-to-separate covers ("Urban" and "Rock") required to be treated by managing TIR channel data. For the purposes of our study, the contribution of the T S data was also analyzed, showing that the spatial distribution and the boundaries among image objects were more apparent. Evident improvements were found above all for "Urban" class objects. Some discrepancies still persisted in "Bare soil " regions, confused with "Spontaneous vegetation" and "Agriculture" ones. This was due to the specific microclimatic patterns related to urban and rural morphology. Further works are foreseen to investigate this aspect by analyzing TIR channel data in LC classifications for different seasonal and annual acquisitions, in order to widen the analysis on more LC thematic classes. The LC changes results demonstrated the realistic trends of anthropic intervention across the entire study area. This also resulted from the accurate radiometric corrections performed on raw data.
