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Abstract
The main object of this paper is to construct new Durrmeyer type operators which have better
features than the classical one. Some results concerning the rate of convergence and asymptotic
formulas of the new operator are given. Finally, the theoretical results are analyzed by numerical
examples.
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1. Introduction
In 1912, Bernstein [2] defined the Bernstein polynomials in order to prove Weierstrass’s fun-
damental theorem. Because of their remarkable and notable approximation properties, Bernstein
polynomials attracted the most interest and were studied by a number of authors. For more de-
tails on this topic we can refer the readers to excellent monographs [14] and [15]. The order of
approximation of Bernstein operators has been studied in great detail for a long time. Firstly, T.
Popoviciu ([21, 22]) gave a solution in this direction considering the first modulus of continuity.
Later these results have been improved by Lorentz [18] and Sikkema [23] and the recent monograph
of Bustamante [3]. New technique introduced in order to study the order of approximation was
given by Esser [7], who used the first estimates with ω2. The order of approximation of Bernstein
operators by ω2 has been established by Gonska [11], Gonska & Zhou [12], Kacso´ [17] and Pa˘lta˘nea
[20]. An asymptotic error term of the Bernstein operators was first given by Voronovskaja [25].
Later, this result was extended by the authors of [8, 9, 10, 14, 15, 24].
For f ∈ C[0, 1], the Bernstein operators of degree n with respect to f are defined by
Bn(f, x) =
n∑
k=0
pn,k(x) f
(
k
n
)
, x ∈ [0, 1],
where pn,k(x) =
(
n
k
)
xk(1 − x)n−k, k = 0, 1, . . . , n, and pn,k(x) = 0, if k < 0 or k > n. It is well
known that the fundamental polynomial verify
pn,k(x) = (1 − x) pn−1,k(x) + x pn−1,k−1(x), 0 < k < n. (1)
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The most attention arises of how to introduce new modification of Bernstein operators pre-
senting better convergence. In a recent paper, H. Khosravian-Arab et al. [1] have introduced a
modified Bernstein operators to improve the degree of approximation as follows:
BM,1n (f, x) =
n∑
k=0
p
M,1
n,k (x) f
(
k
n
)
, x ∈ [0, 1], (2)
p
M,1
n,k (x) = a(x, n) pn−1,k(x) + a(1− x, n) pn−1,k−1(x), 1 ≤ k ≤ n− 1, (3)
p
M,1
n,0 (x) = a(x, n)(1 − x)n−1, pM,1n,n (x) = a(1− x, n)xn−1,
and
a(x, n) = a1(n) x+ a0(n), n = 0, 1, . . . ,
where a0(n) and a1(n) are two unknown sequences which are determined in appropriate way. For
a1(n) = −1, a0(n) = 1, obviously, (3) reduces to (1).
The classical Durrmeyer operators are the integral modification of Bernstein operators so as
to approximate Lebesque integrable functions defined on the interval [0, 1]. These operators were
introduced by Durrmeyer [6] and, independently, by Lupas¸ [19]. From the approximation point
of view Durrmeyer operators attracted attention and have been extensively studied by Derrienic
[4], Ditzian [5], Ivanov [16] and several other authors. In this paper the Durrmeyer variants of the
Bernstein operators modified by H. Khosravian-Arab et al. [1] will be introduced and studied.
2. Approximation by Durrmeyer operators of order I
In this section we define a Durrmeyer variant of the modified Bernstein operators (2) as follows:
DM,1n (f, x) = (n+ 1)
n∑
k=0
p
M,1
n,k (x)
1∫
0
pn,k(t) f(t) dt, x ∈ [0, 1]. (4)
Lemma 2.1. The moments of the Durrmeyer operators DM,1n are given by
i) DM,1n (e0;x) = 2a0(n) + a1(n);
ii) DM,1n (e1;x) = (a1(n) + 2a0(n)) x+
(1− 2x)(3a0(n) + 2a1(n))
n+ 2
;
iii) DM,1n (e2;x) = (a1(n) + 2a0(n)) x
2 − [(8x2 − 5x)a0(n) + (5x2 − 3x)a1(n)] 2n
(n+ 2)(n+ 3)
− 2(x
2 + 5x− 3)a1(n) + (4x2 + 5x− 4)a0(n)
(n+ 2)(n+ 3)
,
where ei(x) = x
i, i = 0, 1, 2.
Lemma 2.2. The central moments of the operators DM,1n are given by
i) DM,1n (t− x;x) =
(1− 2x)(2a1(n) + 3a0(n))
n+ 2
;
2
ii) DM,1n ((t− x)2;x) =
2(3a1(n) + 4a0(n)− 11a1(n)x+ 14x2a0(n) + 11a1(n)x2 − 14a0(n)x)
(n+ 2)(n+ 3)
+
2(1− x)x(2a0(n) + a1(n))n
(n+ 2)(n+ 3)
;
iii) DM,1n ((t− x)4;x) =
12
(n+ 2)(n+ 3)(n+ 4)(n+ 5)
{
(1− x)2x2(2a0(n) + a1(n))n2
+ 3(1− x)x(15a1(n)x2 + 22x2a0(n)− 15a1(n)x− 22a0(n)x+ 6a0(n) + 4a1(n))n
+ 10a1(n) + 12a0(n)− 68a1(n)x+ 124x4a0(n) + 202x2a0(n) + 114x4a1(n) + 182a1(n)x2
−78a0(n)x − 228a1(n)x3 − 248a0(n)x3
}
.
Note that throughout the paper we will assume that the sequences ai(n), i = 0, 1 verify the
condition
2a0(n) + a1(n) = 1. (5)
This assumption on the sequences ai(n), i = 0, 1 was made in order to study the uniformly con-
vergence. In the following we will consider these two cases for unknown sequences a0(n) and
a1(n):
Case 1. Let
a0(n) ≥ 0, a0(n) + a1(n) ≥ 0. (6)
Using condition (5) we obtain 0 ≤ a0(n) ≤ 1 and −1 ≤ a1(n) ≤ 1, namely the sequences are
bounded. In this case the operator (4) is positive.
Case 2. Let
a0(n) < 0 or a1(n) + a0(n) < 0. (7)
If a0(n) < 0, then a1(n) + a0(n) > 1 and if a1(n) + a0(n) < 0, then a0(n) > 1. In this case the
operator (4) is not positive.
Theorem 2.1. Let f ∈ C[0, 1]. If a1(n), a0(n) verify the conditions (5) and (6), then
lim
n→∞
DM,1n (f ;x) = f(x),
uniformly on [0, 1].
Proof. Since the sequences a1(n), a0(n) verify the conditions (5) and (6), it follows that these
sequences are bounded. Using the well known Korovkin Theorem and Lemma 2.1, the uniform
convergence of the operators DM,1n is proved.
In order to prove this result for the Case 2, we recall the extended form of the Korovkin
Theorem:
Theorem 2.2. [1, Theorem 10] Let 0 < h ∈ C[a, b] be a function and suppose that (Ln)n≥1 is
a sequence of positive linear operators such that lim
n→∞
Ln(ei) = hei, i = 0, 1, 2, uniformly on [a,b].
Then for given function f ∈ C[a, b] we have lim
n→∞
Ln(f) = hf uniformly on [a, b].
Theorem 2.3. Let f ∈ C[0, 1]. Then for all bounded sequences a1(n) and a0(n) that satisfy the
conditions (5) and (7), we have
lim
n→∞
DM,1n (f ;x) = f(x),
uniformly on [0, 1].
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Proof. The operators DM,1n can be written as follows:
DM,1n (f ;x) = D
M,1
n,2 (f ;x)−DM,1n,1 (f ;x),
where
D
M,1
n,1 (f ;x) = (n+ 1)
n∑
k=0
[−a1(n)xpn−1,k(x) − a1(n)pn−1,k−1(x)]
∫ 1
0
pn,k(t)f(t)dt;
D
M,1
n,2 (f ;x) = (n+ 1)
n∑
k=0
[a0(n)pn−1,k(x) + (−a1(n)x+ a0(n)) pn−1,k−1(x)]
∫ 1
0
pn,k(t)f(t)dt.
Since the sequences ai(n), i = 0, 1 verify the conditions (5) and (7), it follows (a0(n) < 0, a1(n) > 0)
or (a0(n) > 0, a1(n) < 0). Therefore, the extended form of the Korovkin theorem can be applied
to DM,1n,1 and D
M,1
n,2 . Below are calculated the moments of the operators D
M,1
n,i :
D
M,1
n,1 (e0;x) = −a1(n)(x+ 1); DM,1n,1 (e1;x) = −
a1(n)
(
nx2 + nx− x2 + 2)
n+ 2
;
D
M,1
n,1 (e2;x) = −a1(n)
x2(x+ 1)n2 − x(3x2 − x− 6)n+ 2x3 − 2x2 − 4x+ 6
(n+ 2)(n+ 3)
;
D
M,1
n,2 (e0;x) = 2a0(n)− a1(n)x;
D
M,1
n,2 (e1;x) =
[2a0(n)− a1(n)x]nx+ a1(n)x2 − 2a0(n)x − 2a1(n)x + 3a0(n)
n+ 2
;
D
M,1
n,2 (e2;x) =
(2a0(n)− a1(n)x)x2n2 + (3a1(n)x3 − 6a0(n)x2 − 6a1(n)x2 + 10a0(n)x)n
(n+ 2)(n+ 3)
+
−2a1(n)x3 + 4a0(n)x2 + 6a1(n)x2 − 10a0(n)x − 6a1(n)x + 8a0(n)
(n+ 2)(n+ 3)
.
Using the above relations and Theorem 2.2 we obtain
lim
n→∞
D
M,1
n,1 (f ;x) = −l1(1 + x)f(x),
lim
n→∞
D
M,1
n,2 (f ;x) = (1 − l1(1 + x))f(x),
where l1 = lim
n→∞
a1(n). Therefore lim
n→∞
DM,1n (f ;x) = f(x).
Theorem 2.4. Let ai(n) be a convergent sequence that satisfies the conditions (5) and (6) and
li = lim
n→∞
ai(n), i = 0, 1. If f
′′ ∈ C[0, 1], then
lim
n→∞
n
(
DM,1n (f ;x)− f(x)
)
= (1− 2x)(2l1 + 3l0)f ′(x) + x(1 − x)(2l0 + l1)f ′′(x),
uniformly on [0, 1].
Proof. Applying the Durrmeyer operators DM,1n to the Taylor’s formula, we obtain
DM,1n (f ;x)− f(x) = DM,1n (t− x;x)f ′(x) +
1
2
DM,1n
(
(t− x)2;x) f ′′(x) +DM,1n (θ(t, x)(t − x)2;x) ,
4
where θ ∈ C[0, 1] and lim
t→x
θ(t, x) = 0.
Using the Cauchy-Schwarz inequality for the positive operators DM,1n , we get
DM,1n
(
θ(t, x)(t − x)2;x) ≤√DM,1n (θ2(t, x);x)√DM,1n ((t− x)4;x).
Since θ2(x, x) = 0 and θ2(·, x) ∈ C[0, 1], by Theorem 2.1, we obtain
lim
n→∞
DM,1n
(
θ2(t, x);x
)
= 0
uniformly with respect to x ∈ [0, 1]. Therefore, from Lemma 2.2 we obtain
lim
n→∞
nDM,1n
(
θ(t, x)(t − x)2;x) = 0.
Using the results from Lemma 2.2, the proof of this theorem is completed.
Now we extend the results from Theorem 2.4 when the operator DM,1n is nonpositive, i.e. the
sequences a0(n) and a1(n) satisfy (5) and (7).
Theorem 2.5. Let ai(n), i = 0, 1 be bounded convergent sequences which satisfy (5) and (7) and
li = lim
n→∞
ai(n), i = 0, 1. If f ∈ C[0, 1] and f ′′ exists at a certain point x ∈ [0, 1], then we have
lim
n→∞
n[DM,1n (f ;x)− f(x)] = (1− 2x)(2l1 + 3l0)f ′(x) + x(1 − x)(2l0 + l1)f ′′(x). (8)
Moreover the relation (8) holds uniformly on [0, 1] if f ′′ ∈ C[0, 1].
Proof. In the same manner as the proof of previous theorem, applying the Durrmeyer operator
DM,1n to the Taylor’s formula it is sufficient to show that
lim
n→∞
nDM,1n (θ(t, x)(t − x)2;x) = 0. (9)
Since the operators DM,1n are not positive linear operators we will introduce new techniques in
order to prove the theorem. From (3) and (4) we may represent DM,1n as
DM,1n (f ;x) = (n+ 1)
n−1∑
k=0
(
a(x, n)
∫ 1
0
pn,k(t)f(t)dt + a(1− x, n)
∫ 1
0
pn,k+1(t)f(t)dt
)
pn−1,k(x).
(10)
Let ε > 0 be given. There exist a δ > 0 such that if |t− x| < δ then |θ(t, x)| < ε. We denote
K1 =
{
k :
∣∣∣∣kn − x
∣∣∣∣ < δ, k = 0, 1, 2, · · · , n
}
, K2 =
{
k :
∣∣∣∣kn − x
∣∣∣∣ ≥ δ, k = 0, 1, 2, · · · , n
}
.
The boundedness of the sequences ai(n), i = 0, 1 implies that these is a constant C > 0 such that
|a(x, n)| < C. Then, it follows
∣∣DM,1n (θ(t, x)(t − x)2;x)∣∣ ≤ (n+ 1)C n−1∑
k=0
pn−1,k(x)
{∫ 1
0
pn,k(t)|θ(t, x)|(t − x)2dt
+
∫ 1
0
pn,k+1(t)|θ(t, x)|(t − x)2dt
}
. (11)
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Let k ∈ K1. Hence |θ(t, x)| < ε. Therefore we get
∣∣DM,1n (θ(t, x)(t − x)2;x)∣∣ ≤ (n+1)Cε n−1∑
k=0
pn−1,k(x)
{∫ 1
0
pn,k(t)(t−x)2dt+
∫ 1
0
pn,k+1(t)(t−x)2dt
}
=
4εC
(n+ 2)(n+ 3)
(
nx(1 − x) + 7x2 − 7x+ 2) . (12)
Let k ∈ K2. We denote M = sup
0≤t≤1
|θ(t, x)|(t − x)2. Then |θ(t, x)|(t − x)2 ≤ M
δ4
(
k
n
− x
)4
.
From (11) we get the following upper bound
∣∣DM,1n (θ(t, x)(t − x)2;x)∣∣ ≤ 2MCδ4
n−1∑
k=0
pn−1,k(x)
(
k
n
− x
)4
=
2MC
δ4n4
x
[
3x(1− x)2n2 + (1− x)(26x2 − 16x+ 1)n+ (2x− 1)(12x2 − 12x+ 1)] . (13)
Using (12) and (13), it follows
∣∣DM,1n (θ(t, x)(t − x)2;x)∣∣ ≤ 4εC(n+ 2)(n+ 3) (nx(1 − x) + 7x2 − 7x+ 2)
+
2MC
δ4n4
x
[
3x(1 − x)2n2 + (1− x)(26x2 − 16x+ 1)n+ (2x− 1)(12x2 − 12x+ 1)] .
Therefore, the last inequality leads to (9) and the proof is completed.
The next result is a direct estimate for the Durrmeyer operators DM,1n :
Theorem 2.6. If f is a bounded function for x ∈ [0, 1], a1(n) is a bounded sequence and a0(n),
a1(n) satisfy (5), then
‖DM,1n f − f‖ ≤ (3|a1(n)|+ 1)
(
1 +
√
2
)
ω
(
f ;
1√
n
)
, n ≥ 1,
where ‖ · ‖ is the uniform norm on the interval [0, 1] and ω(f, δ) is the first order modulus of
continuity.
Proof. Using Lemma 2.1, condition (5) and representation (10), we get
∣∣DM,1n (f ;x)− f(x)∣∣ ≤ (n+ 1)|a(x, n)| n−1∑
k=0
pn−1,k(x)
∫ 1
0
pn,k(t)|f(t)− f(x)|dt
+ (n+ 1)|a(1− x, n)|
n−1∑
k=0
pn−1,k(x)
∫ 1
0
pn,k+1(t)|f(t)− f(x)|dt
≤ (n+ 1)|a(x, n)|
n−1∑
k=0
pn−1,k(x)
∫ 1
0
pn,k(t)ω(f ; |t− x|)dt
+ (n+ 1)|a(1− x, n)|
n−1∑
k=0
pn−1,k(x)
∫ 1
0
pn,k+1(t)ω(f ; |t− x|)dt.
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Using the following well known relation for the first order modulus of continuity
ω(f ; |t− x|) ≤ (1 +√n|t− x|)ω(f ; 1√
n
)
,
we get
∣∣DM,1n (f ;x)− f(x)∣∣ ≤ |a(x, n)|ω
(
f ;
1√
n
){
1 + (n+ 1)
√
n
n−1∑
k=0
pn−1,k(x)
∫ 1
0
pn,k(t)|t− x|dt
}
+ |a(1− x, n)|ω
(
f ;
1√
n
){
1 + (n+ 1)
√
n
n−1∑
k=0
pn−1,k(x)
∫ 1
0
pn,k+1(t)|t− x|dt
}
.
From Ho¨lder’s inequality it follows:
n−1∑
k=0
pn−1,k(x)
∫ 1
0
pn,k(t)|t− x|dt ≤
n−1∑
k=0
pn−1,k(x)
[∫ 1
0
pn,k(t)dt
] 1
2
[∫ 1
0
pn,k(t)(t− x)2
] 1
2
=
1√
n+ 1
n−1∑
k=0
pn−1,k(x)
[∫ 1
0
pn,k(t)(t − x)2dt
] 1
2
=
1√
n+ 1
[
n−1∑
k=0
pn−1,k(x)
] 1
2
[
n−1∑
k=0
pn−1,k(x)
∫ 1
0
pn,k(t)(t − x)2dt
] 1
2
=
1√
n+ 1
√
−2nx2 + 2nx+ 14x2 − 10x+ 2
(n+ 1)(n+ 2)(n+ 3)
≤
√
2
(n+ 1)
√
n+ 2
. (14)
Again as in the prove of the previous relation, we get
n−1∑
k=0
pn−1,k(x)
∫ 1
0
pn,k+1(t)|t− x|dt ≤
√
2
(n+ 1)
√
n+ 2
. (15)
Consequently, the inequalities (14) and (15) lead to the following relation:
∣∣DM,1n (f ;x)− f(x)∣∣ ≤ (|a(x, n)|+ |a(1− x, n)|)ω
(
f ;
1√
n
)(
1 +
√
2
)
.
It is clear from (5) that
|a(x, n)| = |a1(n)x+ a0(n)| ≤ |a1(n)|+ |a0(n)| = |a1(n)|+
∣∣∣∣1− a1(n)2
∣∣∣∣ ≤ 32 |a1(n)|+ 12 . (16)
The same upper bound (16) holds for |a(1− x, n)|. Therefore,
∣∣DM,1n (f ;x)− f(x)∣∣ ≤ (3|a1(n)|+ 1)(1 +√2)ω
(
f ;
1√
n
)
.
The proof of Theorem 2.6 is completed.
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Remark 2.1. We point out that in [1, Theorem 9] it was supposed that the modified Bernstein
operator BM,1n is positive, although the proof holds true also for the cases when the operator is
nonpositive. Of course we need that the sequence a1(n) is bounded in the last case.
Corollary 2.1. If f ∈ C[0, 1], then lim
n→∞
ω
(
f,
1√
n
)
= 0, and thus another proof of the Theorems
2.1 and 2.3 is given.
A function f satisfies the Lipschitz condition of order r with the constant k on [0, 1], i.e.
|f(x1)− f(x2)| ≤ k|x1 − x2|r, 0 < r ≤ 1, k > 0 for x1, x2 ∈ [0, 1]
if and only if ω(δ) ≤ kδr.
Corollary 2.2. If f satisfies the Lipschitz condition of order r with constant k, then
‖DM,1n f − f‖ ≤ (3|a1(n)|+ 1)
(
1 +
√
2
)
kn−
r
2 .
Next we will give a quantitative form of Voronovskaja type theorem for the Durrmeyer operator
DM,1n in the case when e0, e1 are reproduced, i.e
2a0(n) + a1(n) = 1, 3a0(n) + 2a1(n) = 0.
Hence a0(n) = 2 and a1(n) = −3. From (7) it follows that DM,1n is non-positive operator. The
advantage in this case is that now DM,1n has order of approximation better than O
(
1
n
)
for f ∈
C2[0, 1].
Theorem 2.7. Let g ∈ C2[0, 1], x ∈ [0, 1] fixed and DM,1n defined above. Then,∣∣∣∣DM,1n (g;x)− g(x)− 12DM,1n ((t− x)2;x) g′′(x)
∣∣∣∣ ≤ C 1nω
(
g′′,
1√
n
)
,
where C > 0 is a constant independent of n, x.
Proof. Let g, g′′ ∈ C[0, 1]. Applying DM,1n to the Taylor’s formula, we get
DM,1n (g;x)− g(x)−
1
2
DM,1n
(
(t− x)2;x) g′′(x) = 1
2
DM,1n
(
θ(t, x)(t − x)2;x) , (17)
where θ(t, x) = g′′(ξx)− g′′(x) and ξx is a point between t and x. Therefore,
|θ(t, x)| ≤ ω (g′′, |t− x|) ≤ (1 +√n|t− x|)ω(g′′, 1√
n
)
.
Since |a1(n)x+ a0(n)| ≤ 2 for x ∈ [0, 1], using the relation (10), we have
∣∣DM,1n (θ(t, x)(t − x)2;x)∣∣ ≤ 2(n+ 1)ω
(
g′′,
1√
n
)(
S1 +
√
nS2
)
, (18)
8
where
S1 :=
n−1∑
k=0
pn−1,k(x)
(∫ 1
0
pn,k(t)(t− x)2dt+
∫ 1
0
pn,k+1(t)(t− x)2dt
)
=
4
(n+ 1)(n+ 2)(n+ 3)
[
nx(1 − x) + 7x2 − 7x+ 2] ≤ n+ 8
(n+ 1)(n+ 2)(n+ 3)
,
S2 :=
n−1∑
k=0
pn−1,k(x)
(∫ 1
0
pn,k(t)|t− x|(t− x)2dt+
∫ 1
0
pn,k+1(t)|t− x|(t− x)2dt
)
=
n−1∑
k=0
pn−1,k(x)
[∫ 1
0
pn,k(t)(t − x)2dt
] 1
2
·
[∫ 1
0
pn,k(t)(t− x)4dt
] 1
2
+
n−1∑
k=0
pn−1,k(x)
[∫ 1
0
pn,k+1(t)(t− x)2dt
] 1
2
·
[∫ 1
0
pn,k+1(t)(t− x)4dt
] 1
2
=
[
n−1∑
k=0
pn−1,k(x)
∫ 1
0
pn,k(t)(t− x)2dt
] 1
2
·
[
n−1∑
k=0
pn−1,k(x)
∫ 1
0
pn,k(t)(t− x)4dt
] 1
2
+
[
n−1∑
k=0
pn−1,k(x)
∫ 1
0
pn,k+1(t)(t− x)2dt
] 1
2
·
[
n−1∑
k=0
pn−1,k(x)
∫ 1
0
pn,k+1(t)(t− x)4dt
] 1
2
=
2
√
6
(n+ 1)(n+ 2)(n+ 3)
√
(n+ 4)(n+ 5)
{
(x(1 − x)n+ 7x2 − 5x+ 1) 12
· [x2(1 − x)2n2 + 3x(1− x)(11x2 − 9x+ 2)n+ 62x4 − 98x3 + 62x2 − 18x+ 2] 12
+
[
x(1 − x)n+ 7x2 − 9x+ 3] 12 · [x2(1− x)2n2 + 3x(1− x)(11x2 − 13x+ 4)n+ 62x4
−150x3 + 140x2 − 60x+ 10]12} .
Replacing S1 and S2 in relation (18) we conclude that there is a positive constant C independent
of n, x such that ∣∣DM,1n (θ(t, x)(t − x)2;x)∣∣ ≤ C 1nω
(
g′′,
1√
n
)
. (19)
Consequently, the proof is completed.
The next goal is to extend the direct estimate in Theorem 2.6 in terms of second order moduli
ω2
(
f ; 1√
n
)
.
Theorem 2.8. If f ∈ C[0, 1], a0(n) = 2, a1(n) = −3, then
‖DM,1n f − f‖C[0,1] ≤ Cω2
(
f ;
1√
n
)
.
Proof. From (10) we observe that DM,1n : C[0, 1]→ C[0, 1] is a bounded operator, namely
‖DM,1n f‖C[0,1] ≤ (|a0(n)|+ |a1(n)|) ‖f‖C[0,1].
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Using relations (17) and (19) we can write
∣∣DM,1n (g;x)− g(x)∣∣ ≤ 12DM,1n ((t− x)2;x) |g′′(x)| + C1 1nω
(
g′′,
1√
n
)
, (20)
where C1 is a positive constant independent of n and x. From (20), Lemma 2.2 and the property
ω(h, δ) ≤ 2‖h‖C[0,1] it follows
‖DM,1n g − g‖C[0,1] ≤ C2
1
n
‖g′′‖C[0,1],
where C2 is a positive constant independent of n and x. Therefore,
‖DM,1n f − f‖C[0,1] ≤ ‖DM,1n (f − g)− (f − g)‖C[0,1] + ‖DM,1n g − g‖C[0,1]
≤ C3‖f − g‖C[0,1] + C2
1
n
‖g′′‖C[0,1] ≤ C
{
‖f − g‖+ 1
n
‖g′′‖
}
, (21)
where C and C3 are some positive constants independent of n and x.
It is known that the second order moduli ω2(f, t) is equivalent to the following K-functional
K2(f, t
2) := inf
f∈C2[0,1]
{‖f − g‖C[0,1] + t2‖g′′‖C[0,1]} .
More precisely from [13, Corrollary 2.7], we have
K2(f, t
2) ≤ 7
2
ω2(f, t), t ≥ 0, f ∈ C[0, 1].
If we take the infimum over all g ∈ C2[0, 1] in relation (21) we complete the proof of Theorem
2.8.
Remark 2.2. Obviously Theorem 2.8 is better than Theorem 2.6 because now we have estimate
in ω2 instead of ω1. Also, we observe that for e0, e1, e2 in place of g in Theorem 2.7 in both sides
of the inequality we have 0.
3. Approximation by Durrmeyer operators of order II
In this section we will extend the previous results considering a new Durrmeyer operators that
have order of approximation O
(
1
n2
)
, as follows:
DM,2n (f ;x) = (n+ 1)
n∑
k=0
p
M,2
n,k (x)
∫ 1
0
pn,k(t)f(t)dt, (22)
where
p
M,2
n,k (x) = b(x, n)pn−2,k(x) + d(x, n)pn−2,k−1(x) + b(1− x, n)pn−2,k−2(x) (23)
and
b(x, n) = b2(n)x
2 + b1(n)x + b0(n), d(x, n) = d0(n)x(1 − x),
where bi(n), i = 0, 1, 2 and d0(n) are two unknown sequences which are determined in appropriate
way. For b2(n) = b0(n) = 1, b1(n) = −2, d0(n) = 2 obviously, (23) reduces to (1).
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Lemma 3.1. By simple computation, we have
i) DM,2n (e0;x) = (2b2(n)− d0(n))x2 − (2b2(n)− d0(n))x + 2b0(n) + b1(n) + b2(n);
ii) DM,2n (e1;x) =
1
n+2
{[
(2b2(n)−d0(n))x3+(−2b2(n)+d0(n))x2+(2b0(n)+b1(n)+b2(n))x
]
n
(−4b2(n) + 2d0(n))x3 + (8b2(n)− 4d0(n))x2 + (−4b0(n)− 4b1(n)− 8b2(n) + 2d0(n))x
+4b0(n) + 3b1(n) + 3b2(n)} ;
iii) DM,2n (e2;x) =
1
(n+ 2)(n+ 3)
{[
(2b2(n)− d0(n))x4 + (−2b2(n) + d0(n))x3
+(2b0(n) + b1(n) + b2(n))x
2
]
n2 +
[
(−10b2(n) + 5d0(n))x4 + (22b2(n)− 11d0(n))x3
+(−10b0(n)− 9b1(n)− 21b2(n) + 6d0(n))x2 + (12b0(n) + 8b1(n) + 8b2(n))x
]
n
+(12b2(n)−6d0(n))x4+(−36b2(n)+18d0(n))x3+(12b0(n)+14b1(n)+52b2(n)−18d0(n))x2
+(−24b0(n)− 26b1(n)− 40b2(n) + 6d0(n))x + 14b0(n) + 12b1(n) + 12b2(n)} .
In order to study the uniform convergence we set DM,2n (e0;x) = 1, and this yields:
2b2(n)− d0(n) = 0, b2(n) + 2b0(n) + b1(n) = 1.
Using the above relations we obtain
DM,2n (e1;x) = x+
(4b0(n)− 6)x+ 3− 2b0(n)
n+ 2
;
DM,2n (e2;x) = x
2 +
2
(n+ 2)(n+ 3)
{
4b0(n)nx
2 − 2b0(n)nx− 10b0(n)x2 − b1(n)x2 − 7nx2
+16b0(n)x+ b1(n)x+ 4nx+ 5x
2 − 5b0(n)− 14x+ 6
}
.
In order to have lim
n→∞
DM,2n (ei;x) = x
i, i = 0, 1, 2 we consider the sequences b0(n) and b1(n) to
verify the conditions
lim
n→∞
b0(n)
n
= 0 and lim
n→∞
b1(n)
n2
= 0.
We propose our analysis for the case b0(n) =
3
2
and b1(n) = −n, therefore b2(n) = n − 2 and
d0(n) = 2(n− 2).
With the above choices the operator (22) becomes
D˜M,2n (f ;x) = (n+ 1)
n∑
k=0
p˜
M,2
n,k (x)
∫ 1
0
pn,k(t)f(t)dt, (24)
where
p˜
M,2
n,k (x) =
(
(n− 2)x2 − nx+ 3
2
)
pn−2,k(x) + 2(n− 2)x(1 − x)pn−2,k−1(x)
+
(
(n− 2)x2 − (n− 4)x− 1
2
)
pn−2,k−2(x).
Note that other choices for sequences b0(n) and b1(n) lead to some operators with order of approx-
imation either one or two. In the following we are concerning to study the uniform convergence of
the operator (24).
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Lemma 3.2. The moments of the operators (24) are given by
i) D˜M,2n (e0;x) = 1;
ii) D˜M,2n (e1;x) = x;
iii) D˜M,2n (e2;x) = x
2 +
20x(1− x)
(n+ 2)(n+ 3)
− 3
(n+ 2)(n+ 3)
.
Lemma 3.3. The central moments of the operators (24) are given by
i) D˜M,2n
(
(t− x)2;x) = 20x(1− x)
(n+ 2)(n+ 3)
− 3
(n+ 2)(n+ 3)
,
ii) D˜M,2n
(
(t− x)3;x) = 3(1− 2x)
(n+ 2)(n+ 3)(n+ 4)
{−4nx(1− x) − 48x2 + 48x− 7},
iii) D˜M,2n
(
(t− x)4;x) = − 12x2(1− x)2n2
(n+ 2)(n+ 3)(n+ 4)(n+ 5)
+O
(
1
n3
)
,
iv) D˜M,2n
(
(t− x)5;x) = − 360(1− 2x)x2(1− x)2n2
(n+ 2)(n+ 3)(n+ 4)(n+ 5)(n+ 6)
+O
(
1
n4
)
,
v) D˜M,2n
(
(t− x)6;x) = − 240x3(1− x)3n3
(n+ 2)(n+ 3)(n+ 4)(n+ 5)(n+ 6)(n+ 7)
+O
(
1
n4
)
.
Theorem 3.1. If f ∈ C6[0, 1] and x ∈ [0, 1], then for sufficiently large n, we have
D˜M,2n (f ;x)− f(x) = O
(
1
n2
)
.
Proof. Applying the Durrmeyer operators D˜M,2n to the Taylor’s formula, we obtain
D˜M,2n (f ;x)− f(x) =
6∑
k=1
f (k)(x)D˜M,2n
(
(t− x)k;x)+ D˜M,2n (θ(t, x)(t − x)6;x) ,
where lim
t→x
θ(t, x) = 0.
We have
D˜M,2n (f ;x) = (n+ 1)
[
(n− 2)x2 − nx+ 3
2
] n−2∑
k=0
pn−2,k(x)
∫ 1
0
pn,k(t)f(t)dt
+ 2(n+ 1)(n− 2)x(1 − x)
n−1∑
k=1
pn−2,k−1(x)
∫ 1
0
pn,k(t)f(t)dt
+ (n+ 1)
[
(n− 2)x2 − (n− 4)x− 1
2
] n∑
k=2
pn−2,k−2(x)
∫ 1
0
pn,k(t)f(t)dt. (25)
Let ε > 0 be given. There exist δ > 0 such that if |t− x| < δ then |θ(t, x)| < ε. We denote
K1 =
{
k :
∣∣∣∣kn − x
∣∣∣∣ < δ, k = 0, 1, 2, · · · , n
}
and K2 =
{
k :
∣∣∣∣kn − x
∣∣∣∣ ≥ δ, k = 0, 1, 2, · · · , n
}
.
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Let k ∈ K1. Since |θ(t, x)| < ε, from (25) we obtain∣∣∣D˜M,2n (θ(t, x)(t − x)6;x)∣∣∣
≤ (n+ 1)
∣∣∣∣(n− 2)x(x − 1)− 2x+ 32
∣∣∣∣
n−2∑
k=0
pn−2,k(x)
∫ 1
0
pn,k(t)|θ(t, x)|(t − x)6dt
+ 2(n+ 1)(n− 2)x(1− x)
n−1∑
k=1
pn−2,k−1(x)
∫ 1
0
pn,k(t)|θ(t, x)|(t − x)6dt
+ (n+ 1)
∣∣∣∣(n− 2)x(x− 1) + 2x− 12
∣∣∣∣
n∑
k=2
pn−2,k−2(x)
∫ 1
0
pn,k(t)|θ(t, x)|(t − x)6dt
≤
[
1
4
(n+ 1)(n− 2) + 3
2
(n+ 1)
]
ε
n−2∑
k=0
pn−2,k(x)
∫ 1
0
pn,k(t)(t− x)6dt
+
1
2
(n+ 1)(n− 2)ε
n−1∑
k=1
pn−2,k−1(x)
∫ 1
0
pn,k(t)(t− x)6dt
+
[
1
4
(n− 2)(n+ 1) + 3
2
(n+ 1)
]
ε
n∑
k=2
pn−2,k−2(x)
∫ 1
0
pn,k(t)(t− x)6dt
=
1
4
(n+ 1)(n− 2)ε
{
n−2∑
k=0
pn−2,k(x)
∫ 1
0
pn,k(t)(t− x)6dt
+ 2
n−1∑
k=1
pn−2,k−1(x)
∫ 1
0
pn,k(t)(t − x)6dt+
n∑
k=2
pn−2,k−2(x)
∫ 1
0
pn,k(t)(t − x)6dt
}
+
3
2
(n+ 1)ε
{
n−2∑
k=0
pn−2,k(x)
∫ 1
0
pn,k(t)(t − x)6dt+
n∑
k=2
pn−2,k−2(x)
∫ 1
0
pn,k(t)(t − x)6dt
}
=
1
4
(n+ 1)(n− 2)ε
{
480x3(1 − x)3n3
(n+ 1)(n+ 2)(n+ 3)(n+ 4)(n+ 5)(n+ 6)(n+ 7)
+O
(
1
n5
)}
+
3
2
(n+ 1)ε
{
240x3(1− x)3n3
(n+ 1)(n+ 2)(n+ 3)(n+ 4)(n+ 5)(n+ 6)(n+ 7)
+O
(
1
n5
)}
=
120x3(1− x)3n3(n+ 1)ε
(n+ 2)(n+ 3)(n+ 4)(n+ 5)(n+ 6)(n+ 7)
+O
(
1
n3
)
= O
(
1
n2
)
. (26)
Let k ∈ K2. We denote M = sup
0≤t≤1
|θ(t, x)|(t − x)6. Then |θ(t, x)| (t − x)6 ≤ M
δ6
(
k
n
− x
)6
. We
get the following upper bound
∣∣∣D˜M,2n (θ(t, x)(t − x)6;x)∣∣∣ ≤
[
1
4
(n− 2) + 3
2
]
M
δ6
n−2∑
k=0
pn−2,k(x)
(
k
n
− x
)6
+
1
2
(n− 2)M
δ6
n−1∑
k=1
pn−2,k−1(x)
(
k
n
− x
)6
+
[
1
4
(n− 2) + 3
2
]
M
δ6
n∑
k=2
pn−2,k−2(x)
(
k
n
− x
)6
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=
15M(n+ 1)x3(1 − x)3
δ6n3
+O
(
1
n3
)
= O
(
1
n2
)
. (27)
From (26) and (27) the proof of theorem is completed.
4. Durrmeyer operators of order III
Using the approach as in the previous section we construct a third order approximation formula.
Let us consider the following modification of Durrmeyer operators:
DM,3n (f ;x) = (n+ 1)
n∑
k=0
p
M,3
n,k (x)
∫ 1
0
pn,k(t)f(t)dt, (28)
where
p
M,3
n,k (x) = b˜(x, n)pn−4,k(x) + d˜(x, n)pn−4,k−1(x) + e˜(x, n)pn−4,k−2(x)
+ d˜(1− x, n)pn−4,k−3(x) + b˜(1− x, n)pn−4,k−4(x)
and
b˜(x, n) = b˜4(n)x
4 + b˜3(n)x
3 + b˜2(n)x
2 + b˜1(n)x + b˜0(n),
d˜(x, n) = d˜4(n)x
4 + d˜3(n)x
3 + d˜2(n)x
2 + d˜1(n)x + d˜0(n),
e˜(x, n) = e˜0(n)(x(1 − x))2.
We note that bi(n), di(n), i = 0, 1, . . . , 4 and e0(n) are some unknown sequences which are deter-
mined in appropriate way. Let D˜M,3n be the operator (28) with the following sequences:
b˜0(n) =
10
3
, b˜1(n) = −53
3
− 11
6
n, b˜2(n) =
1
2
n2 +
29
6
n+
89
3
, b˜3(n) = −n2 − 3n− 16, b˜4(n) = 1
2
n2,
d˜0(n) = −10
3
, d˜1(n) =
80
3
+
10
3
n, d˜2(n) = −2n2 − 28
3
n− 161
3
, d˜3(n) = 4n
2 + 6n+ 32,
d˜4(n) = −2n2, e˜0(n) = 3n2.
Lemma 4.1. The central moments of the operators D˜M,3n are given by
i) D˜M,3n (t− x;x) = D˜M,3n ((t− x)2;x) = D˜M,3n ((t− x)3;x) = 0;
ii) D˜M,3n ((t− x)4;x) =
20x(1− x)(21x2 − 21x+ 5)n∑5
k=2(n+ k)
+O
(
1
n4
)
;
iii) D˜M,3n ((t− x)5;x) =
180(1− 2x)x2(1− x)2n2∑6
k=2(n+ k)
+O
(
1
n4
)
;
v) D˜M,3n ((t− x)6;x) =
120x3(1 − x)3n3∑7
k=2(n+ k)
+O
(
1
n4
)
;
iv) D˜M,3n ((t− x)7;x) = D˜M,3n ((t− x)8;x) = O
(
1
n4
)
;
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v) D˜M,3n ((t− x)9;x) = D˜M,3n ((t− x)10;x) = O
(
1
n5
)
.
The asymptotic order of approximation of D˜M,3n to f when n goes to infinity is given in the
following result:
Theorem 4.1. If f ∈ C10[0, 1] and x ∈ [0, 1], then for sufficiently large n, we have
D˜M,3n (f ;x)− f(x) = O
(
1
n3
)
.
5. Numerical Results
In this section we will analysis the theoretical results presented in the previous sections by
numerical examples.
Example 1. Let f(x) = sin(2pix) + 2 sin
(
1
2
pix
)
, n = 10, a0(n) =
n− 1
2n
and a1(n) =
1
n
.
The convergence of the new modifications of the Durrmeyer operators is illustrated in Figure 1.
Let En(f ;x) = |f(x)−Dn(f ;x)| and EM,in (f ;x) =
∣∣∣f(x)− D˜M,in (f ;x)∣∣∣, i = 1, 2, 3 be the error
function of the Durrmeyer operators, respectively the modified Durrmeyer operators. The error of
approximation is illustrated in Figure 2 and note that the approximation by the modified Durrmeyer
operators D˜M,in , i = 1, 2, 3 is better then using classical Durrmeyer operator Dn.
Figure 1: Approximation process Figure 2: Error of approximation
Example 2. Let us consider the following function f(x) =
∣∣x− 12 ∣∣ cos(2pix). It can be observed
that f ∈ C[0, 1], but it is not differentiable at the point x = 0.5. For n = 10, a0(n) = − n
2n+ 1
and a1(n) =
4n+ 1
2n+ 1
, the convergence of the modified Durrmeyer operators to f(x) is illustrated in
Figure 3. Also, the error functions En and E
M,i
n , i = 1, 2, 3 are given in Figure 4.
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Figure 3: Approximation process Figure 4: Error of approximation
Example 3. Let us consider the following function f(x) =
(
x− 1
4
)
sin(2pix). The behaviours of
the approximations Dn(f ;x), D˜
M,i
n (f ;x), i = 1, 2, 3 and their error functions En(f ;x), E
M,i
n (f ;x)
for n = 5, 10, 20, a0(n) =
n− 1
2n
, a1(n) =
1
n
are illustrated in the Figures 5-12.
Figure 5: Approximation process of Dn Figure 6: Error of approximation En
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Figure 7: Approximation process of D˜
M,1
n Figure 8: Error of approximation E
M,1
n
Figure 9: Approximation process of D˜
M,2
n Figure 10: Error of approximation E
M,2
n
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Figure 11: Approximation process D˜
M,3
n Figure 12: Error of approximation E
M,3
n
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