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Abstract—In this paper, we compare the performances of 
cooperative and distributed spectrum sensing in wireless sensor 
networks. After introducing the basic problem, we describe two 
strategies: 1) a cooperative sensing strategy, which takes 
advantage of cooperation diversity gain to increase probability of 
detection and 2) a distributed sensing strategy, which by passing 
the results in an inter-node manner increases energy efficiency 
and fairness among nodes. Then, we compare the performances of 
the strategies in terms of three criteria: agility, energy efficiency, 
and robustness against SNR changes, and summarize the 
comparison. It shows that: 1) the non-cooperative strategy has the 
best fairness of energy consumption, 2) the cooperative strategy 
leads to the best agility, and 3) the distributed strategy leads to the 
lowest energy consumption and the best robustness against SNR 
changes. 
 
Index Terms— cooperative sensing, distributed sensing, 
cognitive radio networks. 
I. INTRODUCTION 
Recently the field of cognitive radio (CR) has drawn great 
interest, since this novel technology provides promising 
solution to enhance the spectrum efficiency of today’s wireless 
network. Studies have shown that spectrum is extremely 
underutilized [1]. One way to increase the utilization is to 
design CR networks, where wireless equipments use smart 
radio to detect temporal and spatial “holes” in the spectrum, 
thus learn from the environment and perform further functions 
to serve the users. 
A significant feature of CR networks is to allow users to 
operate in licensed bands without a license. However, since CR 
has to limit its interference to the primary network, CR users 
using a licensed band must vacate the band due to the presence 
of the primary user. Thus it is significant to detect the presence 
of licensed (primary) users by spectrum sensing in a very short 
time. Recent work considers how to take advantage of the local 
oscillator leakage power emitted from RF receivers to allow 
cognitive radios to sense and locate the primary users [2]. Some 
physical layer issues of spectrum sensing are discussed in [3]. 
For radio sensitivity of the sensing function through processing 
gain, the authors of [4] study three digital signal processing 
techniques. 
In this paper, we are going to discuss how to deal with 
spectrum sensing in wireless sensor networks (WSN). Related 
work includes [2], which gives a physical layer and MAC layer 
solution of sensor nodes but lacks further designing on network 
architecture. Rather, we will discuss two strategies for efficient 
spectrum sensing in WSN. The first is cooperative sensing. 
Cooperative techniques are widely studied recently ([5]-[8]) to 
achieve a new form of spatial diversity via the cooperation of 
users [5]. In [6], the authors study two-user cooperative 
spectrum sensing in cognitive radio and show that, by allowing 
the cognitive users operating in the same band to cooperate, the 
detection time reduces and thus the overall agility increases. In 
[7], light-weight cooperation in sensing based on hard decision 
is proposed to mitigate the sensitivity requirements on 
individual radios. And in [8], the cooperative situations are 
considered by using game theory, and the authors show how the 
lack of cooperation affects the performance. In this paper, the 
cooperative sensing is described in a multi-node WSN network, 
in which multi-user diversity gain is further achieved. 
The second strategy being discussed is distributed spectrum 
sensing, which is specialized from distributed learning and 
estimation theory [10]. To our best knowledge, distributed 
spectrum sensing is a rather fresh topic. The reason of adopting 
distributed spectrum sensing in WSN is twofold. Firstly, 
traditional cooperation in WSN needs node fusion center 
transmissions with length of
→
( )1O , while distributed sensing 
strategy adopts inter-node transmissions with length of 
only ( )2log n nO [9], which therefore reduces energy costs 
and increases overall network longevity. Secondly, in this 
paper we show that by using distributed sensing strategy, the 
probability of detection at the fusion center is greatly increased 
comparing with both non-cooperative and cooperative sensing 
strategy.  
The main purpose of this paper is to present strategies of 
cooperative and distributed spectrum sensing in WSN, and to 
compare their performances in terms of agility, energy 
efficiency, and robustness against SNR changes. The results 
drawn here may act as a reference for further researches. 
The rest of the paper is organized as follows. In Section II, 
we describe the basic problem and a non-cooperative spectrum 
sensing strategy as a baseline. In Section III, a cooperative 
strategy utilizing inter-node information is discussed. And in 
Section IV we use distributed estimation theory to develop a 
distributed spectrum sensing strategy. Then in Section V, we 
discuss and compare the performances of the three strategies. 
And Section VI gives a summary and concludes the work. 
This research is sponsored by Project 60772108 supported by National 
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II. NON-COOPERATIVE SPECTRUM SENSING 
In this section, we describe the basic spectrum sensing 
problem in WSN and a spectrum sensing strategy without 
utilizing cooperation among sensor nodes. This strategy will be 
used as a baseline of the other two strategies throughout the 
paper.  
A. Basic Detection Problem 
Let us consider a WSN with nodes operating in a TDMA 
mode. Assume that the nodes are uniformly distributed over a 
square with side of unit length as illustrated in Figure 1. Each 
node measures and therefore senses the presence of the primary 
user independently, and then transmits its detection results to 
the fusion center. The signal received by every sensor node is 
given by 
N
i piy P h wiθ= ⋅ ⋅ + , (1) 
where P is the transmit power of the primary user, denotes 
the instantaneous channel gain between the primary user and 
the ith node, and denotes the additive Gaussian noise. We 
assume that and are independent zero-mean complex 
Gaussian random variables with variances 
pih
iw
pih iw
2
hσ and 2wσ , 
respectively. Also, θ is the primary user indicator, i.e. 1θ =  
implies the presence of the primary user and 0θ =  implies the 
absence. Given that the primary user transmit with unit power, 
i.e. 1P = , 2hσ also represents the received signal power at node 
i from the primary user. When the signal is received, sensor 
nodes will do following detection: Given the observation in (1), 
the detector decides on 1 : 1H θ = or 0 : 0H θ = . 
B. Non-cooperative Spectrum Sensing Strategy 
Now we describe the baseline non-cooperative strategy. In 
this strategy, every node conducts an energy detection based on 
the statistics 2( )i iT y y= [6]. Let ( )0F t and ( )1F t denote the 
cumulative density function of the random variableT y under 
hypothesis
( )i
0H and 1H . Since and are both independent 
complex Gaussian, T y is exponential distributed with 
variance of
pih iw
( )i
2 2 2
h wθ σ σ+ . Therefore 
( ) ( ) ( )
( )2
2
0 0
/ 2
( ) |
w
i
t
iF t P T y t H P w t
e σ−
= > =
=
>
, (2) 
and 
( ) ( ) ( )
( )( )2 2
2
1 1
/ 2
( ) |
h w
i pi
t
iF t P T y t H P h w t
e σ σ− +
= > = +
=
>
. (3) 
Suppose the predefined maximum false alarm probability 
isα , then from (2), the corresponding detection threshold λ is 
given by 
( )22 logwλ σ α= − .  (4) 
And the probability of detection of every sensor node is 
( ) ( ) ( )2 2 2 1 11 w h w SNRF σ σ σλ α α+ += = ,  (5) 
Fig. 1. Spectrum sensing strategies discussed in this paper. 
where is defined as the ratio of the received useful signal 
power to noise power. At the fusion center, a majority vote is 
conducted to decide the presence of the primary user. For  
sensors, the probability of detection at the fusion center is 
SNR
N
( ) ( )( )/ 2 1 1
0
1 1
N N kk
fc
k
N
p F F
k
λ λ −
=
⎛ ⎞= − −⎜ ⎟⎝ ⎠∑ . (6) 
III. COOPERATIVE SPECTRUM SENSING 
The baseline non-cooperative strategy given above has two 
main disadvantages: 1) Sensor nodes are required to transmit 
their detection results to the fusion center in every time slot. 
However, this is unnecessary, since the nodes who fail to detect 
actually need not to transmit their results. 2) The strategy fails 
to take advantage of cooperative diversity gain among sensor 
nodes, which would further increase the detection probability at 
the fusion center. Taking account of these aspects, we present 
the following cooperative strategy. 
Suppose every two nodes in the sensor network are grouped 
to form a one-hop relay pair. In the first time slot (T1) of every 
two consecutive slots, every sensor node makes the same 
energy detection as in the non-cooperative strategy. If the first 
node (Node1) in every relay pair fails to detect the primary 
node, it would amplify and forward (AF) the signal it receives 
in T1 to the second node (Node2) in its own relay pair in the 
second time slot (T2). And in T2, Node2 would make the same 
energy detection as in non-cooperative strategy but with the 
difference that the signal being observed is the one it received 
from the primary user plus the one received from Node1. Thus, 
from [6], the signal received by Node2 in T2 is 
( )
( )
2 2 2 1 12 1
2 2 1 12 1 1
2 1 12 1 2 1 12
p
p p
p p
y h w h y
h w h h w
h h h w h
θ β
θ β θ
β θ β
= + +
= + + +
= + + + 1w
, (7) 
where ( )2 21 1hPβ θ σ + is the scaling factor of Node1 in AF, 
is the instantaneous channel gain between Node1 and 
Node2 within a relay pair, and is the signal received by 
Node1 in T1. The probability of detection by Node2 is given by 
12h
1y
[6]
 3
{ }( ) ( )( )( 22 2 212; 1, 1 1c h h hp PE hϕ λ σ σ θ σ= + + + )2 ,  (8) 
where ( ) ( )t0; , h a bht a b e dhϕ ∞ − − += ∫ , P is the maximum relay 
power constrain, { }212E h is the channel gain between the two 
sensor nodes in a relay pair and λ is given by solving equation 
{ }( )212;1, PE hϕ λ α= .  
At the fusion center, majority votes are conducted in both T1 
and T2. So the probabilities of detection in T1 and T2 are 
( ) ( )( )/ 2_ 1 1 1
0
1 1
N N kk
fc T
k
N
p F F
k
λ λ −
=
⎛ ⎞= − −⎜ ⎟⎝ ⎠∑ , (9) 
and 
( ) ( )' '/ 2 '_ 2 _ 1
0
1 1 1
N N kk
fc T fc T c c
k
N
p p p p
k
−
=
⎛ ⎞⎛ ⎞= − ⋅ − −⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠∑
)N
,  (10) 
where is the number of nodes who fail to 
detect in T1. In all, the probability of detection at the fusion 
center in both two consecutive time slots is 
( )(' 1 cN F λ= −
_ 1 _ 2fc fc T fc Tp p p= + . (11) 
IV. PRIMARY USER DETECTION USING DISTRIBUTED 
STRATEGY 
The strategy proposed above involves cooperation in 
spectrum sensing among nodes, and accordingly increases the 
probability of detection. However, the drawback of it also 
exists. Since both Node1 and Node2 in every relay pair have to 
transmit their detection results over a node fusion center 
distance of
→
( )1O , the energy efficiency is not optimal. To this 
end, we consider a distributed spectrum sensing strategy in 
sensor network, which reduces the average distance to 
only ( 2logO n )n [9]. Notice that estimating the presence of 
the primary user is like the problem of estimating a series of 
variables in a sensor network, which can be solved by 
distributed learning and estimation theory [9][10]. To be 
specific, build a path through the network which passes through 
all nodes and visits each node just once. The sequence of nodes 
can be constructed so that the path hops from neighbor to 
neighbor. The global detection result can be computed by a 
single detection process from start node to end node, with each 
node contributing its own local detection result to the total 
along the way.  
Suppose every sensor node receives its own local signal from 
the primary user as in (1). Let 
{ }( ) ( 221...
1
1, ,
N
i i i ii N
i
f y T y T
N )θ θ∈ = −∑ , (12) 
where is the detection threshold. A maximum likelihood 
estimate for the presence of the primary user is found by 
solving 
iT
{ }( 1...ˆ arg min , ,i i i Nf y Tθ
where θˆ is the estimation ofθ at the fusion center after iterative 
computation among nodes. This non-linear least square 
problem fits well into the general incremental subgradient 
framework [11]. Taking 
( ) ( )22i i if y Tθ θ= − , (14) 
the gradient of ( )if θ is 
( ) ( )22i i i if y T Tθ θ∇ = − . (15) 
The theory of incremental subgradient methods shows that 
given ( )if θ∇ is bounded, θˆ converges toθ . We assume every 
sensor node uses the same detection threshold ,iT T i= ∀ , thus 
the gradient is bounded by observing that 
( ) 22i i
)θ θ∈= , (13) 
f T y T cθ θ∇ ≤ − < , (16) 
where comes from the assumption on limitation of sensor 
detection range: 
c
2
2i
cy T
T
θ− < , i∀ . (17) 
Now we calculate the probability of detection of this strategy. 
With ,iT T i= ∀ , let { }( )1..., , /i i i Nf y T θ θ∈ 0∂ ∂ = , we get 
2
1
ˆ N
i
i
y NTθ
=
= ∑ . (18) 
Since is a complex Gaussian, iw
2
iw and
2
1
N
i
i
w
=
∑ are 
chi-square distributed variables with 2 and degrees of 
freedom, respectively. Therefore the false alarm probability at 
the fusion center is given by 
2N
( ) 12 220 2
1 0
1ˆ |
! 2
NTt kN N
wi
i k w
NTtP t H P w NTt e
k
σθ σ
− −
= =
⎛ ⎞⎛ ⎞> = > = ⎜⎜ ⎟⎝ ⎠ ⎝ ⎠∑ ∑ ⎟ .(19) 
With a predefined false alarm probabilityα , the product  
in 
Tt
(19) is uniquely determined by solving ( )0ˆ |P t Hθ α> =  
since (19) is strictly decreasing in . Denote ast Tt ( )'P α , the 
probability of detection at the fusion center is 
( ) ( ) ( )
( )( ) ( )( )
12 22
1 2 20
'
'12 22
2 20
1ˆ |
! 2
1
! 2
NTt k
N
h w
d
k h w
N P k
N
h w
k h w
NTtp P t H e
k
N P
e
k
σ σ
α
σ σ
θ σ σ
α
σ σ
− −+
=
⋅− −+
=
⎛ ⎞= > = ⎜ ⎟⎜ ⎟+⎝ ⎠
⎛ ⎞⋅= ⎜ ⎟⎜ ⎟+⎝ ⎠
∑
∑
.(20) 
V. PERFORMANCE ANALYSIS AND DISCUSSION 
In this section, to compare the non-cooperative, cooperative, 
and distributed spectrum sensing strategies, three criteria are 
considered: 
¾ Agility 
¾ Energy efficiency 
¾ Robustness against SNR change 
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1) Agility 
When cognitive users are using the licensed band, they must 
be able to detect the presence of primary users in a very short 
time and vacate the band for the primary users as soon as 
possible. This calls a great agility of detection of the primary 
users. In this paper, the agility is measured as the number of 
slots taken by the fusion center to detect the primary user.  
Firstly, let us consider the baseline non-cooperative strategy. 
Letτ denote the number of slots taken by the fusion center to 
detect the presence of the primary user, soτ can be modeled by 
geometric random distribution as 
{ } ( ) 1Pr 1 kfc fk pτ −= = − cp ,  (21) 
where fcp is the probability of detection by the fusion center 
from (6). LetT be the detection time by the non-cooperative 
strategy, then 
nc
{ } ( ) 1
1
1
k
nc fc fc
k
T E k p pτ +∞ −
=
= = −∑ . (22) 
Secondly, in the cooperative strategy, the average detection 
can be calculated by (22) similarly. But since every detection at 
the fusion center under the cooperative strategy takes one or 
two time slots, the result should be multiplied by 1 or 2, i.e.,  
{ } ( )
( )
1
_ 1 _ 1
1
1
_ 2 _ 2
1
1
2 1
k
c fc T fc
k
k
T
fc T fc T
k
T E k p p
k p p
τ +∞ −
=
+∞ −
=
= = −
+ ⋅ −
∑
∑
, (23) 
where _ 1fc Tp and _ 2fc Tp are given by (9) and (10). Notice that 
in this strategy, agility is compensated to involve cooperation 
among nodes. That is, if the detection at the fusion center in T1 
fails, the information of this failed detection would be acquired 
by the fusion center and be utilized to enhance the detection in 
T2 by allowing to amplify-and-forward the signal within every 
relay pair. 
Finally, let us consider the distributed strategy. In [12] the 
authors propose the in-cluster distributed estimation for sensor 
networks, which greatly reduces latency by a factor of cluster 
number . Specifically, suppose the whole network is divided 
into clusters, and each cluster has
cN
cN /s cN N N sensors. The 
detections and transmissions in different clusters are conducted 
simultaneously. In a single iteration, the detection results are 
transmitted over 1sN − inter-node hops, and the last cluster 
head transmits the results to the fusion center. Therefore a 
single iteration of the distributed strategy takes totally sN slots. 
And the total iteration needed to achieve an estimation error 
smaller than is given by 2c [12]
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Fig. 2. Comparison of Average detection time. 
( )0 2ˆK θ θ c⎢ ⎥= −⎣ ⎦ , (24) 
where is the gradient limitation from c (16), and ( )0θˆ is the 
arbitrary iteration starting point. Therefore, the average 
detection time in the distributed strategy is given by 
( ) 1
1
1 kd s d
k
T N K k p p
+∞ −
=
= ⋅ ⋅ −∑ d , (25) 
where is given by dp (20).  
The comparison of average detection time is in Figure 2, 
which shows that under the same false alarm probability and 
SNR, the cooperative strategy achieves the least detection time 
and the distributed strategy achieves the most. Notice that since 
the distributed strategy uses at least K N× time slots, the agility 
can not be improved further by increasing the node number. 
2) Energy Efficiency 
Powered by batteries, sensor nodes in a WSN are very 
energy-limited, and the main expenditure of energy in a WSN 
is in the cost of communication. Thus energy efficiency is a 
critical factor in designing spectrum sensing strategy. In this 
paper, we mainly focus on two aspects of energy: 1) the total 
energy consumption needed for a single successful detection at 
the fusion center and 2) the fairness of energy consumption 
among sensor nodes. Because the whole longevity of a wireless 
sensor network is highly affected by the least life time of sensor 
nodes, fairness of energy consumption is crucial to increase 
network life time. When considering fairness, we define the 
fairness degree as the ratio of maximum and minimum energy 
consumed by nodes in a single time slot, i.e., . 
Recall that we assume nodes are uniformly deployed over a 
square meter, and that the energy cost of every transmission is 
positive proportional to the transmission distance by a fixed 
factor
max min/E Eμ 
N
η . Therefore the average energy consumption of an 
inter-node transmission is , and of a transmission from 
node to the fusion center is 
1/ 2nη −
η . The total energy used for a 
single successful detection at the fusion center as a function of 
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the number of nodes is given by , where n is the 
number of nodes, and is the average amount of energy 
required to transmit over one hop. 
( ) nE n e n= ⋅
ne
Firstly, in the non-cooperative strategy, every node needs to 
transmit its detection result to the fusion center in every slot, 
therefore ne η= and . Since( )E N Nη= ⋅ max minEE = , we 
have 1μ = . 
Secondly, in the cooperative strategy, the energy cost by the 
first node in every relay pair is 1/ 2Nη η− + andη by the second 
node. So the average total energy consumption is given by 
( ) ( ) ( )( ) ( )( )
( )( )
1/ 2
1 1
1/ 2
1
1 1
1
E N F N N F N F N
F N N
η λ η λ η λ
λ η η
−= + − + −
= − +
1 .(26) 
Since 1/ 2maxE Nη η−= + , and minE η= , so . 1/ 21 Nμ −= +
Lastly, in the distributed strategy, with a path through which 
all nodes are visited only once, the distance between neighbor 
nodes is reduced to ( 2log / )N NO [9]. So in every cluster, 
except the last cluster head, every node costs 2log /N Nη , 
and the cluster head costs 2log /N Nη η+ . Therefore 
( ) ( ) ( )( )2 2
2
log / log /
log /
c c
c
E N K N N N N N N N
KN N N KN
η η η
η η
= − + +
= +
,(27) 
where K is given by (24). Since 2max log /E N Nη η= + , and 
2
min log /E η= N N , we have ( ) ( )2 2log / log /
1 / log
N N N N
N N
μ η η η= +
= +
. (28) 
The performances of the total energy consumption and the 
fairness are shown in Figure 3 and 4, respectively. It shows that 
under lower SNRs (such as 0dB), the relation of total energy 
consumption roughly is: CS DS<NCS. But since the 
consumption of the cooperative strategy is a function of
≈
( )1F λ , 
hence also a function of the SNR, as the SNR get higher, the 
energy consumption of the cooperative strategy gets higher as 
well. Generally speaking, the distributed strategy has the least 
energy consumption. 
Furthermore, Figure 4 shows that the relation of the fairness 
of energy consumption of the three strategies is: CS ≈ DS< 
NCS. 
3) Robustness against SNR changes 
In this section, the relation between the detection time and 
the SNR is studied. In Figure 5, the probabilities of detection at 
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TABLE  I 
SUMMARY OF PERFORMANCE COMPARISON  
 Non-cooperative Cooperative Distributed 
Agility Average Good Average 
Total energy consumption Average Poor (a function of SNR) Good 
Fairness of energy consumption Good Average Average 
Robustness against SNR changes Poor Average Good 
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the fusion center of the three strategies are given. It shows that 
the distributed strategy has a very robust performance against 
the SNR changes. At lower SNRs, both the non-cooperative 
and the cooperative strategies have very low probabilities of 
detection. As the SNR gets higher, the probability of detection 
of the non-cooperative strategy converges to the one of 
cooperative strategy. This is because higher SNR leads to 
higher probability of detection in the first time slot, and thus 
reduces the contribution of cooperation gain in the second time 
slot. Moreover, the more the sensor nodes, the faster the 
convergence goes. This is because the increase of node number 
acts as a kind of multi-user diversity gain directly. Generally 
speaking, the relation of the robustness of the three strategies is: 
DS > CS > NCS. 
The performance comparison is summarized in Table 1. 
VI. CONCLUSIONS 
In this paper, we focus on the performances of cooperative 
and distributed spectrum sensing in wireless sensor networks. 
After introducing a baseline non-cooperative strategy, we have 
described two strategies: 1) the cooperative strategy, which 
takes advantage of cooperation diversity gain to increase 
probability of detection and 2) the distributed strategy, which 
by passing the results in an inter-node manner increases energy 
efficiency and fairness among nodes. Analysis shows that the 
distributed strategy leads to a higher probability of detection at 
the fusion center than the other two strategies. Furthermore, we 
have compared the performances of the three strategies based 
on the criteria of agility, energy efficiency, and the robustness 
against SNR changes. To sum up, performance comparison 
shows that: 1) the non-cooperative strategy has the best fairness 
of energy consumption, 2) the cooperative strategy leads to the 
best agility, and 3) the distributed strategy leads to the lowest 
energy consumption and the best robustness against SNR 
changes. 
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