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Tournament quasirandomness from local counting
Matija Bucic´∗ Eoin Long† Asaf Shapira‡ Benny Sudakov§
Abstract
A well-known theorem of Chung and Graham states that if h ≥ 4 then a tournament T is quasirandom
if and only if T contains each h-vertex tournament the ‘correct number’ of times as a subtournament.
In this paper we investigate the relationship between quasirandomness of T and the count of a single
h-vertex tournament H in T . We consider two types of counts, the global one and the local one.
We first observe that if T has the correct global count of H and h ≥ 7 then quasirandomness of T
is only forced if H is transitive. The next natural question when studying quasirandom objects asks
whether possessing the correct local counts of H is enough to force quasirandomness of T . A tournament
H is said to be locally forcing if it has this property.
Variants of the local forcing problem have been studied before in both the graph and hypergraph
settings. Perhaps the closest analogue of our problem was considered by Simonovits and So´s who looked
at whether having ‘correct counts’ of a fixed graph H as an induced subgraph of G implies G must
be quasirandom, in an appropriate sense. They proved that this is indeed the case when H is regular
and conjectured that it holds for all H (except the path on 3 vertices). Contrary to the Simonovits-So´s
conjecture, in the tournament setting we prove that a constant proportion of all tournaments are not
locally forcing. In fact, any locally forcing tournament must itself be strongly quasirandom. On the
other hand, unlike the global forcing case, we construct infinite families of non-transitive locally forcing
tournaments.
1 Introduction
A combinatorial structure is said to be ‘quasirandom’ if it behaves in a similar manner to a random
structure, where the comparison is made with respect to some deterministic property. The systematic
study of quasirandomness was initiated by Thomason [36] [35], and Chung, Graham and Wilson [8],
who examined notions of quasirandomness arising from various graph properties. One of the surprising
conclusions of these papers is that a wide-range of natural graph properties all lead to essentially the
same notion of quasirandomness, in the sense that a graph satisfying one of the properties necessarily
satisfies them all. Since then, notions of quasirandomness have been extensively studied in a wide variety
of contexts, including hypergraphs [7], [18], [27], [29], permutations [11], [24] and groups [19]. The reader
is referred to the survey [25] for an overview of this extensive topic.
In this paper we will study notions of quasirandomness for tournaments. The first paper on this
topic is due to Chung and Graham [6] who proved that, as in the graph case, a wide range of natural
tournament properties give rise to the same notion of quasirandomness. Before stating some of their
results we require a little notation. A tournament T = (V,E) consists of a set of vertices V = V (T ),
together with a set of edges E = E(T ) ⊂ V × V , with the property that (i) (u, u) /∈ E for all u ∈ V and
(ii) exactly one of (u, v) or (v, u) lies in E for all distinct u, v ∈ V . We often write −→uv to denote an edge
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(u, v). A tournament H appears as a subtournament of T if there is a map φ : V (H)→ V (T ) such that
−→uv ∈ E(H) if and only if −−−−−−→φ(u)φ(v) ∈ E(T ). The map φ is said to be a labelled embedding of H into T .
Let
N∗T (H) =
∣∣{φ : V (H)→ V (T ) : φ is a labelled embedding of H into T}∣∣.
Given U ⊂ V (T ) let T [U ] denote the subtournament of T induced by the vertex set U . Also let
N∗T (H ;U) := N
∗
T [U ](H). For u ∈ V (T ) let d+T (u) = |{v ∈ V (T ) : −→uv ∈ E(T )}| and d−T (u) = |{v ∈ V (T ) :−→vu ∈ E(T )}|. A tournament T is regular if d+T (u) = d−T (u) for all u ∈ V (T ). For U,W ⊆ V (T ) we denote
by e(U,W ) the number of edges starting in U and ending in W .
We say that T is an n-vertex tournament if |V (T )| = n. An ordering of T is a bijective map
σ : V → [n] and the set of all orderings of T is naturally identified with Sn, the symmetric group on n
elements. An edge −→uv ∈ E is a σ-forward edge if σ(u) < σ(v) and we write Fσ,T ⊂ E to denote the set
of σ-forward edges of T . Let Bσ,T = E \ Fσ,T , the set of σ-backward edges. T is said to be transitive if
Fσ,T = E for some σ ∈ Sn and write Trn to denote the unique (up to isomorphism) n-vertex transitive
tournament. Lastly, we will write a± b to denote some value c with a− b ≤ c ≤ a+ b.
Our starting point in this paper is a result due to Chung and Graham [6], which gives two equivalences
of tournament quasirandomness.
Theorem 1.1 (Chung–Graham). Let h ∈ N with h ≥ 4. Then for any n-vertex tournament T , the
following properties are equivalent:
• P1: |Fσ,T | = 12
(
n
2
)± o(n2) for every ordering σ of T .
• P2(h): N∗T (H) = 2−(
h
2)nh ± o(nh) for every h-vertex tournament H.
In fact, there are nine further equivalences given in this paper (see also [20], [22]). Equivalence here
is understood in the following sense, focusing on the implication P1 =⇒ P2(h): given ε > 0 there is
δ > 0 and n0 ∈ N so that if T is an n-vertex tournament which satisfies |Fσ,T | = 12
(
n
2
) ± δn2 for every
ordering σ of T and n ≥ n0 then N∗T (H) = 2−(
h
2)nh ± εnh for every h-vertex tournament H .
It is easily seen that both properties P1 and P2(h) hold for a random n-vertex tournament T with
high probability. We will say T is quasirandom if it satisfies P1, that is |Fσ,T | = 12
(
n
2
)± o(n2). In light
of Theorem 1.1, this notion is equivalent to the analogous notion arising from P2(h).
1.1 Globally forcing tournaments
Although P2(h) guarantees that T is quasirandom, it is natural to ask whether this can already be
deduced from the count of a single tournament H . That is, does quasirandomness of T already follow
if N∗T (H) = 2
−(h2)nh ± o(nh) for a single h-vertex tournament H?
Definition. Let H be an h-vertex tournament. Given an n-vertex tournament T , consider the following
property:
• P2(H): N∗T (H) = 2−(
h
2)nh ± o(nh).
The tournament H is said to be globally forcing if P2(H) =⇒ P1.
It follows easily from exercise 10.44(b) of [26] that for h ≥ 4 each transitive tournament Trh is
globally forcing. This statement was recently reproved in the language of flag-algebras by Coregliano
and Razborov [13]. Our first observation is that for h ≥ 7, the transitive h-vertex tournament is the
only tournament with this property.
Proposition 1.2. Let H be an h-vertex tournament with h ≥ 7. Then H is globally forcing if and only
if H is transitive.
We remark that, while the condition that h ≥ 7 may seem unusual in Proposition 1.2, it has been
proven by Coregliano, Parente and Sato [12] that there is a non-transitive globally forcing tournament
H on five vertices (see Theorem 1.1 from [12]). It would perhaps be interesting to determine which, if
any, of the remaining small tournaments are also globally forcing.
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1.2 Locally forcing tournaments
We have seen that having ‘correct count’ of a fixed tournament H is not enough to guarantee quasir-
andomness, for essentially any non-transitive H . This is a fairly common situation when studying
quasirandom properties in general and the key insight to understand why came from Simonovits and So´s
[31] who observed that quasirandomness is a hereditary property, in the sense that any large subgraph
of a random structure must also be random-like.
This leads us to the natural question of whether requiring that T contains the ‘correct count’ of H in
all large subsets of V (T ) is sufficient to guarantee quasirandomness of T . To be more precise, consider
the following definition.
Definition. Let H be an h-vertex tournament. Given an n-vertex tournament T , consider the following
property:
• P∗2 (H): N∗T (H ;U) = 2−(
h
2)|U |h ± o(nh) for every set U ⊂ V (T ).
The tournament H is said to be locally forcing if P∗2 (H) =⇒ P1.
An analogous property for graphs was studied by Simonovits and So´s for both induced [31] and
not-necessarily induced subgraphs [32] as well as for hypergraphs by Conlon, Ha`n, Person and Schacht
[10] and Dellamonica and Ro¨dl [14]. In case of graphs the not-necessarily induced case turned out to be
much easier and was resolved by Simonovits and So´s [32] who showed that all non-empty graphs must
be ‘locally forcing’. This was recently reproved, without use of the regularity lemma, by Conlon, Fox
and Sudakov [9]. On the other hand the induced case is still very much open and seems to be the closer
analogue to our problem. Indeed, in the case of embedding a tournament one needs to ensure that each
pair of vertices get mapped to an edge with one of two possible orientations, while in the induced case
each pair needs to be sent to one of two possible states (is an edge or is not an edge). One of the main
conjectures in the area, due to Simonovits and So´s [32] says that all graphs on 4 or more vertices must be
‘locally forcing’ in the appropriate induced sense. They prove their conjecture holds for regular graphs
and for various other families of graphs.
In the rest of this subsection we present our main results, which give a good understanding of locally
forcing tournaments and show a surprisingly different behaviour compared to the one conjectured by
Simonovits and So´s in the graph case. Our first result shows that in order for a tournament to be locally
forcing it must be quite strongly quasirandom in several ways.
Theorem 1.3. Any non-transitive, locally forcing h-vertex tournament H satisfies
(i) ∑
v∈V (H)
(
d+H(v) − d−H(v)
)2 ≤ h(h− 1).
(ii) |Fσ,H | = 12
(
h
2
)± h3/2√log h for every ordering σ of H.
(iii) For any disjoint subsets U,W ⊆ T we must have |e(U,W )| ≤ 12 |U ||W |+ 2h3/2
Given that Theorem 1.3 says that any locally forcing graph must be strongly quasirandom a natural
guess for an example might be to take the random tournament, obtained by orienting each edge of a
complete graph uniformly at random, independently between edges. Our next result shows that quite
surprisingly with positive probability the random tournament fails condition (i) of Theorem 1.3.
Corollary 1.4. The random tournament is not locally forcing with positive probability.
This tells us that a positive proportion of all tournaments are in fact not locally forcing, in stark
contrast to the induced graph problem in which Simonovits-So´s conjecture states that all graphs on 4
or more vertices should be locally forcing. In particular, one can easily find a regular tournament which
fails conditions (ii) or (iii) whereas in the induced graph case any regular graph is known to be locally
forcing.
This might suggest that there are essentially no non-transitive locally forcing tournaments, as in the
global forcing case. We show that this is also not the case and find many non-transitive examples of
locally forcing tournaments.
Theorem 1.5. For any large enough h there exist non-transitive, h-vertex, locally forcing tournaments.
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Our examples of locally forcing tournaments come from the following random construction. We
take a Steiner triple system on h vertices, that is a partition of the edge set of the complete graph on h
vertices into edge disjoint triangles. Now we orient each of these triangles into one of two cycles of length
three uniformly at random and independently between triangles. We show that this produces with high
probability a locally forcing tournament. It is well known (see [23]) that Steiner triple systems exist
provided h ≡ 1, 3 (mod 6) and our arguments allow us a lot of freedom to modify the above procedure
in order to obtain examples for other h as well.
All our results are based on a characterisation of locally forcing tournaments in terms of certain graph
polynomials. In order to motivate how these polynomials arise let us describe two natural candidates
for tournaments with correct local counts of a tournament H , which are not quasirandom.
Definition. Given α ∈ [0, 1], let T (n, α) denote the distribution on the set of tournaments with vertex
set {1, . . . , n} in which each pair {i, j} with 1 ≤ i < j ≤ n appears independently as −→ij with probability
α. We denote by Tcliq the collection of all distributions T (n, α) as α varies.
Loosely speaking we say that a graph H is Tcliq-forcing if no T (n, α) shows that H is not locally forcing.
In other words if there is no α 6= 1/2 such that T (n, α), which is clearly not quasirandom, has the same
local counts of H as T (n, 1/2) (which is quasirandom).
Definition. Given α ∈ [0, 1], let T (n, n, α) denote the distribution on the set of tournaments with vertex
set {1, . . . , 2n} in which both {1, . . . , n} and {n+1, . . . , 2n} are oriented according to T (n, 1/2) and each
pair {i, j} with 1 ≤ i ≤ n, n + 1 ≤ j ≤ 2n appears as −→ij with probability α, with all choices made
independently. We denote by Tbip the collection of all distributions T (n, n, α) as α varies.
Loosely speaking a graph H is Tbip-forcing if no T (n, n, α) shows that H is not locally forcing. I.e. if
there is no α 6= 1/2 such that T (n, n, α), which is not quasirandom, has the same local counts of H as
T (n, n, 1/2) = T (2n, 1/2).
Both properties Tcliq-forcing and Tbip-forcing can be expressed in terms of certain polynomial equa-
tions depending on the graph H . Our actual definitions of both properties go directly via these polyno-
mial equations and we refer the reader to Section 3 for exact definitions.
Quite remarkably it turns out that if H is not locally forcing one must be able to find an α such that
either T (n, α) or T (n, n, α) show H is not locally forcing. In particular, we show:
Theorem 1.6. H is locally forcing if and only if it is Tcliq-forcing and Tbip-forcing.
This result allows us to answer the question of whether a fixed graph H is locally forcing or not in
terms of whether certain polynomial equations have a common real root in a bounded interval. This
can be answered using a combination of Sturm’s Theorem (see [5]) and the Euclidean Algorithm for
computing the greatest common divisor of a sequence of polynomials. See the concluding remarks for
more details.
Organisation of the paper: The short proof of Proposition 1.2 is given in the next section. In Section
3 a counting polynomial associated with Tcliq-forcing is introduced. In the same section we show that a
locally forcing tournament must be Tcliq-forcing and that this property imposes many restrictions on H ,
which gives us a proof of Theorem 1.3. Despite this in Section 4 we find many Tcliq-forcing tournaments.
In Sections 5 and 6 we introduce the polynomials related to the property of Tbip-forcing, show that any
nearly regular tournament must be Tcliq-forcing and show Theorem 1.6. Using this we prove that many
of our examples of Tcliq-forcing tournaments are in fact locally forcing.
Notation: Before closing this section we introduce some further notation. Given m,n ∈ N, let [n] =
{1, . . . , n} and (n)m denote the falling factorial (n)m = n(n− 1) · · · (n−m+1). Given a set X we write(
X
k
)
for the collection of k-element subsets of X . Given a probability distribution D on X we write
x ∼ D to denote an element x ∈ X selected randomly according to D. We simply write x ∼ X when D
is taken to be the uniform distribution on X . All our logarithms are natural so in base e.
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2 Globally forcing tournaments
In this section we will give the short proof of Proposition 1.2. We first show that asymptotically the
number of transitive subtournaments of order h in a tournament of order n is minimised by the random
tournament. This is precisely the content of Exercise 10.44(b) of [26]. We need a variation of this proof,
which allows us to also show the fact that any asymptotic minimiser must be quasirandom. This implies
that Trh is globally forcing for h ≥ 4 showing the ‘if’ part of the statement of Proposition 1.2.
Proof of Proposition 1.2. We will first prove that N∗T (h) := N
∗
T (Trh) satisfies N
∗
T (h) ≥ fh(n) = (2−(
h
2)−
o(1)
)
nh for all n-vertex tournaments T where
fh(n) =
{∏h−1
j=0
(
n+1
2j − 1
)
if n ≥ 2h−1 − 1
0 else.
We will prove this by induction on h. For h = 1 and 2 the result is immediate. Furthermore,
N∗T (3) =
∑
v∈V (T )
(
d+(v)
2
)
≥ n
(n−1
2
2
)
= n(n− 1)(n− 3)/8 = f3(n). (1)
Now assume h ≥ 4 and n ≥ 2h−1 − 1 as otherwise the result is trivial. For each edge e = −→uv ∈ E(T ) let
N(e) = {w ∈ V (T ) : −→uw,−→vw ∈ E(T )}. Clearly
N∗T (3) =
∑
e∈E(T )
|N(e)|. (2)
Letting T [N(e)] be the subtournament of T with vertex set N(e), by induction on h
N∗T (h) =
∑
e∈E(T )
N∗T [N(e)](h− 2) ≥
∑
e∈E(T )
fh−2(|N(e)|).
It is easy to see that fh is convex so Jensen’s inequality together with (2) implies
N∗T (h) ≥
(
n
2
)
fh−2
(
N∗T (3)(
n
2
) ) = n · n− 1
2
· fh−2
(
n− 3
4
)
= n · n− 1
2
·
h−3∏
j=0
(
n+ 1
2j+2
− 1
)
=
h−1∏
j=0
(
n+ 1
2j
− 1
)
. (3)
Where in the second equality we used that n−34 ≥ 2
h−1−1−3
4 = 2
h−3 − 1.
We now show that Trh is globally forcing for h ≥ 4. To see this, suppose that N∗T (h) ≤ (2−(
h
2) +
o(1))nh. From (3) this gives N∗T (3) ≤ (1+ o(1))n3/8. As h ≥ 4, the function xh−2 is strictly convex and
by the application of Jensen in (3) we find |N(e)| = (1 ± o(1))n4 for almost all e ∈ E(T ). However, by
a result of Chung and Graham (see property P4 and Theorem 1 in [6]) this property implies that T is
quasirandom. Thus Trh is globally forcing for h ≥ 4.
To complete the proof of the proposition, it remains to show that any non-transitive h-vertex tour-
nament H with h ≥ 7 is not globally forcing. To see this, let V (H) = {u1, . . . , uh}. For each n ∈ N
construct an n-vertex tournament T1 as follows. Let V (T1) = V = {v1, . . . , vn} denote a set of order n
and let V = ∪i∈[h]Vi denote a partition with |Vi| = ⌊n/h⌋ or ⌈n/h⌉ for all i ∈ [h]. For each edge −−→uiui′
of H , orient all edges from Vi to Vi′ in T1. Orient the remaining edges of T1 arbitrarily. As each map
φ : V (H)→ V (T1) with φ(ui) ∈ Vi for all i ∈ [h] is a labelled embedding, we see that
N∗T1(H) ≥
(
h−h − o(1))nh. (4)
Now, starting from T1, construct a sequence of tournaments T1, . . . , Tn on vertex set V (T1), where for
i ≥ 1 each Ti+1 is obtained from Ti by reorienting all edges to go from vi to {vi+1, . . . , vn}. Using that
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h−h > 2−(
h
2) for h ≥ 7, by (4) there is δ > 0 such that N∗T1(H) > (2−(
h
2) + δ)nh for large n. On the other
hand Tn = Trn and as H is not transitive we have N
∗
Tn
(H) = 0. Since N∗Ti(H) = N
∗
Ti+1
(H) ± hnh−1,
by an intermediate value property N∗Ti(H) = (2
−(h2) + o(1))nh for some i ∈ [n]. However, Ti is not
quasirandom. Indeed as
(
2−(
h
2) + o(1)
)
nh = N∗Ti(H) ≥ (2−(
h
2) + δ)nh − ihnh−1 we have i ≥ δn/2h. As
|d+Ti(vj) − d−Ti(vj)| = n − 2j + 1 ≥ n/2 for all j ∈ [min(i − 1, n/4)], this contradicts the quasirandom
property P5 from [6] which requires that∑
v∈V (Ti)
|d+Ti(v)− d−Ti(v)| = o(n2).
Thus Ti is not quasirandom and so H cannot be globally forcing.
Remark: Note that our argument shows that in order for H to be globally forcing N∗T (H) must be
asymptotically maximised when T is the random tournament. In other words if we can find a sequence
of n-vertex tournaments Tn such that N
∗
Tn
(H) ≥ (2−(h2) + δ)nh our argument above (switching edges
incident to one vertex at a time) shows that H is not globally forcing. In fact it is enough to find a
single such Tm for some m ≥ h since if we let T ′n be the blow up of Tm with parts of size nm then
N∗T ′n(H) ≥ (2
−(h2) + δ)mh
(
n
m
)h
= (2−(
h
2) + δ)nh so T ′n provides us with our sequence.
3 Local forcing and the counting polynomial
To study locally forcing tournaments we introduce the following polynomial.
Definition 3.1. The counting polynomial of an h-vertex tournament H is given by
pH(x) := Eσ∼Sh
(
x|Fσ,H |(1 − x)|Bσ,H |
)
=
1
h!
∑
σ∈Sh
(
x|Fσ,H |(1− x)|Bσ,H |
)
.
The following lemma collects a number of useful basic facts concerning pH(x).
Lemma 3.2. Given an h-vertex tournament H, the following hold:
(i) For α ∈ [0, 1] we have ET∼T (n,α)
(
N∗T (H)
)
= (n)h × pH(α).
(ii) pH(1/2) = 2
−(h2) and pH(1) = 0 if H is not transitive.
(iii) For all α ∈ [0, 1/2] we have pH(1/2 + α) = pH(1/2− α).
Proof. Let V (H) = {u1, . . . , uh}. A set {i1, . . . , ih} ⊂ [n] = V (T ) with i1 < i2 < . . . < ih forms a σ-copy
of H if
−−→
ijik ∈ E(T ) if and only if −−−−−−→uσ(j)uσ(k) ∈ E(H). For T ∼ T (n, α), the probability that a fixed h-set
forms a σ-copy of H is α|Fσ,H |(1− α)|Bσ,H |. Letting N∗T (H,σ) denote the number of σ-copies of H in T
gives
ET∼T (n,α)(N
∗
T (H,σ)
)
=
(
n
h
)
α|Fσ,H |(1 − α)|Bσ,H |.
As N∗T (H) =
∑
σ∈Sh N
∗
T (H,σ) we have
ET∼T (n,α)
(
N∗T (H)
)
=
∑
σ∈Sh
ET∼T (n,α)
(
N∗T (H,σ)
)
= (n)h × pH(α).
This gives (i).
To see (ii), note that pH(1/2) = 2
−(h2) from the definition of pH(x) since |Fσ,H | + |Bσ,H | =
(
h
2
)
for
every σ ∈ Sh. Also note that if T is non-transitive then Bσ,H > 0 for all σ. So, each term of pH(x) is
zero for x = 1 implying pH(1) = 0.
Lastly, we show (iii). For each σ ∈ Sh let σ denote the ‘reversal of σ’, given by σ(i) = σ(h + 1 − i)
for all i ∈ [h]. As this gives a bijection from Sh to itself and Fσ,H = Bσ,H , for all σ ∈ Sh, we have
pH(x) =
1
2h!
∑
σ∈Sh
(
x|Fσ,H |(1− x)|Bσ,H | + x|Fσ,H |(1− x)|Bσ,H |
)
=
1
2h!
∑
σ∈Sh
(
x|Fσ,H |(1− x)|Bσ,H | + x|Bσ,H |(1− x)|Fσ,H |
)
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As xa(1 − x)b + xb(1− x)a is symmetric around 1/2 for any a, b ∈ [0, 1/2] so is pH(x).
We are now ready to give the formal definition of Tcliq-forcing which plays a central role in our arguments.
Definition. A tournament H is said to be Tcliq-forcing if pH(x) 6= 2−(
h
2) for x ∈ [0, 1] \ { 12}.
Note that if H is not locally forcing then there is a tournament T which is not quasirandom but has the
same local counts of H as the random tournament T (n, 1/2). We will see that not being Tcliq-forcing
implies that there exists an α 6= 1/2 such that T (n, α) has the same local counts of H as the random
tournament T (n, 1/2). Indeed, in the next theorem we prove that any locally forcing tournament must
be Tcliq-forcing, which will allow us to pass any restrictions imposed on the tournament by being Tcliq-
forcing to locally forcing tournaments and in particular prove Theorem 1.3.
Theorem 3.3. Every locally forcing tournament is Tcliq-forcing.
Proof. Suppose that H is not Tcliq-forcing. Then by definition pH(α) = 2−(
h
2) for some α ∈ [0, 1]\{1/2}.
As pH(x) is symmetric about 1/2 by Lemma 3.2 (iii) we can assume α > 1/2. Now select T ∼ T (n, α).
For a set U ⊂ V (T ) letXU denote the random variableXU (T ) = N∗T (H ;U). Noting that for T ∼ T (n, α)
we have T [U ] ∼ T (|U |, α), by Lemma 3.2 (i) we have
ET∼T (n,α)(XU ) = (|U |)h × pH(α) = (|U |)h × 2−(
h
2).
Since each edge belongs to at most
(
h
2
)
nh−2 copies of H , XU is sharply concentrated by Azuma’s
inequality (see Chapter 7 [4])
P(|XU − E(XU )| > εnh) ≤ 2e
−ε2n2h
2(n2)((
h
2)nh−2)
2
= e−Ω(n
2).
In particular, by a union bound with probability 1 − o(1) we have XU = 2−(
h
2)|U |h + o(nh) for every
U ⊂ V (T ).
On the other hand the number of forward edges of T is distributed as Bin(
(
n
2
)
, α) so by standard
Chernoff type estimates T has α
(
n
2
) ± o(n2) forward edges with probability 1 − o(1) (see Appendix A
of [4]). Combined with the previous paragraph, we have shown that there is an n-vertex tournament T
which satisfies P∗2 (H) but not P1. Thus H cannot be locally forcing.
For the rest of this section it will be more convenient to work with a rescaled and recentered counting
polynomial qH(x) := 2
(h2) × pH
(
1+x
2
)
. We now show several restrictions that the Tcliq-forcing condition
imposes on a tournament. The first one is that a Tcliq-forcing tournament should be almost regular.
Lemma 3.4. If H is a non-transitive h-vertex Tcliq-forcing tournament then∑
u∈V (H)
(
d+H(u)− d−H(u)
)2 ≤ h(h− 1). (5)
Proof. We start by determining the coefficient of x2 in qH . We claim it is equal to
1
6
×
( ∑
u∈V (H)
(
d+H(u)− d−H(u)
)2 − h(h− 1)).
Given e ∈ E(H) let Ie denote the function Ie : Sh → {−1, 1} with Ie(σ) = 1 if e ∈ Fσ,H and
Ie(σ) = −1 if e ∈ Bσ,H . Then we have
qH(x) = Eσ∼Sh
(
(1 + x)|Fσ,H |(1 − x)|Bσ,H |
)
= Eσ∼Sh
( ∏
e∈E(H)
(1 + Ie(σ)x)
)
. (6)
This implies that the coefficient of x2 in qH(x) is∑
{e,e′}∈(E(H)2 )
(
Eσ∼ShIe(σ)Ie′ (σ)
)
. (7)
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The contribution of each pair {e, e′} ∈ (E(H)2 ) to this sum is determined by how these edges meet. If
e ∩ e′ = ∅ then the contribution to the sum is 0. If e and e′ are both out-edges of a single vertex, say
e = −−→u1u2 and e′ = −−→u1u3, the contribution to the sum is 1/3. This is also true if e and e′ are both in-edges
of a single vertex. Lastly, if e is an out-edge of a vertex v and e′ is an in-edge then the contribution
to the sum is −1/3. By counting the non-zero contributions of pairs {e, e′} according to the vertex of
V (H) which intersect in, by (7) the coefficient of x2 in qH(x) is∑
u∈V (H)
(1
3
(
d+H(u)
2
)
+
1
3
(
d−H(u)
2
)
− 1
3
d+H(u)d
−
H(u)
)
=
∑
u∈V (H)
(d+H(u)− d−H(u))2
6
− h(h− 1)
6
.
as claimed.
Finally, if (5) fails, qH(ε) = 1 + aε
2 + O(ε4) with a > 0, where we used Lemma 3.2 (ii) to get
qH(0) = 1 and (iii) to get that qH is even. This implies that qH(ε) > 1 for sufficiently small ε > 0. As H
is not transitive, Lemma 3.2 (ii) gives qH(1) = 0, and so by the intermediate value theorem qH(ε) = 1
for some ε ∈ (0, 1). But this gives pH
(
1+ε
2
)
= 2−(
h
2) and so H is not Tcliq-forcing.
The following lemma shows that, in addition to being almost regular, any Tcliq-forcing H must be
strongly quasirandom.
Lemma 3.5. If H is a non-transitive h-vertex Tcliq-forcing tournament then for every ordering σ of H
|Fσ,H | = 1
2
(
h
2
)
± h3/2
√
log h.
Proof. Assume that there is an ordering σ such that f = |Fσ,H | ≥ h2/4+h3/2
√
log h. If we let b = |Bσ,H |
since f + b =
(
h
2
)
we get b ≤ h2/4− h3/2√log h and f − b ≥ 2h3/2√log h.
We will show that a single term of qH(x), (1+ x)
f(1− x)b > h! if we choose x = 34h−1/2
√
log h. This
shows that qH(x) > 1 and we can complete the argument as in the previous lemma. To show the above
inequality note that
(1 + x)f (1− x)b > e(x−x2)f+(−x−x2)b
> ex(f−b)−x
2h2/2
> eh log h = hh > h!
where in the first inequality we used 1 + t > et−t
2
for |t| ≤ 1/√3.
By a result of Spencer [33] it is known that for any tournament H there is an ordering of its vertices σ
for which |Fσ,H | = 12
(
h
2
)
+Ω(h3/2). So the above result is best possible up to the
√
log h factor. Fernandez
de la Vega [16] showed that for the random tournament H ∼ T (h, 1/2) w.h.p. there is no ordering with
|Fσ,H | > 12
(
h
2
)
+2h3/2. So it seems quite likely that the
√
log h term in the above lemma is not necessary.
In fact for a different definition of quasirandomness we do obtain a result which is best possible up to a
constant factor.
Lemma 3.6. If H is a non-transitive h-vertex Tcliq-forcing tournament then for any disjoint subsets
U,W ⊆ V (T ) we must have |e(U,W )| ≤ 12 |U ||W |+ 2h3/2.
Proof. Assume towards a contradiction that there are disjoint sets U,W ⊆ V (T ) for which |e(U,W )| >
1
2 |U ||W |+ 2h3/2. Using these sets we will find many orderings σ such that |Fσ,H | ≥ h2/4 + 2h3/2. Let
S = V (H) \ (U ∪W ). We will always place all vertices of U before all vertices of W in the orderings σ.
Also if e(S,U ∪W ) ≥ e(U ∪W,S) we place all the vertices of S before all vertices of U ∪W and behind
otherwise. Within the sets U,W, S we take the orderings which have more forward edges than backward
edges. Note that for any subset of T exactly one out of each of its orderings and its reverse has at least
half of the edges going forwards. Therefore, we get at least |U|!2 · |W |!2 · |S|!2 = h!8( h|U|,|W |,|S|) > h!/(8 · 3
h)
such orderings (where we used the trinomial expansion). Note that each such ordering σ of H has
|Fσ,H | ≥ 12
(
h
2
)
+ 2h3/2 since inside each set and between each pair of sets there are at least half of them
going forwards and there is a gain of at least 2h3/2 between U and W .
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Assume now σ is an ordering of H with f = |Fσ,H | ≥ h2/4 + 2h3/2. If we let b = |Bσ,H | similarly as
in the previous lemma we obtain that if we choose x = h−1/2 then
(1 + x)f (1− x)b > e(x−x2)f+(−x−x2)b
> ex(f−b)−x
2h2/2
> e7h/2 > 8 · 3h.
From the previous two paragraphs we get qH(x) > 1 and complete the proof as in Lemma 3.4.
Spencer showed in [33] that for some constant c > 0 in any tournament there are disjoint sets of
vertices U,W such that e(U,W ) ≥ 12 |U ||W | + cn3/2. So the above lemma is best possible up to the
constant factor.
Proof of Theorem 1.3. Combining Theorem 3.3 with Lemmas 3.4, 3.5 and 3.6 proves Theorem 1.3.
Lemmas 3.5 and 3.6 show that in order for H to be Tcliq-forcing it needs to be quasirandom in
2 different ways introduced by Chung and Graham in [6]. But it shows even more, namely that the
error term should not only be qualitatively small (as in the definition of quasirandom properties in the
introduction) but should in fact be close to their extremal value.
Since the previous two lemmas require H to be quasirandom and are both satisfied for the random
tournament T (h, 1/2) w.h.p. a natural guess would be that it should be Tcliq-forcing w.h.p.. This turns
out to be false, due to Lemma 3.4.
Proof of Corollary 1.4. Let H ∼ T (h, 1/2). We show that with positive probability ∑v∈V (H)(d+H(v) −
d−H(v)
)2
> h(h− 1) which will show the result by Lemma 3.4 through Theorem 3.3.
Let us set V (H) = [h] and define Iij = 1 if ij ∈ E(H) and Iij = −1 if ji ∈ E(H), so P(Iij = 1) =
P(Iij = −1) = 1/2. Note that Iij = −Iji and that otherwise indicators Iij are mutually independent.
We have ∑
i∈[h]
(d+H(i)− d−H(i)
)2
=
∑
i∈[i]
 ∑
j∈[h],j 6=i
Iij
2 = h(h− 1) + 2 ∑
i,j,k∈[h],j 6=k
IijIik.
Let X =
∑
i,j,k∈[h],j 6=k IijIik. Note that E(X) =
∑
i,j,k∈[h],j 6=k E(Iij)E(Iik) = 0 since each Iij is
independent of Iik when j 6= k and E(Iij) = 0. Our goal is to show P(X > 0) > c for some c > 0
independent of h. To do this we need to determine some higher moments of X . Note first that
E(X2) =
∑
i,j,k∈[h],j 6=k
∑
i′,j′,k′∈[h],j′ 6=k′
E(IijIikIi′j′Ii′k′ ) = h
(
h− 1
2
)
where we used the fact that unless i = i′, j = j′, k = k′ at least one of the sets {i, j}, {i, k}, {i′, j′}, {i′, k′}
is distinct from the others, so its indicator is independent of the others and its contribution vanishes.
It is not hard to estimate EX4 directly but it requires some case analysis. Instead note that if we
replace every occurrence of Iji with i < j with −Iij we get a degree 2 polynomial whose variables are
independent indicators. Thus, by a special case of Bonami-Beckner’s hypercontractive inequality (see
[28] for a simple proof) we have that E(X4) ≤ (9E(X2))2 = 81[E(X2)]2.
Now a simple lemma (see [2]) says that if a random variable Y has expectation 0, EY 2 > 0 and
EY 4/(EY 2)2 ≤ b then P(Y > 0) > 1/(24/3b). So in our case b = 81 and P(X > 0) ≥ 1/205.
4 Finding Tcliq-forcing tournaments
In the previous section we saw that in order for a tournament to be Tcliq-forcing it needs to be strongly
quasirandom. We have also seen that the random tournament is not regular enough to be Tcliq-forcing
w.h.p. It is natural to try to avoid this obstruction by trying next the random regular tournaments.
However, the probability space of random regular tournaments is not at all easy to work with so instead
we consider a modification of a different probability space on regular tournaments first introduced by
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Adler, Alon and Ross in [1] to study the maximum number of Hamilton paths in tournaments. Using it
we show that there are many Tcliq-forcing h-vertex tournaments for any large enough h.
To describe the construction, suppose that triangles ∆1, . . . ,∆L and edges e1, . . . , eF form a partition
P of the edge set of the complete graphKh. We now generate a random tournament on the vertex set [h]
as follows. Orient the edges of each ∆i as a cyclic triangle, each orientation appearing with probability
1/2 and then orient each ej uniformly at random as well, so that all the triangles and edges are oriented
independently. Write DP for the resulting distribution on the set of h-vertex tournaments.
Lemma 4.1. There exists c > 0 such that for h ≥ h0 and F ≤ ch2, the random tournament H ∼ DP
is Tcliq-forcing w.h.p..
Proof. Note that 3L + F =
(
h
2
)
so by taking c small enough we may assume L ≥ 10F , implying
h2/8 ≤ L ≤ h2/6.
To prove the lemma, we again work with qH(x), showing that with positive probability qH(x) 6= 1 for
all x ∈ [−1, 1] \ {0}. Note that in any ordering σ of the vertices of H , the triangle corresponding to ∆i
either has two forward edges or two backward edges. Let Ji,σ(H) = +1 if the first case and Ji,σ(H) = −1
in the second case. Similarly let JL+j,σ(H) = ±1 depending on whether edge ej is forwards or backwards.
We have
qH(x) = Eσ∼Sh
(
(1 + x)|Fσ,H |(1 − x)|Bσ,H |
)
= Eσ∼Sh
( ∏
i∈[L]
(1 + x)(1 − x)(1 + Ji,σ(H)x)
∏
i∈[L+1,L+F ]
(1 + Ji,σ(H)x)
)
= (1− x2)L × Eσ∼Sh
( ∏
i∈[L+F ]
(1 + Ji,σ(H)x)
)
= (1− x2)L × sH(x).
As qH(x) is an even polynomial, so is the (random) polynomial sH(x). Let sH(x) =
∑
ℓ∈[(L+F )/2] c2ℓx
2ℓ,
where {c2ℓ}ℓ∈[(L+F )/2] are random variables depending on H .
To complete the lemma it will suffice to prove that with high probability c2ℓ ≤
(
L
ℓ
)
for all ℓ ∈
[(L+ F )/2]. Indeed, then
sH(x) =
∑
ℓ∈[(L+F )/2]
c2ℓx
2ℓ ≤
∑
ℓ∈[(L+F )/2]
(
L
ℓ
)
x2ℓ ≤
∑
ℓ∈[L]
(
L
ℓ
)
x2ℓ = (1 + x2)L,
which gives qH(x) = (1 − x2)L × sH(x) ≤ (1 − x2)L × (1 + x2)L = (1 − x4)L < 1 for x ∈ [−1, 1] \ {0},
i.e. H is Tcliq-forcing. To obtain the required bound on c2ℓ, note that
c2ℓ =
∑
A∈([L+F ]2ℓ )
Eσ∼Sh
(∏
i∈A
Ji,σ(H)
)
. (8)
Notice that for any A ∈ ([L+F ]2ℓ ) if there is i ∈ A such that the triangle or edge corresponding to i is
vertex disjoint from all other objects indexed by A then Eσ∼Sh
(∏
i∈A Ji,σ(H)
)
= 0. Indeed, in this case
we can cancel the contribution of a permutation σ to the expectation with the permutation σ˜ obtained
from σ by reversing the orientation of ∆i or ei−L. Let A ⊆
(
[L+F ]
2ℓ
)
denote the sets not of this form, i.e.
if A ∈ A then every object indexed by A shares a vertex with another object indexed by A. We have
shown that
c2ℓ =
∑
A∈A
Eσ∼Sh
(∏
i∈A
Ji,σ(H)
)
. (9)
Note further that any A ∈ A must have a subset A′ ⊂ A with |A′| = ℓ such that object indexed by A
intersects an object intersects a vertex of an object indexed by A′. We can choose these A′ in
(
L+F
ℓ
)
many ways and they span at most 3ℓ vertices. This leaves us with at most 3ℓh options for each of the
remaining objects. In particular, we have shown that
|A| ≤
(
L+ F
ℓ
)
·
(
3ℓh
ℓ
)
. (10)
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Turning back to upper bounding c2ℓ note that (9) gives us
EH∼DP
(
c2ℓ
)2
= Eσ,σ′∼ShEH∼DP
(∑
A,B∈A
∏
i∈A
Ji,σ(H)
∏
j∈B
Jj,σ′ (H)
)
. (11)
The contribution given here by all pairs (A,A) in the inner sum is at most |A|. The contribution given
by the other pairs vanishes since if there is an i ∈ A \ B then Ji,σ(H) is independent from all Ji′,σ(H)
for i′ ∈ A \ {i} and all Jj,σ′(H) for j ∈ B so
Eσ,σ′∈Sh
(∏
i∈A
Ji,σ(H)
∏
j∈B
Jj,σ′ (H)
)
= Eσ∈Sh(Ji,σ) · Eσ,σ′∈Sh
 ∏
i′∈A\{i}
Ji′,σ(H)
∏
j∈B
Jj,σ′(H)
 = 0,
since Eσ∈Sh(Ji,σ) = 0. Thus Eσ∈Sh(c2ℓ)
2 ≤ |A| by (11). By Markov’s inequality the probability that
c2ℓ >
(
L
ℓ
)
is at most |A|/(Lℓ)2. For ℓ ≥ 2 logL we get
|A|/
(
L
ℓ
)2
<
(
L+ F
2ℓ
)
/
(
L
ℓ
)2
<
ℓ−1∏
i=0
(
L+ F − 2i
L− i
)2(
2ℓ
ℓ
)−1
≤
(
L+ F
L
)2ℓ
/
(
2ℓ
ℓ
)
≤ 2−ℓ ≤ 1
L2
(12)
where we used L ≥ F and in the second to last equality we took c small enough and ℓ ≥ ℓ0 since h ≥ h0.
When ℓ < 2 logL using (10)
|A|/
(
L
ℓ
)2
≤
(
L+ F
ℓ
)
·
(
3ℓh
ℓ
)
/
(
L
ℓ
)2
≤
(
3ℓh(L+ F )
(L− ℓ)2
)ℓ
≤ 16 logL√
L
.
Here we used L ≥ 10F and h2/8 ≤ L ≤ h2/6 and assumed h is large enough for 16 logL√
L
≤ 1. Summing
over all ℓ we have shown that c2ℓ ≤
(
L
ℓ
)
for all ℓ ∈ [L] with probability at least 1 − 2 logL · 16 logL√
L
+
L−2 logL
L2 = 1− o(1).
Remark: It is well-known (see [23]) that for any h ∈ N with h ≡ 1 or 3 mod 6 the complete graph
Kh on vertex set [h] admits a Steiner triple decomposition. That is, there is a partition P of Kh as
above for which F = 0. Note that in this case DP is always a regular tournament. So there is an infinite
family of Tcliq-forcing regular tournaments.
5 Tbip-forcing tournaments
In the previous section we have shown that there are many Tcliq-forcing tournaments. Our original
goal however was to study locally forcing tournaments and Theorem 3.3 only says that locally forcing
tournaments are necessarily Tcliq-forcing. While we believe this to be a sufficient condition, our argument
requires a weak additional assumption, which we will call Tbip-forcing. We show that being Tbip-forcing
and Tcliq-forcing is equivalent to being locally forcing, which allows us to show that many Tcliq-forcing
tournaments found in the previous section are in fact locally forcing. We now give the formal definition
of Tbip-forcing.
Definition. We define the a-th order degree counting polynomial of an h-vertex tournament by:
pH,a(x) :=
(
h
a
)−1
2−(
a
2)−(h−a2 )
∑
A∈(V (H)a )
xe(A,V \A)(1− x)e(V \A,A).
Definition. An h-vertex tournament is Tbip-forcing if there is no α ∈ (1/2, 1] such that pH,a(α) = 2−(
h
2)
for all 1 ≤ a ≤ h− 1 simultaneously.
We have seen that if H fails to be Tcliq-forcing then there is an α 6= 1/2 such that T (n, α) has the
same local count of H as the random tournament T (n, 1/2). In the following lemma we will see that H
not being Tbip-forcing means that there is an α 6= 1/2 such that T (n, n, α) does have the same count of
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H as T (n, n, 1/2) = T (2n, 1/2). In fact H not being Tbip-forcing is a seemingly much stronger restriction
on H in the sense that it means that there is an α > 1/2 such that for all 1 ≤ a ≤ h − 1, T (n, n, α)
has the correct count of H with a vertices embedded to the left and h − a to the right side for all a
simultaneously.
Lemma 5.1. Every locally forcing tournament is Tbip-forcing.
Proof. Suppose towards a contradiction that there is an α ∈ (1/2, 1] such that pH,a(α) = 2−(
h
2) for all
1 ≤ a ≤ h − 1. Now select T ∼ T (n, n, α) with bipartition (L,R). For a set U ⊂ L,W ⊂ R let XU,W
denote the random variable XU,W (T ) = N
∗
T (H ;U ∪W ). Probability that a fixed subset of size a of U
and a fixed subset of size h− a of W span an embedding of H with A ⊂ V (H) being embedded to the
left is 2−(
a
2)−(h−a2 )αe(A,V \A)(1− α)e(A,v\A). Summing over all possibilities we obtain
ET∼T (n,n,α)(XU,W ) =
h∑
a=0
(|U |)a(|W |)h−a ×
∑
A∈(V (H)a )
2−(
a
2)−(h−a2 )αe(A,V \A)(1− α)e(A,v\A)
= (|W |)h
(
h
a
)
2−(
h
2) +
h−1∑
a=1
(|U |)a(|W |)h−a ×
(
h
a
)
pH,a(α) + (|U |)h
(
h
a
)
2−(
h
2)
=
h∑
a=0
(
h
a
)
(|U |)a(|W |)h−a × 2−(
h
2)
= (|U |+ |W |)h × 2−(
h
2),
Where in the last equality we used the identity
∑h
a=0
(
b
a
)(
c
h−a
)
=
(
b+c
h
)
holding for any b, c.
The rest of the proof proceeds in the same way as the proof of Theorem 3.3 except that the number
of forwards edges of T (n, n, α) is (1/4 + α/2)
(
2n
2
)± o(n2) with probability 1− o(1).
This lemma together with Theorem 3.3 shows the ‘only if’ part of Theorem 1.6. We postpone the
proof of the ‘if’ part to the next section, showing first that there are many tournaments which are
Tbip-forcing, in addition to being Tcliq-forcing.
As already mentioned, we believe being Tbip-forcing is a very weak additional condition which might
be already implied by being Tcliq-forcing. It is even possible that all tournaments are Tbip-forcing.
We now give certain simple conditions that make a tournament Tbip-forcing. We say that an h-vertex
tournament H is nearly regular if |d+H(v) − d−H(v)| <
√
h/2 for all v ∈ V (H).
Lemma 5.2. Any nearly regular tournament is Tbip-forcing.
Proof. We are going to show that pH,1(x) + pH,h−1(x) < 2 · 2−(
h
2) for all x ∈ (1/2, 1]. It will be easier to
work with the following polynomials
qH,a(x) = 2
(h2) · pH,a
(
1 + x
2
)
=
(
h
a
)−1 ∑
A∈(V (H)a )
(1 + x)e(A,V \A)(1 − x)e(V \A,A).
So that
qH,1(x) + qH,h−1(x) =
1
h
∑
v∈V (H)
(1 + x)d
+(v)(1− x)d−(v) + (1 + x)d−(v)(1− x)d+(v)
=
1
h
∑
v∈V (H)
(1− x2)min(d+(v),d−(v))
(
(1 + x)|d
+(v)−d−(v)| + (1− x)|d−(v)−d+(v)|
)
≤ (1− x2)h/6
(
(1 + x)⌊
√
h/2⌋ + (1− x)⌊
√
h/2⌋)
Where we used that min(d+(v), d−(v)) ≥ (h − 1)/2−√h/2 ≥ h/6, when h ≥ 5 and that if h < 5 near
regularity implies regularity so (h− 1)/2 ≥ h/6. Note that since (√h/22ℓ ) ≤ (√h/2)2ℓ(2ℓ)! ≤ ( h6ℓ)ℓ ≤ (h/6ℓ )
(1 + x)⌊
√
h/2⌋ + (1 − x)⌊
√
h/2⌋ ≤ 2
√
h/4∑
ℓ=0
(√
h/2
2ℓ
)
x2ℓ ≤ 2
√
h/4∑
ℓ=0
(
h/6
ℓ
)
x2ℓ ≤ 2(1 + x2)h/6.
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Combining the above two inequalities we obtain qH,1(x) + qH,h−1(x) ≤ 2(1− x4)h/6 < 2 as desired.
Note that we know by Lemma 3.4 that any Tcliq-forcing tournament must be almost regular but the
restriction of the above lemma is slightly stronger. On the other hand our argument only uses a much
weaker property than the one given to us by the definition of being Tbip-forcing.
Remark: It is not hard to adapt our proof of Lemma 4.1 to show that the random tournament DP
is Tbip-forcing provided P consists of at most ch2 edges (and the remaining objects are triangles) for
sufficiently small c. So in some sense all our examples from the previous section are in fact locally
forcing.
To conclude the section we deduce Theorem 1.5, assuming the ‘if’ statement from Theorem 1.6 (which
will be proven in the next section).
Proof of Theorem 1.5. Let P be a partition of Kh consisting of triangles and edges with every vertex
incident to less than
√
h/2 of the edges in P . It is easy to see that such a partition exists for any large
enough h (for example by a result of Gustavsson [21]).
By Lemma 4.1 H ∼ DP is Tcliq-forcing w.h.p.. Furthermore, any H ∼ DP is nearly regular and so by
Lemma 5.2 it is Tbip-forcing. Putting these together, Theorem 1.6 shows that the tournament H ∼ DP
is w.h.p. locally forcing.
6 Proving local forcing
Before proceeding to the proof of the ‘if’ statement of Theorem 1.6 in subsection 6.2, we first recall some
results on regularity lemmas for directed graphs in the next subsection.
6.1 Regularity and counting lemmas for directed graphs
A directed graph D = (V,E) consists of a set V of vertices and a set of edges E ⊂ V × V . Clearly
any tournament is also a directed graph. Given disjoint sets A,B ⊂ V we write E(A,B) to denote the
collection of edges (a, b) ∈ E ∩ (A × B) and e(A,B) = |E(A,B)|. We will write d(A,B) to denote the
density of the pair (A,B), given by
d(A,B) =
|E(A,B)|
|A||B| .
Note that if T is a tournament then d(A,B) = 1 − d(B,A). Given disjoint sets X,Y ⊂ V we say that
(X,Y ) is an ε-regular pair if all X ′ ⊂ X and Y ′ ⊂ Y with |X ′| ≥ ε|X | and |Y ′| ≥ ε|Y | satisfy
|d(X ′, Y ′)− d(X,Y )| ≤ ε and |d(Y ′, X ′)− d(Y,X)| ≤ ε.
A partition of V = {V0, V1, . . . , VK} is said to be an ε-regular partition of D if:
(i) |V0| ≤ ε|V |,
(ii) |V1| = · · · = |VK |,
(iii) all but at most ε
(
K
2
)
of the pairs (Vi, Vj) with 1 ≤ i < j ≤ K are ε-regular.
The set V0 is called the exceptional set and the sets V1, . . . , VK are clusters. This partition is said to
refine a partition V = U1 ∪ · · · ∪ UL if for all k ∈ [K] we have Vk ⊂ Ul for some l ∈ [L].
The directed regularity lemma of Alon and Shapira from [3], which extends Szemere´di’s graph regu-
larity lemma [34], states the following:
Theorem 6.1. Given m,L ∈ N and ε > 0, there is M = M(m,L, ε) with the following property. Given
a directed graph D = (V,E) with |V | ≥ M and a partition V = U1 ∪ · · · ∪ UL there is an ε-regular
partition {V0, V1, . . . , VK} with m ≤ K ≤M , which refines U1 ∪ · · · ∪ UL.
Remark: While the theorem in [3] does not mention refinements, it follows easily from the proof.
A convenient structure associated with a regular partition {V0, V1, . . . , VK} is the reduced graph R,
which has vertex set {V1, . . . , VK} with the property that ViVj is an edge of R if (Vi, Vj) is an ε-regular
pair. Note that by definition R has at least (1− ε)(K2 ) edges.
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We will also require the following counting lemma.
Lemma 6.2. Let T = (V,E) be a tournament and V1, . . . , Vh be disjoint subsets of V . Suppose that for
each 1 ≤ i < j ≤ h the pair (Vi, Vj) is ε-regular with density dij , with dji = 1 − dij . Then given an
h-vertex tournament H with V (H) = {u1, . . . , uh}, the number of copies of H in V , with ui sent to Vi
for all i ∈ [h] is ( ∏
−−→uiuj∈E(H)
dij ± Chε
) ∏
l∈[h]
|Vl|.
Proof. By deleting directed edges of T which are not of the form −−→vivj with vi ∈ Vi, vj ∈ Vj and−−→uiuj ∈ E(H) and ignoring the directions of the remaining edges, this follows immediately from the usual
graph counting lemma; see [30].
An embedding φ of a h-vertex tournament H into a tournament T is said to be partite with re-
spect to the disjoint sets U1, . . . , Uh ⊂ V (T ) if each set Ui receives one vertex of the embedding. Let
EmbT (H ;U1, . . . , Uh) denote the set of all such φ and let N
∗
T (H ;U1, . . . , Uh) = |EmbT (H ;U1, . . . , Uh)|.
The following proposition gives a ‘partite version’ of property P∗2 (H).
Proposition 6.3. Let H be an h-vertex tournament. Suppose that T is an n-vertex tournament with
N∗T (H ;U) = ρ|U |h ± C for all U ⊂ V (T ). Then N∗T (H ;U1, . . . , Uh) = h!ρ
∏
i∈[h] |Ui| ± 2hC for all
disjoint sets U1, . . . , Uh ⊂ V (T ).
Proof. By the inclusion-exclusion principle we have
N∗T (H ;U1, . . . , Uh) =
h∑
r=1
(−1)h−r
( ∑
I∈([h]r )
N∗T (H ;
⋃
i∈I
Ui)
)
.
Using N∗T (H ;
⋃
i∈I Ui) = ρ
(∑
i∈I |Ui|
)h ± C for all I ⊂ [h] gives
N∗T (H ;U1, . . . , Uh) = ρ×
( h∑
r=1
(−1)h−r
( ∑
I∈([h]r )
(∑
i∈I
|Ui|
)h))± 2hC = ρ× (h! ∏
i∈[h]
|Ui|
)± 2hC.
The final equality holds as the summed term in the penultimate equation can be viewed as counting,
using inclusion-exclusion, the maps g : [h] → ⋃i∈[h] Ui sending each i ∈ [h] to distinct Uj . Indeed
there are h!
∏
i∈[h] |Ui| such g which intersect each of the h sets Ui and for each 1 ≤ r ≤ h there are∑
I∈([h]r )
(∑
i∈I |Ui|
)h
such maps which intersect at most r of the Ui’s.
6.2 Tcliq-forcing and Tbip-forcing imply local forcing
Before proceeding to the main result of this section, we note a simple consequence of Ramsey’s theorem.
Lemma 6.4. Given α > 0 and k, ℓ ∈ N there is γ = γ(k, ℓ, α) > 0 and n0 = n0(k, ℓ, α) ∈ N with the
following property. Suppose that G is an n-vertex graph with n ≥ n0 and at least (1− γ)
(
n
2
)
edges. Then
in any k-colouring of E(G) there are vertex disjoint sets U1, . . . , UM ⊂ V (G) so that:
(i) G[Um] is a monochromatic clique of order ℓ for all m ∈ [M ];
(ii) |V (G) \ ( ∪m∈[M ] Um)| ≤ αn.
Proof. Set R := Rk(ℓ), the k-colour Ramsey number of an ℓ-vertex clique. Also set γ = α
2/2R and
n0 = ⌈2R/α⌉. Suppose we are given a k-colouring of E(G) as in the statement. To prove the lemma it
suffices to show that every W ⊂ V (G) with |W | ≥ αn contains a set U ⊂ W with |U | = ℓ so that G[U ]
is a monochromatic clique. Indeed, using this property we can then greedily find sets U1, . . . , UM as in
the lemma.
To see that this holds, first note that since |W | ≥ αn ≥ 2R and |W |2 ≥ α2n2 = 2γRn2, we have
e(G[W ]) ≥
(|W |
2
)
− γ
(
n
2
)
>
(
1− 1
R
) |W |2
2
+
( |W |2
2R
− |W |
2
− γn
2
2
)
≥
(
1− 1
R
) |W |2
2
.
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By Tura´n’s theorem there is W ′ ⊂ W such that |W ′| = R and G[W ′] is complete. As G[W ] is k-
coloured, from Ramsey’s theorem and the definition of R, there is U ⊂ W ′ with |U | = ℓ and G[U ] is
monochromatic. This completes the proof.
We now turn to the proof of the if part of Theorem 1.6.
Theorem 6.5. Any Tcliq-forcing and Tbip-forcing tournament is locally forcing.
Proof. Let H be a Tcliq-forcing and Tbip-forcing tournament with |H | = h. We are required to show
that given θ > 0 there is δ > 0 and n0 such that the following holds. Suppose that T is an n-vertex
tournament with n ≥ n0 which satisfies
N∗T (H ;U) = 2
−(h2)|U |h ± δnh (13)
for all U ⊂ V (T ). Then any ordering of V (T ) has at most 12
(
n
2
)
+ θn2 forward edges.
Let us now give a sketch of the proof before delving into the details. Let v1, . . . , vn be an ordering of
V (T ). We begin by splitting the vertices into consecutive sets Uℓ of almost equal size. Then we apply
the regularity lemma (Theorem 6.1) to refine this partition. Taking the reduced graph we define Rℓ
to be its subgraph consisting of clusters contained in Uℓ. We colour all edges of Rℓ which join clusters
with density between them belonging to the same small interval in the colour indexed by this interval.
If we split [0, 1] into finitely many such intervals we obtain a colouring of Rℓ to which we can apply
Lemma 6.4 to group most of the clusters inside each Rℓ into monochromatic cliques. We now show that
all edges inside these cliques must have density close to 1/2. To see this assume the opposite, so that
there is a clique C with all edges having density bounded away from 1/2. Now using Lemma 6.2 and H
being Tcliq-forcing we conclude that there are too few copies of H between the clusters of C, compared
to what is guaranteed by Proposition 6.3, which holds by (13).
We then proceed to upper bound the number of forwards edges of T . The main contribution comes
from edges between ε-regular pairs of clusters between different Uℓ’s. To bound this number for a pair
of cliques belonging to different Uℓ’s and a fixed d > 1/2 + θ we build an auxiliary bipartite graph
with clusters of the two cliques making the sides of the bipartition and making an edge for any pair of
ε-regular clusters which have density roughly d in the forwards direction. We show that this auxiliary
graph can not contain Ka,h−a for some a, as otherwise by using a similar argument as before we get h
clusters between which we have a wrong count of the copies of H using the fact H is Tbip-forcing. By
grouping densities and applying the above reasoning for each group we show that there are few forwards
edges between the two cliques. Trivially bounding the remaining contributions we show that there are
fewer forwards edges than required, completing the proof.
Before beginning we will fix a number of parameters to be used in the proof. Let ξ = ξ(H, θ) be the
minimum of the continuous function f(x) = maxa∈[h−1](|2(
h
2)pH,a(x) − 1|) on the interval [1/2 + θ, 1].
Note that since H is Tbip-forcing we have f(x) > 0 for each x in this range so since f is continuous we
get ξ > 0. Set η = ξ2−(
h
2)−2h−2. Since H is Tcliq-forcing and pH(x) is continuous there is ζ ∈ (0, η)
with the property that if x ∈ [0, 1] and pH(x) ≥ 2−(
h
2) − ζ then x = (1 ± η)/2. Take α = θ/64,
m = max(⌈4h2/ζ⌉, ⌈2/η⌉), L = ⌈16θ−1⌉ and N1 = ⌈(2(θη)−1h)h⌉. Also set mmin = 4Ln0(m,N1, γ) and
γ = γ(m,N1, α) as in Lemma 6.4. With Ch as in Lemma 6.2, take ε > 0 so that
ε = min
( 1
4L
,
γ
8L2
,
ζ
4Ch
,
θ3
32
)
.
Lastly, set n0 = M = max(M(mmin, L, ε), 8L) as in Theorem 6.1 and δ = ζ(4M)
−h/2.
To begin the proof set Uℓ = {vi ∈ V (T ) : i ∈ [(ℓ − 1)n/L, ℓn/L)} for all ℓ ∈ [L]. Note that
|Uℓ| ≥ n/L− 2. Provided n ≥ n0, we may apply the Theorem 6.1 to T to obtain an ε-regular partition
{Vk}k∈[K] ∪ {V0} refining {Uℓ}ℓ∈[L], with mmin ≤ K ≤ M . Let R denote the reduced graph of this
partition and Rℓ denote the subgraph of R consisting of the clusters contained in Uℓ. Setting Wℓ = |Rℓ|,
we have Wℓ ≥ K2L for all ℓ ∈ [L]. Indeed, since |Vk| = |Vk′ | for all k, k′ ∈ [K] we have
n ≥
∑
k∈[K]
|Vk| = K
Wℓ
∑
Vk∈V (Rℓ)
|Vk| ≥ K
Wℓ
(
|Uℓ| − |V0|
)
≥ K
Wℓ
× n
2L
,
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using |Uℓ| − |V0| ≥ (n/L− 2)− εn ≥ n2L . Rearranging, we find Wℓ ≥ K2L for all ℓ ∈ [L].
Claim: Each Rℓ contains a collection of vertex disjoint cliques Cℓ with the following properties:
(i) Each clique C ∈ Cℓ has order N1,
(ii) |Rℓ \ (∪C∈CℓC)| ≤ αWℓ,
(iii) d(Vk, Vk′) = (1/2± η)|Vk||Vk′ | for each edge VkVk′ in a clique C ∈ Cℓ.
To prove the claim, colour the edges of Rℓ with m colours, where each pair VkVk′ with k < k′ gets
color j ∈ [m − 1] if d(Vk, Vk′) ∈ j/m ± 1/m (ties broken arbitrarily). The graph Rℓ contains at least(
Wℓ
2
)−ε(K2 ) > (1−γ)(Wℓ2 ) edges, sinceWℓ ≥ K2L , γ8L2 ≥ ε and K ≥ mmin ≥ 4L. Therefore, from Lemma
6.4, since |Rℓ| ≥ K2L ≥ mmin2L ≥ n0(m,N1, α), the graph Rℓ contains a collection Cℓ of vertex disjoint
monochromatic cliques which satisfy parts (i) and (ii) from the claim.
It remains to show that part (iii) holds. Let C ∈ Cℓ be monochromatic with colour j and Vk1 , . . . , Vkh ∈
C with k1 < ... < kh. As each pair (Vk, Vk′ ) in C is ε-regular with d(Vki , Vki′ ) = (j ± 1)/m, by Lemma
6.2 we have
N∗T (H ;Vk1 , Vk2 , . . . , Vkh) =
∑
σ∈Sh
((j ± 1
m
)|Fσ,H |(m− j ± 1
m
)|Bσ,H | ± Chε) ∏
i∈[h]
|Vki |
= h!
(
pH(j/m)± (Chε+ h2m−1)
) ∏
i∈[h]
|Vki |
= h!
(
pH(j/m)± ζ/2
) ∏
i∈[h]
|Vki |.
In the second equality here we used repeatedly the fact that for any x, y, t ∈ [0, 1] such that x + t ≤ 1
we have (x + t)(y + t) ≤ (x + t)y + t ≤ xy + 2t. On the other hand, from (13) and Proposition 6.3 we
also have
N∗T (H ;Vk1 , Vk2 , . . . , Vkh ) = h!2
−(h2)
∏
i∈[h]
|Vki | ± 2hδnh = h!
(
2−(
h
2) ± ζ/2) ∏
i∈[h]
|Vki |. (14)
Here we have used that all clusters Vk satisfy |Vk| ≥ (n − |V0|)/K ≥ n/2M and δ(4M)h = ζ/2.
Combined, these bounds give pH(j/m) = 2
−(h2) ± ζ. By our choice of ζ this forces j/m = (1± η)/2 and
so d(Vk, Vk′) = (1 ± η)/2 ±m−1 = 1/2± η for any pair VkVk′ contained in a clique C ∈ Cℓ giving (iii).
This completes the proof of the claim.
We can now proceed to prove an upper bound on the number of forward edges of T . To do this, first
fix 1 ≤ ℓ < ℓ′ ≤ L and C ∈ Cℓ and C′ ∈ Cℓ′ . We will prove that∑
Vk∈C,Vk′∈C′:
(Vk,Vk′) ε−reg
|E(Vk, Vk′)| ≤
(1
2
+
3θ
2
)∣∣∣ ⋃
Vk∈C
Vk
∣∣∣∣∣∣ ⋃
Vk′∈C′
Vk
∣∣∣. (15)
To see this fix some d > 1/2 + θ and consider the auxilliary bipartite graph G with vertex set on one
side being C and on the other side C′. We put an edge between clusters Vk ∈ C and Vk′ ∈ C′ if the pair
(Vk, Vk′) is ε-regular and has density d(Vk, Vk′ ) = d± η. Let a be such that |2(
h
2)pH,a(d)− 1| ≥ ξ, which
exists since d > 1/2+ θ. Our goal is to show that G is Ka,h−a-free, which by Ko˝va´ri-So´s-Tura´n theorem
is going to tell us that G is sparse, allowing us to bound the number of forwards edges of T between C
and C′.
To see this assume towards a contradiction that G contains a Ka,h−a. Let Vk1 , . . . , Vka make
one side and Vka+1 , . . . , Vkh the other of this Ka,h−a. By part (iii) of the claim, all pairs (Vki , Vki′ )
are ε-regular with d(Vki , Vki′ ) = 1/2 ± η for distinct i, i′ ∈ [a] or distinct i, i′ ∈ [a + 1, h]. Any
φ ∈ EmbT (H ;Vk1 , . . . , Vkh) embeds
(
a
2
)
+
(
h−a
2
)
edges of H into pairs with density 1/2 ± η. If A :=
φ−1({Vk1 , . . . , Vka}) then e(A, V \ A) edges of H get embedded into pairs with density d ± η, and
16
e(V \A,A) edges into pairs with density 1− d± η. So Lemma 6.2 gives
N∗T (H ;Vk1 , . . . , Vkh)∏
i∈[h] |Vki |
= a!(h− a)!
∑
A∈(V (H)a )
((
1
2
± η
)(a2)+(h−a2 )
(d± η)e(A,V \A)(1− d± η)e(V \A,A) ± Chε
)
= h!
(
h
a
)−1 ∑
A∈(V (H)a )
(
2−(
a
2)−(
h−a
2 )de(A,V \A)(1− d)e(V \A,A) ± (h2η + Chε)
)
= h!(pH,a(d)± (h
2
η +Chε)). (16)
As (h2η + Chε) + ζ ≤ h2η + 2ζ ≤ 3h2η < ξ2−(
h
2) this gives∣∣∣∣∣N∗T (H ;Vk1 , . . . , Vkh)∏i∈[h] |Vki |h! − 2−(h2)
∣∣∣∣∣ ≥ ζ,
which contradicts (14). Thus, there is no Ka,h−a in G. The Ko˝va´ri-So´s-Tura´n theorem (see [15]) now
tells us that G has at most hN
2−1/h
1 edges (recall that |C| = |C′| = N1.) Since d was arbitrary (provided
it is bigger than 1/2 + θ) by splitting the interval [1/2 + θ, 1] into at most η−1 subintervals of width at
least 2η and building a graph as above for each of these subintervals with d being equal to the center of
the interval we obtain that there are at most η−1hN2−1/h1 pairs Vk ∈ C, Vk′ ∈ C′ such that (Vk, Vk′ ) is
ε-regular and d(Vk, Vk′) > 1/2 + θ. As |C| = N1 ≥ (2(ηθ)−1h)h this gives∑
Vk∈C,Vk′∈C′:
(Vk,Vk′) ε−reg
|E(Vk, Vk′ )| ≤
(1
2
+θ+η−1hN−1/h1
)∣∣∣ ⋃
Vk∈C
Vk
∣∣∣∣∣∣ ⋃
Vk′∈C′
Vk′
∣∣∣ ≤ (1
2
+
3θ
2
)∣∣∣ ⋃
Vk∈C
Vk
∣∣∣∣∣∣ ⋃
Vk′∈C′
Vk′
∣∣∣
i.e. (15) holds.
We can now complete the proof, upper bounding the number of forward edges of T . The ε-regular
pairs (Vk, Vk′ ) with Vk ∈ C ∈ Cℓ and Vk′ ∈ C′ ∈ Cℓ′ for some ℓ < ℓ′ contribute at most
(
1/2 + 3θ/2
)(
n
2
)
forward edges to T by (15). The remaining forward edges either (a) lie entirely in some set Uℓ, (b)
contain a vertex from cluster Vk /∈
⋃
ℓ
⋃
C∈Cℓ C, (c) contain a vertex in V0, or (d) lie between pairs
(Vk, Vk′) which are not ε-regular. The number of such edges is at most∑
ℓ∈[L]
(|Uℓ|
2
)
+
∑
ℓ∈[L]
|Rℓ \ (∪C∈CℓC)|
(
n2
K
)
+ |V0|n+ε
(
K
2
)(
n
K
)2
≤
(
1
2L
+ 2α+ 3ε+ ε
)(
n
2
)
≤ θ
2
(
n
2
)
.
Here we have used that |Rℓ \ (∪C∈CℓC)| ≤ αWℓ ≤ 2αK/L by part (ii) of the claim, that L ≥ 16/θ,
64α = θ and 16ε ≤ θ. Combined, these estimates show that T has at most 12
(
n
2
)
+ θn2 forward edges, as
required.
7 Concluding remarks and open problems
We have shown that a large tournament H is forcing if and only if H is transitive. Our main focus was
on the stronger property of being locally forcing. We proved that while many tournaments do not satisfy
this property (Lemma 3.2) it does hold for many tournaments which we draw from a certain random
distribution on nearly regular tournaments. The most natural model of random regular tournaments is
to take a uniform distribution over all regular tournaments. We believe that in fact this also gives w.h.p.
a Tcliq-forcing and hence (by Lemma 5.2 and Theorem 1.6) a locally forcing tournament.
Another result in this paper shows that a tournament is locally forcing if and only if it is Tcliq-forcing
and Tbip-forcing. This in some sense says that in order to check whether a tournament H is locally
forcing one only needs to check whether models T (n, α) or T (n, n, α) can have the same local counts of
H as T (n, 1/2) for some α 6= 1/2.
We actually believe that the Tbip-forcing assumption may be dropped entirely in Theorem 1.6 either
because it is implied by Tcliq-forcing or because it is satisfied by every tournament. In other words it
would be interesting to determine if every Tcliq-forcing tournament is locally forcing. We reduced this
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question to the following problem about degree counting polynomials. Does there exist an h-vertex
tournament H such that the rescaled and recentered a-th order degree counting polynomials defined as
qH,a(x) :=
(
h
a
)−1 ∑
A∈(V (H)a )
(1 + x)e(A,V \A)(1− x)e(V \A,A) − 1
have a common root in (0, 1], for all 1 ≤ a ≤ h− 1. We note that in a certain sense this is the correct
tournament analogue of the Simonovits-So´s conjecture from the induced graph case, discussed in the
introduction.
Our arguments rely on the regularity lemma. It is possible that one can find a nice class of tour-
naments for which one can show the locally forcing property directly, avoiding the use of the reg-
ularity lemma. For example, the tournament Tr3 is not globally forcing but is locally forcing and
this is not hard to see directly. Indeed, any tournament T has at most 12
∑
v∈T
((
d+(v)
2
)
+
(
d−(v)
2
))
=
1
4
∑
v∈T
1
2
(
(d+(v) + d−(v))2 + (d+(v)− d−(v))2)− (n− 1) = 18n3(1 + o(1)) + 18∑v∈T (d+(v)− d−(v))2
copies of Tr3. So in order for the local counts to match that of the random tournament, by Cauchy-
Schwarz, we must have n−1
(∑
v∈U |d+T [U ](v)−d−T [U ](v)|
)2 ≤∑v∈U (d+T [U ](v)−d−T [U ](v))2 = o(n3) for any
U ⊆ V (T ). This gives condition P5 from Chung and Graham [6] and implies T must be quasirandom.
Thus Tr3 is locally forcing. Since any three vertices of a tournament either induce Tr3 or C3, if any
subset of V (T ) has the correct count of Tr3 then it has the correct count of C3 as well. Thus C3 is also
locally forcing.
We note that deciding whether a fixed tournament is Tcliq-forcing is a matter of counting how many
zeros of the counting polynomial (minus a constant) one can find in the interval [1/2, 1]. Since counting
polynomial is of degree at most
(
h
2
)
this can be done by Sturm’s algorithm in polynomial time. Deciding
whether a fixed tournament is Tbip-forcing can be done in a similar fashion, we first find the greatest
common divisor of our degree counting polynomials and then find the number of roots of this greatest
common divisor in [1/2, 1]. While all of this can be done in polynomial time it is not clear how to
compute the coefficients of our polynomials in polynomial time since they are defined in terms of vertex
orderings of which there are h! or subsets, in which case there are potentially as many as
(
h
h/2
)
. It could
be interesting to determine if these terms could be calculated in polynomial time, as this would give a
polynomial time algorithm for deciding whether a given tournament is locally forcing or not.
Finally, it was brought to our attention that Fox, Himwich and Mani [17] independently studied
related problems in general directed graphs including certain forcing problems in this setting.
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