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ABSTRACT
This thesis examines three decomposition techniques and their usability for economic
and financial time series. The stock index DAX30 and the exchange rate from British
pound to US dollar are used as representative economic time series. Additionally,
autoregressive and conditional heteroscedastic simulations are analysed as benchmark
processes to the real data.
Discrete wavelet transform (DWT) uses wavelike functions to adapt the behaviour
of time series on different time scales. The second method is the singular spectral
analysis (SSA), which is applied to extract influential reconstructed modes. As a third
algorithm, empirical mode decomposition (END) leads to intrinsic mode functions, who
reflect the short and long term fluctuations of the time series. Some problems arise in
the decomposition process, such as bleeding at the DWT method or mode mixing of
multiple EMD mode functions.
Conclusions to evaluate the predictability of the time series are drawn based on
entropy - and recurrence - analysis. The cyclic behaviour of the decompositions is
examined via the coefficient of variation, based on the instantaneous frequency.
The results show rising predictability, especially on higher decomposition levels. The
instantaneous frequency measure leads to low values for regular oscillatory cycles, ir-
regular behaviour results in a high variation coefficient. The singular spectral analysis
show frequency - stable cycles in the reconstructed modes, but represents the influ-
ences of the original time series worse than the other two methods, which show on
the contrary very little frequency - stability in the extracted details.
Keywords: Discrete Wavelet Transformation (DWT), Singular Spectrum Analysis (SSA),
Empirical Mode Decomposition (EMD), Entropy, Predictability, Recurrence Quantifica-
tion Analysis (RQA), Frequency Analysis, Time Series Analysis
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1. EINLEITUNG
1.1. MOTIVATION ZUR AUFGABENSTELLUNG
“Zeitreihen kommen in allen Teilgebieten der Ökonomie vor, ins-
besondere aber in der Finanzmarktökonomie und der Makroökono-
mie. Die Wirtschaftsseiten der Zeitungen sind voll von Zeitreihen.” K.
Neusser, 2009 [1, S. 3]
In unserer heutigen Gesellschaft der industrialisierten und hochentwickelten Staa-
ten kommt man an der Analyse und Interpretation von wirtschaftlichen und finanzöko-
nomischen Kennzahlen nicht vorbei, selbst wenn der ausgeübte Beruf des Einzelnen
weit davon entfernt ist, und man persönlich ein eher distanziertes Verhältnis zum Wirt-
schaftsgeschehen hat. Die 2007 einsetzende Finanzmarktkrise sowie die europäische
Belastungsprobe im Umgang mit einer industriellen Agglomeration sowie einheitlichen
Währung sind insbesondere in Deutschland aktuelle Beispiele, welche durch Presse
und Nachrichten im letzten Jahrzehnt regelmäßig thematisiert wurden.
Das Forschungsgebiet der Ökonometrie verfügt bereits über eine Vielzahl sehr aus-
gereifter Methoden zur Beschreibung und Modellierung wirtschaftlicher Zeitreihen,
welche getrieben vom wachsenden Informationsbedarf der Realwirtschaft stetig er-
weitert werden. Ein wachsender Prozess der Verflechtung vormals getrennter Wissen-
schaftszweige1 motiviert insbesondere in der medial krisengeschüttelten Wirtschafts-
forschung zur Erweiterung der ökonometrischen Verfahren, um auch zukünftigen Ent-
wicklungen und Anforderungen gerecht werden zu können.
In den letzten Jahrzehnten wurden zunehmend Verfahren zur Beschreibung und Ana-
lyse komplexer Systeme weiterentwickelt, welche sich heute bereits einem breiten
Spektrum an Anwendern und Wissenschaftlern verschiedenster Forschungsdisziplinen
erfreuen. Diese Arbeit stellt sich daher das Ziel, einen Blick über den Tellerrand der klas-
1Dieser Prozess wird auch von der Technischen Universität Dresden zunehmend stärker gefördert, wie
anhand der eingeführten Open-Topic-Professuren erkennbar ist. [2]
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1.2. Problemstellung
sischen Ökonometrie zu werfen, um mittels moderner Techniken der Zeitreihenanaly-
se wirtschaftswissenschaftliche Zeitreihen auf unterschiedlichen zeitlichen Skalen zu
untersuchen. Ergänzt wird dieses Vorgehen durch eine Auswahl nichtlinearer Charak-
teristika, welche die Zyklen sowie die Komplexität an Einflüssen quantifizieren sollen,
die in einer ökonomischen Zeitreihe vorherrschen.
1.2. PROBLEMSTELLUNG
Im Fokus der Arbeit steht die Zerlegung wirtschaftwissenschaftlicher Beobachtungen,
welche besonders nichtlineare sowie nichtstationäre hochfrequente Zeitreihen über
einen langen Zeitraum in charakteristische Zeitskalen aufspalten soll. Dabei spiegeln
die Zerlegungsgrade sowohl langfristige Entwicklungen auf niederfrequenten Zeitska-
len, als auch kurzzeitige und somit hochfrequente Betrachtungszeiträume wieder. Die
Zerlegung soll ermöglichen, dass insbesondere in einer Zeitreihe vorhandene dahinter-
liegende Zyklen und Wirtschaftskreisläufe aufgezeigt werden. Dies wird durch die Filte-
rung von kurzzeitigen Schwankungen erreicht, welche bevorzugt auf kleinen Zeitskalen
auftreten. Dabei liegt der Fokus vor allem auf Zerlegungen, welche Zyklen gleicher Zeit-
räume (gleicher Frequenz) und gleicher Einflussstärke (Amplitude der Schwingungen)
aufweisen. Die Untersuchung soll in dieser Arbeit die hier angewandten Methoden auf
ihren Umgang mit wirtschaftswissenschaftlichen Zeitreihen testen, sowie gegebenen-
falls Probleme und Voraussetzungen aufzeigen.
Eine besondere Herausforderung stellen zusätzlich enthaltene Strukturbrüche dar,
die den Charakter einer Zeitreihe entscheidend beeinflussen. Der Umgang der ver-
schiedenen Zerlegungsmethoden mit starken kurzzeitigen Auf- und Abschwüngen wird
untersucht, und über Kennzahlen zur Beurteilung der Frequenzstabilität ausgewertet.
Ein Untersuchungsschwerpunkt besteht im Anschluss an die Zerlegung in der Über-
prüfung der Vorhersagbarkeit der erhaltenen Details bzw. Moden auf den verschiede-
nen zeitlichen Skalen. Die Untersuchung erfolgt mittels geeigneter nichtlinearer Cha-
rakteristika, welche bereits in vielen Disziplinen der Wissenschaft Anwendung finden.
Es ist dabei von Interesse, ob die zerlegten Zeitreihen eine bessere Vorhersagbarkeit
auf den jeweiligen charakteristischen Zeitskalen aufweisen, als die originale Zeitreihe.
Dies öffnet den Raum für Vorhersagen, basierend auf zerlegten Zeitreihen, welche
eine parallele Ergänzung oder gegebenenfalls sogar eine Verbesserung der bisher ver-
breiteten ökonometrischen Methoden darstellen kann. Doch neben modellgestützten
Vorhersagen bietet die Vorhersagbarkeit auch ein günstiges Maß zur Beurteilung der
verschiedenartigen Einflüsse und der Komplexität, welche in den untersuchten Zeitrei-
hen vorliegen.
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1.3. Organisation der Arbeit
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Abbildung 1.1.: Darstellung der Vorgehensweise bei dieser Arbeit
1.3. ORGANISATION DER ARBEIT
Das Vorgehen bei der Untersuchung ist in Abbildung 1.1 schematisch dargestellt. Zu
Beginn erfolgt die Auswahl geeigneter hochfrequenter ökonomischer Zeitreihen (Ka-
pitel 2.1). Anschließend werden vergleichende Referenz-Zeitreihen simuliert. In der
Simulationsstudie werden autoregressive Prozesse in Kapitel 2.2, sowie generalisierte
autoregressive und bedingt heteroskedastische Prozesse in Kapitel 2.3 betrachtet. Die
Parameter beider Prozesse werden auf Grundlage der ausgewählten Finanzmarkt-Zeit-
reihen geschätzt und anschließend für die Simulation verwendet. Es werden alle Zeit-
reihen in geeignete Muster zerlegt, welche verschiedene charakteristische Zeitskalen
abbilden. Die Zerlegung der Zeitreihen erfolgt mit drei Methoden der Zeitreihenanaly-
se, der diskreten eindimensionalen Wavelet Transformation (Kapitel 3.1), der Singulär-
systemanalyse (Kapitel 3.2) sowie der empirischen Modenzerlegung (Kapitel 3.3). Die
damit erhaltenen herausgefilterten Residuen (Details der Zerlegung) werden anschlie-
ßend mittels nichtlinearer Kennzahlen bewertet. In Kapitel 4.1 wird dabei die kurzzei-
tige Vorhersagbarkeit aufgrund von Entropien untersucht, nachdem die Zeitreihe zur
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besseren Interpretierbarkeit auf drei Werte diskretisiert wird. Als zusätzliches Maß der
Vorhersagbarkeit werden mittels Rekurrenzanalyse die Zusammenhänge innerhalb der
Zeitreihe in Kapitel 4.2 betrachtet. Einen weiteren Untersuchungsschwerpunkt stellt
die Frequenzstabilität der Zerlegungen dar, welche Kapitel 4.3 näher beschreibt.
Im Kapitel 5 wird die Durchführung der Methoden und die Bewertung der Charak-
teristika anhand der gewählten Zeitreihe analysiert. Die Ergebnisse sowie deren Inter-
pretation werden sowohl visuell als auch über die Kennzahlen ausgewertet. Kapitel 6
beleuchtet die Schlussfolgerungen, welche mit Bezug zur Aufgabenstellung auf Grund-
lage der ausgewählten Daten für ökonomische Zeitreihen gezogen werden können.
Die Analyse der ökonomischen Zeitreihen wird mit dem Programm Matlab vorge-
nommen[3].2 Bei der Zerlegung über Techniken der Zeitreihenanalyse wird auf bereits
implementierte Funktionen anderer Autoren sowie die Wavelet Toolbox in Matlab zu-
rückgegriffen. Die Untersuchung der Charakteristika wird mit eigens erstellten Funktio-
nen vorgenommen.3
2Diese Arbeit verwendet die Matlab Version R2013a, Ergebnisse wurden ebenfalls in der Version
R2015a getestet.
3Die erstellten Matlab Funktionen sind von verschiedenen Papern und teils fremden Matlab-Funktionen
inspiriert. Quellen sind entsprechend im Funktions-Code sowie in dieser Arbeit gekennzeichnet.
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2. DATENGRUNDLAGE
2.1. AUSWAHL UND BESONDERHEITEN ÖKONOMISCHER
ZEITREIHEN
Wirtschaftswissenschaftliche Kennzahlen und Vorgänge werden über lange Zeiträume
dokumentiert und von diversen Faktoren sowie sich wiederholenden Zyklen beein-
flusst. Zinsentwicklungen, Wechsel- und Aktienkurse sowie Finanzmarktindizes, ma-
kroökonomische Kennzahlen, aber auch brancheninterne Zeitreihen wie zum Beispiel
verkehrswirtschaftliche Preis- und Mengenentwicklungen zählen zu ökonomischen Zeit-
reihen. Klaus Freitag [4, S. 27] definiert eine Zeitreihe als Dokumentation von Infor-
mationen einer zu untersuchenden Variablen über mehrere Zeitpunkte hinweg. Die
Entwicklung wird häufig in Zeiträumen von Tagen, Monaten, Quartalen sowie Jahren
beobachtet und in diskreten Datenwerten dokumentiert. Ökonomische Zeitreihen neh-
men innerhalb der Zeitreihenanalyse aufgrund ihrer Eigenschaften einen gesonderten
Stellenwert ein.
Die möglichst akkurate Modellierung sowie kurzzeitige Prognose von ökonomischen
Daten spielt eine zentrale Rolle in der Erforschung von Finanzmärkten. Aktien- und
Wechselkurse besitzen dabei (fast) keine Publikationsverzögerung, wodurch jede Ver-
änderung sofort veröffentlicht wird und zeitnah in einem Prognosemodell verwendet
werden kann.1 Finanzmarkt-Zeitreihen bestehen insbesondere bei tagesfeiner Doku-
mentation häufig aus sehr vielen Werten über einen langen Zeitraum hinweg und unter-
liegen starken Schwankungen. Diese kurz- sowie langzeitigen Schwankungen weisen
meist keine Kontinuität auf, sondern verändern sich im Zeitverlauf, was als Nicht-Sta-
tionarität beschrieben wird.
Die Stationarität kann mit der Stabilität einer Zeitreihe bezüglich der dazugehörigen
1Im Gegensatz zur Entwicklung makroökonomischer Variablen, welche erst mit einiger Verzögerung
veröffentlicht wird.
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Abbildung 2.1.: Verlauf der zwei ökonomischen Zeitreihen DAX30 sowie Wechselkurs
Pfund in Dollar
statistischen Größe beschrieben werden. Es wird dabei zwischen schwacher und star-
ker Stationarität unterschieden. Bei starker Stationarität ist die Verteilungsfunktion ge-
genüber zeitlichen Verschiebungen τ unabhängig, bei schwacher Stationarität lediglich
gegenüber deren Erwartungswert und Varianz2. [5, S. 71]
Nichtstationäre Größen sind sehr aufwendig zu schätzen und besitzen ungünstige
Eigenschaften, was die statistische Beschreibung der Zeitreihe erschwert [6, S.246].
Die Volatilität3 ist dabei zeitabhängig, wodurch kein konstanter Mittelwert und keine
konstante Standardabweichung angenommen werden kann. Aufgrund der nichtstatio-
nären Eigenschaften von Finanzmarkt-Daten wird in der Arbeit die Untersuchung an
dieser Art ökonomischer Zeitreihe vorgenommen [7, S. 2-12].
Zwei typische Zeitreihen der Finanzmärkte sind beispielsweise der Wechselkurs des
britischen Pfunds in US Dollar, sowie der deutsche Aktienindex DAX30. Der Verlauf
beider Zeitreihen ist in Abbildung 2.1 dargestellt.
Der DAX30 Aktienindex enthält die Aktienkurse der 30 umsatzstärksten4 börsen-
notierten deutschen Unternehmen. In dieser Arbeit wird der Eröffnungskurs der ta-
gesfeinen Daten vom 20.08.1999 bis zum 28.09.2015, bezogen von der Internetseite
Finanzen.net, betrachtet [8]. Er spiegelt eine Vielzahl von Entwicklungen und wirtschaft-
lichen Einflüssen wieder, welche den Kursverlauf des DAX30 entscheidend prägen. Da-
2Es kann zwischen mittelwertstationär µt = µ, varianzstationär σ2t = σ
2 (sowie kovarianzstationär)
unterschieden werden.
3Als Volatilität werden die Schwankungen der Variablen bezeichnet. Bei sich verändernder Volatilität
liegt bedingte Heteroskedastizität gegenüber der exogenen Variable t vor.
4Einflussreiche Unternehmen werden nach amerikanischem Vorbild an der Börse als Blue Chip bezeich-
net.
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bei spielt unter anderem die Entwicklungen der deutschen Großindustrie eine Rolle,
die internationale Entwicklungen auf anderen Märkten sowie volkswirtschaftliche und
politische Entscheidungen im In- und Ausland, welche in die Performance des DAX30
Kurses einfließen. Besonders markante negative Entwicklungen waren in dem unter-
suchten Zeitraum die Terroranschläge zum 11. September 2001, das Tief der Dotcom
Blase im März 20035 , ein starker Kursabfall bis zum August 2009 sowie Ende Sep-
tember 2011 und ein Kursabsturz zum Ende des Beobachtungszeitraumes ab dem
25.09.2015 (siehe Abbildung 2.1). Markante Aufschwünge erlebt die DAX30 Zeitreihe
im Beobachtungszeitraum zur Börsenhausse6 im März 2000, ein Plateau hoher Kurs-
werte im Juli 2007, ein kurzzeitiger Anstieg bis zum Beginn Mai 2011 sowie wiederum
zum Ende des Beobachtungszeitraumes ab dem 13.04.2015.
Der Wechselkurs GBP-USD stellt den Gegenwert des US Dollars zu einem britischen
Pfund dar. Es wird der Wechselkurs bei Eröffnung zum Tagesbeginn im Zeitraum vom
12.07.2004 bis zum 28.09.2015 mit 4096 Beobachtungen7 verwendet. Die Daten wer-
den von der Online-Plattform Oanda zur Verfügung gestellt [9]. Der Wechselkurs8 wird
entscheidend von den realwirtschaftlichen Bedingungen9 beider Länder beeinflusst,
von der Zinsdifferenz beider Währungen, den in- und ausländischen Kapitalströmen
und weiteren Stimmungsindikatoren der Teilnehmer beider Marktwirtschaften. Dies
macht den Wechselkurs zu einer sehr komplexen Zeitreihe, welche vielen Einflüssen
und Schwankungen unterliegt. Bestimmt wird die beobachtete Zeitreihe von einem
großen Abfall des Wechselkurses zwischen Juli 2008 und März 2009, welcher der
New York Times zufolge [10] maßgeblich von der seit 2007 einsetzenden Finanzkrise
verursacht wurde. Obwohl amerikanische Anleihen an Reiz verloren, überzeugte der
US Dollar risikoaverse Investoren, während das britische Pfund aufgrund der notwen-
digen Kürzungen im Import sowie den anhaltenden Rettungspaketen der Regierung
für Banken abwerten musste. Ein charakteristischer Aufstieg mit Höchstnotierung des
Wechselkurses am 06.07.2014 erfolgte aufgrund der lang ersehnten Zinsanpassung
der Bank of England als eine Folge der sich erholenden britischen Wirtschaft.
5Kurz vor dem letzten Handelstag des Neuen Marktes Nemax50 und der Eröffnung des TecDAX am
24.03.2003.
6Anstieg des Aktienindex durch optimistische Aussichten der Anleger und steigenden Investitionen.
7Die einheitliche Anzahl an Werten wurde aufgrund der dydischen Vorraussetzung der Wavelet Trans-
formation gewählt (vgl. Kapitel 3.1).
8GBP-USD wird aufgrund der Geschichte des ersten Tiefseekabels durch den Atlantik 1866 und dem
damit verbundenen stärkeren Einsetzen des Währungshandels auch als Cable bezeichnet, und war
lange Zeit das wichtigste Währungspaar der Welt, bevor es vom Wechselkurs EUR-USD abgelöst
wurde.
9Hierzu zählen beispielsweise die Entwicklung des Bruttoinlandsproduktes, der Import- und Exportstär-
ke des Landes und viele weitere Indikatoren.
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2.2. SIMULATIONSSTUDIE MITTELS AR-PROZESSEN
Bei einem autoregressiven Prozess der Ordnung p (AR(p) Prozess) wird der statisti-
sche Hintergrund vorausgesetzt, dass in einer Zeitreihe jeder Wert xt direkt von seinen
Vorgängerwerten xt−(1,...,p) abhängt. Die simulierte Zeitreihe setzt sich dabei aus einem
geglätteten Signal seiner p vorhergehenden Werte und einem Term aus konstantem
zufallsverteilten Rauschen (die Störgröße ε) zusammen. Bei einem Prozess erster Ord-
nung wird ein Zeitpunkt xt direkt von dem Vorgängerwert xt−1 beeinflusst, wodurch
lediglich ein Parameter ρ1 geschätzt wird. Liegt der Parameter im Bereich −1 ≤ ρ1 ≤ 1,
so ist der Prozess stationär [11, S. 428]. Das zufallsverteilte Rauschen folgt einer Nor-
malverteilung (vgl. Gleichung 2.1) und besitzt den Erwartungswert E(x) = 0, wodurch
die Störgröße nur bedingt Einfluss auf die Entwicklung des Prozesses im Verlauf der
Zeit nimmt. Der Prozess erster Ordnung, welcher in dieser Arbeit aufgrund des einfach
zu schätzenden Parameters zur Anwendung kommt, ist wie folgt definiert [12, S. 121]:
xt = ρ1xt−1 + εt mit εt ∼ N(0,σ2ε ) (2.2.1)
Das AR(p) Modell kann auch als Markoff-Modell bzw. Prozess mit Gedächtnis be-
zeichnet werden [13, S. 84 f.], da Prognosen über zukünftige Entwicklungen bereits bei
einer begrenzten Kenntnis über die Vergangenheit möglich sind. Der autoregressive
Prozess stellt von Auer [11, S. 427 f.] zufolge einen linearen stochastischen Prozess dar.
Die Eigenschaft der Stationarität des Erwartungswertes bei einem Parameter |ρ| < 1
stellt einen guten Kontrast zu einer Finanzmarkt-Zeitreihe dar, bei der ein sich über die
Zeit verändernder Mittelwert sowie eine sich verändernde Varianz vermutet werden
muss. Damit erlaubt es der AR(1)-Prozess, die Charakteristika nach Anwendung der
Zerlegungsmethoden für stationäre Zeitreihen mit denen der Finanzmarkt-Zeitreihen
(welche als nichtstationär angenommen werden) zu vergleichen.
Die Parameterschätzung des AR(p)-Prozesses höherer Ordnung kann u.a. über Yule-
Walker-Gleichungen vorgenommen werden [1, S. 79 f.]. Weitere Möglichkeiten sind die
konsistente10 und asymptotisch effiziente11 Schätzung der Parameter über die Kleins-
te-Quadrate-Methode [1, S. 81 ff.] und die Levinson-Durbin-Rekursion [12, S. 196]. Bei
einem stationären AR(1)-Prozess kann der einzelne Parameter ρ1 bereits mit dem Au-
tokorrelationskoeffizienten zur Zeitverschiebung τ = 1 geschätzt werden [14, S.951].
Von der zugrunde liegenden Zeitreihe wird dabei der Erwartungswert der Stichprobe
sowie die Varianz der beobachteten Stichprobe mit
10Konsistente Schätzer konvergieren bei der Vergrößerung des Stichprobenumfangs näher an die tat-
sächlichen Parameterwerte.
11Schätzer sind asymptitisch effizient, wenn sie gegen eine normalverteilte Zufallsvariable konvergieren.
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γ̂0 =
1
N
N∑
t=1
(xt − µ̂)2 mit µ̂ =
1
N
N∑
t=1
(xt ) (2.2.2)
und die Autokovarianz der Stichprobe zum Zeitversatz (Lag) τ = 1 mit
γ̂τ=1 =
1
N
N∑
t=1
(xt − µ̂)(xt−1 − µ̂) (2.2.3)
geschätzt. In Anschluss kann der Autokorrelationskoeffizient als Schätzer für den Para-
meter ρ̂1 mit
ρ̂1 =
γ̂τ=1
γ̂0
=
Schätzer Autokovarianz
Schätzer Varianz
(2.2.4)
errechnet werden.
In dieser Arbeit wird der AR(1)-Prozess als stationärer Vorgang mit dem Parameter
ρ̂1 sowie der Varianz γ̂0 = σ2ε für das normalverteilte Rauschen εt simuliert. Tabelle
2.1 zeigt die Schätzwerte für die Parameter in beiden Zeitreihen12, dem Aktienindex
DAX30 sowie des Wechselkurses GBP-USD, welche sehr ähnliche Schätzungen von
ρ̂1 aufweisen.
Zeitreihe \ Parameter geschätzte Varianz γ̂0 geschätzter Parameter ρ̂1
DAX30 11024.5997 0.9985
GBP-USD 0.1071 · 10−3 0.9982
Tabelle 2.1.: Schätzung des Parameters ρ̂1 sowie der Varianz γ̂0 für beide Zeitreihen
Die Ergebnisse deuten aufgrund ihrer Nähe zum Wert 1 bereits auf eine nichtstatio-
näre Veränderung des Mittelwertes und der Varianz der Originalzeitreihe im Zeitverlauf
hin13. Die so simulierten AR(1)-Prozesse entsprechen beinahe einem Random-Walk14,
welcher der Stationaritätsbedingung15 bereits nicht mehr gerecht wird. Zum Vergleich
werden die simulierten AR(1)-Zeitreihen im weiteren Verlauf als Kontrast zu den nicht-
stationären Zeitreihen verwendet. Die Abweichung zwischen tatsächlichem Parame-
ter16 des zugrunde liegenden AR-Prozesses der zwei Zeitreihen und den geschätzten
Parameterwerten ρ̂1 soll dabei stets Beachtung finden. In Abbildung 2.2 sind die rea-
lisierten simulierten AR(1)-Zeitreihen dargestellt.
12Die Matlab-Funktion zur Schätzung der Parameterwerte sowie der Simulation des AR(1)-Prozesses ist
als Funktion AR_schaetzung.m der Arbeit beigefügt.
13Der Wert ρ̂1 ≥ 1 kann mittels des Autokorrelationskoeffizienten nicht erreicht werden.
14Ein Random Walk bezeichnet einen zufälligen, häufig als Irrfahrt bezeichneten stochastischen Verlauf
einer Größe.
15Stationaritätsbedingung für AR(1) Prozesse: |α| < 1 [12, S. 124].
16Bei dem vermutlich ρ1 < 1 gilt.
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Abbildung 2.2.: Simulierte AR(1)-Prozesse auf Grundlage der Zeitreihen
2.3. SIMULATIONSSTUDIE MITTELS GARCH-PROZESSEN
Die verallgemeinerten autoregressiven Prozesse (GARCH (p,q)17) mit bedingter Hete-
roskedastizität stellen ein nichtlineares stochastisches Modell dar, welches von Tim
Bollerslev [15] auf Grundlage der ARCH-Modelle in den 80er Jahren entwickelt wurde.
Das Modell spiegelt die wichtige Eigenschaft finanzökonomischer Zeitreihen wieder,
indem es Volatilitäten nachbildet, welche sich über die Zeit verändern, und somit Pha-
sen erhöhter und abgeschwächter Schwankungen erzeugt [16, S. 203].18 Das GARCH-
Modell unterscheidet sich gegenüber dem ARCH-Modell19 um die Erweiterung von
autoregressiven Termen der Volatilität, während ARCH-Modelle zum Vorgängerwert
unkorrelierte Varianzen nachbilden.20 Die Ordnung p (des GARCH-Terms) repräsentiert
dabei die Anzahl von Vorgängerwerten, dessen vorhergehende Volatilität die des ak-
tuellen Wertes beeinflussen. Die Ordnung q (des ARCH-Terms) beschreibt zusätzlich
die Autokorrelation des aktuellen Wertes xt mit den Vorgängerwerten xt−(1,...,q). Der
allgemeine GARCH-Prozess ist wie folgt definiert:
xt = σtzt mit zt ∼ N(0, 1) und t∈ Z (2.3.1)
Er besitzt eine sich verändernde Varianz
17engl. für “generalized autoregressive conditional heteroscedasticity”
18Franke et al. [16] beschreiben in diesem Zusammenhang die Feststellung, dass Renditen tagesfeiner
Aktienkurse nicht als statistisch unabhängig angenommen werden können (vgl. Kapitel 2.1).
19Was als Vorgänger des GARCH-Modells angesehen werden kann.
20Die Höhe der Schwankung des GARCH-Prozesses verändert sich unter Einfluss der vorhergehenden
Varianz, sodass Volatilitäts-Cluster erkennbar sind.
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Abbildung 2.3.: Darstellung der simulierten GARCH(1,1)-Prozesse beider Zeitreihen
σ2t = α0 +
p∑
i=1
αix2t−i +
q∑
j=1
βjσ
2
t−j , (2.3.2)
wobei die Parameter mit α0 > 0 sowie [αi ,βj ] ≥ 0 für ∀i = 1, ..., p und ∀j = 1, ..., q
definiert sind. Aufgrund der relativ einfachen Parameterschätzung sowie der geringen
Anzahl unbekannter Parameter wird häufig ein GARCH(1,1)-Modell verwendet, was in
dieser Arbeit ebenfalls Anwendung findet. In der Abbildung 2.3 sind die realisierten
Simulationen der GARCH(1,1)-Prozesse für beide Zeitreihen dargestellt.
Die Konstante wird mit α0 abgebildet. Der Parameter für den ARCH-Term wird mit
α1 definiert, und bestimmt den Einfluss der Autokorrelation mit dem Vorgängerwert
xt−1.21 Der GARCH-Term wird mit dem Parameter β1 dargestellt, welcher den Einfluss
der sich verändernden bedingten Varianz zum Zeitpunkt des Vorgängerwertes reprä-
sentiert. Die Parameterschätzung des GARCH-Modells kann auf Grundlage von Yule-
Walker-Gleichungen gebildet werden, welche konsistent und asymptotisch normalver-
teilt sind. Im Gegensatz zur AR(p)-Schätzung ist der Schätzer über die Yule-Walker-Glei-
chungen jedoch asymptotisch nicht effizient [17, S. 224]. Dies liegt insbesondere an
der sich über den Zeitverlauf ändernden Varianz. Franke et al. [17] empfehlen deshalb
aus Effizienzgründen eine Maximum-Likelihood-Methode. Bei dieser Schätzmethode
wird mittels eines Regressionsmodells die logistische Zielfunktion so gewählt, dass
die Wahrscheinlichkeit, die beobachteten Erhebungsdaten zu erhalten, maximiert wird
[18, S. 258]. Die zu maximierende Likelihoodfunktion L für den GARCH(1,1) Prozess
21Modelle von ARCH-Prozessen besitzen eine Parallele zu AR(1)-Prozessen, wobei die Störgröße nicht
notwendigerweise ein weißes Rauschen darstellt. Als weißes Rauschen werden gleichverteilte und
unkorrelierte Zufallsvariablen εt bezeichnet, welche den Erwartungswert E(εt ) = 0 besitzen.
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lautet
ln L =
N∑
t=1
−
1
2
[ln(2π) + lnσ2t +
ε2t
σ2t
] (2.3.3)
mit dem Parametervektor θ = (α0,α1,β1)T . [14, S. 975]
Die Schätzmethode wird über Matlab-interne Befehle durchgeführt22, anschließend
werden die geschätzten Parameter zur Simulation eines GARCH(1,1)-Prozesses ge-
nutzt. Die Parameterschätzung der unbehandelten Finanzzeitreihen führte zu Parame-
terschätzern, welche den Verlauf der Zeitreihe nur unzureichend abbilden. Da diese
GARCH-Modelle besonders zur Schätzung von Renditen geeignet sind, werden darum
von den zwei Originalzeitreihen vor der Parameterschätzung die einzelnen Renditen
über folgende Umwandlung berechnet [17, S. 204]:
rt = log
xt
xt−1
(2.3.4)
Nun werden die Parameter auf Grundlage der Reihe r (t) geschätzt und zur Simulation
der Renditen des GARCH(1,1)-Prozesses verwendet. Tabelle 2.2 zeigt die geschätzten
Parameter des GARCH(1,1)-Modells, welche an die Renditen beider Zeitreihen ange-
passt sind.
Zeitreihe \ Parameter Konstante α0 ARCH-Term α1 GARCH-Term β1
DAX30 0, 7282 · 10−3 0.0912 0.8985
GBP-USD 0, 6552 · 10−4 0.0379 0.9552
Tabelle 2.2.: Erhaltene Parameterschätzer der DAX30 und Wechselkurs GBP-USD
Renditen.
Durch die Umwandlung in relative Renditen geht die Information über die absoluten
Werte der Zeitreihe jedoch verloren. Die sich im Zeitverlauf ändernde Varianz bleibt
dabei allerdings erhalten. Im letzten Schritt erfolgt die Rückwandlung der simulierten
Renditen in eine Zeitreihe.
22als Matlab-Funktion GARCH_schaetzung.m beigefügt
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3. ZERLEGUNG MITTELS MODERNEN
TECHNIKEN DER
ZEITREIHENANALYSE
Das nächste Kapitel beschreibt die modernen Techniken der Zerlegung einer Zeitreihe.
Insbesondere die Extraktion der Einflüsse, welche eine hochfrequente Zeitreihe bedin-
gen, ist ein zentrales Anliegen wirtschaftswissenschaftlicher Untersuchungen. Die hier
vorgestellten Techniken stellen erweiterte Methoden dar, eine Zeitreihe in ihre hoch-
und niederfrequenten Details zu zerlegen. Die so erhaltenen Aufspaltungen zeigen die
Entwicklung der Zeitreihe auf verschiedenen zeitlichen Skalen.
3.1. DISKRETE WAVELET TRANSFORMATION
Die erste hier vorgestellte moderne Technik der Zeitreihenzerlegung ist die Wavelet-
Transformation (DWT 1). Das Prinzip der Wavelet-Zerlegung geht auf Stephane Mallat
[19] zurück, welcher die Zerlegung von Signalmustern digitaler Bilder mithilfe von Wa-
velets untersucht. Schnell stellte sich das Potenzial zur Kompression von Signalen auf
wesentliche signaltragende Skalen heraus. Coifman et al [20] erweitern das Potenzi-
al von Wavelets, indem sie Wavelet-Pakete in Form von orthogonalen Funktionen als
eine Verallgemeinerung von Wavelet-Familien entwickeln. Coifman und Wickhauser
[21] entwickeln schließlich kurze Zeit darauf einen Beste-Basis-Algorithmus, welcher
mithilfe von Entropien2 die Wavelet-Funktion auf Grundlage einer vordefinierten Wa-
velet-Bibliothek bestimmt, welche sich gut für die Kompression dieses untersuchten
1DWT (engl.) discrete wavelet transform
2Coifman und Wickerhauser kommen zu dem Entschluss, dass besonders die Shannon-Entropie eine
günstige Bewertungsgrundlage bildet. Die Shannon-Entropie bildet in dieser Arbeit ebenfalls eine
Grundlage zur Bewertung des Informationsgehaltes (vgl. Kapitel 4.2).
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Signals eignet.
Heutzutage werden Wavelets in zahlreichen Wissenschaftsgebieten zur Analyse ver-
wendet, unter anderen in der Akustik, Astronomie, Forensik, der Medizin oder in der
Physik. In der Medizin findet die Wavelet-Transformation beispielsweise Anwendung
in der Auswertung von Elektrokardiogramm-Bildern [22], in der Forensik zum Beispiel
bei der Identifikation von künstlich bearbeiteten Bildern [23]. Die wohl bekannteste
Anwendung findet die Wavelet-Transformation im Kompressions-Standard JPEG2000,
welcher die Dateigröße von Grafiken verkleinert und das schnelle Verschicken von Bil-
dern bei begrenzter Übertragungsrate erlaubt.
Im letzten Jahrzehnt wurde die Anwendung dieser Methode von einigen Ökono-
men aufgegriffen, der Durchbruch der DWT im Bereich der Wirtschaftswissenschaften
blieb jedoch aus. Die Verwendung zur Analyse ökonomischer Zeitreihen wird von Ja-
mes Ramsey [24, S. 10-12] in vier Kategorien unterteilt. Die Wavelet-Transformation
kann einerseits zur Untersuchung des Auf- und Abschwungs von Frequenzkomponen-
ten über die Zeit hinweg benutzt werden. Damit lassen sich Aussagen über zyklisches
Verhalten sowie die Volatilität von Zeitreihen über den Zeitverlauf hinweg treffen. Die
Zerlegung der Zeitreihe kann allerdings auch die Einflüsse und Beziehungen zwischen
ökonomischen Variablen aufzeigen, welche in der aggregierten Zeitreihe nicht erkenn-
bar sind. Als drittes werden Wavelets bei der Untersuchung der Dichte und der lokalen
Inhomogenität, beispielsweise bei kurzzeitigen Einflüssen von Mindestlohn-, Steuer-
und Innovationszeiten genutzt. Eine vierte Anwendung bietet die direkte Vorhersage
nach vorheriger Zerlegung. Dabei werden insbesondere die einzelnen Details in Mo-
delle übertragen, anschließend werden alle Zerlegungen parallel prognostiziert. Ziel
der Wavelet-Transformation dieser Arbeit ist die Filterung von Variabilitätsmustern mit
gleicher Frequenz, sowie die Beurteilung der Vorhersagbarkeit.3
Wavelets stellen kleine wellenähnliche Funktionen dar, welche flexibel an stationäre
als auch an nichtstationäre Daten angepasst werden können [25, S. 7]. Diese Funktio-
nen können zu einem bestimmten Zeitpunkt der Zeitreihe auftreten und bei sinkendem
Einfluss wieder verschwinden, besitzen also eine definierte Anzahl von Oszillationen.
Die Wavelet-Funktionen können beliebig gestaucht oder gedehnt werden, um so den
Verlauf der Zeitreihe sowie deren einzelne Einflüsse perfekt widerzuspiegeln. Dabei
werden die verschiedenen Arten von Wavelets in festgelegten Familien kategorisiert,
welche unterschiedliche Symmetrie- sowie Orthogonalitätseigenschaften4 besitzen. Ei-
nige Beispiele von Wavelet-Arten sind in Abbildung 3.1 dargestellt.5
Die Wahl des Wavelets zur Untersuchung der zyklischen Zusammensetzung verliert
bei sehr vielen Beobachtungswerten dabei an Bedeutung, da die Unterschiede nicht
3Was Gebiet Eins und Vier der von Ramsey beschriebenen Anwendung darstellt.
4Biorthogonale Wavelets bewahren z.B. den Energie-Level nicht, was zu verzerrter Rekonstruktion der
Zeitreihe führt.
5Eigene Darstellung in Anlehnung an die PYBytes-Webseite [26] und den Matlab Befehl wpfun.
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Abbildung 3.1.: Verschiedene Wavelet-Arten als Filter (Haar, Debauchies und Symlets)
signifikant sind [25, S. 15].
Die Transformation wird mittels zweier Filter vorgenommen, einem Hochpass- so-
wie einem Tiefpass-Filter, und mehrmals auf die Zeitreihe angewendet.6 Die Filter sind
Frequenz-selektiv, wodurch sie gewisse Frequenzkomponenten herausfiltern, andere
hingegen hindurch lassen. Der Tiefpass-Filter unter Verwendung von Vater-Wavelets
Ψ liefert als Ergebnis die Approximationen A(i) - einem geglätteten Originalsignal.7 Der
Hochpass-Filter ergibt mittels eines Mutter-Wavelets8 ϕ die Residuen der Filterung,
als Details D(i) bezeichnet. Da es sich bei den Zeitreihen um ein diskretes Signal han-
delt, werden die Wavelets ebenfalls über eine bestimmte Anzahl von diskreten Filter-
werten9 nachgebildet. Ein Wavelet der Debauchies kann beispielsweise über L = 20
diskrete Werte simuliert werden10, mit einem Hochpass-Filter {gl} sowie einem Tief-
pass-Filter {hl} und l = 0, ..., (L − 1) [25, S. 63 f].11
Die originale Zeitreihe xt kann mittels der letzten Approximation sowie allen Details
der vorherigen Level wieder reproduziert werden:12
Xt = A4 + D4 + D3 + D2 + D1 (3.1.1)
Wird eine Zeitreihe zum Beispiel über vier Level zerlegt, so kann mittels der Approxi-
6in der Literatur als Multiresolution Decomposition, kurz MRD bezeichnet
7Die Approximationen werden weiterhin Signale genannt, die Details sind in der Literatur auch als
Kristalle umschrieben.
8Mutter-Wavelets repräsentieren die hochfrequenten Teile der Zeitreihe und filtern die Geräusche, das
Integral des Mutter-Wavelets ergibt 0, dadurch variieren die Geräusche um den Wert 0.
9Filter-Koeffizienten
10Diese Art des Wavelets wird als db10 bezeichnet.
11Die Zerlegung mittels der DWT-Methode wird als downsampling bezeichnet.
12kurz MRA, auch als upsampling bezeichnet
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mation A4 sowie den Details D4 dieser Skala die Approximation A3 durch Rekonstrukti-
ons-Filter hergestellt werden. Dies ist jedoch nur möglich, wenn die Wavelet-Filter die
Orthogonalitätsbedingungen13 erfüllen [25, S. 63 f.].
Die Wavelet-Zerlegung repräsentiert aufgrund der zwei Filter eine dyadische Filte-
rung, wodurch die Anzahl möglicher Zerlegungslevel ns durch die Zahl an Beobachtun-
gen determiniert wird. Die Anzahl maximal möglicher Skalen ist wie folgt beschränkt:
ns ≤ log2(N) (3.1.2)
Bei den hier verwendeten Zeitreihen mit 4096 Beobachtungen können somit exakt
zwölf Zerlegungs-Level durchlaufen werden. Als zusätzliche Einschränkung erfordert
die DWT die Unveränderlichkeit des Signals im Zeitverlauf.14 Wird die Zeitreihe bei-
spielsweise um eine bestimmte Anzahl von Werten in die Zukunft verschoben, so
enthalten die hochfrequenten Details der ersten Level unterschiedliche Ausprägungen
und Frequenzverläufe [27, S. 15].
Die Details bilden eine vordefinierte Zeitskala der Zyklen ab, im Falle der Zerlegung
D9 sind das beispielsweise Schwankungen über den Zeitraum von [(28+1)−29] = (257−
512) Beobachtungen. Somit bildet dieses Detail alle zyklischen Bewegungen innerhalb
eines Jahres beim Wechselkurs GBP-USD ab.15 Bei dem Aktienindex DAX30 liegt der
Jahreswert von ca. 260 Handelstagen jedoch genau an der Grenze zwischen Detail
D8 und D9. Dabei besteht die Gefahr, dass Bewegungen innerhalb eines Jahres bei
Aktienkursen teilweise in beiden Zerlegungsdetails abgebildet werden. Dieser Effekt
der DWT wird als bleeding bezeichnet [28, S. 8].
Ein Vorteil der Wavelet-Transformation liegt hingegen in der Möglichkeit, mit nichtsta-
tionären Zeitreihen zu arbeiten, da globale sowie lokale Stationarität keine Vorausset-
zungen sind. Ein zusätzlicher Vorteil besteht in der oben bereits erwähnten Anpassung
an Unregelmäßigkeiten.16
Neben der diskreten Transformation besteht die Möglichkeit, auch kontinuierliche
Signale mittels Wavelets zu zerlegen (CWT ), was besonders in der Signalverarbei-
tung Anwendung findet. Die diskrete Wavelet-Transformation konnte seit der Erstver-
öffentlichung um weitere Eigenschaften ergänzt werden. So stellt die Maximum-Over-
lap-DWT (MODWT ) eine Weiterentwicklung der DWT dar, welche von Shensa [29]
veröffentlicht und von Walden und Cristan [30] mit Phasen-Korrektur entwickelt wur-
de. Bei der MODWT wird die Restriktion an eine dyadische Anzahl von Beobachtungen
sowie die Unveränderlichkeit gegenüber Verschiebungen gelöst, was durch die Aufhe-
13Orthogonalitätsbedingungen für {hl }: der Filter muss die Energie der Zeitreihe behalten (
∑L−1
l=0 h
2
l = 1)
sowie orthogonal sein zum Zeitversatz (
∑L−1
l=0 hlhl+2k = 0).
14Die DWT-Methode ist non-shift invariant.
15Bei ca. 365 TagenJahr
16z.B. Regime-Wechsel, politische Kurswechsel, vgl. Dritte Anwendungsmethode von Ramsey
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Abbildung 3.2.: Zerlegungsdetails der Zeitreihe GARCH(1,1) auf Basis des
Wechselkurses
bung der Orthogonalitätsbedingung erreicht wird [27, S. 15].
In dieser Arbeit erfolgt die Zerlegungen mit Debauchie-Wavelets der Stufe Zehn.17
Die Umsetzung der eindimensionalen diskreten Wavelet-Transformation ist mittels der
Matlab-Wavelet Toolbox18 möglich. Die Zeitreihen können als Signal an die Toolbox
übergeben werden, welche anschließend die Zerlegung durchführt. Im Anschluss wer-
den alle Approximationen sowie alle Details der sechs untersuchten Zeitreihen extra-
hiert. Das Verhalten der Details wird im Anschluss untersucht, da diese die Informatio-
nen auf den verschiedenen zeitlichen Zeitskalen enthalten. In Abbildung 3.2 werden
die verschiedenen Details D1-D12 der DTW-Zerlegung für eine GARCH(1,1) Simulati-
onszeitreihe dargestellt.
3.2. SINGULÄRSYSTEMANALYSE
Die zweite vorgestellte Methode der Zerlegung stellt die Singulärsystemanalyse (SSA)
dar. Sie basiert auf der spektralen Zerlegung von Karhunen [31] und wird erstmals
von Vautard und Ghil [32] im Bereich der Zeitreihen angewandt. Die Methode besitzt
Ähnlichkeit zur Fourier-Analyse, die hingegen nur unter der Einschränkung einsetzbar
ist, dass relativ lange Zeitreihen vorliegen, welche außerdem sehr geräuscharm sein
sollten [33, S. 5].
Hassani et al. [34, S. 239 f.] sehen die Anwendungsgebiete der SSA insbesonde-
17Eine genaue Auflistung der Koeffizienten des db10 Wavelet-Filters ist auf der Seite Wavelet-Browser
[26] möglich.
18Die Wavelet Analysis und Design Toolbox (Version 4.11) ist in Matlab R2013a implementiert.
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re in der Untersuchung von Trends mit verschiedener zeitlicher Auflösung19, in der
Glättung von Zeitreihen und der Filterung von saisonalen Effekten, in der Extraktion
von Periodizitäten mit variierenden Amplituden20 sowie in der Untersuchung der Zeit-
reihe auf Wechselpunkte.21 Die SSA filtert besonders effektiv hochfrequente Kompo-
nenten einer Zeitreihe als Rauschen heraus, ohne den Verlauf und niederfrequenten
Trend der Zeitreihe zu verändern. Unregelmäßige wirtschaftswissenschaftliche Kreis-
läufe können somit für weitere Untersuchungen herausgefiltert werden.
Die Funktionsweise des Algorithmus kann in vier Schritte unterteilt werden [36, S.
16-18]. Der Algorithmus wird beeinflusst durch die Fensterlänge (WL), welche im Vor-
feld festgelegt wird. Die Fensterlänge kann maximal die halbe Anzahl an Beobachtun-
gen W L ≤ N2 annehmen und bestimmt die Länge der gebildeten Vektoren im Phasen-
raum. Die Dimension K wird durch die Fensterlänge WL mit K = N −W L+1 bestimmt,
sodass alle Beobachtungen der Zeitreihe in dem Phasenraum abgebildet werden. Die
Zeitreihe x(t) : t = 1, ..., N wird dabei zuerst in einen K -Dimensionalen Phasenraum
X überführt. Die Matrix des Phasenraumes besteht aus verzögerten Kopien der Zeit-
reihe, welche als Spaltenvektoren gebildet werden und eine Matrix der Größe WL x K
formen:
X = (xi ,j )
W L,K
i,j=1 =

x(1) x(2) ... x(K )
x(2) x(3) ... x(K + 1)
...
... . . .
...
x(W L) ... ... x(N)
 (3.2.1)
Im Anschluss wird aus dieser Matrix X die Autokovarianz-Matrix C berechnet22. Die
Matrix C hat Toeplitz Struktur und konstante Diagonalen, da die Matrix an der Haupt-
diagonale gespiegelt ist (dadurch gilt ci ,j = cj,i ). Die Autokovarianzen der Matrix C be-
rechnet sich für jedes einzelne Element ci ,j wie folgt:
ci ,j =
1
N − |i − j|
N−|i−j|∑
t=1
x(t) · x(t + |i − j|) (3.2.2)
Der zweite Schritt der SSA besteht in der Singulärwertzerlegung23 (SVD). Hierbei
werden die Eigenwerte λk und Eigenvektoren ρk errechnet. Die Matrix der Eigenvek-
toren besitzt dabei die Länge der vorher bestimmten Fensterlänge WL. Ein Vorteil der
SSA ist, dass das Verfahren Daten-adaptiv ist (sich auf die vorhandenen Daten ein-
stellt), da der Filter schlicht die Eigenvektoren der Matrix darstellt [33, S. 7]:
19Charakteristischer Zeitskalen, welche entweder kurzzeitige oder auch langfristige Zyklen enthalten.
20Amplituden repräsentieren die Höhe der Kursausschläge einer Zeitreihe
21Gerade die Untersuchung auf Wechselpunkte kann dazu genutzt werden, um Brüche innerhalb der
Zeitreihe aufzudecken, wie z.B. von Moskina und Zhigljavsky [35] gezeigt.
22Die gesamte Autokovarianz-Matrix kann auch mit C = XX ′ berechnet werden
23In der Literatur auch als Karhunen-Loève-Transformation bezeichnet.
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Cρk = λkρk (3.2.3)
Das Ziel der SVD liegt in der Berechnung der Hauptkomponenten (PC), wobei die
Eigenvektoren auf den Phasenraum X projiziert werden.24 Die einzelnen Vektoren der
Matrix der Hauptkomponenten berechnet sich wie folgt, wobei eine K x WL Matrix
entsteht:
Ak (t) =
K∑
j=1
x(t + j − 1) · ρk (j) (3.2.4)
In einem dritten Schritt wird die WL x K Matrix der rekonstruierten Komponenten25
Y gebildet. Die Matrix Y wird aus den Vektoren der Hauptkomponenten-Matrix, multi-
pliziert mit den dazugehörigen Eigenvektoren, auf Grundlage der Autokovarianz-Matrix
C gebildet. Die Anzahl der zerlegten einzelnen Moden entspricht dabei der Fenster-
länge WL. Die Wahl der m Vektoren der Hauptkomponenten26 erfolgt auf Basis der
Eigenwerte, und spiegelt die Auswahl der einzelnen Moden der Zerlegung wieder. Sie
werden in der Literatur als Moden der gruppierten Eigentripel I = I1, ..., Im (engl. grou-
ping) bezeichnet [36, S. 17].
Y = (AI1 + .. + AIm) · (ρI1 + ... + ρIm) (3.2.5)
Der vierte Schritt besteht in der Rekonstruktion der Moden mittels dem Durchschnitt
der Diagonalen (engl. diagonal averaging). Die Rekonstruktion g = {g0, ..., gN−1}27 erfolgt
mittels der durch Gruppierung erhaltenen Matrix von rekonstruierten Komponenten
nach folgender Berechnungsvorschrift:28
gk =

1
k+1
∑k+1
m=1 ym,k−m+2 falls 0 ≤ k < L − 1
1
L
∑L
m=1 ym,k−m+2 falls L − 1 ≤ k < K
1
N−k
∑N−K+1
m=k−K+2 ym,k−m+2 falls K ≤ k < N
(3.2.6)
Da hier nun die geglättete Zeitreihe g als eine Gruppierung der einzelnen Moden er-
halten wird, errechnen sich die herausgefilterten einzelnen Residuen r = {r1, ..., rN} aus
der Differenz der Zerlegung von der Originalzeitreihe wie folgt:
rk = xk − gk−1 (3.2.7)
24Die Matrix der Hauptkomponenten kann mit A = X ′ρk berechnet werden.
25Die rekonstruierte Komponente wird in der englischen Literatur mit reconstructed components be-
zeichnet, und mit RC abgekürzt.
26welche die zerlegten Teilmengen repräsentieren
27Laut Bildungsvorschrift läuft der Parameter von 0 bis (N-1), was die Variablen im Term verkürzt.
28Dieser Algorithmus unterstellt, dass W L < K , ansonsten gilt W L* = min(W L, K ) und K * =
max(W L, K ) sowie y*i j = yj,i .
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Abbildung 3.3.: Mit SSA rekonstruierte Moden der GARCH(1,1)-Simulation (GBP-USD)
Die Residuen repräsentieren dabei alle Komponenten der Zeitreihe, welche nicht durch
die ausgewählten Moden abgebildet werden. Bei der Interpretation der Ergebnisse der
Singulärsystemanalyse muss darauf geachtet werden, dass die Zuversicht in die Daten
zu Beginn und zum Ende der Zeitreihe abnimmt, da an der Stelle weniger Datenpunkte
zur Verfügung stehen, über die der Phasenraum X (die Trajektoriematrix) gebildet wird
[33, S. 6]. Abbildung 3.3 zeigt die Zerlegung der GARCH(1,1) Simulation auf Grundlage
des Wechselkurses.
Die Fensterlänge bestimmt die Filterung der Zeitreihe, wobei eine höhere Fenster-
länge (Maximum N2 ) zu einer stärkeren Glättung der Zeitreihe führt. Bei geringer WL
bestehen die Residuen aus scheinbar unkorreliertem Rauschen, während sie bei maxi-
maler WL eine am Nullpunkt projizierte Abbildung des Originalverlaufes abbilden. Bei
maximaler Fensterlänge verbleibt lediglich der Trend in der rekonstruierten Zeitreihe.
Die Auswahl der Moden stellt einen wesentlichen Bestandteil der SSA-Methode
dar, da alle Hauptkomponenten (multipliziert mit den Eigenvektoren) unterschiedliche
Informationen über das (zyklische) Verhalten der Zeitreihe enthalten. Die Eigenwerte
λk (welche als Vektor vorliegen) geben in Ihrer Höhe Aufschluss über den Einfluss des
einzelnen Mode auf die Zeitreihe. Ein hoher Eigenwert spiegelt einen großen Einfluss
der Mode wieder. Ähnliche Eigenwerte deuten daher auf Moden hin, welche vergleich-
bare Frequenzmuster abbilden werden. Die Mode des ersten Eigentripels beschreibt
den groben Trend der Zeitreihe ohne Beachtung jeglicher Einflüsse. Die Rekonstruk-
tionen aus darauffolgenden Eigentripeln enthalten jedoch ein besser zu bestimmen-
des zyklisches Verhalten, wobei die Frequenz der Zyklen mit steigendem Eigentripel
m weiter zunimmt. Da die Einflüsse auf die Gesamt-Zeitreihe mit steigendem m im-
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mer weiter abnimmt, wird der Wertebereich der Rekonstruktionen immer kleiner.29
Die Gruppierung von mehreren Moden erfordert eine zueinander ähnliche Oszillation
der einzelnen Moden, da ein unterschiedlicher Frequenzgehalt der gruppierten Moden
andernfalls zu einer verzerrten Rekonstruktion führt. Eine vollständige Rekonstruktion
unter Gruppierung aller Moden führt dabei wieder zur originalen Zeitreihe.
Der verwendete Algorithmus der SSA wurde in Matlab bereits von Francisco Javier
Alonso [37] umgesetzt und ist der Arbeit beigefügt. Die Fensterlänge, mit dem der
Algorithmus die Zerlegung durchführt, wird in dieser Arbeit auf W L = N4 festgelegt,
um einen Kompromiss aus enthaltener Glättung und Anzahl maßgebenden Moden zu
schaffen. Weiterhin wird diese WL als Referenz mit weiteren Fensterlängen verglichen.
Zur Untersuchung der Oszillationen mit dem größten Einfluss auf die ursprüngliche
Zeitreihe werden die zehn Moden mit dem größten Eigenwert einzeln als Zerlegung
rekonstruiert und untersucht. Die Moden werden in dieser Arbeit ihrer Einflussstärke
entsprechend als rekonstruierte Mode Eins bis Zehn bezeichnet.
3.3. EMPIRISCHE MODENZERLEGUNG
Die Empirische Modenzerlegung (EMD) wurde von Huang et al. [38] entwickelt, um
nichtlineare sowie nichtstationäre Zeitreihen zu zerlegen. Die EMD findet vielfach Ver-
wendung in verschiedenen Disziplinen der Physik, Mechanik, der Astronomie sowie
in den Umweltwissenschaften. Die amerikanische National Aeronautics and Space Ad-
ministration (NASA) hat die Methode beispielsweise zur geometrischen, biologischen
und geophysischen Signalverarbeitung patentiert.30
Die Methode betrachtet die lokale charakteristische Zeitskala der Zeitreihe, wodurch
es möglich ist, nichtstationäre Zeitreihen zu untersuchen [38, S. 904]. Der nichtlineare
Charakter der Methode liegt darin begründet, dass die EMD keinen dahinterliegenden
Daten-generierenden Prozess unterstellt [28, S. 29]. Huang et al. [6, S. 250] zufolge ist
die Zerlegung in Abhängigkeit der lokalen Zeitskala datenadaptiv und a posteriori, da
nachfolgende Zerlegungsgrade auf vorherige Filterergebnisse aufbauen.
Die EMD zerlegt eine Zeitreihe auf empirischer Basis, indem die Anzahl an lokalen
und globalen Frequenzmustern untersucht wird [28, S. 8]. Das Verfahren extrahiert
in einem Siebeverfahren die einfließenden Frequenzreihen, welche anschließend als
intrinsische Modenfunktionen (IMF ) von der restlichen Zeitreihe extrahiert werden.
Der Name intrinsische Modenfunktion ist dabei von dem Ziel der Methode motiviert,
jeweils nur eine schwingende Folge von Oszillationen im Zeitverlauf ohne komplexe
Frequenzänderung zu erhalten.
29Dieser Effekt wird in allen drei Zerlegungsmethoden beobachtet, und liegt in den kürzeren Zeitskalen
begründet, wobei die Stärke des Einflusses auf die Gesamtzeitreihe abnimmt. (vgl. [36, S. 28])
30Eine Beschreibung des Patents ist dieser Arbeit beigefügt.
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Der erste Schritt der EMD ist Peter Crowley [28, S. 11 f] zufolge die Suche nach
allen oberen sowie unteren Maxima31 der Zeitreihe x(t). Im Anschluss werden mittels
Spline Interpolation die oberen Extrempunkte zur oberen Einhüllenden emax (t) verbun-
den. Auf gleiche Weise wird die untere Einhüllende emin(t) als verbundene Funktion
der unteren Extrempunkte gebildet. Anschließend wird zu jedem diskreten Zeitpunkt
der Mittelwert zwischen oberer und unterer Einhüllenden ermittelt:
m(t) =
emax (t) + emin(t)
2
(3.3.1)
Der Mittelwert wird nun von der Zeitreihe abgezogen, um die Differenz d(t) = x(t) −
m(t) zu erhalten. Die Differenz d(t) wird anschließend mittels eines Ausstiegskriteri-
ums (SC) überprüft:
N∑
t
[dj (t) − dj−1(t)]2
dj (t)2
< SC (3.3.2)
Das Ausstiegskriterium wird Huang et al. zufolge typischerweise zwischen 0.2 und
0.3 definiert [38, S. 921]. Sobald das Ausstiegskriterium erfüllt ist, wird d(t) als neu
gefundene IMF gespeichert, und der Algorithmus durchläuft das Siebeverfahren mit
r (t) = x(t) − d(t) als neues Input-Signal erneut. Der Algorithmus endet, sobald das
resultierende Signal nur noch eine monotone Funktion mit höchstens einem Hoch-
oder Tiefpunkt darstellt, welche nicht mehr als IMF bezeichnet wird [38, S. 922]. Die
ursprüngliche Zeitreihe kann mittels der Summe aller IMF’s cj (t) sowie der Residue
rn(t) rekonstruiert werden:
x(t) =
n∑
j=1
cj (t) + rn(t) (3.3.3)
Jede IMF muss zwei Bedingungen genügen [38, S. 915]. Zum einen darf die Anzahl
der Extrempunkte sowie die Anzahl an Durchstößen des Nullpunktes höchstens um
Eins verschieden sein. Die zweite Bedingung besagt, dass der Mittelpunkt aus Minima
und Maxima gebildeten Einhüllenden der IMF stets Null betragen muss, sodass un-
gewollte Fluktuationen durch asymmetrische Schwingungen vermieden werden. Die
Zerlegungen in Form der IMF’s sind anhand des Wechselkurses GBP-USD in Abbil-
dung 3.4 dargestellt.
Trotz des Daten-adaptiven Systems konstruiert die EMD-Methode in manchen Fällen
IMF’s mit Oszillationen ungleicher Amplitudenstärke [39, S. 1]. Damit können bedeut-
same Schwankungen der Amplitude jedoch in der Zeitreihe verloren gehen [40, S. 4].
Ein weiterer Nachteil der Methode besteht Wu und Huang [41, S. 1] zufolge in den
Abbildung von einem unstetigen, jedoch zusamengehörenden Signal in mehreren in-
31obere und untere Extrempunkte der Funktion
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Abbildung 3.4.: Durch EMD rekonstruierte IMF’s der Zeitreihe GARCH(1,1) auf Basis
des Wechselkurses GBP in USD
trinsischen Modenfunktionen, auch als mode mixing bezeichnet. Dies zeigt sich auch in
der Untersuchung von Peter Crowley, welcher ebenfalls den Wechselkurs USD-GBP32
untersucht hat [28, S. 21].
Zwei kürzlich entwickelte Modifikationen der EMD Methode adressieren diese Pro-
blematiken. Die erste Methode, die Ensemble Empirical Mode Decomposition (EEMD),
kombiniert die Zeitreihe mit einem weißen Rauschen.33 [41] Ein neues Problem wird
zusätzlich durch die Residuen des weißen Rauschens erzeugt, welche teilweise in die
IMF’s des Originalsignals mit einfließen. Niazy et al. zeigen in ihrer Veröffentlichung je-
doch, dass die EEMD robustere und zuverlässigere Ergebnisse als die klassische EMD
Methode aufweisen [42].
Eine von Torres et al. [43] veröffentlichte neue Methode entwickelt das EEMD-Vor-
gehen erneut weiter, als Complete Ensemble EMD With Adaptive Noise bezeichnet
(CEEMDAN). Hierbei werden datenabhängige Geräusche in die Zeitreihe eingebettet34,
was das Siebeverfahren weiter verbessert. Neben einer geringeren Anzahl an Schlei-
fendurchläufen35 als die EEMD weist die Rekonstruktion zur Originalzeitreihe dabei
auch erheblich geringere Fehler36 auf [39].
Der verwendete EMD Algorithmus dieser Arbeit wird von G. Rilling über den Mat-
lab-Dateiaustausch zur freien Verfügung gestellt [44].
32Crowley untersucht bei dem Wechselkurs allerdings den monatlichen Durchschnittswert, mit einer
Zeitreihe mit weniger Beobachtungen, und einem Zeithorizont über mehrere Jahrzehnte.
33White Noise, ein normalverteilter Zufallsprozess
34Nach der ersten IMF werden die Residuen um ein charakteristisches Rauschen ergänzt, welches ab
der zweiten IMF verwendet wird.
35Dadurch wird die Zeitreihe in weniger intrinsische Modenfunktionen cj (t) zerlegt.
36durch den Einfluss der nicht-Daten gesteuerten Geräusche
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4. BEWERTUNG DER
VORHERSAGBARKEIT
Ziel der in diesem Abschnitt vorgestellten Maßstäbe ist es, die Ergebnisse der Zer-
legungen zu bewerten, um Rückschlüsse auf die Vorhersagbarkeit ziehen zu können,
sowie die Qualität der zerlegten Muster und dem zyklischen Verhalten auf verschiede-
nen zeitlichen Skalen zu untersuchen.
4.1. ENTROPIEN ALS MASS DER
KURZZEIT-VORHERSAGBARKEIT
Der Begriff der Entropie ist bereits auf den Physiker Rudolf J. E. Clausius zurückzu-
führen, welcher ihn bereits im Jahre 1865 in seinen Schriften zur Thermodynamik de-
finierte [45, S. 391]. Die Entropie dient als numerische Größe zur Beschreibung der
Eigenschaften von Signalen, in diesem Fall der diskreten Zeitreihe. Sie findet in der
Informatik, den Kommunikationswissenschaften sowie zahlreichen Disziplinen der Si-
gnalverarbeitung Anwendung. Dabei beschreibt die Entropie vorhandene Redundanz,
und somit die Komprimierbarkeit der Zeitreihe [5, S. 69]. Sie kann als ein Maß der Un-
ordnung bzw. Unsicherheit eines nichtlinearen dynamischen Systems [46, S. 91], und
im übertragenen Sinne als Maß für den mittleren Informationsgehalt einer Nachricht
gesehen werden.
Je komplexer die deterministische Struktur1 der Zeitreihe dabei ist, umso höher ist
der numerische Wert der Entropie [47, S. 259]. Entropien eignen sich Ebeling et al.
zufolge als Methode der modernen Chaostheorie zur Beschreibung und Quantifizie-
1Die bedingenden Einflüsse der Zeitreihe (z.B. die Anzahl exogener Variablen oder die Anzahl vorhan-
dener Zyklen)
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rung von Vorhersagbarkeit [48, S. 37 f]. Eine Sequenz mit vielen Redundanzen2 und
einer gewissen statistischen Regelmäßigkeit wird einen kleinen Entropiewert anneh-
men, während z.B. das weiße Rauschen als Signal ohne statistischen Zusammenhang
einen hohen Entropiewert aufweist, da keine Korrelation zwischen Vergangenheit und
Zukunft vorherrscht [49, S. 91].
Da die Entropie durch die Anzahl möglicher Zeichen beeinflusst wird, ist eine Diskre-
tisierung für gebrochenrationale Werte3 von ökonomische Zeitreihen notwendig. Dabei
wird die Zeitreihe in eine überschaubare Anzahl von Zustandswerten übertragen, um
sinnvolle Entropie-Werte bilden werden können. Andernfalls erlaubt die Zeitreihe bei
maximal N verschiedenen Zuständen keine Aussage über die Vorhersagbarkeit und
Komplexität des Systems. In dieser Arbeit wurde die Zeitreihe auf drei verschiedene
Zustandswerte diskretisiert.4
Sobald sich in der Zeitreihe bzw. deren Zerlegungen ein Abschwung im Zustand
xt gegenüber dem vorhergehenden Zustand xt−1 ergibt (xt < xt−1), wird der Wert xt
auf den Wert Null diskretisiert. Bei einem Aufschwung (xt > xt−1) erhält der Zeitpunkt
xt eine Zwei, bei Stagnation (xt ≈ xt−1) eine Eins. Die Toleranzschwelle ε, welche zwi-
schen den Zuständen Auf- / Abschwung und Stagnation unterscheidet, wurde in dieser
Arbeit mit der durchschnittlichen betragsmäßigen Änderung der Beobachtungen zum
Vorgängerwert definiert:
xt,disk =

0 falls xt + ε < xt−1
1 falls |xt − xt−1| < ε
2 falls xt + ε > xt−1
mit ε =
N−1∑
t=1
|xt − xt+1| (4.1.1)
Das wohl bekannteste und am häufigsten gebrauchte Entropiemaß ist die Shan-
non-Entropie5, welche die Grundlage für darauffolgende Entropie- und Vorhersagbar-
keitsmaße bildet. Die Entropie wird als Variable H definiert, bedingte Entropien wer-
den in der Literatur mit h beschrieben [5, S. 70]. Die Shannon-Entropie errechnet sich
aus den Auftrittswahrscheinlichkeiten pi jedes einzelnen Symbols i in einer Folge von
Zeichen wie folgt [50, S. 59f]:
H = −
Ns∑
i=1
pi log2 pi (4.1.2)
Ns beschreibt dabei die Anzahl unterschiedlicher Zeichen, für die diskretisierten Zeitrei-
hen dieser Arbeit besteht xdisk (t) aus Ns = 3 Symbolen. Ausgehend von der Shannon
Entropie sollen nun Folgen von Zeichen, in der Literatur als Wörter der Länge n be-
2sich wiederholenden Strukturen
3welche bei doppelter Genauigkeit unüberschaubar viele Werte annehmen können
4mittels der Matlab Funktion diskretisieren.m, der Arbeit beigefügt
5Die Shannon Entropie kann bei lediglich zwei Symbolen in BitSymbol angegeben werden.
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zeichnet, untersucht werden.6 Die Zeitreihe wird nun als Folge von N − n + 1 aufeinan-
derfolgenden Wörtern {sk} mit (sj+1, ..., sj+n) und 0 ≤ j ≤ N − n betrachtet, welche auch
als Blöcke bezeichnet werden. Jedes Wort besitzt innerhalb der Zeitreihe eine Auftritts-
Wahrscheinlichkeit p(n)i , abhängig von der absoluten Häufigkeit N
(n)
i des Wortes [49, S.
4f]:
p(n)i =
N (n)i
N − n + 1
(4.1.3)
Von der Auftritts-Wahrscheinlichkeit aller Wörter zusammen kann nun wieder die
Entropie berechnet werden, welche als n-Blockentropie bezeichnet wird [48, S. 91]:
H = −
N(n)s∑
i=1
p(n)i logNs p
(n)
i (4.1.4)
Es gilt zu beachten, dass die Anzahl aller möglichen nachfolgenden Zustände7 Ns
die Basis des Logarithmus bildet [48, S. 91]. Dabei stellt N (n)s die tatsächlich in der
Zeitreihe vorkommenden Worte dar, für die eine Auftritts-Wahrscheinlichkeit gebildet
werden kann. 8
Ausgehend von den Blockentropien kann mittels h(n) = H(n+1) − H(n) (n≥1), h(0) := H(1)
die bedingte Blockentropie h(n) gebildet werden, welche den Zuwachs an Information
bei der Erweiterung des Wortes um ein neues Symbol sj+n+1 quantifiziert [49, S. 5].
Ebeling [51, S. 49] zufolge kann auf Grundlage dieser bedingten Blockentropie die
Vorhersagbarkeit zum Zeitschritt k als komplexes Maß bestimmt werden. Ziel dabei
ist es, die Wahrscheinlichkeit des Auftretens des Wortes p(n+k|n)i unter der Bedingung,
dass das Wort mit der Wahrscheinlichkeit p(n)i zuvor auftrat, zu bestimmen:
p(n+k|n)i = p(sn+k = i|s1, ..., sn) (4.1.5)
Die Unbestimmtheit des nächsten Zustandes errechnet sich auf Grundlage dieser
bedingten Wahrscheinlichkeiten wie folgt:
h(n,k)(s1, ..., sn) = −
Ns∑
i=1
p(n+k|n)i logNs p
(n+k|n)
i (4.1.6)
Die Vorhersagbarkeit kann nun als die durchschnittliche neue Information angesehen
werde, welche man beim Betrachten eines zukünftigen Zustandes unter Beachtung
des vorhergehenden Wissensstandes erhält. Folgt man der Theorie der chaotischen
Systeme, so berechnet sich die Vorhersagbarkeit r (n,k) auf Basis der Blocklänge n und
der Schrittweite k wie folgt [52, S. 734]:
6Für die Blocklänge gilt dabei 1 ≤ n < N.
7Die Gesamtzahl des Alphabetes an Symbolen
8Mit N (n)max = (Ns)
n kann die maximal mögliche Anzahl Wörter bestimmt werden.
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r (n,k)(s1, ..., sn) = 1 − h(n,k)(s1, ..., sn) (4.1.7)
Ein zu beachtender Punkt bei der Bildung der Entropien ist die Art und Wahl der Dis-
kretisierungsmethode, welche die Ergebnisse der Entropie-Untersuchung beeinflus-
sen. Wird die Diskretisierung auf ein zu kleines Alphabet Ns beschränkt, so kann die
Dynamik des darunterliegenden Systems nur unzureichend beurteilt werden. Die Wahl
der Blocklänge n sowie die Schrittweite der Vorhersagbarkeit k im Falle von r (n,k) stellen
weitere zu bestimmende Parameter dar. Die Blocklänge n sollte Molgedey und Ebeling
[52, S. 735] zufolge dabei auf ein relativ engen Bereich9 begrenzt werden, da sonst die
Bestimmung der bedingten Wahrscheinlichkeiten aufgrund von statistischen Fehlern
nicht zuverlässig bestimmt werden kann. In der Arbeit der Autoren wurde die Vorher-
sagbarkeit auf eine Finanz-Zeitreihe des Dow Jones Aktienindex angewandt, wobei die
Zeitreihe ebenfalls auf drei Werte im Alphabet diskretisiert wurde. Die Autoren kom-
men jedoch zu dem Ergebnis, dass diese ökonomische Zeitreihe beinahe, wenn auch
nicht komplett, zufallsverteilt ist, und Vorhersagbarkeiten nur bedingt und von unter
10% zu beobachten sind [52, S. 737].
In dieser Arbeit wird ebenfalls die Kurzzeit-Vorhersagbarkeit mit Blocklängen zwi-
schen 1-7 Symbolen untersucht, die Schrittweite k = 1, 3, 5 der Vorhersagbarkeit wird
zu verschiedenen Blocklängen mit n = 1, 3, 5, 7 untersucht.10
Das Ziel dieser Methode liegt in der Beurteilung der Entwicklung der Entropiemaße
in Hinblick auf den steigenden Zerlegungsgrad der drei Methoden. Die Matlab-Funktio-
nen11 sind in Anlehnung an die Arbeiten von Donner [49], Molgedev et al. [52] sowie
auf Grundlage des Buches von Ebeling et al. [48] nachempfunden.
4.2. REKURRENZANALYSE
Die Rekurrenzanalyse (RQA) stellt eine Methode der nichtlinearen Datenuntersuchung
dar, welche im Bereich der Chaostheorie einzuordnen ist. Die Analyse basiert auf der
Bildung von Rekurrezplots12(RP), welche von Eckmann et al. [53] bereits vor fast 30
Jahren untersucht wurden. Der Fokus der Analyse liegt hier auf der Dynamik eines Sys-
tems, welches essenzielle Informationen über die Regelmäßigkeit und die Gesetzmä-
ßigkeit des Modellverhaltens enthält [46, S. 89]. Die Rekurrenzanalyse wird in heutiger
Zeit umfangreich in verschiedensten Bereichen der wissenschaftlichen Untersuchung
angewandt, wie zum Beispiel der Medizin. In einer erst kürzlich veröffentlichten Arbeit
9beispielsweise 1 ≤ n ≤ 7
10Die Blocklänge n = 1 repräsentiert dabei die Shannon Entropie, welche an sich noch keine Blockentro-
pie darstellt, da lediglich nur eine Folge von einem Symbol betrachtet wird.
11Blockentropien: Matlab-Funktionen (bedingte)_blockentropie.m / Vorhersagbarkeitsmaß: Funktion vor-
hersagbarkeit.m
12die Visualisierung der Rekurrenz-Matrix
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stellen Ouyang et al [47] die Untersuchung der dynamischen Eigenschaften der Ober-
flächen-Elektromyographie (EMG) mittels der Rekurrenzanalyse dar. Ziel dieser Arbeit
ist die Identifikation von unterschiedlichen Handgriffen über die Auswertung der EM-
G-Daten mittels der Rekurrenzanalyse. Dabei gelangen die Autoren zu dem Ergebnis,
dass über die Rekurrenzanalyse13 eine präzise Abgrenzung zwischen den unterschied-
lichen Handgriffen ermöglicht wird. Die untersuchten EMG Daten stellen dabei eben-
falls nichtstationäre Daten dar [47, S. 258], was eine Adaption auf Finanzmarkt-Daten
nahelegt.
Das Verfahren der Rekurrenzanalyse beginnt mit dem Bilden der Rekurrenz-Matrix.
Die ökonomische Zeitreihe x(t) = {−→xi }Ni=1 wird in einen mathematischen Phasenraum
übertragen, welcher binär kodiert entweder eine Übereinstimmung (1 im Rekurrenz-
plot) oder keine Übereinstimmung (0) zwischen zwei Zuständen aufzeigt. Jede Beob-
achtung der Zeitreihe wird mit allen anderen Beobachtungen verglichen, es entsteht
eine N x N Matrix mit folgender Bildungsvorschrift für jeden Punkt der Matrix [54, S.
246]:
R(i , j) = Θ(||−→x (i) − −→x (j)|| − ε) =
1 falls ||−→x (i) − −→x (j)|| ≤ ε0 sonst mit i , j = 1, ..., N (4.2.1)
Die Heaviside Funktion (Schwellwert-Funktion) Θ nimmt dabei den Wert Null bei je-
der negativen Zahl14 des Terms ||−→x (i)−−→x (j)|| an, und springt bei jedem reellen positiven
Wert auf Eins. Der Schwellwert ε drückt dabei die Toleranz aus, bei der zwei diskrete
reelle Beobachtungswerte als gleich bzw. von einander unterschiedlich angenommen
werden. Die Norm || · ||, in diesem Fall die Euklidische Norm, beschreibt den Abstand
zwischen zwei Beobachtungen als absoluten Betrag im Raum.
Eine erste Kennzahl zur qualitativen Beurteilung der Rekurrenzmatrix stellt die Rekur-
renzrate RR dar. Sie beschreibt die Dichte der Rekurrenzen innerhalb der Rekurrenzma-
trix. RR spiegelt die Wahrscheinlichkeit wieder, dass eine Beobachtung mit einer Beob-
achtung zu einem anderen Zeitpunkt eine Rekurrenz bildet [54, S. 264], und berechnet
sich wie folgt:
RR =
1
N2
N∑
i ,j=1
R(i , j) (4.2.2)
Ein weiterer Betrachtungsgegenstand der Rekurrenzanalyse ist die Struktur der auf-
tretenden Diagonalen in der Rekurrenzmatrix. Dabei wird die Anzahl und Länge der auf-
13Die Untersuchung erfolgt auf Grundlage des Determinismus (DET ), welcher in diesem Abschnit eben-
falls erklärt wird.
14Benannt nach Oliver Heaviside. Auch bei dem Wert ||−→x (i) − −→x (j)|| − ε = 0 wird eine Eins gesetzt.
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tretenden Diagonalen zusammenhängender Rekurrenzpunkte in der Matrix betrachtet.
Formen mindestens zwei Beobachtungsfolgen xi mit xj sowie xi+1 mit xj+1 Rekurren-
zen, so liegt eine Diagonale von Einsen in der Rekurrenzmatrix vor. Eine Diagonale von
Einsen der Länge k in der Matrix beschreibt dabei eine vorhandene Ähnlichkeit des
Zeitverlaufes (von xi bis xi+k ) im Vergleich zu einem anderen Zeitverlauf (von xj bis xj+k
). Ein Maßstab zur Beschreibung der auftretenden Diagonalen stellt der Determinismus
DET dar, welcher das prozentuale Auftreten von Diagonalen über alle Rekurrenzpunkte
(alle Einsen in der Matrix) beschreibt.
DET =
∑N
L=Lmin
L P(L)∑N
i,j=1 R(i , j)
(4.2.3)
Dabei gilt zu beachten, dass eine Mindestlänge Lmin als Bedingung angegeben werden
muss. Wäre die minimale Diagonalenlänge Lmin = 1, so wäre der Determinismus auto-
matisch 1 (100% der Rekurrenzen formen Diagonalen von mind. der Länge 1). Eine zu
hohe minimale Diagonalenlänge führt hingegen zu einem sehr kleinen Determinismus,
bei dem die Zuverlässigkeit in DET als Maßstab abnimmt [54, S. 265].
Eine weitere Kennzahl der Rekurrenzanalyse ist die durchschnittliche Diagonalenlän-
ge Ld , welche durch die Anzahl sowie Länge der geformten Diagonalen beeinflusst
wird, und sich wie folgt berechnet:
Ld =
∑N
L=Lmin
L P(L)∑N
L=Lmin
P(L)
(4.2.4)
PL stellt dabei die Wahrscheinlichkeit dar, mit der eine bestimmte Diagonale der Länge
L unter allen auftretenden Rekurrenzen in der Matrix vorkommt.15
Ausgehend von allen geformten Diagonalen innerhalb der Matrix kann als weiterer
Maßstab die Länge der größten Diagonale Lmax angegeben werden, welche die ma-
ximal in der Matrix vorhandene zusammenhängende Ähnlichkeit zweier beobachteter
Zeitverläufe xi bis xi+k mit xj bis xj+k beschreibt:
Lmax = max({Li}
Nl
i=1) (4.2.5)
Als weitere Kennzahlen der Rekurrenzanalyse sind insbesondere die Laminarität LAM
sowie die durchschnittliche Vertikalenlänge zu nennen16, wobei noch eine Vielzahl wei-
terer Maße zur Interpretation der Rekurrenzmatrix existiert.
Die Auswertung der Rekurrenzanalyse wird entscheidend von der Wahl der (Grenz-)
Schwelle ε bestimmt. Bei zu großem ε werden fast nur Rekurrenzen in der Matrix ge-
bildet, da jede Beobachtung, mit allen weiteren Beobachtungen verglichen, innerhalb
15P(L) berechnet sich aus der Häufigkeit der Diagonalen mit einer Länge L durch die maximal mögliche
Anzahl an Diagonalen der Länge L im Rekurrenzpunkte der Matrix.
16Beide Kennzahlen sind auch in der eigenen Matlab-Umsetzung zu finden.
29
4.3. Frequenzstabilität der Zerlegung
dieser Toleranzgrenze liegt, was zu irrelevanten Verbindungen führt. Wird hingegen
eine sehr kleine Schwelle ε festgelegt, so werden kaum Rekurrenzen in der Matrix
auftreten, was die Suche nach Mustern innerhalb der Matrix erschwert und zu Infor-
mationsverlust führt [47, S. 259]. Es gibt verschiedene Empfehlungen, die optimale
Grenzschwelle festzulegen. Eine Möglichkeit ist die Wahl von ε in Abhängigkeit der
Standardabweichung der gesamten Zeitreihe, wobei Marwan et al. [54, S. 247] ein ε
in Höhe der fünffachen Standardabweichung vorschlägt. Bei sehr hochfrequenten Zeit-
reihen mit vielen Beobachtungen verschiedener Höhe empfiehlt es sich jedoch, das ε
mit einem kleineren Faktor der Standardabweichung zu wählen.
Eine weitere Möglichkeit ist die Festlegung einer fixen Rekurrenzrate RR, bei der ε
flexibel festgelegt wird. Ouyang et al. [47, S. 259] nehmen ebenfalls eine fixe Dichte
der Rekurrenzmatrix an, bei der die Rekurrenzrate RR bei 0.05 gehalten wird.
In dieser Arbeit wurden beide Ansätze untersucht. In einer eigenen Matlab-Umset-
zung zur Bestimmung der Kennzahlen der Rekurrenzrate17 wurde die Schwelle ε = σ̂10
auf 10% der Standardabweichung festgelegt.18 Zum Vergleich wurden alle Zerlegun-
gen jedoch ebenfalls mit der CRP-Toolbox19 überprüft [55]. Dabei wird die Rekurrenzra-
te auf 5% fixiert und so eine variable Schwelle ε ermöglicht.
Als Maß zur Vorhersagbarkeit einer Zeitreihe ist die Betrachtung der in der Matrix
geformten Diagonalen geeignet, da sie die bereits angesprochene Ähnlichkeit zweier
Beobachtungszeiträume vergleicht. Daher wurde zur Bestimmung in dieser Arbeit die
durchschnittliche Diagonalenlänge Ld als komplexe Kennzahl der Vorhersagbarkeit un-
tersucht. Die maximale Diagonalenlänge Lmax sowie der Determinismus DET werden
aufgrund ihres starken Bezuges zu Anzahl und Länge von Diagonalen als vergleichen-
de Charakteristika ebenfalls betrachtet. Die minimale Diagonalenlänge zur Berechnung
von DET sowie Ld wurde auf Lmin = 5 fixiert.20 Eine Mindestlänge von fünf spiegelt
dabei den Zyklus einer Handels- (DAX30) bzw. Arbeitswoche (Wechselkurs GBP-USD)
in den Zeitreihen wieder.
4.3. FREQUENZSTABILITÄT DER ZERLEGUNG
Als dritte charakteristische Beurteilung der Zeitreihenzerlegung wird die Phasendyna-
mik sowie die Frequenzstabilität der erhaltenen Zerlegungen untersucht. Dieses Vorge-
hen soll Rückschlüsse auf das zyklische Verhalten sowie die dahinterliegende Struktur
17Die Funktionen rekurrenzmatrix.m und rekurrenzanalyse.m eignen sich zur Berechnung des Rekur-
renzplots sowie der Kennzahlen RR, DET, Ld sowie Lmax .
18Was innerhalb aller Zeitreihen und über alle Zerlegungsmethoden zu einer annähernd vergleichbaren
Rekurrenzrate zwischen ≈ 6% und ≈ 8% führt. (Ausnahmen bilden die höchsten Zerlegungsgrade).
19Welche am Potsdamer Institut für Klimafolgenforschung von Norbert Marwan entwickelt wurde.
20Um den hochfrequenten Zeitreihen mit vielen Beobachtungen gerecht zu werden, und um zufällig
auftretende Diagonalen auszuschließen, ohne die Zuverlässigkeit von DET oder Ld zu gefährden
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der Zerlegung erlauben.
Die Untersuchung beginnt mit der Fast-Fourier-Transformation (FFT ), welche von
Colley und Tukey [56] entwickelt wurde. Die Zeitreihe wird mittels FFT in ein Spektrum
übertragen, was Schlittgen und Streitberg zufolge als Bild der Folge xt im Frequenzbe-
reich gesehen werden kann [12, S. 70]. Dazu wird die Zeitreihe x(t) =
∑N
t=1 xt in ein
zeitdiskretes Fourier-Spektrum Xt überführt, welches sich aus einen Imaginärteil21 xi
sowie einem Realteil xr zusammensetzt [57, S. 822]:
Xt = xr (t) + ixi (t) (4.3.1)
Dabei wird der Realteil sowie Imaginärteil mittels Fourierfrequenzen λm = mN für m =
0, 1, 2, ..., M wie folgt gebildet [12, S. 73]:
xr (λm) =
1
N
N∑
t=1
xt cos 2πλmt
xi (λm) =
1
N
N∑
t=1
xt sin 2πλmt
Die Anzahl der Fourierfrequenzen M errechnet sich aus der Anzahl der Datenpunkte
M = N2 bei einer geraden Anzahl von Beobachtungspunkten, mit M =
N+1
2 bei einer un-
geraden Anzahl. Der Imaginärteil xi (t) wird im Anschluss zur weiteren Berechnung für
die Hilbert-Transformation verwendet. Das transformierte Signal y (t) weist gegenüber
der Originalzeitreihe x(t) eine 90° Phasendrehung des Eingangssignals im gesamten
Frequenzspektrum auf [58, S. 28]. Für eine die diskrete Zeitreihe kann die Transformier-
te aus der Multiplikation des Hilbert-Vektors h[n] mit dem imaginären Teil der diskreten
Fourier-Tranformation berechnet werden [57, S. 816]:
H{xi} = xi [t] · h[t] mit h[t] =

1 für t = 0, N2
2 für t = 1, 2, ..., (N2 − 1)
0 für t = N2 + 1, ..., N − 1
(4.3.2)
Die so erhaltene reellwertige imaginäre Transformation H{xi} wird mittels der inversen
zeitdiskreten Fast-Fourier-Transformation (IFFT )22 nun in die Impulsantwort des idealen
zeitdiskreten Hilbert-Transformators y (t) übertragen. In Huang et al. [38, S. 912] wird
diese Transformation als die beste lokale Anpassung der Zeitreihe an eine in Phase
und Amplitude variierende trigonometrische Funktion beschrieben. Die Übertragung in
die Hilbert-Transformation ist David Long [59, S. 1] zufolge somit eine günstige Vor-
21Das i vor dem xi stellt dabei die imaginäre Zahl i dar, bei der i2 = −1 gilt
22Die Umkehrfunktion der Fast-Fourier-Transformation. In Matlab sind beide Methoden bereits über
Befehle implementiert.
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gehensweise, um die instantane Frequenz als eine Funktion der Zeit zu analysieren.
Das Signal besitzt nun den Nullpunkt als neuen Mittelpunkt, was die Übertragung in
harmonische Schwingungen ermöglicht.
Nach erfolgreicher Hilbert-Transformation kann die Phase der Oszillation mittels fol-
gender Berechnungsvorschrift aus der Transformation y (t) sowie der originalen Zeitrei-
he x(t) gebildet werden [28, S. 13]:
φ(t) = arctan
y (t)
x(t)
(4.3.3)
Die Phase der Oszillation ist nun jedoch noch auf das Intervall [−π,π] beschränkt. Mit-
tels des Verfahrens unwrappen wird die Phase der Oszillation φ in eine monoton wach-
sende Funktion ohne Intervallbeschränkung übertragen.23 Bei starker Schwankung der
Frequenz wird φ einen mal starken Anstieg (hohe Frequenz des zyklischen Verhaltens
der zerlegten Zeitreihe), sowie mal schwache Anstiege (geringe Frequenz im Signal)
enthalten.
Ziel der Berechnungen ist es, die instantane Frequenz der Zerlegungen aus der Pha-
se der Oszillation zu bestimmen, welche Aussagen über das zyklische Verhalten der
Zeitreihe erlaubt. Die instantane Frequenz ω stellt dabei die Schwingungen als ein lo-
kales Phänomen dar [59, S. 1], und berechnet sich wie folgt [28, S. 13]:
ω(t) =
dφ
dt
=
N−1∑
t=1
(φt+1 − φt ) (4.3.4)
Um die gesamte Vorgehensweise zu verdeutlichen, werden in Abbildung 4.1 alle
angewandten Schritte an den Moden 8 und 9 der SSA-Zerlegung des AR(1) Prozes-
ses (Basis GBP-USD) gezeigt, welche durch unterschiedlich ausgeprägtes zyklisches
Verhalten charakterisiert sind.
Instantane Frequenzen können als Funktionen der Zeit angesehen werden, welche
eine gute Darstellung der dahinterliegenden Struktur, wie beispielsweise ökonomi-
scher Zyklen, erlauben [38, S. 904]. Die Bewertung der Phasendynamik wird mithilfe
des Variationskoeffizienten der instantanen Frequenz ω vorgenommen. Dieser berech-
net sich aus dem geschätzten Mittelwert sowie der geschätzten Varianz von ω:
µ̂ω =
1
N
N∑
t=1
(ωt ) (4.3.5)
σ̂2ω =
1
N
N∑
t=1
(ωt − µ̂ω)2 (4.3.6)
23Ein in Matlab implementierter Befehl unwrap(phi) löst die Beschränkung auf einen Phasenabschnitt
von [−π,π], indem Sprünge von 2π korrigiert werden.
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Abbildung 4.1.: Frequenzanalyse der SSA-Moden 8 und 9 der AR(1)-Simulation
(GBP-USD Basis)
VarK (ω) =
σ̂ω
µ̂ω
(4.3.7)
Je kleiner dabei der Variationskoeffizient ist, umso besser adaptiert das untersuchte
Originalsignal ein zyklisches Verhalten mit konstanter Frequenz. Dabei spielt die Höhe
der Frequenz bei der Analyse eine untergeordnete Rolle, welche sich jedoch in dem
Anstieg der monoton wachsenden Phase φ widerspiegelt. Bei starken Schwankungen
und hoher Frequenz wird der Anstieg von φ steiler ausfallen, während er bei nieder-
frequenten Zerlegungen (und somit auf einer große Zeitskala) flacher ausfallen wird.
Hochfrequentiertes zyklisches Verhalten der Zeitreihe kann somit eine ebenso konstan-
te instantane Frequenz24 ω aufweisen wie eine niederfrequente Schwingung.
Ein Problem beim Anwenden dieser Untersuchung besteht darin, dass die Zeitrei-
he zur Berechnung der Hilbert-Transformation zum Ende und zu Beginn nicht genau
definiert ist25, was zu großen Schwankungen im Frequenzbereich in diesen Bereichen
führen kann [28, S. 14], was wiederum Einfluss auf die erzielten Ergebnisse ausübt. 26
Die Umsetzung dieses Vorgehens erfolgt in Matlab mittels einer eigens geschriebe-
nen Funktion VarK_omega.m, welche teilweise auf bereits in Matlab implementierte
Befehle (z.B. zur Analyse der Hilbert-Transformation) zurückgreift.
24Und damit einen geringen Variationskoeffizienten von ω
25Zu Beginn und zum Ende der Zeitreihe stehen dabei keine vorherigen bzw. zukünftigen Daten zur
Verfügung, über die eine harmonische Schwingung definiert werden kann.
26Siehe Kapitel 5.2.3, wo das Problem besonders bei der DWT sowie EMD Methode zu Tage tritt.
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5. DURCHFÜHRUNG UND
INTERPRETATION DER ERGEBNISSE
Im folgenden Kapitel werden die Ergebnisse der Zerlegung der Zeitreihen sowie deren
Bewertungskriterien vorgestellt. Die Grafiken zur Visualisierung der Ergebnisse sowie
der Zerlegungen werden mit dem Programm Matlab erzeugt. Da alle Zeitreihen mit je-
weils drei Zerlegungsmethoden auf unterschiedlichen Zerlegungsleveln analysiert wur-
den, ist eine Vielzahl von auswertbarem Datenmaterial entstanden. Das Kapitel be-
schränkt sich daher auf die Präsentation der markanten Ergebnisse der Untersuchung,
die vollständigen Ergebnisse für alle Zeitreihen und alle Zerlegungsdetails sind der Ar-
beit beigefügt.
5.1. VISUELLE INTERPRETATION DER ZERLEGUNGEN
Ziel bei der visuellen Interpretation ist die Veranschaulichung der markanten zyklischen
Eigenschaften sowie der Volatilität der Zerlegungen. Die in diesem Abschnitt heraus-
gearbeiteten Besonderheiten werden im Anschluss mit den charakteristischen Kenn-
zahlen zur Beurteilung der Zerlegungsgüte verglichen.
5.1.1. AKTIENINDEX DAX30
Abbildung 5.1 zeigt die Zerlegung der Zeitreihe DAX30 mittels der Wavelet-Transfor-
mation.Besonders auffällig ist die wechselnde Volatilität auf den ersten Zerlegungs-
details, was bis zum Detail D7 erkennbar ist. Zusätzlich tritt der starke Anstieg der
Volatilität direkt nach den Ereignissen des 11. Septembers 2011 in den Details D1-D7
hervor. In der Zeitreihe selbst ist der langanhaltende Einfluss auf die Volatilität nach
den Ereignissen des 11. Septembers 2001 nicht so deutlich zu bemerken, wie die DW-
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Abbildung 5.1.: Zerlegungsdetails der Zeitreihe DAX30 mithilfe der
Wavelet-Transformation
T-Zerlegung aufzeigt. Im weiteren Zeitverlauf ist besonders in den Details D1 bis D4
sowie D6 und D7 eine steigende Kurzzeit-Volatilität zu bemerken.
Besonders bei größeren Zeitskalen der Details D8-D12 spiegeln sich in den zerleg-
ten Zyklen nicht die Auf- und Abschwünge ab, welche in der Zeitreihe zu beobachten
sind. Der Tiefpunkt des Leitindex im September 2001 sowie Anstieg zum Ende des
Jahres 2014 bis zum Maximum im April 2015 wird auf keinem höheren Zerlegungs-
grad abgebildet, wohingegen der Abschwung zum August 2009 relativ genau auf der
charakteristischen Zeitskala des Details D11 abgebildet ist.
Bei fünf Handelstagen pro Woche entspricht der Jahreszyklus des DAX30-Index ca.
260 Handelstage, was durch die DWT in den Details D8 oder D9 abgebildet werden
kann.1 Da diese markante Marke von einem Jahr genau an der Grenze der beiden
Zerlegungslevel liegt, wird das im Kapitel 3.1 angesprochene bleeding vermutet, bei
dem zyklische Jahreseffekte sowohl im Detail D8 als auch im Detail D9 auftreten. In
Abbildung 5.2 ist dazu die Originalzeitreihe sowie die Summe aus den beiden Details
vergleichend zu sehen.
Dabei fällt auf, das sowohl die Auf- und Abschwünge über ca. 260 Handelstagen gut
in der Kombination beider Detailstufen abgebildet sind, und aufgrund des bleedings
auf zwei Details der Zerlegungen abgebildet werden. Es ist noch hinzuzufügen, dass
in der Kombination der Details D8 und D9 nun eine zeitliche Skala von 128-512 Be-
obachtungen betrachtet wird, was Einflüsse von halbjährigen (ca. 130 Werten) sowie
zweijährigen Zyklen (ca. 520 Werte) theoretisch auch mit in die Darstellung einfließen
lässt.
1D8 repräsentiert Zyklen mit 128-256 Beobachtungen, D9 mit 256-512 Beobachtungen
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Abbildung 5.2.: Zerlegungsdetails D8 und D9 kombiniert, im Vergleich mit der
Originalzeitreihe
Die zweite Zerlegungsmethode betrachtet die Rekonstruktionen der einflussreichs-
ten zehn Moden der Zeitreihe mittels Singulärsystemanalyse, und ist in Abbildung 5.3
dargestellt.
Die Mode mit dem stärksten Einfluss auf die Zeitreihe2 verfügt bei der Zerlegung
des DAX30-Leitindex über keine regelmäßigen Oszillationen. Die zweite Mode enthält
den ersten sichtbaren Auf- und Abschwung. Erstes zyklisches Verhalten ist ab der drit-
ten Mode zu beobachten, welche fünf Oszillationen mit unterschiedlicher Amplitude
abbildet. Mit steigender Mode erhöht sich dabei die Frequenz, und somit die Anzahl
der je Mode abgebildeten Oszillationen. Die in Kapitel 2.1 beschriebenen charakteris-
tischen Verläufe des DAX können dabei nicht als markante Einflüsse auf die Rekon-
struktion der einzelnen Moden wahrgenommen werden. Alle Moden weisen jedoch
zwischen März 2003 und Juli 2007 sichtbar abgeschwächte Amplituden im Vergleich
zum sonstigen Zeitverlauf auf. Betrachtet man nun den Verlauf der Zeitreihe in diesem
Bereich, so kann man einen relativ konstanten Anstieg der Zeitreihe in diesem Bereich
erkennen, welcher auch durch flacher ausgeprägte Auf- und Abschwünge gekennzeich-
net ist.3 Alle extrahierten Moden weisen Schwingungen mit sehr stabilen Frequenzen
auf, was besonders deutlich in der Mode 10 zu sehen ist. Die konstanten Oszillationen
lassen auf einen geringeren Variationskoeffizienten der instantenen Frequenz schlie-
ßen.
In Abbildung 5.4 sind die Zerlegungsdetails der Empirischen Modenzerlegung dar-
gestellt. Es kann beobachtet werden, dass die EMD-Methode bei allen Zeitreihen
2Welche über den höchsten Eigenwert verfügt und somit als Mode 1 bezeichnet wird.
3im Vergleich zum vorherigen und nachfolgenden Zeitraum
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Abbildung 5.3.: Rekonstruktion der zehn einflussreichsten Moden der Zeitreihe DAX30
über die Singulärsystemanalyse
weniger Zerlegungsgrade und somit gröbere Zeitskalen bildet als die DWT. Dies er-
schwert allerdings auch die Interpretation der Zerlegungen, da kein fixer Betrachtungs-
horizont mit festen Zeitskalen existiert. Bei der IMF 5 existieren beispielsweise im
Bereich März 2003 bis Mitte 2005 noch relativ hochfrequente Schwingungen,während
die Schwingung zwischen Juli 2007 und Anfang 2008 bereits eine annähernd ähnliche
Frequenz wie einige Zyklen der IMF 6 aufweist. Es wird daher von einer Vermischung
von Schwingungen unterschiedlicher Frequenz in einer intrinsischen Modenfunktion
ausgegangen.
Auf allen intrinsischen Modenfunktionen ist weiterhin eine stark schwankende Vola-
tilität zu erkennen. Der hohe Anstieg der Amplitude zum September 2001 tritt bei der
EMD nicht wie bei der DWT in den ersten Modenfunktionen auf, ist jedoch besonders
deutlich in der IMF 6 zu beobachten, welche ebenfalls die starken Einbrüche zum Ju-
li 2007 sowie im Mai 2011 adaptiert. Der starke Abfall des Leitindex zum Ende der
Beobachtungen wird deutlich in der IMF 5 abgebildet.
Besonders hervorzuheben ist weiterhin die IMF 8, welche die Aufschwünge zum
Zeitpunkt März 2000, Juli 2007, Mai 2011 sowie zum April 2015 ebenso wie den Ab-
fall zum März 2003 und August 2009 abbildet. Die Amplitude des Anstiegs zum Mai
2011 und April 2015 fällt hier jedoch deutlich schwächer als in der Originalzeitreihe aus,
was an dem in IMF 9 abgebildeten starken Anstieg in diesem Zeitbereich zu erklären
ist. Dies zeigt jedoch auch den in Kapitel 3.3 beschriebenen Effekt des mode mixings
auf, wobei zyklische Effekte bei der ursprünglichen EMD-Methode in mehreren intrin-
sischen Modenfunktionen abgebildet werden.
Ein homogenes zyklisches Verhalten mit stabilen Frequenzen ist in der EMD-Zerle-
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Abbildung 5.4.: Intrinsische Modenfunktionen der Zeitreihe DAX30 durch
EMD-Zerlegung.
gung dieses Datensatzes nicht zu beobachten, was sich in den Kennzahlen zur Be-
wertung der Frequenzstabilität wiederspiegeln sollte. Wie in IMF 6 und IMF 7 gut zu
sehen, besitzen die Zyklen auf einer Zerlegungsebene sehr stark variierende Frequen-
zen, was allerdings auch in den anderen intrinsischen Modenfunktionen auffällt.
5.1.2. WECHSELKURS GBP ZU USD
Die Ergebnisse der Wavelet-Zerlegung dieser Zeitreihe sind in Abbildung 5.5 darge-
stellt. Es zeigt sich ein starker Anstieg der Volatilität um den charakteristischen Abfall
des Wechselkurses von Juli 2008 bis März 2009 (vgl. Kapitel 2.1), was sich besonders
auf den kleinen Zeitskalen der Details 1-4 sowie 6 zeigt, aber auch anhand der stark
ausgeprägten Zyklen mit niedriger Frequenz auf den Details D10 bis D12 erkennbar
ist. Der starke Abfall wird besonders bei steigendem Zerlegungsgrad mit den über
viele Zeitpunkte ausgebreiteten Schwingungen deutlich. Dieser starke Einbruch des
Wechselkurses ist auch im Detail D11 noch deutlich zu erkennen. Dadurch beeinflusst
dieser Einbruch jedoch noch die Zyklen bis zum Beginn des Jahres 2011, bei dem
bereits wieder ein Anstieg des Wechselkurses erfolgt. Die so entstehende verzerrte
Abbildung der Zeitreihe auf dieser Zeitskala kann zwar ein zyklisches Verhalten der Zeit-
reihe abbilden, was auf eine sehr gute Vorhersagbarkeit der Zerlegung schließen lässt
(vgl. Kapitel 5.2.1 und 5.2.2), es wird jedoch kein realer Verlauf der Zeitreihe auf dieser
Skala nachgebildet.
Da ganzjährige Beobachtungen des Wechselkurses möglich sind, sollte der Jahres-
rhythmus mit ca. 365 Beobachtungen vollständig ohne bleeding auf dem Zerlegungs-
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Abbildung 5.5.: DWT-Zerlegung der Zeitreihe des Wechselkurses Pfund in Dollar.
detail D9 dargestellt werden. Wie in Abbildung 5.5 zu sehen, weist die Zeitreihe auf
dieser Zeitskala keine homogenen Frequenzen oder Amplituden auf, es werden sehr
unregelmäßige und stark verzogene Zyklen mit unterschiedlicher Amplitude extrahiert.
Dies kann einerseits für nicht vorhandene jährlichen Zyklen sprechen, oder aber eine
Verzerrung des zyklischen Verhaltens aufgrund des großen Strukturbruches bedeuten.
Die Zerlegungen in einzelne Moden bei der Singulärsystemanalyse zeigt Abbildung
A.1 im Anhang. Auf den ersten drei Moden sind keine regelmäßigen Oszillationen zu
erkennen, wobei die dritte Rekonstruktion den Verlauf der Zeitreihe sehr gut abbildet.
Die folgenden Moden zeigen sehr frequenzstabile Oszillationen, wie bereits bei der
Zeitreihe des Aktienindex DAX zu beobachten. Auch bei der Zerlegung des Wechsel-
kurses nimmt die Frequenz der Oszillationen mit steigender Mode zu, wobei die Am-
plituden der Schwingungen im Zeitverlauf stärker variiert als bei der Zeitreihe DAX30.
Auch bei dieser Zerlegung ist ein starker Einfluss des abrupten Abfalls im Zeitraum
zwischen Juli 2008 und März 2009 zu beobachten, welcher zu erhöhter Amplitude in
diesem Bereich auf allen untersuchten Moden führt. Dies zeigt sich insbesondere in
den Moden 6 bis 9, welche eine beinahe identische Oszillation mit höchster Amplitude
um den Juli 2008 aufzeigen.
In Abbildung A.2 ist die empirische Modenzerlegung der Zeitreihe in den extra-
hierten Modenfunktionen dargestellt. Auch bei der EMD zeigt sich bei höherem Zerle-
gungsgrad ein sehr unterschiedliches zyklisches Verhalten, was kein stabiles Frequenz-
verhalten aufzeigt. IMF 6 und 7 bildet den großen Einbruch der Zeitreihe im Unter-
schied zur Wavelet-Transformation jedoch genau ab. Auch hier muss vermutet werden,
dass ein mode mixing vorliegt, bei dem der Effekt auf beiden intrinsischen Funktionen
abgebildet wird.
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5.1.3. SIMULATIONSSTUDIE AR(1)-PROZESSE
In dieser Arbeit wurden zwei Zeitreihen mittels eines AR(1)-Prozesses simuliert, wel-
che jeweils auf einer stationären Parameterschätzung für die Zeitreihen DAX30 sowie
des Wechselkurses GBP-USD basieren. Beide Zeitreihen besitzen dabei sowohl cha-
rakteristische Einbrüche als auch Folgen von stetigen Anstiegen und sind durch starke
Fluktuationen bestimmt.
Die Zerlegung der Zeitreihe auf Grundlage des DAX30 wird in Abbildung A.3 im
Anhang dargestellt. Es zeigt sich eine sehr konstante Volatilität insbesondere auf den
Detailleveln D1 und D2, welche konstante Schwingungen aufzeigen.
Mit steigendem Zerlegungsgrad wird ab Detailgrad D8 ein zunehmend homogenes
zyklisches Verhalten der Zeitreihe abgebildet, welches eine stärkere Frequenzstabilität
als die originalen Zeitreihen DAX30 sowie GBP-USD vermuten lässt und sich im Variati-
onskoeffizienten der instantanen Frequenz ω wiederspiegeln sollte, besonders bei der
Zerlegung D9 (siehe Kapitel 5.2.3).
Markant erscheint der Beginn der Simulation zum Zerlegungsgrad D10, welcher
durch eine sehr niederfrequente Schwingung mit geringer Amplitude gekennzeichnet
ist. Im Vergleich mit der originalen Zeitreihe wird deutlich, das D10 den Verlauf der
Oszillationen gut abbildet.
Bei der Singulärsystemanalyse zeigt der AR(1)-Prozess auf DAX-Basis in den Rekon-
struktionen höherer Ordnung (auf den Moden 4 bis 10, siehe Abbildung A.4) zumeist
sehr stabile Frequenzgänge bei schwankenden Amplituden auf. Einen Gegensatz da-
zu stellt die Mode 9 der Simulation auf Basis des Wechselkurses Pfund zu Dollar dar,
welche sehr stark variierende Oszillationen und Einflüsse aufzeigt (Siehe Abbildung
A.8). Solch wechselhafte Oszillationen können in der DAX-Simulation nicht bobachtet
werden.
In Abbildung 5.6 ist die Zerlegung der simulierten Zeitreihe auf DAX Basis mittels
der EMD-Methode abgebildet. Dabei führt auch hier die EMD zu weniger Zerlegungen
als die Wavelet-Transformation der Zeitreihe. Es zeigen sich auf den zuerst extrahierten
IMF 1 und 2 Schwingungen mit sehr konstanter Volatilität, bei steigendem Zerlegungs-
grad zeigt sich jedoch eine wachsende Heterogenität der Oszillationen. Wie in IMF
7 und IMF 8 zu sehen, besitzen die Zyklen unterschiedliche Frequenz und Amplitu-
de. IMF 7 ist ebenso charakteristisch durch die scheinbar überlagerten Schwingungen,
welche beispielsweise zum Zeitpunkt t = 2200 und t = 3650 zu Brüchen im Schwin-
gungsverlauf führen.
Bei steigendem Zerlegungsgrad stellt sich im Gegensatz zur DWT-Zerlegung bei den
Modenfunktionen höherer Level jedoch keine Frequenzstabilität ein.
Bei der Betrachtung der zweiten Zeitreihe, welche über den AR(1)-Prozess simuliert
wurde, ergeben sich ähnliche Ergebnisse der drei Zerlegungen im Vergleich zur vorhe-
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Abbildung 5.6.: EMD-Zerlegung der AR(1)-Simulation auf Basis DAX30.
rigen Zeitreihe, was die gefundenen Unterschiede zwischen den AR(1)-Prozessen und
den anderen Zeitreihen unterstreicht. Die drei Zerlegunsmethoden der Zeitreihe sind
in Abbildung Abbildung A.5 bis A.7 im Anhang beigefügt.
5.1.4. SIMULATIONSSTUDIE GARCH(1,1)-PROZESSE
Die Wavelet-Transformation der simuliertes DAX30-Zeitreihe zeigt hohe Schwankun-
gen um den Zeitpunkt t = 500, welcher sich in einem sehr hohen Volatilitätscluster
in den Zerlegungen D1 bis D8 widerspiegelt. Die Zerlegungen zeigen insgesamt sehr
heterogene zyklische Schwankungen, welche von hohen und wieder niedrigen Aus-
schlägen der Amplitude beeinflusst werden (siehe beispielsweise Zerlegungsdetail D6
in Abbildung A.8.).
Die Singulärsystemanalyse führt im Kontrast dazu in der DAX30-Simulation wieder-
um zu sehr stabilen Moden mit scheinbar regelmäßiger Frequenz, welche sich lediglich
in der Höhe des Amplitudenausschlags unterscheiden. Auch bei dieser Zerlegungsme-
thode treten vereinzelt Schwankungen im Frequenzgang der Moden auf. Dies zeigt
sich beispielsweise in Mode 6 der Simulation, bei der, wie im Zeitraum t = 750 bis
1250 und im Zeitraum t = 1750 bis 2400 erkennbar, mehrgipflige Schwingungen mit
veränderter Länge der Oszillation auftreten (dargestellt in Abbildung 5.7).
Die Zerlegung mittels EMD führt bei dem simulierten GARCH(1,1)-Prozess auf Basis
des DAX30 zu Ergebnissen, welche sehr gut mit denen der Wavelet-Analyse vergleich-
bar sind, und Perioden steigender und sinkender Volatilität sowie einen unstetigen
Frequenzgang aufzeigen. Wie in Abbildung A.9 zu sehen führt die EMD-Zerlegung
lediglich zu acht Modenfunktionen, im Gegensatz zu jeweils neun extrahierten IMF’s
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Abbildung 5.7.: SSA-Zerlegung der GARCH(1,1)-Simulation auf Basis DAX30.
bei den fünf übrigen Zeitreihen. Alle Zeitreihen verfügen über eine identische Anzahl
von Beobachtungen, und die Referenzreihe auf Grundlage des Wechselkurses wurde
mit dem gleichen Prozess erzeugt, was das Daten-adaptive Vorgehen des Algorithmus
der EMD-Methode erneut hervorhebt.
Die Ergebnisse der Zerlegungen auf Basis des Wechselkurses weisen vergleichbare
Merkmale auf wie die auf Basis des Aktienindex DAX30. Die Zerlegungsgrade wurden
bereits in Kapitel 3 vorgestellt (Abbildung 3.2 bis 3.4).
5.2. BEURTEILUNG MITTELS CHARAKTERISTIKA
5.2.1. ENTROPIEN
Bei der Zerlegung der Daten in verschiedene zeitliche Skalen kann eine Reduktion der
Entropie als Maß der Ungeordnetheit vermutet werden. Bei steigendem Zerlegungs-
grad setzen sich die zerlegte Details dabei aus immer niederfrequenteren Zyklen zu-
sammen, was zu konstanten Folgen von langen Anstiegen sowie Abschwüngen über
viele Beobachtungszeitpunkte führt. Dies resultiert in einer sinkenden Ungewissheit
des Verlaufes und als Folge in einem sinkenden Entropiewert.
Die Shannon-Entropie (Reihenlänge n = 1) der DWT-Zerlegung des Aktienindex
DAX weist jedoch mit steigendem Zerlegungsgrad keine kontinuierlich sinkenden En-
tropiewerte auf, sondern resultiert teilweise in steigende Entropien bei steigendem
Zerlegungsgrad. Die ursprüngliche Zeitreihe besitzt sogar meistens eine niedrigere
Shannon-Entropie als viele Zerlegungslevel der DWT. Bei steigender Blocklänge n ver-
schwindet dieser Effekt jedoch kontinuierlich, sodass die Zeitreihe bei hohem Zerle-
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gungsgrad eine deutlich geringere Entropie aufweist. Diesen Effekt verdeutlicht Tabel-
le 5.1, in der die Shannon-Entropie sowie die Blockentropie bei einer Blocklänge von
sieben Symbolen dargestellt ist.
Entropie \ Zerlegung D 1 D 3 D 5 D 7 D 9 D 12
Shannon-Entropie n=1 0.8428 0.8251 0.8503 0.8471 0.9494 0.9672
Blockentropie n=7 4.6062 3.5421 2.2052 1.2872 1.1427 1.0021
Tabelle 5.1.: Blockentropie der Länge n = 1 und n = 7 der Zeitreihe DAX30 nach
Wavelet-Transformation
Bei der Singulärsystemanalyse besitzen die ersten Moden hingegen bereits eine ge-
ringe Entropiewertung, welche bei höherfrequenten Moden schwankt. Erkennbar ist
das beispielsweise anhand der Zeitreihe des AR(1)- sowie des GARCH(1,1)-Prozesses
auf Grundlage des Wechselkurses. Die Entropien der Blocklänge n = 3 beider Zeitrei-
hen sind in Tabelle A.1 aufgeführt.
Die Entropie wächst bei steigender Blocklänge in allen Zeitreihen kontinuierlich an,
was anhand von drei EMD-Zerlegungsleveln der Simulation des autoregressiven Pro-
zesses auf Basis des Wechselkurses GBP-USD veranschaulicht wird (siehe Tabelle
A.2).
Die bedingte Entropie wird in Tabelle 5.2 anhand der Zeitreihe des Wechselkurses
Pfund in Dollar zu verschiedenen Zerlegungsleveln der EMD-Methode sowie der ur-
sprünglichen Zeitreihe gezeigt. Das Absinken der bedingten Blockentropie kann als
sinkende neue Information interpretiert werden, welche ein zusätzliches Symbol in Ab-
hängigkeit der bisherigen Blocklänge hinzufügt.
Entropie \ Zerlegung Original IMF 1 IMF 3 IMF 6 IMF 9
bedingte Entropie n=2 0.8114 0.8182 0.4506 0.0759 0.0105
bedingte Entropie n=4 0.8046 0.7187 0.4167 0.0755 0.0089
bedingte Entropie n=6 0.7584 0.6668 0.3795 0.0751 0.0089
bedingte Entropie n=8 0.5561 0.5197 0.3547 0.0741 0.0089
Tabelle 5.2.: Bedingte Blockentropien verschiedener Länge der Zeitreihe GBP-USD, zer-
legt mit dem EMD-Verfahren
Die Vorhersagbarkeit wird in dieser Arbeit mit unterschiedlichen Blocklängen n =
1, 3, 5, 7, sowie zu unterschiedlichen Schrittweiten k = 1, 3, 5 betrachtet. Bei steigen-
der Schrittweite wird aufgrund des steigenden Vorhersagehorizonts eine sinkende Vor-
hersagbarkeit erwartet, bei steigender Blocklänge ein Anstieg der Vorhersagbarkeit,
da die neue Information eines zusätzlichen Symbols bei größerer Blocklänge abnimmt.
Auch bei steigendem Zerlegungsgrad ist mit einer Zunahme der Vorhersagbarkeit auf-
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Vorhersagb. \ Zerlegung Original D 1 D 3 D 5 D 7 D 12
Blocklänge n=5, k=1 0.2361 0.4833 0.6624 0.9243 0.9869 0.9989
Blocklänge n=5, k=3 0.2548 0.2826 0.4779 0.8033 0.9691 0.9970
Blocklänge n=5, k=5 0.2473 0.2935 0.5040 0.7125 0.9553 0.9954
Tabelle 5.3.: Vorhersagbarkeit verschiedener Schrittweite der Zeitreihe GARCH(1,1) auf
Basis des Wechselkurses, zerlegt mit dem DWT-Verfahren
grund der sinkenden Frequenz der Schwankungen innerhalb der Zeitreihe zu rechnen.4
In den Daten zeigt sich konsequent, dass die Vorhersagbarkeit in allen Zerlegungen
mit dem Zerlegungsgrad hin zu niederfrequenten Details, Moden sowie IMF’s stetig
zunimmt.
Mit steigender Schrittweite k kommt es besonders auf den ersten Zerlegungsleveln
vereinzelt zu steigender Vorhersagbarkeit bei steigender Schrittweite, doch mit Zunah-
me der Zerlegungsstufe5 stellt sich auch hier der erwartete Rückgang der Vorhersag-
barkeit ein. Bei der Zeitreihe der GARCH(1,1)-Simulation auf Grundlage des Wechsel-
kurses kann dieser Effekt anhand der DWT-Zerlegung bei einer Blocklänge n = 5 und
steigender Schrittweite (k = 1, 3, 5), wie in Tabelle 5.3 gezeigt, beobachtet werden.
Die Vorhersagbarkeit nimmt insbesondere bei niederfrequenten Zerlegungen dabei
Werte an, welche sehr dicht bei Eins liegen.6 Dies ist mit der Beschränkung auf die
kurzzeitige Vorhersagbarkeit zu begründen, welche bei sehr niederfrequenten Oszilla-
tionen und vielen Beobachtungen nur eine sehr kurze Prognose bis zu fünf Beobach-
tungen in die Zukunft angibt.
Zu bemerken ist weiterhin, dass selbst bei sehr hochfrequenten Zerlegungen bereits
ein signifikant höherer Wert der Vorhersagbarkeit vorliegt. Bereits bei der Zerlegung
auf eine Zeitskala von vier bis acht Werten (Detail D3 der DWT-Methode) erreicht man
einen fast dreifach höheren Wert der Vorhersagbarkeit, verglichen mit der ursprüngli-
chen Zeitreihe (siehe Tabelle 5.3). Es kann nach der Auswertung der Untersuchung auf
Grundlage der Entropien gezeigt werden, dass die Zerlegung mit allen drei Methoden
zu steigender Vorhersagbarkeit führt. Diese Schlussfolgerung ist unter der Prämisse zu
treffen, dass bei der SSA keine vollständige Rekonstruktion der Zeitreihe mit den zehn
Moden möglich ist. Diese Auswahl betrachteter Moden stellen jedoch den Großteil der
niederfrequenten Einflüsse dar.7
4Da alle Zeitreihen auf drei Werte (Zunahme, Abnahme und Stagnation) diskretisiert wurden, sinkt bei
niederfrequenten Schwingungen die Veränderung der drei Werte beträchtlich. Bei höchstem Zerle-
gungsgrad kann dabei eine lange Folge von gleichen Werten (z.B. Anstieg) erwartet werden, was die
Vorhersagbarkeit wesentlich vereinfacht.
5bzw. bei niederfrequenten Moden der SSA
6im übertragenen Sinne 100% Vorhersagbarkeit bzw. kaum Unsicherheit bei der Vorhersage des nächs-
ten diskretisierten Wertes
7Dies wird besonders deutlich bei der Betrachtung der Eigenwerte der ausgewählten Eigentripel, wel-
che in den meisten Fällen ca. 90-95% Anteil an der Zeitreihe in den ersten zehn Moden aufzeigen.
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5.2.2. REKURRENZANALYSE
Die Rekurrenzanalyse stellt eine weitere Möglichkeit dar, die Vorhersagbarkeit eines
dahinterliegenden Systems einer Zeitreihe zu quantifizieren.
Einerseits werden die Kennzahlen der Rekurrenzanalyse DET, Lmax sowie Ld mittels
der eigens umgesetzten Matlab-Funktion und einer festen Grenzschwelle ε = 0.1σ
errechnet, andererseits über die CRP Toolbox [55] bei einer fixen Rekurrenzrate von 5%
(vgl. Kapitel 4.2). Die Herangehensweisen zeigen in dieser Analyse starke Ähnlichkeit
und vergleichbare Diagonalenstruktur im Rekurrenzplot.8
Die durchschnittliche Diagonalenlänge Ld kann dabei nicht als Kurzzeit-Vorhersagbar-
keit interpretiert werden, sondern als Maß für das Auftreten gleicher Entwicklungen in
zwei Zeiträumen der Zeitreihe.9 Das ermöglicht wiederum einen anderen Blick auf die
Vorhersagbarkeit, und stellt einen Vergleich zu den Ergebnissen der Entropieuntersu-
chung dar.
Die Ergebnisse der Zerlegungen mittels Wavelet-Transformation anhand des Wech-
selkurses Pfund in Dollar sind in Tabelle 5.4 aufgeführt. Zum Vergleich wurden die
Werte der ursprünglichen Zeitreihe ebenfalls betrachtet.
RQA \ Zerlegung Original D 1 D 6 D 7 D 11 D 12
Ld 4.6831 2.1320 3.6193 4.6873 77.9361 197.3890
Lmax 160 7 594 2323 4095 4095
DET 0.9196 0.1202 0.8154 0.9744 1.0000 1.0000
Tabelle 5.4.: Vorhersagbarkeit des Wechselkurses mittels Ld , Lmax und DET, zerlegt mit
dem DWT-Verfahren
Diese Zeitreihe besitzt im Vergleich mit den anderen fünf Zeitreihen die längsten ge-
bildeten durchschnittlichen Diagonalen in der Rekurrenzmatrix, insbesondere auf den
niederfrequenten höheren Details. Die im Kapitel 5.1.2 gezogene Annahme der gu-
ten Vorhersagbarkeit des Details D11 wird hier bestätigt, da die Zeitreihe auf diesem
Detaillevel die höchste durchschnittliche Diagonalenlänge aufweist. Im Vergleich zum
nicht zerlegten Original weist jedoch erst das Detail D7 eine höhere Diagonalenlän-
ge Ld auf, bei D6 wird erstmals eine höhere maximale Diagonalenlänge erzielt. Dies
kann als schlechtere Vorhersagbarkeit der hochfrequenten Zerlegungen im Vergleich
zur Ursprungszeitreihe interpretiert werden, und steht im Gegensatz zur Kurzzeit-Vor-
hersagbarkeit auf Grundlage der Entropien, bei der auch bei niedrigen Zerlegungsgra-
den bereits höhere Werte als bei dem komplexen Original erreicht wurden.
8Da die Rekurrenzrate bei niederfrequenten Zeitreihen der höchsten Zerlegung bzw. auf der ersten
Mode der SSA-Zerlegung in der eigenen Umsetzung meist höher ist, werden in diesem Kapitel die
Resultate der Analyse mittels CRP Toolbox ausgewertet.
9Unter hinreichender Genauigkeit bei der Toleranzschwelle ε.
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Tabelle A.3 bietet einen Einblick in die Ergebnisse, welche bei der SSA-Zerlegung
der GARCH-Simulation auf Grundlage des Wechselkurses auftreten.
Alle Moden der SSA bilden bei der Rekurrenzanalyse längere Diagonalenlängen im
Durchschnitt als die Originalzeitreihe, was als positive Entwicklung in Bezug auf die
Vorhersagbarkeit interpretiert werden kann. Dies liegt allerdings auch in den fehlenden
Kurzzeit-Schwankungen begründet, welche durch die nicht untersuchten Moden als
Residuen abgebildet und nicht untersucht werden.
Im Gegensatz zur DWT-Methode bilden die Diagonalen der Rekurrenzanalyse der
empirischen Modenzerlegung kürzere Rekurrenzabschnitte, was in Tabelle 5.5 bei ei-
nem Vergleich beider Zerlegungsmethoden der GARCH(1,1) Zeitreihe auf DAX-Basis
verdeutlicht wird.
RQA \ Zerlegung Original D 1 D 7 D10 D 11 D 12
GARCH (DAX30) 6.9402 2.2079 5.1435 30.7609 70.8551 191.9599
RQA \ Zerlegung Original IMF 1 IMF 4 IMF 6 IMF 7 IMF 8
GARCH (DAX30) 6.9402 2.3084 3.3633 6.0931 18.4437 31.6223
Tabelle 5.5.: Vorhersagbarkeit der GARCH(1,1)-Simulation auf Basis DAX30 mittels Ld ,
zerlegt mit dem DWT- und EMD-Verfahren
Zum einen besteht die Zerlegung der EMD-Methode nur aus acht extrahierten IMF’s,
wodurch verschiedenartige Frequenzstrukturen in den Zerlegungen enthalten sind. Da-
durch führt auch die größte Zeitskala der IMF 8 nur zu einer durchschnittlichen Länge
von ca. 32 Rekurrenzpunkten, während bei der Wavelet-Zerlegung durchschnittlich Dia-
gonalen mit ca. 192 Rekurrenzpunkten gebildet werden.
Während die EMD-Methode die DAX30-Zeitreihe mit den höchsten Diagonalenlän-
gen (durchschnittlich 109 gleiche Rekurrenzzeiträume auf IMF 9) zerlegt, weist die Zer-
legung der DWT-Methode dort im Vergleich mit anderen Zeitreihen keinen hohen Wert
für Ld auf.10 Auch bei der EMD-Methode kann wie bereits bei der DWT-Methode be-
obachtet werden, dass auf den ersten IMF’s geringere Vorhersagbarkeit auftritt als bei
den nicht zerlegten Zeitreihen.
5.2.3. FREQUENZSTABILITÄT
Die Beurteilung der Frequenzstabilität aller Zerlegungen erfolgt auf Basis des Varia-
tionskoeffizienten der instantanen Frequenz ω, welcher die Konstanz des zyklischen
Verhaltens widerspiegelt. Je niedriger der Variationskoeffizient VarK (ω), umso gleich-
mäßigeres Verhalten weisen die Oszillationen auf. Neben der Beurteilung des Schwin-
10Mit Ld ≈ 140 besitzt die DAX30-Zeitreihe lediglich den vierthöchsten Wert auf dem Detail D12 im
Vergleich mit allen untersuchten Zeitreihen.
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gungsverhaltens in den Grafiken kann mit dieser Kennzahl eine wissenschaftlich fun-
dierte Aussage über gleichmäßige Zyklen getroffen werden.
Tabelle 5.6 zeigt die Variationskoeffizienten von ω bei der Wavelet-Zerlegung auf
allen sechs untersuchten Zeitreihen im Vergleich zu den ursprünglichen Zeitreihen.
VarK (ω) \ Zerlegung Original D 2 D 4 D 9 D 11
DAX30 -217.9368 0.4025 0.5856 1.0352 0.3969
AR(1) DAX30 30.3559 0.3877 0.4125 0.2724 2.4836
GARCH(1,1) DAX30 -188.8728 0.3927 0.4319 2.2809 0.8032
GBP-USD -267.1621 0.4290 0.5180 0.5033 6.3264
AR(1) GBP-USD 21.4229 0.4015 0.4794 0.3736 0.6732
GARCH(1,1) GBP-USD -218.0866 0.4408 0.3634 0.5365 0.7241
Tabelle 5.6.: Frequenzstabilität aller Zeitreihen mittels VarK (ω), zerlegt mit dem
DWT-Verfahren
Die in Abschnitt 5.1.3 bereits angesprochene homogene Oszillation der Wavelet-Zer-
legung D9 der autoregressiven DAX30-Simulation zeigt sich beispielsweise in einem
sehr niedrigen Variationskoeffizienten VarK (ω) ≈ 0.27, welcher gleichzeitig den nied-
rigsten Wert aller Wavelet-Transformationen darstellt.
Betrachtet man die Ergebnisse der Singulärsystemanalyse (Tabelle A.4), so fallen
zuerst die hohen VarK(ω) der ersten extrahierten Mode ins Auge, welche ähnlich hohe
Werte wie die ursprüngliche Zeitreihe aufweisen und auf das nichtzyklische Verhalten
der Zerlegung hindeuten. Bei höheren Moden ergeben sich im Vergleich mit den Re-
sultaten der DWT und EMD sehr niedrige Variationskoeffizienten, was sehr homogene
Oszillationen der Moden bei der SSA-Methode aufzeigt. So ergibt sich bei der achten
Mode der AR(1)-Simulation auf Basis der DAX30-Zeitreihe der kleinste Wert aller Zer-
legungen mit Var (ω) ≈ 0.10. Es bestätigt sich beispielsweise auch der in Kapitel 5.1.1
vermutete homogene Frequenzgang der DAX30-Zerlegung auf der zehnten Mode. Die
stark verzerrten Oszillationen der neunten Mode bei der AR(1)-Simulation auf Wech-
selkurs-Grundlage weisen, wie in Abschnitt 5.1.3 beschrieben, dagegen einen hohen
Variationskoeffizienten auf.11
Die instantane Frequenzen der EMD-Zerlegungen besitzen große Ähnlichkeit mit de-
nen der Wavelet-Transformation (Siehe Tabelle A.5). Die in Abschnitt 5.1.1 angespro-
chenen heterogenen Oszillationen der DAX30-Zeitreihe führen im Kontrast zur DWT je-
doch zu relativ geringen Werten des Variationskoeffizienten der instantanen Frequenz,
was überraschend ist.
In allen drei Zerlegungsmethoden zeigt sich allerdings auch eine große Schwach-
stelle in der Berechnung der instantanen Frequenz ω über die Hilbert-Transformation,
welche am Beispiel des Wavelet-Details D11 des Wechselkurses Pfund in Dollar ge-
11Siehe dazu auch Abbildung 4.1, im Vergleich mit dem homogenen Frequenzgang der Mode 8.
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Abbildung 5.8.: Zu hoch bewertete Frequenzstabilität des DWT Details D11 bei der
Zeitreihe GBP-USD
zeigt werden kann. Wie in Abbildung 5.5 bereits zu sehen und in Kapitel 5.1.2 be-
schrieben, besitzt die Zerlegung bei näherer Betrachtung ein sehr homogen wirkendes
zyklisches Bild mit zwei Oszillationen, welches erwartungsgemäß in einem sehr niedri-
gen Kennwert resultieren sollte. Die instantane Frequenz zeigt jedoch (vgl. Abbildung
5.8) einen sehr hohen Variationskoeffizienten auf, welcher aufgrund der Verzerrung von
φ zu Beginn und zum Ende der Zerlegung nach Bildung der Hilbert-Transformation zu-
stande kommt. Die Zerlegung bildet einen sonst sehr homogenen Frequenzgang ab,
was sich in einem monotonen und gleichmäßigen Anwachsen der Phase φ widerspie-
gelt. Kürzt man die erhaltene instantene Frequenz beispielsweise um die ersten und
letzten 150 Datenwerte, so ergibt sich VarK (ω) ≈ 0.25, was einen sehr niedrigen Wert
im Vergleich zu anderen Zerlegungen darstellt.12
Es zeigt sich hier eine Problematik der Hilbert-Transformation, welche zu Beginn und
zum Ende der Zeitreihe nicht klar definiert ist [28, S. 14]13. Bei anderen Zerlegungen
sind ebenfalls Einflüsse der Definitionslücke der Hilbert-Transformation zu beobach-
ten14, was die Ergebnisse zur Bewertung der Frequenzstabilität verzerrt. Besonders
betroffen sind davon vor allem niederfrequente Zerlegungen höheren Grades.
12Die Anzahl der zwingend gekürzten Datenwerte ist dabei je nach Zerlegung unterschiedlich.
13Siehe hierzu auch Kapitel 4.3.
14Zum Beispiel im Detail D11 der DWT-Zerlegung des Wechselkurses
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6. FAZIT
Die Aufspaltung hochfrequenter wirtschaftswissenschaftlicher Zeitreihen mit moder-
nen Techniken der Zeitreihenzerlegung führt in dieser Arbeit zu sehr unterschiedlichen
Ergebnissen, welche sowohl einen Anstoß zu weiteren Betrachtungen und Anwen-
dung eröffnen, als auch Probleme aufzeigen. Es wurden sechs Zeitreihen analysiert,
darunter zwei reale Zeitreihen und zusätzlich je zwei geschätzte Zeitreihen auf Grund-
lage von AR(1)- sowie GARCH(1,1)-Prozessen.
Besonders die untersuchten Zeitreihen des Leitindex DAX30 sowie des Wechsel-
kurses von GBP in USD stellen die Zerlegungsmethoden vor diverse Probleme, da
sie sehr komplexen Einflüssen unterliegen, und als Folge dessen sehr unterschiedli-
che Volatilität sowie Strukturbrüche aufweisen. Doch auch die Referenzzeitreihen der
AR(1)- sowie GARCH(1,1)-Simulationen weisen aufgrund des großen Betrachtungszeit-
raumes von 4096 Zeitpunkten Entwicklungen auf, welche in dieser Arbeit nicht zuver-
lässig durch die drei Zerlegungsmethoden abgebildet werden können. Die Anwendung
dieser Zerlegungsmethoden bei kürzeren ökonomischen Zeitreihen führt jedoch in der
Literatur zu sehr gut interpretierbaren Resultaten.1
Die Methode der diskreten Wavelet-Transformation zerlegt die Zeitreihe in Details
mit vordefinierten Zeitskalen, besitzt jedoch einige Einschränkungen. Dadurch werden
Zyklen, welche dicht an der Grenze zwischen zwei Zerlegungsgraden liegen, nur un-
zureichend und auf beiden Zerlegungen abgebildet, was als bleeding bezeichnet wird.
Dieser Effekt konnte bei dem Leitindex DAX30 im Jahreszyklus von ca. 265 HandelstagenJahr
nachgewiesen werden.
Eine weitere Schwierigkeit stellt die Abbildung von kurzzeitigen und starken Struk-
turbrüchen dar, welche die DWT-Zerlegung auf mehreren charakteristischen Zeitskalen
abbildet. So übt der große Einbruch des Wechselkurses von Pfund in Dollar aufgrund
1Besonders zu erwähnen sind hier die Veröffentlichungen von Patrick Crowley [28, 27] oder auch Go-
lyanda et al. [36].
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der Finanzmarktkrise2 ab 2008 auf mehreren Zerlegungsgraden großen Einfluss aus,
wovon auf niederfrequenten Skalen allerdings auch umliegende Zeiträume betroffen
sind, welche bereits wieder einen Anstieg erfahren.
Als weiterführendes Verfahren kann die Maximum-Overlap-DWT (kurz MODWT) be-
stehende Problematiken wie zum Beispiel das bleeding lösen. Durch diese Weiterent-
wicklung wird auch die Unveränderlichkeit gegenüber Verschiebungen der Zeitreihe ge-
löst, bei der die Zerlegung eines Zeitabschnitts in Abhängigkeit des Zeitreihenbeginns
unterschiedliche Zyklen aufweist.
Die Aufspaltung der Zeitreihe mittels der Singulärsystemanalyse verfolgt einen ande-
ren Ansatz zur Zerlegung, bei dem im Vorfeld bestimmte Parameter wie beispielsweise
die Fensterlänge oder die Gruppierung der rekonstruierten Moden bestimmt werden
müssen. Dabei führt die Untersuchung der markanten Moden mit der Singulärsystem-
analyse zu sehr zyklischen Zerlegungen mit hoher Frequenzstabilität, welche die realen
Verläufe der Zeitreihe jedoch nur unzureichend abbilden. In dieser Arbeit weist jedoch
auch die Singulärsystemanalyse teils verzerrte Oszillationen bei den untersuchten Mo-
den auf, welche die Analyse des dahinterliegenden Systems erschweren.
Durch die große Anpassungsfähigkeit des SSA-Verfahrens kann mittels der Multiva-
riaten Singulärsystemanalyse eine Zerlegung in Abhängigkeit von mehreren Zeitreihen
vorgenommen werden, was einen reizvollen Ansatz für weitere Untersuchungen zu-
künftiger Arbeiten darstellen kann.
Die Empirische Modenzerlegung stellt eine Zerlegungsmethode dar, welche charak-
teristische Zeitskalen in Abhängigkeit der Daten in Form von intrinsische Modenfunk-
tionen (IMF) bildet. Die Anwendung dieses Verfahrens führte bei den zerlegten Zeitrei-
hen zu intrinsische Moden, welche besonders auf großen Zeitskalen sehr unstetige,
niederfrequenten Oszillationen aufweisen. Hierbei wurden auch bei der EMD-Metho-
de Verläufe beobachtet3, welche auf mehreren IMF’s abgebildet wurden, was hier als
mode mixing bezeichnet wird.
Diese Problematik der EMD-Methode wird durch das weiterentwickelte Verfahren
der EEMD sowie noch erfolgreicher von der CEEMDAN-Methode aufgegriffen und
beseitigt, welche bei der Untersuchung solch hochfrequenter und langer Zeitreihen
denkbare Ansätze zukünftiger Forschungsarbeiten sein können.
Die Untersuchung mittels nichtlinearer Charakteristika zeigt dennoch eine Verbes-
serung der Vorhersagbarkeit bei steigendem Zerlegungsgrad und als Resultat somit
einen besseren Einblick in die Einflüsse des auf die Zeitreihe wirkenden dynamischen
Systems, was weitere Projekte und Arbeit an diesen Zerlegungsmethoden und deren
Anwendung auf komplexe Zeitreihen motiviert.
2Sowie der damit verbundenen wirtschaftlichen Rezession von Großbrittanien.
3Besonders bei den beiden originalen Zeitreihen DAX30 und dem Wechselkurs GBP in USD kann
dieser Effekt beobachtet werden.
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Die Ermittlung der Vorhersagbarkeit mittels Entropien sowie ein darauf aufbauendes
Vorhersagbarkeitsmaß beschreibt in dieser Arbeit die Kurzzeit-Prognosefähigkeit. Es
werden auch auf sehr kleinen Zerlegungsgraden bereits signifikant höhere Vorhersag-
barkeitswerte erreicht als bei den unveränderten Ausgangszeitreihen.
Ein zusätzliches Verfahren zur Prüfung der Vorhersagbarkeit stellt die Rekurrenzana-
lyse dar, welche die zerlegten Zeitreihen auf vergleichbare Verläufe zu unterschiedli-
chen Zeiträumen untersucht. Dabei kann auch hier nachgewiesen werden, dass bei
steigendem Zerlegungsgrad höhere Kennzahlen zur Bewertung der Vorhersagbarkeit
vorliegen, als die der ursprünglichen Zeitreihe. Die Zerlegungen verfügen hierbei je-
doch sowohl bei der DWT-Methode als auch bei der EMD-Methode meist erst in ei-
nem fortgeschrittenen Zerlegungsprozess über mehr und längere gebildete rekurrente
Zeiträume.
Die Art und Qualität der extrahierten Zyklen bei der Zerlegung der Zeitreihe wurde
mittels dem Variationskoeffizienten der instantanen Frequenz untersucht.
Es zeigt sich insbesondere bei den extrahierten Moden der Singulärsystemanalyse
ein sehr zyklisches Verhalten, was in einem sehr geringen Variationskoeffizienten re-
sultiert. Die Details der Wavelet-Transformation und empirischen Modenzerlegung wei-
sen hingegen häufig nichtzyklisches und verzerrtes Verhalten der Oszillationen auf.4
In dieser Arbeit muss aber auch eine Problematik in der Methode zur Prüfung der
instantanen Frequenz festgestellt werden, welche vermutlich auf die Bildung der Hil-
bert-Transformation zurückzuführen ist. Diese Transformation führt zu Beginn und zum
Ende der Beobachtungen zu verzerrten Abbildungen und als Folge daraus zu einem
unrealistisch hohen Variationskoeffizienten der instantanen Frequenz, besonders bei
niederfrequenten Zyklen auf hohen Zerlegungsgraden der DWT- und EMD-Methode.
Abschließend kann festgestellt werden, dass besonders die EMD-Methode und
auch die DWT-Methode aufgrund ihrer Weiterentwicklungsmöglichkeiten MODWT und
CEEMDAN interessante Forschungsschwerpunkte in der Beschreibung von wirtschafts-
wissenschaftlichen Zeitreihen darstellen. Die Singulärsystemanalyse besticht durch die
Rekonstruktion sehr zyklischer, in die Zeitreihe eingebetteter Moden, welche jedoch
nur eine beschränkte Darstellung der realen Einflüsse abbilden.
Die breite und effektive Anwendung der hier vorgestellten Methoden in unterschied-
lichen Forschungsgebieten sowie die Untersuchungen auch in wirtschaftwissenschaft-
lichen Bereichen rechtfertigt eine weiterführende Betrachtung dieser drei Methoden in
der ökonomischen Zeitreihenanalyse, da sie den Umfang ökonometrischer Verfahren
zur Analyse komplexer Phänomene sinnvoll erweitern können.
4Die schwankende Volatilität kann auf allen Zerlegungsleveln beobachtet werden, und bestätigt die
Annahme der Nichtstationarität der ökonomischen Zeitreihe.
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A. ANHANG
A.1. ABBILDUNGEN
ZERLEGUNGEN DES WECHSELKURSES GBP-USD
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Abbildung A.1.: SSA-Zerlegung des Wechselkurses GBP-USD.
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Abbildung A.2.: EMD-Zerlegung des Wechselkurses GBP-USD.
ZERLEGUNGEN DER AR(1)-SIMULATIONEN
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Abbildung A.3.: DWT-Zerlegung der AR(1) Simulation des Aktienindex DAX30.
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Abbildung A.4.: SSA-Zerlegung der AR(1) Simulation des Leitindex DAX.
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Abbildung A.5.: DWT-Zerlegung der AR(1) Simulation auf Basis des Wechselkurses.
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Abbildung A.6.: SSA-Zerlegung der AR(1) Simulation auf Basis des Wechselkurses.
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Abbildung A.7.: EMD-Zerlegung der AR(1) Simulation auf Basis des Wechselkurses.
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ZERLEGUNGEN DER GARCH(1,1)-SIMULATIONEN
         
D
e
ta
il 
D
1
-0.4
-0.2
0
0.2
0.4
         
D
e
ta
il 
D
2
-0.5
0
0.5
         
D
e
ta
il 
D
3
-0.5
0
0.5
         
D
e
ta
il 
D
4
-0.5
0
0.5
         
D
e
ta
il 
D
5
-1
0
1
Zeitpunkt t
1 500 1000 1500 2000 2500 3000 3500 4000
D
e
ta
il 
D
6
-1
0
1
         
D
e
ta
il 
D
7
-1
0
1
         
D
e
ta
il 
D
8
-1
0
1
         
D
e
ta
il 
D
9
-2
0
2
         
D
e
ta
il 
D
1
0
-2
0
2
         
D
e
ta
il 
D
1
1
-1
0
1
2
Zeitpunkt t
1 500 1000 1500 2000 2500 3000 3500 4000
D
e
ta
il 
D
1
2
-2
0
2
GARCH(1,1) - DAX30 Zerlegung
Abbildung A.8.: DWT-Zerlegung der GARCH(1,1) Simulation auf Basis DAX30.
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Abbildung A.9.: EMD-Zerlegung der GARCH(1,1) Simulation auf Basis DAX30.
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A.2. TABELLEN
UNTERSUCHUNG DER ENTROPIE
Entropie \ Zerlegung Mode 1 Mode 2 Mode 4 Mode 6 Mode 10
GBP-USD - AR(1) 0.6569 0.9417 0.9950 0.9321 1.1695
GBP-USD - GARCH(1) 0.9523 0.8862 0.9878 0.9414 1.0576
Tabelle A.1.: Blockentropie der Länge n = 3 der Zeitreihe AR(1) und GARCH(1,1) auf
Basis des Wechselkurses, mittels SSA-Verfahren
Entropie \ Zerlegung IMF 1 IMF 5 IMF 9
Shannon-Entropie n=1 0.9086 0.8868 0.9568
Blockentropie n=3 2.4668 1.2128 1.0006
Blockentropie n=5 3.9247 1.5335 1.0444
Blockentropie n=7 5.2821 1.8479 1.0881
Tabelle A.2.: Blockentropie der Länge n = 1, 2..., 7 der Zeitreihe AR(1) auf Basis von
GBP-USD, zerlegt mit dem EMD-Verfahren
REKURRENZANALYSE
RQA \ Zerlegung Original Mode 1 Mode 2 Mode 8 Mode 10
Ld 4.3465 79.4790 59.7647 7.2087 4.9201
Lmax 289 4095 4095 4095 4095
DET 0.8846 1.0000 1.0000 0.9997 0.9896
Tabelle A.3.: Vorhersagbarkeit mittels Ld , Lmax und DET der GARCH(1,1)-Simulation auf
Basis des Wechselkurses, zerlegt mit dem SSA-Verfahren
UNTERSUCHUNG DER FREQUENZSTABILITÄT
VarK (ω) \ Zerlegung Mode 2 Mode 7 Mode 8 Mode 9 Mode 10
DAX30 1.2592 0.4723 0.3940 0.3307 0.2468
AR(1) DAX30 1.4566 0.3325 0.1012 0.3322 0.3634
GARCH(1,1) DAX30 1.3185 0.3985 0.3473 0.2210 0.4622
GBP-USD 1.4446 0.3540 0.3024 0.3845 0.7385
AR(1) GBP-USD 1.4189 0.2829 0.2806 1.3690 0.2095
GARCH(1,1) GBP-USD 0.9693 0.2754 1.0992 0.3868 0.2164
Tabelle A.4.: Frequenzstabilität aller Zeitreihen mittels VarK (ω), zerlegt mit dem
SSA-Verfahren
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VarK (ω) \ Zerlegung IMF 1 IMF 2 IMF 7 IMF 8 IMF 9
DAX30 0.9363 0.4614 0.4644 0.7943 4.0293
AR(1) DAX30 0.8362 0.4727 0.5965 0.6347 2.6327
GARCH(1,1) DAX30 0.8853 0.4875 0.6986 1.1844 -
GBP-USD 0.8128 0.4623 0.7999 0.7712 4.4526
AR(1) GBP-USD 0.8241 0.4529 0.7357 0.8265 2.4656
GARCH(1,1) GBP-USD 0.9180 0.4521 0.6374 0.5046 0.9496
Tabelle A.5.: Frequenzstabilität aller Zeitreihen mittels VarK (ω), zerlegt mit dem
EMD-Verfahren
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