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Abstract
This report contains the Proceedings of the CARE-HHH Workshop HHH-2008, ‘Scenarios for the LHC
Upgrade and FAIR’1, which was held in Chavannes-de-Bogis, Switzerland, from 24 to 25 November 2008.
The HHH-2008 workshop summarized and concluded five years of HHH studies on the LHC upgrade, the up-
grade of the CERN accelerator complex, and FAIR, preparing the terrain for the future, in particular for the FP7
EuCARD programme. Topics addressed at HHH-2008 ranged from the phased upgrade of the LHC interaction
regions and the upgrade of the LHC injectors, over the FAIR design, high-field or fast cycling superconducting
magnets, and FFAGs, to flat-beam generation, electron-cloud mitigation, beam–beam compensation, crab cav-
ities, enhanced collimation systems, and advanced beam instrumentation. These workshop proceedings offer a
comprehensive review of the progress and open questions.
1The HHH-2008 workshop was sponsored and supported by the European Community Research Infrastructure Activity under the
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LHC INTERACTION REGION UPGRADE – PHASE-I:  
GOALS AND CONCEPTUAL DESIGN 
R. Ostojic, CERN, Geneva, Switzerland 
Abstract 
The LHC is starting operation with beam. The primary 
goal of CERN and the LHC community is to ensure that 
the collider is operated efficiently and that it achieves 
nominal performance in the shortest term. Since several 
years the community has been discussing the directions 
for maximizing the physics reach of the LHC by 
upgrading the experiments, in particular ATLAS and 
CMS, the LHC machine and the CERN proton injector 
complex, in a phased approach. The first phase of the 
LHC interaction region upgrade was approved by Council 
in December 2007. This phase relies on the mature Nb-Ti 
superconducting magnet technology with the target of 
increasing the LHC luminosity to 2 to 3 1034 cm-2s-1, 
while maximising the use of the existing infrastructure. In 
this report, a summary is given of the goals and the 
proposed conceptual solutions for the Phase-I Upgrade of 
the LHC interaction regions. 
GOALS AND MILESTONES OF THE 
PHASE-I UPGRADE 
The LHC is ready for beam. By mid-2008, all of the 
machine sectors have been cooled down and the 
commissioning activities have almost been completed. 
The LHC construction effort has been considerable and 
has involved important international participation. In 
parallel with its construction, the HEP and accelerator 
communities have been discussing possible routes 
towards increasing the reach of this unique scientific 
facility. The adopted approach, summarised in the 
strategy document of CERN Council [1], requires that any 
modifications in the LHC in the first years of running 
must comply with the operations schedule and the 
existing infrastructure. On the other hand, LHC relies on 
the injector chain and its reliability. These accelerators, in 
particular the venerable PS, must have priority in 
maintenance and upgrade. These considerations have lead 
to a phased approach to the upgrade of the LHC 
accelerator complex [2], which includes as the first phase 
the construction of a 160 MeV H- proton linac (Linac4) 
and the Phase-I Upgrade of the LHC interaction regions. 
The goal of the Phase-I Upgrade is to enable focusing 
of the beams to β* of 0.25 m and reliable operation at a 
luminosity of 2 to 3 1034 cm-2s-1. The upgrade concerns in 
the first place the low-β triplets in the two high-
luminosity experiments, ATLAS and CMS, and assumes 
the same interface boundaries with the experiments as at 
present. The low-β quadrupoles will feature a wider 
aperture than the present ones and will use the technology 
of Nb-Ti Rutherford-type cables cooled at 1.9 K 
developed for the LHC dipoles. The D1 separation 
dipoles, as well as a number of other element in the 
insertions will also be modified so as to comply with a 
larger beam envelope associated with β* of 0.25 m. 
However, the present cooling capacity of the cryogenic 
system and the other main infrastructure will remain 
unchanged, and will ultimately limit the luminosity reach 
of the upgrade. 
The Phase-I Upgrade is organized as a CERN project 
since the beginning of 2008. The elements of the upgrade 
have been discussed in a series of meetings to update and 
clarify the input and prepare technical alternatives. This 
work has also relied on information discussed in the 
recent conferences and workshops, in particular those 
organized by CARE. The conceptual design has been 
presented in a review in July 2008 [3] and a conceptual 
design report published [4], summarizing the decisions 
taken in the review. The next major milestone is the 
technical design report, foreseen to be completed in mid-
2009. Later the same year, results from first magnet tests 
should be available. The production of the quadrupoles 
and other magnets is planned for 2010-2012. An 
important milestone is the string test foreseen in 2012 that 
should resolve any outstanding issue and minimize the 
commissioning time of the new magnets.  
The implementation of the upgrade is presently 
foreseen for the first half of 2013. A preliminary planning 
exercise has shown that the removal of the present triplets 
in the ATLAS and CMS interaction regions and the 
installation of the new ones and all other new equipment 
could be achieved in a six month period. A similar 
duration has also been found necessary for the final phase 
of Linac4 commissioning. During that time, the proton 
injector chain will not be available and a CERN-wide 
shutdown and maintenance period is foreseen. ATLAS 
and CMS are also planning substantial modifications 
during this period to prepare for higher event rates. All 
these activities will need considerable CERN-wide 
coordination and scheduling. 
UPGRADE CONSTRAINTS 
The low-β triplets presently installed in the LHC, 
shown in Fig. 1, were built by a collaboration of CERN, 
Fermilab, KEK and LBNL [5]. The quadrupoles have a 
coil aperture of 70 mm and use Nb-Ti superconductor 
cables that allow an operating gradient of 205 T/m. The 
1.9 K cooling, electrical powering and all protection and 
control signals are fed to the triplet by an in-line feed-box, 
shown in the foreground in Fig. 1. The triplets are 
positioned at L*=23 m from the interaction point (IP), and 
allow a β* of 0.55 m which corresponds to nominal LHC 




Figure 1:  The low-β triplet in the ATLAS insertion. 
 
The most effective way of reducing β* is to reduce the 
distance of the triplet to the IP. The idea is not new and 
several studies have been made for the nominal LHC to 
arrange the various beam vacuum and alignment 
equipment housed in between the experimental area 
(19 m) and the triplet, with the purpose of reducing L*. 
Unfortunately, the space for this equipment is extremely 
tight, inside heavy shielding and with limited access. In 
spite of considerable effort, it was not possible to bring 
the triplets forward, towards the IP, while maintaining the 
agreed upon interfaces between the experiments and the 
LHC machine. 
The cryogenic power is brought to the triplets in 
ATLAS and CMS insertions by the compound cryo-line 
(QRL) from the cryogenic islands located in the LHC 
even points [5]. Since the triplets are at the extremities of 
the QRL, the total cooling power available for their 
cooling will depend on the as-built heat loads in the 
adjacent arcs, which will be known better only after the 
first runs of the LHC with high-intensity beams. In any 
case, the total power available for each triplet cannot 
exceed 500 W at 1.9 K, which is the maximum power the 
sub-cooler installed in the QRL can provide. It should be 
noted that at present the cooling capacity available for the 
triplet in Sector 4-5 (left of CMS) is smaller than for the 
others as the RF cavities in IR4 use about 4 kW of the 
total capacity of the cryo-plant servicing this sector 
(23 kW at 4.5-20 K). Also, the present sectorization of the 
QRL does not allow to warm-up the insertion magnets 
separately from the arcs. Hence, four LHC sectors have to 
be warmed-up to exchange the triplets in ATLAS and 
CMS insertions. 
It is clear that any increase of cooling requirements, in 
particular those related to the increase of luminosity 
above 2 to 3 1034 cm-2s-1 will need dedicated cryogenic 
plants serving the triplets around ATLAS and CMS. Their 
installation will most likely require a certain level of civil 
engineering in the underground areas. These changes are 
best done at the time of the phase-II upgrade when the 
two experiments will also perform their own extensive 
modifications. 
As shown in Fig. 1, all major equipment of the triplets 
is located in the LHC tunnel, with the exception of the 
power converters which are housed in alcoves adjacent to 
the machine tunnel (in ATLAS), or parallel to the 
experimental cavern (in CMS). The alcoves are separated 
from the tunnel by shielding walls, through which water-
cooled cables run linking the power converters to the 
triplet feed-boxes. Access for maintenance of the 
equipment in the tunnel, in particular of the feed-boxes, is 
difficult and may have consequences on scheduling of the 
LHC operation. In view of the even higher radiation 
levels after the Phase-I Upgrade, it is necessary to remove 
all delicate equipment from the tunnel, including the feed-
boxes, and place them in low radiation areas. Such areas 
are very scarce around the ATLAS and CMS triplets, and 
it may be necessary to further shield the alcoves. 
The access and transport of magnets to and from 
ATLAS and CMS implies long hauls over several 
kilometres alongside the chain of cold magnets. Although 
care had been taken during LHC design to enable 
transport of magnets at any time, the LHC tunnel is tight 
and transport of equipment is a delicate operation. 
Preparing the triplets for transport therefore has to be 
carefully planned. It is also clear that all new equipment 
has to comply with the allowed transport envelope, which 
coincides with the length, mass and cross-section of the 
LHC main cryo-dipole. 
It is well known from the optics and beam studies made 
during the LHC design that a reduction of β* has a 
number of consequences on the performance of the 
machine. The chromatic aberrations, linear and of higher 
order, are particularly serious and must be carefully 
controlled and compensated. Of particular concern is the 
off-momentum beta-beating, Δβ(δ)/β(0), which must be 
compensated in the triplets and in the betatron and 
momentum cleaning insertions (IR7 and IR3). It should 
be noted that a Δβ(δ)/β(0) larger than about 10% may 
corrupt the collimation system. As chromatic aberrations 
concern the LHC as a whole, new optics solutions need to 
be examined for the Phase-I Upgrade while using the 
existing corrector circuits to their maximum potential. 
CONCEPTUAL DESIGN 
Taking into account the above constraints the 
conceptual solutions for the Phase-I Upgrade have been 
reviewed in July 2008. In the following, we give a brief 
description of the adopted solutions. Detailed description 
can be found in ref [4]. 
Layout and optics 
The present LHC low-β triplet, shown in Fig. 2, is of 
the symmetric type with the two outboard magnets, Q1 
and Q3, with a magnetic length of 6.6 m, while the two 
inner magnets, Q2A and Q2B (forming a single cold mass 
Q2), have a length of 5.7 m. The interconnect lengths 
between Q1-Q2 and Q2-Q3 are slightly different. The 
orbit and other correctors are distributed in all three cryo-
magnets. The separation dipole D1 is composed of six 
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modules of normal conducting magnets. The DFBX feed-
box is placed in the beam line, in between the triplet and 
the D1 dipole. In IR1 and IR5, the triplet is separated 
from the matching section by a drift space of about 
70 m [5]. 
The present matching sections comprise stand-alone 
superconducting magnets (D2-Q6) separated by warm 
sections, which contain the collimators, beam 
instrumentation and vacuum equipment, as well as 
elements of the energy extraction system for the main 
dipole circuits in the adjacent arcs. The area is also used 
for forward physics experiments that need direct access to 
the beam-line. An example of the complexity of the 
equipment is show in Fig. 3 for the section between the 
TAN and D2 dipole. Most of this equipment will remain 
in service after the Phase-I Upgrade. 
The magnets in the matching section are cooled in a 
saturated helium bath at 4.5 K and are powered through a 
superconducting link which is about 120 m long. Studies 
made during the LHC design have determined that a 
change of their operating temperature to 1.9 K is 
technically very difficult due to the limited size of the 
QRL “jumpers” and increased number of connections to 
the headers that would be required in this case. In the 
arcs, these connections are distributed over several cells. 
The increase of the strength or of the temperature margin 
of the magnets by cooling them to 1.9 K is therefore not 
possible without extensive modifications of the QRL. 
Modification of the beam screens in these magnets 
requires their warm-up and removal from the tunnel, 
while their relocation to new positions implies 
considerable intervention on the cryo-services (QRL and 
superconducting link), and displacement of the cabling 
and power services in the tunnel. For all these reasons it 
has been decided that the design of the insertions for the 
Phase-I Upgrade should proceed assuming that the 
matching section magnets and their operating margins 
remain unchanged. 
 
Figure 3:  Beam instrumentation, collimators and other 
equipment presently installed in between the TAN (red 
object on the left) and the D2 separation dipole (blue 
cryostat on the right) in the ATLAS matching section. 
 
Reduction of β* inevitably leads to tighter aperture in 
the matching section magnets and nearby equipment. 
Protection against the beam halo, which is at present 
assured by tertiary collimators designed to protect the 
triplets, will most likely need to be extended to other 
magnets as well. In addition, the TAN will require 
extensive modifications to handle the higher debris power 
and provide appropriate aperture for the beams. The new 
Figure 2: Layout of the present LHC triplet (top) and the conceptual layout of the Phase-I triplet (bottom). 
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protection equipment and other interventions in the 
matching sections (e.g. realignment of the critical warm 
elements) will be done during normal shutdown periods 
for the LHC, foreseen at the beginning of every calendar 
year. The design of the new equipment must take into 
account the implications on the background in the 
experiments, which is expected to be an important issue 
for high-luminosity runs of the LHC. 
The triplet for the Phase-I Upgrade will necessarily be 
longer than the present one, as the operating gradient that 
can be provided by the Nb-Ti conductor reduces with coil 
aperture. Nevertheless, the intention is to follow the 
symmetric layout as much as possible, as it offers a 
number of important advantages. A preliminary layout is 
shown in Fig. 2, and features four identical magnets, each 
about 10 m long. The interconnections are also assumed 
to be identical. There are clear advantages of having 
identical magnets for their timely and cost-effective 
production. For similar reasons, it is proposed to group 
the corrector magnets in a separate cryo-unit placed on 
the upstream side of the triplet. Finally, a superconducting 
D1 dipole replaces the present normal conducting 
magnets, such that the full length of the new triplet string 
is almost identical to the present one. 
The Phase-I Upgrade requires a new optics solution for 
the LHC which minimizes chromatic aberrations. Such 
solutions, based on imposing a π/2 betatron phase 
advance between IP1 and IP5, have been studied in the 
past for the nominal LHC, but without a fully satisfactory 
result. A new approach has been devised recently [6], 
which is based on using the sextupole families in the two 
sectors adjacent to each triplet to excite a Δβ(δ) wave that 
cancels the wave generated by the triplet. The solution 
requires that the phase advance in the arc cells is very 
close to π/2 and that a well defined phase relation exists 
between the IP and the arc. Under these circumstances it 
has been shown that the problem of Δβ(δ)/β(0) 
compensation can be solved. Using the maximal current 
of the sextupole families, the off-momentum beta-beating 
can be reduced below 10% in the triplets and IR3 and IR7 
for β* ≥ 0.25 m. Furthermore, these phase conditions also 
enable compensation of the spurious dispersion in the 
ring, generated by the large crossing angle, proportional 
to 1/√β*. However, as these phase conditions have to be 
achieved in all the arcs and insertions, the integer tune of 
the LHC changes, and the tune split is reduced from 5 to 
3. Further work is necessary to fully validate the proposed 
solution at injection, possibly including experimental 
machine studies in the LHC itself. 
Besides the phase conditions imposed by the ring 
optics, the optics in the ATLAS and CMS insertions must 
be consistent with the parameters of the new triplets and 
the magnets in the matching sections (D2-Q4) and 
dispersion suppressors (Q7-Q11), and of the other 
equipment that will remain after the Phase-I Upgrade. 
This concerns in particular the strength and aperture of 
the magnets, and the aperture of the collimators and 
absorbers. Several possibilities were examined [6] and it 
was found that as a general rule the shorter the focusing 
length of the new triplet the larger is the aperture margin 
in the matching sections, but the lower the flexibility of 
matching to the arc. On the other hand, by displacing Q4 
and Q5 quadrupoles towards the arc by 10-15 m, the 
aperture and matching conditions for a given triplet can 
be improved. The longest Nb-Ti triplet that can be 
matched to the rest of the insertion is about 40 m long, 
and is given by the available strength and aperture of the 
dispersion suppressor quadrupoles.  
On the basis of these arguments it was concluded that 
the appropriate solution for the Phase-I Upgrade is a low-
β quadrupole with a coil aperture of 120 mm and an 
operating gradient of 120 T/m. A number of layout issues 
still need to be resolved for the new triplet. For example, 
the preliminary studies have shown that for realistic 
alignment of the quadrupoles the orbit correction with a 
pair of orbit dipoles, as shown in Fig. 2, results in a small 
residual orbit error and favourable strength requirements. 
However, the control of the beam position at the IP 
requires further studies. The number and position of the 
BPMs also has to be defined, as well as the space 
necessary for linking the triplet to the QRL and the cold 
power buses. Also, a precise evaluation is needed of the 
performance gain that would be obtained if the two 
central quadrupoles Q2A and Q2B were of different 
length than the Q1 and Q3 quadrupoles, as is the case in 
the present triplet. These and other questions will be 
resolved as the technical design proceeds to completion. 
Low-β quadrupoles 
The magnets for the Phase-I Upgrade will extensively 
use the technological developments made for the LHC. 
Nevertheless, the design of the new magnets is not 
without concerns due to higher stored energy, forces and 
stresses, and increased heat loads and radiation dose. 
The low-β quadrupoles for the Phase-I Upgrade will 
use the existing LHC dipole cables arranged in a 120 mm 
aperture coil providing a field gradient of 120 T/m. The 
magnet design will also include as much as possible other 
materials available from the LHC production, in 
particular the high-strength steel for the collars and 
magnetic iron for the laminations. The outer diameter of 
the magnet will be 570 mm, equal to the outer diameter of 
the LHC dipole. 
The quadrupoles will be cooled in static pressurized 
helium bath at 1.9 K with a single heat exchanger of the 
bayonet-type, as is presently the case for magnets in the 
LHC arcs. The heat exchanger will have a diameter of 
95 mm, dimensioned for the ultimate cooling capacity of 
500 W. The cable and coil insulation, the stand-alone 
collars and yoke laminations will be designed to improve 
the heat transfer from the coil. The cross-section of the 
magnet is shown in Fig. 4.  
Several possibilities for protecting the quadrupole have 
been considered, taking into account considerable 
experience with the LHC dipole cables, quench heaters 
and their powering units, as well as with the external 
elements of the protection circuits. With this information 
at hand, several circuit configurations were analysed, 
HHH-2008 PROCEEDINGS
4
showing that the quadrupole can be effectively protected 
with any of the usual protection schemes. An external 
dump resistor, backed with quench heaters configured in 
two families, presents multiple advantages and has been 
retained as the baseline. 
 
 
Figure 4: Conceptual design of the 120 mm MQXC 
quadrupole. 
 
The design of the magnet yoke and its helium vessel is 
presently envisaged to follow the design of the LHC 
insertion quadrupoles [5]. A single piece yoke will be 
used to provide the return path for the magnetic flux and 
magnetic shielding. The mechanical function of the yoke 
will be to align the collared coils, but otherwise it will not 
participate in containing the forces. The final alignment of 
the magnet will be provided by the full length shells, 
welded at the median plane. This technique has proven to 
be very reliable, giving excellent results in aligning the 
magnets. The helium vessel will be completed with end-
domes, much in the style of the LHC dipoles. 
Correctors 
In the proposed layout the corrector magnets are 
grouped in a separate cryo-unit, located between Q3 and 
D1. The assembly is cooled in line with the triplet at 
1.9 K, and will contain horizontal and vertical orbit 
correctors (MCBX), and skew quadrupole (MQSX) and 
sextupole (MCSX) correctors. Other multipole correctors 
may also be necessary. The required strength of the 
multipole correctors will be determined on the basis of the 
field error tables for the low-β quadrupoles and the D1 
dipole. The corrector cryo-unit is expected to be about 
6 m long. The studies of the magnet protection from 
particle debris have shown that an aperture larger than 
120 mm would lead to a significant reduction of the 
power density. With this in mind, an aperture of 140 mm 
is assumed for all correctors. 
With respect to the present triplet, a smaller number of 
orbit correctors is proposed. Their strength is estimated at 
about 6 Tm. These magnets will also provide the crossing 
angle for the beams and their separation at the IP before 
collision. Hence, they should be constructed with the 
same level of reliability and robustness in mind as any 
other dipole in the LHC. The nested dipole correctors 
based on epoxy-impregnated coils, as used in the present 
triplet, are not considered appropriate for the performance 
goals of the Phase-I Upgrade and alternative solutions 
using Rutherford-type cables are being investigated. 
Besides helium transparency, this type of coil should also 
profit from the larger temperature margin offered by 
1.9 K cooling. However, their design requires careful 
optimization and must include the full powering circuit, in 
particular the power converter. Contrary to the present 
rating of 600 A, bipolar powering in the 2 to 3 kA range 
will be necessary. In addition, an active quench protection 
system will be required for these magnets. Similarly, the 
mechanical design should profit from the experience with 
the LHC magnets using stand-alone collars. Development 
work on the cables, using existing strands, and on the 
design of the magnet and the convertor, as well as circuit 
protection, has been launched to meet these goals. A 




Figure 5: Conceptual design of the orbit corrector MCBX. 
 
D1 dipoles 
The present D1 separation dipole comprises six normal 
conducting magnets with a pole gap of 63 mm. Clearly, 
the magnet gap must be increased to match the aperture of 
the triplet. Recent cost estimates have determined that the 
most effective solution for the D1 dipole is a 
superconducting magnet with a field in the 4 T range. 
The preferred solution for the superconducting D1 
dipoles is to reuse the design of the RHIC DX dipole, 
which has been serving well in this collider for many 
years. This magnet has a coil aperture of 180 mm with a 
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warm bore of 140 mm [7]. The operating field of the 
magnet is 4.4 T and its magnetic length 3.7 m. Two such 
magnets are necessary for D1, which will be about 10 m 
long, as shown in Fig. 2. The magnet will be cooled at 
4.5 K and could be either a semi- or a fully stand-alone 
unit (with a warm bore). The parameters of the magnet 
are such that it could remain in the insertions for the 
phase-II upgrade. 
Powering and magnet protection 
The considerably larger stored energy in the new low-β 
quadrupoles requires that the magnet protection be 
revisited. In the present design, the triplet magnets are 
protected by built-in quench heaters. When a quench 
signal is issued, the quench heaters in all magnets are 
activated irrespective of the source of the quench signal. 
As the powering circuit does not contain energy 
extraction resistors the full magnetic energy is dissipated 
at 1.9 K. The temperature of the magnets and helium 
pressure after quench are therefore high, and the time to 
cool the triplet back to the nominal operating temperature 
is comparatively longer. Nevertheless, the system has 
proven to be fully operational and reliable. 
The new low-β quadrupoles will also be equipped with 
quench heaters. However, to improve the magnet 
protection, and at the same time reduce the cryogenic 
recovery time, the powering circuits for the Phase-I 
triplets will also include energy extraction. The presently 
preferred scheme consists of two identical circuits, each 
covering two magnets (Q1-Q2A, Q3-Q2B). Each circuit 
consists of the main 14 kA power convertor and a 2 kA 
trim over one magnet for optics flexibility. Quench 
detectors will be similar to the present ones. Several 
possibilities were considered for the switches, extraction 
resistors and bypass protection. The final choice remains 
to be made, but the primary criteria will be the radiation 
hardness and volume of the equipment. 
The quench protection units, power converters and the 
feed-boxes will be housed in shielded areas away from 
the machine tunnel. The feed-boxes will be connected to 
the magnets via a superconducting link, carrying 14 kA 
for the main quadrupole circuits, as well as lower currents 
for the correctors. As an alternative to a conventional link 
incorporating an Nb-Ti bus cooled with supercritical 
helium, similar to the ones presently used for powering 
the matching section magnets, a solution based on the use 
of MgB2 conductors is being studied. This new 
superconducting material provides increased temperature 
margin and simpler current leads and cryogenic services. 
The final decision on the choice of the cable for the link 
will be taken at a later stage. 
Protection from particle debris 
With higher luminosities the protection of magnets and 
other equipment from particles generated in the collisions 
is of crucial importance. As the power density from the 
debris scales with luminosity, it is clear that protection 
efficiency for a luminosity three times the nominal one 
must be higher than in the present triplet. It is assumed for 
the purposes of the conceptual design that the heat 
transfer properties of the new low-β quadrupoles will be 
the same as in the present magnets, although work has 
started on improvements. 
Studies performed recently for several candidate 
layouts have shown that the increased aperture of the 
quadrupoles has a beneficial effect on the protection 
efficiency. In fact, for a luminosity 2.5 times the nominal, 
it was shown that the peak power density is within the 
design limits for most of the magnets. It is only between 
Q1 and Q2 that the peak exceeds the limit. Fortunately, 
due to a reduced aperture requirement for Q1, additional 
shielding can be included as part of the beam screen 
assembly, effectively eliminating the peak. Similar local 
solutions may also be needed in the interconnections 
between the magnets. Furthermore, all cases studied show 
that the estimated total heat load in the triplet magnets is 
about 400 W at 1.9 K, which is still compatible with the 
existing maximum cooling capacity. 
Very important elements for magnet protection are the 
two absorbers, TAS and TAN. The main function of the 
TAS, located between the experiment area (19 m) and the 
Q1 quadrupole, is to shield the triplet and reduce 
backscatter to the experiments. Its vacuum chamber is 
designed such to be as close as possible to the beam 
envelope. Since the beam size and excursion will increase 
due to lower β*, the vacuum chamber of all four TAS in 
ATLAS and CMS must be replaced. The most effective 
solution, in terms of access, handling and costs, is to build 
new TAS bodies and vacuum chambers. This is also an 
opportunity to introduce a cooling system, as the total 
heat load in the TAS body will be about 400 W. 
The TAN is located 140 m from the IP. Its role is to 
protect all downstream equipment from the neutral 
particles at the point where the two beams transit from a 
common to separate vacuum chambers. The present TAN 
is perfectly adequate for the luminosity of 1034 cm-2s-1 and 
β* of 0.55m. However, for a luminosity 2.5 times higher 
the TAN will receive about 600 W. Furthermore, for a β* 
approaching 0.25 m, the aperture of the present TAN 
becomes the limiting element in the insertions. It will 
therefore need to be considerably modified. 
The debris power in the magnets is also a generator of 
considerable radiation dose. In the present triplets, a peak 
dose of 3.5 MGy is expected in the coil for a standard 
annual run during which 75 fb-1 of luminosity are 
accumulated. In the new triplets the dose in the coil inner 
layer is estimated at about 1 MGy/100 fb-1, but has a 
strong radial dependence and may be up to three times 
higher in the innermost strands of the cable. With these 
estimates in mind it is assumed that the magnets and all 
other equipment for the Phase-I Upgrade must comply 
with a lifetime of at least 500 fb-1. This integrated 
luminosity is compatible with the lifetime of the ATLAS 
and CMS inner detectors before their phase-II upgrade. 
A compulsory requirement for the design of the new 
triplets is strict application of ALARA principles. This is 
in particular the case for the interconnections, which have 
to be designed such that their servicing and disconnection 
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can be done with tooling adapted for work in radiation 
environment. An elemental trace analysis will be done for 
the steels and other materials so as to be able to predict 
the activation level of the cryo-magnets after exposure to 
the beam. 
A further consequence of high luminosities is the 
expected level of hadron fluence in the tunnel and in 
surrounding areas where electronics equipment will be 
housed. Following the CNGS run in 2007, which has 
revealed that high energy charged hadrons (>20 MeV) 
may provoke electronics failure due to single event upsets 
with higher probability than previously assumed, a 
campaign has began at CERN to assess the risk of 
radiation-induced electronics failures in the LHC 
underground areas.  Recent estimates indicate that the 
alcove close to CMS where the electronics of the present 
triplet is housed is exposed to a fluence of high energy 
hadrons above 109 cm-2/100 fb-1. Appropriate solutions 
are being looked at and the fluence levels in other areas of 
interest are being calculated, including the total dose and 
1 MeV equivalent neutron fluence. 
Tunnel integration 
As mentioned beforehand, the power converters and 
quench protection equipment for the present triplets are 
housed in the alcoves, while the feed-boxes and cryogenic 
instrumentation are in-line with the triplet or below the 
cryostats. Unfortunately, the equipment layout around 
ATLAS and CMS is not identical. In fact, the equipment 
alcoves on the two sides of CMS are quite different, while 
they are symmetric in ATLAS. Furthermore, the beam 
tunnels are different too. This has all led to a situation 
where the feed-boxes and the layout of the equipment are 
different for all triplets in the LHC. The design goal for 
the Phase-I Upgrade is to have all four feed-boxes 
identical, and to standardize the layout of other equipment 
as much as possible. 
The available space in the alcoves is shared with other 
machine equipment and is almost fully occupied. 
Nevertheless, in reviewing the situation it has been 
possible to identify appropriate locations for the new 
power converters, feed-boxes and protection equipment. 
For ATLAS, the space reserved includes the UJ caverns 
the UL passageway, as well as the US cavern, which is 
mostly used for the ATLAS electrical equipment. The 
situation in CMS is more difficult, and at present the most 
promising solution is to place all the equipment in the UL 
by-pass, which serves for magnet transport and is 
presently empty. In both cases, additional studies are 
necessary to find the appropriate solutions to reduce the 
length of the cold links while keeping most of the 
equipment in low radiation areas. 
CONCLUSIONS 
In the first few years of operation it is expected that the 
LHC luminosity will gradually increase and that the 
collider will reach its nominal performance. In order to 
make possible continued improvement, several upgrade 
projects have been launched both for the injector chain 
and the LHC itself. The Phase-I Upgrade of the ATLAS 
and CMS interaction regions is focused on removing the 
known bottlenecks in the low-β triplets and enabling 
reliable operation of the machine at the luminosity of 2 to 
3 1034 cm-2s-1, limited by the existing cryogenic capacity. 
The implementation of the upgrade is foreseen in 2013, 
when Linac4, the first section of the new injection chain 
will also come into operation. It is also expected that 
ATLAS and CMS will perform substantial modifications 
at this time to prepare for higher event rates. 
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LHC PHASE-2 UPGRADE SCENARIOS
W. Scandale, F. Zimmermann, CERN, Geneva, Switzerland
Abstract
The projected lifetime of the LHC low-beta quadrupoles,
the evolution of the statistical error halving time, and the
increased physics potential all call for an LHC luminosity
upgrade by the middle of the coming decade.
Within the CARE-HHH network a phased upgrade plan
has been proposed, consisting of a phase 1 that involves
only the LHC interaction region, and a later phase 2 which
is accompanied by major changes to the LHC injector com-
plex.
Several schemes have been identified for increasing, in
phase 2, the LHC peak luminosity by more than a factor of
10, to values above 1035 cm−2s−1, and four example sce-
narios were developed. All scenarios imply a rebuilding
of the high-luminosity interaction regions (IRs) [at least
compared with the nominal LHC] in combination with a
consistent change of beam parameters. However, their re-
spective features, bunch structures, IR layouts, merits and
challenges, and luminosity variation with β ∗ differ substan-
tially. In all scenarios luminosity leveling during a store
would be advantageous for the physics experiments.
An injector upgrade must complement the upgrade mea-
sures in the LHC proper in order to provide the beam in-
tensity and brightness needed as well as to reduce the LHC
turnaround time for higher integrated luminosity.
A number of complementary advanced techniques, such
as long-range beam-beam compensation, electron-cloud
mitigation or crystal collimation, have been advanced and
promise to further boost the performance of the upgraded
LHC.
MOTIVATION
The Large Hadron Collider (LHC) will collide two pro-
ton beams with a centre-of-mass energy of 14 TeV at de-
sign and “ultimate” luminosities of 1034 cm−2s−1 and
2.3 × 1034 cm−2s−1. The LHC proton beams will cross
each other at the four detectors of the two high-luminosity
experiments ATLAS and CMS, the B physics experiment
LHCb, and the ion experiment ALICE. The LHC is set
to explore an extremely rich physics landscape, spanning
from the Higgs particle, over supersymmetry, extra di-
mensions, black holes, precision measurements of the top
quark, the unitarity triangle, to the quark-gluon plasma [1].
Simple models for the LHC luminosity evolution over
the first few years of operation [2] indicate that the IR
quadrupoles may not survive for more than 8 years due
to high radiation doses, and that already after 4–5 years
of operation the halving time of the statistical error may
exceed 5 years. Either consideration points out the need
for an LHC luminosity upgrade around 2016. A third rea-
son for an LHC upgrade is extending the physics potential
of the LHC: A ten-fold increase in the luminosity will in-
crease the discovery range for new particles by about 25%
in mass [1]. Detailed physics examples can be found in
Ref. [3]. The particle-physicists’ goal for the upgrade is to
collect 3000 fb−1 per experiment in 3–4 years of data tak-
ing. Similar upgrades were performed at previous hadron
colliders, where, for example, the Tevatron upgrade has re-
sulted in an integrated Run-II luminosity about 50 times
larger than that of Run I.
PARAMETER DRIVERS
Key drivers determining the upgrade parameters are the
head-on beam-beam limit, the detector pile up, the long-
range beam-beam effects, the crossing angle, collimation
& machine protection, the beam parameters available from
the injectors, and the heat load on the beam screen in the
cold arcs due to synchrotron radiation, impedance, and
electron cloud.
The head-on beam-beam limit imposes constraints on
the beam brightness (and the crossing angle), or for a given
emittance on the bunch charge.
For a fixed luminosity the maximum acceptable detector
pile up limits the possible values of bunch spacings. Long-
range beam-beam effects determine the minimum crossing
angle and, together with the available aperture, they intro-
duce a lower bound on the IP beta function.
Increasing the crossing angle in turn leads to a rapid loss
in geometric overlap of the colliding bunches; this loss can
be compensated, for example, by shorter bunches, or by
crab cavities, or by a smaller emittance.
Other limits arise from the collimation system, whose
main task is quench protection. A beam loss of 1% beam
loss in 10 s at 7 TeV corresponds to 500 kW energy, which
is to be compared with a quench limit of 8.5 W/m [4].
The simulated cleaning efficiency with errors allows only
for ∼ 5% of the nominal intensity for the assumed loss
rate. The phase-1 IR upgrade will not improve the intensity
limit. An improvement will only come from a “phase-II
collimation” with (sacrificial or consumable?) copper and
cryogenic collimators which are presently under study. A
factor 30 improvement in cleaning efficiency is predicted,
from 99.997 %/m to 99.99992 %/m. In 2012 this system
should be ready for nominal and higher intensity up to the
ultimate bunch charge corresponding to 1.7×1011 protons.
The so-called electron-cloud phenomenon leads to heat
load (which may result in magnet quenches), instabili-
ties, emittance growth, and poor beam lifetime. Also syn-
chrotron radiation and beam image currents add to the heat
load on the beam screen. These heating processes add con-
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straints on bunch spacing, bunch charge and bunch length.
The last important ingredient is the LHC injectors, in
which the nominal LHC beam roughly corresponds to the
present performance limit [5]. The target beam parameters
for the injector complex that should correspond to the “ulti-
mate” in the LHC (Nb = 1.7×1011 with 25 ns spacing and
nominal emittance) are out of reach at present. Component
aging & reliability problems compound the injector issues.
Important limiting mechanisms like space charge and aper-
ture are common to all injectors and will profit from an
injection-energy increase; in particular the PS Booster will
profit from the new LINAC4. TMCI is a major limitation
for PS and SPS and an increase in the slippage factor is nec-
essary (avoid transition crossing and choose γ inj  γtr).
PARAMETER EVOLUTION 2001–2008
Possible LHC upgrade paths were first examined around
2001/02 as part of a feasibility study [6], which introduced
the notion of phased upgrade with phase 0 pushing the per-
formance without hardware changes, phase 1 modifying
only the LHC interaction regions, and phase 2 involving
major hardware changes, such as a rejuvenation of the in-
jector complex. The phase 0 foresaw a reduction of the
number of collision points from 4 to 2 (IP 1 and 5), allow-
ing for a bunch-intensity increase from the nominal value
Nb = 1.15× 1011 to the ultimate Nb = 1.7× 1011, main-
taining the same, nominal beam-beam footprint, and yield-
ing a luminosity of 2.3 × 1034 cm2s−1. This luminosity
could be boosted further, still with β∗ ≈ 0.5 m, by increas-
ing the crossing angle from about 300 μrad to 340 μrad,
together with an increase of the bunch intensity to N b =
2.6× 1011, promising a luminosity of 3.6× 1034 cm2s−1,
without any hardware change. Two more advanced beam-
parameter scenarios for highest peak luminosities around
1035 cm2s−1 were identified: bunches with 12.5 ns spac-
ing and β∗ = 0.25 m, or a few superbunches. The beam-
parameters have been further developed by the CARE [7]
HHH network [8], in collaboration with the US LARP
[9]. The HHH-2004 workshop eliminated the superbunch
scheme. At the LUMI’05 workshop, the idea of an IR
upgrade based on large-aperture quadrupoles made from
conventional NbTi superconductor was introduced, as well
as an “early-separation” scheme with slim dipoles embed-
ded deep inside the detector, and the alternative “large-
Piwinski angle” scenario. LUMI’06 finally abandoned the
original 12.5-ns upgrade scheme in view of excessive heat
load from image currents, synchrotron radiation, and elec-
tron cloud. This workshop also decided to pursue the so-
called “quadrupole-first” layouts rather than “dipole-first”
schemes a` la RHIC. BEAM’07 proposed a third upgrade
scheme, using full crab crossing, and it also looked at the
production and maintenance of the LHC beam required for
the large-Piwinski-angle scheme, as well as at possibilities
for luminosity leveling. At HHH-2008, a fourth scheme
was added, relying on higher-brightness lower-emittance
beams from the new injectors.
UPGRADE STAGES
The present LHC upgrade plan consists of a series of im-
provements — primarily two discrete phases just as antici-
pated in Ref. [6] —, namely the first one consolidating the
nominal performance and providing a luminosity of up to
3× 1034 cm−2s−1 and the second one increasing the lumi-
nosity by more than an order of magnitude from nominal,
to values above 1035 cm−2s−1.
The first phase is planned to be implemented by 2014.
It consists of new NbTi triplets with larger aperture, new
D1 separation dipoles, and a new TAS, which may allow
reaching a β∗ of 0.25 m (half the ultimate) in the interaction
points 1 and 5. The beam would be accelerated through
the new Linac4, easily providing the ultimate intensity of
1.7× 1011 protons per bunch.
The second phase would become operational around
2018. It coincides with the commissioning of two new
injector-accelerators, the Superconducting Proton Linac
(SPL) and the Proton Synchrotron 2 (PS2), which will re-
place the PS booster and the PS, respectively, and permit to
reach twice the ultimate beam brightness with 25 ns spac-
ing in the LHC. The LHC interaction region might again
be rebuilt for phase 2. One option is to install a new triplet
made from Nb3Sn that might allow squeezing β∗ down to
about 15 cm.
It should be mentioned that the experiments also require
time without beam to upgrade their detectors. ATLAS, for
example, requests an 18-months shutdown, which should
be scheduled to overlap with one of the two machine up-
grade phases.
A number of complementary measures could be added in
the time window 2010–2018, whenever sufficiently mature
and needed: long-range beam-beam compensation, crab
cavities, advanced collimators, coherent electron cooling,
electron lenses, etc. In fact, depending on the upgrade path
chosen the phase-2 upgrade may turn out to be just equal to
the phase-1 upgrade plus some complementary measures.
In the longer term, for the year 2020 and beyond, an
LHC energy upgrade and the possibility of a Large Hadron-
electron Collider appear on the horizon.
UPGRADE SCENARIOS
Upgrades attempt to reduce the IP beta function, β ∗, in
order to maximize the luminosity. Smaller IP beta func-
tions imply larger crossing angles and as a result a de-
graded geometric overlap of the colliding bunches, can-
celling most of the gain from the reduced β ∗. In re-
sponse to this obstacle four different example scenarios
have been constructed. The early-separation scheme (ES)
uses dipole magnets embedded inside the detector to min-
imize the required residual crossing angle. The effect
of the crossing angle is still noticeable though, and the
scheme would profit from additional small-angle crab cav-
ities. An alternative scheme, the full crab crossing (FCC),
avoids the detector-integrated dipoles and relies only on
(stronger) crab cavities. A third scheme, recently proposed
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by R. Garoby [10], makes use of the higher brightness from
the rejuvenated injector complex to regain luminosity that
would otherwise be lost by the crossing angle. The low
emittance (LE) is possible, since the head-on beam-beam
tune shift is also reduced by the crossing angle, in a sim-
ilar way as the luminosity. Lastly, the fourth scheme is
based on the same reduction of the beam-beam tune shift
by operating with fewer long flat bunches, and like the LE
scheme with a large Piwinski angle (LPA). The IR lay-
outs and colliding bunches for the four upgrade scenarios
are sketched in Fig. 1, while Table 1 compares example
parameters for the four upgrade schemes with those of the
nominal and ultimate LHC. Recent R&D progress on all
four scenaries is sketched in Appendix A.
Figure 2 illustrates the ideal luminosity evolution for the
various upgrade scenarios. It can be seen that the lumi-
nosity for the ES, FCC and LE scenarios starts higher, but
decays faster than for the LPA case, leading to shorter runs.
The parameters are constructed such that the average lumi-
nosity values are nearly identical for all four schemes. The
high initial peak luminosity for the first three schemes may
not be useful for physics in view of possibly required set-up
and tuning periods. On the other hand, as shown in Fig. 3,
the average event pile up for these options is about 30–40%
lower than that for the LPA case.
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Figure 2: Ideal luminosity evolution for the ES & FCC
(red), LE (green) and LPA scenarios (blue), considering
the optimum run duration for a turn-around time of 5 h.
The dashed lines indicate the corresponding time-averaged
luminosities.
The LHC crossing angle θc introduces a geometric lu-
minosity reduction factor which for bunches much shorter




where φ ≡ σzθc/(2σ∗x,y) is the so-called Piwinski an-
gle, with σz the rms bunch length and σ∗x,y the transverse










Figure 3: Time evolution of the event-per-crossing rate for
the ES & FCC (red), LE (green) and LPA scenarios (blue),
considering the optimum run duration for a turn-around
time of 5 h.
rms (round) beam size at the collision point. The nominal
LHC operates at R(φ) ≈ 0.84. The reduction factor R(φ)
decreases steeply as φ is raised beyond nominal, e.g. for
smaller β∗ and larger crossing angle.
The crossing angle reduces not only the luminosity, but
also the beam-beam tune shift. For alternating planes of
crossing at two interaction points (IPs), the luminosity can




























1 + φ2 , (4)









which is limited to about 0.01 according to experience at
previous hadron colliders (notably the Spp¯S), f rev the rev-
olution frequency, Nb the number of protons per bunch,
Fproﬁle a form factor that depends on the longitudinal pro-
file (about 1 for a Gaussian and √2 for a uniform profile)
and Fhg the additional reduction factor due to the hourglass
effect, which is relevant only for bunch lengths comparable
to, or smaller than, the IP beta function. In (2) the collision
of two round beams has been assumed. Other variables are
defined in Table 1. It is interesting that at low intensity
smaller emittance and low Piwinski angle maximize the
luminosity according to (2), but that the inverse is true at
the beam-beam limit when the maximum beam-beam tune
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Figure 1: Example interaction-region layouts for the four different LHC high-luminosity upgrade scenarios of Table 1.
HHH-2008 PROCEEDINGS
11
Table 1: Parameters for the (1) nominal and (2) ultimate LHC compared with those for the four upgrade scenarios with
(3) more strongly focused ultimate bunches at 25-ns spacing with either early separation and crab cavities [ES], full crab
crossing [FCC], or low emittance [LE], and (4) longer intense flat bunches at 50-ns spacing in a regime of large Piwinski
angle [LPA]. The numbers refer to the performance without luminosity leveling.
parameter symbol nominal ultimate ES or FCC LE LPA
number of bunches nb 2808 2808 2808 2808 1404
protons per bunch Nb [1011] 1.15 1.7 1.7 1.7 4.9
bunch spacing Δtsep [ns] 25 25 25 25 50
average current I [A] 0.58 0.86 0.86 0.86 1.22
normalized transverse emittance γ [μm] 3.75 3.75 3.75 1.0 3.75
longitudinal profile Gaussian Gaussian Gaussian Gaussian uniform
rms bunch length σz [cm] 7.55 7.55 7.55 7.55 11.8
beta function at IP1&5 β∗ [m] 0.55 0.5 0.08 0.10 0.25
(effective) crossing angle θc [μrad] 285 315 0 311 381
Piwinski angle φ 0.4 0.75 0 3.2 2.01
hourglass factor Fhg 1.00 1.00 0.86 0.92 0.99
peak luminosity Lˆ [1034 cm−2s−1] 1.0 2.3 15.5 16.3 10.6
events per crossing 19 44 294 309 403
rms length of luminous region σ lum [mm] 45 43 37 15 53
initial luminosity lifetime τL [h] 22.2 14.3 2.2 2.0 4.5
average luminosity (Tta = 10 h) Lav [1034 cm−2s−1] 0.5 0.9 2.4 2.5 2.5
optimum run time (Tta = 10 h) Trun [h] 21.2 17.0 6.6 6.4 9.5
average luminosity (Tta = 5 h) Lav [1034 cm−2s−1] 0.6 1.2 3.6 3.7 3.5
optimum run time (Tta = 5 h) Trun [h] 15.0 12.0 4.6 4.5 6.7
e-cloud heat load for δmax = 1.4 Pec [W/m] 1.07 1.04 1.0 1.0 0.4
e-cloud heat load for δmax = 1.3 Pec [W/m] 0.44 0.6 0.6 0.6 0.1
SR heat load PSR [W/m] 0.17 0.25 0.25 0.25 0.36
image-current heat load Pic [W/m] 0.15 0.33 0.33 0.33 0.70
1.9-K gas scattering heat Pgas [W/m] 0.04 0.06 0.06 0.06 0.08
load for 100 h lifetime
shift has been reached, and Eq. (4) with constant value of
ΔQbb best describes the behavior. The beam-beam limit
defines a universal set of curves, distinguished through the
longitudinal beam profile, of maximum acceptable beam
brightness as a function of the Piwinski angle. Figure 4 il-
lustrates how the various scenarios of Table 1 lie on one of
these curves.
The upgrade parameters in (3) which differ from the “ul-
timate” LHC configuration are 1/β∗, Nb, ΔQbb, Fproﬁle,
and nb for the LPA upgrade, where the peak luminosity
increases by a factor 10.6 above nominal. For the ES
and FCC or LE upgrade schemes, the parameters 1/β ∗,
ΔQbb,and (partly) Fhg are different from the ultimate
LHC, and translate into a gain in peak luminosity by a fac-
tor 15.5 or 16.3, respectively. A detailed breakdown of lu-
minosity gain factors for all four upgrade scenarios is pre-
sented in Table 2.
Another important consideration for the upgrade is the













Table 2: Peak-luminosity gain factors compared with the
ultimate LHC for the different upgrade scenarios of Table
1. We note that the total beam-beam tune shift for the ul-
timate LHC with two collisions points is ΔQtot = 0.008
(i.e. less than 0.01) if the reduction due to the crossing an-
gle is taken into account.
parameter LPA ES & FCC LE
1/β∗ ×2 ×6.3 ×5.5
Nb ×2.9 ×1 ×1




nb ×0.5 ×1 ×1
Fhg ×1.0 ×0.86 ×1.0
total gain w.r.t. ultimate ×4.5 ×6.8 ×7.1
total gain w.r.t. nominal ×10.6 ×15.5 ×16.3
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Figure 4: Brightness as a function of Piwinski angle for constant beam-beam tune shift, indicating the working points for
the various scenarios of Table 1.
The luminosity lifetime is inversely proportional to the lu-
minosity, or proportional to β ∗. The lifetime can be in-
creased only via a higher total beam current, proportional
to nbNb. This implies either more bunches nb (e.g. a pre-
viously considered scheme with 12.5-ns bunch spacing,
which was ruled out at the CARE-HHH LUMI’06 work-
shop in view of excessive heat loads [12]) or a higher
charge per bunch Nb, e.g. the LPA scheme. The effective
luminosity lifetime can also be increased via “luminosity
leveling,” namely by suitably varying the beta function, the
bunch length, or the effective crossing angle during a store
(see later).










denoting the effective beam lifetime due to burn-off at the
collision points, σtot ≈ 100 mb the relevant total cross
section, nIP the number of IPs, and Lˆ the initial peak lu-







where Tta denotes the turn-around time. The correspond-
ing optimum run time Trun is the geometric mean of effec-




Figure 5 shows the color-coded average luminosity as
a function of total number of protons and IP beta func-
tion for a Gaussian and flat beam profile. The plotting
symbols indicate the parameter sets corresponding to the
ultimate LHC and the various upgrade scenarios. The
color code represents a linar scale ranging from 1033 to
2 × 1035 cm−2s−1. For improved clarity, a few represen-
tative cuts through the 3-D plots are shown in Fig.6, which
illustrates that in terms of average luminosity a factor 2.5
reduction in β∗ is equivalent to a 50% intensity increase.
Figure 7 shows the IBS growth rates for the LHC up-
grade scenarios as a function of longitudinal emittance.
The IBS rise times remain long compared with the much
shorter luminosity lifetime of the upgraded LHC.
EXPERIMENTERS’ CHOICE
The experimenters’ preferences were expressed at an
LHCC meeting in July 2008 and are summarized as fol-
lows:
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Figure 5: Average luminosity with 5-h turnaround time as a function of intensity beta function and intensity for a Gaussian
(left) and a flat bunch profile (right); the symbols represent the various scenarios of Table 1.
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Figure 6: Average luminosity with 5-h turnaround time as a function of the total number of protons per beam for Gaussian
and flat bunch profiles (blue and red colors) and various IP beta functions (dashed, solid, and point-dashed limes); the






























Figure 7: Intrabeam-scattering emittance-growth rates as a function of longitudinal emittance (defined as 4π times rms
emittance) for the various scenarios of Table 1.
• lowest possible event pile up;
• possibility of easy luminosity leveling.
These combined conditions would be most easily fulfilled
by the full crab crossing upgrade and/or the low-emittance
upgrade. It should be noticed, however, that in order to
reach luminosities at the 1035 cm−2s−1 target level, the IP
beta function must be decreased to about 10 or 15 cm. If
it turned out that the minimum β∗ is about 25–30 cm, the
only scenario that, given all known constraints, can reach
the targeted luminosity is the Large Piwinski Angle scheme
(albeit this implies a 25–50% higher pile up).
LUMINOSITY LEVELING
The LHC experiments prefer constant luminosity, that is
less pile up at start of run, and higher luminosity at the end
of a physics store. For the ES or FCC scheme this could
be achieved with a dynamic β squeeze, or via a dynamic
change of the effective crossign angle θc (realized either
with IP angle bumps or, more elegantly, through a varying
crab voltage). For the LE scheme β changes or θc varia-
tions with orbit bumps are leveling options; and for LPA
again a dynamic β squeeze, a reduction of the crossing an-
gle during the store, or, possibely, a dynamic change of the
bunch length.
Leveling provides a constant luminosity, equal to L0,
and the beam intensity then decreases linearly with time
t as
Nb = Nb0 − L0σtotnIP /nbt . (11)
The accessible intensity range ΔNb,max is limited, e.g., by
the range of the leveling variable, for example by the mini-















Table 3 compares event rates, run times, and average lu-
minosity values achievable in the various upgrade schemes.
For example, attractive options may be to run with con-
stantly 75 events per crossing for the ES, FCC and LE
schemes, and at 150 events per crossing in the case LPA.
Using these numbers, Figs. 8 and 9 illustrate the corre-
sponding luminosity evolution and events-per-crossing rate
as a function of time, which are to be compared with the
corresponding unleveled cases of Figs. 2 and 3, respec-
tively.
In case of β∗ variation, the tune shift decreases dur-
ing the store, while when leveling via the bunch length or
crossing angle the tune shift increases. For leveling with
dynamic β∗ squeeze, the sensitivity of the average luminos-
ity to the minimum β∗ permitted by the IR optics greatly
depends on the chosen number of events per crossing; see
Ref. [13].
Equations (8) and (13) demonstrate that the luminosity
lifetime scales with the total number of protons, and is in-
versely proportional to the luminosity itself.
LHCB COMPATIBILITY
An upgrade of LHCb to Super-LHCb is planned, in or-
der to exploit luminosities up to 2× 1033 cm−2s−1, or 2%
of the (upgrade) luminosity delivered to ATLAS and CMS.
The LHCb detector is special due to its asymmetric loca-
tion in the ring, which opens up a new possibility of sup-
plying LHCb with its target possibility.
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Table 3: Event rate, run time, and average luminosity for
the various upgrade scenarios with leveling, assuming 5 hr
turnaround time.
ES, FCC or LE LPA
events/crossing 300 300
optimum run time N/A 2.5 h
av. luminosity [1034 cm−2s−1] N/A 2.6
events/crossing 150 150
optimum run time 2.5 h 14.8 h
av. luminosity [1034 cm−2s−1] 2.6 2.9
events/crossing 75 75
optimum run time 9.9 h 26.4 h
av. luminosity [1034 cm−2s−1] 2.6 1.7
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Figure 8: Ideal luminosity evolution for the ES & FCC
(red), LE (green) and LPA scenarios (blue), considering
the optimum run duration for a turn-around time of 5 h.
The dashed lines indicate the corresponding time-averaged
luminosities.
In the LPA case with 50-ns spacing between successive
bunches in a train, we can arrange to have either colli-
sions between the 50-ns bunches or no collisions at all in
LHCb [14], depending on the distance in multiples of 25
ns which we choose between the various groups of bunch
trains distributed around the ring. At 50-ns spacing, satel-
lite bunches can be added in between the main bunches, as
is illustrated in the bottom part of Fig. 10, displaying pos-
sible bunch patterns for various LHC configurations. Such
satellites may be produced by asymmetric bunch splitting
in the PS (possibly large fluctuation). In LHCb these satel-
lites can be made to collide with main bunches at 25-ns
time intervals. The intensity of the satellites should be
lower than about 3 × 1010 protons per bunch in order to
add less than 5% to the total tune shift and also to avoid
electron-cloud problems. A beta function of about 3 m
would result in the desired luminosity equivalent to 2×1033













Figure 9: Time evolution of the event-per-crossing rate for
the ES & FCC (red), LE (green) and LPA scenarios (blue),
considering the optimum run duration for a turn-around
time of 5 h.
cm2s−1. This value of β∗ is easily possible with the present
LHCb IR magnets and layout, which allows β∗ squeezes
down to 2 m [15].
For the ES or FCC scenarios with 25-ns bunch spacing,
as well as for a different LPA filling with main-bunch col-
lisions at LHCb, the resulting head-on collisions at Super-
LHCb would contribute to the beam-beam tune shift of the
bunches colliding in ATLAS and CMS, which would lower
the peak luminosity for the latter. Two ways out are (1)
colliding only during the second half of each store when
the beam-beam tune shifts from IP1 and 5 have sufficiently
decreased below the beam-beam limit, or (2) introducing a
transverse collision offset, albeit the latter raises concerns
about offset stability, interference with collimation, poor
beam lifetime, background etc. poor beam lifetime, back-
ground etc. For transversely Gaussian bunches the lumi-
nosity scales with offset d as L = L0 exp(−d2/(4σ2)), and
the tune shift as ΔQ(d) ≈ 2Δ(0)/(d/σ)2 (for d σ). Re-
quiring an LHCb contribution to the total tune shift of less
than 10% implies transverse beam-beam offsets larger than
4.5σ, and β∗ ≈ 0.08 m, which is incompatible with the
present LHCb IR configuration. For either option, the av-
erage luminosity delivered to Super-LHCb is considerably
lower than for the LPA case with satellites.
INJECTOR UPGRADE
The present LHC injector chain is old. The PS was built
in 1959, and the rest of the PS complex as well as the pro-
ton linac in the 1970s. The injectors operate far from their
design parameters and close to the hardware limits. The in-
frastructure has suffered from the concentration of CERN
resources on the LHC during the last 10 years [16]. To
provide the necessary reliability a renewal of the injector
complex is in order. At the same time the construction
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Figure 10: Bunch structures for nominal LHC; ultimate;
ES, FCC or LE upgrade; LPA upgrade; and LPA with
satellite-bunch collisions at LHCb.
the LHC can take advantage of [16]. In particular the up-
graded injector complex should be able to deliver at least
2.5 × 1011 protons per bunch at 25 ns spacing, and flat
bunches of 5×1011 at 50 ns spacing to the LHC. The new-
injector design specificies even up to 4×1011 protons at 25
ns spacing, leaving some margin for other future upgrade
schemes.
The new injector chain will raise the injection energy
into the new or old machines (except for the LHC itself)
by typically a factor of two, thereby relaxing space charge
effects and beam instability thresholds. The sites of the
new machines, Linac4, the Superconducting Proton Linac,
and the PS successor PS2 have been decided.
The injector upgrade schedule is synchronized with the
upgrade of the LHC interaction regions. Linac4 will come
into operation at the time of the LHC IR phase-1 upgrade,
around 2014. The SPL and PS2 will deliver their higher-
intensity higher-brightness beam from about 2018 onward
when the LHC phase-2 upgrade will be commissioned. The
integrated luminosity projected by the LHC experiments is
about 100 fb−1 per year for the nominal LHC and 1000
fb−1 per year after the phase 2 upgrade [17].
COMPLEMENTARY MEASURES
Many enabling technologies and concepts were ad-
vanced, such as LHC crab cavities, beam-beam compensa-
tion, crab-waist collisions, electron-cloud mitigation, crys-
tal collimation and advanced cooling concepts.
Crab Cavities
Crab cavities can avoid the dramatic reduction in geo-
metric overlap of two colliding bunches that comes along
with a reduced β∗. Depending on the values of the lat-
ter, the crab cavities can increase the luminosity by 30–
200%. Crab cavities were invented for linear colliders in
1988 by R. Palmer. They are used for the first time in an
operating collider at KEKB since 2007. The KEKB expe-
rience is invaluable for defining an LHC crab-cavity path.
A global R&D plan for LHC crab cavities has been estab-
lished [18, 19]. The staged approach towards LHC crab
cavities foresees the construction of a prototype, a “global”
crab cavity in LHC interaction region 4, and later on local
crab cavities around IP 1 and 5. The goals for phase 1 are to
show the feasibility of crab crossing in a hadron machine,
to explore the limits of superconducting RF systems in de-
flecting mode, and to investigate the impact on the collima-
tion system, as well as the possible effect of the crab-cavity
impedance. Important operational aspects like cryogenics,
crab-voltage ramp at top energy, luminosity gain and level-
ing, detuning, trip rates, and emittance growth due to crab-
RF noise can all be explored during phase 1.
The experience at KEKB so far is reassuring. No serious
instability has been observed at high beam currents of up to
1.62 and 0.9 A with crab cavities. Detuning, ramping and
dephasing of KEKB the crab cavities were demonstrated
with high beam intensity. The same luminosity as without
crab cavities was reached at about 30% lower beam cur-
rent. The beam-beam tune shift limit with crab cavities
was 10–20% higher than without crab cavities, at all beam
currents, with a corresponding further increase in luminos-
ity. An even larger gain is predicted and will be pursued.
The crab-cavity trip rate in the KEKB LER established in
the late 2008 KEKB run would be sufficient for LHC. The
crab-cavity trip rate in the HER is too high and must be
improved for more reliable operation. In December 08 and
throughout 2009 KEKB will probe many LHC related con-
cerns, in the frame of the CERN-KEK crab collaboration.
A top level CERN-KEK agreement might allow a funding
request by KEK to the Japanese government for a major
contribution to LHC crab cavities.
Challenges for LHC include the separation between the
two beams (190 mm in most of the LHC) and associated
space constraints, the proton bunch length of 7.55 cm (im-
posing a maximum frequency of 800 MHz), and constraints
from collimation and machine protection.
Various cavity and coupler designs exist and a down-
selection is planned for the second half of 2009. A global
crab-cavity simulation and theory effort is underway. Con-
cerning beam-beam effects in the presence of crab cavities,
weak-strong and strong-strong simulation studies were per-
formed including white noise with the BBSS code, con-
firming a scaling law with respect to the noise correla-
tion time, studying the effect of RF curvature, and pro-
ducing luminosity estimates [20]. In parallel the single
particle dynamics with crab cavities was explored through
the Sixtrack, MADX and BBTRACK simulation codes,
e.g. [21, 22, 23]. In weak-strong simulations beam-beam
tune footprints and expected luminosity were investigated,
as well as the effect of a realistic RF noise spectrum as
measured on the KEKB crab cavities. Strong-strong sim-
ulations with the BeamBeam3D code were also conducted
as a cross-check [24].
As for collimation and impedance, Sixtrack/Colltrack
tracking studies were performed to derive the impact of
global LHC crab cavities on the collimation cleaning ef-
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ficiency [25, 26]. Impedance estimates were developed
and the related HOM damping requirements derived [27].
Tracking studies also illuminated the IP bunch shape for
crab cavities of different frequency, and their limited im-
pact on the dynamic aperture.
For the development of operational scenarios, crab-
ramping and detuning studies were simulated with and
without additional tune spread. No emittance growth is pre-
dicted if the crab cavities are ramped up over more than 10
turns [28]. KEKB has already demonstrated many opera-
tional aspects relevant for the LHC. Joined KEKB machine
experiments & studies have started [29].
An aggressive implementation schedule presented at the
21-August-2008 CARE-HHH LHC crab-cavity validation
mini-workshop projects the installation of a prototype cav-
ity in the LHC as early as 2012 [30].
Beam-Beam Compensation
The nominal LHC bunches will suffer up to 120 long-
range collisions. Prototype wire compensators for the long-
range beam-beam effects are installed in the SPS since sev-
eral years. The compensation efficiency over a significant
tune space was proven with two such wires, one cancelling
the effect of another. The reason why the compensation is
not perfect at other tunes is not fully understood, but this
effect appears to be reproducible in the beam experiments.
In SPS studies, the beam lifetime was measured as a func-
tion of wire separation. The result, fitted by a power law,
strongly depends on the working point.
For the LHC a wire made from high-temperature super-
conductor was proposed by A. Ballarino, together with a
possible practical implementation [31]. A. Valishev pro-
posed the use of an electron lens to improve the lifetime of
colliding beams in the LHC by a factor of two [31].
Crab-Waist Collisions
The crab-waist uses sextupoles instead of crab cavities
to “crab” the beam at the collision point for maximum ge-
ometric overlap and for removing synchro-betaron reso-
nances. At DAFNE the scheme was successfully verified
in practice. K. Ohmi studied its possible application for
the LHC. With a Piwinski angle of 3.5 rad and a tiny β ∗
of 2.1 cm he obtained a luminosity increase by almost a
factor of 3, accompanied with a reduced beam-beam tune
shift [31]. K. Ohmi suggested other possible uses of crab-
waist sextupoles at the LHC, for mitigating the effect of
long-range collisions by pushing the halo away from the
opposing beam or for improving collimation cleaning effi-
ciency [31].
Electron-Cloud Mitigation
In 2008, electron-cloud simulations for all upgrade sce-
narios were performed in collaboration with CINVESTAV,
Mexico [32]. Figure 11 demonsrates that maximum sec-
ondary emission yields of up to 1.4 should be acceptable
for all upgrades with 25 ns, assuming dedicated new cryo-
plants for the interaction region which must handle largely
enhanced heat loads from the collision debris. For the LPA
scheme, even a maximum emission yield of 1.5 would be
tolerable.
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Figure 11: Simulated average heat load per unit length and
per aperture on the beam screen in an arc cell as a function
of bunch population for the ES and FCC (or LE) schemes,
together with the presently available cooling capacity [32].
The various heat load curves correspond to different values
of the maximum secondary emission yield δmax as indi-
cated. The low-luminosity cooling capacity would corre-
spond to the case of an additional dedicated cryoplant for
the interaction region.
In parallel, novel rough surface coatings are being de-
veloped for the LHC injector upgrades. They can be pro-
duced by evaporation of metals in a rare gas of relatively
high pressure. These coatings are characterized by excep-
tionally small secondary emission yields, with a maximum
below 1.0. Some of them show little degradation even af-
ter extended periods of air exposure, making them highly
attractive for accelerator applications.
A collaboration with the European Space Agency and its
partners was initiated on related electron-cloud mitigation
techniques[41].
Crystal Collimation
Experiments on advanced crystal collimators have been
underway in the SPS North Area since 2005. In 2008 the
crystal deflection of negative ions and muons was observed.
A parallel simulation effort is ongoing. A highlight of 2008
was the approval of an experiment in the SPS ring proper,
where the potential of crystal collimators for the LHC will
be scrutinized. Crystal collimators may help overcome one
of the most serious intensity limitations of the LHC.
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Figure 12: Simulated average heat load per unit length and
per aperture on the beam screen in an arc cell as a func-
tion of bunch population for the LPA scheme, together with
the presently available cooling capacity [32]. The various
heat load curves correspond to different values of the maxi-
mum secondary emission yield δmax as indicated. The low-
luminosity cooling capacity would correspond to the case
of an additional dedicated cryoplant for the interaction re-
gion.
Cooling
A lower beam emittance can compensate for the geo-
metric luminosity loss due to the finite crossing angle. A
smaller emittance beam can be provided by the new injec-
tors and/or by the new technique of coherent electron cool-
ing, which promises an LHC damping time of 1 hour at 7
TeV, and will be demonstrated in proof-of-principle exper-
iment at RHIC in 2012 [42].
CONCLUSIONS
The nominal LHC is challenging. An upgrade of the
collimation system is mandatory. The beam parameter sets
for the upgrade have evolved over the past 8 years. Several
scenarios exist on paper which can reach 10 times the nom-
inal luminosity with acceptable heat load and pile up; the
various schemes have different merits and drawbacks (the
design is not in a corner). If possible, raising the beam in-
tensity is preferred over reducing β ∗ (better beam lifetime);
but the intensity might be limited by collimation!
Work should continue on s.c. IR magnets for phase 2 and
on complementary measures (LR beam-beam compensa-
tion, crab cavities, etc. ). A close coordination of the LHC
machine upgrade with the detector upgrades is essential.
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PROGRESS IN 2008
In 2008 significant progress was made with all four sce-
narios:
• For the Early-Separation scheme, SPS beam studies
explored the effect of a few long-range encounters at
reduced separation [37]. A CARE-HHH beam-beam
working meeting was held in August [31]. A detailed
design was being worked out and discussions with the
experiments continued. An early-separation dipole in-
stalled at about 14 m from the collision point is re-
tained as option both for ATLAS and CMS. The re-
quired integrated dipole field is about 13 T-m, and the
luminosity gain 30–60% for β ∗ = 15 cm, depending
on the acceptable minimum separation for the closest
encounters (7–5 σ). The heat load in the interaction
region may be a problem. Other issues are the effect of
the CMS solenoid on the embedded separation dipole,
and the impact on the detector background.
• A global collaboration, involving US-LARP, KEK,
UK’s Daresbury Laboratory and the Cockcroft Insti-
tute, non-LARP laboratories in the US and institutes
in China, has been advancing the LHC crab cavity
design. So far, a phased approach to an LHC crab-
cavity implementation has been developed, iniitally
foreseeing one or two prototype global crab cavities
and later on a final scheme with local crab cavities
in the LHC interaction points 1 and 5 [38]. Two
CARE-HHH mini-workshops on LHC crab cavities
were held, in January 2008 at BNL [19] and in August
2008 at CERN [18]. Joint KEK-CERN studies have
been launched, with regular video meetings and par-
ticipation of CERN accelerator physicists in KEKB
crab-cavity studies.
• A greater insight was also gained in the beam produc-
tion for the Large Piwinski Angle scheme via simula-
tions and beam-studies in the LHC injector complex
[39]. However, many open question persist regarding
the production scheme and stability of this beam. Op-
tions include the generation of this beam in the PS2 at
capture or slip stacking in the SPS at high energy [40].
• For the Low-Emittance scenario [10] a parameter
study was conducted. This scheme inevitably im-
plies a trade-off between intensity and emittance, con-
trolled by the Piwinski angle (see Fig. 4). Smaller
brightness is easier for the injectors, but it comes to-
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l head-on beam-beam tune shift can be 
written as [1]: 
POTENTIAL OF REDUCED TRANSVERSE EMITTANCES FOR 
INCREASING THE LHC LUMINOSITY 
bstract 
The use of smaller than nominal beam transverse 
emittances (εΝ  < 3.75 mm.mrad) is a means for 
increasing LHC luminosity which is especially worth 
investigating while future injectors are being designed. 
Possible scenarios are drafte
rformance. 
INTRODUCTION 
The maximum tolerable head-on beam-beam tune shift 
of ~0.01 sets a fundamental limit to the operation of the 
LHC. In the case of round beams filling similarly both 
rings with alternating planes crossing at two interaction 
points, the tota
212 φπε +N
where Nb is the number of protons per bunch, εΝ the 
normalized rms transve
−≅Δ pbbb
rNQ ,                       (1) 
rse emittance and φ the “Piwinski 
parameter” defined as: 
*)2/( σθσφ Z= ,                                 (2) 
σ∗ being the rms transverse beam size at the interaction 
the crossing angle. 
The luminosi
point, σz the rms bunch length and θ  
ty can be expressed as: 
hgpbbbb
pr *2 β
where frev is the revolution frequency, nb the number of 
bunches, β* the beta function at the interaction point, Fp a 
form factor resulting fr  the longitudinal bunch profile 
(1 for a Gaussian and 
rev FFQNnfL Δ≅ 1γ ,                   (3) 
om
2  for a uniform profile) and Fhg 
the factor resulting from the “hourglass” effect (<1 when 
bu
ame 
criteria with different m eters, results in: 
nch length > β*). 
To limit the long range beam interactions between 
beams to an acceptable level, a separation dsep~9σ is 
needed, which corresponds to a crossing angle θ of 
285 μrad in the nominal case [2]. Keeping the s
achine param
*β
For given beam characteristics, this requirement 
educes the gain in luminosity resulting from a smaller 
β*, because it leads to a higher crossing angle θ and 
hence to a larger Piwinski parameter and a reduced ΔQbb. 
Means of compensation involve severe complications to 
the lay-out of the interaction regions, using d
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acceptable and ed β* can be 
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e detector magnet and/or Crab cavities [3]. 
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mrad), smaller crossing a
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tained. 
FIRST IR UPGRADE 
Applying Eq. 1, 2 and 3, the nominal beam and 
machine parameters in the LHC at 7 TeV give the 
nominal luminosity of 1034 cm-2s-1. (Table 1 - 2nd column). 
The new optics which is being prepared in the frame of 
the first IR upgrade [3] is aimed at reducin β* by more 
than a factor of two, from 0.55 down to 0.25 m. Its effect 
is illustrated in the 3rd column of Table 1. The crossing 
angle must increase like the inverse of
g 
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48 to 423 μrad according to Eq.4. It results in a reduced 
ΔQbb of 0.68 and a luminosity increased up to 
1.5×1034cm-2s-1, much less than the inverse ratio of β*. 
However, if the beam emittance is simultaneously 
reduced to 2.56 mm.mrad, a crossing angle of 349 μrad is 
sufficient to compensate for the β* of 0.25 m. It results in 
the same head-on beam-beam tune sh  than in th
minal case, and in a luminosity of 2.2×1034 cm-2s-1, 
drawing the full benefit from the smaller β* (Table 1 - 4th 
column). 
A very interesting feature of this option is that the 
corresponding beam brightness Nb/εN is the same than for 
e “ultimate” beam (Nb =1.7×1011 protons within













b (x 1011N ) 1.15 1.15 1.15 
ε (mm) 3.75 3.75 2.56 
β* 0.55 0.25 0.25 
σ* (mm) 16.58 11.18 9.24 
Crossing angle 
θ  (mrad) 0 0 0.285 .423 .349 
σz (mm) 7 7 75.50 5.50 5.50 
Piwinski parameter φ 0.65 1.43 1.43 
ΔQ  bb* head-on 1.00 0.68 1.00
Luminosity (×10 cm s ) 2.20 34 -2 -1 1.00 1.50 
Luminosity lifetim .62 9.98 e (h) 22.00 14
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Nb (× 1011) 1.70 1.70 1.70 2.36 
ε (mm) 3.75 3.75 2.65 2.60 
β* 0.50 0.25 0.25 0.15 
σ* (mm) 15.81 11.18 9.40 7.21 
Crossing angle θ (mrad) 0 0 0 0.299 .423 .355 .454 
σz (mm) 7 7 75.50 5.50 5.50 75.50 
Piwinski parameter φ 0.71 1.43 1.43 2.38 
ΔQbb* head-on 1.37 1.43 1.01 1.43 
Luminosity (× 1034 cm-2s-1) .29 2.33 3.29 4.65 10
L 9.89 4.39 uminosity lifetime (h) 13.94 6.99 
* ΔQbb is normalized to the value of the nominal beam  
 
The case of the ultimate beam with β*=0.5 m is shown 
in the second column. The nominal head-on beam-beam 
tune shift is brought up to 1.43, and the luminosity 
reaches 2.3×1034 cm-2s-1. This is the same performance 
th
5 m.
 4.65×10  cm s  (Table 2 – column 4). 
Th
rightness is the 
esign value of the future injectors, and the circulating 
intensity is slightly smaller than in the Large Piwinski 
Angle option envisaged in reference [3]. 
 
ke
detailed analysis of the pros and cons of such 
an approach is clearly worth the effort, especially at a 
time where the spe  injectors can still 
[1] ermann, “Luminosity 
Bunch Length and Crossing Angle”, 
[2] 
D Workshop “BEAM’07”, 
 [4] stojic, “A new IR for the LHC (Phase I 
upgrade)”, WAMSDO. 
 http://indico.cern.ch/conferenceDisplay.py?confId=2
an achieved with a smaller beam current and ΔQbb in the 
4th column of Table 1, using an emittance of 2.56 
mm.mrad combined with β*=0.2  
With the ultimate beam and β*=0.25 m, a higher 
luminosity is attainable (3.3×1034 cm-2s-1) with a reduced 
ΔQbb (Table 2 – column 3). 
For the same ultimate intensity but with a reduced 
emittance of 2.65 mm.mrad that re-establishes a similar 
ΔQbb than in the first case of Table 2, the luminosity can 
be brought up to 34 -2 -1
e corresponding brightness is largely within the 
capability of the future injector complex made up of SPL, 
PS2 and SPS. 
To reach a peak luminosity of 1035 cm-2s-1 with the 
same number of bunches, the combined effect of a β* 
reduced to 0.15 m and an intensity increased to 2.36×1011 
protons/bunch within an emittance of 2.6 mm.mrad is 
used in the 5th column of Table 2. This b
d
CONCLUSION 
A smaller emittance is capable to increase the 
luminosity of the LHC by an order of magnitude while
eping a time interval of 25 ns between bunches and 
without neither inserting magnets inside the detectors nor 
using Crab cavities. It also reduces the required aperture. 
A more 
cifications of the new
evolve. 
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LHC INTERACTION REGION UPGRADES AND 
 THE MACHINE-EXPERIMENT INTERFACE 
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Abstract 
Schemes for increasing the luminosity delivered to the 
experiments at the LHC, based on the implementation of 
modified or additional inner triplet quadrupoles coupled 
with dipoles close to the interaction points, are being 
developed and result in the need to upgrade the LHC 
interaction regions. Moreover, consolidation of LHC 
machine and experiment systems is presently underway. 
This paper presents some of the challenges for the 
experiments and for the LHC Collider resulting from such 
luminosity upgrade and consolidation efforts and provides 
some suggestions for further studies.  
 
INTRODUCTION 
Consolidation of various machine and experiment 
systems is presently underway and schemes for increasing 
the luminosity delivered to the experiments at the LHC 
are being studied [1,2,3]. Two such upgrade scenarios 
consist of the inclusion of the following new machine 
magnet systems: 
• Stronger and larger-aperture inner triplet 
quadrupoles in the LHC tunnel (Phase I). 
• Additional `thin’ quadrupoles (Q0) between the 
inner triplet of Phase I and the interaction point 
(IP) in conjunction with dipole magnets (D0a 
and D0b) in close proximity to the IP (Phase II). 
Several issues resulting from the required modifications 
to the interaction regions for the LHC Phase II Upgrade 
have been highlighted. For the experiments, this includes 
the displacement, mechanical interference and/or removal 
of components of the particle detectors, particularly in the 
forward region; the effect of the magnetic fields of the 
machine magnets on the spectrometer magnets; and the 
scattering and albedo of particles into the particle 
detectors, especially in the Muon Systems, from the 
inclusion of additional machine elements inside the 
particle detectors. On the machine side, issues related to 
the R&D and production of magnets with the required 
material (NbTi and Nb3Sn) and performance will need to 
be carried out and the minimisation and removal of the 
heat deposited in the magnets from the products from the 
high-energy collisions at the IP would need to be 
addressed. Issues at the machine-experiment interface 
include an overall design that will enable the particle 
detectors to open for maintenance and modifications and 
the implementation of stable mechanical supports and 
technical services (cryogenics, power and cooling) for the 
machine magnets within the particle detectors. 
 
THE LHC EXPERIMENTS 
ATLAS 
The ATLAS beam pipe cannot be replaced in a 
reasonable time. Replacement may be needed in the event 
of an accident that would spoil the LHC vacuum, for 
example. Therefore, ATLAS proposes a new spare beam 
pipe which can be inserted without removing the Pixel 
Detector. The new beam pipe would consist of beryllium 
in the central section and stainless steel elsewhere. This is 
being pursued as a matter of urgency. 
Moreover, ATLAS is designing an Insertable B-Layer 
(IBL). The IBL would be inserted into the present Pixel 
Detector in situ with some clearance.  The IBL would 
require a smaller-radius beam pipe than that at present 
and a radius of 25 mm. is being considered. This is being 
discussed between ATLAS and the machine groups. 
Studies have continued on inserting machine magnets 
in ATLAS [4]. The installation scheme consists of a D0a 
magnet near the Inner Detector and inside the end-cap 
calorimeter; the D0b magnet just behind the end-cap 
calorimeter; and the Q0 and TAS inside the JT/JF 
shielding (see Figure 1).  Installation of the D0a results in 
a ~50% background increase in the Inner Detector and the 
forward calorimetry measurement deteriorates 
significantly. The D0b magnet increases the background 
in the Muon System by ~30%. This could be acceptable, 
although many engineering issues need to be resolved. 
The Q0 and TAS result in a significant increase of 
background in the Muon System since the TAS would 
move outside the heavy JF shielding into the toroid 
shielding JT. It should be noted that the best machine 
performance is obtained with both D0a and D0b, but D0b 
alone already provides a significant improvement in 
luminosity. 
CMS 
Since much of CMS is well shielded against machine 
beam losses and background, due to its spectrometer 
magnet yoke, the CMS detector is not expected to require 
significant changes, apart from the Tracker which would 
need to be replaced for an LHC Upgrade.  
For an LHC Upgrade scheme resulting in several 
hundred events per bunch crossing, CMS has carried out a 
study of the performance of the current Tracker with 
heavy-ion events, which have a track density very similar 
to proton running with 50 ns bunch spacing. The study 
shows that the Tracker occupancy is very high and the 
CMS detector would require additional Pixel Layers 
and/or shorter silicon strips for the Tracker. 
HHH-2008 PROCEEDINGS
23
Issues of integration of the LHC Phase II Upgrade 
magnets in CMS differ considerably from those in 
ATLAS. The CMS Forward Calorimeter is relatively far 
away from the IP at 10 m. and machine elements cannot 
be installed in front. Therefore, integrating the Q0, D0a 
and D0b magnets will require major modifications to the 
CMS detector because of the need to move the Forward 
Calorimeter closer to the IP. Moreover, as the CMS 
solenoid is relatively long (6 m.) and strong (4T), the 
fringe field close to D0a and D0b is expected to be 
important.  
ALICE 
In order to improve the c-quark and b-quark tagging, a 
smaller beam pipe radius is desired. A reduction of the 
radius from the current 2.9 cm to 1.3 cm, which is a 
similar radius as that at the Tevatron, is proposed. In 
addition, a thinner beam pipe, 0.4 mm. rather than the 
current 0.8 mm., would also help the quark tagging 
capabilities. Both requests need further discussions with 
the machine groups. 
For the ALICE physics programme, the experiment will 
be running at least a few weeks in low-luminosity proton-
proton mode prior to the heavy-ion runs. Any upgrade to 
the LHC would need to allow for this running scheme. 
Moreover, ALICE is considering a possible heavy-ion 
luminosity upgrade, which will need to be discussed after 
the first heavy-ion run.  
LHCb 
The LHCb limits on luminosity come from the 
maximum allowable proton-proton interactions per 
crossing. The experiment is limited to a few interactions 
per bunch crossing by its Trigger and Tracker. Therefore, 
LHCb would like as many interaction crossings per 
second, as given for example by a 25 ns bunch spacing. 
Doubling the bunch spacing will halve the integrated 
luminosity. The LHCb baseline running scheme assumes 
an instantaneous luminosity of ~2 × 1032 cm-2 s-1 and is 
limited by the Hadron Trigger. An increase to  ~10 × 1032 
cm-2 s-1 is possible but is limited by the tracking 
efficiency, while running at  ~50 × 1032 cm-2 s-1  is limited 
by an upgraded Tracker. 
 
 





Figure 2: Supplementary structure for the CMS 
Forward Shielding. 
COLLIMATION SYSTEM 
The current graphite-based LHC collimation system has 
a large contribution to the machine impedance. The 
planned installation of copper scrapers and additional 
collimators provides an overall smaller machine 
impedance and an order of magnitude better beam 
cleaning efficiency. Initial calculations show that the 
upgraded collimation system reduces losses in the 
interaction regions by up to a factor of 60. 
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This upgraded collimation system will be in place for 
the LHC Phase I Upgrade. However, the loss studies and 
background estimations would need to be re-done in order 
to quantify the performance of the new insertion lay-out. 
The combination of collimation halo, which depends on 
the collimation settings, the machine optics and the 
detailed aperture variation, should serve as input to these 
studies. A complete simulation would eventually be 
required, taking into account the proton loss map, shower 
simulation and background to the experiments. 
EXPERIMENTAL VACUUM SYSTEM 
The experimental beam pipe is one of the major sources 
of background in ATLAS. In order to mitigate the effect, 
together with reducing the material activation, an 
aluminium beam pipe together with aluminium bellows 
replacing the stainless steel structures has been proposed 
for installation prior to running at nominal luminosity. An 
ATLAS experimental beam pipe composed entirely of 
beryllium is also being considered for higher luminosities, 
as this yields a negligible activation of the beam pipe and 
the decrease of the background rate in the ATLAS Muon 
System is significant. Moreover, a spare central section 
beryllium beam pipe is being prepared ready to be 
installed in case of damage to the existing system. The 
inclusion of a new IBL together with any upgrade to the 
ATLAS Tracker would require modification to the 
experimental beam pipe. 
As the CMS experimental beam pipe is tapered, the 
background to the detector is reduced and since the 
solenoid magnet return yoke shields most of the Muon 
System, there is less need for an extensive shielding 
around the experimental beam pipe. CMS expects only 
minimal modifications to their experimental beam pipe. 
Together with the forward beam pipe on the non-IP side 
of the Forward Calorimeter having a diameter of 400 mm 
and being in the shadow of the Forward Calorimeter, the 
present beryllium beam pipe around the IP and the 
stainless steel beam pipe elsewhere are expected to serve 
the needs of the LHC Upgrade. Given the running 
experience at the LHC in 2008, CMS are re-evaluating 
the forward chamber supports and gas injection system 
operational aspects in magnetic fields. An upgrade to the 
CMS Tracker would require a reconsideration of the 
beryllium beam pipe. 
Consolidation work is in progress for the LHCb 
vacuum system. This includes replacement of the 
defective UX85/3 beryllium chamber, optimisation of the 
UX85/2 supports and replacement of the stainless steel 
bellows with aluminium bellows. 
Finally, for the LHC Phase I Upgrade, new forward 
chambers would be required for both ATLAS and CMS, a 
new TAS and/or TAS chambers should be re-designed as 
well as a new VAX region between the TAS and Q1 
quadrupole. In parallel, the design of moving beam pipes 
for FP420-type near-beam detectors is being considered. 
Issues related to machine apertures need to be taken 
into account for the design of the new LHC Upgrade 
beam pipes. The baseline aperture of the beam pipe in the 
cavern should be done with information on the new triplet 
design and on the new collimation system.  Detailed 
simulations based on new machine optics, beam loss, 
background and machine protection need to be carried out 
and should also include the measured structural stability 
of the experiment caverns. 
MACHINE MAGNET CHALLENGES 
The total heat load and the peak power deposition in the 
machine magnet coils from debris from high-energy 
collisions at the IP are potentially issues of concern. 
Methods to remove this heat must be implemented. The 
development of Nb3Sn magnets for LHC Phase II 
Upgrade will be required for any significant luminosity 
increase. Such magnets have higher temperature margins 
but further R&D is needed. 
Moreover, the interaction of unshielded magnets with 
the solenoidal fields of the spectrometer magnets and the 
neighbouring iron, particularly in the case of CMS, is an 
issue as is the integration of the dense radiation shielding 
with the services of the machine magnets. Issues related 
to forces, torques, field disturbance and quench forces 
should be studied.   
Mechanical support structures need to be designed to 
support the new machine magnets in the forward 
positions of ATLAS and CMS. The integration of the 
technical services (cryogenics, power and cooling) of the 
machine magnets in the particle detectors need to be 
studied further. 
RADIATION SHIELDING 
  The CMS Forward Shielding, located at the two ends 
of the UXC55 underground cavern, is designed to reduce 
the background radiation in the experimental area and in 
the CMS detector. The Forward Shielding is near the 
limits of mechanical strength and a new concept or 
supplementary system is needed. In the case of the latter 
option, insertions for a second set of jacks at each end are 
already built in to the UXC55 floor and would thus form 
the basis for supporting a supplementary structure closing 
around the existing shielding (see Figure 2). 
TAS absorbers have been designed to reduce the 
heating of machine magnet coils by absorbing the energy 
of the beam debris from the IP and to shadow the coils by 
reducing the number of particles hitting them. However, 
the neutron production in the TAS absorbers will fill the 
cavern like a gas and will be a major source of 
background in the Muon Systems of the experiments, thus 
requiring much care in the design of new TAS absorbers.  
MACHINE-INDUCED BACKGROUND 
The impact of the machine-induced background on the 
experiments, resulting from beam-gas and beam halo, will 
be studied as of the initial LHC running period. The 
determination of the background’s spectrum will be used 
to benchmark the extensive simulation studies which in 
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turn can be used with more confidence to make 
predictions of the machine-induced background at the 
upgraded LHC. This will provide a good judgement on 
whether an increase of this background at an upgraded 
LHC is tolerable. 
EXPERIMENT INSTALLATION, 
COMMISSIONING AND EXPLOITATION 
Installation and commissioning of new particle 
detectors, machine elements (magnets and their supports 
/services) and other equipment (experimental beam pipes, 
vacuum equipment and radiation shielding) would need to 
be carefully planned in order to least disrupt LHC 
operation as all activities will be carried out inside the 
experimental areas for the LHC Phase II Upgrade.  
The increased activation of material in the experimental 
areas is expected to seriously affect the maintenance of 
the particle detectors given the restrictions arising for 
access scenarios. Remote handling might become 
mandatory in the design of new particle detectors and 
probably should be developed for existing ones. 
MANAGEMENT AND ORGANISATION 
A number of management and organisational issues 
have been identified: 
• There is a need for an agreed and coherent 
schedule between the LHC machine and 
experiments for any upgrade. 
• The creation of optimum forums to discuss LHC 
Upgrade machine-experiment interface issues is a 
matter of urgency. These forums should cover the 
schedule, luminosity scenarios, beam 
structure/conditions, machine elements in the 
particle detectors, experimental beam pipes and 
the collimation system, amongst other issues. 
• Although it may be necessary to consider several 
options towards the LHC Upgrade, doing so has a 
cost. Options with a 25 ns bunch spacing is the 
worst case scenario for the experiment read-out 
electronics and scenarios with several hundred 
events per bunch crossing remain very challenging 
for the experiments. Nonetheless, the experiments 
are designing for the worst case, even if the above 
combination is not actually proposed. 
• The timescale for the submission of the respective 
Letters of Intent, Technical Proposals and 
Technical Design Reports of the experiments is to 
be determined. 
CONCLUSIONS 
Much progress has been made in advancing issues at 
the machine-experiment interface in view of the LHC 
machine and experiment consolidation programme and an 
upgrade to the luminosity of the LHC. In particular, 
studies on integrating machine elements in the particle 
detectors, the requirements of an experiment vacuum 
system, and the machine collimation system have all 
progressed. 
A continuing interchange between the LHC machine 
and experiments is mandatory in order to resolve the 
many outstanding issues. This would require as a matter 
of urgency the strengthening of the forums in which to 
discuss machine-experiment interface issues. 
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Abstract
The Large Hadron Collider (LHC) built at CERN now
enters a starting-up phase in order to reach the present de-
sign luminosity (L0) of 1034 cm−2 s−1. A possible up-
grade of the machine to a luminosity value of 10 L0 re-
quires a new design of some insertion region magnets, and
will be implemented in essentially two phases. The energy
from collision debris is deposited in the insertion region
elements and in particular in the superconducting magnet
coils with a possible risk of quench. The role of the key pa-
rameters (such as the magnet aperture, the crossing scheme,
the thickness of a possible shielding liner...) is pointed out,
with particular regard to the Nb-Ti superconducting (SC)
magnets to be used for the phase-I upgrade, aiming to reach
2–3 L0 [1]. The problem of the damage to the equipment is
briefly addressed, characterizing the dose to the coil insula-
tor and giving the expected high energy hadron fluences in
the tunnel, relevant to single event errors of sensitive elec-
tronics.
INTRODUCTION
With high luminosities the protection of magnets and
other equipment from particles generated in the collisions
is of crucial importance. The starting point is to ensure
that the magnets can sustain steady-state heat loads gen-
erated by the particle debris with adequate margin with
respect to the quench limit. This issue has been studied
in considerable detail for the present LHC triplets and the
coil protection was steadily improved until a factor of three
safety margin with respect to estimated quench limits was
achieved for nominal luminosity L0 [2].
The interface boundary between the two LHC high lumi-
nosity experiments, ATLAS and CMS, and the LHC ma-
chine is located at about 19 m on either side of the inter-
action point (IP) and is represented by the TAS absorber,
the function of which is to shield the triplet and reduce
backscattering to the experiments. In fact, only the first
element (Q1) of the triplet profits from the protection of
the TAS, which collects in its copper core a power going
from 325 to 385 W with aperture decreasing from 55 to
45 mm for L = 2.5L0. The fraction of the collision de-
bris going through the TAS aperture is less than 10% in
terms of particle number (counting the neutral pion decay
products instead of the parent particle generated at the IP
and immediately decaying), but corresponds to almost 80%
as for energy, carried mainly by high energy protons, neu-
trons, charged pions, and photons, as shown in Figure 1.
The magnetic field of the low-beta quadrupoles turns out
to capture a significant amount of the charged component
of the debris, leading it to shower outside the aperture limit
represented by the beam screen.
Figure 1: Spectra of the 14 TeV center-of-mass energy
proton-proton collision products going through a 50mm di-
ameter aperture at 21 m from the IP. The areas give the
number of secondaries per collision which escape the TAS.
Positive pions, negative pions and neutral kaons contribute
to the integral of their curve by roughly 90%, 85% and
80%, respectively.
All the results here presented were obtained with the
Monte Carlo code FLUKA [3, 4], relying on DPMJET3
as proton-proton event generator [5]. It has to be under-
stood that although they are given with good statistical er-
rors (about 10% for peak power values and less than 1%
for integral values), they carry significant systematic un-
certainties related to the interaction/transport models, ex-
trapolation of cross sections to the 14 TeV center-of-mass
energy, geometry and material implementation, crucial de-
pendence on a very small angular range of the reaction
products, etc. Thus, a safety margin of a factor of three
in peak power density is a necessary assumption for this
kind of calculations.
POWER DEPOSITION IN THE MAGNETS
The energy deposition in the triplet depends on several
parameters, notably on the distance from the IP, the triplet
aperture, gradient and length. The last one can be treated
as the free variable constraining the quadrupole strength,
aperture and length. A parametric study, based on the
“symmetric” layout [6] and L⋆ of 23 m, has been carried
out considering the FDDF configurations indicated in Ta-
ble 1 [7]. The aperture of the TAS was assumed 55 mm and
the half crossing angle at the IP was 225 µrad in the ver-
tical plane. Also the longitudinal separation between the
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Table 1: The layout configurations in the parametric study of energy deposition in the new inner triplet.
Aperture (mm) Gradient (T/m) L(Q1,Q3) (m) L(Q2a,b) (m) Total length (m)
90 156 8.69 7.46 36.2
115 125 9.98 8.42 40.7
130 112 10.81 9.04 43.6
140 104 11.41 9.49 45.7
Figure 2: Left: Longitudinal profile of peak power deposition in the SC coils for different apertures. Each magnet length
has been rescaled so that the same length is obtained for different layout cases. Right: Integrated powers in the four triplet
elements and in the beam screen as a function of the coil aperture. The total heat load in the triplet is also shown on the
red scale on the right. Peak and integrated values refer to L = 2.5L0.
magnets is an important parameter, as it defines the energy
deposition at the entrance of the downstream magnet. The
1.3 m separation was taken, corresponding to the estimated
minimum distance needed for interconnecting the magnets
in the tunnel. The cold bore thickness was calculated to sat-
isfy the pressure code requirements. The beam screen was
2 mm thick in all cases. The binning of the coil was chosen
to correspond to a minimum volume of thermal equilibrium
(radial and azimuthal widths of the bin equal to the cable
transverse dimensions, length equal to the twist pitch of the
cable). The heat transfer properties of the present magnets
imply a design limit of 4.3 mW/cm3 for power density, al-
though work has started on improvements.
The results in Figure 2 show that the peak power den-
sity values in the SC coils decrease with increasing triplet
length and quadrupole aperture. Also the total heat load
in the triplet, including the beam screen, decreases with
length, contrary to the load in the last two elements, Q2b
and Q3. Other calculations pointed out that increasing the
aperture has a less pronounced effect if the gradient and the
layout remain identical.
One can note that the hot spot extends over the second
half of Q1 and the IP-side of Q2a, where the peak power
density reaches for L = 2.5L0 unacceptable levels in any
configuration. A continuous liner inside the aperture all
along the triplet, covering the interconnections too, pro-
vides the SC cables with a substantial shield [8]. The al-
ternative envisaged for the phase-I upgrade consists of a
thick beam screen in Q1 fully exploiting the reduced aper-
ture requirement in the first triplet magnet in order to cast a
shadow over the downstream quadrupole, effectively low-
ering the peak at the beginning of Q2a, as can be seen in
Figure 3. The effect of this shadow is limited to the first
half of Q2a. On the other hand, the role of special masks
protecting the magnet front face outside the cold bore tube,
has been found to be minor, indicating that the relevant part
of the particle shower comes from the inside.
Both vertical and horizontal beam crossing schemes
were considered and the power deposition maps show that
the peaks, which are increasing with the crossing angle,
lie in the crossing plane and change position in the mid-
dle of Q2a. The two patterns reflect the different focusing-
defocusing action in the crossing plane. The vertical cross-
ing features the maxima at the entrance of Q2a and at the
end of Q3, and appears more disadvantageous for the ele-
ments downstream of the triplet, e.g. the two dipole correc-
tors with the same coil aperture as the triplet of the case re-
ported in Figure 3. The high peak power deposition on the
front face of the first element downstream, very sharply lo-
calized on the vertical axis, can be significantly decreased
by enlarging the downstream aperture with respect to the
triplet one, this way obtaining once more the shadowing
effect mentioned above and in addition making room for
a shielding liner if needed to protect from the debris cap-
ture along the element length. Conversely, it has to be kept
in mind that any abrupt reduction of the actual aperture is
obviously implying a strong rise of the deposited energy.
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Figure 3: Top: Longitudinal profiles of peak power deposition in the SC coils for vertical and horizontal beam crossing.
The layout includes a corrector package downstream of the triplet. Bottom: Power density transverse distributions at the
indicated longitudinal maxima. In the left frame, referring to Q1, the thick stainless steel beam screen can be seen.
DAMAGE TO THE EQUIPMENT
In the present LHC triplets, a peak dose of 3.5 MGy is
expected in the coil for a standard annual run during which
75 fb−1 of luminosity are accumulated. In the new phase-I
upgrade triplets the dose in the coil inner layer is estimated
at about 2 MGy/100 fb−1 but can reach about 5 MGy/100
fb−1 in the innermost strands of the cable. In fact, the dose
has a strong azimuthal and radial dependence. The parti-
cle fluence over the coils is dominated by photons (about
85%), then neutrons (7%), electrons (3.5%) and positrons
(2.5%) contribute. Peak neutron fluences are of the order of
0.5–1 1016 cm−2/100 fb−1 depending on the coil aperture.
A further consequence of high luminosities is the signif-
icant level of hadron fluence on the electronics equipment.
The CNGS run in 2007 has revealed that high energy (>20
MeV) hadron fluence above 108 cm−2 may provoke many
failures in sensitive electronics due to single event upsets.
The alcoves close to the experiment caverns where the elec-
tronics of the installed triplets is now housed (UJ56 for
CMS and UJ14 and UJ16 for ATLAS), are exposed - for
the present machine layout – to a fluence of high energy
hadrons above 109 cm−2/100 fb−1, whereas values above
1012 cm−2/100 fb−1 are reached around the beam line el-
ements. Therefore, radiation tolerance of electronics in the
tunnel and shielded areas nearby must be assured.
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 HERA: Lessons Learned from the HERA Upgrade 
B.J. Holzer, DESY-HERA
Abstract 
The HERA storage ring at the DESY institute in 
Hamburg was designed for the collision of proton and 
electron/positron beams. It came into operation in 1991 
when the first beam collisions had been observed and 
routine data taking by the experiments H1 and ZEUS 
started in 1992.  After a successfull operation  during the 
period 1992-2000 a major upgrade has been performed to 
increase the luminosity of the machine. This article 
describes the modifications in the magnet lattice of both 
HERA storage rings, the layout of the new interaction 
regions and first of all the experience that we gained 
during the commissioning phase and routine operation of 
the new machine. Background sources, measurements and 
procedures in the upgraded HERA storage ring are 
discussed as well as the procedures that had been applied 
to overcome the problems that were encountered in the 
initial operation period of the new machine.   
THE HERA STORAGE RING 
The HERA machine [1] was constructed and operated 
as a double ring collider for the collision of protons and 
electrons/positrons at the DESY institute (Deutsches 
Elektronen Synchrotron) in Hamburg. The 920 GeV 
protons and the 27.5 GeV leptons were accelerated and 
stored in two independent rings, each of 6.3 km length, 
and brought into collision at the two interaction points 
“South & North” where the high energy detectors ZEUS 
and H1 were installed.  
 
 
Figure 1: The HERA storage ring in Hamburg 
Fig 2 shows the arrangement of the two storage rings in 
the tunnel: As both particles were basically travelling at 
the speed of light the two rings were located on top of 
each other to guarantee equal revolution frequencies of 
the two beams. In the run years 1992-2000 a steady 
increase of the delivered luminosity has been achieved by 
increasing the number of the stored bunches, the single 
bunch intensity and a moderate reduction of the beam size 




Figure 2: The regular lattice structure in the arcs of the 
two HERA storage rings 
The integrated luminosity in this run period is presented 
in fig 3. In the run year 2000 the relevant machine 
parameters reached the performance limit and the 
luminosity that could be delivered by the machine was 
increasing basically linear with the run time of the storage 
ring. A further improvement of the machine performance 
therefore only could be achieved by a redesign of the 
interaction regions, allowing a stronger focusing and thus 
a smaller beta function at the interaction points.   
 
 
Figure 3: Integrated luminosity of HERA as a function of 
run time, as measured by the ZEA luminosity monitor 
Given the luminosity formula for the collision of two 
independent particle beams, an upgrade of the HERA 
luminosity required a smaller size of the two beams at the 
interaction points in both transverse planes [2]. As 
immediate and unavoidable consequence the upgrade 
project was based on a faster beam separation: The low 
energetic electron beam had to be separated and guided in 
its own magnetic lattice before any focusing of the proton 
beam could take place.  
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 The luminosity of a two ring collider is given by the 
well known formula  
                   



















For a given number of bunches nb, single bunch 
intensities Np, Ne of the two beams and the revolution 
frequency f0, the luminosity depends only the transverse 
dimensions σx, σy of the two beams and any luminosity 
increase therefore is based on a reduction of the beta 
functions at the collision point. 
The focusing structure of the new interaction regions was 
based on a doublet focusing in the case of the protons and 
a triplet for the electron beam. In both storage rings these 
new interaction regions were embedded as an insertion 








Figure 4: Doublet focusing structure of the mini beta 
insertion scheme for the proton beam  optics of the HERA 
upgrade project 
 
  HERA 2000 Upgrade 
Energy  27.5 / 920 GeV 27.5 / 920 GeV 
I 45 / 100  58 / 140 mA 
N per Bunch 3.5 / 7.3 *1010 4.0 / 10.3 *1010 
nges 
ncoll 
189 / 180 
174 





1.0 / 7.0 m 
0.6 / 0.5 m 
41 / 5.1 nm 
0.63 / 2.45 m 
0.26 / 0.18 m 














Table 1: Main parameters of the HERA storage ring, as 
achieved in the run year 2000 and foreseen in the 
upgrade project HERA 2 
The main parameters of the machine are summarized in 
table 1 and refer to the values achieved in the run year 
2000 and to the design values foreseen for the upgrade 
project.   
LESSONS LEARNED FROM THE 
UPGRADE PROJECT 
1.) The Hardware Installation: 
For the installation of the new focusing structure of the 
upgrade project the hardware of the old lattice structure 
had to be removed completely. About 250 m on both sides 
of the interaction point had to be cleared before the new 
magnets, vacuum chambers and diagnostic tools could be 
installed. To protect the remaining part of the machine, 
the tunnel had to be sealed against dust and protected 
against damage from the machining tools like welding, 
soldering and cutting. Neither the normal conducting 
electron ring nor the super conducting proton structure 
showed any problem during the re-commissioning of the 
machine, proving that major work in the tunnel in close 
distance to the remaining hardware of the storage ring 
were not a worrying issue, if prepared carefully. Fig 5 
shows the straight section of the HERA tunnel after the 
removal of the old magnets and before the hardware for 




Figure 5:HERA tunnel after removal of the old hardware 
in  the interaction region N / S. 
2.) The Upgrade Parameters: 
As described in table 1 the upgrade project was mainly 
based on a smaller transverse size of the two colliding 
beams. A successful running of the machine therefore 
critically depended on the beam optics and according to 
that, measurement tools were applied to localise possible 
optics errors, and corrections to the beam optics were 
applied to guarantee the required precision of the beta 
functions. The result is qualitatively shown in fig 6: The 
integrated luminosity of HERA 1 (before the upgrade) 
and of HERA 2 (after the upgrade) are plotted as a 
function of the luminosity run time of the machine.  
On the average an improvement factor of 3-4 in the 
delivered luminosity is achieved, in excellent agreement 
with the new machine parameters.  
p-B unch
e-B unch





 Figure 6: comparison of the intergrated luminosity of 
HERA 1 and the upgraded machine HERA 2, plotted as a 
function of running time. 
3.) The New Magnets: Exotic Solutions are 
Feasible 
The small beta functions of the two beams, required for 
the desired luminosity increase, led to a number of new 
developments to establish a fast beam separation and at 
the same time an early focusing of the beams. At a 
distance of only 11m from the interaction point (IP) the 
beam separation had to be big enough to localise the first 
proton quadrupole lens (fig. 7).    
 
Figure 7: Separation scheme of the new interaction 
region: the first proton quadrupole lens is located at 11m 
from the IP. 
For this magnet a special design has been worked out: It 
is built as half quadrupole, focusing the proton beam in 
the vertical plane, but leaving a field free space in the 
return yoke (i.e. the mirror plate) where the electron 
beam is passing (fig 8). To minimise the requirements on 
the beam separation the mirror plate even was cut out at 
the mid plane and only a small iron plate of 5mm 
transverse dimension was left for mechanical stability. 
Similar solutions had to be found for the down stream 
magnets of the proton lattice: These quadrupoles are 
built as full quadrupole magnets but again field free 
space had to be created inside the magnet for the 
electrons. 
 
                    
Figure 8: Half quadrupole GM of the proton ring: On the 
left hand side of the mirror plate a field free region for 
the passage of the electron bam is obtained. 
Here the return yoke was cut out to leave the required 
space without affecting the field quality of the magnet. 
Fig. 9 shows a top view of the GN quadrupole after 
installation of the vacuum chambers and before closing 
the magnet yoke: In addition to the proton chamber two 
additional vacuum chambers are embedded into the iron 
yoke: on the right hand side (inner side of the ring) the 
electron beam pipe is seen, on the left hand side a special 
beam pipe for the synchrotron radiation photons that are 
generated during the beam separation is installed. This 
photon beam pipe leads further downstream to a water 




                 









Figure 9: Three beam pipes embedded in the low beta 
quadrupole GN of the proton ring. 
After the design and small improvements at the proto-
type (mainly concerning the multipole contributions) 
these quite exotic magnets showed parameters well in 
the foreseen tolerance range and were running without 
problems in the HERA 2 machine.  
In the case of the electron mini beta magnets a similar 
approach had to be found: Again an early focusing was 
required and for this purpose the first quadrupole magnet 
was built as a compact super conducting multiple coil, 
that could be integrated into the detector structure of the 
H1 and ZEUS experiment. The super conducting design 
here was chosen not to establish high fields but to 
deliver a very compact device containing for smallest 
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sextupole magnet, a skew quadrupole, and horizontal 
and vertical dipole corrector windings (fig 10) 
 
            
Figure 10: Compact super conducting mini beta magnet 
embedded into the H1 detector 
4.) The Hardware: Running at theLlimit 
Considering the compactness of the new interaction 
region and the strength of the magnets to achieve the 
required focusing, the hardware had to be pushed to its 
performance limit. While in the major part of the HERA 
machine a good rule was to run the magnets in the linear 
range of their excitation curve, the strong fields needed 
in the mini beta quadrupoles pushed the required 
gradients far into the nonlinear regime where saturation 
effects are considerably large. Dedicated field 
measurements and special magnet pre-cycles terefore 
had to be performed to guarantee small multipole effects 
and sufficient reproducibility of the fields also in this 
regime and to establish a precise magnet zransfer 
function up to saturation levels of 10%.  
Again, preparing the hardware and the measurement 
tools in a decent manner, only slight corrections had to 
be applied afterwards to reach the required parameters. 
An example is shown in fig 11: The horizontal focusing  
quadrupole GA of the proron machine is powered on a 
level of nearly 10 % saturation. Still the magnet 
characteristics was reproducible, the beam optics needed 
only minor corrections for the saturation effects and the 
delivered luminosity corresponded to the expected 













Figure 11: Excitation curve of the proton mini beta 
magnet GA: plotted is the deviation from the pure linear 
behaviour of the quadrupole excitation. 
5.) Performance Limitations of HERA 2 
It cannot be ignored that despite the hardware that had 
been carefully prepared and tested and despite 
measurement tools that had been established and tested 
already at the HERA 1 machine, a number of problems 
were en-countered during the commissioning phase and 
delayed the efficient data taking of the detectors.  
 
Summarising briefly the main problems were:  
• The installation and maintenance of the 
compact hardware in the new interaction 
regions was difficult and time consuming.  
Especially in case of technical failure an easy 
access to the densely packed components was 
not always possible. 
• The magnet components installed close to the 
IP and mainly the magnets embedded inside 
the detectors were a source of orbit and optic 
errors. A decent alignment of these compo-
nents turned out to be a difficult task and only 
a limited tolerance of the alignment of these 
quadrupoles could be achieved.  
• The high power density in the new quadrupole 
magnets lead to several problems with the 
required cooling of the magnet coils. Several 
coils were affected and had to be exchanged.  
• The synchrotron light power and mainly the 
stability of the light fan had been 
underestimated. The resulting high back-
grounds, uncontrolled high radiation power at 
machine components and the radiation dose 
seen by several detector components turned out 
to be the most critical problem during the 
commissioning phase [3,4,5]. 
 
During the first two years after the hardware installation 
therefore the operation of HERA 2 was mainly 
determined by machine studies and improvements to 
overcome the problems and only a moderate integrated 
luminosity was delivered to the high energy physics 
experiments ( fig. 12). 














Figure 12: integrated luminosity of HERA 2, plotted as a 























6.) Alignment Tolerances: 
The integration of the electron mini beta quadrupoles 
into the detector components lead to unforeseen 
difficulties for the alignment procedure of these 
magnets. Even though a special alignment system had 
been established, the control of the position and angle of 
the very first magnet - being embedded inside the H1 
liquid argon cryostat - lead only to unsatisfactory results. 
To overcome this problem time consuming beam based 
measurements had to be performed like fitting the beam 
orbit under consideration of the local orbit corrector 
strengths as well as so called beam based alignment 
techniques to deduce a possible offset of the beam inside 
the quadrupole lenses. Fig 13 shows the result of such a 
measurement. The three curves correspond to the design 
values of the beam orbit in the quadriupole magnets, and  















Figure 13: Beam based alignment for the HERA 2 
interaction region quadrupoles: plotted are the design 
offsets of the quadrupole magnets and the measured 
values before and after correction in the horizontal and 
vertical plane 
7.) External Fields and Orbit Stability: 
While the stability of the beam orbit is an issue for a 
hadron machine that should not be neglected, it is of 
major importance in the presence of synchrotron light. 
Unfortunately the magnets of the electron storage ring 
were subject to the solenoid fields of the particle 
detectors. Mainly the first mini beta magnets that had 
been completely embedded inside the detector structure 
of the H1 and ZEUS experiments  showed a strong effect 
during the ramp of the solenoid and/or the quadrupole 
field during the acceleration process. Beyond the direct 
influence via saturation of the magnet material a small 
transverse movement of the magnet was observed that 
lead to severe orbit distortions and to uncontrolled and 
irreproducible variations of the synchrotron light fan. Fig 
14 shows a special example for this behaviour: During 
the closure of the calorimeter of the ZEUS detector the 
external iron structure of this detector part was moving 
and changed the strength and orientation of the solenoid 













Figure 14: Orbit distortion during the closure of the 
ZEUS calorimeter. A local orbit correction algorithm 
had been installed to compensate the effect. 
 
According to that, a distortion of the beam orbit was 
obtained and the background - mainly caused by the 
synchrotron light - reached easily intolerable levels.  
To counteract these problems several procedures had 
been installed in the machine:  
• An orbit feedback to compensate differences of 
the electron orbit with respect to a “golden 
orbit” that had been obtained during machine 
studies and luminosity test runs 
• An alarm system for the detector part: in case 
of intolerable background situations, radiation  
monitors installed inside the high energy 
experiments could trigger the dump of the 
electron beam to avoid damage of detector 
components. 
• An improved diagnostics and temperature 
system to protect the machine components 
(among these most of all the vacuum 
chambers) from damage 
• improved shielding of the particle detectors 
against synchrotron light 
 
8) The Human Factor: 
It is just another way to express Murphy’s law: 
Experience shows that any improvement program on a 
running system will - with a high probability -  lead in 
the first instance to a number of errors and unforeseen 
problems. The usual problems encountered in large 
machines like HERA are polarity errors in magnets, 
wrong allocations of power supplies and wrongly 
connected beam position monitors.  Several techniques 
had to be established to measure the effect of possible 
errors in the new machine: Orbit response measurements 
to localise optics errors in both storage rings, beam 
based alignment techniques to centre the beam position 
monitors with respect to the quadrupole fields, tune 
controller loops that had to be installed or improved in 
both storage rings to compensate for the influence of 
nonlinearities, drifts and external fields. Finally in the 
case of the electron beam several orbit stabiliser systems 





The effect on the data taking efficiency of the high 
energy experiments was drastic. A qualitative im-
pression is given in fig 15: The background level inside 
the spacal detector of the H1 experiment is presented 
before and after optimisation of the electron beam 
parameters. The beam orbit and angle inside the 
interaction region, the tune of the machine and the 
position of the synchrotron radiation masks had a large 
inflence on the background seen by this detector 
component. It is not surprising that the control of the 
electron orbit upstream the detector turned out to be very 
critical but it was unexpected that corrections up to a 
distance of 200m from the IP had to be taken into 
account. Therefore in collaboration with the experiments 
special background signals were provided and 
techniques were established to optimise the machine 
parameters according to the background signals of H1 













Figure 15: Background seen by the H1 SPACAL detector 




9.) The Good News: Lessons we Learned 
In spite of the problems found during the machine 
commissioning phase and in spite the lengthy machine 
development program that was needed to study the 
problems the machine efficiency and mainly the data 
taking efficiency of the high energy detectors could be 
improved considerably.  
After a challenging optimisation and improvement 
program the efficiency of the new machine reached 
finally values of 67% (fig. 16), a performance level that is 
considered to be excellent and that corresponds to the 
numbers that had been achieved in the run years 1999/ 
2000 with the old machine HERA 1.  
This value includes the time needed to cycle the machine, 
inject and accelerate the particle beams and prepare for 
luminosity. And it includes naturally hardware errors and 














Figure 16: HERA 2 luminosity efficiency during the run 
year 2007 
 
At the same time the specific luminosity - being 
determined by the effective cross section of the two 
beams and so being the most critical measure of the 
machine parameters - reached the design value. As 
mentioned in table 1 a value of  




Lspec =  
was expected for the HERA 2 machine. The value of  
Lspec = 1.77*1030 cm-2s-1mA-2 measured by the luminosity 
calorimeter of the H1 experiment is in excellent 












Figure 17: specific luminosity, measured by the H1 
detector during a routine run in 2007: 
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THE LINAC4 PROJECT: OVERVIEW AND STATUS 
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CERN, Geneva, Switzerland
Abstract 
Linac4 is the new 160 MeV, 40 mA H- accelerator 
which will be the source of particles for all proton 
accelerators at CERN from 2013. Its construction has 
started in 2008, as part of a programme for the 
progressive replacement or upgrade of the LHC injectors 
during the next decade. Linac4 will initially inject into the 
PS Booster and at a later stage into a 4 GeV 
Superconducting Proton Linac (SPL), which could 
ultimately be upgraded to high duty cycle operation. For 
this reason accelerating structures, RF infrastructure and 
shielding of Linac4 are dimensioned for higher duty cycle 
from the initial phase. 
Linac4 is normal-conducting, 80 m long and consists of 
an RF volume ion source, an RFQ, a beam chopping 
section and a cascade of three different types of 352 MHz 
accelerating structures. Its main design requirements are 
high reliability, high beam brightness and low beam loss. 
The accelerator will be housed in an underground tunnel 
on the CERN Meyrin site, which can eventually be 
extended to the SPL, with equipment installed in a surface 
building above. 
The main parameters, the status of the main 
components, the planning, the project organisation and 
the civil engineering infrastructure are presented. 
LINAC4 AND THE CERN INJECTOR 
UPGRADE 
The present sequence of accelerators used as LHC 
injectors starts with a proton linac of a relatively low 
energy (Linac2, 50 MeV, commissioned in 1978), which 
is followed by the 1.4 GeV PS Booster (PSB, 1972), by 
the 26 GeV Proton Synchrotron (PS, 1959) and finally by 
the 450 GeV Super Proton Synchrotron (SPS, 1976). The 
performance of this cascade of accelerators in terms of 
beam brightness for the LHC is limited by several factors, 
the first bottleneck being the limited intensity that can be 
accumulated at injection into the PSB because of space 
charge induced tune shift at 50 MeV energy.  
An upgrade of the linac energy is therefore the logical 
start for any programme aimed at increasing the LHC 
luminosity beyond what is provided by the present 
injectors. This in turn means replacing Linac2 with a new 
linear accelerator, because no space is available at the end 
of the Linac2 tunnel for a significant increase of the beam 
energy. For a further luminosity increase, PSB and PS 
need to be as well replaced by new machines with higher 
final energies, a programme at much larger scale that can 
be realised in a second phase after the construction of the 
new linac injecting into the PSB.  
A two-phase programme for the progressive 
replacement and upgrade of the LHC injectors has been 
recently defined at CERN [1], having as motivations not 
only a progressive upgrade in LHC luminosity but also 
the replacement of the aging injectors with modern 
machines with simplified operation and maintenance and 
reduced radiation concerns. One of the main elements in 
the new injection chain would be the Superconducting 
Proton Linac (SPL, [2]), which in its low-power version 
(2 Hz maximum repetition frequency) would replace the 
PSB and inject a beam at 4 GeV energy into a new Proton 
Synchrotron, the PS2 of 50 GeV energy. The linear 
accelerator replacing Linac2, which is called Linac4 
because it is the fourth linear accelerator to be built at 
CERN (Linac3 is the heavy ion linac), could then be the 
injector to the SPL, provided that the SPL is built in a 
straight line following Linac4 [3]. Figure 1 shows the 
scheme of the present (top) and future (bottom) LHC 
injection chains. Phase 1, to be completed in 2013, 
foresees the construction of Linac4 and its use as injector 
for the PSB. In phase 2 (around 2018), SPL and PS2 
would replace PSB and PS.  














50 GeV  
Figure 1: Scheme of the old and new LHC injectors. 
The final energy of Linac4, 160 MeV, is defined by the 
requirement to allow making the nominal LHC beam in a 
single PSB batch instead of the present double batch, 
which requires doubling the bunch population in the PSB 
within constant normalised transverse emittances. The 
incoherent transverse tune shift at PSB injection being 
inversely proportional to βγ2, keeping the present tune 
shift while doubling the brightness is possible by 
increasing βγ2 at injection by a factor 2, corresponding to 
an increase in injection energy from 50 to 160 MeV. 
Going back to double batch injection should allow 
reaching and possibly increasing the ultimate LHC 
luminosity. Moreover, the new linac will accelerate ions 
instead of protons, as is done in the large majority of 
accelerator laboratories, and the flexibility allowed by 
using charge-exchange H− injection for painting in the 
PSB acceptance should allow preserving the higher 
brightness during the acceleration process. The energy of 
160 MeV falls well into the optimum range for transition 
from normal-conducting to superconducting structures in 
a modern linac, suggesting that Linac4 can be normal-
conducting, whereas the SPL can be entirely made of 
superconducting accelerating sections. 
A particular feature of Linac4 and SPL is that they are 
designed to operate at the higher repetition frequency of 
50 Hz if required by the CERN physics programme, 
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acting as proton drivers for the production of large fluxes 
of secondary particles, such as neutrinos or radioactive 
ions. The upgrade to high duty cycle would however 
require some modifications of the machine and the 
installation of new power supplies and of a new large 
infrastructure for providing and removing large amounts 
of power.    
Figure 2 shows the layout foreseen for Linac4 and SPL 
on the CERN Meyrin site. Linac4 will be built at the 
place of the so-called “Mount Citron”, an artificial hill 
made with the excavation material from the PS, between 
the PS complex and the IT buildings. This site provides at 
the same time an easy access, a natural earth shielding, an 
easy connection to the existing Linac2-PSB transfer line, 
and finally a straightforward extension to an underground 











Figure 2: View of the PS Complex at CERN, showing the 
position of the new Linac4. 
 
Linac4 will be housed in a 12 m deep underground 
tunnel, connected to the Linac2-PSB line. A surface 
equipment building will house klystrons and linac 















Figure 3: The Linac4 installations. 
In June 2007, the CERN Council has approved the 
construction of Linac4 in the period 2008-2013. The civil 
engineering works have started in October 2008 with the 
removal of 40’000 m3 of earth from the site. The 
complete building should be delivered at the end of 2010. 
LINAC4 DESIGN 
The design of Linac4 is dictated by the requirement to 
operate in three different modes during its lifetime, 
depending on the characteristics (repetition frequency, 
pulse current and pulse duration) of the machine that it 
has to supply with beam: 
1. PSB injector, 2013-2018: 1.1 Hz, 40 mA, 400 μs. 
2. LP-SPL injector, from 2018: 2 Hz, 20 mA, 1.2 ms. 
3. HP-SPL injector, > 2020: 50 Hz, 40 mA, 0.4-1.2 ms. 
After a first phase as PSB injector the Linac4 beam 
pulse length will increase to 1.2 ms, whereas its current 
will go down by a factor 2. At a later stage, if the high-
power programme is approved, Linac4 would operate at 
50 Hz with a beam current going up again to 40 mA. 
Whereas a current of 40 mA is considered at the limit of 
what can be provided by modern H− sources, the 
reduction to 20 mA and the corresponding increase of the 
pulse length during operation for the low-power SPL is 
required by the need to minimise the number of klystrons 
installed in the SPL. 
Considering from the beginning the three possible 
modes of operation, the main consequence on the Linac4 
design is that civil engineering and in particular radiation 
shielding have to be dimensioned for high-power 
operation, no upgrade being possible at a later stage. 
Accelerating structures and klystrons will be specified as 
well for high duty operation, the difference in cost being 
minor, whereas power supplies, electronics and all 
electrical and cooling infrastructures will be dimensioned 
only for low beam power operation and will be replaced 
or upgraded when required by the SPL at high beam 
power. Additional space has been foreseen in the surface 
building for larger power supplies and for the additional 
SPL equipment.  
In the design of machine and infrastructure particular 
care has been given to solutions providing the high 
reliability required for the first accelerator in the injection 
chain. Fault rate should be comparable to that of Linac2, 
~1.5% of scheduled beam time. Special attention has been 
given to the control of transverse and longitudinal 
emittance growth, for clean PSB and SPL injection, and 
of losses along the machine, to limit activation for the 
full-SPL mode of operation [4]. The main Linac4 design 
parameters are reported in Table 1. 
Table 1: Main Linac4 design parameters 
Output Energy   160 MeV 
Bunch Frequency  352.2 MHz 
Max. Rep. Rate  2  Hz 
Max. Beam Pulse Length 1.2 ms 
Max. Beam Duty Cycle  0.24  % 
Chopper Beam-on Factor 65  % 
Linac pulse current  40 mA 
N. of particles per pulse  1.0 × 1014 
Transverse emittance  0.4 π mm mrad 
 
Three different accelerating structures will be used in 
Linac4 after the RFQ, all at 352 MHz frequency [5]. In 
particular, the Side Coupled Linac (SCL) at 704 MHz 
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foreseen in previous designs has been replaced with a Pi-
Mode Structure (PIMS) operating at the basic linac 
frequency [6]. The Linac4 scheme with the transition 
energies is reported in Fig. 4. 
After the DTL, a Cell-Coupled Drift Tube Linac 
(CCDTL) will accelerate the beam from 50 to 100 MeV. 
This new type of structure is a DTL made of short 3-gap 
tanks connected by coupling cells. The quadrupoles are 
electromagnetic, and placed outside of the drift tube, 
between the tanks. In this structure the drift tube 
alignment tolerances are considerably relaxed, and the 
quadrupoles are easily accessible for maintenance.  
 
 
The third accelerating structure, the Pi-Mode Structure 
(PIMS) brings the beam to the final energy of 160 MeV. 
The PIMS resonators are made of 7 coupled cells 
operating in pi-mode, with fields of opposite sign at any 
moment in two adjacent cells. This structure allows 
keeping a good accelerating efficiency at high energy 
with a relatively low number of cells.  
 
Figure 4: Linac4 layout. 
After the 3 MeV Radio Frequency Quadrupole (RFQ) 
[7], a chopping line can remove selected bunches from 
the linac pulse, in order to reduce beam loss at capture 
into the PSB. 
Some 352 MHz klystrons and other equipment from the 
old LEP accelerator will be re-used for Linac4. In the first 
stage (Fig. 6, top), 13 old LEP klystrons at 1.3 MW and 6 
new pulsed klystrons at 2.6 MW will feed the accelerating 
structures. Most of the LEP klystrons will be connected in 
pairs to a single modulator, allowing for the progressive 
replacement of pairs of LEP klystrons with one klystron 
of the new type. In the final configuration (Fig. 6, bottom) 
9 new klystrons will feed two RF cavities each. 
The first accelerating structure after the RFQ is a Drift 
Tube Linac, a standard linac accelerating structure, 
nonetheless presenting several new features developed for 
Linac4 [8]. In particular, the drift tube positions will not 
be adjustable, and precise machining will allow reaching 
the required tolerances in the position of the drift tubes. 
As in other modern DTL, focusing will be provided by an 
array of Permanent Magnet Quadrupoles placed inside the 
drift tubes. A prototype DTL (Fig. 5) has been recently 
built by a CERN-INFN collaboration and has allowed 
validating the drift tube positioning and alignment 
approach. 
LINAC4 STATUS 
The pre-integration of machine components required 
for the definition of the building has started in May 2007 
and has allowed tendering of the civil engineering works 
in April 2008. Construction work has started in October 
2008; building and tunnel should be delivered end of 
2010. In parallel, safety requirements have been 
addressed, and a preliminary Safety File has been 
submitted in June 2008 to the CERN Safety Authorities. 
 
Construction of the ion source and of the RFQ [7] is 
progressing. The chopper line has been built in the frame 
of the European Joint Research Activity HIPPI and is 
presently completely assembled and under vacuum in the 
Linac4 Test Stand (Fig. 7). The RF volume ion source 
should deliver its first beam at the beginning of 2009, and 
after a testing period will be progressively installed in the 
Test Stand the Low Energy Beam Transport and in 2010 
the RFQ. Commissioning of the RFQ is foreseen in 2010, 
followed by beam commissioning of the chopper line.     
Figure 5: DTL prototype 
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 Figure 7: The Test Stand with klystron and modulator 
(right), ion source cage (top), chopper line (left). 
The prototype modulator and a LEP klystron operating 
in pulsed mode have been already successfully tested in 
the Test Stand. 
The mechanical design of the Drift Tube Linac (DTL) 
is now completed. High-power RF tests of the prototype 
are foreseen for the beginning of 2009 and construction of 
the first tank will start immediately afterwards. Two 
prototypes of the first Cell-Coupled DTL (CCDTL) 
module have been successfully tested at high power and 
the construction of the complete CCDTL will be carried 
on by a collaboration with two Russian Institutes jointly 
funded by the International Science and Technology 
Centre (ISTC) and by CERN [9]. The design of the PIMS 
structure has been completed, and construction of a full 
prototype of the first module is presently starting in the 
CERN Workshops [6]. The 70 m long transfer line 
connecting to the Linac2 line is in the detailed design 
phase. Procurement of RF and other equipment is starting. 
PROJECT SCHEDULE 
The planning of the project (Fig. 8) is mainly based on 
the schedule of the civil engineering works. After delivery 
of the building at end 2010, parallel installation of 
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Figure 7: Linac4 Masterplan. 
In 2012 the different linac sections will be 
progressively commissioned. The connection of the 
transfer line and the modifications to the PSB for H− 
injection will take place during a long shut-down foreseen 
for 2012/13. A total of 7 months will be required for 
cooling down of the PSB injection region, for the 
modifications to the PSB and for its commissioning with 
the Linac4 beam. It is presently foreseen that Linac4 will 
provide particles to all CERN users from June 2013. 
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Abstract 
The construction of the Large Hadron Collider (LHC) 
at CERN is now completed and beam commissioning has 
begun in October 2008. Following the recommendations 
of the European Strategy Group for Particle Physics, a 
work programme has been launched for maximizing the 
physics reach of the LHC and for preparing for other 
foreseeable needs. It includes the renewal of the LHC 
injector complex in 2 phases. The first phase, which 
started in January 2008, includes the construction of a 
new 160 MeV H- linac (Linac4) to replace the present 
50 MeV proton linac (Linac2) and the study of a 
Superconducting Proton Linac (SPL) and of a new 
50 GeV synchrotron (PS2). The construction of the SPL, 
together with PS2, will be the subject of the second phase, 
which should begin in 2012. As a first step of the SPL 
study, the basic design choices of the SPL have been 
revisited. 
INTRODUCTION 
The different scenarios foreseen for increasing the 
luminosity of the LHC require improved beam 
characteristics from the injectors, out of reach of the 
present complex [1]. Hence is it necessary to plan for new 
accelerators that can satisfy the needs of the most 
demanding scenario with a reasonable operational margin. 
Moreover, the generation of the beam for LHC is using 
sophisticated beam gymnastics and pushing the 
equipment in the injectors to its limit, which combines 
with the age of many components to degrade reliability. 
That will be especially unacceptable for the upgraded 
LHC whose integrated luminosity will strongly depend 
upon the dead time between physics coasts. 
The SPL is an essential component of the proposed 
future accelerator complex [2], shown in Figure 1 
together with the present machines. For the needs of PS2, 
only a 4 GeV low power version of the SPL is needed (the 
“LP-SPL”). For a neutrino facility, it would have to be 
upgraded to 5 GeV and 4 MW of beam power, and 
accompanied with an accumulator and a compression ring 
to meet the required time structure of the beam [3]. For a 
Radioactive Ion Beam Facility of the next generation [4], 
a similar beam power would also be required at 2.5 GeV. 
A summary of the specifications of the accelerator in its 
different phases of implementation is given in Table 1. 
As a first step in the preparation for the project 
proposal, the choice of the basic parameters of the SPL  
has been revisited during the past months [5] in view of 
optimizing synergy with the worldwide development 
effort on superconducting accelerating structures. The RF 
frequency was therefore reconsidered, as well as the 
cooling temperature of the superconducting cavities and 
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Figure 1: Present and proposed future accelerators: 
- Linac4: 160 MeV H- linac 
- LP-SPL: (Low Power) Superconducting Proton 
- (H-) Linac (~5 GeV) 
- PS2: new proton synchrotron (~50 GeV) 
- SPS+: superconducting SPS (~1 TeV) 
- SLHC: LHC with luminosity upgrade 
- DLHC: double energy LHC. 
Table 1: Successive Phases of Implementation of the SPL 
 LP-SPL SPL        
(5 GeV) 






+ RIB  
facility 
T  [GeV] 4 5 2.5 
Pbeam [MW] 0.2 4 4 
Frep [Hz] 2 50 50 
Isource [mA] 40 80 80 
Chopping yes yes no 
Iav [mA] 20 40 40 
Tpulse [ms] 1.2 0.4 0.8 
DESIGN OPTIONS 
The RF frequency being 352 MHz in Linac4, only 
harmonics can be considered for the superconducting 
cavities in the following linac. The three design options 
which have been considered for the SPL [6] (see Table 2) 
were especially aimed at analysing the interest of 
1408 MHz (4×352 MHz) which is close to the frequency 




Table 2: SPL Design Options 
 Nominal High frequency Hybrid 
Frequency [MHz] 704 1408 352/1408 
Type of cavities elliptical elliptical spoke/elliptical 
βgeometrical 0.65/0.92 0.6/0.76/0.94 0.67/0.8/0.94 
Number of cells/cavity 5/5 7/9/9 4/5/9 
Input energies/section [MeV] 160/581 160/357/884 160/392/758 
Accelerating gradient* [MV/m] 19.4/24.2 18.1/21.7/24.2 8.5/9.5/24.2 
Number of cavities/focusing period 3/8 2/4/8 3/4/8 
Number of cavities 42/200 30/40/208 27/24/216 
Total number of cavities 242 278 267 
Length of sc linac 439 499 485 
* Normalized for elliptical cavities to a peak surface field of 50 MV/m. 
 
The “Nominal” option in Table 2 is a slightly improved 
version of the SPL design published in 2006 [7]. It uses 
only 2 types of 5 cell elliptical cavities and has a length of 
439 m. In the “High frequency” option, 1408 MHz 
elliptical cavities are used immediately after Linac4. To 
preserve comparable real-estate gradient, cavities with 
more cells must be used, which reduces their energy range 
and forces to have three different types. Moreover, the 
accelerator length has to be 60 m longer because of the 
longer matching section needed by the x4 frequency 
jump. In the “Hybrid” option, the transition to 1408 MHz 
is done at 758 MeV only, using spoke cavities operating 
at 352 MHz immediately after Linac4. Two different 
types of Spoke and one type of elliptical cavities are 




Similar design principles are used in all options. Beam 
dynamics performance is compared in terms of r.m.s. 
emittance growth and sensitivity to RF field errors.  
Transverse emittance growth is small in all cases 
[between 1.5 (5.3) and 5.6 (8.2) % for εX (resp. εY)], with 
a slight advantage for the “hybrid” option. The situation is 
more contrasted in the longitudinal phase plane where the 
“high frequency” option is clearly worse (12 % blow-up 
instead of 6.8 % and 2.5 % in the “nominal” and “hybrid” 
cases). This is confirmed by the analysis of the effect of 
RF field errors and energy/phase jitter of the Linac4 
beam, 4.2 % of the simulation runs showing particle loss 
with the “high frequency” option. 
Impact of frequency on cavity parameters 
The impedance per unit of length is proportional to the 
cavity resonant frequency (f). 
For the same accelerating gradient, the stored energy in 
a 1408 MHz multi-cell cavity, is ¼ of the energy stored in 
a 704 MHz cavity of the same length (and less cells). 
Since SPL cavities are pulsed, filling them with RF field 
uses four times more wall-plug power at 704 MHz. 
For longitudinal High Order Modes (HOM), similar 
reasoning shows that the short range wake-field is 4 times 
larger in a 1408 MHz multi-cell cavity. The impedance 
for long range longitudinal wake-fields is between 8 and 
16 times larger, depending upon the mode. The 
impedance for transverse long range dipole modes is 
between 8 and 32 times larger, resulting in a reduction by 
the same factor of the threshold for the onset of beam 
break-up. 
In the case of real/imperfect structures, the production 
scatter in the individual cell frequencies and end-cell 
correction for the fundamental mode disturbs the HOM 
field profiles. This makes their coupling and hence their 
damping more uncertain by a factor 2 to 4 in the 
1408 MHz case. 
Impact of frequency on RF hardware 
RF equipment is more compact at higher frequency, 
which increases the difficulty to dissipate the heat 
generated at ~10 % duty cycle. 1 MW class hybrids and 
amplitude & phase modulators will be especially 
challenging to design at 1408 MHz. For klystrons, 
manufacturers have clearly expressed their reluctance for 
similar reasons. 
Cryogenics issues 
The design of the SPL cryomodule will re-use as much 
as possible of the state-of-the-art development made for 
the ILC. Static cryogenic losses are minimized using a 
long cryomodule with a high packing factor and 
containing the helium supply and return pipes. The 
pumping return line is also a structural element securing 
the alignment of the cavities and magnets. It is however 
HHH-2008 PROCEEDINGS
41
impossible to duplicate exactly the ILC device because of 
the 1.7 % slope of the SPL (ILC: 0.6 %), and because of 
the 10 times higher duty factor of the SPL which imposes 
new designs for the RF and HOM couplers. 
The quality factor Q0 of superconducting elliptical 
cavities is more than 20 times larger at 2 K than at 4.5 K, 
for both frequencies, and more than 2.5 times higher at 
704 than at 1408 MHz. Taking these estimates and static 
loads [7] into account, the equivalent cryogenic load of 
the 5 GeV-4 MW SPL for the “nominal” and “high 
frequency” options is given in Table 3. Electrical power 
consumption imposes clearly to operate cavities at much 
lower temperature than 4.5 K. 
Table 3 also shows the power required by RF which is 
~9 MW larger at 704 MHz because of the larger stored 
energy in the cavities (see above). 
Table 3: Cryogenic Load and Electrical Consumption of 
the 5 GeV/4 MW SPL 
Option       
[see Table 2] 
Τcryo 
[K] 






“Nominal” 2 20.8 5.2 25.5 
“Nominal” 4.5 95.4 23.9 25.5 
“High 
frequency” 
2 18.3 4.6 16.3 
“High 
frequency” 
4.5 81.9 20.5 16.3 
Achievable gradient 
The analysis of cavities recently built for SNS and at 
DESY [8] shows that, for a yield of 90 %, the maximum 
achievable equivalent gradient in β=1 cavities is between 
16 MV/m (SNS) and 23 MV/m (DESY). Higher gradients 
like the 25 MV/m presently assumed in the SPL can only 
be achieved after reprocessing a large number of cavities 
and/or with an improved surface treatment (electro-
polishing). It is therefore important to design and build 
SPL-type superconducting cavities in the near future to 
arrive at a realistic estimate. 
CONCLUSION AND PLANS 
The main advantage of the “high frequency” option is 
its smaller power consumption, which has to be balanced 
against its longer length and larger number of cavities and 
cavity types with respect to the “nominal” option. For a 
high power proton accelerator where beam losses have to 
be minimized, it suffers however from less tolerance to 
energy/phase jitter of the Linac4 front end, higher 
longitudinal emittance growth and a increased risks 
related to higher order modes. Moreover, the high power 
RF components that it requires are much more difficult to 
design/build/buy. The “hybrid” option suffers from the 
same drawbacks, plus the need to develop an additional 
family of cavities (spokes). 704 MHz is hence confirmed 
as the correct choice for the frequency and ~2 K for the 
cooling temperature of the SPL. Although valuable for the 
LP-SPL, these choices are mandatory for the foreseen 
high power/ high duty cycle extensions. 
The accelerating gradient that can be expected with a 
reasonable yield deserves further investigation. 
The main goals of the next 3 years will hence be to: 
• optimize the overall design of the SPL, 
• build and test 704 MHz superconducting cavities to 
better estimate the achievable accelerating gradient, 
• design and test a solution for stabilization of the 
field in pulsed mode, 
• progress in the development of an H- ion source, 
• design, assemble and characterize a complete high 
energy cryomodule. 
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MOTIVATION FOR SPS UPGRADE
An upgrade plan for the whole CERN accelerator com-
plex has been proposed to allow full exploitation of the
LHC potential in the future as well as giving increased sup-
port to traditional and possible new experiments at lower
beam energies. This plan foresees replacing during 2011 -
2017 all the accelerators in the LHC injector chain (Linac2,
Booster, PS) by new machines (Linac4, SPL and PS2) ex-
cept for the last - the SPS. In this scenario the SPS should
be able to reliably accelerate much higher beam intensity
than achieved so far and therefore significant improvements
to the machine performance, in addition to the increased
injection energy due to PS2, should be found and imple-
mented on the same time scale.
Various LHC upgrade scenarios which are presently un-
der consideration [1] for injectors could be divided into
two groups. Most of them are based on the ultimate LHC
beam with bunches of 1.7× 1011 pp spaced at 25 ns. One
scenario, called “LPA” - Large Piwinski Angle, requires
bunches spaced by 50 ns with 5×1011/bunch. All schemes
have their own challenges in LHC. The “LPA” scenario re-
quires very high bunch and total beam intensities and is the
most challenging for the injectors.
At present only the 400 MHz RF system is installed in
LHC (the 200 MHz capture RF system is delayed). The
LHC beam (4 batches of 72 bunches spaced at 25 ns) with
nominal intensity of 1.2 × 1011 per bunch has been pro-
duced at top energy in the SPS [2]. At 450 GeV an average
bunch length (4σ Gaussian fit) is 1.6±0.1 ns. The longitu-
dinal bunch displacement at extraction due to the residual
effect of beam loading in the 200 MHz RF system (with
feedback and feedforward systems in operation) is less than
±100 ps. This beam has nominal longitudinal emittance
(0.6± 0.1 eVs) and close to nominal transverse emittances
(εh = 3.0 ± 0.3 µm and εv = 3.6 ± 0.3 µm [3]). Only a
single bunch with the ultimate LHC intensity has been seen
in the SPS so far.
This year 4 batches of 36 bunches spaced at 50 ns were
also produced in the injector chain. The nominal bunch in-
tensity (1.1× 1011) was achieved at 450 GeV/c with very
small longitudinal and transverse emittances. This beam
was stable on the SPS flat top without the controlled emit-
tance blow-up required for stabilisation of the 25 ns spaced
beam and had the average bunch length of 1.3 ns (emittance
of 0.4 eVs). Transverse (V&H) emittances of 1.2&1.5 µm
were measured on the flat top. Beam losses were also sig-
nificantly less than for nominal beam with 25 ns spacing.
No e-cloud signal could be observed in the special diagnos-
tics installed in the SPS (see below).
In all LHC upgrade scenarios it is assumed that the SPS
will be able to provide reliably a beam with characteris-
tics significantly exceeding those obtained up to now. The
intensities possible with the new injector chain (Linac4-
LPSPL-PS2) [4], [5] are even more challenging for the
SPS, see Table 1, and a significant SPS upgrade is manda-
tory for optimum use of the new CERN accelerators. The
main tasks of the interdepartmental Study Team, SPSU [6],
are first to identify limitations in the existing SPS, then
study and propose solutions with a Design Report to be is-




450 GeV 450 GeV 50 GeV
Tbb ns 25 FT 25 50 25 50 FT
Nb/1011 1.2 0.13 1.7 5.5 4.4 5.5 1.6
nbunch 288 4200 336 168 168 84 840
Nt/1013 3.5 5.3 5.7 8.4 7.4 4.6 12
εL eVs 0.6 0.8 < 1 < 1 0.6 0.7 0.4
εh/v µm 3.5 8/5 3.5 3.5 3.5 3.5 15/8
Table 1: Maximum intensities achieved in the SPS up to
now and future requests. The FT (Fixed Target) beam now
has a maximum energy of 400 GeV and 5 ns bunch spacing.
It will have a 25 ns bunch spacing with PS2.
KNOWN LIMITATIONS AND POSSIBLE
CURES
The main intensity limitations for a single bunch in the
SPS are space charge and TMCI (transverse mode cou-
pling instability). The e-cloud, generated by the presence
of many bunches in the ring, is at the origin of the single
bunch vertical instability. Other multi-bunch limitations
are coupled bunch instabilities, beam losses, beam loading
in the 200 MHz and 800 MHz RF systems as well as heat-
ing of different machine elements (e.g. MKE and MKDV
kickers).
For future high intensity beams possible actions and
cures to overcome these limitations include [7]
• Higher injection energy with PS2: 50 GeV/c instead
of 26 GeV/c
• Vacuum chamber modification as a remedy against the
e-cloud effects
• Impedance reduction after its identification
HHH-2008 PROCEEDINGS
43
• Damping of coupled bunch instabilities
- active damping will need an upgrade of beam control
(transverse and longitudinal feedbacks)
- passive (Landau) damping due to increased non-
linearity (synchrotron frequency spread) with the 4th
harmonic RF system (800 MHz) and increased longi-
tudinal emittance.
• Hardware modifications: RF system, beam dump,
beam diagnostics
• New hardware: injection kickers, beam collimation
The injection energy increase from 26 GeV/c to 50
GeV/c will reduce the space charge tune spread by a fac-
tor 4 so that even for a bunch intensity of 5.5 × 1011 in
the “LPA” upgrade scenario it will be close to the (present)
value for nominal LHC bunch intensity.
At 50 GeV/c the TMCI threshold will be higher than at
26 GeV/c by factor 2.5. Bunch stability with an intensity
of 5.5× 1011 can be provided by an increase of emittance
to 0.6 eVs. Other possible cures for this instability are in-
creased vertical chromaticity and transverse feedback (un-
der study).
Due to the twice longer LHC batch produced by PS2 ev-
ery 2.4 s at 50 GeV/c, the SPS will have a shorter injection
plateau (2.4 s instead of present 10.8 s) and shorter accel-
eration time (by 10%); this should reduce the LHC filling
time by 35%.
Other benefits of the SPS injection energy increase pos-
sible with PS2 include [8] smaller physical transverse emit-
tance with less injection losses; no transition crossing for
all proton beams and light ions; easier acceleration of
heavy ions (lead): smaller IBS growth rate and no need
for fixed frequency acceleration, in use now.
ELECTRON CLOUD MITIGATION
The effects caused by the presence of the electron cloud
are considered at the moment to be the most important in-
tensity limitations in the SPS [9]. They lead to transverse
emittance blow-up and instabilities, pressure rise, septum
sparking, enhanced beam dump outgasing [10] and proba-
bly even beam losses [11]. Present cures include an annual
scrubbing run at the end of each SPS shutdown, operation
with high chromaticity in the vertical plane and transverse
damping in the horizontal plane.
Studies done with 1.1 × 1011 p/bunch on the coupled-
bunch instability in the H-plane at different energies [10]
suggest that the instability growth rate scales as ∼ 1/γ and
improvement can be expected at higher injection energy.
On the other hand, e-cloud simulations done for the verti-
cal plane predict threshold reduction with energy which can
be explained by the transverse beam size reduction with en-
ergy at constant normalised emittance. The intensive ma-
chine studies of the vertical e-cloud instability at different
SPS energies in 2006 and 2007 (on a specially created mag-
netic cycle) confirmed this scaling law [12].
The simulations [13] of e-cloud build-up for 25 ns and
50 ns bunch spacings and intensities relevant to future SPS
beams show non-monotonic dependence on bunch inten-
sity for 25 ns bunch spacing and a fixed SEY (Second Elec-
tron Yield) value. For 50 ns bunch spacing a higher inten-
sity (above the nominal LHC intensity) always seems to be
better.
Possible SPS chamber modifications as measures against
e-cloud effects are now under extensive investigation by the
SPSU Study Team [6]. The first option is a surface coat-
ing which should significantly reduce the SEY (below 1.3)
without need for future re-activation, which could be done
in-situ, without baking above 80 deg C, and which would
not reduce the aperture. The best candidates are amorphous
carbon coatings (see Fig. 1) on a rough surface [14]. A SEY
below 1 has been obtained, the main problem is surface
ageing with venting which must be avoided in future if this
solution is to be applied to the SPS. The infrastructure for
implementation in the SPS tunnel already partially exists
due to ongoing refurbishing of the SPS dipoles. According
to the preliminary estimations∼ 750 vacuum chambers in-
side the magnets can be coated during three SPS shutdowns
(years).
The positive effect of grooves was also shown both in
simulations [15] and measurements of the SEY [14]. Their
manufacture as well as the resulting aperture reduction and
x [mm]
Figure 1: Electron cloud signal in strip line monitors with
stainless steel (top) and amorphous Carbon (bottom) liners
during acceleration of nominal LHC beam in the SPS [14].
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their impedance are the main issues to be addressed for this
option.
The installation of clearing (enamel based) electrodes all
along the SPS ring is another solution to the e-cloud prob-
lem under development [16].
The special experimental set-up in the SPS used for dif-
ferent e-cloud measurements in 2008 includes a clearing
electrode with button pick-ups and three strip-line detec-
tors: one with stainless steel liner without any coating for
reference, one with some new coating under study (TiN,
Carbon...) and one with NEG. The e-cloud signal regis-
tered during the SPS cycle with nominal LHC beam for
stainless steel and amorphous Carbon liners is shown in
Fig. 1.
A feasibility study of active damping of the single bunch
vertical instability using a wide-band feedback system is
also under way in collaboration with LARP [17].
SPS IMPEDANCE AND RF SYSTEM
The SPS impedance was significantly reduced during
the 2000/2001 shutdown in preparation for nominal LHC
beam intensities. No microwave instability has been ob-
served since then. During the period 2003-2006 the SPS
impedance has increased mainly due to the re-installation
of 9 extraction kickers (MKE) for the LHC beam. This
impedance change can be followed by measurements of
the quadrupole oscillation frequency shift with intensity,
Fig. 2. The slope, being proportional to the effective lon-
gitudinal impedance, shows the expected variation. Simi-
lar measurements done in the vertical plane show changes
in impedance with even higher precision, however only
50% of the transverse impedance budget is identified and
a search for the rest continues [19].
To reduce the MKE kicker beam coupling impedance a
technical solution based on an inter-digital comb structure
printed on ferrite has been developed and is now imple-
mented on one kicker [20]. Measurements in the lab show
a significant improvement for the longitudinal impedance
below 1.5 GHz and this is also confirmed by measurements
of kicker heating by the beam. The reduction in the trans-
verse plane is smaller. It is planned to equip all MKE kick-
ers during the next 4 shutdowns. The impedance reduction
of other SPS kickers is also now under investigation. Apart
from heating, the kicker impedance is also responsible for
the loss of Landau damping of high intensity beams during
acceleration.
To stabilise the nominal LHC beam against coupled
bunch instabilities, operation with the 4th harmonic RF
system in bunch shortening mode is not sufficient and con-
trolled emittance blow-up (from 0.35 eVs to 0.6 eVs) is
necessary twice during the cycle (with injection into a mis-
matched voltage and band-limited noise excitation during
acceleration). For the “LPA” LHC upgrade scenario with
50 ns bunch spacing and high bunch intensities, a con-
trolled emittance blow-up to at least 0.9 eVs will be nec-
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Figure 2: Quadrupole synchrotron frequency shift as a
function of bunch intensity indicating the changes over
time in the SPS ring [18].
turn will require an upgrade of the SPS RF system. If the
voltage presently available (7.5 MV at 200 MHz) is still
sufficient to accelerate LHC beam with a large longitudinal
emittance, the RF power required for beam loading com-
pensation is significantly higher than actually possible. The
power per 200 MHz cavity with total voltage of 7.5 MV is
shown in Fig. 3 for a beam current corresponding to the
“LPA” scenario together with existing limitations for puls-
ing mode (LHC beam fills the half of ring) and continuous
operation (FT/CNGS type beam fills practically the whole
ring). The length (number of sections) of half of the SPS
cavities has been already reduced from 5 to 4 sections in
preparation for high intensity operation. The effect of a
possible further optimisation of the number of sections is
also shown. In any case it is clear that the 200 MHz (and
800 MHz) power plant should be significantly increased
and R&D for the re-design of couplers and coaxial lines is
required [21].
Even higher RF power per cavity (3.3-4.5 MW) is re-
quired for the maximum LHC beam intensities possible
with PS2. For future FT/CNGS beam in the SPS more
RF cavities are necessary to provide the 10.5 MV volt-
age needed for the same acceleration time as today (3 s).
The potential proton flux at 450 GeV with the maximum
intensity from PS2 of 1.2 × 1014, 200 days of operation,
80% beam availability and 85% beam sharing is 2.5×1020
pot/year [22].
SUMMARY
The upgraded CERN injectors will produce high inten-
sity beam with high reliability both for LHC and other






















Figure 3: Power per SPS 200 MHz cavity having 3, 4 or
5 sections for a beam current corresponding to the “LPA”
LHC upgrade scenario. Constant voltage of 7.5 MV.
be replaced around 2017. The SPS will profit from the
higher injection energy, but the SPS upgrade is a key el-
ement for the LHC to benefit fully from new upstream ma-
chines.
The project proposal for the SPS upgrade should be is-
sued in 2011. The SPS commissioning with new injectors
(LPSPL and PS2) is planned for 2017 with ultimate LHC
beam produced in the SPS in 2018. Further intensity in-
crease depends very much on the success of the SPS up-
grade. Increasing the SPS injection energy opens the door
to increasing the energy of LHC (DLHC) with SPS+ (new
magnets from 50 GeV to 1 TeV).
I am grateful to the many colleagues whose work, abso-
lutely essential for the SPS upgrade studies, is described in
this paper.
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THE FAIR SYNCHROTRONS SIS100 AND SIS300 AND THE HIGH 
ENERGY BEAM TRANSPORT SYSTEM 
P. J. Spiller 
GSI, Darmstadt, Germany
Introduction 
The heavy ion synchrotrons SIS100 and SIS300 are the 
central part of the FAIR accelerator facilities [1,2]. The 
two stage acceleration concept as it will be realized with 
SIS100 and SIS300, enables an optimisation of both 
synchrotrons for specific tasks and allows a real parallel 
experiment supply with beams of different properties. The 
1083 m long lattice of SIS100 consists of superferric 
magnets similar to the magnets developed for the 
NUCLOTRON synchrotron at JINR, Dubna [3]. 
Superferric magnets assure a minimum cycle time by 
means of fast ramping with ramp rates of up to 4 T/s. At a 
typical SIS100 cycle time of 1.5 s, Uranium beams can be 
generated with an average intensity of 3x1011 ions/s. Due 
to the rather small aperture of superferric magnets, even 
at the maximum ramp rate the total pulse power does not 
exceed 26 MW.  
 
Compared to the present intensity levels, the number of 
heavy ions per cycle has to be increased by two orders of 
magnitude. Space charge limits and significant beam loss 
in stripper stages disable a continuation of the present 
high charge state operation. The FAIR intensities can only 
be reached by lowering the charge states, e.g. by 
acceleration of U28+-ions instead of U73+-ions. However, 
in the energy range of SIS18 and SIS100, the intermediate 
charge state 28+, which is produced in the first stripper 
stage of the UNILAC, is typically below the equilibrium 
charge state. Thus at operation with intermediate charge 
state heavy ions, ionisation processes driven by collisions 
with rest gas atoms become the main issue with respect to 
potential beam loss in the FAIR synchrotrons. Therefore, 
a new synchrotron design concept had to be developed 
with the goal to minimize the beam-rest gas interaction 
and consequently the beam loss by charge change: 
SIS100 is the first synchrotron which has been optimised 
for the acceleration of high intensity, intermediate charge 
state, heavy ion beams [4]. Ionisation beam loss, 
desorption processes and pressure stabilization were the 
driving issues for the chosen general system layout and 
for several technological approaches. 
 
Beside heavy ions, SIS100 in combination with the 
upgraded heavy ion synchrotron SIS18 [5,6], allows 
acceleration of beams of all ions from Protons to 
Uranium. Therefore, the SIS100 lattice has to provide 
sufficient flexibility to accommodate also for the high 
gamma operation with high intensity light ion and Proton 
beams. According to the needs of the different 
experiments, these beams must be extracted with 
appropriate time structures. A sophisticated extraction 
system layout, matching the tight constraints given by 
SIS300, enables fast and slow extraction and emergency 
dumping during any time of the acceleration process. A 
powerful magnetic alloy loaded RF compression system 
enables the generation of short single ion bunches before 
extraction.  
 
SIS300 is equipped with low-loss, cos( )-magnets 
providing ramp rates of up to 1 T/s. SIS300 may be used 
as a stretcher ring to deliver linac-like, uninterrupted 
heavy ion beams of intermediate charge states for fixed 
target experiments or for acceleration of highly charged 
ions (U92+) to high energies (34 GeV/u). By sharing the 
acceleration and extraction process between SIS100 and 
SIS300, the average intensity can be considerably 
increased and a real parallel beam supply for different 
experiments is feasible. 
 
A large number of achromatic beam transport systems, 
connect the three synchrotrons SIS18, SIS100 and SIS300 
with the Super-Fragment Separator (Super-FRS), various 
areas for plasma physics, atomic physics and biophysics 
experiments and the antiproton production target. These 
systems contain the two parallel beam lines from the 
SIS100/300 to the production target for radioactive 
secondary beams. The production chain for the primary 
beams assures an optimal beam matching to the targets 
and the FAIR secondary beam facility. 
 
DESIGN PARAMETERS 
The highest heavy ion beam intensity will be achieved by 
means of lowering the charge states of heavy ions. So far 
SIS18 has been operated with highly charged heavy ions, 
e.g. U73+. This charge state is produced by means of two 
stripper stages; the first stage is situated behind the 
UNILAC high current injector, the second stage behind 
the UNILAC ALVAREZ section, just before injection 
into SIS18. At each heavy ion stripping process, a large 
fraction of the particle current is lost due to the charge 
state distribution generated in the stripping process. E.g. 
at stripping from U28+ to U73+at 11.4 MeV/u typically 
about 85 % of the initial particle current gets lost. 
Consequently, to reach the intensity goals, the transfer 
channel stripper will not be used for the FAIR high 
intensity operation. Thereby, a large fraction of the total 
stripping loss is being eliminated and furthermore the 
space charge tune shift after injection into SIS18 and 
SIS100 is being reduced. Table 1 summarizes the SIS100 




Table 1: Design beam parameters for the lightest and 
heaviest ions in SIS100 
SIS100 Protons   Uranium U28+ 
Number of injections  4  4 
Injection method long. stacking long. stacking 
Number of ions per 
cycle 
2.5 x 1013 5 x 1011  
Maximum energy 29 GeV 2.7 GeV/u 
Ramp rate 4 T/s 4 T/s 
Beam pulse length  
before fast extraction 
50 ns 90 -  30 ns 
Extraction mode Fast and slow Fast and slow 
Repetition frequency 0.4 Hz 0.7 Hz 
 
Table 2 summarizes the maximum Uranium beam 
intensities per cycle and per second, for fast and slow 
extraction from SIS18, SIS100 and SIS300. 
SIS100/300 DESIGN AND R&D STATUS 
General System Layout 
 
Figure 1: SIS100 with sixfold super-symmetry. The 
arrangement of the main technical systems is indicated. 
 
Various geometrical structures have been considered for 
SIS100 and SIS300. The finally chosen sixfold super-
symmetry matches the following design criteria: 
 
 Sufficiently long, warm straight sections for the 
different technical systems 
 Reasonable line density in the resonance diagram for 
large tune shift operation  
 Good geometrical matching to the overall FAIR beam 
line topology 
 
In order to enable an installation of SIS300 on top of 
SIS100 in a common ring tunnel, the geometry of both 
synchrotrons with their different lattice structures and 
different magnet technologies had to be matched 
carefully. The ratio of the straight section length and the 
arc length at a fixed circumference of five times the 
circumference of SIS18, is defined by the required 
length of warm straight sections in SIS100. E.g. the 
systems for fast-, slow- and emergency extraction have 
to fit into one of these sections. For the layout of the 
extraction systems the following constraints were given: 
 
 The extraction point has to be situated precisely at 
the same position as the extraction point of SIS300  
 The angles of the fast and slow extracted beams 
from SIS100 have to be the same as the angles of 
the beams extracted from SIS300 
 The SIS100 and SIS300 beams have to continue 
with a constant distance in the transport lines. 
 The vertically extracted SIS100 beam has to bypass 
the arc of SIS300.  
 
These constraints have led to a final layout for the 
different extraction- and transfer systems which is based 
on demanding device specifications. 
 
SIS100 Charge Separator Lattice 
 
The lattice structure has been optimised with respect to 
the efficiency of a charge scraper system, consisting of 
six times eleven scrapers situated in the arcs of SIS100. 
The lattice cells are designed to act as charge separators 
providing a peaked distribution of ionisation beam loss 
along the circumference. The peaked loss distribution 
Table 2: Maximum Uranium beam intensities per cycle and per second at fast and slow extraction from SIS18, SIS100 
and SIS300 
Uranium Beam Intensities 
SIS18    ( U73+) SIS100   (U28+) SIS300   (U28+) 
2 x 1010 /cycle 5 x 1011 /cycle 5 x 1011 /cycle 
Slow Extraction at 1 GeV/u and 1.4 s Spill 
1.1 x 1010 /s 1.5 x 1011 /s 3.5 x 1011 /s 
Fast Extraction at 1 GeV/u 




enables the control of ionisation beam loss by means of 
specially designed scrapers. A large number of different 
lattice structures have been investigated with respect to 
the fraction of ions controlled by the scrapers and the 
scraper distance from the beam edge. The selected 
doublet structure assures an almost hundred percent 
control of single ionised Uranium ions without affecting 
the synchrotron acceptance.  
In addition, the lattice has to accommodate for different 
beam manipulations, e.g. for the generation of a single 
compressed bunch or for the acceleration of Protons 
without crossing the transition energy.  
For theses purposes the SIS100 doublet lattice structure 
provides the following general features [7]: 
 
 Peaked distribution and highly efficient charge 
scraper system for ionization beam loss 
 Maximum transverse acceptance (at minimum three 
times the emittance at injection) at limited magnet 
apertures (to restrict the total pulse power and AC 
loss) 
 Vanishing dispersion in the straight sections for high 
dp/p operation during compression 
 Low dispersion in the arcs for high dp/p operation 
during compression 
 Sufficient dispersion in the straight section for slow 
extraction with Hardt condition 
 Variable transition energy (three quadrupole bus bars) 
for Proton operation 
 Sufficient and efficient use of space for the 
accommodation of all components 
 Accommodation of slow, fast and emergency 
extraction and transfer within one straight. 
 
For the acceleration of Proton beams to 29 GeV with a 
final =32, a dedicated quadrupole setting will be used 
shifting the transition energy to a very high value (e.g. 
=44). This gamma transition shift is enabled by means of 
three independent quadrupole families (two F and one D 
quadrupoles) as it is regularly performed since many 
years in SIS18.  
 
Ionization Beam Loss and Dynamic Vacuum 
 
The world wide unique operation with high intensity, 
intermediate charge state heavy ions (e.g. U28+) is one of 
the most demanding features of the FAIR project. Due to 
the high cross sections for ionisation in combination with 
ion induced gas desorption, significant beam loss may 
result from pressure bumps during the acceleration cycle. 
As described before and in [4], the SIS100 lattice has 
been optimised for the control of ionisation beam loss 
with the goal to restrict the dynamics of the residual gas 
pressure. For the simulation of vacuum dynamics and 
beam loss due to charge changing processes, the program 
STRAHLSIM has been developed [8]. The accuracy of 
the STRAHLSIM results in the energy range of SIS100 
could continuously be improved during the design phase 
of SIS100/300. The models for the ionisation cross 
sections [9] have been extended to relativistic energies. 
The new cross sections, as well as a scaling law for the 
desorption yield according to the specific energy 
deposition (dE/dx)2 [10] were implemented in 
STRAHLSIM. However, experimental studies which 
approve these models for high energies are still not 
available. 
Furthermore, the beam scrubbing effect and the 
dependence of the pumping speed of NEG-coated and 
cryogenic surfaces as a function of the number of mono-
layers of the adsorbed gases have been accounted. 
Thereby, long term simulations and predictions on the 
ionization beam loss, the number of extracted ions, the 
pumping power, the number of monolayer and the mean 
residual gas pressure have been enabled.  
To prepare the booster operation of SIS18 and to verify 
the STRAHLSIM results, machine experiments with 
intermediate charge state heavy ions have been started in 
2001. The experiments were performed with U28+- or 
alternatively with Ta24+ beams. Beams of both ions can be 
generated in the UNILAC with almost the same beam 
current of the order of 2-5 emA. Both ions have 
comparable cross sections for ionization. The progressing 
SIS18 upgrade program, which is mainly focused on the 
dynamic vacuum issue, as described in has meanwhile led 
to a major increase of the accelerated number of 
intermediate charge state heavy ions [11]. In the frame of 
the latest Ta24+ machine experiments, more than 1010 ions 
could be accelerated and extracted (see Figure 2).  
 
 
Figure 2: Comparison of the first machine experiments 
with high intensity intermediate charge state heavy ions in 
2001, with the latest experiments performed in 2008. A 
significant reduction and stabilization of the ionization 
beam loss and the connected vacuum dynamics has been 
achieved. 
 
The STRAHLSIM code comprises the following features: 
 
 Linear beam optics with several in- und export 
filters 
 Static vacuum simulations 
 Dynamic vacuum simulations 
 Beam loss due to charge changing processes 
HHH-2008 PROCEEDINGS
49
The linear beam optics module enables the calculation of 
the beam loss pattern due to charge change and the 
collimation efficiency for a given synchrotron lattice. The 
static and dynamic vacuum simulations are based on: 
 
 Static pressure and static residual gas components; 
 Vacuum conductance; 
 Properties and pumping power of conventional 
pumps; 
 An analytic description of the pumping power of 
cryogenic and NEG surfaces as a function of the 
pressure and temperature including saturation 
 Cross sections for ionisation for different ionization 
degrees as a function of energy 
 Desorption yield scaled with the square of the specific 
energy loss 
 Beam scrubbing 
 Coulomb scattering 
 Target ionization  
 Intra beam scattering 
 Beam loss in a realistic accelerator cycle. 
 
The simulations on the dynamic vacuum and the 
correlated ionization beam loss in SIS100 show clearly 
that for stable operation conditions, a strong distributed 
pumping system is require. The pumping power needed to 
achieve an acceptable low amount of ionization loss, can 
only be provided by NEG-coated or cryogenic surfaces. 
In contrary to cryogenic surfaces, the pumping power of 
NEG-coated surfaces drops fast if more than one 
monolayer of molecules has been adsorbed.  It has been 
shown that for each additional monolayer the pumping 
speed drops by half an order of magnitude [12]. However, 
cryogenic surfaces provide strong pumping powers even 
for macroscopic thick layers of adsorbed gases [13]. The 
drop of pumping power is significantly lower. 
Furthermore, the reactivation of NEG-coated surfaces 
after saturation can only be repeated about 30 times, 
while croygenic surfaces can be refreshed as often as 
required.  
Moreover, because of the highest cross sections for 
ionization, the scraper system is optimized for the most 
heavy ions. Light ions and ions with intermediate mass 
and heavy ions after multiple ionization miss the catchers 
to a certain fraction. Since the cross section for lighter 
ions is significantly lower, the generated pressure bumps 
do not create a major beam loss increase, but contributes 
to the grow-up of monolayers. Therefore, it is expected 
that the long term pumping properties of a NEG-based 
pumping system are not sufficient - the amount of 
ionization loss and generated pressure bumps may 
increase over time. Under these conditions the life time of 




For a better and precise prediction of beam loss driven by 
high current or high space charge effects the development 
of adequate high current beam dynamics models and 
simulations tools have been enforced [14]. Advanced 
beam dynamics simulations have been performed 
including non-linear longitudinal and transverse beam 
dynamics under the influence of space charge and 
collective effects. Attention has been concentrated on the 
long accumulation and extraction plateaus with high tune 
shift operation (dQ= -0.25) and synchrotron motion. 
Different beam loss processes have been studied carefully 
in order to approve the magnet quality, to localize 
machine activation and to prevent residual gas pressure 
bumps by a suitable halo scraper concept. The following 
items have been addressed: 
 
 Space charge and cavity beam loading effects during 
the various parts of the RF cycle. 
 Long-term beam loss during accumulation due to the 
combined effect of magnet errors, synchrotron motion 
and „frozen‟ space charge at selected working points. 
 The SIS100 resistive wall and kicker impedances. 
 The transverse impedance budget with space charge 
for coasting beams (octupoles are proposed in order to 
stabilize the beam) [15]. 
 
Tracking, ripple and synchronisation tolerances of the 
synchrotrons have been studied for: 
 
 Synchronization requirements for the quadrupoles 
with the dipoles 
 Power supply ripple requirements for the quadrupoles 
 Synchronization and ripple requirements for the 
dipoles with the RF 
 
Based on the predicted beam losses, life time and 
activation have been estimated for those technical devices 
which face unavoidably heavy beam load, e.g. due to the 
slow extraction process. Special protection measures have 
been derived for radiation sensitive devices and 




In SIS100, superferric magnets as developed for the 
NUKLOTRON synchrotron will be used. Based on this 
technology, an R&D program aiming for a further 
improvement of the properties of these magnets has been 
conducted together with the Joint Institute of Nuclear 
Research in Dubna. The major goals of the R&D program 
were:  
 
 Reduction of the AC loss during ramping with 4 T/s 
 Improvement of the 2D and 3D field quality 
 Long term mechanical stability over 2x108 cycles 
 
The experimental part of the R&D program has been 
conducted to a large extend at JINR, using a number of 
available magnets for modifications. The design goal of 
13 W/m for the AC has almost been reached by re-
designing the yoke, especially the lamination on both 
ends, the coil loop, the brackets and endplates.  
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Based on the results achieved in the R&D project phase, 
manufacturing of a number of SIS100 full length model 
magnets has been performed [16]. 
 
 Straight, full length dipole magnets have been 
manufactured at BNG (Würzburg) (Figure 3) and at 
JINR (Dubna) (Figure 4); 
 A curved dipole magnet has been produced at BINP in 
Novosibirsk (Figure 5); 
 A prototype quadrupole magnet has been produced at 
JINR (Dubna) (Figure 6) [17].  
 
The production of both full length magnets at JINR is 
supported by the EU FP6 DIRAC program. 
Although, the lattice itself as described in the “Technical 
Report” has basically not been changed, some major 
properties of the main dipole- and quadrupole magnets 
had to be reconsidered and optimised during the R&D 
phase [Table 3]. In order to provide a reasonable 
acceptance for the large emittance heavy ion beams (at 
minimum three times the KV emittance), quite large 
apertures were required for the straight dipole magnets. 
Consequently, the AC loss, which was substantially 
reduced by the magnet R&D, did not meat the original 
design goals anymore. Due to the increasing sagitta and 
beam displacement in the fringe fields, an elongation of 
the straight dipole magnet could not be considered.  
Moreover, the required field strength of 2.1 T resulted in 
a significant increase of the stored energy with 
consequences for the quench protection system. Due to 
the high dipole field strength and also quadrupole 
gradient the field quality in both magnet types was 
marginal. Therefore, it was decided to reduce the 
apertures and the maximum field strength and to focus the 
magnet R&D on an elongated, curved dipole magnet. 
Making use of a curved magnet instead of a straight 
allows increasing the length without affecting the beam 
acceptance. After reviewing the available warm straight 
section length, the length of the quadruple has also been 
increased by 10% and in accordance the maximum 
gradient could be reduced.  
For the production of the straight full length dipole 
magnet with BNG a cable winding machine from the 
LHC magnet production has been taken over and 
modified. Thus, a second source for production and 
delivery of the NUKLOTRON type cable has been 
established.  
The large hydraulic resistance of the two layer coil built 
in all prototype dipoles does not provide the cooling 
power for operation with pure triangular cycles. 
Triangular cycles are considered as fall-back option in 
case problems connected with high beam loss occure on 
the long injection flat-top of the reference cycles. The 
Nuklotron-type coils are made of a s.c. cable consisting of 
a too long He-pipe with a too small cross section. 
Therefore, the first pre-series magnet will be equipped 
with a new single layer coil with slightly increased cross 
section and a high current cable (13 kA instead of 7 kA).  
 
Figure 3: Full length, straight SIS100 model dipole built 
by BNN, Würzburg, Germany. 
 
Figure 4: Full length, straight SIS100 model dipole at 
cold test built by JINR, Dubna 
 
Figure 5: Curved, SIS100 full length dipole model after 
assembly at BINP 
 
Figure 6: Full size SIS100 quadrupole prototype 
manufactured at JINR, Dubna 
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Table 3: Comparison of the modified (TDR) and FBTR 
main magnet parameters 




B x Leff     [Tm]                        5.818 5.818 
B  [T]                                            2.11 1.9 
Leff   [m]                                 2.756 3.062 
Estimated Lyoke [m]                2.696 3.002 
Bending angle[deg]                3 1/3 3 1/3 
Radius of curvature 
[m]          
47.368 52.632 
Aperture (h x v)    
[mm]            
130 x 60 115 x 60 
 
Ramp rate [T/s] 4 4 
   





B' x Leff   [T]                             35 35 
B'    [T/m]                            32 27 
Leff   [m]                                       1.1 1.3 
Estimated Lyoke  [m]              1 1.2 
Aperture (h x v)      
[mm]          
135 x 65 135 x 65 
Ramp rate [T/ m s] 67.5 57 
 
For SIS300, the design and R&D of a fast ramped curved 
4.5 T dipole magnet has been continued at INFN, Italy 
[18]. This model development is focused on solving the 
mechanical problems with the production of a curved coil 
made of a stiff, low loss cable with stainless steel core 
and its integration into the collar and yoke.  Figure 7 
shows the results of a winding test of a curved coil with a 
standard Rutherford cable. 
In parallel, the production of a straight, two layer s.c. 6 T 
dipole magnet has been completed at IHEP, Protvino. The 
manufacturing of the 1 m long, two layer coil magnet and 
the cold testing has been finished in January 2009. Both 
magnets are optimised for low AC loss and make use of a 
cable with the bare cable geometry of the LHC dipole 
outer layer conductor, but with a stainless steel core 
inside.  
 
Table 4: Main parameters of the short SIS300 dipole 
model developed by INFN/Ansaldo. 
Nominal field [T] 4.5 
Ramp rate [T/s] 1 
Radius of curvarture [m] 66 2/3 
Magnetic length [m] 3.879 
Bending angle [deg] 3 1/3 
Coil aperture [mm] 100 
Max temp. of supercritical He [K] 4.7 
 
Since the ramp rate of SIS300 is much higher than of any 
other s.c. cos( )-synchrotron and in addition SIS300 is 
expected to deliver slow extracted beams with very long 
spills, studies on the influence of transient field errors in 
the superconducting magnets on the beam dynamics are 
conducted 
Although the specific coil and cable design and the 
methods applied for reducing the AC loss during fast 
ramping may help to restrict the persistent current flow, a 
fast feed back system, similar to the one developed for 
HERA, is considered. Based on the transient field 
harmonics measured in the reference string, the feed back 
system generates set-values for the correction system. 
Especially under the assumption of a very flexible 
operation with independent and arbitrary machine cycles, 
in connection with the stability requirements for slow 
extraction, the linear and non-linear machine properties 
must be controlled. 
 
 
Figure 7: Curved winding tests for a curved coil for the 
short SIS300 dipole magnet. 
 
Power Converters and Power Connection 
In order to minimize the interaction of the fast ramped 
synchrotrons of GSI and FAIR with the surrounding 
power grid, a new power connection has been realized. 
The new 110 kV power line, exclusively used by 
GSI/FAIR, enables fast ramping with maximum pulse 
power harmonics as indicated in the power diagram 
(Figure 8). Especially the fast ramping of SIS18 with 10 
T/s up to 18 Tm, as required for the booster operation, 
with a pulse power of 50 MW is permitted. Due to the 
small apertures of the superconducting magnets, the pulse 
power of SIS100, at ramping with 1 T/s is only 26 MW 
(see Table 4) . 
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Equipped with comparable normal conducting magnets, 
the pulse power of SIS100 would increase to 75 MW and 
additional compensation effort would be needed on side. 
The power diagram indicates several frequency dependent 
restrictions given by the eigenfrequencies of industrial 
producers and customers, the UCTE and a torsion 
resonance of the shaft of a large power plant nearby. 
Table 5 summarizes the pulse power of the GSI/FAIR 
synchrotrons. 
 
Table 5: Pulse power of the GSI/FAIR synchrotrons 
during fast ramping 
Synchrotron Pulse Power [MW] Ramp Rate [T/s] 
S18 50 10 
SIS100 26 4 
SIS300 23 1 
 
A 11 kA power converter making use of a silicon 
controlled rectifier (SCR) and a switch mode parallel 
active filter has been built for the s.c. magnet test stand at 
GSI. The hardware, firmware and software for the digital 
control of dynamic high precision power converters has 
been developed and is in practical use in the power 
converters of the therapy accelerator of HICAT in 
Heidelberg. Because of the demanding quench protection 
system of the SIS100 dipole magnets, an electronic 8 kA 
DC circuit breaker has been developed. A prototype DC 
circuit breaker is under construction in TU-Darmstadt.  
 
RF Systems 
In collaboration with the BINP, Novosibirsk a technical 
design study has been conducted and meanwhile 
completed for the ferrite loaded acceleration cavities [19]. 
The collaboration has been continued with an engineering 
study with the goal to prepare the tendering process for a 
prototype production (see Figure 10). The same 
acceleration cavities as developed for SIS100 will be used 
in SIS300. The cavity design is close to the existing 
SIS18 system and the BINP cavity for HIRFL-CSR, 
Lanzhou, China. Each cavity provides an acceleration 
voltage of 20 kV in the frequency range of 1.1-2.7 MHz. 
Twenty cavities are needed to generate an acceleration 
voltage of 400 kV for ramping with 4 T/s. 
 
No R&D has been performed for the bunch compression 
systems, assuming that the recently completed bunch 
compression cavity for SIS18 [20] provides sufficient 
information for a direct call for tender. For the SIS18 
bunch compressor project, GSI has conducted an 
extensive survey on commercially available magnetic 
alloy core materials. Figure 9 shows the design (left) and 
a photograph of the completed SIS18 compression cavity 
(right) with its amorphous VITROVAC ring cores. 
 
 
Figure 9: Design (left) and a photograph of the completed 
SIS18 compression cavity (right) with its amorphous 
VITROVAC ring cores 
 
 Figure 8: The power diagram shows the allowed area of operation for the GSI/FAIR synchrotrons. It indicates 
the restrictions for the power harmonics given by the properties of the power grid and the industrial customers. 
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Table 6 summarizes the main SIS100 Rf systems. 
 
Table 6: Rf systems of SIS100 
  Harm./ 
Voltage 








Ferrite loaded,  








16 Magnetic alloy 
loaded, broad  





/15kV 2 2 Magnetic alloy 
loaded, broad  
band  (low duty  
cycle) cavities 
 
To accommodate for the official FAIR start version as 
agreed by the International Steering Committee (ISC) an 
initial, reduced equipment with RF acceleration and 
compression systems has been defined. The reduction in 
RF voltage in both systems leads to a slightly reduced 




Figure 10: Design study for the ferrite loaded SIS100 
acceleration cavity (BINP, Novosibirsk). 
HEBT STATUS 
The layout of the beam transport system has been revised 
for normal- instead of superconducting SIS100 beam line 
magnets [21]. The new overall topology is to a large 
extent consistent with the original layout for 
superconducting beam transport magnets as described in 
the FAIR Baseline Technical Report – no significant 
change in the overall topology size has resulted from the 
change in magnet technology. The design of the main 
warm beam line magnets has been optimized with respect 
to energy efficiency and operation modes. The layout for 
the beam diagnostics and correction system has been 
fixed and integrated into the beam transport structure. The 
charge stripper system between SIS18 and SIS100 has 
been integrated into the existing layout of the 90 degree 
bend behind SIS18 without major modifications. By 
means of a fast linear induction motor a stripper foil 
required to generate the high charge state beams (e.g. 
U92+) for SIS300, will be moved into the beam path in a 
shot-by-shot mode. The supply buildings, so far matched 
for the supply of a superconducting HEBT system have 
been modified for the supply systems of the normal 
conducting beam lines. Recently, minor modifications of 
the beam line topology were requested by the progressing 











Figure 11: The FAIR beam transport topology. The feint 




The results summarized in this paper have been achieved 
by a collaboration between the GSI FAIR synchrotron 
department, the GSI technical departments and 
international project partners. 
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HIGH-INTENSITY EFFECTS IN THE FAIR SYNCHROTRONS  
   
O. Boine-Frankenheim,G. Franchetti,V. Kornilov, GSI, Planckstr.1, 64291 Darmstadt, Germany   
 
Abstract 
Beam loss and emittance increase due to nonlinear 
resonances, space charge and coherent instabilities are 
some of the main concerns for the high-intensity 
operation of the FAIR synchrotrons. In this contribution 
we review recent theoretical and experimental results 
related to high intensity effects in the FAIR synchrotrons 
and possible cures. 
 
INTRODUCTION 
The FAIR synchrotrons, SIS18 and the planned SIS100, 
will be operated with medium energy, intense heavy ion 
beams of low momentum spread. In addition intense 
proton beams for anti-proton production will be 
accelerated. However, in the present review we will focus 
on uranium beams. The range of bunch lengths and bunch 
proﬁles during a typical cycle covers dc beams, long dc-
like bunches in barrier buckets, long bunches in single 
and in dual rf waves [1]. Before extraction, the bunches 
are converted into a single, short (50 ns) bunch. The 
required accumulation times in SIS100 are of the order of 
1s. The maximum transverse space charge tune shift 
ranges from ΔQ = −0.25 during accumulation up to −1 at 
the end of the fast bunch compression in SIS-100. The 
large variation in the bunch forms and length together 
with space charge and impedances effects, acting over 
long time scales poses a challenge to the estimation of 
beam loss and instability thresholds.  
 
BEAM LOSS DUE NONLINEAR 
RESONANCES AND SPACE CHARGE 
The ﬁne-tuning of the SIS-100 working point has been 
undertaken using DA calculations for different scenarios 
of SIS-100 operations [4]. The DA is deﬁned here as the 
radius (in normalized coordinates) of the largest circle in-
scribed inside the domain of stable initial conditions. For 
the sake of computer time we are only calculating the 
short-term DA using 1000 turns. As customary we 
express the DA in terms of the beam σ, which is deﬁned 
at injection energy (200 MeV/u) by our reference rms 
emittance of 12.5 mm mrad (in horizontal plane). The 
simulations are per-formed within the MICROMAP 
library developed at GSI, which has been benchmarked 
for long-term loss with experiments at the CERN Proton 
synchrotron [3]. For the calculation of the dynamic 
aperture (DA) in the plane of working points we account 
for (1) systematic multipoles with error assumptions for 
super-conducting dipoles, (2) systematic multipoles from 
quadrupole magnets, (3) misalignment errors of 
quadrupole magnets to model closed orbit errors at an 
accepted level. In Fig.1 a DA simulation scan together 
with the standard working point is shown. For realistic 
beam loss calculations for a given working point we 
perform long-term tracking (105 turns) studies for a 
bunch including ’frozen’ space charge, chromaticity and 
realistic beam distribution function with truncated tails. 
These simulations show that beam survival of about 90% 
should be possible even for full intensity. This requires a) 
closed orbit errors should be corrected to the1/1.6 mm 
rms tolerance (vertical/horizontal) assumed in the 
simulations, b) random magnet ﬁeld errors should not 
exceed the values adopted in the simulations somewhat 
arbitrarily, c) ﬂexibility should be kept for the ultimate 
choice of working point to take into account the actually 
measured strength of near-by nonlinear resonances. 
Compensation –  at least partial – may be needed, d) a 
double-harmonic RF system during the injection plateau 
should be considered to raise the bunching factor from 
0.33 to about 0.5; this would clearly cause a 
corresponding reduction of space charge and momentum 
spread and reduce loss. 
 
Figure 1: Result of 1000-turn DA scans with reference 





The thin resistive beam pipe together with the 
injection/extraction kicker modules represent the most 
important impedance contributions in SIS-18 and SIS-
100. The beam pipe impedance affects the coherent 
betatron sidebands between ≈50 kHz and 1 MHz, 
depending on the machine tune. In order to reduce eddy 
current effects, the stainless steel beam pipe in the SIS 18 
magnets is only 0.3 mm thick. The skin depth is 1 mm at 
the injection energy of 11.4 MeV/u. For the stainless steel 
beam pipe in the planned SIS 100 magnets, a wall 
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thickness of a few 0.1 mm will be required. In addition to 
the large impedance contribution of a thin beam pipe at 
low frequencies also the shielding effectiveness of the 
pipe is of importance [5]. For low frequencies structures 
behind the wall can contribute to the impedance. The 
impedance of the ferrite-loaded kickers can be divided 
into two parts [6]. Below frequencies ≈ 50 MHz the 
horizontal impedance is dominated by the external circuit. 
Above ≈ 200 MHz the Ferrite contribution dominates. For 
coasting beams and for long bunches we are concerned 
about transverse impedances below ≈ 50 MHz . Fig. 
2shows the calculated transverse impedances (real parts) 
of the resistive wall and of the kickers in SIS 18 for 200 
MeV/u beam energy. Because the beams in the FAIR 
synchrotrons typically ﬁll a large fraction of the pipe, the 
dominant imaginary impedance contribution is expected 
to arise from the image currents. The corresponding space 
charge impedance is  
   (1) 
with the ring radius R, the beam pipe radius b, the 
relativistic factors β0 and γ0. The effect of electron clouds 
can be cast into a transverse impedance (see [7]) for a 
known neutralization factor. For the plot in Fig. 2 the 
neutralization factor ηe has been estimated as 0.01 based 
on rough estimates. The expected major source of 
electrons in SIS¬18 and SIS-100 at injection energy will 
be the ionization of the residual gas by U28+ projectile 
ions. Detailed studies of the electron cloud buildup and of 
the interaction with long bunches at medium beam 




Our studies focus on instabilities driven by the resistive 
wall impedance, which has the largest contribution at 
small frequencies. For coasting beams the space charge 
tune shift makes the Landau damping due to momentum 
spread inefficient. Fig. 3 shows the stability contour 
together with different beam parameters in SIS-100. It can 
be seen that especially during injection transverse dipole 
oscillations are unstable. The growth rate is of the order 
of a few ms only. Increasing the momentum spread for 
stabilization is not an option because of the rf bucket 
acceptance in SIS-100. The nonlinearity of the transverse 
space charge force can enhance the stability boundary. 
Detailed studies [8] showed that the combination of 
octupoles, creating additional tune spread, and nonlinear 
space charge can lead to a sufficient stabilization. In these 
studies results obtained from a dispersion relation for 
nonlinear Landau damping, were compared with particle 
tracking simulations. It was found that the role of 
nonlinear space charge is decisive for stability predictions 
in SIS-100 and that octupoles may stabilize dipole 
instabilities during accumulation in SIS-100. The effect of 
the octupoles on the dynamic aperture and the 
corresponding beam loss is still subject of ongoing 
studies. The coasting beam instability threshold represents 
a conservative estimate for the long bunches in SIS-100. 
Due to ﬁnite bunch length effects and due to the variation 
of the space charge tune shift along the bunch we expect 
an increase in the instability boundary. In addition image 
currents and the resulting coherent tune spread along the 
bunch can damp dipole oscillations. Using the theory of 
Sacherer, ignoring space charge and image current 
effects, we predict a fast (< 100 ms) single-bunch head-
tail instability excited by the resistive-wall impedance at 
injection energy in SIS-100. The mode structure and 
inﬂuence of chromaticity on head-tail modes is discussed 
in Ref. [9]. Simulation studies of head-tail modes in SIS-
100bunches, including space charge, image currents and 
nonlinear synchrotron motion are still ongoing. In theses 
studies we use the two different simulation codes 
PATRIC, developed at GSI and HEADTAIL, developed 
at CERN. 
  
Figure 2: Transverse impedance spectrum in SIS-18 (real 
part).   
 
 
Figure 3: Stability diagram for linear Landau damping 
due to momentum spread and chromaticity. The region 
enclosed by the curve and by the U-axis is the stable area. 
Impedances, which correspond to the resistive wall for 
four beam parameters in SIS-100 are shown, for the 
injection energy (inj) and after acceleration (top), for the 




Figure 4: Stability diagram for nonlinear damping. 
Regions enclosed by the curves and by the U-axis are the 
stable areas. Blue curve: only effect of octupole magnets 
is taken into account; red curve: combination of these 
octupoles with nonlinear space charge (waterbag 
distribution). The star indicates the resistive wall 
impedance for a SIS100 beam at the injection energy in 




The rf cycle in the SIS-18/SIS-100 accelerator chain 
contains a number of critical steps. During all the rf 
manipulations longitudinal space charge and cavity beam 
loading effects are important. The tolerable phase space 
dilution factor for the total rf cycle including all bunch 
manipulations is 2-3. It is foreseen to inject two SIS-18 
bunches into matched SIS-100 rf buckets. The resulting 
injection transients induced by beam loading will be 
actively damped. After injection of eight bunches from 
SIS-18 the acceleration ramp starts. The matched bunch 
and bucket boundaries including space charge and beam 
loading were obtained from the theory presented in [10]. 
After acceleration, the eight bunches will be rebunched 
into a long barrier rf bucket. In the barrier bucket beam 
loading will lead to modiﬁcations of the bunch form. Here 
we assume that only the barrier rf cavities are visible and 
all other rf systems are shorted. If necessary a dedicated 
feedback for the barrier rf operation will be installed. The 
perturbed bunch forms in the barrier bucket are obtained 
from [11] assuming a Gaussian beam distribution. It is 
interesting to note that space charge has a beneﬁcial effect 
on the bunch form. It removes part of the bunch form 
asymmetry caused by the beam loading effect. The rf 
barrier walls will be moved in order to pre-compress the 
bunch within 200 ms. Simulation studies indicate that the 
bunch area increases by 10% during pre-compression, 
which is tolerable. After the barrier bucket pre-
compression the bunch compressor rf voltage is switched 
on. This process has been studied in detail including the 
effect of beam loading and space charge. The compressed 
bunch distribution is shifted downwards in momentum by 
-0.8% due to cavity beam loading. This shift should be 
corrected during the rotation by a fast rf phase control 
system.  
CONCLUSIONS 
Space charge and impedance effects play a major role 
in the existing SIS-18 synchrotron and in the planned SIS- 
100. For the design working point we estimated the beam 
loss due to nonlinear resonances and space charge in SIS-
100 after 1 s. Alternative working points are still under 
discussion. The main transverse impedance sources are 
the resistive wall, kickers and possibly electron clouds. 
For the resistive wall we obtained the stability boundaries 
for transverse dipole oscillations in SIS-100 including the 
effect of nonlinear space charge and octupoles. Octupoles 
are a potential cure for transverse beam instabilities in 
SIS-100. The effect of space charge and image currents 
on head-tail modes in long bunches are still being studied. 
The rf cycle is being optimized for low phase space 
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Concluding Summary on CARE-HHH-ABI Network Workshops 
 





At the creation of the CARE-HHH network in the 
year 2003 and during the six years of its existence 
the situation on beam instrumentation for HHH 
activities was: 
- The LHC instrumentation was fully developed and 
was under construction or commissioning. 
- The FAIR beam instrumentation encloses a large 
number of different instruments, but apart from the 
very high dynamic range in beam intensities no 
specific R&D is needed for this project. 
- Other projects like Linac4 at CERN or project X at 
FNAL do not need instruments beyond the present 
state of the art. 
In conclusion the network was constructed as 
information platform on very specific subjects of 
HHH beam instrumentation and as platform for 




The following workpackes have been defined: 
 
ABI1: Studying tools and diagnostic systems for 
luminosity monitoring and steering  
ABI2: Studies on the applicability of a wire 
compensation for long range beam beam interactions  
ABI3: Studies on advanced transverse beam 
diagnostics  
ABI4: Implementation of fast feedback loops for  
orbit, coupling and chromaticity control  
ABI5: Studies on advanced beam halo diagnostics 
ABI6: Studies leading to remote diagnostics and 
maintenance of instrumentation  devices  
ABI7: Studying tools for diagnostic systems for high 
intense preaccelerators;  preservation of emittance 
in the accelerator chain  
ABI8: Requirements of diagnostic tools for machine 




WS1: Trajectory and Beam position measurements 
using digital techniques, Aumuehle (Hamburg), 
2003 
WS2: DC current transformers and beam-lifetime 
evaluations,  
Lyon (F), 2004 
WS3: Remote Diagnostics and maintenance of beam 
instrumentation devices,  
Hirschberg (Darmstadt), 2005 
WS4: Simulation of BPM front-end electronics and 
Special  Mechanical Designs, 
Lueneburg (Hamburg), 2006 
WS5: Schottky, Tune and Chromaticity Diagnostics 
(with Real-Time Feedback), 
Chamonix 2007 
WS6: Transverse and Longitudinal Emittance 
Measurements in Hadron PreAccelerators, 




DESY, GSI and CERN acted as leading institues of 
the nextwork. Regular contributions came from PSI, 
ESRF in Europe and from BNL, FNAL and LBNL 
in the US. A large variety of experts from other 
European institutes were invited for individual 
workshops. Typical attendance of a workshop was 
25 – 30 persons. 
 
COVERAGE OF  WORKPACKGES 
 
The following list summaries how the individual 
workpackages were treated by the network: 
 
ABI1: The only WP which was not done due to lack 
of interest. 
ABI2: A large interest for this R&D activity was 
created in the LARP community (LARP= LHC 
Accelerator Research program = US funded R&D 
program in order to complement the preparation of 
the LHC running). Good progress was made in this 
field during many consecutive LARP collaboration 
meetings. 
ABI3: was treated on the 5th workshop 
ABI4: was treated on the 1st and 5th workshop 
ABI5: covered by the HALO03 workshop 
ABI6: was treated in the 3rd workshop 
ABI7: was treated in the 6rg workshop 
ABI8: was treated through a direct bilateral 




The selection of highlights is always difficult within 
a comprehensive R&D program, so the author 
follows his personal taste having selected subjects 
with high technical level or as being realized with a 





6a) Digital Orbit Measurement System for CERN PS 
and GSI-FAIR machines: Development of a new 
digital receiver concept for hadron machines with 
non constant revolution frequency 
6b) RBAC= role based access control: a suite of 
software tools in order to control controls access to 
beam instrumentation depending on a role that is 
assigned to a given person. Such a facility allows in 
a secure way to have people diagnose remotely 
beam instruments or to contribute safely to remote 
beam experiments. 
6c) LHC Tune Control and Real Time feedback. 
For the last subject the physics motivation is 




Fourier Transform (FFT) of beam motion 
The most common method for tune measurements is 
the excitation of a beam motion (in most cases broad 
band excitation with white noise) and the 
computation of the power density spectrum in 
frequency domain. The betatron tunes are 
determined as the frequency with the highest 
amplitude peak. The frequency resolution f is 
inversely proportional to the number of oscillation 
samples (Nsamp). One can write: f = 2/Nsamp. So 
if for example one needs a tune resolution of 10-3, at 
least 2000 samples have to be acquired. A modern 
computer can perform the time frequency transform 
(FFT) of 2048 samples in about 1 msec. For typical 
signal to noise ratios about a factor 4 can be gained 
in tune resolution by interpolation between the 
measured amplitude values [2]. If there is enough 
external excitation from other sources (ground 
motion, power supply ripple) or the beam is slightly 
unstable by itself the method also gives useful 
information without specific beam excitation. The 
signal to noise ratio can be improved by averaging 
several spectra into one measurement display. 
Fig.1: Accumulated spectra during LEP injection. 
  
 The time evolution of the tunes can be measured by 
accumulating many spectra and presenting them in a 
mountain range display. Figure 1 gives an example 
measured in LEP during injection. This figure nicely 
illustrates the diagnostic power of accumulated 
spectra. Apart from the horizontal tune multiples of 
the synchrotron tune and the synchrotron sidebands 
of the horizontal tune are visible. During a certain 
period two Rf-cavities had tripped (visible as shift in 
the synchrotron tunes). Such a tool is indispensable 




As a variant of the previous method the beams are 
excited with a sine wave of time variable frequency. 
If one sends the excitation signal to a loudspeaker 
one gets the impression of a singing bird (at least at 
large machines!). For this reason the excitation is 
called “chirp” excitation. The chirp range is set 
around the expected betatron tunes and the length is 
taken corresponding to the requested time resolution 
and precision of the tune measurements. Data 
analysis of the resulting beam motion is either via 
sliding window Fourier transform or via a wavelet 
analysis [3]. The advantage of this method compared 
to noise excitation is that the phase information 
between excitation and beam motion is easier 
obtained and hence due to the better signal to noise 
ratio smaller excitation amplitudes can be used. 
Figure 2 shows the result of a chirp measurement in 
the SPS. The sweep length is 20 msec and the 
repetition rate is 30 msec. In total 150 chirp 
measurements cover acceleration. More details can 
be found in [4]. 
 
 
Fig. 2: Chirp tune measurement in the SPS. The 
horizontal scale is tune, the vertical scale is time 
(msec). The amplitude of the beam motion is 












Swept Frequency Analysis 
For this method (often called “Network Analysis”) 
the beams are excited with a steady sinusoidal wave. 
Amplitude and Phase of the resulting oscillation are 
precisely determined by means of harmonic analysis. 
Thereafter the excitation frequency is increased in 
steps until the range of interest is covered. This 
represents a very precise measurement yielding the 
full information of the beam transfer function. The 
disadvantage is the long measurement time, which 
renders the method of little use for the study of 
dynamic phenomena. Details can be found in [5].  
 
Phase Locked Loop Tune Tracker (PLL) 
Most tune measurements use the amplitude peak of 
the beam oscillation as signal for tune 
measurements. This is somewhat odd, since the 
amplitude information with “0-slope” at its 
maximum suffers much more from noise than the 
phase information, which has its maximum slope at 
the tune resonance. Phase Locked Loop Circuits 
instead make use of the phase slope. The beams are 
excited with a continuos sine wave.  By changing 
the frequency of the exciting oscillator an analog or 
digital circuit assures that the phase difference 
between excitation and beam motion is 900. The tune 
measurement simply consists in a readout of the 
(filtered) frequency of the oscillator. In reality the 
design of such a PLL is more complicated, in 
particular the lock-in procedure and additional 
regulation circuits for constant amplitude of the 
beam oscillation. Many details can be found in [6]. 
As the readout of the oscillator frequency can be 
made almost continuos a PLL circuit is the ideal tool 
for tracking the time evolution of the betatron tunes 
during machine transitions. Good measurement 




Common to all tune measurements is an exciter and 
an oscillation detector. The most natural approach is 
to implement the data treatment and the synthesis of 
the beam stimulus as a digital process of a system 
located “between” the monitor and the exciter. With 
the computing power of modern digital signal 
processors this should be a possible concept even for 
machines with revolution periods down to the 
microsecond. In that case the change in functionality 
is realised by a software reload.  
The following functionalities are imported for the 
study of dynamic machine processes: 
 Accumulated FFT spectra. Apart from the 
betatron tune lines other important spectral 
information is contained in the measurements. 
Beam excitation is done with random kicks or 
chirp signals. 
 PLL tune tracking. In contrast to the previous 
method only the values of the betatron tunes are 
measured. With a good compromise in time 
resolution versus measurement noise a new tune 
reading  is  obtained every 100 machine turns. 
 
The Emittance Blowup due to the beam excitation 
is of little importance for lepton machines, but this 
aspect is the key question for a proton machine. For 
machine studies and measurements during the 
setting up emittance blowup to a certain level can be 
tolerated, but on the operational beams for 
luminosity production one will only occasionally use 
a measurement with large (mm) oscillations. 
Accumulated or integrated spectra are very useful as 
they can be done without any excitation. In case the 
beams are quiet or kept quiet with a transverse 
feedback the use of chirp excitations can be 
considered, as the beam stimulus is centred around 
the region of interest. PLL tune tracking is on the 
first sight the worst one can do, as the beams are 
continuously excited on the resonance. On the other 
hand the very good signal to noise ratio of a PLL 
allows to work with sub micron beam oscillation 
amplitudes. Although not yet completely operational 
it has been shown at HERA-P that an online PLL 
tune measurement on two of the bunches of an 
operational beam was used for long periods without 

































Variation of beam momentum 
The commonly used method works by measuring 
directly the quantities involved in the definition of the 
chromaticity . The definition is: 
                            (1) 
(  = momentum compaction factor) 
i.e. one measures the tune dependence q on beam 
momentum ( p/p), which is very often done by 





Fig. 3 Dynamic Chromaticity Measurement in LEP. 
Rf-frequency modulation measured on the tuning 
system (top trace) and tunes measured in PLL mode 
(bottom traces). 
  
 Figure 3 illustrates the measurement procedure 
implemented for LEP [8]. The tunes are measured in 
PLL mode (bottom traces) and the Rf-frequency is 
modulated in a three second long cycle with an 
asymmetric wave shape. The asymmetry of the 
modulation is important, as it allows to identify the 
sign of the chromaticities from the tune 
measurements. This is nicely visible in figure 4, which 
shows a chromaticity measurement during a beta 
squeeze of LEP. The top trace shows a diminishing 
horizontal chromaticity, which changes sign and then 
returns back to nominal sign and magnitude. The 




Fig.4: Horizontal (top trace) and vertical (bottom 
trace) chromaticity measurements during the beta 
squeeze in LEP. 
 
Amplitude of Synchrotron Sidebands 
The amplitude ratio of the betatron lines to their 
synchrotron side bands contains information on the 
chromaticity of the machine. This could well be used 
on accumulated tune spectra during machine 
transitions in order to get chromaticity information, 
but if the betatron tunes change a lot, it is not clear 
whether systematic lattice resonances influence the 
observed amplitude ratio. Studies have been made in 
LEP [9], but the issue has not been continued. In 
particular in proton machines the measurements are 
quite difficult, as the synchrotron tune is low and the 
signals of the side bands are often swamped in the 
spectral leakage of the main line. 
 
Width of Tune Resonance 
Using again equation (1) one can see that the 
momentum spread of the beam will result in a width 
of the betatron lines. Hence measuring the width of 
the resonance (best via swept frequency analysis (see 
chapter 1.3)) could be used as a measure of 
chromaticity. But there are other effects contributing 
to the line width (radiation damping, transverse 
feedbacks...), such that one normally looks only for 
variations in the width in order to deduce 
chromaticity changes. But in particular during 
acceleration this analysis is quite complicated, as the 
momentum spread changes during the measurement.  
 
Frequency Shift in Bunch Spectrum 
The longitudinal bunch profile generates a certain 
frequency spectrum in an electromagnetic coupler. If 
one excites betatron oscillations the longitudinal shape 
of the bunch changes depending on the chromaticty 
and hence will result in a different bunch spectrum. A 
detailed analysis yields that in frequency domain the 
measurable quantity is a shift in the peak of the bunch 
spectrum [10]. Experiments with this method are quite 






Phase of Head and Tail Betatron oscillations 
This method is presently under development at CERN 
and has been stimulated by the ideas of the previous 
method. Rather than measuring in frequency domain 
the shift in bunch spectrum, the betatron oscillations 
of head and tail are individually sampled in time 
domain. The observable linked to the chromaticty is 
the phase difference between the head and tail 
oscillations.  By the exciting kick this phase difference 
is initially forced to zero, evolving to a maximum after 
half a synchrotron period and then the oscillations 
rephase again after one complete synchrotron period. 
Figure 5 shows a computer simulation of the head tail 
motion for non zero chromaticty for illustration. The 
vertical axis is time (in [ns] along the longitudinal 
bunch profile), the horizontal axis is the revolution 
number after the kick stimulus and the amplitude of 
the betatron oscillation is encoded as grey scale. The 
head and tail oscillations are sampled in time slices 




Fig. 5: Computer simulation of head-tail motion. 
 
The chromaticity can be expressed as follows: 
            (2) 
with: =1/ 2- ; Qs = synchrotron tune, 0 = angular 
revolution frequency; k = head-tail phase 
difference,  = sampling time interval (see Figure 6), 
Q0 = betatron tune and k turn index since initial kick 
 
Practically the measured chromaticity does not depend 
on the betatron tune, as Q0 in equation 2 is the total 
tune of the machine. A first series of measurements 
have been performed in the SPS in order to validate 
the basic idea. The results are very good. For instance 
an agreement within 15% of the chromaticity 
measured via momentum change and the new method 
could be found over a wide range of chromaticities. 
One dataset from these measurements is reported in 
figure 7. It shows the measured head-tail phase shift 
turn by turn for 3 different values of  of the sampling 
time interval . As expected from equation 2 the 
dependence is linear. Any explanation of experimental 
details would leave the scope of this paper, but can be 
found in [11] 
 
Fig. 6: Measured phase difference of head-tail 




By variation of the beam momentum and tune tracking 
a solid operational tool is available for dynamic 
chromaticity measurements. By extending the range of 
momentum variation even the non linear part of the 
chromaticty curve can be examined. But still the 
method has some limitations: The rate by which the 
beam momentum is changed can not made extremely 
short, for example in LEP the modulation cycle is 
limited to a 3 second interval. This is certainly too 
long for a chromaticity measurement during the start 
of acceleration, were a time resolution as short as 100 
ms would be of interest. The LHC will require for the 
nominal beam currents tight control of the orbit, in 
particular in the collimation region. Periodic 
momentum changes and hence orbit changes in 
dispersive regions will be a problem. Secondly if one 
imagines the use of an online tune regulation loop a 
chromaticity measurement based on tune differences 
is very unfavourable. In that case the chromaticity 
would have to be deduced from the trims that the 
regulator has send to the quadrupoles in order to keep 
the tunes constant. With some sense for practical 
implementations one feels that this would not work!  
For these reasons the development work on the head-
tail sampling has been launched. The method provides 
a chromaticity reading independent of the betatron 
tunes and a measurement time of one synchrotron 
period (15 to 50 msec in case of the LHC). Further 
analysis will show the influence of octupolar fields, 
the limit in signal to noise ratio and consequently the 


































Head-Tail interval = 0.2ns
Head-Tail interval = 0.4ns








Coupling Measurements and Control are also 
important for the LHC. As the working point will be 
very close to the diagonal a bad compensation of 
betatron coupling will make tune and chromaticty 
measurements almost impossible. A very good and 
comprehensive summary of linear betatron coupling 
can be found in [12].  
 
Closest Tune Approach 
For this method both betatron tunes are measured 
during a linear power converter ramp, which crosses 
the values of the horizontal and vertical tunes. The 
remaining separation of the tune traces is 
a direct measure for the total coupling coefficent c . 
A measurement example from is shown in figure 7. 
In order to ensure that the PLL keeps tracking both 
tunes even when they approach each other the 
measurements are done on two different bunches. 
 
  
Fig. 7: PLL tune tracking during a swap of the tunes. 
The two top traces show the tunes, the bottom trace 
the tune difference reading. 
 
Kick Method 
The above method does not allow diagnostic during 
machine transitions. A better tool, although 
demanding quite large beam excitations for the 
measurement of small coupling coefficients, consists 
in applying a single kick in one plane and observing 
the time evolution of the betatron oscillations in both 




Comprehensive tools for tune, chromaticity and 
coupling measurements will be available for the 
diagnostic of dynamic phenomena in the LHC. The 
major development effort over the next years will be 
to improve the signal to noise ratio of the oscillation 
detectors for minimising the emittance blowup 
during the measurement. Control of the time 
evolution of these beam parameters will first of all 
be achieved by feed forward techniques, i.e. beam 
and magnetic measurements on one acceleration 
cycle and then incorporation of the necessary trims 
into the power converter functions. 
In case the reproducibility of the machine is not 
good enough to comply with tight tolerances an 
online feedback on magnetic correction elements has 
to be implemented. It should be noted that none of 
the big present hadron storage rings make 
operationally use of an online feedback on tune, 
chromaticty or coupling. The implementation of 
online feedbacks demands an effort on two 
additional fronts: The design of the feedback itself 
taking into account the dynamic behaviour of all 
involved elements and secondly the design of 
reliable measurement systems, which deliver signals 
for the betatron tunes, chromaticities and eventually 
coupling, without the need of human interpretation 




The HHH-ABI network has reached over the past 6 
years its goal by almost treating all specified 
workpackages . The organised workshops were a 
large success. Information has been disseminated 
and young people have been introduced into the 
subject. Several R&D has been stimulated during the 
workshops and has produced good results. 
 
The organizers of the network, Kay Wittenburg 
(DESY), Andreas Peters (GSI) followed by P.Forck 
(GSI) and Hermann Schmickler (CERN) would like 
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Abstract 
In this paper we review the progress on the High Field 
Magnets program (HFM) in Europe aimed to the LHC 
upgrade. We first revisit the reasons for the program and 
then we make a concise, however important, discussion 
on the available materials. After an overview of the main 
progress in the US where the HFM program is by far the 
most advanced, we finally describe the more recent 
advances in HFM in Europe obtained for 
superconductors, giving the perspective for the next years. 
MOTIVATIONS FOR THE HIGH FIELD 
PROGRAM FOR THE LHC  
Inner triplet for the LHC luminosity upgrade 
In the accelerator physics community, there is a general 
consensus on the fact that after a few years of operation, 
the LHC luminosity will saturate. Whether this will 
happen at nominal luminosity, or at a lower level, this is 
an open issue that goes beyond the aims of the present 
paper. The early studies about the LHC luminosity 
upgrade [1,2] proposed an improvement of the triplet 
regions to allow an increase in the interaction regions 
focusing for the years 2014-2015. After several years of 
studies, including the activities carried out in the CARE-
HHH network, a staged approach has been proposed. The 
idea, first proposed in [3], has been to split the luminosity 
upgrade into two phases. For phase I, Nb-Ti technology 
can be sufficient to reach the goal of 2-2.5×1034 cm-2s-1 of 
peak luminosity, i.e., the so-called ultimate luminosity for 
what the present machine was designed [1]. However, a 
few years after phase II implementation, a new leap 
forward in luminosity will be possibly necessary, i.e. 
reaching 10×1034 cm-2s-1. A possible scenario is reported 
in Fig. 1, where the consequences of 19th September 2008 
incident in LHC have not been taken into account, since a 
new schedule has not been yet worked out. For the further 
gain of a factor 4-5 in luminosity foreseen for phase-2 
substantial improvements are needed, namely a much 
higher beam intensity and very large aperture quadrupoles 
to allow stronger focusing for the inner triplets. We need 
not only to improve the optical performance of the 
triplets, but also to improve the shielding of the 
superconducting coils from the radiation debris. The 
larger aperture coils should have better heat transfer 
characteristics, indeed: dealing with the heat deposition 
coming from collision debris will be a real challenge, 
when working at 10×1034 cm-2s-1, both for the coils and 
for the cryogenic system.  
The Nb-Ti new inner triplet foreseen for the phase I can 
reach a β* of 25 to 30 cm. The ultimate limit to focusing 
is set by the correction of aberrations, and is related to the 
triplet aperture and compactness. A Nb3Sn triplet of about 
150 mm aperture can reach a β* of 15 cm. Of course in 
order to convert the decrease in β* into an increase in 
peak luminosity one has to counter the adverse effects of 
the geometrical loss factor through an early separation 





















Figure 1: Possible scenario for luminosity and time to half 
the experimental error in detectors. Consequences of 
incident of 19th September 2008 are not accounted 
(courtesy of E. Todesco, CERN). 
The focusing is not the only parameter determining the 
luminosity increase, but it is certainly one of the most 
relevant. One of the big advantages of the improvement 
of the triplet is that it involves, at first order, a limited 
region of the machine and the impact on peak luminosity 
is straightforward and fast. On the contrary, an increase of 
beam intensity and/or other parameters linked to 
luminosity involves reaching new regimes in the beam 
physics, and the gains are longer to be obtained. The 
graph of Fig. 2, based on the experience of existing 
colliders, and certain hypothesis on degree of complexity 
of LHC operations, illustrates the different effect of an 
increase in luminosity by beam intensity only (to a level 
that has still to be demonstrated) without change of inner 
triplet and the increase of luminosity by a change of 
triplet coupled to a moderate increase of beam intensity. 
The effectiveness of the second scenario on integrated 
luminosity looks not negligible.  
 
Nb3Sn has much higher field limit and critical 
temperature than Nb-Ti: this is a plus for the luminosity 
upgrade that can be translated either into larger aperture, 
or higher gradient, or greater margin, or in a mix of all of 
this. The diagram of Fig. 3 illustrates the different paths 
to take advantage of the Nb3Sn properties for the 
luminosity upgrade of LHC. 
  
*We acknowledge the support of the European Community-Research 
Infrastructure Activity under FP6 "Structuring the European Research 






Figure 2: This graph, courtesy of J. P. Koutchouk (CERN) and based on an original study of V. Shiltsev (Fermilab), 
illustrates the expected increase in luminosity according to reference scenario [1] driven by beam intensity at constant 
optics (histograms) and increase due to upgrade of focusing through a Nb3Sn triplet, coupled with a moderate beam 
intensity increase (thick solid line). 
 
Figure 3: Different paths from the higher critical field of 
Nb3Sn to higher peak luminosity for  LHC via an upgrade 
of the inner triplets (courtesy of G. Sabbi, LBNL). 
Other magnets for improving the LHC 
performances 
Besides the inner triplet quadrupoles, other magnets of 
the IR will require Nb3Sn technology to reach a peak 
luminosity of 10×1034 cm-2s-1, either for the required field 
or for the better resistance to heat deposited by radiation: 
• Corrector magnets; since these magnets are 
impregnated, the larger temperature margin of Nb3Sn 
is a necessary quality. 
• Separation dipoles: although here a study is required, 
Nb3Sn can provide more compact separation, freeing 
space for shielding or offering more flexibility in the 
optics. 
Other types of magnets, not directly related to the IR, 
may need to be replaced and substituted with better 
performing magnets in the LHC when luminosity will go 
beyond the present nominal value. The slots for these 
upgraded magnets are: 
• Dogleg dipoles for cleaning insertions; 
• Q6 for cleaning insertions; 
• 10 m dipoles for the dispersion suppression region: a 
normal 8.3 T dipoles of 15 m could be substituted by 
a 13 T magnet about 10 m long. This will make room 
enough to install additional collimators in a very 
sensible zone.  
Of course all cases must be studied and evaluated more in 
detail; however it is clear that the availability of magnet 
technology increasing by 50% the magnetic field of Nb-
Ti could be a great asset for the LHC project, which has 
always had to fight against strong space constraints due to 
the existing infrastructures. 
Energy upgrade of LHC 
An energy doubler as final upgrade of the LHC 
machine has been already envisaged in [1]. Such a study 
has not been developed, due to the lack of resources and 
the low priority in the CERN program. Only the first 
years of the LHC physics will provide the information 
necessary to assess the interest of a doubler of the LHC 
energy as a real competitor/complement of future lepton 
colliders. In our opinion, it is a must for CERN to have a 
conceptual design of such a project because it can be very 
attractive if lepton collider should appear too expensive or 
impractical. It will build on a solid existing base and 
infrastructure. A first broad evaluation of the cost was 
done in [5] and a cross section of a 20 T operational field 
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dipole has been sketched, based on existing 
superconductor. In Figure 4 the cross section of the 
dipole, using Nb3Sn for the outer coils and Bi-2212 for 
the inner ones shows that the corresponding center of 
mass energy of 33 TeV is not out of reach. This would be 
the LHC-FEF (Farthest Energy Frontier). Of course this 
hypothesis stays on the –far– background  since to arrive 
to the 20 T for the LHC energy upgrade in the middle of 
the 2020’s we need to pass throughout the 15 T magnet 
technologies, necessary for 10×1034 cm-2s-1 luminosity 





















Figure 4: Sketch showing the coil package of a dipole 
capable of 20 T central field (Bmax=24 T). HTS is Bi-2212 
and Jcr used according to best present value (see section 




To choose the superconductors, the first important 
parameter is the critical temperature Tc. In Fig. 5 the 
historical plot of Tc is reported. One can see that Nb3Sn is 
actually one of the first practical materials which have 
been discovered; the large temperature leap given by HTS 
is clearly visible. Finally, one can observe how MgB2 is 
well in line with the progress of the classical material, or 
LTS (Low Temperature Superconductors). In the same 
plot the recently discovered class of the oxy-
ferropnictides is reported.  
Critical field 
The second most important parameter is the (upper) 
critical field Bc2. In practice, a superconductor can be 
pushed up to 2/3 of its critical field. May be it can go only 
to a much smaller fraction, but 70% of Bc2 is certainly a 
good guess as upper limit for its use. In Fig. 6, the critical 
field for the best candidate material is reported as a 
function of temperature. Nb-Ti and even Nb3Sn are 
confined in a tiny corner of the graph. However, the 
reason for their wide use becomes clear in the next graph. 
 
Figure 5: Critical temperature vs. year of discovery for 
most practical superconductors. Courtesy of C. Senatore, 
University of Geneva. 
 
Figure 6: Critical field of most important superconductors 
vs. temperature (courtesy of C. Senatore, University of 
Geneva, Switzerland). 
Critical current 
After temperature and field, the third relevant 
parameter is the current. For magnets in general, and 
especially for accelerator magnets that need a high current 
density in the coil, the most relevant quantity is the 
critical current averaged over the whole cross section of 
the wire, called engineering current density Je. In Fig. 7, 






Figure 7: J engineering (Icr/Atot) vs field at T=4.2 K (courtesy of P. Lee, Applied Superconductivity Center, Florida State 
University). 
From Fig. 7 it appears clear that MgB2 is still too low in 
Je, while the high temperature superconductors like Bi-
2212 can be used beyond 18-20 T. Ybco is very 
promising, however its technology is not yet mature for 
long lengths, and so far it is produced only in thin tapes of 
relatively low amperage.  Magnets require Je above 500 
A/mm2 at the peak field and we can see that in the region 
of interest, 10-18 T, Nb3Sn is the best material. Despite 
the difficulties generated by heat treatment at 700 °C, 
with induced constraints on insulation, and by the 
brittleness of the material in the final state, Nb3Sn is a 
mature material that is regularly produced and used in 
tonnes (for ITER some 300 tons of Nb3Sn  will be 
employed). For these reasons, EU has launched a 
vigorous program (CARE-NED and CARE-HHH) to 
develop a Nb3Sn conductor to reach the performance 
shown in the Fig. 7, which has been developed in the 
USA in the frame of an ad hoc funded DOE program and 
in the frame of LARP (Lhc Accelerator R&d Program ).  
LARP PROGRAM 
 LARP is by far the most advanced program on high 
field magnets. After a few years of technological 
development and model magnets, very important also to 
support cable development, now the accent is on long 
magnet technology around 11-12 T, and on the 
development of 14-15 T field quadrupole models [6,7]. 
Long Magnet 
In 2008 a 3.6-m-long race track has proved the 
soundness of long tooling and of winding technology. A 
second version with segmented outer shell (to avoid stick 
and slip behaviour generated by differential thermal 
contractions) has gone beyond 90% of Imax at the first 
training series, i.e, a very good result. 
In 2009 the 3.6-m-long quadrupole with 90 mm 
aperture and G > 200 T/m at 4.2 K, and with a peak field 
of about 11 T, will be tested. These will be the first real 
accelerator magnets featuring field beyond 10 T with a 
considerable length.  
Long coils have been wound and the mechanical 
structure, based on shell technology with bladders and 
key, is being prepared. Most probably there will be a 
second quadrupole assembled with collar technology. 
Large aperture and high gradient quadrupole 
 The next step is the production of a quadrupole model, 
1-m-long, with an aperture of 120 mm. If the test is 
successful, a 4 m long quadrupole of similar cross section 
will be launched in 2009-2010, and this will constitute a 
fully qualification of the technology for accelerators 
based on a magnet that is fully compatible with the Nb-Ti 
quadrupoles made for LHC-Phase I upgrade. It will be a 
real leap forward and it will certainly constitute the 
reference for the Phase II upgrade. 
Collaboration EU-USA and instability 
A new recent development has been fostered in the 
collaboration among USA and Europe (LBNL and 
CERN, mainly): a 1-m-long magnet, TQS-02, produced 
and tested at 4.2 K by LARP, was extensively tested and 
reassembled at 4.2 and 1.9 K at CERN in 2008. Special 
tests have proved that in these types of very high current 
density wires the self-field triggered instability plays an 
important role [8]. This instability is most probably the 
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cause of a worse performance at 1.9 K than at 4.2 K, 
despite the better superconducting properties. This might 
have a repercussion on the future development of the wire 
size and dimension and on design of Nb3Sn magnets. 
Somehow Nb3Sn is favoured the use for fields ∼15 T 
rather than ∼12 T since the critical current Jc at lower 
fields is too high (the instability depends on Jc and on 
wire diameter). 
A RESULT OF EUROPEAN CARE 
EFFORT: CONDUCTOR DEVELOPMENT 
Thanks to CARE-NED and to the support of CARE-
HHH, the 5 years of development of conductor has 
produced very positive results. Here the improvements 
with respect to the situation in Europe in 2004: 
• The Jc passed from 1000 to 1500 A/mm2 at 15 T and 
4.2 K. This figure is precisely the goal of NED and 
corresponds to 2800 A/mm2 at 12 T. 
• Filament effective diameter decreased from 70 μm 
down to 50 μm. 
• RRR of copper decreased from values with large 
scatter to a very stable 200 value. 
• A factor 10 in billet size and production was taken 
up by large industry: this is a key point for stability 
and reliability of production. 
One of the most important scientific achievements is 
reaching the goal of 1500 A/mm2 of Jc. A decisive 
contribution from CERN has been the new heat treatment 
schedule that, based on detailed studies of tin diffusion in 
niobium, phase formation and crystal growth, has played 
a decisive role in the reaching that goal. The cross section 
of the 1.3 mm diameter wire that has shown the record 
critical current 820 A at 15 T and at 4.2 K is shown in 
Fig. 8 [9]. It was obtained with the Powder-in-Tube 
technology by SMI-EAS joint venture. So far the other 
route of more classical Internal-Tin-Diffusion process 




Figure 8: Cross section of the PIT wire that has reached 
the full goal of CARE-NED specifications. 
CONCLUSIONS 
The development of high field magnets is critical for 
advancing of accelerator technology. Primarily proposed 
to improve LHC inner triplet, to accompany the rush 
toward luminosity in the order of 10×1034 cm-2s-1, it may 
give a serious contribution to improve other regions of the 
accelerator and to prepare the ground for the big jump in 
energy. 
The success of the NED program and the collaboration 
fostered by CARE-HHH is the base that has allowed to 
the high field magnet proposition in the FP7 Eucard [10] 
to get the best rank in the entire different accelerator 
R&D. The program consists of using the Nb3Sn conductor 
developed to design, manufacture a test l00-mm-aperture 
dipole for 13 T and beyond. The dipole will constitute the 
upgrade of CERN cable test facility (FRESCA). This 
dipoles program is complemented by: 
• A vigorous program of small scale magnets to 
qualify the conductor and all enabling technologies 
(insulation, heat transfer, radiation resistance, etc.) 
• A high temperature superconductor insert to bring 
the field up to 15-18 T, in a 20-40 mm aperture, to 
test the suitability of Bi-2212 or Ybco-123 for 
accelerator magnets. 
This program should allow Europe to start a vigorous 
experimental program in high field magnet, such as to 
complement the LARP program. Extensive information 
on the recent development on HFM in Europe and from 
companion program (LAR, KEK, etc) can be found in 
proceeding of the last workshop on magnets of HHH [11]. 
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Abstract 
CERN is running a small and focussed program aimed 
at the demonstration of the technology required to build 
Fast Cycled superconducting Magnets (FCM) with high 
energy efficiency, as an option for the planned upgrade of 
the PS injectors (PS2). This paper gives a concise 
summary of the main objectives of the FCM R&D 
program, as well as the present schedule and cost 
estimates. We will show how the FCM R&D program 
will provide background for the technical discussion on 
the upgrade of the SPS. 
INTRODUCTION 
Background 
Cycled superconducting accelerator magnets have been 
considered as a natural way to increase the maximum 
energy attainable in synchrotrons since the late 1960‟s. 
Early examples of such research and prototyping work 
can be found in [1] and references therein. The main 
motivation for this early work on cycled superconducting 
magnets was to exploit existing installations to increase 
the beam energy [2], [3], or to attain the same energy as 
accelerators built with resistive magnets, but in rings of of 
smaller size and reduced cost*. The range of bore field 
considered at the time was 4 to 6 T, which is a factor 2 to 
3 higher than the typical bore fields attainable by resistive 
magnets. 
Resistive magnets are the established and relatively 
easy technology for accelerator magnets in a range of 
bore field of 1 to 2 T. In contrast, for bore fields in the 
range mentioned earlier, i.e. 4 to 6 T and beyond, 
superconducting magnets are the enabling technology. 
They are in practice the only viable technical alternative, 
with clear advantages of size and cost over resistive 
magnets.  
This divide has remained essentially the same over the 
past 35 years, over which period superconducting magnet 
technology was the leading thread along the path to high 
energy machines (the Tevatron, HERA, RHIC, and the 
coming LHC). 
Presently, we believe that we are on the verge of a 
change in this pattern, moltivated by rising concerns on 
long-term availability and cost of energy. Indeed, there is 
an increasing number of studies on the use of 
superconducting magnets to improve the efficiency of 
                                                          
*
 As a side remark, it is interesting to note that already at that time a 
large portion of the work on fast cycled superconducting magnets was 
motivated by the discussion on a possible upgrade of the SPS from its 
nominal energy of 300 GeV to a maximum of 1200 GeV [3]. 
installations based on resistive magnets. This is 
effectively an attempt to displace the established 
technology of resistive magnets from the range of bore 
fields of 1 to 2 T, where they are best adapted. In the case 
of an accelerator system the price to be paid is an 
increased complexity (additional cryogenics, and 
protection systems), associated with higher capital cost. 
The expected return, however, is worthy, namely secure 
long term operation of experimental installations that 
depend critically on the availability of electric power. 
This work on magnets is not isolated. Indeed, a similar 
effort is taking place in other fields of relevance. One 
such example is the case of power transmission and 
management systems, where superconducting cables, 
fault current limiters and magnetic energy storage systems 
are expected to boost grid capacity, increase the 
efficiency and reliability of the power distribution. 
Another field where superconductivity could play a 
relevant role is that of medical applications based on 
accelerator technology (e.g. hadron therapy). 
Superconducting magnets can be used to reduce the size 
of the installation (both accelerator and gantry) and make 
it suitable for location in standard hospital premises, 
rather than at specialised centers. Several state and 
industrial laboratories are engaged in research in these 
fields. 
Opportunities at CERN 
Focussing on magnet technology, and restricting our 
attention to the upgrade path of the CERN accelerator 
complex sketched in [4], we see two main opportunities 
for superconductivity on the near term: the PS and the 
SPS. The PS, built in 1959, accelerates protons from 1.4 
GeV to 26 GeV and runs on approximately 8.5 MW 
electrical power, for an integrated consumption of 32 
GWh during 4800 hrs of operation. The PS upgrade, 
conventionally called PS2 and presently under study, 
Table I. Main characteristics of the dipoles and 
quadrupoles for PS2, resistive baseline. 
Injection energy (GeV) 4 
Extraction energy (GeV) 50 
Injection field (T) 0.144 
Extraction field (T) 1.8 
Aperture at injection H x V (mm x mm) 42 x 30 
Aperture at extraction H x V (mm x mm) 42 x 12 
Ramp-up/ramp-down time [s] (s) 1.1 
Flat-top/flat-bottom time [s] (s) 0.1 




should accelerate protons from 4 GeV to 50 GeV. The 
baseline design of the new machine [5], of approximately 
twice the size of PS, and based on 1.8 T resistive magnets 
with the overall characteristics reported in Tab. I, would 
require an electric power of the order of 15 MW. This 
corresponds to doubling the consumption of the PS 
complex. The siting studies for the PS2 are on-going, and 
a proposal for the layout is shown in Fig. 1. According to 
the present plan, the study of PS2 should be completed in 
2011, to present the project for approval in 2012 and start 
construction in 2013. 
The SPS, operating since 1976, requires approximately 
50 MW to run, for an integrated consumption of 350 
GWh. This is a significant fraction (35 %) of the total 
electricity needs of CERN. Beyond the continuous 
maintenance, and the improvements at the level of the 
beam pipe impedance and surface condition, a major 
upgrade considered for the long term plan is to increase 
the SPS energy up to 1 TeV. Such a machine, presently 
known under the name of SPS+, should improve 
operating conditions in the LHC (higher injection 
energy), offer physics opportunities in this energy range, 
and pave the way for the evolution of the LHC towards 
the farthest energy frontier [6]. A 1 TeV SPS+ should be 
based on superconducting magnets with 4.5 T bore field, 
with characteristics in the range reported in Tab. II. Note 
that an essential part of this upgrade would be the transfer 
lines from SPS to LHC, not to be forgotten. 
Both upgrades, PS and SPS, present opportunities for 
superconducting magnet technology. While for the PS the 
main objective should be on energy efficiency (i.e. 
superconductivity as a technology displacer), in the case 
of the SPS the objective is both on efficiency and 
performance (i.e. superconductivity as a technology 
enabler and displacer). The timeline of the two projects is 
however much different. Given the present engagement of 
CERN in the commissioning and start-up of the LHC, the 
construction of LINAC4, and the plans for a Low Power 
SPL followed by the PS2 construction, an SPS+ appears 
very far in time, on the horizon of 10 years at the earliest. 
It is hence natural to focus on PS2 as the main 
opportunity for superconducting magnet technology at 
CERN. In the following section we outline the R&D 
program that addresses the issue of feasibility and 
performance of a Fast Cycled Superconducting Magnet 
suitable for the PS2. 
In spite of this well defined scope, we claim that the 
results of this R&D are relevant to an SPS+, which is an 
important result to cope with the fact that any new 
development of superconducting magnets requiring takes 
a considerable time (typically measured in years) and 
financial effort (typically measured in several MCHF). 
THE FCM R&D PROGRAM 
 
Following the discussion in the previous section, a 
logical R&D on Fast Cycled superconducting Magnets 
should be centered around the design, construction and 
test of a demonstration dipole for PS2, dubbed here the 
FCM demo, that should prove feasibility and address the 
most critical technological issues. The conceptual design 
studies reported in [7] through [11] have led to the 
conclusion that a suitable objective for a FCM R&D is to 
build a demonstration dipole that produces the field 
required by the PS2 (1.8 T, 1.5 T/s, homogeneity of the 
order of 10-4), over a relevant aperture (an ellipse with 
semi-axes H x V of 42 x 30 mm), that can be 
continuously cycled according to the PS2 specifications 
(0.1 s injection, 1.1 s ramp-up, 0.1 s flat-top, 1.1 s ramp-
down), and would have a projected AC loss  of 1 W/m or 
less for the above operating conditions, and once properly 
scaled to a full-size magnet of 3 m length. While the 
aperture (and hence the iron yoke cross section) of the 
FCM demo needs to be full size, the magnet length can be 
limited in the order of 1 m of cryostated coils (i.e. an iron 
yoke pack of approximately 0.5 m length). This has been 
judged sufficient to establish the performance limits of 
the concept and to address all manufacturing, assembly 
and operation issues. 
Figure 2 shows the present FCM demo reference 
design. The magnet appears from the outside much like a 
resistive magnet, with a large yoke housing the cryostated 
coils that take the place of copper coils. The yoke has 
external dimensions of the order of 1 m3, and a total mass 
of 4 tons. The magnet bore, with a width of 250 mm and 
70 mm, is fully accessible. The design features of the 
various magnet components and assemblies are detailed 
in Tab. III, which also gives a summary of the derived 
 
Figure 1. Proposed location of PS2 in the CERN 
accelerator complex, also showing the Linac 4 (in 
construction) and SPL (planned). 
 
Table II. Ball-park parameters for a SPS+ dipole design. 
Injection energy (GeV) 50 
Extraction energy (GeV) 1000 
Injection field (T) 0.225 
Extraction field (T) 4.5 
Aperture diameter (mm) ≈ 75 
Ramp time [s] (s) 3.0 
Flat-top/-bottom time [s] (s) 3.0 




technology R&D target (e.g. the critical current of the 
superconducting strand and cable, or the maximum heat 
removal capability from the coil). 
We plan to test the FCM demo to characterise the 
performance limits, and to address issues such as long 
term reliability and fatigue. An outline of the test program 
is reported in Tab. IV. While the main objective of the 
FCM demo is to demonstrate cycled operation at the rated 
values of bore field, we stress that such a test is vital to 
provide a measurement of the operating characteristics 
such as AC loss, cooling, and mechanical behaviour. To 
this aim, the magnet coil and iron will be heavily 
instrumented by temperature sensors, voltage taps, strain 
and displacement gauges.  
 
Table IV. Test program outline for the FCM demo. 
 DC magnet performance 
o Quench current vs. temperature (4.5 K … 6 K) 
o Current sharing temperature vs. current (5 … 10 kA) 
 AC magnet performance 
o Quench current vs. ramp-rate (0 T/s … 10 T/s) 
 Accelerator cycle runs 
o PS2 cycle simulation 
o SPS+ scaled cycle simulation 
 Magnet thermal loss (calorimetry) 
o DC loss 
o AC loss vs. cycles 
 Field mapping (AC and DC) 
 Quench initiation, propagation and protection tests 
 Accelerated life test (cycling at 5 x 105 cycles, cycling current and 
ramp-rate TBD, monitored by DC performance and insulation tests) 
 Survival tests to abnormal operating conditions such as loss of 
cryogen flow and other TBD 
 
An important part of the test is the accelerated life test, 
which will consist in sequences of rapid trapezoidal 
cycles at a current in excess of the rated value, interleaved 
with a verification of the DC performance and insulation 
of the magnet to detect any degradation. Provided that the 
magnet will achieve the rated performance, it should be 
possible to verify fatigue over a few 105 cycles, i.e. 
approaching asymptotic fatigue  limits. Finally, we wish 
to attempt to assess the robustness of the concept to 
perturbations of normal operating conditions, e.g. testing 
the survival time to stop of coolant flow or other events of 
similar nature. 
THE PLAN 
The FCM strand and cable procurement is presently 
running, with the delivery of 10 units length of cable (80 
m) for magnet prototypes to be delivered in May 2009. 
Cable tests and characterization (critical current, AC loss) 
will follow in the second half of 2009.  
After a first design iteration, whose result is shown in 
Fig. 2, we are presently revising the details of the winding 
pack geometry, coil support, cryostat and iron, to start 
winding tests and qualify the fabrication procedure for the 
FCM demo. The procurement of the components (coil, 
structure, cryostat, iron) and manufacturing should take 
place in the second half of 2009.  
At the same time the test configuration and 
instrumentation is being defined, aiming at the 
preparation of the test station and related infrastructure 
(cryogenics, power supply, DAQ) by the end of 2009. 
The performance test is finally expected to take place at 
the beginning of 2010. 
The present cost estimate for the FCM demo, including 
accessory R&D and the final test, runs at 1.5 MCHF, 
requiring personnel resources estimated at 7 FTEy. 
 
 
Figure 2. Present baseline design for the FCM demo. 
The magnet consists of an iron yoke and a cryostated 
coil that takes the place of a conventional copper coil, 
and leaves the magnet bore warm and accessible. 
 
Table III. Target performance and main characteristics 
of the FCM demo. 
Bore field (T) 1.8 
Ramp-rate rated value (T/s) 1.5 
Ramp-rate target value (T/s) 4 
Good field region (ellipse semiaxes) (mm x mm) 42 x 30 
Field homogeneity target (units) ≈ 1 
Magnet dimensions and weights 
   Yoke width (mm) 1150 
   Yoke height (mm) 800 
   Yoke length (mm) 800 
   Aperture (clear bore H x V ) (mm x mm) 250 x 70 
   Yoke Mass (tons) 4 
Conductor design 
Conductor type Internally cooled cable 
(CACC) 
Strand material and composition Nb-Ti/Cu/Cu-Mn 
1:2.4:0.5 
Strand diameter (mm) 0.6 
Strand Jc (5 T, 4.2 K) (A/mm 2) > 2500 
Strand hysteresis loss (± 1.5 T) (mJ/cm 3) < 45 
Number of strands (-) 34 
Cable critical current (kA) > 10 
Cable current sharing temperature (K) > 5.75 
Cooling pipe diameter (mm) 5 
Cable diameter (mm) 7.8 
Total conductor length (1 pole) (m) 35 
Heat loads and cooling 
AC loss at rated ramp-rate (W/m) < 1 
AC loss at target ramp-rate (W/m) < 5 
Maximum heat load capability (W/m) > 5 
Cooling massflow (2 poles) (g/s) 2 x 5 
Inlet temperature (K) < 4.5 




RELEVANCE FOR FUTURE R&D 
 
As mentioned earlier, the FCM R&D is targeted at the 
PS2. Nonetheless, as we have discussed in previous 
works, it is possible to show that comparable cycled 
superconducting magnets developments follow a broad 
scaling with the product of peak field and peak field 
ramp-rate. This is shown in the scatter plot of Fig. 3, 
where we have reported a collection of the characteristics 
of magnet designs, magnet prototype performances, and 
machine specifications collected from the references 
quoted. As can be seen there, although some single 
developments and tests may have achieved higher 
performance, the two leading projects in terms of large 
size fast cycled synchrotrons (FAIR at GSI and SPS+) 
aim at achieving a Bmax x (dB/dt)max of the order of 7 T
2/s. 
In addition to testing PS2 conditions, we wish to use the 
FCM demo to show that the Bmax x (dB/dt)max target of 7 
T2/s can be achieved by this design, thus providing a first 
proof that the strand and cable produced are applicable for 
SPS+. The peak field in the FCM demo will be limited by 
iron saturation to a values close to 1.8 T, and the only 
possibility is hence to run at higher dB/dt (approximately 
4 T/s), which is the reason of the target ramp-rate value 
reported in Tab. III. 
 
 
Figure 3. Scatter plot of (dB/dt)max vs. Bmax for various 
magnets from specifications, design studies, prototype 
magnets and operating accelerators. This lines represent 
values at constant B x dB/dt. The R&D target at Bmax x 
(dB/dt)max = 7 T
2/s is indicated by a thick solid line. The 
shaded area of field around 2 T is the typical range of 
superferric magnets. The magnet specification or 
performance reported are derived from the following 
references: 
 AC3 and AC5: Refs. [1] and [2]; 
 D2/D3: Ref. [1]; 
 ALEC: Refs. [1] and [3]; 
 Nuclotron: Ref. [12]; 
 JParc: Ref. [13]; 
 GSI-001: Ref. [14]; 
 SIS-300 IHEP: Ref. [15]; 
 SIS-300 DiSCoRaP: Ref. [16]; 
 PS2: see Table I of this paper; 
 SPS+: see Table II of this paper; 
 FCM: see Table III in this paper; 
 Tevatron, RHIC, HERA and LHC values are taken 
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The Italian Institute of Nuclear Physics (INFN) is 
performing a R&D activity aimed at the construction of a 
model magnet for FAIR SIS300 dipole, which due the fast 
cycling operation (1 T/s) and the need to have a curved 
shape with a radius of 66.67 m, appears to be a very 
challenging task. The aim is to have a complete cold mass 
model of the short dipole ready in 2009 and the complete 
magnet in 2010. An important milestone has been recently 
achieved, with the successfully completion of the winding 
test aimed at assessing the developed winding technology 
for curved cos  dipoles involving a cored Rutherford 
cable. 
INTRODUCTION 
In  the framework of the Facility for Anti-proton and 
Ion Research (FAIR) [1]  an important role is played by 
the synchrotron  SIS300 which will accelerate intense 
heavy ion beams at high energy (e.g  2 109 per second 
U92+ up to 34 GeV/u). In order to reach the required high 
intensities, the magnets of the synchrotron have to be 
rapidly pulsed at a high repetition frequency. The required 
dipole ramp rate is 1 T/s with a duty cycle of 50%.  
For having the maximum acceptance at the minimum 
field volume, a curved design with a radius of 66.67 m 
was proposed for the main dipoles. The present lattice 
design includes 48 long dipoles with magnetic length 7.89 
m and 12 short dipoles with magnetic length 3.94 m. The 
sagitta is 114 mm for long dipoles and 28 mm for the 
short ones. Both the high ramp rate and the geometrical 
curvature demanded a challenging R&D, aimed at the 
development of the required low loss conductor, a robust 
design with respect to fatigue issues and a suitable 
winding technology.  
The Italian National Institute of Nuclear Physics 
(INFN) is performing this R&D in a larger framework 
aimed at the construction of a model magnet. A project, 
called DISCORAP (acronym for “Dipoli 
SuperCOnduttori RApidamente Pulsati”) is under way. 
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A specific INFN-FAIR Memorandum of Understanding 
was signed by both institutions in December 2006 and the 
activities were performed in three INFN sections 
(Frascati, Genova and Milano-LASA) and in ASG 
Superconductors (this latter  under INFN contract).  
The aim is to have a complete cold mass model of the 
short dipole ready in the 2009 [2]. After a preliminary test 
of the cold mass in a vertical cryostat in 2010, it will be 
integrated into a horizontal cryostat for a test series at 
GSI/FAIR 
COIL CHARACTERISTICS 
Table 1 shows the main characteristics of the model 
coil. This model represents a test bench in view of the 
construction of the real fast cycled curved sc dipole 
magnet for SIS300. If the constructive technologies and 
the technical solutions adopted for the model are 
successfully, the next step will be the realization of 
prototypes, preliminary to the mass production. However 
also if the model is neither a magnet to be installed in the 
SIS300 nor a prototype magnet, it contains most of the 
features and the characteristics of the SIS300 short 
dipoles. 
The starting assumption for the design was that the coil 
should be wound curved, because: 
1) This solution allows defining a curved geometry of 
the coil with no residual stresses;  
2) Once cured, the coil can be handled in a simple and 
safe way for the following manufacturing operations 
(collaring, insertion in the iron yoke, …).  
Since the initial design stage, in order to simplify the 
construction, we chose a single layer coil, mechanically 
supported mainly by the collars and partially by the iron 
yoke. This lay-out, fully acceptable from a design point of 
view, allows focusing the problematic of the construction 
on the crucial aspects related to the coil curvature and the 
peculiarity of the cored cable.  
As result of these basic choices and after a dedicated 
magnetic design activity, a 5 block lay-out was chosen. 
The winding is mechanically supported by a 30 mm 
thick collar of high strength austenitic steel with very low 
magnetic permeability.  
The iron lamination is mechanically coupled to the 
collared coil in a way to give no further coil pre-stress but 





Table 1: Characteristics of the model coil  
Nominal Field (T) : 4.5 
Ramp rate (T/s)  1 
Radius of magnet geometrical curvature (m)  66 1/6 
Magnetic Length (m) 3.784 
Bending angle (deg) 3 1/3 
Coil aperture (mm)  100 
Max operating temperature (K)  4.7 
 
This approach is finalised to increase the strength in 
view of the fatigue load (the magnet shall be operated for 
107 cycles).  
Fig. 1 shows a picture of the cold mass under design. 
Table 2 and Table 3 summarize the main characteristics of 
conductor and winding. 
The conductor under development is based on a cored 
Rutherford cable with 36 strands (similar to the LHC 
dipole outer layer). 
Among the several features aimed to minimize ac 
losses, the cable presents a very peculiar characteristic: it 
is cored using a thin stainless steel foil (25 m) for 
cutting down the inter-strand coupling currents, which 
would cause very high ac losses.  
Unfortunately this characteristic makes the conductor 
stiffer than a standard Rutherford cable, causing more 
difficult winding operations. For this reason we 
considered of crucial importance the development of an 
industrial R&D, aimed at developing the winding 




Figure 1: View of the cold mass under design with a 
detail of the coil end with electrical terminations. The 
winding is naturally curved. The collars and the iron 
laminations are assembled in a way to follow the coil 
curvature. The longitudinal stiffness ids provided by the 
outer shall in stainless steel (not shown here) 
 
Table 2: Characteristics of the conductor   
Strand characteristics :  
Filament diameter ( m) 2.5 to 3.5 
Strand Diameter (mm) 0.825 
Twist Pitch  (mm) 5-7 
Cable characteristics :  
Number of strands  36 
Width  (mm) 15.1 
Thickness: Thin/Thick edges (mm) 1.362/ 1.598 
Core material/thickness ( m) AISI 304/ 25 
Critical Current @5T , 4.22K >18540 A 
 
Table 3: Characteristics of the Winding   
Block number 5 
Turn number/quadrant 34 (17+9+4+2+2) 
Operating current (A) 8920 
Yoke inner radius (mm) 96.85 
Yoke outer radius (mm) 240.00 
Peak field on conductor 
 (with self field) (T) 
4.90  
Bpeak / Bo 1.09 
Working point on load line 69% 
Current sharing temperature (K) 5.69 
 
INDUSTRIAL R&D 
The design of the model coil went in parallel with the 
industrial R&D activities aimed at demonstrating the 
construction feasibility of curved collared winding. This 
activity was carried out at ASG Superconductors in 
Genova, under an INFN contract. A special winding 
machine was developed for winding the cored Rutherford 
cable on a curved mandrel (see Fig. 2).  
An important milestone was recently achieved, with the 
successfully completion of two complete poles (winding 
and curing) of the desired geometrical quality, proving the 
soundness of the developed winding technology (see Figs. 
3 and 4).  
The conductor used for these winding tests is not yet 
the low loss conductor under development (it is now 
under construction at Luvata in Pori (F) and available in 
the spring 2009), but a trial winding cored cable obtained 
by cabling the LHC dipole wire (the one for outer layer) 
with a stainless steel insert (See Fig. 5).  
The two poles will be assembled in a way to form a 






Fig. 2: Winding operation with a dummy conductor. The 
geometrical curvature is clearly appreciable.  
 
 
Fig.3: Two complete poles, after curing, 
 
Fig.4:  Details of one coil end. 
 
 
Fig.5: The trial winding conductor used for the winding 
tests. In between the strands one can see the thin stainless 




The next step of the R&D is devoted to the construction 
activities of the model magnet. Our plan is to have the 
cold mass finished by the 2009, ready for preliminary 
cold tests soon afterwards and a complete cold tested 
under real operating conditions at GSI approximately in 
2010. For this latter test the magnet shall be integrated 
into a horizontal cryostat presently under design. 
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Fixed Field Alternating Gradient Accelerators - overview, status
F. Me´ot∗, CEA & IN2P3, LPSC
Abstract
INTRODUCTION
Being operated with fixed field magnets, and liable to
house large accelerating gradients, FFAGs are by essence
fast cycling accelerators [1], by contrast with pulsed syn-
chrotron limited to about 50 Hz by magnet ramping. In ad-
dition, they feature very large geometrical and momentum
acceptance, which make them propitious to the handling of
short-lived, or large emittance, or highly charged beams.
Figure 1: Neutrino factory scheme at J-PARC, using a cas-
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Figure 2: Baseline neutrino factory scheme with two linear
muon FFAGs in series.
For that reason for instance, they appear as a preferred
∗meot@lpsc.in2p3.fr
mean for the capture and/or acceleration of muon beams in
the Neutrino Factory (Figs. 1, 2) [2].
Fast acceleration of ultra-relativistic muon beams
(v/c∼1 regime), together with more general considerations
proper to linear optics FFAGs, as the issues of resonance
crossing, non-invariant focusing, have motivated the con-
struction of an electron model of a muon accelerator based
on linear optics at Daresbury, over the 2007-2010 period,
see below.
Rapid acceleration and large acceptance also make the
interest of FFAGs in the v/c<1 regime, where beam ma-
nipulation methods are that of synchrotrons : longitudinal
phase stability, strong focusing, variable energy, multi- or
single-turn injection, high efficiency fast or resonant ex-
traction, etc. For these reasons they have been subject to
extensive R&D since the late 1990s in Japan, where several
proton machines have been built and successfully operated,
see below.
Other prospects of FFAG applications include hadron-
therapy, see below, as well as proton drivers possibly based
on variants of the FFAG optics (see Ref. [3] for instance).
The reader is referred to the recent FFAG workshops [4],
17 over the 1999-2008 period, for more information.
Figure 3: The POP FFAG.
Figure 4: KEK 150 MeV FFAG.
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FFAG R&D IN JAPAN
The world’s first proton FFAG accelerator (POP-FFAG,
Fig. 3) was built in Japan - at KEK - in 2000. At approxi-
mately the same time, it was recognized that FFAG acceler-
ators may feature rapid acceleration with large momentum
acceptance, exactly the properties required for both muon
acceleration and production of proton beams for medical
applications or for ADS (Accelerator Driven Systems for
nuclear energy).
To investigate this potential, a prototype of large scale
proton FFAG accelerator was developed at KEK (Fig. 4).
In 2004, it successfully accelerated a proton beam up to
150 MeV with a repetition rate of 100 Hz. Since then, in-
tensive studies and discussions have taken place and vari-
ous novel ideas have emerged which ultimately have led to
new FFAG accelerator application projects at several insti-
tutes in Japan.
ADS-REACTOR
In the University of Kyoto, a proton FFAG accelerator
has been developed for basic research work on ADS (Ac-
celerator Driven System for nuclear energy) experiments.
Here, the beam is delivered to the existing critical assem-
bly (KUCA) of the Kyoto University Research Reactor In-
stitute (KURRI). The whole machine is a cascade of three
FFAG rings, Figs. 5, 6. The beam has recently been ac-
Figure 5: A scheme of the KURR-Institute ADS assembly,
∼100 W core on the right, FFAG accelerator assembly on
the left hand side.
Figure 6: Proton FFAG accelerator assembly.
celerated up to 100 MeV, machine commissioning is now
underway in view of first ADS experiments.
BNCT
Medical applications of FFAG accelerators have also
been proposed in two different fields : hadrontherapy and
boron neutron capture therapy (BNCT). For BNCT, an
accelerator-based intense thermal or epithermal neutron
source has been developed at KURRI, using an FFAG stor-
age ring with a thin internal Be target. The growth of the
beam emittance and the energy distortion caused by scatter-
ing in the target can be controlled using ionization cooling,
a functionality which could not be used in a cyclotron due
to the lack of space. The whole system has been completed
(Fig. 7) and recently the beam was successfully accumu-
lated in the ring with ∼1000 turn lifetime as expected.
Figure 7: A scheme of the Energy Recovery Internal Target
BNCT assembly, based on a radial, FDF lattice FFAG.
Neutron production has already been observed. This is
the first experimental demonstration of the efficiency of
ionization cooling.
MUON BEAM CAPTURE AND COMPRESSION
PRISM is an experimental proposal of the University
of Osaka to build a highly-intense muon source using the
50 GeV proton beam of the J-PARC synchrotron (shown in
Fig. 1). In the PRISM project, longitudinal phase space ro-
tation to narrow the initial energy spread of a muon beam
by a scaling FFAG ring - featuring a large energy accep-
tance - has been developed to search for the lepton flavor vi-
olation in muon interactions. The ring consists of 10 mag-
nets and 5 magnetic alloy RF cavities with a frequency and
a gradient of 5 MHz and 200 kV/m, respectively.
NUCLEAR PHYSICS, MATERIAL SCIENCE
In the University of Kyusyu, a new accelerator facility
for various applications, such as nuclear physics and ma-
terial science, is under construction. The main machine
will be a 150 MeV proton FFAG accelerator whose design
closely follows the one of KEK as presented above (Fig. 4).
EMMA
In the UK, non-scaling FFAGs are currently being stud-
ied for a variety of applications, including hadrontherapy,
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Figure 8: 6-cell development PRISM ring at Osaka Univer-
sity.
Accelerator Driven Systems and for the rapid accelera-
tion of muons for a Neutrino Factory and a Muon Col-
lider. The unique features of these machines, however,
mean that detailed development for these applications re-
quires the construction of a proof-of-principle accelerator
to fully explore the beam dynamics, gain experience in
non-scaling FFAG design and construction and benchmark
the computer codes employed in the studies. This proof-of-
principle machine is called EMMA the Electron Model for
Many Applications and is being built at the STFC Dares-
bury Laboratory in the UK.
EMMA has been funded as part of BASROC British
Accelerator Science and Radiation Oncology Consor-
tium. Also funded are the design of a non-scaling FFAG
(PAMELA) for the acceleration of carbon ions and pro-
tons for hadrontherapy and the study of other potential
applications of this technology. Details can be found at
http://basroc.rl.ac.uk.
EMMA will be a 10-20 MeV electron linear non-scaling
FFAG. It has been designed with the necessary flexibility
to allow the detailed studies required. In addition, it will
use ALICE (Accelerators and Lasers In Combined Exper-
iments) as an injector, Fig. 9. ALICE is able to deliver
beams at any energy between 10 and 20 MeV, a very impor-
tant requirement for a complete study of resonance cross-
ings in EMMA.
EMMA will use a doublet lattice (Fig. 10) and the ring
will consist of 42 cells, each about 40 cm long. There will
be 1.3 GHz RF cavities in every other cell, except around
the injection and extraction regions. The intermediate cells
will be used for diagnostics and pumps. Due to the experi-
mental nature of the accelerator it is very important to have
sufficient diagnostic devices. Within the EMMA ring, there
will be two beam position monitors in each cell, two sets
of wire scanners and motorized screens and a wall current
monitor. The ring will be surrounded by a beam loss mon-
itor, segmented into four sections. A number of measure-
ments can only be made outside the ring and hence an ex-
traction line has been designed which includes emittance,
longitudinal beam profile and momentum measurements.
The injection line will also be instrumented to measure the
Figure 9: EMMA ring next to its injector ALICE.
Figure 10: A series of EMMA FD doublet cells.
beam properties on entrance to EMMA.
The designs of the ring and the injection and extraction
lines are now complete and detailed engineering studies
are far advanced. Prototypes for some major systems have
been built and tested and construction of the others will be
done during the year. Construction of the machine itself is
expected to be finished towards the end of 2009.
HADRONTHERAPY R&D
Scaling spiral sector FFAGs are now seen as good can-
didates for hadrontherapy applications, with various po-
tential advantages compared to cyclotrons, such as vari-
able extracted energy, or high repetition rate and simplic-
ity when compared to synchrotrons. These considerations
have motivated the RACCAM R&D project (Recherche en
Acce´le´rateurs et Applications Me´dicales), based at LPSC
in Grenoble (UJF-CNRS/IN2P3) that has received a grant
over the 2006-2008 period, from the French National Re-
search Agency (ANR). The RACCAM project aims at pro-
ducing a preliminary design study of a variable energy pro-
ton installation, based on a variable energy, 5 to 15 MeV
H- injector cyclotron followed by a spiral lattice FFAG ring
with 70 to 180 MeV extraction energy. This study is now
close to completion. The project also includes the proto-
typing of a spiral magnet capable of delivering the required
B ∼ rk field law. A magnet of this type is now under
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measurements at SIGMAPHI, Fig. 11.
Figure 11: Prototype spiral FFAG magnet, under measure-
ment at SigmaPhi.
While starting in 2005 as a collaboration between the
LPSC Laboratory in Grenoble, the Radiotherapy De-
partment of the Grenoble University Hospital, and the
magnet constructor SIGMAPHI, the RACCAM collabo-
ration has rapidly expanded to include IBA, the AIMA-
Development Company, and the Antoine Lacassagne pro-
tontherapy clinic in Nice. Preliminary studies have led to a
prototype protontherapy accelerator project (Fig. 12).
Figure 12: Variable energy, multiple extraction protonther-
apy demonstrator design.
RACCAM has organized several international scale
meetings, including the FFAG 2007 workshop in Greno-
ble, and the Fixed Field Synchrotrons and Hadrontherapy
workshop, the first of the kind, in Nice in November 2007.
Details of the RACCAM collaboration can be found on
http://lpsc.in2p3.fr/service accelerateurs/raccam.htm.
CONCLUSION
The international accelerator community is rapidly gain-
ing knowledge of FFAGs and of their rich potential. More
than four large scale prototypes are presently either under
construction or commissioning in JAPAN and in the UK.
There is no doubt that we are now getting close to the first
real use of FFAGs for physics research or medicine.
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A SUMMARY OF CARE-HHH-APD PRESENTATIONS ON BEAM-BEAM 
EFFECTS & BEAM-BEAM COMPENSATION AT THE LHC 
J. P. Koutchouk, CERN, Geneva, Switzerland 
Abstract 
This paper aims at summarizing five years of activities 
of the CARE-HHH network on one of the prominent 
limitations of hadron colliders. 
INTRODUCTION 
The beam-beam effect is a basic limitation to increasing 
the peak and integrated luminosity of colliders. This is the 
case in the Tevatron and RHIC and is the expected limit 
in the LHC. The topic was therefore discussed in several 
CARE-HHH events: 
 
2002 LHC IR Upgrade Collaboration Meeting, CERN 
2004 HHH-2004, CERN 
2005 LUMI-05, Arcidosso 
2006 LUMI-06, Valencia 
2007  Contributions to US-LARP workshop on 
beam-beam compensation, SLAC 
 BEAM-07, CERN 
 IR-07, Frascati 
2008  Meeting on beam-beam effect and 
compensation, CERN 
 This HHH08 meeting 
 
Some 60 presentations on the beam-beam effects have 
been given, by 26 different authors: N. Abreu/BNL, Y. 
Alexahin/FNAL, K. Cornelis/CERN, U. Dorda/CERN, 
W. Fischer/BNL, M. Furman/LBNL, W. Herr/CERN, A. 
Kabel/SLAC, V. Kamerdzhiev/FNAL, J.-P. 
Koutchouk/CERN, V. Lebedev/FNAL, Y. Luo/BNL, C. 
Milardi/INFN-LNF, K. Ohmi/KEK, S. Peggs/BNL, T. 
Pieloni/CERN, F. Pilat/BNL, J. Qiang/LBNL, P. 
Raimondi/INFN-LNF, F. Ruggiero/CERN, T. Sen/FNAL, 
W. Shiltsev/FNAL, G. Sterbini/CERN, E. Tsyganov/UT 
Southwestern, A. Valishev/FNAL, F. 
Zimmermann/CERN. 
The goal of this summary is an attempt at drawing 
perspectives from the available material (transparencies 
of the talks were used). Given the complexity of this field 
where the understanding is often qualitative, several 
interpretations are possible. The author evidently takes 
responsibility for the selection of material restricted 
around a few topics and for some interpretations 
proposed.  The RHIC contributions are reported in [1]. 
 
PHENOMENOLOGY AND BEAM-BEAM 
LIMIT 
Definition of the beam-beam limit 
The beam-beam limit is specified here as the maximum 
total beam-beam tune spread (or shift) that the beams can 
stand without a significant decrease of lifetime. This 
definition seems to cover the observations in the present 
generation of hadron colliders. Other criteria holding in 
the past or for electron rings can be different, e.g. 
limitation by an increasing background to the experiments 
(ISR), flip-flop effects (several electron machines)...The 
value of the beam-beam limit for the head-on beam-beam 
effect is taken from experience in former or existing 
hadron colliders. The long-range beam-beam effect due to 
the large number of bunches in the Tevatron and LHC 
introduces an additional complexity. It is taken into 
account by putting a limit on the total combined tune 
spreads arising from the head-on and long-range effects. 
Possible limitations of this criterion are the somewhat 
arbitrary maximum transverse amplitude considered for 
the tune spread calculation and disregarding resonant 
effects. These limitations together with the empirical 
value of the beam-beam limit should lead us to critically 
review the present observations. Luminosity predictions 
indeed depend on the square of the assumed beam-beam 
limit. 
Value of the beam-beam limit 
 
Figure 1: Beam-beam tune shift at the Tevatron, from [4] 
 
The limit on the beam-beam tune spread assumed for the 
LHC upgrade is 0.01 for the combined effect of head-on 
and long-range beam-beam detunings  [2]. This value was 
considered as operational in the SppbarS (though 
calculated for a maximum amplitude of 4σ instead of 6σ 
used in the LHC). The RHIC beam-beam tune shift is 
presently equal to this value [3]. While the head-on beam-
beam tune shift at the Tevatron appeared to be limited 
slightly above this value, recent progress has significantly 
changed the situation (figure 1). Although the spread is 
large, a number of runs shows head-on beam-beam tune 
shifts above 0.025 with an average around 0.015.  This 
outstanding performance has been obtained in presence of 
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numerous long-range perturbations occuring all around 
the machine, in a more complex scheme that that of the 
LHC. There are therefore good reasons to believe that the 
beam-beam limit could be well above the LHC 
performance assumptions. Taking into account the square 
law dependence of the luminosity on the beam-beam tune 
shift, the best achievement observed at the Tevatron 
would be sufficient to implement the full LHC luminosity 
upgrade, increasing the luminosity by about one order of 
magnitude. 
Limitations of the concept of beam-beam limit 
Already in 2004, the Tevatron experience showed clearly 
that the beam-beam performance cannot be simply 
characterized by the beam-beam tune shift or spread [5]. 
The phenomenology is quite complex and seems to 
depend on a large number of parameters (quality of the 
optics and accuracy of its control, modulations, noise,…). 
A few examples from observations or simulations  
illustrate this complexity: 
 In the Tevatron, a good matching of the proton and 
antiproton transverse emittances is favorable for high 
performance, as anticipated (Figure 2) from [6]. 
 
Figure 2: Correlation between proton loss rate and pbar 
beam size, from [6]. 
However, a stronger beam-beam effect (higher 
antiproton intensity) is surprisingly not detrimental to 
the luminosity loss rate (Figure 3) from [6] 
 
Figure 3: Correlation between proton loss rate and pbar 
intensity, from [6]. 
 The long-range beam-beam effect appears in 
simulations to enhance the diffusion and the 
emittance growth much faster than its contribution to 





Figure 4 from [7] shows the qualitatively different 
effect of the long-range perturbations on the diffusion 
towards larger amplitudes using a simplified model. 
While the head-on beam-beam effect is basically 
stable for all initial amplitudes, the long-range beam-
beam effect causes the onset of a strong diffusion 
above a 6σ initial amplitude for the LHC. Figure 5 
from [8] shows that, in a more complete model, the 
perturbation is not limited to the large amplitude tails 
but contributes as well to an emittance growth of 
over 2% in about 10 seconds of coasting time while 
again no growth is observed when only the head-on 
effect is at work. 
 
Figure 5: LHC predicted emittance growth over 
100000 turns, from  [8] 
Even more intriguing is the numerical observation 
reported in [9] by the same author: The long-range 
beam-beam effect enhances strongly the emittance 
blow-up due to an imperfect overlap at the collision 
point by a fraction of the beam size. Figure 6 shows 
no significant consequence of a horizontal separation 
by 0 to 0.4σ when only the head-on beam-beam 
effect is at work. However, when the long-range 
beam-beam effect is added, a detectable blow-up 
appears for a parasitic separation of 0.1σ. 
 
Figure 4: Onset of strong diffusion due to the 
long-range beam-beam effect, from [7] 
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 Figure 6: Predicted vertical emittance growth in LHC  
[9] for a parasitic beam separation of 0, 0.1, 0.2 and 
0.4σ with head-on only (HO) and head-on and long 
range. The vertical scales are identical. 
 Another set of simulations [10] shows again the 
peculiar effect of the long-range beam-beam 
perturbations in the LHC, this time evaluated on the 
beam intensity decay rate. Figure 7 shows that the 
head-on or long-range beam beam effect in isolation 
does not cause a detectable intensity loss over 107 
turns (15 minutes of coasting time). However both 
combined cause a loss of 3.5% that is easily 
detectable even though it is not dramatic. Figure 8 
shows the transverse spectra. There is clearly no 
indication from these spectra that the combined 
effects of head-on and long-range beam-beam should 
significantly increase the beam loss rate. 
 
Figure 7: Intensity vs time; red: nominal, green: LR off, 
blue HO off, from [10] 
 
Figure 8: Transverse spectrum with same color 
convention, from [10] 
 The long-range beam-beam effect can be simulated 
with good precision by the effect of a wire carrying 
the corresponding electric current. Such experiments 
were done in the SPS and RHIC. An interesting 
outcome is shown on Figure 9 from [11]. The long-
range beam-beam effect tends to cut the beam tails 
much like a scraper would do. Here the wide beam 
injected by mismatching a transfer line quadrupole 
suffers an emittance reduction by a factor 3 while the 
peak intensity is only reduced by 15%. 
 
Figure 9: Transverse beam profile before and after 
excitation of a long-range beam-beam effect, from [11] 
Combination of crossing planes 
The baseline LHC design included provisions (aperture, 
orbit correctors) for beam crossing in arbitrary planes. 
However, the late requirement of a beam screen in the 
low-beta triplets, decreasing their already tight aperture, 
imposed freezing the crossing planes. The footprint 
criterion, including nominal and pacman bunches, 
privileged the default scenario of alternate crossing 
proposed for the SSC. The tracking of the diffusive 
aperture, backed by SPS experiments using two wire 
compensators, tends to show that the situation is more 
complex. At least for equal initial conditions in the two 
transverse planes, tracking shows that non-alternate 
crossing appears better in terms of diffusive aperture 
(Figure 10 from [12]) for nominal bunches. The situation 
in terms of frequency map appears less decidable (Figure 
11 from [11]). Detailed tracking not reported in CARE-
HHH [13] confirmed a marginal difference for alternating 









 Figure 11: Frequency maps versus crossing scheme, from 
[11] 
Further tracking [14] for emittance blow-up and 
calculation of resonance excitation confirms that only the 
LHC machine can provide a definitive answer: the XX 
crossing causes larger tune spread but limited resonance 
excitation, while the XY crossing causes a narrower tune 
spread but excites more resonances with observation of 
halo formation. 
Minimum beam separation 
It was found long ago that the many long-range 
encounters occurring in the LHC require a beam 
separation of at least 9.5σ. For the LHC upgrade, the early 
separation scheme option requires a few encounters (4 to 
12) to occur at the smallest separation compatible with a 
long beam lifetime. Such a scenario had not been 
considered. Hints, observations and tracking results are 
summarized below: 
 
SppbarS [15] 7 LR’s @ 6σ + 
1 LR   @ 3.5σ 
OK for years with 




4 LR’s @ 5.3σ 5% to 10% integrated 







1 LR @ 4σ Losses observed  
4 LR’s @ 5σ Lower lifetime with 
one exception 
1 to 10 LR’s 
@ 5 to 9σ 
Onset of losses; 
threshold very 





4 LR’s @ 5σ Not possible 
LHC design 17 LR’s @ 7σ + 
1 LR @ 5σ 




4 LR’s @ 5σ Appears safe; more 





8 LR’s @ 5σ Comparable to 
SppbarS if other LR’s 
are at 13σ rather than 
9.5σ 
 
The overall picture is not quite consistent, whether from 
simulations or observations. An important weight should 
be given to the SppbarS results as they were reproduced 
for years. The observations of the Tevatron should be 
considered as hints, as the long-range encounters occur all 
around the ring at positions where the dispersion does not 
vanish, causing a more perturbed dynamics. An 
interesting observation by three authors is the very high 
sensitivity of the results to other parameters: tunes, 
resonances, betatron coupling. This might explain the 
discrepancies. This topic clearly requires more data and 
understanding. 
Effect of large Piwinski angles 
Two options of the LHC upgrade, the LPA (large 
Piwinski angle) and the early separation with leveling 
require Piwinski angles in the range of 2 to 3.5, instead of 
the nominal value of 0.4. Such large angles are feared to 
produce lifetime issues due to synchro-betatron coupling. 
Weak-strong and strong-strong simulations so far show 
no luminosity loss in the scenarios tested [22]: 
 The LPA was investigated with head-on and long-
range beam-beam effects and shows no luminosity 
loss for the required bunch charge of 4.9 1011 (Figure 
12). Increasing the bunch charge by 20% creates an 
observable loss. 
 
Figure 12: Luminosity loss for the LPA option, from [22] 
 The early separation with luminosity leveling was 
investigated with the head-on beam-beam effect only.  
Figure 13 shows a large margin in bunch charge. No 
conclusion can be drawn until the long-range effect is 
included. 
 
Figure 13: Luminosity loss for the early separation option, 
from [22] 
SIMULATIONS AND PREDICTABILITY 
There are three complementary ways to study the beam-
beam effect, each with advantages and drawbacks: 
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 The dedicated experiments: naively, this should be 
the preferred and most reliable method to advance the 
understanding of the beam-beam effect. In practice, 
experiments with hadrons are very delicate: the 
sensitivity to “hidden” parameters is large and may 
bias the results. The duration of the experiments 
excludes repeating measurements to reach statistical 
significance. Hence error bars are generally missing. 
 The observations during operations: statistical 
significance is obtained however with limited ability 
to disentangle parameters.  
 Simulations: its strength is the ability to study the 
importance of each model parameter. There are three 
main limitations: i) the relevance of the model to the 
real physics, ii) the accuracy and speed of the 
computational method, iii) the ability (mostly 
inability) to compute observables that set the beam-
beam limit in practice (development of tails, lifetime, 
background to the experiments).  
The presentations made in all CARE-HHH-APD 
workshops show a significant progress in the past decade. 
There is a large number of codes with clear progress in 
computational methods and speed. Attempts at calculating 
the beam lifetime are made with some qualitative 
agreement. Quoting Andreas Kabel and Tanaji Sen, 
calculation of observables is within reach and results are 
encouraging... 
The uncertainties on the models that are so important for 
the beam-beam effect however will remain with us until 
the calculation speed can be increased by one or two 
orders of magnitude to allow many tests of hypotheses. 
Simulations tuned to one given machine show a 
predictive power in a reasonably small range of 
parameters. 
WIRE COMPENSATION 
Compensation in simulations 
The wire compensation of the long-range beam-beam 
effect had been proposed to suppress or weaken the 
process known in simulation to limit the LHC 
performance. Since then, several studies of its 
performance and robustness were made either by 
simulation by several authors or experimentally in the 
SPS and planned at RHIC. The latest calculations [23] 
confirm the compensation efficiency (Figure 14). 
 
 
Figure 14: Increase of dynamic aperture by wire 
compensation, from [23] 
Compensation in experiments 
For the time being, experimental results are available 
from the SPS. Figure 15 shows results obtained in 2004 
[11]. Very similar results were measured in 2008. 
 
Figure 15: Beam lifetime versus tune for 1) blue: no long-
range effect, 2) green: with long-range effect, 3) red: with 
compensated long-range effect, from [11] 
There is a nearly perfect compensation over the 
interesting tune range; however, compensation 
unexpectedly partially fails for lower tunes. This is 
presently attributed to an imperfect compensation related 
to limitations in the SPS set-up. Figure 15 shows as well 
that the tunes .31/.32 found optimal for the head-on beam-
beam effect is not optimal for the long-range beam-beam 
effect. This would be consistent with SppbarS 
observations [15]. 
Robustness in simulation 
Several authors investigated in simulation the 
sensitivity of the compensation to imperfections. It 
appears to be robust against errors in beam-wire distance 
and errors in wire current. The current stability however 
needs to be better than 10-3 [24] that is very easy to 
achieve for a dc current but remains an extreme challenge 
for a pulsed version. Figures 16 and 17 illustrate the 
robustness against position errors and tunes, the latter 
expected from the locality of the correction. 
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 Figure 16: Experimental and simulated loss rate for errors 
in wire position, from  [5] (the rms beam size in the SPS 
is typically 2 mm) 
 
Figure 17: Compensation robustness versus tune, from 
[23] 
Application in Dafne 
The first operational application of wire compensation 
was done in Dafne to compensate its long-range beam-
beam effect [26]. Contrary to LHC, a local correction was 
not possible. Hence, only an optimum could be found.  
Figure 18 shows the amplitude plane without/with 
compensation and with compensation with the opposite 
sign. The improvement is striking. 
 
Figure 18: Impact of the compensation on the amplitude 
plane, from [26] 
The observed effect of the beam was a significant 
increase of lifetime (Figure 19), the suppression of sudden 
blow-ups and a reduction of background, but no increase 
in luminosity. The wire compensation resulted in a gain in 
integrated luminosity by 30%. 
 
 
Figure 19: Beam current versus time without (blue) and 
with (red) wire compensation, from [26] 
Compensation of Pacman bunches 
The compensation of pacman bunches requires a pulsed 
compensator with a turn-to-turn stability better than 10-3. 
This problem has challenged a number of experts but has 
not found a solution so far. However, simulations have 
shown that an optimization of the dc wire current can be 
found to significantly increase the stability of both 
nominal and pacman bunches [27]. 
 
Figure 20: Mitigation of nominal and pacman bunch 
correction with a dc wire compensator, from [27] 
For a pulsed device, an interesting option offering 
possibly more stability from turn to turn was proposed by 
F. Caspers. Its principle, based on an RF oscillator 
modulated by the requested waveform is shown on Figure 
21. A first experimental set-up was put together [27] but 
the studies are presently not taken over. 
 
Figure 21: Principle of a RF wire compensator operating 
at the bunch frequency, from [27] 
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ELECTRON LENS COMPENSATION 
 The electron lens compensation (TEL) has the potential 
to correct both the head-on and long-range beam-beam 
effects. Its more involved and expensive implementation 
favors application for head-on compensation. However, 
applications to the compensation of the long-range beam-
beam effect in the case where wires cannot be used 
(encounters at reduced distance, like in the early 
separation scheme) are as well of interest. 
Performance at the Tevatron 
The first striking result obtained at FNAL is a 
demonstration that the TEL is reliable, after 6 years of 
operations. The fluctuations of the electron beam current 
are sufficiently small not to create a detectable proton 
emittance blow-up. The TEL has thus gained a status of a 
collider instrument. It has been used so far as a pulsed 
quadrupole to equalize the tunes of all bunches. This has 
improved the beam and luminosity lifetimes, as shown on 
Figures 22 [28] and 23 [29]. 
 
Figure 22:  Emittance versus time: A33 bunch blow-up 
suppressed by the TEL correction, from [28] 
 
Figure 23: Halo losses versus switching on and off the 
TEL, from [29] 
Potential for the LHC 
The potential of an electron lens to alleviate the head-
on beam-beam limit in the LHC was already anticipated 
as early as 1993 [30]. With the demonstration of 
feasibility in the Tevatron, it becomes worth investigating 
its benefit in the LHC. Figure 24 from [31] shows the 
efficient footprint compression to be expected from the 
electron lens. 
 
Figure 24: Initial and compressed footprints for two 
electron currents, from [31] 
In fact, the efficiency of the electron lens grows rapidly 
with the beam-beam tune shift. It becomes appealing for 
the SLHC (Figure 25 from [10]). 
 
 
Figure 25: Lifetime gain to be expected from electron lens 
correction in the LHC versus beam-beam tune shift, from 
[10] 
Robustness of compensation 
For a complete correction, the electron lens should be 
installed at the collision points or in phase with them. 
This cannot be done in general and the compensation will 
occur at a betatron phase shift that will not be optimal. 
Simulations [10] show nevertheless a significant 
improvement even for the worst phase of 90 degrees. This 
is likely to show that the footprint compression dominates 
over resonance excitation when compensating the head-
on beam-beam effect in the case studied. 
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 Figure 26: Intensity decay in time for 3 scenarios of elens 
compensation, from [10] 
CONCLUSIONS 
This paper has touched a number of aspects of the 
beam-beam problem but left aside some other aspects of 
importance, such as the coherent beam-beam effect, flat 
beam scenarios, importance of second-order chromaticity, 
uminosity levelling... The communications made in the 
CARE-HHH-APD workshops were considered, ignoring 
for practical reasons the literature published elsewhere. 
Hence the conclusions shall be relative to the CARE-
HHH-APD framework that, nevertheless, groups a critical 
mass of beam-beam considerations and expertise. Given 
the number of aspects, we shall attempt some conclusive 
remarks per aspect. 
The beam-beam limit 
The operational experience of the Tevatron is an 
invitation to reconsider the value of the beam-beam limit 
used so far for the LHC upgrade, with the potential to 
double it if the LHC parameters can reach the domain 
where the bunch length reduces the beam-beam 
perturbation.   
The long-range beam-beam effect 
It appears significantly more perturbing and 
“unpredictable” than a footprint criterion would indicate. 
One should consider in upgrades increasing the low-β 
triplet aperture to allow more than the nominal or scaled 
10σ beam separation. Alternatively, the wire 
compensation can be applied to mitigate the consequences 
of the present tight LHC triplet aperture. 
Crossing schemes 
The best scheme leading to the highest beam-beam 
limit appears to be undecidable by simulations. Provisions 
for recovering the flexibility in using any scheme should 
be incorporated in upgrade designs. 
Minimum beam separation 
The available information does not allow yet 
concluding. A new simulation effort is on-going (Herr- 
Kaltshev) and dedicated experiments in RHIC would be 
of highest value. 
Large Piwinski angle 
No show stopper was identified for LHC upgrade 
scenarios. More simulations are needed, to include all 
perturbations and study diffusion in tails. Would existing 
hadron machines allow experimenting these large angles? 
Simulations 
This is a key tool for beam-beam studies. Its results 
should always be considered with due care given its 
inherent limitations. 
Wire compensation 
Its efficiency and robustness are sufficiently established 
to consider an implementation in LHC in dc mode. A 
pulsed compensation should bring an added value. The 
principle of an RF device appears attractive. Its feasibility 
remains to be demonstrated. There is presently no effort 
on this issue. 
Electron lens compensation 
This remarkable instrument is not anymore an exotic 
idea but a reliable device, compatible with the 
requirements of a storage ring. It will gain full acceptance 
when its use as non-linear compensator will have been 
experimented in the Tevatron. It has a significant 
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Abstract
Long-range as well as head-on beam-beam effects are
expected to limit the LHC performance with design pa-
rameters. They are are also important consideration for the
LHC upgrades. To mitigate long-range effects, current car-
rying wires parallel to the beam were proposed. Two such
wires are installed in RHIC where they allow studying the
effect of strong long-range beam-beam effects, as well as
the compensation of a single long-range interaction. The
tests provide benchmark data for simulations and analyt-
ical treatments. Electron lenses were proposed for both
RHIC and the LHC to reduce the head-on beam-beam ef-
fect. We present the experimental long-range beam-beam
program at RHIC and report on head-on compensations
studies based on simulations.
INTRODUCTION
Beam-beam effects have limited the performance of
previous and existing hadron colliders [1, 2] such as the
Spp¯S [3–6], Tevatron [7–9] and RHIC [10,11], and are also
expected to limit the performance of the LHC [12–27].
Beam-beam effects can be categorized as either inco-
herent (dynamic aperture and beam lifetime), PACMAN
(bunch-to-bunch variations), or coherent (beam oscillations
and instabilities) [21]. These effects can be caused by
both head-on and long-range interactions. Head-on ef-
fects, leading to tune shifts and spreads, are important in
all hadron colliders. Total beam-beam induced tune shifts
as large as 0.028 were achieved in the Spp¯S [6] and Teva-
tron [9].
Long-range effects, however, differ in previous and ex-
isting colliders. In the Spp¯S, with both beams in the same
pipe and only 3 bunches per beam, there were only a few
long-range interactions distributed over the ring circumfer-
ence, and due to the difference in the bunch intensities,
the effect on the antiproton was stronger. In the Tevatron,
also with both beams in the same pipe but 36 bunches per
beam, there are more long-range interactions, and with the
increased intensity of the antiproton bunches, protons can
also be affected. In RHIC, where both beams share a pipe
only in the interaction regions, there are nominally no long-
range beam-beam interactions under store conditions, but
∗Work supported by US DOE under contract DE-AC02-98CH10886
and the US LHC Accelerator Research Program.
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Figure 1: Beam-beam interactions in RHIC and locations
of wires and electron lenses. The shown β∗ values are
for the polarized proton design configuration at 250 GeV,
which has not been implemented yet.
long-range interactions have affected the ramp transmis-
sion in the past [10]. In the LHC there are 30 long-range
beam-beam interactions localized in each of 4 interaction
regions [21].
Figure 2: Lattic, β-functions, and phase advances in an
LHC interaction region. At location s = 13.433 km, with
approximately equal horizontal and vertical β-functions,




The two main LHC luminosity upgrade scenarios are an
early beam separation scheme (ES), and a scheme with a
large Piwinski angle (LPA) [22]. In the ES scheme [23,24]
the number of long-range interactions is greatly reduced
but 4 parasitic collisions at 4-5 σ remain. In the LPA
scheme the small crossing angle will be maintained, and
long bunches of intensities up to 4×1011 protons are used.
The LPA scheme would benefit from long-range beam-
beam compensation.
The performance limitation imposed by head-on and
long-range beam-beam effects may be ameliorated by
beam-beam compensation techniques. Because of the am-
plitude dependence of the beam-beam forces a proper head-
on compensation cannot be done with magnets but re-
quires another particle beam. The compensation of head-on
beam-beam effects was first tested in the 4-beam e+e− col-
lider DCI [28]. The DCI experience however fell short of
expectation because of strong coherent effects [29]. Head-
on beam-beam compensation was also proposed for the
SSC [30,31] and the Tevatron [32]. But with most antipro-
tons now lost through luminosity producing effects, a com-
pensation of the head-on beam-beam effect would not yield
more luminosity [9].
The compensation of long-range effects in the Tevatron
was proposed with electron lenses [32], and in the LHC
with wires [33]. Electron lenses were also considered for
the LHC [34], and the use of wires was also studied for the
Tevatron [35]. Implementation of long-range beam-beam
compensation in the Tevatron is challenging because the ef-
fect is distributed over the whole ring. In the LHC the effect
is localized in the interaction regions. A partial long-range
beam-beam compensation was successfully implemented
in the e+e− collider DAΦNE [36]. Beam-beam compen-
sation and related issues were reviewed at a workshop in
2007 [37].
Figure 1 shows the basic layout of the beam-beam inter-
action and compensation studies in RHIC. At store there
are nominally 2 head-on interactions in points 6 and 8 (IP6
and IP8), and no long-range interactions. 3 bunches in
the Blue ring are coupled to 3 bunches in the Yellow ring
through the head-on beam-beam interaction. For studies 2
DC wires were installed in the Blue and Yellow rings re-
spectively in interaction region 6 (IR6). For head-on beam-
beam compensation studies in simulations, electron lenses
are assumed in IR10. Tab. 1 shows the main beam param-
eters for polarized proton operation, both achieved and de-
sign. In RHIC the beam-beam effect is strongest in proton
operation.
In the LHC locations in warm sections of the interactions
are reserved to accommodate long-range beam-beam wire
compensators (Fig. 2), or electron lenses. These locations
have about equal horizontal and vertical β-functions.
Table 1: Main RHIC parameters relevant for beam-beam
effects, for polarized protons.
quantity unit achieved design
beam energy E GeV 100 250
bunch intensity Nb 1011 1.5 2.0
rms emittance ² mm mrad 3.3 3.3
beam-beam parameter ξ/IP ... 0.0056 0.0074
no of IPs ... 2 2
β∗ at IP6, IP8 m 1.0 0.5
(∆ψx,∆ψy)IP6−IP10 pi (19.1, 19.6)
(∆ψx,∆ψy)IP8−IP10 pi (8.4, 10.9)
LONG-RANGE BEAM-BEAM
COMPENSATION STUDIES IN RHIC
With the expected strong long-range beam-beam effects
in the LHC, and the proposed wire compensation, experi-
mental data and simulations of long-range effects are de-
sirable. Operational and experimental data exist from the
Spp¯S and the Tevatron. In the SPS wires were installed to
further investigate strong long-range beam-beam interac-
tions, to test the compensation scheme, and to benchmark
simulations [26, 38–40].
The wire experiments in RHIC complement these stud-
ies. The beam lifetime in RHIC is typical for a collider and
better than in the SPS. In addition, and unlike in the SPS,
head-on effects can be included, and with properly placed
long-range interactions and wires, the compensation of a
single long-range interaction is possible.
Wires in RHIC
The RHIC wire design is based on experience gained
with the SPS units. Design considerations are: the loca-
tion in ring, the integrated strength (IL), the wire tem-
perature T in operation, the positioning range and accu-
racy, power supply requirements, controls, and diagnos-
tics [41, 42]. The wire parameters are shown in Tab. 2.
Location in the ring. For a successful compensation
the phase advance between the long-range interaction and
the compensator should be no larger than about 10 de-
grees [43]. Lattices with β∗ ≤ 1.0 m have such small phase
advances between the entrance to the DX and the exit of
Q3. Thus it is possible to place a wire in the warm region
after Q3 to compensate for a long-range beam-beam inter-
action near the DX magnet (Fig. 3). Since the beam paths
must cross horizontally, it is easier to control the distance
between the beams in an experiment through vertical sepa-
ration. To compensate for a vertical long-range interaction
near the DX magnet, one wire can be installed in each ring
(see Fig. 4). In the Blue ring the wire is installed above the
beam axis, in the Yellow ring below the beam axis.
Integrated strength. To compensate a single long-range
interaction, the compensator’s integrated strength (IL)
must be the same as the opposing bunch’s current inte-
grated over its length (IL) = Nbec, where I is the cur-
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Table 2: Parameters for RHIC wires. The wire material is
Cu at 20◦C. The nominal wire strength is for a single long-
range interaction with a proton bunch intensity of 2×1011.
quantity unit value
strength (IL), nominal A m 9.6
max. strength (IL)max A m 125
length of wire L m 2.5
radius of wire r mm 3.5
number of heat sinks n ... 3
electrical resistivity ρe Ω m 1.72×10−8
heat conductivity λ W m−1K−1 384
thermal expansion coeff. K−1 1.68×10−5
radius of existing pipe rp mm 60
current I , nominal A 3.8
max. current in wire Imax A 50
current ripple ∆I/I (at 50 A) 10−4 < 1.7
electric resistance R mΩ 1.12
max. voltage Umax mV 55.9
max. power Pmax W 2.8
max. temp. change ∆Tmax K 15
max. length change ∆Lmax mm 0.4
vertical position range mm/σy 65/10.6
Figure 3: Location of wires in RHIC and location of long-
range beam-beam interaction for compensation.
rent in the wire, L its length, Nb the bunch intensity, e the
elementary charge, and c the speed of light (see Tab. 2).
In the LHC, an integrated strength of 80 A m is required
to correct for the 16 long-range interactions on either side
of an IR [33]. Such a strength is also expected to lead to
enhanced diffusion at amplitudes larger than 6 rms trans-
verse beam sizes [43]. To study the enhanced diffusion in
RHIC, the wire is designed for (IL)max = 125 A m.
Wire temperature. The wire’s temperature should not ex-
ceed 100◦C to avoid increased outgassing of the vacuum
components. We use n = 3 heat sinks cooled with forced
air, spaced apart by L/(n− 1). The maximum temperature







(n− 1)2r4 , (1)
where ρe is the electrical resistivity, λ the heat conductiv-
ity, and r the wire radius. To move the wire compensator
Figure 4: The tow long-range beam-beam wires in the
RHIC tunnel during installation.
close to the beam, its radius should not be much larger than
an rms transverse beam size. The calculated temperature
change with 3 heat sinks is shown in Tab. 2. Fig. 5 shows
a drawing of the end of a wire. Visible are the wire sup-
port, the electrical feed-through which is also a heat sink,
and a connecting loop allowing for thermal expansion of
the wire.
Figure 5: Drawing of the end of a long-range beam-beam
wire in RHIC.
Power supply requirements. To limit emittance growth,
a current ripple of ∆I/I < 10−4 is required [43]. A mea-
surement shows a current ripple of ∆I/I < 1.7 × 10−4
where the upper limit is given by the noise floor of the cur-
rent measurement.
Experiments and simulations
Observables in long-range beam-beam experiments are
orbits, tunes, beam transfer functions (BTFs), and the beam
lifetime. The main parameters that are varied are the
strength of the long-range interactions (wire current), the
distance between the beam and the wire (or other beam),
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the tune and chromaticity.
Long-range experiments were done with 2 proton beams
at injection, 2 proton beams at store, gold beams and wires
at store, and deuteron beams and wires at store. All mea-
surements are summarized in Tab. 3. No proton beams
have been available for store experiments since the wires
were installed. The beam-beam parameter of proton beams
is about 3 times larger than the beam-beam parameter of
heavy ion beams, and experiments including the head-on
effect as well as the compensation of a single long-range
interaction are best done with protons. These have not yet
been carried out.
Table 4: RHIC parameters for long-range experiments with
gold beams at store.
quantity unit Blue Yellow
beam energy E GeV/n 100
rigidity (Bρ) T m 831.8
number of bunches ... 23
distance IP6 to wire center m 40.92
βx at wire location m 1091 350
βy at wire location m 378 1067
Orbit, tune and chromaticity changes can be calculated
as a function of the long-range strength and distance [44],
and orbit and tune changes agree with expectations under
well controlled experimental circumstances [45, 46]. The
beam lifetime, however, is determined through the nonlin-
ear beam-beam effect, and can only be assessed in detailed
simulations.
Table 4 shows the main beam parameters for the wire
experiments at store with gold beams. Most of the the wire
experiments were done with gold beams. Fig. 6 shows a
typical scan., In this scan the wire current is set first, and
then the distance between the wire and the beam is reduced.
Then, at close distance, the wire current is decreased, and
again increased. During the scan the beam intensity is
recorded, and the beam lifetime can be plotted as a func-
tion of the distance between wire and beam. One such plot
is shown in Fig. 7.
It was speculated that the beam lifetime τ can be ex-
pressed as τ = Adp whereA is an amplitude, d the distance
between wire and beam, and p an exponent that would typ-
ically be in a narrow range. For the SPS τ had been found
to be about 5, and for the Tevatron to be about 3 [47]. In
Tab. 3 the fitted exponents are listed for all cases for which
a fit was possible. The fitted exponents range from 1.7 to
16, i.e. p is not constrained within a narrow range. 10 of the
13 p values are between 4 and 10. Fig. 8 shows the fitted
exponents p as a function of the ion tunes in the upper part,
and the proton tunes in the lower part. Ion tunes near the
diagonal and away from either horizontal or vertical res-
onances show smaller exponents p. The experiments also
showed that the beam lifetime is reduced with increased
chromaticity [45].
Another simple measure of assessing the long-range
beam-beam effect in experiments is to measure the distance
Figure 6: Long-range beam-beam experiment in RHIC
with deuteron beam at store. In the upper plot the total and
bunched beam intensity is shown (blue curves, left scale)
as well as the calculated beam loss rate (black curve, right
scale). The lower plot shows the set point for the wire
current (black curve, left scale), the measured current (red
curve, left scale), and the wire position above the beam pipe
center (blue curve, right scale).
Figure 7: Beam lifetime as a function of the wire position
(gold beam at injection, wire strength 125 A m) The life-
time τ is fitted to a function τ = Adp.
between the beam and wire (or other beam) at which the
beam lifetime become smaller than a certain value. We
have chosen this value to be 20 h, which would imply a
luminosity lifetime of 10 h or less. Tab. 3 shows an ampli-
tude range between 3.5 and 17 σ. With the limited amount
of data no clear correlation can be established between this
distance and the fitted coefficient p. In 2 cases the distance
was found to be as larger or larger than 10 σ, and most
cases fall between 4 and 10 σ. Operation with less than 5 σ
separation appears to be difficult [48]. Note that the beam
is sometimes used for multiple scans and that a large life-
time drop at large distances is more typical for previously
unused beam (Tab. 3).
One important goal of the experiments is to benchmark
simulations. In several simulations the onset of large losses
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Table 3: Summary of long-range beam-beam experiments in RHIC. The wires in the Blue and Yellow ring are named
B-BBLR and Y-BBLR respectively. Fields are left blank when the experimental value could not be determined.
fill ring scan species rel. bunches Qx Qy LR LR LR fitted d for comment
no γ per ring location strength separation exponent τ < 20 h
(IL) d p
... ... ... ... ... ... ... ... ... A m σ ... σ
2005
6981 B 1 p 25.963 1 0.7331 0.7223 IP4 5.3 B moved weak signal
6981 Y 1 p 25.963 1 0.7267 0.7234 IP4 5.3 B moved weak signal
6981 B 2 p 25.963 1 0.7351 0.7223 IP4 5.8 B moved weak signal
6981 Y 2 p 25.963 1 0.7282 0.7233 IP4 5.8 B moved weak signal
6981 B 3 p 25.963 1 0.7383 0.7247 IR4 DX 8.6 Y moved weak signal
6981 Y 3 p 25.963 1 0.7271 0.7218 IR4 DX 8.6 Y moved weak signal
6981 B 4 p 25.963 1 0.7394 0.7271 IR4 DX 8.9 Y moved 4.9 6.5
6981 Y 4 p 25.963 1 0.7264 0.7388 IR4 DX 8.9 Y moved 2.8
2006
7707 B 1 p 106.597 10 IR6 DX 6.7 B moved weak signal
7707 Y 1 p 106.597 10 IR6 DX 6.7 B moved weak signal
7707 B 2 p 106.597 10 IR6 DX 6.7 Y moved weak signal
7707 Y 2 p 106.597 10 IR6 DX 6.7 Y moved weak signal
7747 B 1 p 106.597 8 IR6 DX 7.9 B moved weak signal
7747 Y 1 p 106.597 10 IR6 DX 7.9 B moved weak signal
7747 B 2 p 106.597 8 IR6 DX 7.0 Y moved weak signal
7747 Y 2 p 106.597 10 IR6 DX 7.0 Y moved weak signal
7807 B 1 p 106.597 12 0.6912 0.6966 IR6 DX 8.2 Y moved 2.5 3.5 additional octupoles
7807 Y 1 p 106.597 12 0.7092 0.6966 IR6 DX 8.2 Y moved 1.5 3.5 additional octupoles
2007
8231 B 1 Au 10.520 6 0.2327 0.2141 B-BBLR 12.5 B-BBLR moved 7.2 6.5
8231 B 1 Au 10.520 6 0.2322 0.2140 B-BBLR 125 B-BBLR moved 7.8 9.0
8405 B 1 Au 107.369 56 0.2260 0.2270 B-BBLR 125 B-BBLR moved 1.7 15.0 background test
8609 B 1 Au 107.369 23 0.2340 0.2260 B-BBLR 12.5 B-BBLR moved 7.4 6.0
8609 B 2 Au 107.369 23 0.2340 0.2260 B-BBLR 125 B-BBLR moved 16.0 5.5
8609 Y 1 Au 107.369 23 0.2280 0.2350 Y-BBLR 12.5 Y-BBLR moved 4.8 9.5
8609 Y 2 Au 107.369 23 0.2280 0.2350 Y-BBLR 125 Y-BBLR moved 4.1 7.5
8727 B 1 Au 107.369 23 0.2200 0.2320 B-BBLR 12.5 B-BBLR moved 5.2 9.5
8727 B 2 Au 107.369 23 0.2200 0.2320 B-BBLR 125 B-BBLR moved 8.1 10.0
8727 B 1 Au 107.369 23 0.2320 0.2280 Y-BBLR 12.5 Y-BBLR moved 6.3 4.5
8727 B 2 Au 107.369 23 0.2320 0.2280 Y-BBLR 125 Y-BBLR moved 10.8 5.0
8727 B 3 Au 107.369 23 0.2320 0.2280 Y-BBLR 125-0 -6.5
8727 B 4 Au 107.369 23 0.2320 0.2280 Y-BBLR 125 -6.5 ver. chroma 2-8
8727 B 5 Au 107.369 23 0.2320 0.2280 Y-BBLR 125-0 -6.5 ver. chroma 8
2008
9664 B 1 d 107.369 12 0.2288 0.2248 B-BBLR 125 B-BBLR moved 3.8 17.0 end of physics store
9664 B 2 d 107.369 12 0.2288 0.2248 B-BBLR 75-125 5.8 end of physics store
as a function of the distance between wire and beam was re-
produced within about 1 σ [26, 46, 49–51]. One such com-
parison is shown in Fig. 9.
HEAD-ON BEAM-BEAM
COMPENSATION STUDIES IN RHIC
If a collision of a proton beam with another proton beam
is followed by a collision with an electron beam, the head-
on beam-beam effect can in principle be ameliorated.
Figure 10 shows the layout of a head-on compensation.
For simplicity we only consider the horizontal plane and
beams with a Gaussian transverse distribution. Before ex-
periencing a beam-beam kick from another ion beam at lo-
cation 1, a proton has the transverse phase space coordi-
nates (x0, x′0). Then the proton receives a kick from the













where N1 is the bunch intensity of the other proton beam,
γ the relativistic factor of the proton receiving the kick, r0
the classical proton radius, and σ1 the rms beam size of the
other proton beam. The new coordinates are then






After transport through the linear beam line the coordinates
are
x2 = M11x1 +M12x′1 (5)
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β1β2 sin ∆ψ (8)
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Figure 8: Fitted exponents p for long-range beam-beam ex-
periments as a function of the ion tunes (top) and the proton
tunes (bottom). The fitted exponents range from 1.7 to 16.
Figure 9: Comparison of measured and simulated beam
loss rate as a function of distance between wire and and
beam. Experiment with gold beam at store, wire strength
of 125 A m [49].
where N2 is the effective bunch intensity of the electron
lens beam (i.e. the number of electrons the proton passes
in the lens), and σ2 the rms beam size of the electron lens
beam. The coordinates after passing the electron lens are
then






One can now express the final coordinates (x3, x′3) as a
function of the intensities (N1, N2) and require for exact
Figure 10: Schematic of head-on beam-beam compen-
sation. At the first location, with lattice parameters
(β1, α1, ψ1), a proton experiences a beam-beam kick from
another proton bunch with intensity N1 and rms beam
size σ1. At the second location, with lattice parameters
(β2, α2, ψ2), another beam-beam kick is generated by the
electron beam with effective bunch intensity N2 and rms
beam size σ2.
compensation that
x3(N1, N2) = x3(0, 0) and (14)
x′3(N1, N2) = x
′
3(0, 0), (15)
i.e. the final coordinates are the same with and without
beam-beam interaction and compensation. From the condi-
tion (14) it follows thatM12 = 0 and therefore ∆ψ = k ·pi,
with k being an integer. From the condition (15) it follows
that N1 = N2 and σ21/σ22 = β1/β2.
Therefore, if the following three conditions are met the
beam-beam kicks are canceled exactly:
1. The ion and the electron beam produce the same am-
plitude dependent force by having the same effective
charge and profile.
2. The phase advance between the two beam-beam col-
lisions is a multiple of pi in both transverse planes.
3. There are no nonlinearities between the two collisions.
In practice this cannot be achieved, and the goal of the
simulation studies is to find out how far one can deviate
from these three condition and still expect a sufficiently
large increase in the luminosity to make a practical effort
of head-on beam-beam compensation worthwhile. With
tolerances established one can then assess if these can be
achieved with the technology available.
Electron lenses in RHIC
Two electron lenses are currently installed in the Teva-
tron [54] where they are reliably used as an operational gap
cleaner [55]. They were also shown to improve the life-
time of antiproton bunches suffering from PACMAN ef-
fects [56]. The experience with the construction and op-
eration of the Tevatron electron lenses provides invaluable
input into an assessment of the practicability of head-on
beam-beam compensation.
For the RHIC head-on beam-beam compensation studies
the electron lenses are assumed to be in IR10 (Fig. 1), at a
location that is currently unused. Their parameters (Tab. 5)




Figure 11: Tune footprints without and with beam-beam interaction (left) as well as with half and full beam-beam com-
pensation (right) [60].
Table 5: Parameters for RHIC electron lenses [57], adapted
from the Tevatron electron lenses [54].
quantity unit value
electron kinetic energy Ke keV 5.0
electron speed βec ... 0.14c
electron transverse rms size mm 0.57
effective length Lelens m 2.0
full head-on compensation
no of electron in lens Ne 1011 3.5
electron beam current Ie A 1.2
Simulation studies
A number of simplifications are used for the simulations
so far. First, the electron lenses are exactly at IP10, while
2 lenses for both beams would need to be installed with a
few meters offset from the IP. Second, the electron beam
of the electron lens is infinitely stiff (see Refs. [58, 59] for
a discussion). Third, a lattice for polarized proton opera-
tion at 250 GeV is used with β∗ = 0.5 m in IP6 and IP8,
and β∗ = 10 m in all other IPs (see Fig. 1 and Tab. 1).
The phase advance in the horizontal plane between IP6 and
IP10 is close to a multiple of pi, as well as in the vertical
plane between IP8 and IP10.
Tune footprints can be compressed with electron lenses
(Fig. 11) but this is not sufficient to improve the beam life-
time. At at large compensation compensation strength the
tune footprints are folded over which typically leads to re-
duced stability. The folding can be avoided with a partial
compensation.
It was also found that, except for particles at small beta-
tron amplitudes, almost all particles are chaotic (Fig. 12,
Ref. [62]), and that therefore chaotic borders cannot be
used to evaluate head-on beam-beam problems. Dy-
namic aperture calculations also proved relatively insensi-
tive since they evaluate the stability of motion at large be-
tatron amplitudes, where the beam-beam forces are small.
Figure 12: Chaoticity of particle motion with beam-beam
interaction, half and full beam-beam compensation. Al-
most all particles are chaotic. Chaoticity was determined
by examining the time evolution over 106 turns of the dis-
tance of two initially close particles [62].
Other short-term measures calculated were tune diffu-
sion maps (Fig. 13, Ref. [60]), Lyapunov exponent maps
(Fig. 14, Ref. [60]), and diffusion coefficients sampled at a
number of locations in phase space and fitted with an an-
alytic function (Fig. 15, Ref. [62]). In all these cases we
find that the stability of motion is increased at amplitudes
below 3 σ and decreased at amplitudes above 4 σ.
In many-particle simulations over a large number of
turns with SixTrack the emittance growth was too noisy
to to distinguish several cases under study. To distinguish
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cases with beam lifetime simulations more than a million
turns are necessary, requiring a large amount of CPU time
for parameter scans. Beam lifetime simulations are now
under way.
The use of electron lenses was also investigated for the
head-on beam-beam compensation for the electron beam
in the ring-ring version of the electron-ion collider eR-
HIC [64]. The luminosity of that machine is limited by the
beam-beam effect exerted on the electrons. Fig. 16 shows
the normalized luminosity as a function of the proton bunch
intensity in that machine, calculated in weak-strong simu-
lations. The normalized luminosity is proportional the lu-
minosity for constant electron bunch intensity and collision
frequency. With increased proton bunch intensity the lumi-
nosity first increases, then decreases again because of the
beam-beam effect on the protons that leads to an increase
of the core beam size. With half compensation the inten-
sity at which the luminosity decreases can be increased by
about a factor 2. An investigation of the transverse tails in
the simulation also shows that the proton bunch intensity
can be approximately doubled with an electron lens. From
these weak-strong simulations we therefore expect about a
factor 2 increase in luminosity from the beam-beam com-
pensation.
Figure 13: Tune diffusion without beam-beam interaction
(top left), with beam-beam interaction (top right), with half
(bottom left), and with full beam-beam compensation [60].
SUMMARY
Long-range beam-beam experiments were carried out in
RHIC with 2 DC wires parallel to the beam. These experi-
ments complement experience with long-range beam-beam
interactions in the Spp¯S and Tevatron, and wire experi-
ments in the SPS. The RHIC wires can create strong local-
ized long-range beam-beam effects, comparable in strength
to the effect expected in the LHC, with a beam that has a
lifetime typical of hadron colliders and possibly including
head-on beam-beam collisions.
Figure 14: Lyapunov exponents without beam-beam inter-
action (top left), with beam-beam interaction (top right),
with half (bottom left), and with full beam-beam compen-
sation [60].
The RHIC experiments confirmed that a visible effect
of long-range beam-beam interactions should be expected,
although their effect sensitively depends on a number of
beam parameters such as the tune and chromaticity. Fitting
the beam lifetime τ to an exponential function τ ∝ dp as a
function of the distance d between the beam and the wire,
exponents p in the range between 1.7 and 16 were found.
The experimentally observed distance from the wire to the
beam at which large beam losses set in could be reproduced
in simulations within 1 σ. Distances smaller than 5 σ ap-
pear to be problematic to maintain good beam lifetime.
Long-range wire experiments with protons, and includ-
ing the head-on effect, are still outstanding.
In simulations for head-on beam-beam compensation in
RHIC, short-term measures such as diffusion maps, Lya-
punov exponent maps and action diffusion coefficients all
show an increase of the stability for betatron amplitudes be-
low 3 σ, and a reduction of stability for amplitudes larger
than 4 σ. This is particularly pronounced for full head-
on compensation and suggests to use partial compensation
only. For full compensation the tune footprints are already
folded over at small amplitudes.
In operation there are only few particles beyond 4 σ, and
whether the decreased stability at these amplitudes can be
tolerated can be estimated in beam lifetime and emittance
growth simulations over up to 107 turns with 104 macro-
particles. These simulations should also test the sensitivity
to a number of parameters, including the phase advance
between the beam-beam interaction and the electron lens,
and orbit errors at the electron lens location. The latter was
found to be of critical importance in the Tevatron electron
lens operation.
Electron lenses were also studied in weak-strong sim-
ulations to compensate the head-on beam-beam effect on
the electrons in the ring-ring version of the electron-ion
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Figure 15: Fitted diffusion coefficient for different bunch
intensities and with half and full beam-beam compensa-
tion [62].
Figure 16: Normalized luminosity in the eRHIC ring-ring
version as a function of the proton bunch intensity with-
out, with half and with full head-on beam-beam compensa-
tion [64].
collider eRHIC [64]. From these simulation a luminosity
increase of about a factor two is expected from the beam-
beam compensation.
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Early Separation Scheme for the LHC upgrade
G. Sterbini, CERN AT-MCS-MDE & EPFL SB-IPEP-LPAP
Abstract
In this work the current status of the Early Separation
Scheme are reported, giving details on the performance of





Figure 1: The Early Separation Scheme
The Early Separation Scheme (ESS, Fig. 1, [1]) is a pos-
sible player in the Phase II Luminosity Upgrade Scenario.
It consists of two dipoles per each side of each experiment:
the D0 (close to the IP) and the OC (between the D0 and
the triplet). There are several roads for the upgrade [2]: all
are a different combination of the same elements
• more beam current
• lower β∗
• reduction of the full crossing angle (θc) at the IP
The reduction of the θc for boosting the luminosity en-
ters in competition with the beam-beam (BB) effect: the
ESS, the Crab Cavities and Wire Compensation are the
three hardware proposals to solve this issue.
The ESS aims to reduce the θc by means of a local bump
correction (Fig. 2) decoupling the crossing angle at the IP
to the beam separation in the triplet. In addition, a possible
dynamic change of θc (luminosity leveling) can be taken
into account for reducing the multiplicity in the detector
and the cryogenics’ heat load, optimizing the overall inte-
grated luminosity performance.
Two important parameters are used to describe the ESS:
the inner beam separation (IS) and the outer beam separa-
tion (OS):
• the IS is the beam separation expressed in σ between
the IP an the D0: it is proportional to the θc
• the OS is the average beam separation expressed in σ
after the OC: it is proportional to the angle between
the beams just after the OC.
The ESS has to come together a stronger focusing at the
IP and this introduces an interplay between the hourglass
D0 OC










Figure 2: The closed orbit (solid line) of the beam on the
right side of the IP as sum of the two bumps: the internal
bump (dashed line) and the external bump (dotted line). We
are assuming an internal separation of 5 σ and an external
separation of 12 σ with a β∗ = 15 cm.
factor (FHG) and the geometrical factor (FG). The overall
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piσz (z2 + β∗2)
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(1)
where z is the longitudinal coordinate in the machine refer-
ence frame, θc is the full crossing angle,  the natural beam
emittance and the other symbols have their usual mean-
ing. By numerical integration of the Eq. 1 it is possible
IS=4 Σ
IS=9.5 Σ
















Figure 3: Comparison, considering σz and n of the nom-
inal LHC, between the FG (dashed line) and the FHG+G
(full line): the inner separation of 4 σ and 9.5 σ are shown.
to observe that, considering σz and n of the nominal LHC
beam, the FHG+G ≈ FG for an IS bigger than 4 σ (Fig. 3).
This is due to a partial compensation between the hourglass
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effect and geometrical effect: due to the bigger transversal
σ in the luminous region tails, the crossing angle will have
a reduced impact.
The lower reachable β∗ is given by the available magnet
technology and, for the chromaticity point of view, by the
correction strength of the LHC arc sextupoles. The mini-
mum β∗ considered in the following is 15 cm: this is within
the possibilities of Nb3Sn triplet considering an aperture
of 150 mm, a gradient of 170 Tm , a distance from the IP
of 23 m, first and second order chromaticity corrected [3].
PERFORMANCE SCENARIOS
In Fig. 4 we show the losses due to the the geometrical
and hourglass factor as a function of the internal separation





by the hourglass effect






















Figure 4: Loss factor (geometrical effect and hourglass ef-


























Figure 5: Relative gain on the overall loss factor (geomet-
rical effect and hourglass effect) as function of the inner
separation between the beams.
In Fig. 5 the relative gain on the loss factor is presented:
the gain is referred to the situation with an IS of 9.5 σ. This
means that, with a β∗ = 15 cm we have a gain of 30% with
an IS of 7 σ and 60% with an IS of 5 σ.
INTEGRATED FIELD REQUESTED
The integrated field requested for the D0 and the OC de-
pends on several variables:
• the D0 position
• the OC position
• the β∗
• the inner and outer beams separation
Assuming β∗ = 15 cm, an IS of 5 σ and an OS of 12 σ
we need about 13 Tm for a dipole at 14 m from the IP (2 m
length, starting at 13 m from the IP) and we need 8 Tm for
the OC (Fig. 6).
A possible hardware solution with a D0 at 7 m is already
proposed [4]. Given the detector constraints and the energy
deposition issues, a 30 cm aperture magnet is considered.
In that condition the performance is limited by the stress on
the coil: Nb-Ti coils at 1.9 K can deliver the required 7 Tm
in a 2 m long cryostat starting at 6.8 m from the IP. The
power deposition peak is manageable even without shield-
ing blocks. The total heat load of 74 W is a small fraction
of that of a single triplet.
A D0 positioned at 14 m would be much less invasive for
the detectors, but will require a higher magnetic field (Fig.
6) and it increases the number of parasitic encounters.










Figure 6: Assuming OC at 22 m, β∗ = 0.15 m, IS = 5 σ
and OS = 12 σ.
THE IMPACT ON BEAM-BEAM EFFECT
The beam-beam effect is a key aspect for ESS. With a
D0 at 14 m, 3 − 4 encounters will be at reduced separa-
tion. With an IS of 7 σ (Fig. 7) the BB separation pattern
does not change from the nominal one: we move the 7 σ
encounters that are in the triplets in the nominal scheme
near the IP (since the phase advance on each side of the IP
is negligible the different order of the parasitic encounters
does not play any role). The cost to pay is an increase of
3 σ in the triplet aperture.
All plots are done using the nominal IR optics layout:
changing the triplet length or the D1 position will have an
impact on the number of parasitic encounters.
Reducing the IS to 5 σ the BB separation pattern gets
worser than the nominal (Fig. 8). The results of the BB ex-
periment in SPS during the 2008 show that few encounters
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Figure 7: Assuming an IS of 7 σ and an OS of 12 σ. New
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Figure 8: Assuming an IS of 5 σ and an OS of 12 σ. New




















Figure 9: Experimental results in SPS: current wire scan at
different separation beam-wire.
lifetime; moreover we have observed that the losses depend
strongly on the working tunes.
A part the BB separation pattern, the BB interaction
depends on the beam current: in the LHC Phase II Up-
grade all scenarios go beyond the nominal bunch current
(Nb = 1.15 1011) and even beyond the LHC ultimate cur-
rent (Nb = 1.7 1011). The luminosity leveling can be
beneficial even in that respect (Figg. 10-11): since the IS
is reduced during the run, the minimum crossing angle is
reached only when the beam current is decreased. The lu-
minosity leveling will allow even to go beyond the ultimate


















Figure 10: Luminosity leveling considering β∗ = 0.15 m,
N = 2.5 1011 , nb = 2808, leveling from 12 to 5 σ (the
maximum total HO tune shift is 7 10−3).
bunch current without overcoming the head-on tune shift
limit (but keeping in mind that, at the moment, the max-
imum Nb reached in SPS for LHC beam time structure is
≈ 1.2 1011 ppb).























Figure 11: Beam current as function of the IS during the
luminosity leveling showed in Fig. 10.
CONCLUSION
Positioning the D0 at 14 m has a significant impact on
the required integrated field (13 Tm D0 + 8 Tm OC) and
the energy heat load (to be investigated) can be a major
problem. A D0 with 7 σ separation at β = 0.15 m provides
a gain of 30% on the F factor with an impact similar to the
nominal LHC scheme but with the need of 12 σ separation
in the triplet. The 5 σ solution can present seriuos problems
from the beam lifetime (SPS results are not encouraging but
the luminosity leveling can be beneficial even for the beam-
beam effect): other experiments in SPS at higher energy (to
have a better beam lifetime) will be proposed in 2009.
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FLAT BUNCH CREATION AND ACCELERATION:  
A POSSIBLE PATH FOR THE LHC LUMINOSITY UPGRADE 
C. M. Bhat 
Fermi National Accelerator Laboratory, Batavia, IL 60510, U.S.A., 
Abstract 
Increasing the collider luminosity by replacing bunches 
having Gaussian line-charge distribution with flat 
bunches, but with same beam-beam tune shift at collision, 
has been studied widely in recent years.    But, creation of 
“stable” flat bunches (and their acceleration) using a 
multiple harmonic RF system has not been fully explored.  
Here, we review our experience with long flat bunches in 
the barrier RF buckets at Fermilab.  Present some 
preliminary results from beam dynamics simulations and 
recent beam studies in the LHC injectors to create stable 
flat bunches using double harmonic RF systems.  The 
results deduced from these studies will be used to model 
the necessary scheme for luminosity upgrade in the LHC.  
We have also described a viable (and economical) way for 
creation and acceleration of flat bunches in the LHC.  The 
flat bunch scheme may have many advantages over the 
LHC baseline scenario, particularly because of the 
reduced momentum spread of the bunch for increased 
intensities.  
I. INTRODUCTION 
    Considerable theoretical progress has been made over 
the years with regards to the choice of bunch length and 
crossing angle near the beam-beam limit in a storage ring 
in view of maximizing the collider luminosity [1,2].  It 
has been shown that [3,4] by using super-bunches in 
circular machines like the Large Hadron Collider (LHC) 







.  One of the possible upgrade scenarios for 
the LHC is the use of bunches with flat line-charge 
distribution during collision in the place of nearly 
Gaussian bunches [5,6]. The peak luminosity at the 
interaction point for the colliding round beams with rms 































where nb, frev Np and c, are number of bunches, revolution 
frequency, number of protons per bunch and full crossing 
angle of the two beams at the interaction point, 
respectively. The quantity cz/2*trans is known as 
Piwinski parameter or “Piwinski angle”.  To maximize 
the luminosity with a fixed number of beam particles per 
bunch one generally needs to choose the crossing angle 
and the bunch length as small as possible, i.e., minimize 
the Piwinski angle.  However, it is known that  the total 
incoherent beam-beam tune shift for colliding beams is 
also reduced by a similar factor F, for a collider with 
crossing angle in alternating horizontal-vertical planes.   
Then, the Eq. (1) in terms of beam-beam tune shift 
Qbb(Nbrp F/2n) becomes [6], 













with rp, n and *  are classical radius of the proton, 
average normalized transverse emittance of the colliding 
beams and lattice function at the interaction point in the 
ring, respectively.  The overall beam-beam tune shift 
Qbb is ~0.01[6,7] for the LHC by design.   Consequently, 
at a fixed value of Qbb, it is possible to increase the 
luminosity by increasing the crossing angle and/or bunch 
length.  
     Furthermore, assuming that a) */n <<c<<1, b) 
*trans <<z <<* , but c) Piwinski parameter >>1 it has 
been shown [2] that for the same bunch intensity and 
same beam–beam tune shift the luminosity can be 
enhanced by a factor of 2  by simply transforming the 
longitudinal distribution of bunches from Gaussian shape 
to a uniform („flat‟) distribution.  Nonetheless, at 
increased bunch intensity and beam-beam limit at 
collision one can decrease the momentum spread of the 
bunch by flattening it; this in turn might help reducing the 
beam losses in the region of high dispersion of the ring 
but limited aperture.  Hence, the large Piwinski angle 
scenario for the LHC upgrade may have high potential in 
terms of LHC performance and luminosity.  
     Currently, a number of upgrade paths are being 
investigated [5,8].  The Table I summarizes the relevant 
beam parameters for the various upgrade paths.  Except 
for the LPA (large Piwinski angle) scheme, all others 
assume bunches with Gaussian line-charge distributions. 
In the LPA scheme one assumes the rms bunch length 
increase by about 60%  and increase of bunch spacing 
from 25 nsec (nominal bunch spacing) to 50 nsec.  
Longitudinal beam dynamics for standard and flat 
bunches with 12.5 nsec and 75 nsec bunch spacing have 
also been investigated [9] for LHC upgrade.   
Furthermore, notice that the ES and FCC schemes require 
significant reduction in the * which could be a major 
technical challenge.  
   Recently, progress has been made at Fermilab [10-12] 
and at KEK [13] to store and accelerate proton and 




barrier buckets.  The studies at the Fermilab Recycler [14] 
have shown that the flat super bunches of all different 
lengths had beam life-time >25 hr at its operating beam 
intensity and are stable longitudinally.  The transverse 
stability issues are addressed [15].  Currently, the 
Recycler is used as the main antiproton storage ring 
where the beam is stored in bunches with rectangular line-
charge distributions for many hours.  However, studies on 





) harmonic RF cavity displayed 
clear signature of longitudinal instability.  Therefore, it is 
highly important to re-examine the issues related to the 
instabilities of the flat bunches and establish the 
conditions for beam stability [17] which is critical for the 
LHC high luminosity upgrade. 
 
Table I: Parameters for nominal and other LHC upgrade 
paths. (ES: early separation scheme, FCC: full crab-cavity 
scheme, LPA: large Piwinski angle/flat bunch scheme)[8]. 
 
   
 
     In this report, we describe our latest studies on flat 
bunches related to  the LHC upgrade.  In Section II, 
various ways of flat bunch formation with some practical 
examples are given. Our recent experience with the 
double harmonic RF systems [18, 19] in the LHC 
upstream accelerators, namely SPS and PS, are explained 
in Section III.  Section IV discusses the future prospects 
for the LHC luminosity upgrades with flat bunches.   
 
II. GENERATING FLAT BUNCHES 
     A “flat-bunch”, in general, may refer to either flatness 
in transverse coordinates or in longitudinal coordinates.  
In this report, we are interested in the latter type, i.e., 
bunches with uniform or nearly uniform line-charge 
distributions [10-13,20-26].  In general, one can get flat 
bunches either by simply re-shaping the RF waveforms 
(by adding higher harmonic components with proper 
weights) to have extended region with zero RF voltage in 
the middle of the bucket or creating a hole [22] in 
(E,t)-phase space.  In both cases, we emphasise on 
preserving the longitudinal emittance (LE) of the bunch. 
Yet another method to create flat bunch is by using barrier 
RF buckets [10-13, 25].  Figure 1 shows a schematic view 
of  a normal bunch in a single harmonic RF  bucket  along 
with three different types of flat bunches namely, a  flat 
bunch in a double harmonic RF with h=n2n (n is an 
integer) and flat bunch obtained using barrier RF wave.  
The corresponding line-charge distributions are shown in 
the bottom pictures.  
    
 
 
Fig.1: A schematics of bunch in a) single harmonic RF  
bucket (b) a flat bunch in double harmonic RF bucket. 
(E,t)-phase-space region of the beam particles and the 
RF waveforms. Similarly,  barrier bunches (c) and (d) and 
the resulting line-charge distributions. 
 
Double/Multiple harmonic RF systems: 
 
     Flattening the bunches using double harmonic RF 
wave [16,20,24,26-28] is commonly suggested technique 
for high intensity operation of low energy synchrotrons.  
The technique has been employed to decrease the space-
charge related intensity limitation by shaping the 
longitudinal distribution of bunches.  This helps to 
enhance the Landau damping which is one of the 
necessary requirements to  reduce collective beam 
instabilities.  
     Figure 2 shows the RF waveforms and the 
corresponding potentials for i) Vrf(h=1), ii)Vrf(h=2) 
/Vrf(h=1)=0.51, iii) Vrf(h=4)/Vrf(h=1)=0.25, iv)Vrf(h=2) 
/Vrf(h=1)=0.67 & Vrf(h=4)/Vrf (h=1)=-0.09 and v) 
Vrf(h=2)/Vrf(h=1)=0.92 & Vrf(h=3)/Vrf (h=1)= 0.3.  It is 
obvious that the combination of h=1, 2 and 3 gives 
maximum bunching factor (i.e., the ratio of average 
beam-intensity to the peak beam-intensity). The 
procedure for generating flat bunches presented  here, is 
either to start from a bunch captured in h=1 or h=2 RF 
bucket and adiabatically turn on the rest of the RF waves. 
In all these cases the relative phase of individual RF 
waveforms are held constant either at 0 or at 180 deg, 
Parameter Nominal Ultimate ES & LPA
FCC
Number of Bunches 2808 2808 2808 1404
Protons/bunch Nb(10
11)
1.15 1.7 1.7 4.9
Norm. Transv. Emit mm 3.75 3.75 3.75 3.75
z cm 7.55 7.55 7.55 11.8
Bunch Spacing nsec 25 25 25 50
b* at IP1 and IP5 m 0.55 0.5 0.1 0.25
c mrad 285 315 0 381
Piwinski Angle 0.64 0.75 0 2






1 2.3 15.5 10.7
Lum. (10 hr turn around) 0.46 0.91 2.4 2.5




depending on the harmonic components.  We illustrate the 
technique with some examples in the next two sections.   
  
Fig.2: (a) Wave-forms and (b) potentials for various 
combinations of double and triple harmonics which can 
be used to generate flat bunches in synchrotrons (n=1).  
 
    The Carli-technique [22] provides two elegant but 
distinct methods to produce flat bunches in synchrotrons 
via creation of hollow core in the longitudinal phase space 
of a bunch.  These are 1) the recombination with an empty 
bucket and 2) the redistribution of phase space. The 
longitudinal emittance of the bunch is preserved in the 
latter method. Both of them use h=1 and h=2 RF systems 
during RF manipulations, although, the methods are not 
restricted to only these RF harmonics.  The 2
nd
 technique 
has been successfully demonstrated at the CERN PS 
Booster; hollow bunches have been obtained without 
significant blow-up of the total emittance.  It is important 
to note that strongly double-peaked bunch shape results in 
an initial large space-charge tune shift before the blow-up 
has flattened the bunch [21].  Further, preservation of 
hollow distribution during coast was not obvious and 
these bunches in single harmonic RF buckets became 
unstable if RF phase loop is active [21].  Consequently, at 
higher intensities this technique is found to be of limited 
use.  
 
Barrier RF system: 
 
     In recent years, the barrier RF systems [29] have 
become important tools in a variety of beam 
manipulations at the synchrotrons.  A barrier RF wave of 
an arbitrary shape in a circular accelerator is a result of 
superposition of several Fourier components of harmonics 
of fundamental rotational frequency.   The barrier pulses 
are  generated by a wide-band solid state power amplifier 
in conjunction with ferrite loaded wide band RF cavities. 
The modern barrier RF systems have operating bandwidth 
in the range of tens of kHz to hundreds of  MHz. The 
Fermilab Recycler is equipped with a broad-band barrier 
RF system and all of the beam manipulations in the 
longitudinal phase space are carried out using this RF [10-
12].  One can confine beam particles between two barriers 
(positive and negative voltage pulses) to form a flat super 
bunch which can be accelerated using another rectangular 
RF pulse [11,13].  
     Figure 3 (lower trace) shows an example of a typical 
flat bunch occupying 55% of the Fermilab Recycler 
(6.13sec out of 11.11sec) with about 41012 
antiprotons.  The length of rectangular barrier pulse (top 
trace in Fig. 3(a)) was about 0.9 sec each with a pulse 
gap of 6.13sec.  In practice, this can be extended to 
occupy >83% of the ring without any issues. 
 
 
Fig.3: Experimental data of typical flat bunches in the 
Fermilab Recycler produced using the barrier RF: a) RF 
wave form (top) and line-charge distribution (bottom) as 
indicated, b) Eight smaller flat bunches created using 
barrier buckets of length equal to about 0.68 sec.  
 
  
Fig.4: (a) Fan-back and fan-out RF wave-forms and (b) 
the calculated synchrotron frequency as a function of E 





     Figure 3(b) illustrates beam particle distribution after 
dividing the 6.13 sec long super bunch shown in Fig 3(a) 
into eight bunches. These are about 0.68 sec/bunch. 
Figure 4(a) shows half of the fan-back (dashed line) and 
fan-out (solid line) RF signals (along with the negative 
signal, not shown) used to create each one of the eight 
bunches shown in Fig. 3(b).  Figure 4(b) shows the 
calculated synchrotron frequency as a function of E for 
beam particles in the 0.68 sec long bucket.  It has been 
pointed out [30, 31] that the beam may be subjected to 
collective instability when the synchrotron oscillation 
amplitude of the beam particles reaches the region where 
synchrotron frequency is maximum or where the tune 
spread is small.  The synchrotron frequency is maximum 
at about 4 MeV for the data shown in Fig. 3(b).  On the 
other hand, for the super bunch (Fig. 3(a)), the maximum 
synchrotron frequency was at the bucket boundary.      
The intensity thresholds for the instability against the rigid 
coherent dipole oscillations for these cases are being 
investigated [32].  During the normal operation of the 
Recycler the beam brightness parameter D=N1010/6n 
/LE [33], is monitored and held to be <4 to prevent beam 
from reaching transverse instability limit [15]. In our 
experience, none of the bunch display any sign of 
longitudinal instability.  Besides, these bunches had life-
time in excess of 600 hrs with transverse dampers and 
beam cooling on.  Experiments on protons with the 
dampers and beam cooling turned off showed the limit on 
D to be ~0.8 and beam life time >25 hr.  Thus, our 
experience at the Fermilab Recycler is that the flat 
bunches can be stable with properly selected RF and beam 
parameters. 
III. RECENT EXPERIMENTS AT CERN  
     Recently machine development (MD) studies have 
been carried out in the LHC upstream accelerators, viz., 
SPS and PS separately, to investigate beam instability in 
double harmonic RF systems.  In both of the experiments 
the beam parameters were chosen as per the LHC nominal 
operation.  But, the harmonic components of the double 
RF system were different in these two studies.  For 
example, the studies in the SPS was done with h=4620 
and h=4×4620 (i.e., 200 MHz and 800 MHz) RF systems 
[18] and that in the PS was with h=21 and h=42 (i.e., 10 
MHz and 20 MHz) RF systems [19].  It is important to 
note that the experiments have been carried out well 
above the transition energy in both cases. 
 
Studies in SPS [18] 
 
     The primary goal of this study was to revisit the beam 
instability issues in   double   harmonic   RF   system in 
the SPS.  Earlier attempt on BLM (“Bunch Lengthening 
Mode”)  in the SPS [34,35]  with the   V4/V1=0.25 (e.g., 
dash-dot curve in Fig. 2)  indicated the bunches becoming 
highly unstable.  During current study, both BLM as well 
as BSM (“Bunch Shortening Mode”, where the relative 
RF phase between h=4620 and h=4×4620 systems was at 
180 deg   off  relative to BLM case)  were investigated in 
detail for various conditions of V4/V1 ratios, phase loop 
and longitudinal dampers.     
   Figure 5 illustrates some representative data from the 
study on BSM on the first of four bunches in the SPS at 
270 GeV.  First, the beam is accelerated from 26 GeV to 
270 GeV using BSM (normal operation) to form a 
coasting beam.  At the top energy the ratio V4/V1 was 
varied in steps.  The development and growth of the 




Fig. 5: The line-charge distribution for the first bunch out 
of four in the SPS for bunch shortening mode with 
h=4620 and 4×4620  at 270 GeV beam coasting condition. 
(These data will be presented and discussed in detail in a 
different document  by E. Shaposhnikova, T. Bohl, T. 
Linnecar, J. Tuckmantel, and C. M. Bhat [ref. 18]).  
  
in the cycle are shown in the Fig 5(b)-(d).  The time t= 0 
sec is very close to the end of the beam acceleration. 
Preliminary examination of the data indicated that the 
bunch became very unstable when the voltage ratio was 
approaching 0.25.   Detailed data analysis is in progress.   
 
Studies in PS [19] 
 
     The PS, being one of the earliest proton synchrotrons, 
has very complex RF system to enable many different 
beam manipulations in longitudinal phase space.  The           
current beam study in PS with h=21 and h=42 was 
primarily motivated by some of the recent beam dynamics 
simulations carried out by the author related to LPA 
scheme for LHC luminosity upgrade and to address the 
instability of flat bunches produced in the double 
harmonic RF system with V2/V1~ 0.50.  
     Figure 6 shows the results from longitudinal beam 
dynamics simulations for a single bunch in h=21 RF 




with a fixed RF phase difference of 180 deg.  The 
simulations were carried out using ESME [36] at 26 GeV 
without including intensity, feed-back or any cavity higher 
order mode effects. We find that a bunch in single 
harmonic RF bucket can be transformed to a flat bunch in 
about 35 ms (about six synchrotron period; 1/fs=6.5 ms) 
with virtually no emittance growth.  Figure 7 shows the 
calculated synchrotron frequency of the beam particle in 
the RF bucket as a function of phase coordinate of the 
particle relative to the center of the bunch (180 deg 
represents the center of the bunch) for different 
combinations of harmonic components.  The voltages as 
well as the corresponding harmonic numbers are also 
indicated in the figure.  The calculations show that the 
maximum for the synchrotron frequency occurs at 117 deg 
from the bunch center for V2/V1=0.51 (e.g., curve marked 
“31kVh21+16kVh42”).  The simulation shown in Fig.6 
(which was attempted to reproduce the experimental data 
shown in Fig. 8) shows that the maximum extent of the 
bunch is about 104 deg.  Hence, the beam particles are 
well below the maximum of the synchrotron tune.  
Therefore, the bunches were expected to be longitudinally 
stable.   
 
Fig.6: Simulations for the flat bunch creation at 26 GeV. 
in the CERN PS (a) (E, t)- phase space distribution for 
beam particles, (b) the line-charge distribution for the 
bunch, in single harmonic RF bucket, (c) and (d) are 
similar distributions after forming the flat bunches.  
 
     Some representative data taken during  PS study  at 26 
GeV flat-top is shown in Figure 8, illustrating the 
transformation of proton bunches in 10  MHz RF buckets 
to a flattened bunch produced with the superposition of 20  
MHz  RF wave with voltage ratio used in our simulations 
(Fig. 6).   There is good agreement between the predicted 
mountain range and the measured data.  Further, a 
preliminary examination of the data shows that the 
flattened bunches in double harmonic RF buckets (Fig. 
8(d)) are more stable towards coupled bunch instability as 
compared with bunches in the single harmonic RF 
buckets (Fig. 8(c)).  Note that the limitations of the 
magnets and the power supplies in the PS precluded the 
study of flat bunch beam stability beyond 145 msec.  
Detailed data analysis is presented elsewhere [19]. 
 
Fig.7: The calculated synchrotron frequency as a function 
of phase coordinate of the particle for three different cases 
of harmonic combinations.  
  
     Thus, the results from our recent experiments carried 
out above the transition energy in PS  using double 
harmonic RF system are very promising.  More detailed 
studies are planned in both SPS and PS.  These would 
help us to model the RF manipulations to create flat 
bunches for the LHC and address their instabilities.  
 
     
 
Fig.8: PS Data on flat bunches at 26 GeV: a) experimental 
data on mountain range plot on the 12
th
 bunch during the 
creation of flat bunch, b) ESME prediction of the 
experimental data. Experimental data on the contour plots 
for bunch number 17 and 18 with  c) single harmonic RF  
and d) double harmonic RF buckets. The experiment was 
conducted with bunch intensity ~461010ppb. (These data 




IV. FUTURE PROSPECTS AT LHC WITH     
FLAT BUNCHES 
     Two scenarios for the LHC upgrades with LPA scheme 
are proposed here: a) flat bunch creation at the collision 
energy and b) flat bunch creation at injection energy of 
450 GeV and acceleration to the collision energy.  Both of 
them need additional RF systems.  By design, the LHC 
uses 400  MHz RF systems for its beam acceleration as 
well as for coasting during collision.  For the scenarios 
discussed here, we need 200 MHz RF systems in the LHC 
ring which can provide a minimum of 3 MV RF per beam 
(with a safety margin of ~25% is better). If beam 
acceleration is also considered then we also need 
capabilities for tuning the frequency of the cavity to match 
the momentum of the particle.   
    The 200 MHz RF system is not new to the LHC.  
Originally, this was part of the baseline design. The 
necessary cavities and part of the subsystem have already 
been built and tested [37].  Later it was decided to use 
400MHz RF instead of 200 MHz RF and use the latter 
system in the LHC   when the losses at high intensities 
become significant.  
 
Flat Bunch Creation at Collision Energy: 
 
     Possibility of creation of flat bunches in the LHC for 
luminosity upgrade using Carli-technique and double 
harmonic RF systems were addressed earlier [2,9].  The 
former technique was abandon because of the reasons 
described in Section II.  Here we revisit the 2
nd
 technique 
assuming that the beam parameters can be held below 
instability limits.  The longitudinal emittance margin for 
individual bunches at peak energy in the LHC is about 2.5 
eVs (4-sigma) by design [38].  The maximum bucket area 
from the 400  MHz RF system  at 7 TeV is about 7.9 eVs  
(at Vrf=16MV) with a bucket to bunch ratio of  3.2.   
Figure 9 shows the results from simulation for a 2.5 eVs 
 
Fig.9: ESME simulations for the flat bunch creation at 7 
TeV in LHC. For details see the caption for Fig. 6.                  
 
proton bunch in single harmonic RF bucket and a flat 
bunch in double harmonic RF bucket formed using 200 
MHz and 400  MHz RF waveforms. In this scenario the 
injected bunch is accelerated from 450 GeV to 7 TeV 
using 400 MHz RF system as designed.  At peak energy, 
the RF voltage of the 200 MHz RF system is adiabatically 
increased to 3 MV with bucket center (of 200 MHz) 
aligned with beam center.  At the same time, the voltage 
on 400 MHz RF is reduced adiabatically to 0 volts 
followed by a phase jump of 180 deg, and then the voltage 
is increased back to 1.5 MV. The final RF waveform will 
be similar to that shown in Fig. 2 for V2/V1=0.5.  The 
simulation shows the time required for the transformation 
of a bunch in single harmonic RF bucket to  a flat bunch is 
about 10 sec (<70 synchrotron period) without any 
longitudinal emittance growth and beam loss.  For  the 
case shown here the rms width of the bunch increased by 
nearly a factor of two.  
 
  
Fig.10: Simulation for mountain range during 
transformation of a bunch in a 400 MHz RF bucket to a 





Fig.11: The calculated synchrotron frequency as a 
function of E for the beam particle in the bucket at Es=7 
TeV.  In this case, h=1 implies 17820 (with the 200 MHz 
RF system). 
 
    Figure 10 displays the simulated mountain range data 
for the generation of flat bunch in the LHC.  Figure 11 




of E for V(200MHz)=3 MV (solid line), (V(200 
MHz)=3 MV)+ (V(400MHz) = 1.5 MV) (black dashed 
line).  We have also carried out calculations including 3
rd
 
harmonic component which gives a very promising result 
and has high potential from the beam stability point of 
view [39].  In this case the synchrotron frequency reaches 
its maximum at a much higher value of E.  As illustrated 
in Fig. 2 the bunches become much flatter as compared to 
any other double or triple harmonic case illustrated here.  
 
     
Flat Bunch Creation at 450 GeV and Flat Bunch 
Acceleration: 
 
     The RF manipulation involved in flat bunch creation at 
450 GeV is very similar to that at 7 TeV.  In the 
simulation we have assumed the LE=1.5 eVs (~ 50% 
more than that used in the design [38]).  
     Figure 12 shows various stages of beam manipulation 
for flat bunch creation at 450 GeV and its acceleration to 
7 TeV. The acceleration of the flat bunches is achieved by 
shifting the higher harmonic RF wave by about 25-30 deg 
relative to that used for creating it so that about 
0.5MV/turn acceleration is reached.  The simulation 
shows that the total acceleration time in this technique can 
be kept at about 20 min, similar to that planned in normal 
operation [38].  
 
 
Fig.12: Simulations for the flat bunch creation and 
acceleration in the LHC. The (E,t) phase space 
distribution of particles at  a) injection (LE= 1.5 eVs 
bunch), b) after flat bunch creation, c) mountain range 
picture of flat bunch creation,  d) flat bunch acceleration 
e) the bunch at top energy and f) the LHC acceleration 
ramp of about 20 min long 
  
    Out of two methods proposed here for the LHC, the flat 
bunch creation at flat top energy is quite compelling. In 
this case, the 200 MHz RF cavity will be at constant 
frequency. The 2
nd
 approach involving flat bunch 
acceleration needs additional software and hardware 
developments.  Further, there is about 4% reduction in the 
ratio of bucket area to bunch area during acceleration with 
dual harmonic RF.  But, the advantage of this method is 
the reduced beam loss throughout the LHC operation, 
because, the momentum spread of the bunch is smaller 
than that for nominal acceleration case.  This may be 
critical for high intensity operation of the LHC in future. 
 
V. SUMMARY 
We have presented a discussion and simulation results 
on creation of flat bunches in the LHC supported by some 
recent beam experiments in the CERN SPS and PS.  A 
preliminary analysis of the data shows that the proton 
bunches with appropriate beam parameters can be made 
stable in buckets of double harmonic RF system, in 
particular, with the harmonic voltage ratio of V2/V1 ~ 0.5 
and bunches extending below 100 deg.  In the case of 
LHC, preliminary simulations at 7 TeV indicate that the 
particles in flat bunches with LE(95%) 2.5 eVs in a 
double harmonic RF  bucket made of 3 MV of 200 MHz 
RF and 1.5 MV of 400 MHz RF have  their synchrotron 
tune well below the instability limit.  In reality, one may 
need at least about 25% more RF voltage power (note that 
400 MHz RF system has already more than enough RF 
power).  Addition of 3
rd
 harmonic RF component can 
provide further improvements.  All of the simulations 
presented here are carried out without including HMO, 
impedances of the cavities and space-charge effects.  
Furthermore, to take full advantage of a 2 increase in 
luminosity without increasing the bunch intensity one 
may need a new RF manipulation technique. Detailed 
study is in progress.  Large Piwinski angle scheme by 
using flattened bunches at collision is a very promising 
path for the LHC luminosity upgrade. This becomes a 
very  compelling case especially at higher bunch intensity 
and running very close to the beam-beam tune shift limit.    
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Electron cloud effects are expected to be enhanced and
play a central role in limiting the performance of the ma-
chines of the CERN complex after the upgrade that is
planned to take place in the next years.
The beam will be injected into the SPS through the chain
Linac4-SPL-PS2, replacing the existing Linac2-PSB-PS.
The ultimate LHC beam in the PS2 will almost certainly
suffer from electron cloud, if the vacuum pipe of this ring
is not correctly designed in order to contain this effect. The
SPS will be able to digest the higher intensity LHC beams
coming from the PS2 only if it will have been upgraded
against electron cloud by the time PS2 starts operation, or if
a wide-band feedback system capable of coping with elec-
tron cloud instabilities will have been developed and suc-
cessfully tested by that time. In the LHC, the main worries
are presently the deposited heat load on the inner wall of
the cold dipole chambers, which could exceed the cooling
capacity both at nominal and ultimate intensities (and spac-
ings) if the secondary emission yield is sufficiently high,
and the slow incoherent emittance growth, which could
strongly affect the lifetime of the beams and reduce the ef-
ficiency of the physics stores.
INTRODUCTION AND MOTIVATIONS
Plans for the Large Hadron Collider (LHC) performance
upgrade include the improvement of the existing LHC in-
jectors and the design of possible new rings in the injector
chain [1]. The main motivation for these plans is the ne-
cessity to improve the reliability of the injector complex,
which is rapidly aging, as well as to prepare it for new
physics programs at low energy and for the LHC upgrade.
Several scenarios, aimed at overcoming the existing bot-
tlenecks, have been taken into consideration over the last
few years [2]. The option presently studied by the com-
bined action of several interfaced working groups is based
on the replacement of the present injector chain Linac2-
PSB-PS Proton with the new chain Linac4-SPL-PS2 [3].
Civil engineering works for the Linac4 have been already
undertaken, and Linac4 is foreseen to replace Linac2 as in-
jector into the PSB by 2012. The higher extraction energy
from Linac4 (160 MeV instead of the present 50 MeV pro-
duced by the Linac2) is expected to be beneficial for the
space charge and aperture limitations of the high intensity
beams injected into the 4 rings of the PSB, so that its per-
formances are expected to significantly improve. The SPL
∗Giovanni.Rumolo@cern.ch
and the PS2 (accelerating up to 4 GeV and 50 GeV, respec-
tively) are scheduled to be built later on and start operation
by 2017. The PS2 will store and accelerate 25ns spaced
LHC beams with 4.4 × 1011 ppb in 168 bunches or 50ns
spaced LHC beams with 5.5 × 1011 ppb in 84 bunches.
The increased injection energy into the SPS is believed to
be beneficial for the machine in many regards (e.g., less
space charge and intra beam scattering, more rigid beams
against coupled bunch instabilities, no transition crossing,
lower injection and capture losses, higher Transverse Mode
Coupling Instability threshold) [4]. Furthermore, it would
allow for an upgrade of the SPS to a 1 TeV extraction en-
ergy ring, with the related advantages for injection into the
LHC.
However, electron cloud effects can be enhanced at the dif-
ferent stages of the injection chain, due to the foreseen in-
creased intensity of the LHC beams, and their smaller beam
sizes. In the PS2, heat load and induced beam instabilities
could be an issue. In the SPS the vertical single bunch elec-
tron cloud instability has been limiting for a long time the
number of batches that could be injected into the ring and
it could be overcome by beam scrubbing and subsequently
operating the ring with a high vertical chromaticity (which
nonetheless can be harmful for the beam lifetime) [5]. The
scaling law of the electron cloud instability threshold with
energy was addressed in [6] and again, both theoretically
and experimentally, in [7], showing a potentially unfavor-
able behavior with increasing energy (under conservation
of bunch length and 3D phase space volume). The counter-
intuitive outcome of this study was the driving force for the
development of new electron cloud mitigation or suppres-
sion techniques on one side, and for the feasibility study
of a wide-band feedback. New carbon based coatings have
been tested in laboratory and sample liners were also in-
stalled in the SPS to study their behavior with the circu-
lating beam. The investigation on a feedback system that
could fight quick single bunch electron cloud instabilities
has been started. In the LHC the electron cloud could be
responsible for an intolerable heat load on the inner walls
of the cold dipole chambers and for a luminosity drop in-
duced by incoherent emittance growth.
ELECTRON CLOUD SIMULATIONS FOR
THE PS2
Table 1 shows a list of the essential parameters so far
used for the electron cloud studies in the PS2 (typical LHC-
type bunch in the PS2). The results of these studies are
summarized in [8, 9]
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Table 1: Parameters used in our study
Parameter Symbol Unit Value
Energy E0 GeV/c 50 or 75
Transv. sizes σx,y mm 0.8-1.0
Bunch length σz cm 50-100
Bunch spacing Tb ns 25/50/75
Bunch population N (×1011) 4/5.4/6.6
Number of bunches Nb 72/36/24
Number of trains 4
Train spacing ns 200
Chamber sizes (a, b) cm (8,4)
Preliminary sets of simulations of the build-up of the
electron cloud for various options considered in the above
table have been carried out with the code POSINST [10].
They only pertain to the build-up of the ecloud in the cham-
bers of dipole bending magnets, at a magnetic field B cor-
responding to the specified beam energy E0. No other re-
gions of the machine nor any effects from the ecloud on the
beam were considered at this stage. The first results pre-
sented in the LUMI’06 workshop [8] were carried out with
rather coarse time steps, predicting questionable heat load
values in the order of hundreds of W/m. These simulations
were subsequently repeated by dividing the bunch length
into a variable number of steps, resulting in far less noisy
and more reliable heat values than the old ones. In all cases
primary electrons were represented by 1,000 macroparti-
cles per bunch passage, and an upper limit of 20,000 was
set for the number of macroparticles allowed in the simula-
tion at any given time.
Beams with 25ns spacing exhibit heat loads between 5 and
20 W/m for maximum secondary emission yields (SEYs)
between 1.3 and 1.7. For larger bunch spacings (50 and 75
ns), the heat load always keeps below 5 W/m for the given
range of SEYs. The values of heat load are also found to
be very sensitive to the used model of SEY. If rediffused
electrons are not included in the model, the predicted heat
load is always lower than 5 W/m for all spacings and even
falls below 1 W/m for 50 and 75ns spaced LHC beams.
ELECTRON CLOUD EFFECTS IN THE
SPS(+)
Scaling of electron cloud instability with energy
The dependence of the electron cloud instability thresh-
old on energy was first studied with HEADTAIL [11]
simulations, showing an instability threshold decreasing
with increasing energy under conservation of the 3D phase
space volume and bunch length. A possible explanation
for this unusual behaviour is that, although the bunch
becomes more rigid at a higher energy, and therefore less
sensitive to collective effects, it also becomes transversely
smaller, which enhances the effect of the electron cloud
pinch. Besides, the matched voltage changes like |η|/γ,
which causes a decrease of the synchrotron tune far from
transition. This translates into a slower motion in the
longitudinal plane and therefore larger time scales for
natural damping.
An experimental study to prove the scaling law found by
simulations was carried out at the CERN-SPS during the
2007 run. The studies were essentially done using two
possible SPS cycles. In particular, in the short MD1 cycle,
parallel to physics, only one batch of the LHC beam was
injected in the SPS at 26 GeV/c and then accelerated to
37 GeV/c. Two flat parts of about 1 s were available at
bottom and top energy, during which it was attempted to
induce the electron cloud instability. With this cycle it was
expected to see a larger effect before the scrubbing run,
when the electron cloud could be potentially a problem
already at the tail of one batch alone. In the long dedicated
supercycle for MDs, an LHC-type beam made of 1 to 4
batches with 72 bunches each was used. The beam was
injected into the SPS at 26 GeV/c during a flat bottom
of 10.86 s, then accelerated to an intermediate plateau of
55 GeV/c (about 6 s) and eventually to 270 GeV/c before
being sent onto a dump. The 55 GeV/c flat portion would
serve to show that the beam still suffers from electron
cloud instability at this higher energy. Observing the beam
behaviour at this energy would be specially interesting,
because it is close to 50 GeV/c, i.e. the value of the new
SPS injection energy after the upgrade of the pre-injectors.
The experiment at 26 and 37 GeV/c showed no signif-
icant difference between the measurement sessions that
took place before scrubbing and those after the scrubbing
run. Also the damper gain settings did not appear to
influence the results. It was possible to determine the
limit value of vertical chromaticity below which the beam
would become unstable at both energies. The treshold
chromaticity value was slightly higher at 37 than at
26 GeV/c, and values did not change over the different MD
sessions done with this cycle. The instability manifested
itself with beam loss in the tail of the batch at both
energies, while an electron cloud signal was observed
with the e-cloud monitor on the ramp, where the bunch
gets shorter, and on the flat top. No strong signal was
observed at 26 GeV/c in standard operation. However,
during one of the MD sessions a successful attempt was
made to trigger a stronger electron cloud at 26 GeV/c by
means of a voltage bump, which causes a localized bunch
shortening on the flat bottom. No significant difference
in the instability evolution at 26 GeV/c was observed
under these conditions (nor depending on whether the
chromaticity bump was created within the voltage bump
or outside of it). This induced us to believe that the main
driving force for the instability observed at 26 GeV/c
was not electron cloud. This seemed to be confirmed by
the bunch-by-bunch centroid signals, acquired over 1000
subsequent turns with the LHC-BPMs (i.e., beam position
monitors that can provide turn by turn and bunch by bunch
measurements). The intra-batch motion of the centroids
exhibited some correlation and a traveling wave pattern at
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26 GeV/c, with a possible single bunch component at the
very end of the batch. However, at 37 GeV/c there was
no evident sign of coupled bunch motion and the unstable
bunch by bunch motion at the tail of the batch looked
uncorrelated, possibly induced by a single bunch effect.
The results of these measurements were summarized in
Ref. [12].
Finally, given all the uncertainties and the absence of
consistent sets of data at two different energies, these
measurements did not prove conclusive to assess the
experimental verification of the scaling law of the electron
cloud instability with energy, as it was found by simula-
tions.
Using the LHC-type beam in the SPS on a long dedi-
cated MD cycle, an electron cloud instability was excited at
55 GeV/c. In fact, since there was no evidence of electron
cloud instability at 26 GeV/c, it was decided to concen-
trate on the measurements at 55 GeV/c. After all 4 batches
were injected, the chromaticity would be quickly reduced
in the middle of the intermediate plateau at 55 GeV/c. The
idea was to show that the electron cloud could be observed
at this energy and it could be damped by blowing up the
transverse emittance of the beam. This would be an indi-
rect proof of the scaling law of the threshold found with the
simulations: in fact, it would prove the physical mechanism
believed to cause the unusual behavior explained above.
These measurements were carried out both with the feed-
back system on and off, in order to show that they were
not possibly influenced by it. The experiment was success-
ful and proved that: 1) There is an electron cloud instabil-
ity at 55 GeV/c if the chromaticity is low enough, 2) This
instability can be efficiently cured by enlarging the beam
transversely [7]
Electron cloud mitigation techniques
In the last two years electron cloud mitigation techniques
have been object of an intensive study carried out by the
SPSU Study Team [13]. In particular, novel coatings for
beam chambers have been both studied in laboratory and
tested with circulating beam in the SPS. The new types of
coating were chosen following the general guideline that
ideally a low SEY coating should also be UHV compatible,
compact (i.e. it should not flake off and produce dust in the
beam chamber), easy to be deposited on stainless steel, and
have low resistivity. It was found that coatings based on
carbon (C) sputtering, which have in principle all the above
properties, could produce a maximum secondary emission
yield even below 1 [14]. Several samples were produced,
analyzed in the laboratory and some selected ones were in-
stalled in an SPS liner with an electron cloud strip monitor
attached. At the same time, two additional liners equipped
with electron cloud strip monitors, one in simple stainless
steel and the other one with activated NEG coating, were
always installed in the SPS and used for reference mea-
surements. All the measurements were taken during long
dedicated MD sessions, with one or more batches of 25 ns
LHC beam circulating in the machine. The measured elec-
tron cloud signals confirmed the laboratory measurements
done beforehand. The first C coated liner that was installed
exhibited an electron cloud signal much lower than the one
in stainless steel, but higher than the one measured with
NEG coating. This was expected, because the maximum
SEY of this sample, as measured in the laboratory, was 1.3,
to be compared with a value above 2 for stainless steel and
1.1 for activated NEG. In the second measurement session,
which took place after the C coated sample had been ex-
changed, the new liner gave the lowest electron cloud sig-
nal. Again, this was predicted beforehand, because the lab-
oratory measurement for this sample had given a maximum
SEY below one. The C coated sample was not exchanged
between the second and third MD session, and the elec-
tron cloud measurements gave values of electron cloud in
it even below those measured two months before. This was
a confirmation that the sample does not deteriorate in vac-
uum and its maximum SEY stays basically unchanged, or
becomes lower, even after several days in vacuum. In or-
dert to study the effects of aging, another sample was kept
in the laboratory and exposed to air during several days and
weeks. Also in this case, no large sign of detioration was
observed. The maximum SEY would slightly increase in
the first days of air exposure, but it would quickly saturate
to values generally below or about 1.1.
The results of all these measusements, which will be de-
scribed in a detailed CERN MD report [15], seem to indi-
cate that the use of this type of coating is promising and
could potentially suppress the electron cloud, and all re-
lated problems, in the new (or upgraded) generation of ma-
chines.
Feedback system for the electron cloud instability
One possible method to control both the single and
multi-bunch instability is to implement a feedback sys-
tem. While the design of a feedback system required
to damp transverse multi-bunch instabilities poses certain
challenges, similar feedback systems already exist in the
SPS and therefore it is believed that implementation of such
a system is feasible. More challenging is the implementa-
tion a single bunch feedback system. Such a system may
require a very large bandwidth and a large number of kicks
per turn to sufficiently damp the instability, depending on
the behavior and growth rate of the single bunch instabil-
ity. In order to determine the feasibility of such a system
the existing tracking code HEADTAIL [11] was utilized.
By implementing a newly written feedback module in the
existing HEADTAIL code, it was possible to simulate the
effects of simple feedback on the transverse motion of a
single proton bunch. Because the electron cloud mainly
forms in dipoles and the significant single bunch instabil-
ities are expected (and observed) in the vertical plane, the




The feedback studies with HEADTAIL focused on exam-
ining the behavior of the electron cloud instability at 55
GeV/c (see above) in the SPS. It was found that in or-
der to cure this instability one must have a large enough
bandwidth feedback system to handle the asymmetric os-
cillation in the bunch difference signal. By implementing a
bandwidth limiting feedback module it was possible to de-
termine that the minimum bandwidth required to suppress
the instability is actually around 300 MHz. But the normal-
ized gain of such a relatively low bandwidth feedback sys-
tem is relatively large. The lowest bandwidth for which the
gain limit is about or below 1/5 (maximum feasible value)
is about 500 MHz. Therefore, a feedback system with 500
MHz bandwidth and gain of about 0.16 would be the most
realistically realizable system.
The details of this study can be found in [16].
ELECTRON CLOUD STUDIES FOR THE
LHC
Simulation studies of heat load due to electron cloud in
the dipole chambers of the LHC have been done wth the
ECLOUD code [17] for several values of the maximum
SEY and several bunch intensities, and for bunch spacings
of both 25 and 50 ns [18]. Comparing the resulting curves
with the cooling capacity curves (for the low and high lu-
minosity schemes), shows that:
• The nominal intensity at 25 ns bunch spacing has a tol-
erable heat load only if the SEY is below 1.4, whereas
the ultimate intensity can in principle still tolerate a
SEY of 1.4 in the low luminosity configuration, but
would be at the limit for a SEY of 1.3 in the high lu-
minosity configuration.
• The nominal intensity requested by the LPA scheme
upgrade with 50 ns (5×1011 ppb) has a tolerable heat
load with a maximum SEY of 1.5 only in the low lu-
minosity configuration, but it causes basically always
intolerable heat load in the high luminosity configura-
tion.
It has to be mentioned that the predictions of the ECLOUD
code do not take into account the presence of rediffused
electrons. As a consequence, similarly to what observed
above in Section 2, if rediffused electrons were taken into
account in the calculation of the heat load the tolerable
values of the maximum SEY would be reduced for all
cases. In particular, the study in Ref. [19] done with
the POSINST code shows that the predicted heat load is
doubled when rediffused electrons are considered.
Another important concern for LHC operation is the pos-
sible incoherent emittance growth resulting from the inter-
action of a beam with an electron cloud not sufficiently in-
tense as to cause a coherent instability. The mechanism
leading to emittance growth was described in Ref. [20] and
is based on the periodic crossing of resonances due to syn-
chrotron motion from protons that see differently intense
electron clouds depending on their longitudinal position in-
side the bunch (due to the pinch). This mechanism is very
similar to that causing emittance growth from space charge
[21]. Simulations run with the MICROMAP code, modi-
fied such as to introduce a simplified electron cloud kick
in several sections of the LHC, show that the emittance
growth can be significant and provoke a non-negligible lu-
minosity drop over the store time of a beam inside the ma-
chine [22]. More refined models of the pinch are currently
under development, which try to reproduce the real pinch
dynamics both in field-free and dipole regions.
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Abstract 
In 1998 and for the first time, an electron cloud build 
up was limiting the beam intensity in the Super-Proton 
Synchrotron (SPS) when operated with LHC-type beams. 
This limitation was expected since predicted by various 
simulations. Some quantitative discrepancies were 
identified leading to the installation of several detectors in 
the SPS ring in order to provide the required input 
parameters for the simulations. This paper describes all 
types of detectors used since 1998 and highlights the 
major results obtained. Some ideas for future studies will 
also be addressed.  
 
INTRODUCTION 
The simulations have predicted an electron cloud 
build up when running with LHC-type beams in the SPS. 
Indeed, the electron build-up was observed by an indirect 
effect 1998 on the RF damping system, the pressure rises 
[Fig.1] in the beam vacuum pipes, the bunch instabilities 
and the emittance blow-up. 
 
Fig. 1: Pressure rises in the SPS ring in presence of high 
bunch intensities and LHC-type beams. The red colour 
corresponds to pressures higher than 10-4 Pa. 
 
The pressures increased very fast by several order of 
magnitude from 10-6 Pa up to 10-3 Pa in the arcs (bending 
sections), the increase was less pronounced in the long 
straight sections, e.g. about a factor of 10. 
Following that alarming observation, it was decided to 
install diagnostics to measure directly the electron cloud 
(E-Cloud) such as pick-ups with and without bias, 
retarding field, strip detectors and to test mitigation 
techniques like solenoids. The idea was to provide as 
much as result to benchmark the simulation code. 
The preliminary measurements confirmed that the 
electron cloud is a threshold phenomenon which depends 
on the magnetic field conditions. A solenoid field (>20-30 
Gauss) kills the E-Cloud build-up as a dipole field 
(bending areas of the SPS ring) reduces the threshold 
(around 3.1010 p/bunch for a 4 ns bunch length and 25 ns 
bunch spacing) as compared to the field free regions 
(threshold at 5.1010 p/bunch) in similar beam conditions. 
The quadrupole field regions behave in a different way. 
The build-up depends on the beam potential e.g. 
bunch intensity, bunch length and emittance, the beam 
filling pattern e.g. bunch spacing, number of bunches per 
batch, length of the injection and extraction gaps. The 
simulations did reproduce all these observations. 
Already in 2000, it appeared clearly that the E-Cloud 
would be a limitation for the SPS operation with LHC-
type beams. The beam scrubbing periods were added to 
the SPS schedule after each shutdown e.g. 10 days of 
operation with LHC-type beams up to 1.7x1011 
protons/bunch and 4 batches (72 bunches/batch). This 
scrubbing period aimed to produce a surface conditioning 
e.g. a decrease of the secondary electron yield of the inner 
vacuum pipe surface resulting from the electron 
bombardment. 
The vacuum cleaning e.g. pressure improvement 
resulting from the induced electron stimulated desorption 
benefited the operation. As expected, the measurements 
confirmed that the venting to atmosphere or long time 
without LHC-type beams reset partly or totally the 
scrubbing benefits. 
While operating with high bunch intensities (>1011 
p/bunch), an E-cloud build-up was also observed in the 
Proton Synchrotron (PS), the injector of the SPS right 
before the extraction. 
 
REVIEW OF DIAGNOSTICS AND MAJOR 
OBSERVATIONS 
Pressure sensors 
The electron from the cloud, getting energy from the 
beam potential will induce a local gas desorption when 
impacting the vacuum beam pipe walls. Therefore, the 
pressure sensors allowed measuring indirectly the E-
Cloud build-up. Differences can be seen between dipole 
and field free regions as well as when varying the beam 
characteristics. The pressure increase can be plotted as a 
function of the bunch intensity to illustrate the threshold 
effect (Figs. 2 and 3) or as a function of time to show the 
fast pressure rises (Fig. 4).  
When impacting the beam pipe walls, the electrons 
with an energy ranging from a few eV to 1 keV will 
induce a vacuum cleaning (decrease of the desorption 
yield by the electrons) and a beam conditioning (decrease 
of the secondary electron yield of the surface). Both 
effects are competing and lead to a decrease of the 
pressure rise with time as shown by Fig. 5.  
The main limitation of this indirect observation is that 
the quantity of gas released depends both on the electron 
flux characteristics (number of electrons and energies) 




The environment of the pressure sensor has to be 
taken into account: such as small aperture beam pipe with 
a limitation in conductance or the available pumping 
speed and type of pumps at the gauge location. And, not 
least, the beam pipe material and surface treatment. 
 
Fig. 2: Pressure increase observed in the long straight 
sections (field free) of the SPS as a function of the bunch 
intensity. 
 
Fig. 3: Pressure increase observed in the bending sections 
(dipole field) of the SPS as a function of the bunch 
intensity. The threshold of the E-cloud is around 3.1010 
p/bunch. 
 
Fig. 4: Pressure increase in the dipole field (VG50060) 
and field free (VG51540) regions as a function of time 
and of the bunch intensity. 
 
Fig. 5: Pressure decrease resulting from the vacuum 
cleaning effect which results from the bombardments of 
the beam pipe walls by the electrons from the E-cloud. 
Beam conditioning and bunch dependence 
are observed, but the  results not easily understandable 
 
Pick-ups 
A simple pick-up design (Fig. 6) allows measuring the 
E-Cloud build-up with a turn-by-turn resolution (Fig. 7). 
Its operation in large accelerators requires the use of low 
impedance cables with an excellent shielding against 
electromagnetic perturbations. Using a slightly more 
complex design (Figs. 8-10) which includes a high 
voltage filtering grid and a collector repeller, the energy 
distribution of the electrons of the cloud can be measured 
(Fig. 11). 
The energy distribution of the electrons is a parameter 
of major importance for the simulations since it allows 
determining the number of secondary electrons generated 
by the primaries when impacting the beam pipe walls 
after being accelerated by the beam potential. 
As mentioned above, the signal-to-noise ratio is the 
limiting factor to use this type of diagnostics in the 
accelerators. In fact, increasing the collector transparency, 
e,g, increasing the detection signal, can lead to the 
perturbation of the E-cloud build-up and even to its 
extinction by an excessive collection of electrons. Using a 
moderate bias (<50 V) is an alternative which has been 
studied but the results showed clear indications that the E-
cloud build-up gets perturbed. Under such condition, turn-
by-turn measurements are excluded. 
 




Fig. 7: Electron cloud build up during a single passage of 
three LHC bunch trains (batches) measured by the 
shielded pick up, compared with a simulation for two 
batches (insert). 
 
Fig. 8: Design and operating principle of a shielded pick-
up equipped with a HV filtering grid. 
 
 
Fig. 9: Picture of a shielded pick-up equipped with a HV 
filtering grid. 
 
A screening against the beam is essential to get read 
off the beam potential contribution which is much larger 




Fig. 10: Operating principle of the pick-up equipped with 
a HV filtering grid. The HV is modulated by a triangular 
signal while the collector signal is acquired. The energy 
distribution is obtained by deriving the collector current 





Fig. 11: Energy distribution of the electrons in the E-
cloud as a function of the number of batches injected in 
the SPS ring. 
Strip detectors 
The strip detectors design (Fig. 12) was developed in 
1999 to allow measuring quantitatively and with a 
transversal resolution, the E-cloud flux to the walls of the 
beam pipes. This detector was designed to use the fast and 
challenging electronic developed for the SemGrid 
detectors which are extensively used in CERN 
accelerators. Getting read off the design of a dedicated 
electronic saved two years and allows measurements 
already in 1999.  
 
 
Fig.12: Schematic view of the strip detector design. 
 
This type of detector which provides quantitative and 
reproducible measurements of the E-cloud flux to the wall 
of the beam pipes, appeared to be easy to use. As a 
consequence, the number of detectors installed amount 
nowadays to 8 units, 6 at CERN and 2 at RHIC (BNL 
Brookhaven National Laboratory-US). 
The results provided by the strip detectors can be 
visualised in a 3-D plot where the x-axis (transversal axis) 
corresponds to the transversal position along the beam 
pipe, the y–axis to the time and the z-axis to the electron 
flux. 
The compact design allowed its insertion inside dipole 
magnets to allow studying the E-cloud in dipole field 
conditions. Figures 13 and 14 show the typical signals 
obtained in field-free and dipole filed conditions 
respectively. 
In field-free conditions, an homogeneous transversal 
electron density is expected which does not correspond to 
the result of Fig.14. The discrepancy is explained by the 
rectangular shape of the SPS dipole beam pipes. 
 
 
Fig. 13: Typical output signal given by the strip detector 
when operated without a dipole field. Looking toward the 
time axis, the E-cloud build-up by steps results from the 
injection of a new batch (72 bunches) in the ring. After 
the 4th injection, the beam energy is ramped to 450 GeV. 
 
 
Fig. 14: Typical output signal given by the strip detector 
when operated with a dipole field. Looking toward the 
time axis, the E-cloud build-up by steps results from the 
injection of a new batch (72 bunches) in the ring. After 
the 4th injection, the beam energy is ramped to 450 GeV. 
 
In the dipole field, the simulations had predicted two or 
three transversal strips depending on the bunch intensity. 
The two lateral strips will move away from the beam 
while increasing the bunch intensity. This transversal 
structure in two or three strips results from the 





Fig. 15: Energy distribution in a field free region 




Fig. 16: Energy distribution in a dipole field region 
measured by the strip detector equipped with a HV 
filtering grid. 
 
A more complex design installed in the SPS ring 
allowed a combined measurement of the spatial and 
energy distribution of the electrons in the cloud. These 
results were of major importance for the benchmarking of 
the simulation codes. Figs. 15 and 16 show the energy 
distribution in field free and dipole field respectively. 
These measurements match the one obtained with the pic-
ups equipped with a HV filtering grid. The 3-D plot 
combining the measurement of the spatial distribution of 
the electrons and of their energy distribution is given by 
Fig. 17. It appears that the high energy electrons are 
concentrated in the central strip. This observation could 
explain why the central strip disappear faster as the high 
the electron energy and the faster the surface 
conditioning. 
 
Fig. 17: 3-D plot obtained with a strip detector equipped 
with a HV filtering grid. The red curve on the right axis 
indicates the filtering potential in Volts. 
 





Fig. 19: 3-D plot obtained with the strip detector installed 
in a quadrupole. The detector covers half of the perimeter 
of the quadrupole. 
 
The results showed that the transversal electron 
density varies with beam position, the beam parameters 
(bunch intensity and length) and the magnetic field. 
The energy distribution depends on the magnetic 
configuration and all these detectors are now installed 
inside remotely operated dipoles in order to compare the 
behaviour with and without a dipole field. 
Similar measurements were made with a strip detector 
installed inside a quadrupole magnet and results were 
used for the benchmarking of the simulation codes (Figs. 
18 and 19). 
Any variation of the beam orbit can also be detected 
since, in dipole field, the two strips structure centered on 
the beam will follow any orbit displacement. Fig.20 
shows an orbit displacement while ramping the beam 
energy to 450 GeV. 
Another variant developed and used in the SPS 
allowed for measurements at cryogenic temperature (>20 
K) in order to study the effect of condensed gasses (Fig. 
21) at the exception of hydrogen and helium which 
require a much lower operating temperatures. 
The main limitation of the strip detector is that it does 
not provide a quantitative measurement of the electron 
density through the entire energy spectrum. In fact, the 
low energy electrons lying nearby the beam pipe wall, 
commonly called surviving electrons, are not collected. 
Another limitation is that this detector provides 
integrated measurements other thousands of turns. Due to 
the long distances in the SPS and to avoid an exposure of 
the electronics to the radiation in the tunnel, only 
integrated measurements are done e.g. integrating 
electron signal over several seconds (2 s minimum). Turn-
by-turn observations are not possible since there require 
an installation of the electronic nearby (<50 cm) the 
detector. 
 
Fig. 20: Orbit displacement measured by the strip 
detector while ramping the beam energy to 450 GeV. 
 
Fig. 21: E-cloud density and temperature variation as a 
function of time measured with a strip detector operated 
between 20 and 40 K to study the effect of the condensed 
gasses. 
 
Secondary electron yield (SEY) measurements 
The secondary electron yield (SEY) value of the inner 
surface of the beam pipe wall is one the key values 
together with the bunch intensity which defines the E-
cloud build-up. The SEY value provides also indications 
of the conditioning state of the surface. This conditioning 
results from the bombardment of the surface by the 
electrons. 
To measure and follow the evolution of the SEY in an 
accelerator, a SEY detector (Figs. 23 and 24) was 
installed in-situ to measure the SEY of a surface exposed 
to an electron bombardment inside the beam pipe. The 
set-up allowed measurements during the conditioning 
process (Fig.25) and confirmed that any exposure of the 
surface to air, e.g. during a venting of the vacuum system 
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to atmosphere, will reset the SEY back to its initial value 
before starting the conditioning. 
 
 
Fig. 23: Design of the SEY detector with his rotating 
sample which allows for an in situ measurement of the 
SEY of the exposed surface. The transversal motion aimed 
to measure the impact of the two strips which build-up in 
presence of a dipole field. 
 
 
Fig. 24: Schematic view of the SEY detector for in situ 
measurement. 
 
Due to the perturbations induced by the bunched beam 
circulation, caring on the measurements required several 
5-8 minutes periods without beam. The size of the 
electron collector prevents the installation inside a dipole 
magnet and therefore only measurements in field free 
conditions were made. 
 
 
Fig. 25: Curves showing the SEY as a function of the 
electron energy. The SEY decrease with time illustrates 
the conditioning effect. 
 
As a side effect from beam losses, the electronics 
which was installed inside the SPS tunnel suffered a lot 
and lead to the removal of these expensive diagnostics 
immediately after the completion of the measurement 
campaign. 
An alternative solution has been installed in a dipole 
magnet which allows the exposure of a sample to the 
electron bombardment and then its transportation to the 
measuring stand in the laboratory. This transportation is 
made under vacuum to prevent changes of the surface 
characteristics. 
RF transmission measurements 
This experiment was initially proposed and 
implemented in the SPS tunnel to qualify and quantify 
this set-up for its future use in the LHC arcs, in which no 
diagnostics apart from the heat load measured on the 
cryogenic system is available. 
Very soon, it appears that this system will also be of 
use in the SPS to qualify the new coatings for E-cloud 
mitigation. 
The principle consists in injecting an RF signal inside 
the beam pipe through a dedicated antenna and to collect 
the signal at another antenna. The distance between 
antennas in the SPS is limited by the quality of the RF 
shielding inside the vacuum pumping ports. 
In presence of an E-cloud, the RF signal get perturbed 
proportionally to the electron density and cloud length. 
The measurements carried on in the SPS were 
successful and confirmed the potentialities of this 
technique as an E-cloud diagnostic tool. The calibration 
against the pick-up signals will allow extracting 
quantitative measurements. 
As it can be expected, the length of the signal and 
electromagnetic perturbations is a limitation in addition to 





During the SPS shutdown 2008-09, the 
instrumentation in the PS and SPS accelerators will be 
completed by a new version of the repeller detector (pick-
up with a HV repeller) to complete the measurements of 
the electron density and energy distribution of the 
electrons in the cloud. This new version has been 
optimised to reduce the electromagnetic noise and allows 
for a fast extraction of the electrons from the cloud. 
In the PS, a calibration stand has been installed for 
quantitative measurements of electron densities using the 
RF transmission method. 
The area with 4 strip detectors in the SPS has been 
rearranged as a test bench to validate mitigation coatings 
on dipole magnets, new coatings, surface roughness, 
clearing electrodes, etc. 
As a complement, laboratory stands have been set- up 
to study the SEY of condensed gasses on cold surfaces 
and the dose effects. 
 
APPLICATIONS OF E-CLOUD STUDIES 
The E-cloud studies which started in 1999 at CERN, 
have already resulted in practical applications on existing 
or new accelerators.  
The best example is the modification of the LHC 
beam screen to avoid additional heat loads induced by 
electrons impacting directly the cryodipole cold bore 
inducing an unacceptable additional load to the cryogenic 
system. It is expected that the electron shields 
implemented on all LHC arc beam pipes will prevent 
from an E-cloud early limitation of the LHC 
performances. 
In the SPS and aiming to increase the bunch intensity 
and reducing the beam instabilities, a “Beam scrubbing” 
period, about 10 days in total, was introduced in the 
operation schedule. 
Experience has been gain on the optimisation of the 
RF gymnastics and damping of the beams to reduce 
instabilities and emittance blow-up and for the 
benchmarking of simulation codes. 
Finally, the existing instrumentation allows validating 
the mitigation techniques which are being studies for the 
SPS upgrade and onward for the new accelerator projects 
using high bunch intensity proton beams. 
 
E-CLOUD LIMITATIONS 
As already mentioned, the beam conditioning which 
decreases the SEY of the beam pipe surfaces is the most 
efficient way to reduce the E-cloud build up. However, 
this process has an intrinsic auto limitation since the 
electron dose reduces the SEY resulting in a decrease of 
it. Then, the SEY will decreases slower until the E-cloud 
threshold is reached leading the SEY to stays constant. 
Therefore, starting at a lower SEY could save beam 
time but does not solve the E-cloud induced limitations. 
In addition, venting to atmosphere will reset the SEY. 
On high energy proton accelerators or photon 
factories, the electron reduction can be partly 
compensated by other source of electrons: the low-energy 
electrons surviving the gap between bunches and 
accumulating close the beam pipe walls (high 
reflectivity), the photo-electrons resulting from the 
synchrotron radiation and the beam losses. The electron 
trapping in quadrupole could still be an issue, more than 2 
km in the LHC. 
The cold surfaces e.g. LHC bending areas have 
additional constraints. The retrofitting of a mitigation 
technique would take time and will be very expensive 
(beam screens) and the configuration of the cold/cryostat 
makes difficulties to install E-Cloud instrumentation. 
Finally, the benchmarking of simulation codes shall 
continue but this require to develop new instrumentation 
to provide measurements of the E-cloud density over the 
entire energy spectrum, with special focussing on the low 
energy < 20 eV) range. 
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Abstract 
To mitigate e-cloud effects in accelerator vacuum 
chambers which cannot be heated, sputtered amorphous-
carbon coatings have been proposed. The encouraging 
results obtained in the laboratory and in the SPS have 
revealed the potential of these films, mainly through their 
low maximum secondary electron yield ( max). As for 
other materials, the max of amorphous carbon films 
increases when their surface is exposed to air, but to a 
much lesser extent.  
As the spreading of the eventual values of max is not 
fully understood, the increase of the secondary electron 
emission for long lasting exposure to air has been 
investigated by optimizing the sputtering parameters. 
For the specific case of the SPS, the study of a coating 
facility for the treatment of about 700 vacuum chambers 
is ongoing. Should the a-C coating solution be retained, 
90 beam pipes per month should be coated during 3 
winter shut-downs.    
INTRODUCTION 
Electron cloud (e-cloud) effects are a severe limitation 
to the performance of modern high-energy high-intensity 
particle accelerators [1]. The electron multipacting 
phenomenon, which is the breeding mechanism for e-
cloud build-up, can be erased if the maximum secondary 
electron yield ( max) of the beam pipe surfaces is reduced 
below a threshold that depends on beam parameters and 
vacuum chamber geometry. For the nominal LHC beam, 
the threshold is about 1.3 [2]. 
 
After cleaning, traditional materials for the construction 
of beam pipes have max higher than 2.  The reduction of 
the secondary electron yield below 1.3 can be obtained 
both by high temperature in-situ bakeout and by 
accumulating a dose of impinged electrons higher than 
about 10-3 C mm-2 [3]. 
 
In general, a radical change in the surface properties 
can be achieved by thin film coating. For the specific case 
of secondary electron emission, many thin films have 
been studied in the past; for example Cr2O3 [4] and TiN 
[5]. However, their reported max have a wide spread after 
exposure to air. TiZrV coatings obtained by magnetron 
sputtering [6, 7] attain a max of about 1.1 as soon as their 
native oxide layer is dissolved into the bulk [8]. This 
process is called activation; it is carried out by heating in-
situ at a temperature higher than 180°C for at least 24 h. 
This ternary alloy was developed at CERN for the long 
straight sections of the LHC, where about 1200 TiZrV 
coated vacuum chambers are now installed. In addition to 
the low max, they provide high distributed pumping speed 
[9] and low photon and electron stimulated desorption 
yields [10]. Measurements carried out in the SPS [11] 
have shown that TiZrV films are an effective means to 
eradicate e-cloud provoked by an LHC beam. 
 
The heating of the beam pipe is a mandatory step for 
the activation of TiZrV. As a consequence, the application 
of this material cannot be extended to some future 
accelerators where e-could phenomena are expected. In 
the present view of the SPS upgrade, the vacuum 
chambers cannot be heated because they are embedded in 
magnets. For the CLIC positron damping rings, the 
heating temperature may perhaps be limited to 150°C 
because of the presence of superconducting wigglers. In 
the PS2, though the maximum bakeout temperature is not 
yet defined, it would be convenient to maintain it as low 
as possible, particularly in the magnets. 
 
This heating temperature limitation has driven to new 
developments in the field of thin films at CERN. They 
aim at finding materials with low secondary electron 
yield, attainable without any heating, even after exposure 
to air for a long time. Carbon has kept our attention. 
SPUTTERED AMORPHOUS CARBON 
FILMS  
A material with very low max, even after months of 
exposure to air, is a wish for anyone concerned about 
electron multipacting. For the specific application in 
particle accelerators, this material would have to fulfil 
other important requirements. It should be easily 
deposited onto vacuum pipes; not inclined to produce 
dust; UHV compatible; and not have an important impact 
on the global electrical impedance of the machine.  
 
Should it not be dusty, graphitic carbon would be a 
good candidate. It has a max of about 1 [12]; it is a good 
electrical conductor and not prone to adsorb atmospheric 
gases; its vacuum behaviour is acceptable, though not 
comparable to that of metals. On the other hand, diamond, 
the other allotropic form of carbon, is not suitable for 
such an application in the slightest, as it is an insulator 
and a strong secondary electron emitter. 
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When graphite is sputtered onto a substrate, the carbon 
atoms lose their original hexagonal structure. In general, 
the resulting carbon film is neither pure graphite nor pure 
diamond. The film grows with lack of long-range order, 
namely in an amorphous state (a-C films). Locally, the 
hybridization of the s and p orbitals of the carbon atoms 
can be either sp3 (leading to tetrahedral bonding, as in 
diamond) or sp2 (threefold coordinated planar bonding, as 
in graphite) [13].  
 
Carbon films, mostly in the diamond-like structure, are 
produced on a regular basis by Industry in the 
manufacture of consumer goods [14].  
 
From the comparison of the yields of graphite and 
diamond, it seems reasonable to think that amorphous 
carbon films with the lowest max should have the highest 
possible sp2 character [15]; however a clear experimental 
verification is not yet available. What is well known in 
the literature is that C films produced by DC magnetron 
sputtering have dominant sp2 hybridization [16], i.e. they 
are graphite-like. 
 
By means of the set-ups already used for the TiZrV 
coatings, we have been producing a-C films since 
November 2007. With respect to max, the obtained results 
are encouraging. As-received samples, measured a few 
hours after exposure to air, without any heating show max 
of about 1±0.1. This value does not depend on coating 
thickness in the range between 50 and 1300 nm. Scanning 
electron microscopy reveals that the a-C films are 
compact and, in general, smooth. Measurements 
performed by an optical particle counter do not indicate 
an increased number of loose particles in pipes coated 
with a-C, as compared with bare stainless steel. The 
adherence of the a-C film is remarkable; film stripping is 
possible only by strong acid attack.    
 
The outgassing rate of water vapour is of paramount 
importance for any material installed in an unbaked 
vacuum system, like that of the SPS.  For the specific case 
of the a-C thin films, it has been shown that this 
characteristic depends on the sputtering parameters, in 
particular the process gas pressure and geometry of the 
vacuum chamber. Outgassing rates of the same order as 
that of stainless steel have been obtained by reducing the 
process gas pressure.  This phenomenon is attributed to 
the resulting reduced nanoporosity [17]. At low pressure, 
sputtered atoms are less likely to lose energy by collisions 
with gas process atoms. The higher energy deposition 
onto the growing film results in a more compact film.   
 
Measurements of electron- and photon-induced 
desorption for a-C films are in progress. Although 
preliminary, the results are of the same order as for 
stainless steel.     
 
DETERIORATION OF AMORPHOUS 
CARBON FILMS 
As for any other material, a-C films are expected to 
adsorb atmospheric gas when exposed to air. The 
resulting change in the surface nature is known to 
increase the max. Fully conditioned traditional materials, 
like copper and stainless steel, suffer a steep increase of 
max up to about 1.5 following a few hours of exposure. 
An additional and progressive rise is recorded during the 
following months of exposure, eventually leading to a 
max higher than 2. This drift of the secondary emission 
has been attributed to the adsorption of airborne 
hydrocarbons [18]. 
 
The max rise has been also recorded for the a-C films, 
but to a lower extent. Most of the increase is observed in 
the first 10 days, while a stable value seems to be 
obtained after about 20 days. The latter depends on the 
sample tested and varies between 1.05 and 1.4. The 
reason for this long-term divergence is not yet fully 
understood; because of its relevance, most of the present 
effort is addressed to its explanation. First insights 
indicate that the distance between substrate and cathodes, 
and the temperature attained by the substrate during the 
coating are key-parameters. The roughness of the 
substrate, and of the film itself, seems also to be 
important. At present, we are investigating the film 
structure, hydrogen and process gas content, together with 
the role of the sputtering parameters (deposition rate, 
pressure, power, substrate temperature, etc).  
 
If all changes of the sputtering parameters proved 
ineffective in attenuating the max rise, another solution 
would exist. It consists of roughening the inner wall of the 
vacuum chamber prior to the a-C coating. This additional 
roughness can be produced by mechanical and chemical 
techniques, or also by coating. The latter method is the 
easiest to implement in vacuum chambers that are already 
assembled and inserted in magnets, as is the case for the 
SPS. For this purpose, rough Zr films (about 1 m) have 
been produced and coated by a thin layer of a-C (about 
100 nm, see fig. 1). The measurement of the secondary 
electron yield has shown a remarkable decrease in max 
and a less pronounced deterioration over a period of at 






Fig 1: Electron microscopy view of a rough Zr thin film 
produced by magnetron sputtering. The height of the tips 
is about 1 m. Courtesy of S. T. Heikkinen and S. 
Sgobba, CERN EN-MME. 
 
 
Fig. 2: Secondary electron yields as a function of the 
primary electron energy for rough Zr thin film coated 
with a-C, 1 m and 100 nm thick respectively. The SEY 
values are measured after 2 h and 4 months in air 
following the coating process. 
 
Although it is beyond argument that the rough 
underlayer brings benefits, two important drawbacks have 
to be tackled.  First of all, the resulting rougher surface 
would increase the outgassing rate of the coated beam 
pipe. The second issue concerns the lengthier coating 
procedure, which has a direct impact on the production 
pace and costs. An optimization of the sputtering set-up 
could quicken the coating production; for example by 
depositing the rough layer and the a-C film during the 
same coating run.         
 
STUDY OF ECLOUD MITIGATION BY 
AMORPHOUS CARBON FILMS 
The e-cloud mitigation efficiency of the a-C coatings 
has been tested by an experimental bench installed in the 
SPS (LSS5) [19]. Slotted stainless steel liners have been 
coated and then inserted into a dedicated vacuum 
chamber, which is set into a dipole magnet (1.2 kG 
intensity). The electron activity has been measured 
through the slots by strip detectors [20]. The SPS beam 
structure produced on purpose for this test is similar to 
that for the LHC: 72 proton bunches in 2 or 3 batches, 25 
ns bunch spacing, at the typical SPS energy of 450 GeV. 
The results were obtained during the SPS MD run in 
week 28 [21].  The electron current is normalized to the 
integral over one cycle of the fast beam current 
transformers (FBCT) reading. The data is compared to 
that recorded for bare ( max≈2.5) and TiZrV coated 
(activated, max≈1.1) stainless steel liners. The normalized 
electron current for the a-C thin film is 104 times lower 
than that for the bare stainless steel and of the same order 
of that obtained for the activated TiZrV coating. Similar 
results for the a-C film have been obtained after 15-day 
exposure in air (MD run week 33), and two months in the 
SPS vacuum system without LHC beam (MD run week 
41). These results are in agreement with beam dynamics 
simulation.   
 
PRELIMINARY STUDY OF 
AMORPHOUS-CARBON COATING FOR 
THE SPS UPGRADE 
If a-C thin films are retained for the improvement of the 
SPS, the coating of 700 magnet vacuum chambers will 
mean the use of infrastructures and manpower resources 
equivalent to those employed for the LHC LSS [22], with 
some additional complications. In fact, because the 
vacuum chambers are embedded in the magnets (about 16 
tons each), their handling is riskier. Moreover, most of the 
magnets are lightly radioactive. A reasonable scenario 
would be the installation of the coating facility in the 
ECX5 underground cavern of the SPS. This choice would 
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Fig.3: Schematic view of the facility proposed for the 
coating of the SPS dipole magnet vacuum chambers (a); 
technical drawing of the graphite cathode holding and 
insertion system (the vacuum chamber is depicted in 
gray) (b). Courtesy of G. Foffano, CERN EN-MME. 
 
The length and weight of the magnets impose another 
constraint. Because the magnets are not easily placed in 
the vertical position, the graphite cathodes should be 
installed horizontally. This configuration defines the 
coating system lay-out, namely geometry of the cathode, 
holding system and insertion bench (see fig. 3 a and 3 b 
for a preliminary version of the coating set-up). The 
expected coating pace is about 90 vacuum chambers per 
month during 3 consecutive winter shut-downs of the 
SPS. 
 
As soon as possible, 3 MBB dipole chambers will be 
coated and installed in the SPS to ascertain the feasibility 
of the coating facility and quality of the films produced 
therein.    
CONCLUSIONS 
E-cloud effects can be moderated by TiZrV thin film 
coatings if the beam pipes are bakeable at temperatures 
higher than 180°C. In the case of heating temperature 
limitations, as for the SPS, magnetron sputtered 
amorphous-carbon films are a potential solution. At 
present, the optimization of a-C films is in progress to 
reduce their max, outgassing rate and deterioration 
provoked by long lasting exposure to air. E-cloud tests of 
a-C coatings have been carried out in the SPS with LHC 
beam. The results are encouraging since they show 
similar behaviour as for activated TiZrV. 
 
The design and manufacture of a prototype facility for 
the coating of the about 700 beam pipes of the SPS arcs is 
ongoing. Three vacuum chambers are to be coated and 
installed as soon as possible.  
 
This study has been pursued for the upgrade of the SPS. 
Nevertheless, it could also be useful for other 
accelerators, for example PS2 and CLIC damping rings.   
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Abstract
A small angle crab compensation (∼0.5 mrad) is fore-
seen to improve the LHC luminosity independently of the
IR upgrade paths to enhance the luminosity of the LHC
by 15% for the nominal and 43-62% for phase II upgrade
scenarios while naturally providing a luminosity leveling
knob. A joint collaboration initiated by LARP and CARE-
HHH has resulted in a global collaboration to establish a
feasibility study for crab crossing in the LHC. This collab-
oration is carrying out an intense R&D program to design
and fabricate superconducting RF (SRF) prototype cavity
at 800 MHz to test several SRF limits in the deflecting
mode. If the prototype is installed in the LHC, it can be
used for a first demonstration of crab crossing in hadron
beams and understand potential emittance growth mecha-
nisms due to crab cavities. This paper discusses options
and limits for a safe demonstration experiment.
INTRODUCTION
The proposed crab crossing scheme for the LHC phase
I & II upgrade aims to extend the luminosity reach by ap-
proximately 43-62% for β∗ = 25 cm and even larger for
smaller β∗ [1, 2, 3, 4]. Fig 1 shows a plot of the lumi-
nosity gain as a function of reduced β∗ for the LHC with
and without crab crossing. The effect of crab cavities be-
come clearly evident when the curves with crab crossing is
compared to the red curve resulting from an upgrade with-
out crab crossing. The complete recovery of the geomet-
ric loss is not realized due to the finite RF wavelength in
the crab cavities which can be characterized into a RF re-
duction factor [5] This reduction factor is small for small
crossing angles (<1 mrad) but it may become significant
for larger crossing angles at higher frequencies [4]. In ad-
dition the cavity voltage provides a natural luminosity lev-
eling knob highly desired by the physics experiments to
maintain a constant luminosity during a physics store and
improve the overall lifetime.
This large potential has initiated an intense R&D pro-
gram to establish a proof of principle in time frame of the
∗We acknowledge the support of the European Community-Research
Infrastructure Activity under the FP6 ”Structuring the European Research
Area” program (CARE, contract number RII3-CT-2003-506395). This
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Dots are tracking results from GUINEA-PIG
(10-15 % more)
Dramatic Benefit in Geometric Luminosity with CC





β∗ reduction more promising
Nb3Sn
Figure 1: Luminosity scope showing the dramatic benefit
of the crab compensation at smaller β∗. Note that the effect
of RF curvature of the crab cavities is included. The dots
represent tracking results from GUINEA-PIG [6].
LHC phase I upgrade (circa 2013). The first prototype test
in the LHC is vital to realize and exploit the concept of crab
crossing for the future upgrades of the LHC (see section
and Appendix B). The time line of this R&D study is de-
picted in Fig. 2. The initial study began under CARE-HHH
& LARP networks which evolved into a global collabora-
tion including several institutions around the world. Super-
conducting deflecting structures and associated challenges
have gained considerable attention in the recent years due
to their application in hadron colliders, light sources, B-
factories and future electron-ion colliders. Some relevant
parameters of the LHC for both nominal and upgrade op-
tions are listed in Table 1.
Due to several technical and physical constraints posed
by the LHC and the available RF technology, the first pro-
totype test will utilize a reduced number of RF structures
at 800 MHz in a special global crab scheme. This proto-
type test will not only demonstrate the first crab crossing in
hadron colliders, but: The prototype test among many tests
will probe:
• Highest RF surface field limits in the deflecting mode
to reach the nominal 2.5 MV kick and beyond.
• Achieve very strong LOM-HOM damping with a
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Table 1: Some relevant parameters for the LHC nominal and upgrade lattices.
Parameter Unit Nominal Phase I upgrade
Circumference [km] 27 27
Beam Energy [TeV] 7 7
Number of Bunches nb 2808 2808
Protons/Bunch [1011] 1.15 1.7
Average current [Amps] 0.58 0.86
Bunch Spacing [ns] 25 25
Norm Emmit: ǫn [µm] 3.75 3.75
Bunch Length, σz (rms) [cm] 7.55 7.55
IP1,5 β∗ [m] 0.55 0.25
Betatron Tunes - {64.31, 59.32} {64.31, 59.32}
Beam-Beam Parameter, ξ per/ip 0.003 0.005
Effective Crossing Angle: θc [µrad] 285 445
Piwinski Parameter θcσz(2σ∗) 0.64 0.75
Main RF Frequency [MHz] 400.79 400.79
Harmonic Number 35640 35640
LHC Crab Crossing Proposed
KEK−B Not Started Yet
LUMI−06 (Valencia)
Small Angle Crab Scheme
PAC07, CM8, ..., LHC−CC08







KEK−B CCs observes 
less gain than expected
LHeC, Super KEK−B, LC, ...
Future
First Crab Cavity Ideas for LHC
LUMI−05 (Arcidosso), LARP (FNAL)
KEK−B Not Started Yet
Cryomodule R&D, Simulations, Fabrication
Testing, Installation, Beam Testing
FY09 − FY13
Figure 2: Timeline of the crab crossing proposal for the
LHC from 2005 to present.
complex configuration of couplers in superconducting
environment to minimize the impedance of the cavi-
ties and alleviate beam instabilites.
• Engineer a compact cryomodule to adapt to the tight
LHC tunnel constraints. Special cryogenic pumping
within the cryostat maybe required to operate at 2 K if
nedeed.
• First demonstration of crab crossing in a high energy
hadron collider
• Measure RF phase noise and corresponding feedback
mechanisms to determine the stability thresholds in
the presence of the crab cavity.
• Measure emittance evolution, luminosity increase,
lifetime during injection, energy ramp and collision
energies.
• Measure collimation efficiency in the presence of a
global crabbed beam and associated impedance to de-
termine an optimized configuration.
• Test the feasibility of luminosity leveling in conjuc-
tion with experiments.
KEK-B PERFORMANCE
The successful commissioning of crab crossing in KEK-
B was the first ever demonstration in a very high current
e+ − e− collider operating in an unprecendented beam-
beam parameter regime. This was a critical step in estab-
lishing a road map towards the LHC crab cavities. Over
a period of 10 years, the KEK-B team overcame several
technical challenges to fabricate and commission the RF
structure. The complex coupler assembly consisting of a
movable beam pipe coxial antenna (see Fig. 3) in supercon-
ducting environment proved to be a major challenge. Some
initial problems with the mechanical assembly for the LER
coaxial coupler was fixed using additional support but the
maximum voltage reach of the LER cavity was below the
design specification.




The beam commissioning of two cavities (one per ring)
lead to several crab cavity specific experiments that are ei-
ther partially or directly relevant to the LHC. It should be
noted that KEK-B operates at a Pwinski angle very simi-
lar to that of the LHC and beam currents and beam-beam
parameter exceeding the LHC specifications. However,
the electrons provide natural synchrotron damping which
makes it less sensitive to external forces with a larger time
scale than the damping time. The cavity trip rate was unsu-
ally high (approximately 1-3 per day) for the two cavities at
different stages of operations which needs considerable im-
provement for reliable operation. The cavity trip at present
results in a beam abort which is disruptive for the experi-
ments but a scheme to restart the cavity without beam abort
is under investigation [7]. The turn-around time in the LHC
can be 5-10 hrs [8]. Therefore, cavity trip rate is one of the
most critical items for the LHC cavities and has to be con-
trolled to an extremely small level.
Both cavities in KEK-B reached high current physics op-
eration (1.62/0.9 Amps) without any serious instabilities.
The LER cavity was operated below the design voltage
due to degradation of voltage and a remedy by warming
up the cavity and reconditioning during a shutdown period
proved to be ineffective. The magnetic optics was changed
to compensate for the lower voltage which subsequently
resulted in aperture limit. A new optics design should rem-
edy the aperture problem with the appropriate β-function at
the crab cavity. Fig. 4 shows KEK-B physics run with lu-
minosities and lifetimes with crab crossing over a 8 month
period. The HER and LER currents were 1.62 A and 0.9 A
respectively.
Figure 4: KEK-B physics run with luminosities and life-
times over a 8 month period. The crab crossing was im-
plemented with high currents 1.62/0.9 A for the HER and
LER respectively (courtesy Y. Morita).
Although the crab cavities were commssioned and in
daily use, the luminosity increase predicted by simulations
at high currents was not realized. Fig. 5 shows the sys-
tematic degradation of both luminosity and lifetime with
increasing currents. An asymmetry in the beam lifetime
with positive and negative offsets is observed which is not
understood. Although, the root cause of luminosity slope
is not understood, experiments using different bunch spac-
ing concluded to being a single bunch effect. With several
experimental observations and corresponding simulations,
it was concluded that the machine optics coupled with dy-
namic beam-beam could be the main reason for such an
effect. The LHC will operate at beam-beam parameter of
approximately a factor of 5-10 smaller than KEK-B, hence
making such effects a non concern [9]. In addition LHC
has round beams at the IP making it significantly less sen-
sitive to small optics errors compared to KEK-B.
Figure 5: KEK-B physics run with luminosities and life-
times over a 8 month period. The crab crossing was im-
plemented with high currents 1.62/0.9 A for the HER and
LER respectively [7].
LHC SCENARIOS
The luminosity increase solely from crab cavities is
expected to be in the range of 12-18% for the nominal
LHC (β∗ = 55 cm) and 43-62% for the upgrade with
β∗ = 25 cm for cavity frequencies of 800-400 MHz respec-
tively. Due to space constraints and technical ease, a global
scheme at the LHC is considered as the best choice for the
first test of crab crossing in hadron colliders. At present
only the IR4 region, currently hosting the LHC main RF,
has a special dog-leg to horizontally separate the two beam
lines to 42 cm. Elsewhere, the beam-to-beam separation is
only 19 cm which makes it impossible to place 800 MHz
RF structures. The 800 MHz upper limit was chosen as
the best compromise between the LHC bunch length and
transverse dimensions of the cavity.
In this scheme the cavities are placed in the accelerating
RF section (IR4, see Fig. 6) to provide head-on collision at
one of the interaction points in the LHC (IP1 or IP5). Cur-
rently the space available in IR4 is reserved for capture cav-
ities which maybe required for high intensities [10]. How-
ever, a scheme to incorporate both the crab cryomodule and
the caputure cavities is under investigation. The luminos-
ity increase may only be marginal (∼10%) with nominal
optics (β∗ = 55 cm) and technical limits on the avail-
able number of cavities and the desired crab optics may


























Figure 6: LHC crab crossing phase 0/I scenario anticipated
in the time frame of the phase I upgrade.
totype test to enhance the effect of the crab crossing using
a special machine setup will be required to unambigously
prove the benefit of larger than 10% which is discussed in
section . The subsequent step after the prototype demon-
stration will closely follow the upgrade path envisioned for
phase II of the LHC which will entail a complete redesign
of the interaction region. Two of the proposed paths (early
separation and full crab crossing) require four crab struc-
tures (see Fig. 7) placed in the interaction region to steer the
beam into head-on collisions. After the initial proof of prin-
ciple during the phase I upgrade, this upgrade is expected to
realize the full potential of crab crossing and increase the
luminosity upto 62% for 25 cm β∗ or larger for decreas-
ing β∗. In addition the natrual luminosity leveling possible
with crab cavities will aid in providing a long lifetime with














































Quad First (Common, ~0.3−0.6 mrad)
Figure 7: LHC crab crossing phase II scenario anticipated
in the time frame of the phase II upgrade. Two crab struc-
tures are shown on one side of IP to crab and anti-crab the
beam in the IR region.
OPTICS & FLEXIBILITY
Two locations of 3-5m length along with the optics func-
tions as depicted in Fig. 8 have been identified as poten-
tial locations that can be used unless the capture cavities
originally foreseen for these points become essential for
LHC operation [10]. At present a solution to accommo-
date both the capture cavities and the crab cryomodule on
the beam line. IR4 also provides another significant ad-
vantage as the existing RF infrastructure can be adapted to
the crab cavities including the cryostat design, waveguides,
power sources, cryogenics, water cooling and RF controls
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Figure 8: Nominal optics and magnetic elements in the IR4
region of the LHC. The two green blocks represent the po-
tential locations (∼10 m) for cavities in the global scheme.
As seen in Fig. 8 the β-functions at these locations are
approximately 100-200 m and cannot be increased beyond
300 m with current magnet setup due to aperture con-
straints. This optics would require in excess of 9 MV kick
which is impractical both from both technical aspect and
physical available space for the prototype test. A simple
solution proposed by K. Oide to invert the polarity of the
quadrupole limiting the aperture can easily increase the
βCC further [2]. Therefore, a special optics compatible
with 25-55 cm β∗ and the available 2.5 MV kick from a
single cavity is underway [11].
The transverse kick voltage required is
Vcrab =
2cE0 tan (θc/2) sin (µx/2)
ωRF
√
βcrabβ∗ cos (ψxcc→ip − µx/2)
(1)
where E0 is the beam energy, ωRF is the RF frequency of
the cavity, βcrab and β∗ are the beta-functions at the cavity
and the IP respectively, ψxcc→ip is the phase advance from
the cavity to the IP and µx is the betatron tune. There-
fore, phase advance between the crab cavity and the IP is
an important parameter. Fig. 9 presents the tuning range of
the betatron phase advance in the nominal LHC. The fig-
ure shows the horizontal and vertical phase advances per
arc cell, respectively. The red line delimits the accessi-
ble values of the phase advances as constrained by aper-
ture limitations and the nominal closed orbit and aperture
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assumptions for the LHC within the cell. A tighter aper-
ture cut would yield the area within the blue line. A wide
range for phase advance tunability is available when using
the usual aperture assumptions for the LHC thus providing

















Figure 9: Tuning range of the LHC betatron phase advance.
The horizontal and vertical axes of the plot are the horizon-
tal and vertical phase advances per arc cell with the LHC
operating point marked in a square.
For the phase II upgrade the interaction region scenarios
are under study for several years. A new proposal to push
the D2 magnet away from the IP to improve matching of the
IR section and the aperture of the long straight section [12].
This change is naturally favorable for crab cavity upgrade
as the additional space between the D1 and D2 magnets
is available for the cavities and other instrumentation. In
the crab crossing scenario, two additional magnets D11 and
D12 (see Fig. 10) are placed as easy add-on to maximize
the space between the beams to about 27 cm separation
for approximately 20 m logitudinally. Beam pipe apertures
and magnet parameters for the scheme proposed in Fig. 10
are listed in Table 2. Although optimization of the magnet
parameters are not final the initial fields and apertures well
within the reach of the existing NbTi technology.
Table 2: Beam pipe apertures and magnet requirements in
the crab crossing scenario including the additional D11 and
D12 magnets.
Magnet Ap-H [mm] Ap-V [mm] Tesla L [m]
D1 134 110 7 10
D11 106 70 7 10
D12 78 60 4 10
D2 69 53 3.85 10
Since the β-functions at the IR region are quite large
(∼4 km), the required voltages for the phase II upgrade
are quite similar to that required in the phase I prototype
test. Table shows a comparison between upgrade optics
and the nominal optics functions and the corresponding



























Figure 10: Schematic of the crab crossing scheme for the
phase II upgrade of the LHC. The transverse separation
with the aid of D11 and D12 magnets can be upto 27 cm
for a longitudinal space of 20 m.
Table 3: Comparison between the nominal and upgrade op-
tics functions and the corresponding voltages required to
compensate the crossing angles at the interaction point.
Par Unit Nominal [G] Upgrade [L]
IP{1,5} β∗ [cm] 55 (25) 25 (15ES,CC)
θC [mrad] 0.3 0.44 (0.58)
βCC [km] 0.8 3.0
CC Volt [MV] 4.7 (10.5) 3.5 (≤ 5)
voltages required. Tracking studies in the LHC indicate
that crab cavities enhance synchro-betratron resonances,
in particular 3rd, 5th, 6th, 7th Qs sidebands, which may
have an impact on particle stability. Some of the danger-
ous synchrobetatron resonances could be Qx−Qy + 6Qs,
Qx + 2Qy + 30Qs, etc... Detailed simulations are under-
way to investigate the effects of these sidebands on long
term stability and beam lifetime. Preliminary simulations
indicate that global crab crossing scenario reduces the dy-
namic aperture but is still well above the typical 12σ level
(see Table 4).
PROTOTYPE CAVITY & COUPLERS
The cavity geometry first originated from an initial 400
MHz design via a geometrical parameter scan to reach
semi-optimal RF characteristics for the deflecting mode.
After scaling to 800 MHz, additional optimizations were
performed on the 800 MHz cavity to arrive at the two de-
signs shown in Fig. 11. A third design was carried by the
UK group to reach lower surface fields with larger aper-
tures. In this design the beam pipe aperture is larger than
the cavity iris to match the impedances in dipole cavity and
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Table 4: Dynamic aperture table for both 400 MHz and
800 MHz crab cavities compared to the nominal LHC and
low beta upgrade option. The DA is calculated based on
survival beyond the 105 turns.
error=±0.5σ Nominal LHC LowBeta
No CC 16.0 15.9
Local 400 MHz 14.1 15.5
Local 800 MHz 14.7 16.0
Global 400 MHz 12.1 14.3
Global 800 MHz 13.0 12.4
∆φCC→IP 0.278 0.239
increase the voltage [14]. The optimized geometric and
the corresponding RF parameters are shown in Table 5 and
Table 6 respectively. The large aperture was fixed based on
the local scheme proposed in Fig. 10 since phase II upgrade
may use the same elliptical design if an alternate compact







































Figure 11: 800 MHz two-cell cavity from crab crossing for
the LHC. An alternate version optimized by SLAC group
(blue, geometrical parameters courtesy L. Xiao, Z. Li)
achieves lower surface fields.
Typically, a finite wall angle of 6◦ or larger is preferred
for cavity treatment. Fine tuning may be required to meet
the final requirements related to surface fields, multipacting
and coupler geometries.
The LHC impedance is dominated by the numerous col-
limators but additional impedance (both narrow band and
broadband) from sources like crab cavities need to be min-
imized. It is estimated that single and coupled-bunch lon-
gitudinal modes above 2 GHz will be Landau-damped due
to the frequency spread of synchrotron oscillations. Toler-
ances can be set by estimating the impedance requirements


























Table 5: Three optimized geometries for two-cell 800 MHz
LHC crab cavity geometry.
Parameter Crab Cavity
BNL v2.2 SLAC CI/DL
Frequency [MHz] 800 800 800
Iris Radius, Riris [cm] 7.0 7.0 7.0
Beam Pipe Radius [cm] 7.0 7.0 9.0
Wall Angle, α [deg] 6.0 0.0 -
Iris Ellipse, r = ba / 2.0 0.8 1.0
Eq. Ellipse,R = BA 0.8 1.0 1.0
Cav. wall to iris, d [cm] 1.0 3.375 -
1
2 Cell, L =
λβ
4 [cm] 9.375 9.375 9.375
Eq. Height, D [cm] 23.8 23.3 23.1
Cavity Beta, β = v/c 1.0 1.0 1.0
Table 6: RF characteristics of the two geometries for a kick
gradient of Bkick = 6.6 MV/m (Lactive ∼ 37.5 cm).
Parameter Unit Crab Cavity
BNL v2.2 SLAC
Epeak MV/m 22 30
Bpeak mT 103 87
R/Q⊥ Ω 112 118
k|| V/pC 0.54 0.43
k⊥ V/pC/m 2.635 2.164
In the transverse plane the natural frequency spread,
chromaticity, bunch-by-bunch transverse damper and Lan-
dau octupoles should also damp potentially unstable modes
above 2 GHz. The stability limit from Landau octupoles at
7 TeV can be formulated in terms of a maximum limit on
tune shifts (Re{∆Q} < 3× 10−4, Im{∆Q} < 1× 10−4).





Table 7 lists the corresponding tolerances.
Table 7: Impedance tolerances estimates.
Parameter Unit Longitudinal Trans
Inj Top
Coup bunch, Rsh kΩ 137 196 ≪2 MΩ/m
Coup bunch, Qext < 200 -
Broadband, Im{Z/n} Ω 0.24 0.15 -
To reach these tolerances of mode quality factors, three
designs have been proposed to strongly damp the lower or-
der TM010, same order TM110 and the rest of higher order
HHH-2008 PROCEEDINGS
138
modes. Fig. 12 shows schematics of three designs with the
associated couplers concepts to damp the different modes.
A merit sheet is under construction to evaluate the various
Figure 12: Three cavity-coupler concepts (LARP, KEK-
B, UK) to strongly damp LOM, SOM and HOMs in the
elliptical cavities to reach the tight tolerances put forth by
the LHC instability thresholds.
pros and cons of the different designs based on RF per-
formance, maximum surface fields, damping limits, mul-
tipacting, mechanical complexity, fabrication, cavity trea-
ment, cryostat, assmebly, coupler based tuning and opera-
tion complexities to down select a single prototype design.
The final design could also result in a hybrid of the existing
concept.
COMPACT STRUCTURES
Due to the very tight transverse size constraint posed by
the LHC along with the long bunch length (7.55 cm) of the
protons, 800 MHz was found to be the best compromise.
However, lower frequencies is preferred as the crossing an-
gle is increased further which calls for compact designs.
As a result a number of groups from the crab cavity collab-
oration have proposed novel designs towards a more trans-
versely compact design at 400 MHz (see Fig. 13).
Some of the different compact concepts under investiga-
tion are:
• A SLAC design aiming a 12 -wave structure (typically
referred to as 14 -wave structure for the TM010 mode).
A similar design is under fabrication for use in RHIC
to improve the losses at transition and collision energy
operated at TM010 mode. It maybe possible to drive
this structure when installed in the deflecting mode to
probe several issues related to hadron colliders.
• A spoke structure operated at the deflecting mode.
This structure although mechanically stable has strong
multipacting issues and kick gradients are typically
smaller than the elliptical counter parts.
Figure 13: Compact structures by various groups around
the world partipating the crab cavity collaboration to de-
velop novel concepts for low frequency deflecting cavities
in a compact form
• A FNAL mushroom type cavity which uses the typi-
cal concept of the elliptical cavities but with dramatic
bends to reduce the transverse size. This structure is
also prone to heavy multipacting near the bend regions
which need detailed study and a similar struture is un-
der testing but at higher frequencies.
• A UK design of the original JLAB type double rod
structures. The original design consisted of cylindrical
rods which were sensitive to mechanical resonances,
so conical cross sections for the rods are employed to
improve mechanical stability.
• A BNL proposal to use TM010 mode in the conven-
tional pill-box struture but with offset beam pipes
close to the cavity equator to utlize the kick from mag-
netic field of this mode. Although the concept is con-
ceptually simple and HOM damping relatively sim-
pler compared to the other designs, the large offsets
in the cavity may lead to higher order cavity modes to
couple to the beam very strongly which is not desired.
Additionally, the non-zero longitudinal electric field
needs to be compensated. Multipacting needs careful
to be evaluated in such a configuration.
• A KEK proposal to use a similar pill-box type struc-
ture but with beam-pipes mounted transversely to the
cavity as opposed to the nominal pill-box. In this con-
figuration the transverse electric field is use to deflect
the bunch and special nose cones are required to shield
the magnetic field.
The compact designs are potentially critical for the phase
II upgrade where the maximum space even with a redesign
of the IR is smaller than in IR4. Since, the time scale of the
phase II upgrade is approximately 9-10 years, there is suf-
ficient time to evaluate the merits of the several proposed
concepts and prototype them to define a final candidate to
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replace the conventional elliptical cavity. Simultaneously,
it is expected that the frequency of the compact design will
be lowered to 400 MHz or smaller while maintaining the
same transverse profile.
IR4 & CRYOSTAT
The complex structure of the cavity-coupler geometry
with the tight LHC beam line constraints make the cryo-
stat design challenging. Fig. 14 shows the present layout in
the IR4 region and the anticipated location for the crab cry-
omodule near the ACN capture cavities. In addition to the
cryostat, the infrastructure to support the cryomodule need
significant R&D. It is anticipated that the present 4.5 K he-
lium line supply to the main RF will be extended towards
the ACN cavity region to supply the crab cavities. There
are some disadvantages from operating at 4.5 K like higher
losses, microphonics from boiling helium and lower gradi-
ents which need to be evaluated. If the evaluation mandates
a 2 K operation, the cryostat will be equipped with special
dedicated pumping system along with additional thermal
shielding.
Figure 14: Layout of the current IR4 region in the LHC.
The ADT and ACN locations are the anticipated dampers
and capture cavities where the crab cryomodule is antici-
pated to be located.
Even with the special dog-leg in the IR4 section, the
beam lines are separated to a maximum of 42 cm. This
requires that the second beamline to pass through the cryo-
stat similar to that of the main RF. Therefore, cavities for
both beam lines along with their helium vessels and mag-
netic sheilding should fit within the allowed 42 cm com-
fortably. Additionally the beam line closer to the tunnel
wall (see Fig. 15) has another constraint due to the large
cryogenic line passing through at approximately 42-45 cm.
This requires a special design for the cryostat to be able
to accomodate the magnetic and thermal sheilding and the
outer shell to fit within the available 42-45 cm space. It
should be noted that the length of the cryostat is also very
restrictive (∼3 m) if the capture cavities are required for
LHC operation.
The cryogenic supply, safety, protection, vaccum, radi-
Figure 15: Schematic of the ACN capture cavity region
which could be potentially be used for the crab cavities.
A solution to accomodate both ACN cavities and crab cry-
omodule is under study.
ation, power systems, RF transmissiong lines, water cool-
ing and additional support infrastructure are under study
and need to comply to CERN standards. A preliminary
cryogenic circuit linked to the QRL for 4.5 K operation is
shown in Fig. 16. The helium return line goes to 20 K at
1.3 bar. A back pressue control valve is required to pre-
vent pressurizing the helium vessel since this line serves as
a magnet quench heater which can potentially reach 20 bar.
A similar circuit also exists for 1.8 K operation where 5 K
helium at 3 bar is drawn from the transfer line to generate
1.8 K saturated helium in a manner similar to the magnets.
A relief valve and a rupture disk is required for the helium
vessel either at 300 K or optionally at 20 K. The 20 K con-
nection is not desired due to potential leaks into the low
pressure helium vessel. An additional relief valve shown in
Fig. 16 at 300 K would also be needed to lower the pressure
in the collection line. The relief valves required to protect
the helium vessel is already in place for crypgenic line pro-
viding the main RF cavities. If the same 4.5 K helium sup-
ply line is utilized for the crab cryomodule, pressuring of
helium vessel is not a significant issue and interface to the
crab cryomodule will be modified accordingly.
APERTURE & COLLIMATION
The tight aperture constraints imposed by the LHC col-
limation system for machine protection and quench pre-
vention leaves very little or no margin for additional aper-
ture [18]. Some of the main reasons for such tight toler-
ances and constraints are:
• The LHC nominal beam has 360 MJ of stored energy
which is confined in a superconducting environment.
• Therefore, the LHC collimators must sit very tight
on the beam to provide good passive protection and
cleaning for the elements in the machine.
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Figure 16: 4.5 K cryogenic circuit envisioned from the crab
cryomodule with corresponding relief valves and a return
line to 20 K at 1.3 bar. A similar circuit exists for 1.8 K op-
eration where 5 K helium at 3 bar is used in a similar con-
cept as the superconducting magnets to generate saturated
helium. A relief valve and rupture at 300 K or optionally at
20 k is required to avoid pressurizing the helium vessel.
• As a consequence, the 6D phase space must be well
defined such as tolerances on relative settings and re-
traction.
• Off-momentum beat is important and is being ad-
dressed [4] Larger off-momentum beta beat with up-
grade optics.
• A global crab cavity scheme will further complicate
the situation, potentially to the point where collima-
tion and machine protection break down. Detailed
studies are required.
• Interference between the local crab cavities and colli-
mation in experimental insertions must be analyzed.
A global crab scheme would approximately require an
additional 0.6σ of aperture (see orbits in Fig. 17) to ac-
commodate the tilted bunch. The horizontal retraction of
the collimators would be reduced with the consequence of
even tighter tolerances and perhaps larger losses [20]. The
impact of the global crab scheme on LHC collimation is un-
der study to define the exact retraction and associated tol-
erances. Fig. 18 shows the additional beta-beat for a glob-
ally crabbed beam with nominal LHC parameters which is
compared to the off-momentum β-beat. The crabbed beam
β-beat is approximately a factor of 10 less and is not fore-
seen to be an issue. However, the tolerance imposed by
large off-momentum β-beat is very severe. Mitigation of
this β-beat with appropriate optics solution is essential for
any IR upgrade scenario. A solution which significantly re-
duces the off-momentum beta beat at the collimators (down






















Figure 17: Orbit deviation of a 1σz particle for a globally
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Figure 18: Top: β-beat of a 1σz particle for a globally
crabbed beam compared to a particle at the center of the
bunch. Beta beat of particle with momentum deviation of
1σδp/p compared to synchronous a particle.
cial powering of all arc sextupoles and optimizing phase
advances between the arcs [19].
Further studies will investigate in more detail the possi-
bilities to test the global crab scheme with the LHC beams,
while ensuring machine protection and efficient collima-
tion at all times.
PHASE NOISE & EMITTANCE GROWTH
Several sources of emittance growth due to imperfec-
tions of crab compensation have been identified. The re-
quired amplitude (or voltage) jitter tolerance is approxi-
mately 0.04% which is 4 times more relaxed than com-
pensation possible with available low level RF technology
(∼ 0.01%). However, phase jitter from the RF sources can
become a major concern especially for high frequency or
white noise type spectrum. A phase error in the RF wave
causes an offset of the bunch rotation axis translating into
a transverse offset at the IP as shown in Fig. 19. The offset
HHH-2008 PROCEEDINGS
141







































































Figure 19: RF phase jitter of the crab compensation results
in a transverse offset of the bunch at the IP.
This random offset at the IP coupled with beam-beam is
potentially severe. In addition the phase jitter can lead to
random dipole kicks to the beam which can lead to even
more severe emittance growth. For nominal LHC upgrade
parameters and 2 IPs using 800 MHz crab cavity, Fig. 20
shows the luminosity evolution with varying random un-
correlated phase noise (white noise) [9]. These strong-
strong beam-beam simulation indicate 0.1% noise toler-
ance for 1-day luminosity lifetime for fast noise (or white
noise) which is pessimistic. Measurements of the phase jit-
Figure 20: Luminosity evolution for varying random un-
correlated phase noise with nominal LHC parameters, 2 IPs
and 800 MHz crab cavity
.
ter from the KEK-B crab cavities show that the noise modu-
lation is not “white” but has a frequency spectrum as shown
in Fig. 21 (courtesy K. Akai). Sidebands of -65 db below
the main RF signal (509 MHz) are visible in a 200 Hz span
(32Hz, 37Hz, 46Hz, 50Hz, 100Hz) and sidebands of al-
most -80db down are visible in a 200 kHz span (32 kHz,
64kHz). A wider span of 3MHz show no visible sidebands
above the noise level. In addition recent measurement in
KEK-B with artificially injection noise from the crab cav-
ity at specified frequecies indicate a clear beam blow up
only very close to the betatron sidebands with noise levels
that more than 30 dB larger than that measured from the
cavities in nominal operation with high intensities [23].
Figure 21: Spectrum of the KEK-B crab cavities during op-
eration with a. frequency span of 200 Hz (left) and 200 kHz
(right). The main frequency line is modulated by the side-
bands which are approximately -60 dB and -80 db below
the main line (Courtesy KEK crab cavity group).
Simulations were performed including beam-beam off-
set (weak-strong) with frequency dependent noise like the
ones in Fig. 21. Fig. 22 shows the emittance growth as a
function of the amplitude for three different sine like ef-
fects similar to the ones observed in the KEK cavities. A
quadratic fit to the 32 KHz (one of the fastest frequencies
observed in KEK-B) line suggests a maximum tolerance
of σnoise ≈ 6 × 10−12 m corresponding to an emittance
growth of 1% per hour. The measured amplitude of -80db
translates to an IP offset of 6× 10−13 m which is an order
of magnitude smaller than the maximum tolerance for 1%


























Figure 22: Simulated emittance growth for a beam-beam
offset at two IPs modulation at different frequencies (1 Hz,
1KHz, and 32 KHz) at the IP (β∗ = 0.25m) as a function
of the modulation amplitude.
Also, simulations in Ref. [22] and as seen in Fig. 20
suggests that the tolerances can be relaxed linearly with
the correlation time of the noise source. Since slow noise
sources are generally dominant, the phase tolerance should
be much less stringent than and be compensated with RF
technology available today. In addition a active transverse




The operation of the prototype cavity with beam requires
a well defined scenario(s) for the test which is designed to
test various RF and beam related aspects with crab cross-
ing in the LHC. A workshop to focus on the validation re-
quirements was held on August 21, 2008 at CERN which
resulted in several recommendations towards establishing a
successful test in the LHC [4]. Some of the main recomme-
dations are listed as follows:
• Hardware must be extensively tested before installa-
tion in the tunnel
• LHC performance shall not be reduced, at the event
hardware fails and adequate measures have to be in
place to ensure the safety of the machine
• A large enough effect on luminosity (> ±10%) must
be aimed at for the demonstration to be convincing.
Due to uncertainty in the final optics and the maximum pos-
sible kick gradient in the cavity, special measures need to
be defined in the test scenario(s) to ensure adequate mar-
gin while proving unambguiosly a luminosity increase. In
addition the test scenario(s) will outline a detailed proce-
dure for the operation of the crab cavity during all phases
of the LHC operation (injection, energy ramp and collision
energy). Some of the preliminary procedures for this oper-
ation include:
• Orbit control of the cavity using local feedback sys-
tem based on the deflecting mode power. The beam




The beam loading is approximately 0.1 MV/mm using
R⊥/Q0 ≈ 120Ω, QL=106, Ib = 0.85A. Therefore,
amplifier with a maximum power 20 kW is required
if the orbit is controlled within a millimeter inside the
crab cavity using an active feedback system.
• Although the crab cavity is powered to zero voltage at
injection and energy ramp, the frequency of the cavity
is detuned and the mode sufficiently damped such way
that the beam harmonics do not overlap with cavity
modes and result in instabilities. In KEK-B, the cavi-
ties are detuned by approximately 1 MHz or less and
simulations are underway to determine the detuning
and damping requirements for the cavity to become
invisible when not in use.
• At collision energy, the cavity will be ramped up to
it nominal voltage and the ramp rate should be ad-
abatic to avoid emittance dilution. Fig. 24 shows a
simulation of the emittance evolution as a function
of the crab cavity ramp speed. The tracking using a
linear lattice with LHC nominal lattice, chromaticity
sextupoles and ocutupoles with their nominal strength
at collision. The cavity is ramped up and then later
ramped down to ensure that the any growth from nu-
merical noise of coordinate transformations are not at-
tributed voltage ramping. These simulations indicate
that a voltage ramp of 10 turns are larger is sufficient
to preserve the emittance. Superconducting cavities
operating at high Q’s naturally take time to ramp their
voltage and hence a non-issue.
Figure 23: Simulated emittance growth during a crab cav-
ity ramp to nominal voltage for nominal LHC optics and
β∗ = 55cm. Octupoles were put to their nominal strength
at collision energy to induce non-linearities. The voltage
was ramped down to zero value to affirm that the emittance
growth observed was not attributed to numerical noise.
PRELIMINARY SCHEDULE &
DISCUSSION
Due to the constraints put forth by the LHC operation,
upgrade schedule, complexity of the cryomodule and the
numerous institutions involved in project, it was deemmed
necessary to have long term plan and define a road map
towards final cryomodule to be tested in the LHC during
the phase I upgrade. Fig. ?? shows a prelimary draft of such
a plan which encompasses R&D components of the cavity
cryomodule, beam simulations, fabrication and testing of
the cavity within the time frame of the phase I upgrade.
A 2nd workshop is anticipated in Fall 2009 to discuss
the intermediate progress of the project and focus on the
cavity-coupler development to down select a single design
and finialize the engineering details. A comprehensive re-
view in late 2010 for full cryomodule and the associate in-
frastructure will initiate the fabrication, assembly and RF
testing phase to continue through 2012. The installation
and beam testing will subsequently follow depending the
LHC upgrade schedule and priorities. The 4 year R&D
program since 2004 carried out by a joint collaboration be-
tween LARP and CARE networks has resulted in a global
collaboration formed in 2008 which includes several lab-
oratories from the Unites States, Europe and Japan. The
proposed five year plan will now be carried out this collab-
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Figure 24: Preliminary five year schedule for the crab cav-
ity project including R&D, tunnel infrastructure, fabrica-
tion, treament, RF testing, installation and beam testing.
oration towards a successful and first demonstration of crab
crossing in the highest energy hadron collider.
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APPENDIX A: LHC TEST BED
The first protoype test in the LHC is vital to establish the
principle of crab crossing in high energy hadron colliders.
The testing of crab cavities in existing hadron colliders are
not relevant because:
• Energy: different by x7-70 (LHC compared with
Tevatron-RHIC)
• Bunch length: Smaller for LHC by x5-10 (i.e. crab
freq. 100 MHz for RHIC or Tevatron)
– Enormous cavities, maybe don’t fit in Tevatron
or RHIC
– Cavity not driven by klystrons, therefore the
noise spectrum will be completely different
– None of the hardware is directly applicable to
LHC, hence the R&D maybe irrelevant and time
consuming
– Voltage at this low frequency maybe pro-
hibitively large, hence large number of cavities
for test in RHIC or Tevatron which is not finan-
cial practical
– Phase noise tolerances and mechanical stability
of the cavity are completely different from 800
MHz for the LHC
• The natural emittance growth for RHIC and Tevatron
are already large and additional growth from crab cav-
ities maybe not visible. Hence results could be inclu-
sive
• Collimation systems are far simpler and cleaning ef-
ficiency for RHIC and Tevatron are far different from
the needs of the LHC which is dominating factor for
the tests in the LHC
• Impedance in the LHC is a significant factor for the
tests in the LHC and far different from RHIC or Teva-
tron and hence making beam tests less relevant else-
where
• RHIC and Tevatron have zero crossing angle. A study
of luminosity gain (or loss) is not directly applicable
to LHC case where the Pwinski angle is considerable
• Tevatron is very restrictive for beam experiments and
lifetime of the Tevatron is not in the time scale of
crab cavity demonstration. Also it operates in a weak-
strong regime
• At RHIC additional large noise sources like 10-Hz os-
cillations due to triplet vibrations may make it diffi-
cult to disentangle any observable effects. Also the
absence of long range beam-beam effects might ren-
der the tests less relevant compared to the LHC.
The best test bed we have is KEKB, an operating col-
lider, with beam currents well above those for the LHC up-
grades, with a factor 7 shorter bunch lengths, with crab
cavities at an RF frequency close to what we envision for
the LHC, and with a Piwinski angle and crab voltage which
are also both very similar to the future LHC values. The
only other place that can be foreseen is the SPS, but still
with longer bunches, without colliding beams, without col-
limation, and without sensitive impedance checks. Any
test results there might prove irrelevant while introducing
possible constraints on the injector operation for LHC and
other physics experiments.
APPENDIX B: SEPARATE FOCUSING
CHANNELS
The first proposal of the crab crossing for the LHC was a
local scheme with 400 MHz cavities. However, due to the
transverse dimensions of elliptical cavity, a prohibitively
large crossing angle of 8 mrad was needed which was
deemed too risky for the upgrade. If a compact struture
at 400 MHz is realized that would significantly reduce the
transverse dimension, a separate focusing channel could be
envisioned for the future of the LHC upgrade. This con-
cept could be accomplished in two paths to perhaps reach a
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crossing angle of 4 mrad or smaller depending on techno-
logical and mechanical constraints:
• A separate focusing channel where the triplets
are staggered to minimize the crossing angle re-
quired from the transverse dimensions of the triplet
quarupoles (see Fig. 25).
Figure 25: A staggered concept for the triplet quadrupoles
to minimize the crossing angle required for the magnetic
elements (courtesy R. Gupta).
• Separate coil system with common yoke for the Q1
(see Fig. 26). This exotic coil system may present field
coupling issues which could be resolved with two dif-
ferent types of quadrant coils [24].
Figure 26: 100 mm asymmetric common coil design.
Gmax=247.6 T/m, Imax=15.34 kA (Jc=3000 A/mm2, 12T,
4.2K, courtesy V. Kashikin).
The effects of the large crossing angle can also be par-
tially mitigated by having flat beam where the beam size
in the crossing plane is larger. Separate focusing chan-
nels provide significantly larger flexibility in tuning of the
IP parameters while simultaneously eliminating long range
beam-beam effects and make flat beam optics easier. Ad-
ditionally the requirement of alternate crossing angle at the
two IPs is removed, thus eliminating vertical dispersion ef-
fects due to this scheme.
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THE PHASED IMPLEMENTATION OF LHC COLLIMATION 
R.W. Aßmann, CERN, Geneva, Switzerland
Abstract 
The phased implementation of the LHC collimation 
system and the consequences for the LHC upgrade plan 
are described. 
INTRODUCTION 
The LHC nominal beam parameters foresee to store 
360 MJ in each proton beam and up to 1 GJ in some up-
grade scenarios. This is far beyond the present world re-
cord of 2-3 MJ in storage rings. The very intense LHC 
beam must be handled in a super-conducting environment 
with quench limits of the super-conducting magnets 
around 5-30 mJ/cm
3
. Particle losses can be minimized but 
cannot be completed eliminated. A powerful collimation 
system is therefore required to intercept lost protons and 
to safely absorb them, such that super-conducting mag-
nets will not quench. Here, we concentrate on the more 
demanding requirements for proton beams. However, we 
note that collimation is also demanding and performance 
limiting for ion beams, even though only 5 MJ is stored in 
each ion beam for the LHC. 
The efficiency of the LHC collimation system must 
reach around 99.999% for protons with requirements that 
surpass Tevatron and HERA goals by 2-3 orders of mag-
nitude. Within the boundary conditions that were faced in 
2002, it was shown that a system with such exceptional 
performance could only be realized in a phased approach. 
Such a phased concept was agreed in 2004. In the context 
of the LHC upgrade plans, collimation is a special case, as 
an upgrade (namely phase II of collimation) is already 
required for reaching nominal and higher LHC beam in-
tensity. All other LHC systems should be compatible with 
the ultimate design parameters of the LHC [1]. 
THE LHC COLLIMATION CHALLENGE 
The LHC design defines a nominal intensity goal (2808 
bunches of each 1.151011 protons) and an ultimate inten-
sity goal (2808 bunches of each 1.71011 protons) [1]. 
The beam energy is specified to be 7 TeV for both cases. 
These two scenarios are in the following referred to as 







 [1]. The LHC upgrade studies 







 or higher, requiring beam intensities above 
ultimate design [2]. Collimation is intensity- and aperture-
driven. Its performance affects all upgrade scenarios. 
The total stored energy Estored of a proton beam is a 
function of the number of protons Np stored in each 
bunch, the number of bunches Nb and the beam energy Eb: 
 
Estored = Np  Nb 
Eb
(GeV)
1.6022 1010 J  
 
The total stored energy is an important input parameter 
for the design of the LHC collimation system.  
Table 1: Overview of present state-of-the-art, LHC 
nominal and upgrade goals at 7 TeV and relevant limits 
for transverse energy density E and stored energy Estored. 
 
 Energy density 
E at collima-







 2 MJ 
Nominal LHC 1 GJ/mm
2





 800 MJ 








Figure 1: Transverse stored energy density in proton 
beams at a typical collimator location versus beam (or 
particle) energy as achieved and planned for various pro-
ton storage rings. The year of first beam operation for the 
various projects is listed. 
 
The nominal stored energy of one LHC beam is 360 
MJ, equivalent to about 80 kg of TNT explosive. To as-
sess quench and damage risks one often uses the trans-
verse energy density E of the beam. It is calculated with 
the transverse beam sizes x and y at a given location:  
E =
Estored
  x  y
 
Taking a typical collimator location in the LHC, the 
transverse energy density is around 1 GJ/mm
2
 for the 
nominal LHC at 7 TeV. It is much higher in the interac-
tion points.  
 
Table 1 lists nominal, ultimate and upgrade goals for 
stored energy and transverse energy density, comparing to 
typical limits from super-conducting magnet quench lim-
its and damage limits for a copper piece. The transverse 
stored energy density is shown in Figure 1 as a function of 
beam energy for different past and present collider pro-
jects.  
It is seen that the LHC will extend the frontier in high 
intensity beams by 2-3 orders of magnitude. Already at 
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1% of its nominal design intensity, the LHC will enter 
into unknown territory in what concerns beam loss and 
collimation. The high transverse energy density and the 
destructive potential of the LHC beams did impose a ma-
jor redesign of the LHC collimation system in 2002. The 
previously foreseen collimation solution did not have suf-
ficient robustness for withstanding the expected beam 
losses. As part of this work, a phased approach towards 
nominal and higher LHC beam intensities was defined. 
COLLIMATION REQUIREMENTS  
AND TRADEOFFS 
During the redesign of the LHC collimation system in 
2002 the requirements for LHC collimation were re-
viewed and analyzed in detail [3]. Here, we list the main 
constraints for the LHC collimation design: 
1. Fast failures from injection and dump kickers: The 
primary and secondary collimators must be the clos-
est elements to the LHC beam, such that they always 
intercept those protons and ions that are lost over 
many turns from the beam. These collimators and 
the surrounding accelerator equipment shall survive 
fast failures from injection and dump kickers [4,5,6] 
without damage. This translates into collimator sur-
vival with up to 2 MJ beam impact (equivalent to 0.5 
kg TNT explosive), or up to 1 MJ/mm
2
 in terms of 
transverse energy density. The energy is deposited in 
0.1-3 μs, depending on the failure mode. Strong 
thermo-mechanical shock waves are excited [7]. 
2. Slow particle losses: The collimators shall intercept 
and clean up to 0.1% of the stored beam per second, 
without quenches in super-conducting magnets, 
damage to collimators or overheating of neighboring 
accelerator equipment. This translates into handling 
impacting losses of up to 0.5 MW and required 
cleaning efficiencies of up to 99.999% per meter of 
super-conducting magnets [3]. During the start of 
acceleration up to 1 MW of un-captured beam shall 
be intercepted and safely cleaned [3]. The cleaning 
performance must also be adequate for the back-
ground requirements in the particle physics experi-
ments.  
3. Impedance: The collimators shall induce acceptable 
resistive impedance for the LHC. The collimators 
are the closest material to the LHC beam with many 
gaps as small as 2-3 mm at 7 TeV. Collimator jaw 
materials can therefore produce high resistive im-
pedance and impedance is an important design con-
straint [8].  
4. Operational efficiency: The collimators shall be con-
structed and act as precisions devices with safe and 
accurate settings that are remotely controlled and re-
producible over weeks or even months. The small 
operational gaps of the LHC collimators, their role 
for passive protection and the special, time-
consuming requirements for beam-based alignment 
of collimators make this a practical necessity for 
maximizing integrated luminosity. This translates 
into requirements for accuracy, surface flatness, and 
control in the 5-30 μm range. 
5. Radiation-resistance: The collimators and the neigh-
boring accelerator equipment shall survive the beam-
induced radiation for at least 5 years, ideally for 20 
years. It is estimated that several 10
16
 protons are 
lost at the primary collimators per year [9]. The role 
of collimators is to intercept proton losses, which 
will then locally induce elevated levels of radioactiv-
ity. The collimation regions are designed to collect 
and concentrate the radioactivity due to beam losses.  
6. Radiation impact: The radiation impact from colli-
mators shall be fully compatible with the environ-
mental requirements and with the required mainte-
nance work in the tunnel. Where needed, fast han-
dling and remote handling shall be prepared. 
7. Tunnel constraints: The collimators shall fit into the 
existing tunnel layout and shall not impose modifica-
tions to the civil engineering nor the design of the 
super-conducting parts of the rings, including their 
infrastructure. Such, it could be avoided to induce 
delays and significant over-cost for the completion 
of the LHC ring. However, certain limitations for 
collimation performance had to be accepted. 
8. Schedule: A collimation system shall be ready for 
the start of LHC beam operation, originally foreseen 
for 2007.  
The listed constraints imposed various conflicting re-
quirements. For example, the robustness of collimators 
requires a low Z material and fiber-reinforced carbon was 
identified as a suitable material choice [10]. However, the 
low electrical resistivity induces high resistive impedance 
[8] and the low density results in low absorption. The re-
quirements on tunnel constraints and schedule also pre-
vented the implementation of various possible improve-
ments. 
An ideal system specification to satisfy all requirements 
could therefore not been found. Instead, it was decided to 
define a phased approach for LHC collimation, addressing 
the needs in steps. The following phased system was de-
fined and agreed in 2004: 
1. Phase I: The phase I collimators define a system that 
offers maximum robustness against beam damage, 
has no impact on the super-conducting regions of the 
rings and was ready for beam startup in 2007. It is 
noted that the phase I collimation system defines the 
initial installation and has no connection with the 
phase I IR upgrade (defined in 2007). 
The 108 installed collimators and absorbers of 
phase I [11] will always be used in less stable parts 
of operation (for example ramp and squeeze) and 
initially for beam commissioning and early physics. 
This system should advance the state-of-the-art by 
more than a factor 20. However, in the decision to 
pursue maximum robustness various compromises 
on cleaning efficiency and impedance were ac-
cepted. It is therefore predicted that the phase I sys-
tem cannot support nominal and ultimate beam in-
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tensities, given the specified maximum beam loss 
rate of 0.1% per second [12,13,14]. 
2. Phase II: The phase II collimators will implement 
advanced and improved collimator features. These 
collimators will not replace but complement the 
phase I system. Many of the phase II collimators will 
have a reduced robustness (for example using well 
conducting metallic jaws with high density) and can 
therefore only be used in the stable parts of the LHC 
cycle. It is noted that phase II of LHC collimation 
has no connection with the phase II IR upgrade of 
the LHC (defined in 2007). It is required well be-
forehand (it must be noted that the phase I IR up-
grade foresees ultimate beam intensity). The phase II 
collimation upgrade was prepared to a maximum ex-
tend during the phase I collimation installation from 
2006 to 2009: water connections were prepared, ca-
bles were pulled, vacuum pumps and beam loss 
monitors were installed and base supports have been 
placed for phase II collimators [11]. 
An adequate solution for phase II collimation was 
recently presented, bringing the total number of col-
limators to 158 [15,16]. The phase II collimation 
system should allow to reach at least nominal beam 
intensities and, if possible, also ultimate beam 
intensities. It was proposed for implementation 
during the first years of LHC operation. The 
proposed solution is predicted to improve cleaning 
efficiency by a factor 15-90, while allowing also 
reduced impedance compared to the phase I system. 
Work on collimation phase II is done in 
collaboration with and supported by the LARP effort 
in the U.S.A. [17] and the EUCARD-ColMat work 
package in FP7 [18]. Completion of the various parts 
is presently envisaged for the years 2012-14. 
3. Further upgrades: The LHC upgrade program fore-
sees a further increase of the beam intensity as part 
of the phase II IR upgrade. At this time it cannot be 
guaranteed that the phase II of LHC collimation is 
sufficient for supporting up to 1 GJ stored per beam. 
A further upgrade of LHC collimation beyond 
phase II has therefore been envisaged. The total 
number of collimators and absorbers in an ultimate 
upgrade can be extended to 168 in the present lay-
out. Novel techniques are pursued for further im-
proved cleaning, for example crystal collimation 
[19,20], non-linear solutions [21] and hollow e-beam 
lenses as primary collimators [22]. It is also noted 
that studies are ongoing to combine the two cleaning 
insertions into one [23]. Among the various benefits 
would be a much reduced radiation to electronics for 
the same beam loss. 
The various collimators around the LHC ring and the 
transfer lines are summarized in Table 2, indicating the 
location of collimators and the number of components 
used in phase I, phase II, and a potential ultimate upgrade.  
Table 2: Total number of collimators to be used for effi-
cient cleaning and passive protection for both LHC 
beams. The staging for phases I and II is indicated, as well 
as a possible ultimate upgrade (last column). The new 
proposal of cryo-collimation [15,16] is included in the 
listed number of collimators. 
 
Functional Type Phase I Phase II Ultimate 
Upgrade 
IR3 primary collimator 2 2 2 
IR3 scraper 0 2 2 
IR3 secondary collima-
tor 
8 16 16 
IR3 passive absorber 2 2 2 
IR3 high-Z collimators 8 8 8 
IR3 cryo collimators 0 4 4 
IR7 primary collimator 6 6 6 
IR7 scraper 0 6 6 
IR7 secondary collima-
tor 
22 44 44 
IR7 passive absorber 6 6 6 
IR7 high-Z collimators 10 10 10 
IR7 cryo collimators 0 4 4 
IR7 collimator reserva-
tions 
0 0 10 
Injection protection 
collimator (IR2, IR8, 
transfer lines TI2, TI8) 
22 22 22 
Dump protection col-
limator (IR6) 
2 2 2 
High-Z collimators in 
experimental regions 
(IR1, IR2, IR5, IR8) 
20 24 24 
Total 108 158 168 




Figure 2: View into an open vacuum tank of an LHC 
phase I collimator. The two parallel jaws are visible. The 
total jaw length is 1.2 m with a tapering at the front and 
the back of the jaws. The jaw “flat-top length” of 1 m 
defines the collimation gap. The standardized flange to 
flange length is 1.48 m. The tank dimensions have been 
selected to allow passage of the second beam pipe in all 
orientations, while providing sufficient jaw movement to 
open the gaps and to track the potentially offset beam. 
 
 
Figure 3: View along the beam line in a horizontal 
secondary collimator. The black-coloured jaws with fiber-
reinforced carbon material are visible. A typical LHC gap 
size is shown. The RF fingers are used to guide image 
currents.  
THE PHASE I COLLIMATOR CONCEPT 
The phase I collimator concept [10] is mainly based on 
a single beam design: one beam is passed through a col-
limator. The two movable, parallel blocks of material are 
called “jaws”. They are placed into a vacuum box which 
must provide the ultra-high vacuum conditions required 
for LHC beam operation. Photographs of an open collima-
tor box and the view along the beam path are shown in 
Figures 2 and 3.  
 
Figure 4: Remote control and survey (4 motors, 4 posi-
tions and 2 gaps) on each collimator. 
 
The jaws in the phase I collimators have various mate-
rials depending on their function and location: Fiber-
reinforced graphite for maximum robustness. Graphite for 
good robustness and higher density. Tungsten for optimal 
absorption and benign damage in case of beam hit (tung-
sten is a brittle material and will not explode). Copper for 
good absorption and good electrical conductivity.  
The length of the vacuum tank is standardized to 
1.48 m and the flat top length of the jaws to 1.0 m, except 
for primary collimators where 0.6 m is used. The other 
beam is passed besides the vacuum box with a completely 
separate vacuum sector. Phase I also includes a two-beam 
design, only used for 6 collimators in IR2 and IR8. 
Each of the jaws is remotely movable with stepping 
motors in position and angle (minimal step size of 5 μm). 
Six high precision sensors (“LVDT’s”) monitor the jaw 
positions and the collimation gaps (see Figure 4), provid-
ing important redundancy [24,25]. Another four resolvers 
on the stepping motors provide another layer of control 
safety. The phase I collimators are then used in various 
orientations and materials to implement a multi-stage 
cleaning system.  
From Table 2 it is seen that most collimators are in-
stalled in IR7, which is one of the two cleaning insertions 
of the LHC. Here, multi-stage cleaning of betatron halo is 
implemented with horizontal, vertical and skew collima-
tors. This implements a 3 stage cleaning to the down-
stream super-conducting arc and a 4 stage cleaning to the 
triplets in the experimental insertions with the particle 
physics detectors. The principle of multi-stage betatron 
cleaning is illustrated in Figure 5. 
A high number of collimators is also installed in IR3, 
the second cleaning insertion of the LHC. Here, off-
momentum particles are intercepted and cleaned in a 3-4 
stage cleaning approach, equivalent to the one used in 
IR7. As off-momentum losses are all in the horizontal 






Figure 5: Illustration of the multi-stage cleaning concept of the LHC. Robust collimators (fiber-reinforced graphite 
CFC) close to the circulating beam intercept the primary and secondary halo particles and dilute them over the length of 
the cleaning insertion without super-conducting magnets (~250 m). At the end of the cleaning insertion and in the ex-
perimental insertions, high Z collimators (copper/tungsten) intercept and absorb the residual halo flux before the super-
conducting magnets and particle physics detectors.  
 
PHASE I PERFORMANCE LIMITS 
The performance of the multi-stage LHC collimation 
has been the subject of intense studies [12] and various 
PhD theses [13,14]. Over the last years the predicted ideal 
performance was improved with the phase I system from 
below 1% of nominal intensity to about 40%. It would go 
beyond the scope of this report to explain and review all 
the studies done. The key results are shortly summarized: 
1. Proton cleaning inefficiency (see [26] for definition): 
The target for cleaning inefficiency depends on the 
magnet quench limits, the BLM thresholds, the 
shower development, the beam energy, the beam in-
tensity and the loss rate.  
For nominal beam intensity, nominal loss rates and 
7 TeV the target is 1.810-5 m-1. The simulated ideal 
performance of the phase I collimation system is, 
however, ~510-5 m-1. This means that the ideal in-
tensity reach for the phase I collimation system is 
limited to about 40% of the nominal LHC intensity.  
The basic limitation is related to a physics process 
(single-diffractive scattering) in the collimator jaws 
and well understood: a small fraction of protons 
loose energy but receive a small transverse kick. 
They are then lost after the first strong bending di-
poles in the downstream super-conducting arc (the 
SC dipoles act as spectrometer and off-momentum 
halo dump). 
Unavoidable imperfections increase the inefficiency 
significantly. This has been shown already early on 
in the LHC collimation design [27] and matches the 
experience in other colliders. The latest studies pre-
dict a factor 11 increase in inefficiency with realistic 
imperfections [14]. A likely consequence is that the 
LHC intensity must be limited to significantly below 
40% of nominal design. In the worst case, if the 
LHC loss rates cannot be reduced to below 0.1% per 
second, the LHC performance can be limited around 
5% of nominal beam intensity for phase I collima-
tion. A complete intensity model for the LHC has 
been presented [28]. 
2. Ion cleaning inefficiency: The ion intensities in the 
LHC are well below the proton intensities and clean-
ing requirements are relaxed. However, ions experi-
ence dissociation and fragmentation in the primary 
collimators. Ion fragments have a different magnetic 
rigidity and can be considered as effectively off-
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momentum ions. They bypass secondary collimators 
and high-Z collimators and are lost at similar loca-
tions in the SC dispersion-suppressor as the single-
diffractive protons (SC dipoles act again as spec-
trometer and off-momentum halo dump). Ion inten-
sity is predicted to be limited at around 50% of their 
nominal design value [29] for the specified beam 
loss rates in the LHC. 
3. Resistive impedance: The effect of collimator-
induced resistive impedance depends on beam inten-
sity and the tune spread. Detailed studies have 
shown that the LHC beam intensity might be limited 
to 40% of nominal intensity after the energy ramp 
and before collisions due to impedance [8]. This 
limit assumes that the octupoles are operated at 
maximum current. Recent studies, however, indicate 
that the transverse damper of the LHC might be able 
to damp impedance-induced instabilities. 
4. Other beam-loss related issues: The simulation stud-
ies indicate that the super-conducting link cable in 
IR3 can quench if more than 3.5% of the beam is un-
captured and lost at the start of the energy ramp [30]. 
For example, if 10% of the beam would be un-
captured, the LHC beam intensity may be limited to 
30% of its nominal design value.  
Recently, it has been realized that some LHC elec-
tronics is not adequately designed for radiation lev-
els in the underground alcoves where they are in-
stalled, especially close to the cleaning insertions 
[31]. Intensity limitations can arise [31]. A modified 
collimation scheme may help to overcome this limit 
[23]. 
Vacuum equipment close to collimators receives 
heating of up to 500 W/m for nominal beam loss 
rates [32]. As the equipment is not cooled, problems 
may arise. The vacuum group has installed addi-
tional temperature sensors to monitor beam-induced 
heating [33]. 
Radiation damage to the room temperature magnets 
has been greatly improved from below 1 year to 
around 5 years by designing, building and installing 
special passive absorbers [34]. Still, long-term radia-
tion damage is a concern and must be addressed with 
the phase II collimation system upgrade. 
The environmental radiation impact was verified for 
up to ultimate beam intensities [35]. Intensity up-
grades beyond ultimate require a full reevaluation. 
It is concluded that the very high intensity beams of the 
LHC push the frontier in collimation technology. The 
phase I of LHC collimation is the best compromise for the 
start of the LHC but cannot reach all goals. The predicted 
collimation-related limitations for the LHC are important. 
It is noted that other colliders, though operating with 
much lower stored beam energy, have required significant 
improvement programs for their collimation systems. The 
Tevatron required a full second-generation collimation 
system for their Run-II [36,37]. This second generation 
system allowed Tevatron to reach satisfactory levels of 
beam-loss induced quenches and backgrounds in the par-
ticle physics experiments. 
THE PHASE II SOLUTION AND BEYOND 
The first beam experience with phase I collimation dur-
ing 2008 is reported in [11], verifying the precise func-
tioning of the LHC collimators. Due to the short beam 
time available, beam cleaning and collimation efficiency 
could not be assessed. The 2009/2010 run of the LHC will 
provide important further insights into the real problems 
and limitations related to LHC beam intensity, beam loss 
and collimation.  
However, in view of the predicted limitations the time 
until beam experience is being used to already develop the 
phase II upgrade system, to design advanced phase II col-
limators and to be fully prepared for a construction deci-
sion on the phase II collimation upgrade. This early work 
on collimation upgrade is crucial for achieving the chal-
lenging LHC goals in the fastest possible time. For the 
phase I system, it took 5 years from start of design work 
to installation in the tunnel. Collimation phase II work has 
therefore been included in the new initiatives at CERN. In 
view of the new territory that LHC collimation will ex-
plore, a final decision on the phase II implementation de-
tails will only be taken after sufficient LHC beam experi-
ence, ideally in the second year of LHC beam operation. 
A detailed technical concept for phase II collimation 
has recently been presented, reviewed and published 
[15,16]. The detailed description of the phase II solution 
is not repeated here. The proposed solution is an evolution 
of the phase I system, extending the chosen classical col-
limation concept with advanced features, adding the pos-
sibility for beam scraping and fixing an important hole in 
the 6D phase space coverage.  It relies on adding 30 ad-
vanced secondary collimators, 8 collimators into the 
cryogenic regions of the dispersion suppressors around 
IR3 and IR7, and four hollow e-beam lenses for beam 
scraping. The concept is complemented by a beam test 
facility HiRadMat [38,39] for qualifying collimators and 
absorbers before installation into the LHC.  
The phase II collimation work is performed in collabo-
ration between CERN, several US labs (LARP program) 
[17] and several European partners in research institutes 
and universities (ColMat work package in the EuCARD 
program funded by the EU through FP7) [18]. 
Work beyond phase II collimation is pursued in paral-
lel, studying new concepts, like for example collimation 
with bent crystals. This technology still remains to be 
proven for efficient collimation of halo particles. Beam 
tests at Tevatron and SPS are underway [40,41]. If the 
results are positive, these new technologies might offer 
another improvement of collimation efficiency beyond the 
phase II program. However, major changes in the clean-




IMPACT ON LHC UPGRADE PLANS 
The HHH program allowed discussing and presenting 
the expected collimation limitations for LHC. LHC enters 
into a new regime of beam intensity and the related new 
problems for beam loss control and collimation were not 
fully appreciated for some years. The discussions in the 
HHH program showed that any LHC upgrade must take 
into account the collimation related issues. In particular, 
the following issues should be respected in order to ensure 
a fully successful LHC upgrade: 
1. The intensity, beam-loss and collimation related 
limitations should be taken into account for esti-
mating LHC performance before and after an up-
grade. This is especially important if the upgrade 
foresees increased beam intensities. 
2. Any LHC upgrade should not decrease beam sta-
bility and should not increase beam loss rates. 
3. Any LHC upgrade should not deteriorate the chro-
matic behavior of the LHC (for example, do not 
increase the off-momentum beta and dispersion 
beat at collimators). 
4. Any LHC upgrade should not decrease the avail-
able aperture, as this would require even smaller 
collimation gaps and increased impedance. 
5. Full simulations of beam loss, power loads and en-
ergy deposition around the ring should qualify any 
significant change in the LHC machine, preferably 
with imperfections or a large safety margin. 
6. Side effects from higher beam intensity must be 
considered from the start: beam dump, radiation, 
SC link cable, environment, … 
Consideration of these points will maximize the bene-
fits of the foreseen LHC upgrades. 
CONCLUSION 
The HHH program offered an efficient framework to 
present and discuss the LHC issues related to intensity, 
beam loss and collimation. The awareness of all major 
players about the unique collimation challenges that the 
LHC faces is crucial for a consistent and successful up-
grade program. The collimation system is special in the 
sense that it requires an upgrade already for achieving 
nominal beam intensity. The major constraints for LHC 
collimation, the conflicting requirements and the logic of 
the phased approach are described in this report.  
The predicted phase I limitations are well understood 
and a phase II concept for an improvement by more than a 
factor 10 was recently proposed. Work for phase II colli-
mation is ongoing in international collaboration (CERN, 
US, EU-FP7), while a final decision on detailed design 
choices will only be taken after sufficient beam experi-
ence. Various innovative collimation concepts are being 
pursued for evaluating the most promising path to further 
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A. Ferrari, R. Folch, P. Gander, A. Grudiev, N. Hilleret, 
E.B. Holzer, J.B. Jeanneret, J.M. Jimenez, M. Jonker, 
Y. Kadi, K. Kershaw, L. Lari, J. Lendaro, J. Lettry, R. Lo-
sito, M. Magistris, A. Masi, M. Mayer, E. Métral, C. Miti-
fiot, R. Perret, S. Perrolaz, V. Previtali, C. Rathjen, S. Re-
daelli, G. Robert-Demolaize, S. Roesler, A. Rossi, 
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CRYSTAL-BASED COLLIMATION IN MODERN HADRON 
COLLIDERS 
W. Scandale, CERN, Geneva, Switzerland 
Abstract 
The use of bent crystals for beam manipulations in 
particle accelerators or in external beam-lines is an old 
concept, still under scrutiny. In the last three decades, the 
knowledge on the features of crystal-particle interaction 
has been continuously growing on the basis of a large 
number of experimental findings. In all cases, the results 
of measurements have been found in agreement and, 
sometimes, have been anticipated by numerical models 
and simulations. Bent crystals can impart angular 
deviations to the incoming particles, through channelling 
or volume reflection mechanisms. The efficiency of the 
latter mechanism has been found to be intrinsically large, 
whilst the channelling efficiency has been improved by 
the increased technological expertise in crystal cutting 
and bending.  In this paper we review the recent 
milestones of the worldwide effort to propose a routine 
use of bent crystal in particle accelerators, with a specific 
attention to the proposals of promoting the use of bent 
crystals as primary element in a collimation system. 
HISTORICAL PERSPECTIVE 
In the early Eighties, a new generation of synchrotrons 
with superconducting magnets, providing high luminosity 
and high-energy hadron collisions well beyond the TeV in 
the center-of-mass, was considered as the forefront of the 
particle physics. The construction of infrastructures of 
this type was proposed in the USA (SSC) [1], in URSS 
(UNK) [2] and in Europe (CERN-LHC) [3]. In all of 
them, already at the early stage of the conceptual design, 
two areas were identified, in wich the use of bend crystals 
would have been beneficial if not essential: the beam 
extraction to feed external beam lines and the beam 
collimation to collect the halo particles surrounding the 
beam core, respectively. This fact triggered, in the early 
Ninties, a whelm of investigations aiming at the 
characterization and the optimization of the crystal 
parameters for their optimal use in circular accelerators.  
Exploring CP-violation with high-energy external 
primary beams interacting on a fixed target in an 
underground experimental area was highly rated by the 
physics community and considered as a very promising 
application in LHC [4]. The main issue was to find an 
efficient way of extracting the circulating particles in 
parasitic mode during the beam-beam collision runs [5]. 
Experimental checks were organized in both side of the 
Atlantic to investigate if bent crystals could provide the 
required flux of extracted particles. In 1990, the 
experiment RD22 was launched in the CERN-SPS, with 
the aim of reaching the unprecedented range of extraction 
efficiency, above 10% of the circulating current, 
exceeding by two order of magnitudes the state-of-the-art 
of the time [6]. Just after the first positive results of 
RD22, in 1992, another experiment, named E853, was 
approved at FNAL with the goal of testing a luminosity 
driven extraction mechanism compatible with the 
cryogenic environment of the Tevatron eventually 
providing a minimal impact on the collision physics runs. 
Both the experiments were very successful. In RD22 
the required efficiency of 10 % was indeed observed for 
the first time and routinely reproduced, whilst the multi-
turn effect, providing channelling of protons even after 
several turn-by-turn crystal traversal, was demonstrated in 
a clear manner [7]. At a given beam energy, the 
channelling efficiency was found to depend on the 
interplay of the multiple scattering in the crystal traversal 
with the dechannelling probability [7]. The channelling 
extraction was also observed with fully stripper Pb-ion 
beams, although associated to a rather large break-up 
cross-section [8]. In E853 the first ever extraction driven 
by beam-beam process was obtained and the highest-
energy proton channelling effect ever produced [9,10]. 
The use of crystals to assist the collimation process, 
suggested in the late Eighties by several Authors, see for 
instance Ref [11], was preliminarily tested in the Tevatron 
during the E853 runs with encouraging results. 
These developments were suspended in the second half 
of the Nineties for various reasons related to the 
economical context and to new emerging priorities in 
high-energy physics. Only a moderate activity persisted in 
Russia at IHEP where crystal tests continued in the U70 
synchrotron and at PNPI where new types of crystals 
were built and characterized. However, the accumulated 
experience had the large merit of demonstrating that the 
crystal channelling mechanism is compatible with the 
operation of modern hadron colliders and could be 
successfully applied for some specific and very 
demanding beam manipulation. 
At the end of the Nineties, crystal investigation was 
vigorously resumed. First, a crystal collimation scheme 
was implemented and tested at LBNL with the aim of 
reducing the background in the RHIC detectors. Later, the 
experiment continued at FNAL in the Tevatron, with the 
same crystal and goniometer. At the same time, 
fundamental studies on high-energy particle interaction 
with crystals were resurrected also in Europe. In 2000, a 
scientific collaboration involving CERN, INFN, IHEP, 
PNPI and JINR, was created to handle three specific 
INTAS-CERN programmes, co-funded by EU and 
CERN, and later by the Russian academy of Science and 
the NTA-INFN programme. In 2006, this activity evolved 
in a large campaign of experiments in the North Area of 
the SPS and, with the support of CARE-HHH, the 
international Collaboration H8RD22 was created to 
handle it. The worldwide revival of interest in crystals of 
HHH-2008 PROCEEDINGS
154
the last years sustained by the strong networking support 
of CARE-HHH was fruitful.  In September 2008, the 
CERN Research Board approved a crystal collimation 
experiment in the SPS named UA9 [12]. To handle it, the 
UA9 Collaboration was created from the extension of 
H8RD22 to LBNL, FNAL and SLAC with the support of 
LARP. Slightly later, the FNAL management endorsed the 
activity on crystals inherited from LBNL and approved 
the T980 experiment to test crystal collimation in the 
Tevatron, complementing the UA9 programme.  
UA9 and T980 have the common goal of investigating 
improved collimation concepts for the LHC. They have 
complementary approaches to face the numerous 
unknown issues still to be elucidated. 
OPTIMAL CRYSTALS FOR HIGH-
ENERGY PARTICLE MANIPULATIONS 
The crystals used in RD22 and E853 experiments were 
at the forefront of the technology in the late Eighties. 
They were dislocation-free crystals, precisely cut with the 
faces parallel to (110) planes, within a hundreds of µrad, 
with the beam face properly etched and optically polished 
and a rather flattish horizontal-vertical aspect ratio of the 
shape to favour mechanical bending. The crystal length 
was of a few cm (3 in RD22 and 4 in E853). The bending 
angle was of a few hundreds of µrad (200 in RD22 and 
640 in E853) and was imparted by a multi-point 
mechanical bender, as in Figure 1. The side effect of the 
multi-point clamping of the crystal to the bender was the 
local increase of the crystal curvature and hence the 
overall reduction of the channelling efficiency.  
 
Figure 1: crystal with multi-point clamping used in RD22.  
 
 
Figure 2: U-shaped crystal used in RD22.  
As a potential remedy, U-shaped crystals without 
mechanical clamps in the beam face, as in Figure 2, were 
suggested by the ESRF in Grenoble and tested in RD22, 
without showing measurable improvements of the 
channelling efficiency [13]. In fact, O-shaped crystals 
proposed by PNPI were an intrinsically better solution for 
a regular curvature of the crystal. Although available too 
late for RD22 and T853, the PNPI O-shaped crystal 
shown in Figure 3 was used in RHIC and later in T980. 
 
 
Figure 3: O-shaped crystal produced in PNPI and used in 
RHIC and later transferred in the Tevatron for the T980 
test. Top part: the O-shaped bending principle. Bottom 
part: the RHIC/T980 crystal in its bender. 
The mentioned INTAS-CERN programmes played a 
crucial role in fostering the European cooperation and in 
supporting systematic investigations and new proposals to 
develop and test optimal crystals for high-energy particle 
manipulations. The main issue addressed was related to 
the possible use of short crystals for a much larger 
channelling efficiency at the highest beam energy [14,15]. 
Crucial achievements have been obtained in that frame. 
Strip crystal plates of 1 to a few mm thickness have been 
cut and bent as to produce an homogeneous anticlastic 
curvature of the order of or larger than a few hundred 
µrad [16,17]. One of the first strip crystals in its original 
holder used in U70 at IHEP is shown in Figure 4. Shorter 
crystals of a few tenths of mm length have also been cut 
with the external faces parallel to the atomic lattice and 
bent by hundreds of µrad through the quasi-mosaic elastic 
effect [18]. A couple of crystals of this type produced at 
PNPI and used in the North Area of the SPS are shown in 
Figure 5. Finally a procedure for a controlled chemical 
etching of the crystal surface has been identified and 
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optimized to eliminate the amorphous layers from the 
crystal edges, produced during the crystal cut [16]. An 
example of the crystal quality at the surface is shown in 
Figure 6, for a crystal etched in Ferrara University.  
 
 
Figure 4: Strip crystal in its holder. Top part: the bending 
principle: the main radius of curvature along the strip 
axis, impart an anticlastic radius of curvature to the face 
exposed to the beam. Bottom part the IHEP strip crystal 
in its original bender. 
All these steps represent indeed an ensemble of 
technological breakthrough for the optimal use of crystals 
in particle accelerators. Short crystals of a few mm or a 
few fractions of mm length allow extending the range of 
energy, in which crystals have large channelling 
efficiency [14]. The constant curvature obtained through 
the elastic property of the crystal itself avoids local 
perturbations of the bending radius eventually introduced 
whenever external supports are used to impart the flexural 
stress on the face exposed to beams, thereby reducing the 
dechannelling probability. The removal of the amorphous 
layer at the crystal surface implies the possibility of 
channelling as soon as the particles hit the crystal surface, 
which is a mandatory request when particles intersect the 
crystal at a small greezing angle.  
 
 
Figure 5: Silicon crystals with elastic quasimosaic 
bending. Top part: the bending principle: the principal 
curvature imparted by the support to the crystal axis 
imposes the anticlastic curvature of the larger face and at 
the same time the quasimosaic curvature of the (111) 
planes parallel to the thinner face due to the anisotropy of 
the elastic tensor force. Bottom part: a pair of crystals in 
their bender used in North Area of the SPS. 
 
 
Figure 6: Etched crystal produced in Ferrara. Right side: 
the edge of the crystal. Left side: the AFM blow-up.  
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Short crystals, chemically polished, with anticlastic 
bending of quasimosaic elastic curvature were produced 
and extensively tested in the U70 accelerator at IHEP 
with 70 GeV protons and in the extracted beam lines in 
the North Area of the SPS with 400 GeV protons 
demonstrating a channelling efficiency as large as 85 % 
[14,19]. 
CRYSTAL TESTS IN THE NORTH AREA 
In 2006, the CERN management approved an 
experimental campaign with bent crystals in the North 
Area of the SPS. An international collaboration called 
H8RD22, including CERN, INFN, PNPI, IHEP and JINP, 
which received financial support also from CARE-HHH, 
INTAS-CERN and INFN-NTA, endorsed this activity, 
which is still in progress and already provided a terrific 
whelm of information on high-energy proton interactions 
with bent crystals. The initial detector, based on silicon 
strips and scintillator counters, is pictorially shown in 
Figure 7 [20]. Single particle trajectories were identified 
in the two detector arms, by which the incoming and 
outgoing angles were reconstructed.  One of the most 
striking results was obtained with a 9 mm long 
quasimosaic crystal bent by 150µrad, deflecting 400 GeV 
proton beam extracted from the SPS. The measured 
deflection angle induced by a bent crystal is shown in 
Figure 8 as a function of the crystal-beam orientation. The 
colour code identifies the fraction of deflected particles. 
Six different interaction regimes are visible, of which the 
area 2 is due to channelling and the area 4 is due to 
volume reflection [21]. The measured efficiency, intended 
as the fraction of deflected particles, were about 50 % for 
channelling and more than 97 % for reflection [21]. As a 
consequence of the latter observation, the volume 
reflection process has been considered as very promising 
for sophisticated beam manipulations. 
Other important results of H8RD22 must be mentioned 
here. In bent crystals much shorter that the dechannelling 
length due to multiple scattering, the dechannelling length 
due to nuclear scattering could be directly measured and 
an unprecedentedly high deflection efficiency was 
detected [19]. Short crystals were also used to bring into 
evidence the dependence of the channelling and reflection 
efficiency on crystal curvature [22]. Assembly of many 
crystals mechanically aligned to each other were used to 
produce a cascade of multiple reflections and to measure 
the multi-process probability, by which larger deflections 
would be imparted to the incoming particles [23]. Finally, 
thanks to a multi-stage goniometer, by which the polar 
and the azimuthal crystal-beam angle were adjusted the 
axial channelling process was produced and studied in 
detail [24].  
The H8RD22 Collaboration also spent a considerable 
effort to investigate how the interaction with crystals 
changes if the incoming particles are light leptons, of 
positive or negative charge or negative hadrons. These 
investigations are of a direct interest for future colliders 
such as the ILC of the Muon Collider and for the Tevatron 
as well where antiprotons are circulating. Some of the 
results are yet unpublished and hence cannot be discussed 
here. Quantitative data on the probability of planar 
channelling, volume reflection and axial channelling 
process will be available as soon as possible. The data 
referring to 180 GeV positrons interacting with the 
mentioned quasimosaic crystal 9 mm long with 150 µrad 
bend angle are instead available in Ref [25], where the 
measured efficiency of the various deflection process is 




Figure 7: The detector of the H8RD22 Collaboration. A 
goniometer (G) orients bent crystal along the direction of 
incoming beams. The detector telescope has two arms, 
made of silicon strips and scintillator counters, by which 
the individual particle trajectories are recorded, before 
and after the crystal hit. The measured difference in angle 
gives the effect of the bent. Both strip (A) and 




Figure 8: Data collected by the H8RD22 Collaboration. 
The horizontal deflection angle induced by the crystal is 
plotted as a function of the crystal-beam orientation with 
a colour code giving the fraction of deflected particles. 
Six areas are visible: 1 and 6 where the crystal acts as an 
amorphous material, 2 where there is channelling, 4 
where there is volume reflection, 3 where there is 
dechanneling, 5 where there is volume capture. 
CRYSTAL COLLIMATION TESTS 
In the recent years, the attempt of using bent crystal for 
halo reduction was pursued in RHIC, using O-shaped 
crystals from PNPI. The experimental results have been 
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somehow controversial: the observed collimation effect 
was inexistent and in certain cases worsened respect to 
that of an amorphous primary, although the measured 
channelling efficiency was consistently exceeding 30 %. 
For this reason the attempt of assisting collimation with 
crystals was abandoned at RHIC [25].  
However, in 2005, the equipment of RHIC was 
dismounted and reinstalled in the Tevatron at FNAL, and, 
in 2006, a channelling efficiency larger than 50 % was 
measured and a background reduction by a factor of two 
observed in the CDF detector, in agreement with 
simulations [26]. 
 
Figure 9. Layout of the Tevatron E0 region with tungsten 
target (top) and crystal (bottom). 
Unfortunately, problems with the mechanics of the 
goniometer revealed in earlier studies, forced the FNAL 
team to stop the investigations and improve the hardware. 
This operation was successful and afterwards the angular 
positioning of the crystal cold be made with a resolution 
of 2.1 rad. In addition, the O-shaped crystal used in 
2005 was dismounted and characterized again, with the 
help of PNPI and INFN. Another PIN diode telescope 
was installed immediately downstream of the crystal, and 
a scintillation counter telescope and a beam loss monitor 
was located downstream of the secondary collimator. The 
new layout is show in Figure 9. In the most recent crystal 
collimation tests at the Tevatron channelling has been 
observed once more. The angle scan results are 
reproducible. There is the evidence that channelling 
improves beam loss localization. Simulations show that 
the miscut angle of the O-shaped crystal should be small 
and its orientation should be negative. The plans for 
future are to optimize the collimator positions and to 
replace the O-shaped crystal with a new one with a much 
smaller miscut angle and a negative orientation. Further 
extensions of the experiment include installing a second 
(vertical) goniometer with two alternating crystals: an O-
shaped crystal (to exploit channelling) and a multi-strip 
array (to exploit VR). With this a two-plane collimation 
will be possible and a reproducible loss reduction in the 
superconducting ring and the CDF/D0 detectors is 
expected [27]. 
UA9 
As already mentioned, UA9, approved in September 08 
by the CERN Research Board, will study features of 
crystal channelling in the SPS using single-particle 
detectors and compare the effect of different crystal 
technologies, strip or quasimosaic, using either 
channelling or volume reflection or even multi-reflection 
with a sequence of aligned crystals. 
The UA9 layout 
The layout of UA9 is shown in Figure 10. The halo 
particles should be deflected by the crystal and kept by 
the secondary collimator in the horizontal plane where the 
SPS aperture is larger. All the components of UA9 are 
retractable for an easy routine operation at high intensity. 
The layout is as compact as possible to save on cost of 
cables and of other infrastructures. 
 
Figure 10: Layout of UA9 
The core of the UA9 is installed in the two dipole-
empty cells of the long straight section 5 of the SPS, just 
across the cavern formerly hosting UA1.  
A large tank is in place, equipped with several devices. 
There are two goniometers each with a holder and a 
single-crystal, one strip and one quasi-mosaic, which will 
be used in alternative as crystalline collimators. The 
goniometer can be moved towards the beam and oriented 
to its direction with a resolution of a tenth of µrad, i.e. of 
the order of the critical angle for channeling at the 
nominal beam energy of 120 GeV. A movable thin target 
in tungsten is added for comparison, which will be used 
as an amorphous primary collimator. The tank also 
contains three feed-through for 100 twisted pair cables, 
for future use, should active piezoelectric motors be 
required to mutually orient multi-crystal assemblies. In 
the wall side of the tank an external laser system is used 
to align the crystals with an autocollimator and two penta-
prisms at the installation time. Later alignment checks 
will be made with the same system, through quartz 
windows located just in front of the crystals. In the 
upstream and downstream faces of the tank, two gas 
electron multiplier (GEM) pads and a pair of scintillator 
counters are mounted in air. Their counting rate is 
normally proportional to the background rate, about equal 
in the two face positions. When the crystal is in place, the 
rate of the downstream detectors should be increased by 
the rate of nuclear reactions in the crystal itself. The GEM 
pads and the scintillator counters provide similar 
information, for redundancy. The pads have 20x30 
channels and may also give rough indications of the 
lateral distribution of the background. The tank can house 
also a bar of quartz movable laterally in vacuum, which 
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once aligned to the crystal will be used as a Cerenkov 
detector and count the number of particles incoming into 
the crystal itself. This detector is to be installed in May 
09, just before the running in of UA9. 
The collimator tank houses a movable block of tungsten 
600 mm long, 30x30 mm2 wide (TAL). Attached to it and 
aligned to its front face, there is a bar of quartz, movable 
in vacuum, used a Cerenkov detector, by which the 
number of particles reaching the collimator is counted. 
The roman pot 1 is in place, equipped with one silicon-
strip detector, mounted in the inner side of the ring. The 
other pot, in the outer side of the ring, will be equipped 
soon with one pixel pad detector and for redundancy with 
a scintillation fibrometer. 
Additional detectors are used in UA9. A set of 
scintillator counters, mounted in air in both sides of the 
vacuum pipe, are installed downstream of the first half-
cell with bending dipoles. They will be used to detect off-
momentum beam loss induced by the collimation process. 
In addition, a set of fast beam loss monitors (BLM) has 
been installed in area of UA9, to reveal the fast loss. Later 
in 2009, another vacuum tank with two goniometers in 
construction at IHEP and the roman pot 2 in construction 
at SLAC and the associated detectors (silicon-strips, 
pixels and scintillating counters) will be added. 
Beam and crystal parameters 
UA9 will be operated at two energies, 120 and 270 
GeV. The former value is the nominal one of RD22 [2, 3], 
the crystal extraction experiment performed in the early 
nineties in the SPS, for which we have numerous 
reference data. The latter value of 270 GeV is the energy 
of other machine experiments planned in the SPS 
simultaneously to UA9, a choice that may significantly 
speed-up the duration of the accelerator setting. The beam 
parameters will be those of Table 1, where the transverse 
RMS beam radius is computed in the middle of a focusing 
(defocusing) quadrupole for the horizontal (vertical) 
plane, whilst the tunes are the ones for the high intensity 
operation mode of the SPS. The beam intensity will be of 
a few 1010 up to 1012 particles. The RF beam structure 
will be either unbunched or bunched in one or a few tens 
of bunches. The accelerator will operate in storage mode. 
The beam lifetime is determined by the SPS vacuum 
and should be larger than 80 h. By applying an external 
noise to the damper, the beam lifetime should be reduced 
to a value ranging from a few tenths of minutes to a tenth 
of hour. A similar approach had been used successfully in 
RD22, with the hardware still currently operational in the 
SPS. The subsequent halo flux hitting the crystal should 
be sustainable by our detectors in the roman pots. In 
practice, we will produce one of the following conditions. 
A halo flux of a few 102 to a few 104 particles per turn 
evenly distributed along the revolution period (unbunched 
beam) or synchronous to the bunch structure (bunched 
beam), which can be investigated with the detectors in the 
roman pots, avoiding counting saturation. In alternative, 
larger fluxes up to a few 105 particles per turn, which may 
saturate the monitors in the roman pots and hence should 
be studied using only the beam loss monitors of the SPS. 
 
Table 1: beam parameters for UA9 operation. 
 High energy Nominal energy 
p [GeV/c] 270 120 
Qx 26.13 26.13 
Qy 26.18 26.18 
Qs 0.0021 0.004 
N (1 ) [ rad] 1.5 1.5 
x, y [mm] 0.67 1 
p/p (1 ) 2 to 3 10-4 4 10-4 
L [eVs] 0.4 0.4 
VRF [MV] 1.5 1.5 
 
The optimal primary collimator is a silicon crystal 
oriented along the (111) planes, with a bend angle =150 
rad and a length along the beam L=1 mm. This gives a 
bend radius R=6.67 m (the critical radius for 120 GeV 
protons is Rc=21.46 cm). In these conditions, the particles 
deflected in the TAL should have large impact 
parameters, of about 6-8 mm. The crystal bend radius, 
which produces the maximum extraction efficiency for 
120 GeV protons, is about 1-2 m, i.e. 5-10 times Rc [7]. 
The crystal parameters,  and L, we selected are a sound 
compromise in between the optimal values for SPS and 
those eventually required for LHC. Both strip crystals 
with anticlastic curvature and bulk quasi-mosaic crystals 
may be built with parameters close to the above values. 
In operational conditions, the crystal will be oriented in 
channelling mode and its edge will be at the distance of 
xbc=6 beam from the closed orbit. Also the TAL and the 
two roman pots will be retracted from the beam centre, at 
a distance, which must be larger than that chosen for the 
crystal. This should guarantee in all circumstances that 
the crystal could intercept the halo particles before any 
other experimental device, thereby acting as the effective 
primary collimator. In addition, this should ensure that 
halo particles, which are not channeled in the first crystal 
passage and which are deflected by multiple scattering as 
if the crystal was an amorphous material, could hit the 
crystal again in the subsequent revolutions, thereby 
having additional chances of being eventually channeled. 
In other word, the multi-turn channeling mechanism 
should be fully active and can eventually produce the 
maximal collimation efficiency. 
The simplest option is to position the edges of the two 
roman pots and of the TAL, in normalized coordinates, at 
the same distance 6 beam+xof from the beam centre, shifted 
by the same offset xof with respect to the crystal edge 
position. The size of xof is chosen in such way that the 
multi-turn effect has a high probability of happening, see 
Table 2. Non-channeled 120 GeV particles, in traversing 
the 1 mm long silicon crystal, are randomly scattered in 
all directions. The RMS scattering angle is ms≈10 rad. 
By requiring that particles deflected by up to 4.25· ms in 
the horizontal plane stay clear from TAL and roman pots, 
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the probability of loosing multiple scattered particles in 
the first turn becomes negligible, i.e. of about 10-5. 











6.35 2.97 3.61 5.98 6.23 6.60 
xof  
[mm] 
0 0.41 0.5 0.83 0.86 0.91 
Experimental procedures 
The SPS is to be set in storage mode at 120 GeV, 
initially with a single circulating bunch of 5·1010 protons. 
The main parameter, such as the closed orbit, the tune, the 
chromaticity, the beam profile, the RMS beam size, the 
lifetime and the beam loss pattern along the ring, can be 
recorded. Once the diffusive halo is activated though a 
continuous power injection in the beam damper, several 
actions will be performed. The various movable devices 
of UA9 will be aligned to each other using the BLM in 
the UA9 area. As a side effect this procedure should 
provide information of the closed orbit stability. By 
inserting and retracting the TAL close to its nominal 
position at about 6 beam from the closed orbit, one can 
measure the diffusion speed and the counting rate of the 
protons that cross the UA9 detectors. This method should 
allow setting up the optimal loss rate and diffusion speed 
to avoid saturation of the UA9 counters and, at the same 
time, it will provide the expected value of the impact 
parameter and impact angle onto the crystal, when located 
in its nominal position. 
With the UA9 equipments in their nominal transverse 
position, one can start orienting the crystal and searching 
for the optimal angle for channelling. This angle should 
correspond to a minimal counting rate in the counters 
located in the downstream tank face, once the background 
detected in the upstream face is subtracted. As a side 
effect, this procedure should be able to provide the 
optimal alignment of the crystal for volume reflection that 
is the crystal orientation in the middle of the angular 
range for reflection mode. 
With the crystal in channelling orientation and the TAL 
in its nominal position, it should be possible to take a 
snapshot of the beam losses around the ring and in the 
UA9 area in order to compare them with those produced 
when the amorphous tungsten primary in the UA9 tank is 
replacing the crystal. This should provide the first set of 
relevant observables, by which the localization of the 
beam loss of a crystal collimation system could be 
evaluated. The evaluation can be made as well in volume 
reflection mode. 
With the crystal in channelling orientation and the 
collimation in place, there are two methods to evaluate 
the collimation efficiency. The first method is indirect, 
based on the assumption that the crystal is the only object 
in the ring, which can absorb the halo and hence 
determine the beam lifetime. In a given interval of time, 
the number of particles touching the crystal can then be 
given through the lifetime record, whilst the quartz 
Cerenkov counter counts the flux lost in the TAL. A more 
direct measurement should be based on the use of the 
second Cerenkov close to the crystal, by which the 
particles touching the crystal can be given.  To avoid 
systematic errors, the effect of multi-turn should be 
properly accounted for. 
By inserting the roman pot in its nominal position the 
profile of the extracted beam on its path to the TAL can 
be recorded. 
Before the end 2009, UA9 will be able to run and 
collect relevant data on crystal collimation, thanks to the 
heavy commitment of the full UA9 Collaboration and to 
the generous support of the funding agencies.  
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PERSPECTIVES FOR FUTURE NETWORK ACTIVITIES 
J. P. Koutchouk, CERN, Geneva, Switzerland 
FRAMEWORK 
HHH, a network activity of CARE, will finish on 
December 31th 2008, after having significantly stimulated 
discussions and thinking on accelerator upgrades. 
 It has been the initiative of ESGARD (European 
Steering Committee for accelerator R&D: CEA, CERN, 
CNRS, DESY, INFN, PSI, chaired by R. Aleksan/CEA) 
to launch after CARE a new venture, now called 
EuCARD and compete for EC funding. This new project 
includes networks. 
The CERN vision has been to invest more in such 
programs aimed at implementing in concrete way 
collaborations to reach the goals of the European Strategy 
for Particle Physics defined by CERN Council in 2006. 
In practice, it has been agreed in ESGARD that CERN 
should be the Coordinator (leading lab in HEP) for the 
“next CARE” in an organization where all partners are on 
the same footing. This policy is implemented in two EU 
projects: SLHC-PP and soon EuCARD. With a similar 
vision, EC requests EuCARD to contribute to establishing 
more lasting structures, beyond EU co-funded activities. 
STRUCTURE OF EU PROJECTS 
The EU framework relevant to EuCARD requires three 
components: 
1. Networks (NA), 
2. Trans-national access to “unique” facilities 
(TA) 
3. Collaborative research activities (JRA) 
These components are considered of equal importance. 
WHY EC FUNDS NETWORKS? 
“To foster a culture of co-operation: 
− joint management and pooling of distributed 
resources; 
− strengthening of virtual research communities; 
− development of common standards, protocols and 
interoperability, benchmarking; 
− provision of consultancy and training courses to new 
users; 
− foresight studies for new instrumentation, 
methods, concepts and/or technologies; 
− promotion of clustering and coordinated actions 
amongst related projects; 
− coordination with national or international related 
initiatives and support to the deployment of global 
approaches to science; 
− dissemination of knowledge; 
-  …..”  
(citations from the FP7 EU web site) 
EUCARD NETWORKS 
In a competition among some 130 projects, EuCARD 
arrived 2nd with 5 other proposals and was accepted for 
funding at a level of 10ME over 4 years. EuCARD brings 
together 37 partners in Europe and has about 40 
“Associates” all around the world. It is presently in 
“negotiation” phase and due to start on April 1rst. 
After the positive experience of CARE, it will include a 
network “AccNet”, i.e. Accelerator Sciences Network, 
with two branches: 
•  EuroLumi: it is a continuation of HHH focusing 
on the performance and upgrade of accelerators, 
•  RFTech: dedicated to all RF technologies  
The AccNet coordinators will be: W. Scandale/CERN 
until 10/2009, F. Zimmermann/CERN, and A. 
Variola/LAL. The tasks are coordinated by F. 
Zimmermann and E. Todesco/CERN for EuroLumi and 
J.-M. de Conto/U. Grenoble, M. Grecki/DESY and TU 
Lodz, W. Weingarten/CERN and A, Variola/LAL for 
RFTech. 
The funding is modest but was protected against the 
budget cuts to remain significant, dedicated to: 
•  meetings, workshops, link to US-LARP,… 
•  exchange of visitors, students and fellows, 
common studies 
It is important to note that Networks are open to ALL 
interested participants, whether in EuCARD or not. 
The AccNet coordinators are invited to freely define the 
detailed goals and means of the Networks (number of 
workshops/meetings, kind of reporting of results…) in the 
light of the CARE experience and expectations of the 
users. 
CONCLUSION 
HEP is at a crossroad. The two legs of accelerator 
technology (magnets for bending & focusing and RF 
cavities for acceleration) need significant progress and a 
reduction of their development time (now decades). The 
challenges are beyond what a single lab can do. An 
optimal use of public resources and a minimum 
ecological impact will be more and more important.  
This is why it seems very valuable to “lose” a small 
fraction of one’s time listening and discussing accelerator 
R&D issues across specialties and beyond daily 
occupations, to favor the emergence of creative ideas. 
This is what the networks can offer.  
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HHH-2008 DISCUSSION, COMMENTS, AND QUESTIONS
W. Scandale, E. Todesco, F. Zimmermann, CERN, Geneva, Switzerland
Abstract
We attempt to summarize the discussions, comments and
questions from the CARE-HHH workshop “HHH-2008”
in Chavannes-de-Bogis, 24-25 November 2008, which was
devoted to scenarios for the LHC upgrade and FAIR, and
from some follow-up meetings.
LHC PHASE-1 UPGRADE
It was debated whether an optics with interaction-point
(IP) beta functions down to β∗ = 0.25 m is feasible us-
ing Nb-Ti technology without moving the quadrupoles Q4
and Q5 longitudinally. The answer was most likely not
[J. Miles]. At the LHC IR upgrade review the Phase-1 IR
parameters were determined to be 120 mm diameter, 120
T/m gradient, and β∗ equal to 0.25 m. However, no optics
solution has yet been found which matches these condi-
tions exactly. A close solution with 126 T/m exists, but it
proved to be unstable. A shift of the longitudinal position
of the matching quadrupoles Q4 and Q5 would provide a
more robust optics. Without moving the quadrupoles, a tar-
get value β∗ ≈ 0.3 m may be realistic. A final optics is
needed as soon as possible. The present scheme of cor-
recting the off-momentum beta beating in the two cleaning
insertions, involving asymmetric excitation of the arc sex-
tupole families, introduces a lower bound on β ∗ of about
0.25 m [S. Fartoukh].
The reduction of β∗ provides about 50% improvement of
luminosity; the rest has to be obtained by an intensity in-
crease. To get to 2.5×1034 cm−2s−1, an intensity increase
of about 30% is needed. The induced head-on beam-beam
tune shift appears to be reasonable. However, the number
of long-range collisions grows significantly and the result-
ing beam intensity limit for the Phase-1 interaction region
(IR) may turn out to be more severe than the correspond-
ing limit for the nominal LHC. In addition, the Phase-1 IR
might lose the βx ≈ βy location that is well qualified for
accommodating a long-range beam-beam compensator in
the nominal LHC layout. The trade-off between β ∗ and in-
tensity limitations from long-range beam-beam effects may
need to be explored both for the nominal and the Phase-1
optics.
Schedule is a very critical issue, for the near-term plan-
ning as well as for the longer-term operation. Radiation
issues can affect the duration of the Phase-1 operation.
According to the design specification, the new Phase-1
IR quadrupoles can sustain about 3 times more integrated
luminosity than the present quadrupoles before radiation
damage occurs. Since the Phase 1 is supposed to have a 2.5
times larger luminosity, the actual lifetime of the Phase-
1 inner triplet will be approximately the same as for the
present one, i.e. a replacement after about 5 years of op-
eration will again be needed. This matches the Phase-2
upgrade schedule.
LHC PHASE-2 UPGRADE
With Nb3Sn magnet technology at 1.9 K for the inner
triplet, and keeping the 23 m of distance between the triplet
and the IP, one can reach a β∗ ≈ 0.14 m, if the LHC sex-
tupoles are only used for correcting the linear chromaticity.
Another solution must then be found for the off-momentum
beta beating. If the distance to the IP is reduced to 13 m,
and under otherwise identical assumptions, one can arrive
up to β∗ ≈ 0.11 m. The lifetime of the Nb3Sn magnets
needs to be determined, and should be larger than the life-
time of the inner triplets for the nominal LHC and for Phase
1, i.e. its radiation resistance should be at least a factor four
larger than for the Phase-1 magnets.
Five scenarios for Phase 2 have been suggested. The first
two rely on a minimum β∗ ≈ 0.14 m, and recover the ge-
ometric reduction factor either through an early separation
scheme or via crab cavities. In these cases the Phase-2 goal
can be reached with a moderate increase of beam inten-
sity. The third scenario relies on a large Piwinski angle to
allow a higher beam intensity without reaching the beam-
beam limit. Two new alternative scenarios have been pro-
posed at HHH-2008 and in a follow-up meeting. The first
of these, the fourth scenario in the list [R. Garoby], con-
siders a smaller transverse emittance, a higher brightness,
and a large Piwinski angle, the second one, scenario no. 5
[S. Fartoukh], a blow up of the emittance after accelera-
tion, achieving a similar effect as the large Piwinski angle,
i.e. allowing for a much larger beam intensity. In the third
and fifth scenario, the number of proton per bunch needed
to reach a luminosity of 1035 cm−2s−1 is about 4−5×1011
at either 50 ns or 25 ns spacing. The feasibility of this large
intensity in the LHC and possibly in the injector chain, es-
pecially for 25-ns spacing, may be a challenge. The fifth
scenario seems to imply an unacceptable heat load in the
LHC itself, and might not be maintained.
Concerning the feasibility of the lower transverse emit-
tance, it was noticed that the electron-cloud instability and
intrabeam scattering (IBS) get worse with lower emittance.
Since the luminosity lifetime also decreases, the shorter
IBS rise time might not be a problem. With smaller emit-
tance, the sensitivity to injection errors, to kicker ripple
etc. becomes more critical, however. So far these errors
are not much better than the nominal specification [G. Ar-
duini]. The damage limit for collimation is already “at the
edge” for the nominal LHC. The situation will deteriorate
with lower emittance [R. Assmann]. In fact, it was re-
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ported that the present emittance represents an approximate
optimum (smaller emittance is bad in regard to collimator
damage, whereas larger emittances are bad with respect to
cleaning efficiency [R. Assmann]). Also transverse Landau
damping will be reduced for a smaller emittance [S. Far-
toukh]. On the other hand, a large emittance could lower
the TMCI threshold in the SPS as the beneficial effect of
space charge would be reduced [G. Rumolo].
Beam-screen heat load, due to synchrotron radiation, im-
age currents, and electron cloud, introduces important con-
straints on the bunch population. For the nominal bunch
spacing of 25 ns, the maximum acceptable bunch charge
corresponds to about 2.3 or 2.4 × 1011 protons. For in-
creased spacings, larger bunch charges are possible.
The upgrade will profit from a higher beam intensity, en-
tering a regime that cannot yet be accessed experimentally
in the LHC or the SPS. At present, already the ultimate
bunch charge of 1.7 × 1011 protons is difficult to achieve
in the SPS; however, the PS Booster can already deliver
the ultimate intensity with 20% margin and an emittance
smaller than the one finally needed in the LHC [E. Metral].
An SPS study at this intensity was planned for 2009. A
bunch-intensity level of 2.4×1011 protons will be explored
once the new Linac4 is operational, from 2012 onwards. In
addition to the beam availability from the injectors, other
intensity limits are encountered in the LHC itself. Colli-
mation is a prominent example (both cleaning efficiency
and impedance effects seem to prevent reaching the nom-
inal LHC intensity). A second limit, equal to the ultimate
bunch charge of 1.7 × 107 protons comes from the LHC
RF system [J. Tuckmantel]. Bunch charges higher than ul-
timate will require an upgrade of this RF system.
The question was raised, based on two talks at this work-
shop (by N. Hessey and E. Tsesmelis) whether one should
assume that the number of events per bunch crossing must
always stay below a value of 200 rather than 300, the limit
which had been considered in the past. It was also asked
whether the maximum acceptable pile up depends on the
extent of the luminous region. Unfortunately, a larger ex-
tent of the luminous region improves the situation only for
a few detector subsystems [N. Hessey]. Another question
pertained to the cost of this limitation.
Given the stringent limit on the event pile up, a level-
ing of the luminosity during a physics store is clearly de-
sired. A leveling demonstration or test could be attempted
in the LHC, once a reasonable performance level has been
established. The feasibility of leveling is controversial. It
has not been successfully applied at operating colliders, but
there was no need for leveling in these machines either. Or-
bit correction during the store is possible both at RHIC and
at the Tevatron without losing the beam or other negative
consequences [W. Fischer, J.-P. Koutchouk]. This experi-
ence bodes well for leveling at the LHC. Leveling also is a
very natural option for crab cavities [R. Calaga].
ENERGY DEPOSITION
Energy deposition does not appear to be a fundamental
issue, as far as quenches are concerned. One can always
add shielding (possibly at the expense of a larger β ∗). The
energy deposition for Phase 1 looks acceptable. Apply-
ing a simple scaling argument, the energy deposition for
Phase 2 should be about equal to 4 times the one of Phase
1. On the other hand, Nb3Sn has a factor 3 higher quench
(or radiation) tolerance with respect to NbTi. For this rea-
son, the energy deposition might not be a problem for ei-
ther upgrade phase. However, critical parameters like the
quadrupole gradient, crossing angle etc. can affect the loss
pattern in the inner triplet region, and should be taken into
account [F. Cerutti]. If this rule is followed, there is no ob-
vious showstopper. A question concerned the adequacy of
the triplet cooling capacity. It was pointed out that the mod-
eling of heat deposited in the yoke was incomplete, due to
some missing thermodynamics in the FLUKA code. How
does the projected magnet lifetime for Phases 1 and 2 vary
with β∗ and the crossing angle?
LESSONS FROM HERA UPGRADE
The experience of the HERA upgrade highlighted the
importance of magnet alignment and stability. The ques-
tion was raised if this HERA experience is taken into ac-
count for the LHC upgrade Phases 1 and 2 [B. Holzer].
In the workshop discussion, the problems at HERA were
attributed mostly to insufficient preparation and design,
which would not be a problem for the LHC. However, it
was stressed that the effect of the CMS stray field on nearby
ramping magnets could lead to effects similar to those seen
at HERA and should be evaluated [B. Holzer].
EARLY-SEPARATION DIPOLES
A slot inside the detector at about 13–14 m from the IP
may be available for both ATLAS and CMS. It was asked
which other inputs were missing to advance the early-
separation solution. One constraint may come from the IR
vacuum chamber, which must fulfill a number of require-
ments: the longitudinal extent of the innermost chamber
is of order +/-50 cm. The two beams will be separated at
injection. Operation with different values of β ∗ should re-
main possible.
LHC INJECTOR UPGRADE & FAIR
What will be the brightness, emittance and intensity
available from LINAC4, SPL, PS2 and the upgraded SPS
for the LHC? How are emittance and intensity correlated
in this new complex, and how do they depend on the LHC
bunch spacing (25 ns vs. 50 ns)? How will the beam for the
LPA scheme—flat bunches of 5 × 1011 protons spaced by
50 ns—be generated?
Some concern was voiced regarding the low periodic-
ity of the proposed “racetrack” PS2 optics and the as-
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sociated high density of structure resonances [O. Boine-
Frankenheim].
How flat (longitudinally) do the bunches of the “Large
Piwinski Angle” scenario for Phase 2 need to be, and which
tolerances apply to the bunch-by-bunch flatness variation?
A generation and maintenance scheme for the LHC must
be defined, either in the injector complex and/or in the LHC
itself.
For FAIR, is a beam-pipe aperture of 2-3 σ sufficient
[F. Zimmermann], and can one rely on space charge for
beam-loading compensation & pre-compression (presenta-
tion by O. Boine-Frankenheim) [E. Shaposhnikova]?
The presentation by F. Me´ot triggered some questions on
FFAGs. Can they be used at CERN? Are they a viable (and
cheaper) alternative to a linac [O. Bruning]?
ADVANCED S.C. MAGNETS
The following questions arose: Will Nb3Sn, MgB2
and/or Bi2212 magnets provide a path to smaller β∗ and/or
to higher energy? Are fast-cyling s.c. magnets a viable al-
ternative technology for the PS2? Will they allow for an
SPS2 at 1 TeV?
BEAM-BEAM EFFECTS
Can we predict LHC beam-beam lifetime within a factor
of 2 [W. Fischer, S. Peggs]? It seems that we still cannot
compute the tune shift limit in hadron colliders. Where
and how can the functionality of electron lenses for head-
on beam-beam compensation be verified? Can long-range
beam-beam compensation be made to work for Phase 1,
e.g. what is the efficiency of a compensator at a place with
unequal beta functions?
ELECTRON CLOUD
Electron-cloud build up is predicted to be more severe
in the PS2 than in the higher energy SPS [G. Rumolo].
What is the impact of the electron cloud on the PS2 design
(e.g. choice of chamber dimensions)?
Which is the role and a proper model of the re-diffused
electrons?
The electron cloud could have an effect on collimation
and, e.g., trigger an ion avalanche, both in the LHC and
in some of the new injectors. Do the novel coatings and
clearing schemes solve the electron-cloud problem at least
for the future machines?
COLLIMATION
Machine protection considerations yield a limit on the
total energy stored in the beam. For higher intensity,
the beam dumping system and the collimators require up-
grades.
With realistic errors the beam intensity will be limited
to 3-4% of the nominal value for the present collimation
system. It is expected that the collimator set-up time can
be reduced from initially 15 hours to a practical value of 1
minute. What is the cleaning efficiency for the “phase 2”
of the collimation system with realistic errors - is the ideal
gain by a factor 10 with respect to the present “phase-1”
collimation system maintained when errors are included,
and is it sufficient if the collimator phase 1 only allows
for 4% of the nominal intensity? The so-called n1 num-
ber should never decrease below about 7, as the collimators
cannot approach the beam to less than 5 σ [R. Assmann].
There is little margin against collimator destruction for
an asynchronous beam dump. The present system might
not withstand a train of ultimate bunches in case of such
asynchronous dump.
Hollow electron lenses acting as low-amplitude scrap-
ers are an interesting refinement option for the collimation
system [R. Assmann]. Are rotatable collimators, cryogenic
collimators, crystals, hollow electron lenses or a combina-
tion thereof the solution for higher intensity? Beam impact
on the rotatable collimators would be detected by tempera-
ture sensors and microphones.
For the LHC Phase-2 upgrade, a new dispersion suppres-
sor will be needed in addition to a new inner triplet.
CRAB CAVITIES AND FP7 EUCARD
There has been an excellent progress on crab cavities.
One open question concerned the procedure for the planned
down selection.
The formats of the meetings and of the dissemination in
FP7 EuCARD deserve attention.
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