Abstract. The article is devoted to the comparative analysis of the efficiency of application of Legendre polynomials and trigonometric functions to the numerical integration of Ito stochastic differential equations in the framework of the method of approximation of iterated Ito and Stratonovich stochastic integrals based on generalized multiple Fourier series. On the example of iterated Ito stochastic integrals of multiplicities 1 to 3, included in the Taylor-Ito expansion, it is shown that expansions of stochastic integrals based on Legendre polynomials are much easier and require significantly less computational costs compared to their analogues obtained using the trigonometric system of functions. The results of the article can be useful for construction of strong numerical methods for Ito stochastic differential equations.
Introduction
In a number of works of the author [1] - [19] the method of mean-square approximation of iterated Ito and Stratonovich stochastic integrals based on generalized multiple Fourier series was proposed and developed. Further we will call this method as the method of generalized multiple Fourier series. Under the term "generalized multiple Fourier series" we understand that this series is constructed on various complete orthonormal systems of functions in the space L 2 ([t, T ]), and not only on the trigonometric system of functions. Here [t, T ] is an interval of integration of iterated Ito or Stratonovich stochastic integrals.
Another approach to the expansion of stochastic processes into a series on eigenfunctions of their covariance (the so-called Karunen-Loeve expansion) is well known [20] . If the stochastic process is the process of Brownian bridge on the time interval [t, T ], then the eigenfunctions of the covariance of the process will be trigonometric functions which form a complete orthonormal system of functions in the space L 2 ([t, T ]) [21] . This means that the basis functions in this case can only be trigonometric functions. In works [21] - [25] the mentioned expansion of the process of Brownian bridge was used for expansion and mean-square approximation of iterated Ito and Stratonovich stochastic integrals. Further we will call this expansion as Milstein expansion.
As mentioned above in contrast to the Milstein expansion, the method of generalized multiple Fourier series [1] - [19] allows to use different systems of basis functions, not only trigonometric system of functions. Thus, we can set the problem of choosing the optimal system of basis functions within the framework of the generalized multiple Fourier series method. Some ideas about this task were given in a number of works of the author [3] - [7] , [10] .
For example, in [3] - [7] , [10] it was shown that expansions for simplest double Stratonovich stochastic integrals based on Haar functions and based on Rademacher-Walsh functions are too complex and therefore useless in practice. In these works, a very brief comparison of the efficiency of Legendre polynomials and trigonometric functions application in the method of generalized multiple Fourier series was also carried out. The subject of this article is the development and refinement of the results obtained in [3] - [7] , [10] in this direction.
Milstein Expansion
Let (Ω, F, P) be a complete probubility space. Let {F t , t ∈ [0, T ]} be a nondecreasing rightcontinous family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process, which is F t -measurable for any t ∈ [0, T ]. We assume that the components f (1)
The componentwise expansion of the stochastic process (1) into the converging in the mean-square sense trigonometric Fourier series (version of mentioned above Karunen-Loeve expansion) has the following form [21] : (2) f It is easy to demonstrate [21] , that random variables a i,r , b i,r are Gaussian ones and they satisfy the following relations: According to (2) we have
where the series converges in the mean-square sense. Denote
where every ψ l (τ ) (l = 1, . . . , k) is a continuous non-random function on [t, T ]; w 
(11)T,t using the expansion (3): (8)
where series converges in the mean-square sense; i 1 = i 2 ; i 1 , i 2 = 1, . . . , m; every
is a standard Gaussian random variable for various i or j, and
, where r = 1, 2, . . .. Moreover [21] :
0 , where i 1 = 1, . . . , m.
In principle for realizing of strong numerical method of order of accuracy 1.0 (Milstein method [21] ) for Ito stochastic differential equations is sufficient to take the following approximations:
However, this approach has an obvious drawback. Indeed, we have too complex formulas for stochastic integrals with Gaussian distribution:
where the sense of denotations from (12) is hold. In [21] Milstein G.N. propose the following mean-square approximations on the base of the expansions (8) , (14):
where ζ
q ; r = 1, . . . , q; i = 1, . . . , m are independent standard Gaussian random variables.
Obviously, for approximations (15) and (16) we obtain:
This idea has been developed in [22] - [24] . For example, the approximation J (00i1)q (001)T,t , which corresponds to (15) , (16) has the form [22] - [24] :
where
q , α q has the form (17) and
q ; r = 1, . . . , q; i = 1, . . . , m -are independent standard Gaussian random variables; i = 1, . . . , m.
Nevetheless expansions (15) , (19) are too complex for approximation of two Gaussian random variables J (111)T,t ; i 1 , i 2 , i 3 = 1, . . . , m. This is due to the fact that the number q is fixed for stochastic integrals included into the considered collection. However, it is clear that due to the smallness of T − t, the number q for J (i3i2i1) (111)T,t could be taken significantly less than in the formula (16) . This feature is also true for formulas (15) , (19) .
On the other hand, the following very simple formulas are well known:
2 ; i = 1, . . . , m are indepentent standard Gaussian random variables. Looking ahead, we note that formulas (20) - (22) are part of the method that will be discussed in the next section.
To obtain the Milstein expansion for (7) the truncated expansions (3) of components of Wiener process f s must be iteratively substituted in the single integrals, and the integrals must be calculated, starting from the innermost integral. This is a complicated procedure that obviously doesn't lead to a general expansion of (7) valid for an arbitrary multiplicity k. For this reason, only expansions of simplest single, double, and triple integrals (7) were obtained (see [21] - [25] ).
At that, in [21] , [25] the case of ψ 1 (s), ψ 2 (s) ≡ 1 and i 1 , i 2 = 0, 1, . . . , m is considered. In [22] - [24] the attempt to consider the case of ψ 1 (s), ψ 2 (s), ψ 3 (s) ≡ 1 and i 1 , i 2 , i 3 = 0, 1, . . . , m is realized.
Note that generally speaking the approximations J [24] may not converge in the mean-square sence to appropriate triple integrals J (i3i2i1) (111)T,t due to iterative limit transitions in the Milstein approach [21] . This feature of the Milstein expansion will be considered in details further.
The Method of Generalized Multiple Fourier Series
Let's consider the another approach to expansion of iterated stochastic integrals [3] - [13] , [15] , [16] (the method of generalized multiple Fourier series).
The idea of this method is as follows: the iterated Ito stochastic integral of multiplicity k is represented as a multiple stochastic integral from the certain non-random discontinuous function of k variables, defined on the hypercube [t, T ] k , where [t, T ] -is an interval of integration of iterated Ito stochastic integral. Then, the indicated nonrandom function is expanded in the hypercube into the generalized multiple Fourier series converging at the mean-square sense in the space
. After a number of nontrivial transformations we come (theorem 1, see below) to the mean-square convergening expansion of iterated Ito stochastic integral into the multiple series of products of standard Gaussian random variables. The coefficients of this series are the coefficients of multiple Fourier series for the mentioned nonrandom function of several variables, which can be calculated using the explicit formula regardless of the multiplicity k of the iterated Ito stochastic integral.
Suppose that every ψ l (τ ) (l = 1, . . . , k) is a continuous on [t, T ] non-random function. Define the following function on a hypercube [t, T ] k :
k . At this situation it is well known, that the multiple Fourier series of
k in the mean-square sense, i.e.
. . .
and
; g, r = 1, . . . , k}; l.i.m. is a limit in the mean-square sense; i 1 , . . . , i k = 0, 1, . . . , m; every
is a standard Gaussian random variable for various i or j (if i = 0); C j k ...j1 is the Fourier coefficient (25); ∆w
j=0 is a partition of the interval [t, T ], which satisfies the condition (26).
In order to evaluate significance of the theorem 1 for practice we will demonstrate its transformed particular cases for k = 1, . . . , 4 [3] - [11] :
where 1 A is the indicator of the set A.
As a result we obtain the following new possibilities and advantages in comparison with the method, based on Milstein expansion.
There is an obvious formula (see (25) ) for calculation of expansion coefficients of iterated Ito stochastic integral with any fixed multiplicity k. We have new possibilities for explicit calculations of mean-square error of approximation of iterated Ito stochastic integrals (theorem 3, see below). Since the used multiple Fourier series is a generalized in the sense, that it is built using various complete orthonormal systems of functions in the space L 2 ([t, T ]), we have new possibilities for approximation -we may use not only trigonometric functions as in Milstein expansion but Legendre polynomials. As it turned out (see below), it is more convenient to work with Legendre polynomials for building approximations of iterated stochastic integrals. We may to chose different numbers q (see Sect. 2) for approximations of different iterated Ito stochastic integrals. This is impossible for approximations based on Milstein expansion. Approximations based on Legendre polynomials essentially simpler than for the case of the system of trigonometric functions (see (15) , (19) , and (21), (22) ). The Milstein expansion leads to iterated series (in contrast with multiple series taken from the theorem 1) starting at least from the triple stochastic integral J * (i3i2i1) (111)T,t ; i 1 , i 2 , i 3 = 0, 1, . . . , m (see (5) ). Multiple series are more convenient for approximation than the iterated ones, since partial sums of multiple series converge for any possible case of convergence to infinity of their upper limits of summation (lets denote them as p 1 , . . . , p k ). For example, for more simple and convenient for practice case when p 1 = . . . = p k = p → ∞. For iterated series it is obviously not the case. However, in [22] - [24] authors unreasonably use the condition p 1 = p 2 = p 3 = q → ∞ within the application of the Milstein expansion.
In a number of works of the author [6] , [7] , [10] , [12] , [16] the theorem 1 has been adapted for the integrals (7) of multiplicities 2 to 5.
Theorem 2 (see [6] , [7] , [10] , [12] , [16] ). Suppose that {φ j (x)} ∞ j=0 is a complete orthonormal system of Legendre polynomials or trigonometric functions in the space L 2 ([t, T ]). At the same time
where J * [ψ (k) ] T,t is defined by (7), and ψ l (s) ≡ 1 (l = 1, . . . , 5) in (33), (35), (36); another denotations see in the theorem 1.
As we mentioned above the theorem 1 gives new possibilities for explicit calculations of meansquare error of approximation of iterated Ito stochastic integrals (theorem 3, see below).
Assume
is an approximation of (6), which is the prelimit expression in (27):
Let's denote
In [7] , [10] , [11] , [17] it was shown that
Moreover in [3] - [7] , [10] , [11] it was shown that
where constant C n,k depends only on n and k (n ∈ N ). The value E p k can be calculated exactly. Theorem 3 (see [10] , [17] ). Suppose that the conditions of the theorem 1 are satisfied. Then
means the sum according to all possible permutations (j 1 , . . . , j k ), at the same time if j r changed places with j q in the permutation (j 1 , . . . , j k ), then i r changes places with i q in the permutation (i 1 , . . . , i k ); another denotations see in the theorem 1. Note that
Then from the theorem 3 for pairwise different i 1 , . . . , i k and for i 1 = . . . = i k we obtain:
Consider some examples of application of the theorem 3 (i 1 , i 2 , i 3 = 1, . . . , m): [7] , [10] , that
where series converges in the mean-square sense; i 1 , i 2 = 1, . . . , m; every
is a standard Gaussian random variable for various i or j, where
where P j (x) is Legendre polynomial. The formula (42) also can be found in [1] , [2] . Not difficult to show that [1] - [10] : Let's compare (45) with (16), and (44) with (18) . Consider minimal natural numbers q trig and q pol , which satisfy to (see Table 1 ):
Thus, we have: From the other hand the formula (16) includes 4q + 4 of independent standard Gaussian random variables. At the same time the folmula (45) includes only 2q + 2 of independent standard Gaussian random variables. Moreover the formula (45) is simpler than the formula (16) . Thus, in this case we can talk about approximately equal computational costs for formulas (16) 
and (45).
There is one important feature. As we mentioned above, further we will see that introduction of random variables ξ (i) q and µ (i) q will sharply complicate the approximation of the stochastic integral J (i3i2i1) (111)T,t ; i 1 , i 2 , i 3 = 1, . . . , m. This is due to the fact that the number q is fixed for all stochastic integrals, which included into the considered collection. However, it is clear that due to the smallness of T − t, the number q for J (i3i2i1) (111)T,t could be chosen significantly less than in the formula (16) . This feature is also true for formulas (15) , (19) . However for the case of Legendre polynomials we can chose different numbers q for different stochastic integrals.
From the other hand, if we will not introduce of random variables ξ q , then the meansquare error of approximation of the stochastic integral J (i2i1) (11)T,t will be three times larger (see (13) ). Moreover in this case stochastic integrals J (0i1) (01)T,t , J (00i1) (001)T,t (with Gaussian distribution) will be approximated worse.
Consider minimal natural numbers q * trig , which satisfy to (see Table 1 ):
In this situation we can talk about advantage of Ledendre polynomials (q * trig > q pol and (16) is more complex than (45)).
Comparative Analysis of the Efficiency of Application of Legendre Polynomials and Trigonometric Functions for Integrals
It is well known [21] - [25] , that for numerical realization of strong Taylor-Ito numerical methods of order of accuracy 1.5 for Ito stochastic differential equations we need to approximate the following collection of iterated Ito stochastic integrals:
Using the theorem 1 for the system of trigonometric functions we have [3] - [10] :
and ζ
q ; r = 1, . . . , q; i = 1, . . . , m -are independent standard Gaussian random variables.
Mean-square errors of approximations (47) - (50) are determined by formulas: In the Table 2 we can see the numerical confirmation of rightness of the formula (52) (ε is a right part of (52)).
Note that formulas (46), (47) has been obtained for the first time in [21] . Using (46), (47) we can realize numerically Taylor-Ito explicit one-step strong method with the order of accuracy of 1.0 (Milstein method [21] ).
Analogue of the formula (50) has been obtained for the first time in [22] - [24] . As we mentioned above the Milstein expansion leads to iterated operations of limit transition. The analogue of (50) has been derived in [22] - [24] on the base of the Milstein expansion. It means that authors in [22] - [24] formally could not use double sum with the upper limit q in the analogue of (50). From the other hand the rightness of (50) follows directly from the theorem 1. Note that (50) has been obtained reasonably for the first time in [3] . The version of (50) without the introducing of random variables ξ q can be found in [1] . The formula (51) appears for the first time in [21] . The mean-square error (52) has been obtained for the first time in [3] on the base of the simplified variant of the theorem 3 (the case of pairwise different i 1 , . . . , i k ).
The number q as we noted above must be the same in (47) -(50). This is the main drawback of this approach, because really the number q in (50) can be choosen essentially smaller than in (47).
Note that in (50) we can replace J Consider now approximations of iterated stochastic integrals
(111)T,t (i 1 , i 2 , i 3 = 1, . . . , m) on the base of the theorem 1 (the case of Legendre polynomials) [1] - [15] :
where φ j (x) has the form (43) and P i (x) is Legendre polynomial (i = 0, 1, 2, . . .).
Mean-square errors of approximations (54), (57) are determined by formulas (see the theorem 3 and (37)) [1] - [15] :
j3,j2,j1=0
m).
Let's compare the efficiency of application of Legendre polynomials and trigonometric functions for iterated stochastic integrals J (i1i2) 
j3j2j1 ,
where P i (x) is Legendre polynomial.
In Tables 3 and 4 we can see minimal numbers q, q 1 , p, p 1 , which satisfy the conditions (65) -(68). As we mentioned above numbers q, q 1 are different. At that q 1 ≪ q (the case of Legendre polynomials). As we saw in previous sections we can not take different numbers p, p 1 for the case of trigonometric functions. Thus, we must to chose q = p in (47) -(50). This leads to huge computational costs (see very complex formula (50)). From the other hand we can to chose different numbers q in (47) -(50). At that we must to exclude random variables ξ 
where J (0i1)q (01)T,t , J (i10)q (10)T,t defined by (48), (49). Not difficult to see that numbers q trig in the Table 1 correspond to minimal numbers q trig , which satisfy the condition:
(T − t)
From the other hand right parts of (55), (56) include only 2 random variables. In this situation we again can talk about advantage of Ledendre polynomials.
In the Table 5 we can see the numerical confirmation of rightness of the formula (70) (ε is a left part of (70)). In this section we compare computational costs for iterated Stratonovich stochastic integral J * (0i1i2) (011)T,t (i 1 , i 2 = 1, . . . , m) within the frames of the method of generalized multiple Fourier series for Legendre polynomial system and the system of trigomomenric functions. Using the theorem 2 for the case of trigonometric system of functions we obtain [3] - [10] :
For the case i 1 = i 2 from the theorem 3 we get [3] - [10] :
Analogues of formulas (72), (73) for the case of Legendre polynomials will look as follows [3] - [10] : 
In Table 6 and 7 we can see the numerical confirmation of rightness of formulas (73) and (75) (ε is the right part of (73) and (75)).
Let's compare the complexity of formulas (72) and (74). The formula (72) includes the double sum
Thus, the formula (72) is more complex, than the formula (74) even if we take identical numbers q in these formulas. As we noted above the number q in (72) must be equal to the number q from the formula (16), so it is much larger than the number q from the formula (74). In result we have obvious advantage of the formula (74) in computational costs. As we mentioned above, if we will not introduce of random variables ξ q , then the number q in (72) can be chosen smaller, but the mean-square error of approximation of the stochastic integral J (i2i1) (11)T,t will be three times larger (see (13) ). Moreover in this case stochastic integrals J (0i1) (01)T,t , J (i10) (10)T,t , J (00i1) (001)T,t (with Gaussian distribution) will be approximated worse. In this situation we can again talk about advantage of Ledendre polynomials.
Conclusions
Summing up the results of previous sections we can come to the following conclusions.
(i) We can talk about approximately equal computational costs for formulas (16) and (45). This means that computational costs for realizing of Milstein scheme (explicit one-step strong numerical method for Ito stochastic differential equations) for the case of Legendre polynomials and for the case of trigonometric functions are approximately the same.
(ii) If we will not introduce of random variables ξ (i) q (see (16) ), then the mean-square error of approximation of the stochastic integral J (i2i1) (11)T,t will be three times larger (see (13) ). In this situation we can talk about the advantage of Ledendre polynomials within the frames of Milstein method. Moreover in this case stochastic integrals J (0i1)
(001)T,t (with Gaussian distribution) will be approximated worse.
(iii) If we talk about the explicit one-step strong Taylor-Ito scheme for Ito stochastic differential equations, then numbers q, q 1 (see (54), (57)) are different. At that q 1 ≪ q (the case of Legendre polynomials). The number q must be the same in (47) -(50) (the case of trigonometric functions). This leads to huge computational costs (see very complex formula (50)). From the other hand we can to chose different numbers q in (47) -(50). At that we must to exclude random variables ξ
q from (47) -(50). This leads to another problems which we discussed above (see (ii)). From the theorem 1 for k = 4, 5 we obtain:
(λ1λ2λ3λ4λ5)T,t = q1 j1,j2,j3,j4,j5=0 From the theorem 2 for k = 3, 4, 5 we obtain: J * (i1i2i3)q (λ1λ2,λ3)T,t = q j1,j2,j3=0
(λ1λ2,λ3λ4)T,t = q1 j1,j2,j3,j4=0
(λ1λ2,λ3λ4λ5)T,t = q2 j1,j2,j3,j4,j5=0
where J * (i1i2i3) (λ1λ2λ3)T,t , J * (i1i2i3i4) (λ1λ2λ3λ4)T,t , J are equal to right parts of (82) -(84) for pairwise different i 1 , i 2 , i 3 , i 4 , i 5 = 1, . . . , m
