We study a stable partial matching τ of the (possibly randomized) d-dimensional lattice with a stationary determinantal point process Ψ on R d with intensity α > 1. For instance, Ψ might be a Poisson process. The matched points from Ψ form a stationary and ergodic (under lattice shifts) point process Ψ τ with intensity 1 that very much resembles Ψ for α close to 1. On the other hand Ψ τ is hyperuniform and number rigid, quite in contrast to a Poisson process. We deduce these properties by proving more general results for a stationary point process Ψ, whose so-called matching flower (a stopping set determining the matching partner of a lattice point) has a certain subexponential tail behaviour. For hyperuniformity, we also additionally need to assume some mixing condition on Ψ. Further, if Ψ is a Poisson process then Ψ τ has an exponentially decreasing truncated pair correlation function.
Introduction
With respect to the degree of order and disorder, the completely independent Poisson point process (ideal gas) is the exact opposite of a (standard) lattice with a perfect shortand long-range order. Here we match these two extremes in the stable sense of Gale and Shapley [9] and Holroyd, Pemantle, Peres and Schramm [17] , where lattice and Poisson points prefer to be close to each other. Assuming the intensity of the Poisson process to be larger than one, the matched Poisson points form a point process (a stable thinning) that inherits properties from both the lattice and the Poisson process. In fact, if the Poisson intensity approaches unity, the thinning becomes almost indistinguishable from a Poisson process in any finite observation window, while its large-scale density fluctuations remain anomalously suppressed similar to the lattice; see the supplementary video § . In this article, we study such properties of stable partial matchings between the lattice and a stationary point process. We shall now give more details.
Let Ψ be an ergodic point process on R d with finite intensity α > 1. Throughout we identify a simple point process with its support, where we refer to [24] for notation and terminology from point process theory. Let U be a [0, 1) d -valued random variable, independent of Ψ and let Φ := Z d + U be a randomized lattice, where B + x := {y + x : y ∈ B} for x ∈ R d and B ⊂ R d . A matching between Φ and Ψ is a mapping τ ≡ τ (Φ, Ψ, ·) : R d → R d ∪ {∞} such that almost surely τ (Φ) ⊂ Ψ, τ (Ψ) ⊂ Φ ∪ {∞}, and τ (x) = p if and only if τ (p) = x for p ∈ Φ and x ∈ Ψ. Since α > 1, as a rule we will have τ (x) = ∞ for infinitely many x ∈ Ψ. Following [17] we call a matching stable if there is no pair (p, x) ∈ Φ × Ψ such that |p − x| < min{|p − τ (p)|, |x − τ (x)|}.
(1.1) (Such a pair is called unstable.) In the absence of infinite descending chains the mutual nearest neighbour matching shows that a stable matching exists and is almost surely uniquely determined; see [17] and Section 3. In this paper we study the point process Ψ τ := {τ (p) : p ∈ Φ} = {x ∈ Ψ : τ (x) = ∞}; a stable thinning of Ψ. Figures 1 and  2 show realizations of Ψ τ when Ψ is a stationary Poisson point process in 1D and 2D, respectively.
It is not hard to see that Ψ τ is stationary and ergodic under translations from Z d . Moreover, if U has the uniform distribution, then Ψ τ is stationary and ergodic (under all translations) and has intensity 1. It might be helpful to interpret Ψ τ as the output process of a spatial queueing system, where Φ represents the locations of customers and Ψ the potential service times. In fact, a one-sided version of the stable matching can be interpreted as a queueing system with deterministic arrival times, one server with infinite waiting capacity and a last in, first out service discipline. The output process of a closely related system (with a first in, first out service discipline) was studied in [14, 8] ; see also Section 9 .
In this paper, we show that the stable thinning Ψ τ has several remarkable properties. As mentioned before, when Ψ is the stationary Poisson point process, Ψ τ approaches the lattice and the Poisson point process with unit intensity at the two extreme limits of α → ∞ and α → 1, respectively. On the other hand, we prove that if Ψ is a stationary determinantal point process with a suitably fast decaying kernel, Ψ τ is hyperuniform (or superhomogeneous), that is, density fluctuations on large scales are anomalously suppressed; see [36, 35] . This also includes the stationary Poisson point process. More precisely, hyperuniformity means that
where λ d denotes Lebesgue measure on R d and W is an arbitrary convex and compact set with λ d (W ) > 0. We also show that Ψ τ is number rigid when Ψ is a stationary determinantal point process. This means that for each bounded Borel set B ⊂ R d the random number Ψ τ (B) is almost surely determined by Ψ τ ∩ B c , the restriction of Ψ τ to the complement of B; see [10, 11] for a definition and discussion of this concept. Despite these unique properties on large scales, the truncated (or total) pair correlation function of Ψ τ is exponentially decaying (if U is deterministic) when Ψ is the stationary Poisson point process. In one and two dimensions, there is a close relationship between hyperuniformity and number rigidity; see [12] . To reiterate why hyperuniformity and number rigidity of Ψ τ is interesting, note that the original point process Ψ in many of the above cases (for example, the stationary Poisson point process) need not be hyperuniform or number rigid. Further, our results supply a large class of examples of hyperuniform and number rigid point processes in all dimensions. There are few examples of number rigid point processes in higher dimensions (d ≥ 3). The ones we are aware of are small i.i.d. Gaussian perturbations of a lattice [31] , stationary point processes satisfying DLR (Dobrushin-Landford-Ruelle) equations with appropriate interacting potentials [7] and the hierarchical Coulomb gas in d = 3 [5] . We wish to also point out that first rigidity and hyperuniformity reveal something intrinsically interesting about the point process, and second these properties are also useful to understand percolation models on point processes (see page 5 of [13] ).
The paper is organized as follows. We define the matching algorithm in Section 2 and strongly supported by [17] we show that the stable partial matching between two locally finite point sets is well defined and unique in the absence of infinite descending chains. In Section 3, we discuss a few basic properties of stable partial matchings τ for a general stationary and ergodic point process Ψ with intensity α ≥ 1. The point process Φ is assumed to be stationary with intensity 1 or a randomized lattice. Theorems 3.1 and 3.4 show that the matching τ and hence the thinned process Ψ τ are well-defined for a huge class of point processes. In Section 4, we introduce and study the matching flower, one of our key technical tools. It is a stopping set that determines the matching partner of a given point. Starting from Section 5, we assume that Φ is a (possibly randomized) lattice. In Section 5, we consider the tail properties of the matching distance τ (0) of the origin 0 from its matching partner and also that of the size of the matching flower. When Ψ is a stationary determinantal point process (which includes the Poisson process) with intensity α > 1, the first main result of our paper (Theorem 5.1) shows that the distance τ (0) has an exponentially decaying tail; a crucial fact for all of our later results on determinantal processes. Our proof is inspired by ideas from [17] . Then, we show in Theorem 5.5 that the size of the matching flower for an ergodic point process (satisfying the assumptions of Theorem 3.4) has a sub-exponentially decaying tail provided the matching distance τ (0) has a sub-exponentially decaying tail. Combining Theorems 5.1 and 5.5, we deduce subexponentially decaying tail for the size of the matching flower of stationary determinantal point process with intensity α > 1 in Corollary 5.8. We also study the tail behaviour of the matching distance seen from an extra point added to Ψ. In case of the Poisson point process, we study the tail behaviour of the matching distance and the size of the matching flower of a typical point (Theorem 5.9 and Proposition 5.10). In Section 6, we first prove a general criterion for hyperuniformity (Theorem 6.1), which is satisfied for Ψ τ , whenever Φ is a deterministic lattice and Ψ is determinantal with a 'fast decaying' kernel and intensity α > 1. The general criteria involve sub-exponentially decaying tail for the size of the matching flower and suitable decay of mixing coefficients of the point process Ψ. In Section 7, we prove number rigidity of Ψ τ assuming only sub-exponentially decaying tail for the size of the matching flower. In Section 8, we assume that Φ is a deterministic lattice and that Ψ is a stationary Poisson process and prove that the truncated pair correlation function is exponentially decaying. In Section 9, we consider a one-sided stable matching on the line, a simpler version of the two-sided case. This can be interpreted as a queueing system with a Last-In-First-Out rule and where the input and departure processes are both considered to be Z-stationary point processes. Under weak assumptions, we show that the asymptotic variance profile of the output process is the same as that of the input process. In other words, the output process is hyperuniform or non-hyperuniform or hyperfluctuating, whenever the input is. In Section 10, extensive simulations of a matching on the torus (in 1D, 2D, and 3D) between the lattice and determinantal and Poisson point processes confirm the hyperuniformity of Ψ τ and study how local and global structural characteristics change with varying intensity α. Our code is freely available as an R-package via [22] . We conclude the paper by presenting some conjectures and some further directions of research. The appendix contains some basic material on point processes.
Stable matchings
We let N denote the space of all locally finite subsets ϕ ⊂ R d equipped with the σ-field N generated by the mappings ϕ → ϕ(B) := card(ϕ ∩ B), B ∈ B d . Here B d denotes the Borel σ-field in R d . We will identify ϕ ⊂ R d with the associated counting measure. Let d(x, A) := inf{ y − x : y ∈ A} denote the distance between a point x ∈ R d and a set A ⊂ R d , where inf ∅ := ∞ and where · denotes the Euclidean norm. Let ϕ ∈ N and x ∈ R d . We call p ∈ ϕ nearest neighbour of x in ϕ if x − p ≤ x − q for all q ∈ ϕ. The lexicographically smallest among the nearest neighbours of x is denoted by N − (ϕ, x) and the largest by N + (ϕ, x). For completeness we define N (ϕ, x) := ∞ if ϕ = ∅. Given ϕ, ψ ∈ N we now define a mutual nearest neighbor matching from ϕ to ψ. For
Otherwise we put τ 1 (ϕ, ψ, x) := ∞. For all n ∈ N, we inductively define a mapping τ n (ϕ, ψ, ·) :
, where
) for some n ≥ 0, where ϕ 0 := ϕ and ψ 0 := ψ. Define the sets of unmatched points
For x ∈ ϕ ∞ ∪ ψ ∞ , we set τ (x) := ∞. For completeness we define τ (x) := x in all other cases, that is for x / ∈ ϕ ∪ ψ. We refer to the above iterative procedure for defining the matching as mutual nearest neighbour matching as above or more simply as matching algorithm.
Note that τ is a measurable mapping on N × N × R d with the covariance property
Given points p ∈ ϕ and x, y ∈ ψ, p prefers x to y if either x − p < y − p or x − p = y − p and x is lexicographically strictly smaller than y. Correspondingly for x ∈ ψ and p, q ∈ ϕ, x prefers p to q if either p − x < q − x or p − x = q − x and p is lexicographically greater than q.
We now refine the notion of stable matchings as discussed in the introduction. A (partial) matching is in general defined by a measurable mapping τ :
∈ ϕ∪{∞}, and τ (ϕ, ψ, q) = x if and only if τ (ϕ, ψ, x) = q for q ∈ ϕ and x ∈ ψ. Given ϕ, ψ ∈ N, we call a pair (p, x) ∈ ϕ × ψ unstable in (ϕ, ψ) if x prefers p to τ (ϕ, ψ, x) and p prefers x to τ (ϕ, ψ, p). If there is no unstable pair in (ϕ, ψ), then we call τ a stable matching from ϕ to ψ. Moreover if τ is a stable matching from ϕ to ψ for all (ϕ, ψ) ∈ N × N, then we simply call it stable.
Proposition 2.1. The mutual nearest neighbor matching τ is stable. Proof: Assume that there is an unstable pair (p, x) ∈ ϕ × ψ. By definition of τ there exists an n ∈ N 0 such that p ∈ ϕ n and x ∈ ψ n as well as
We call (ϕ, ψ) ∈ N × N non-equidistant if there do not exist p, q ∈ ϕ and x, y ∈ ψ with {p, x} = {q, y} and p − x = q − y . Note that the mutual nearest neighbor matching is well defined and stable independent of this property, but if (ϕ, ψ) is non-equidistant, then τ (ϕ, ψ, ·) = τ (ψ, ϕ, ·) due to the symmetry of the Euclidean norm.
Let ϕ, ψ ∈ N and n ≥ 2. A sequence (z 1 , . . . , z n ) of points in R d is called a descending chain in (ϕ, ψ) if z i ∈ ϕ for odd i ∈ {1, . . . , n}, z i ∈ ψ for even i ∈ {1, . . . , n} and z i prefers z i+1 to z i−1 for each i ∈ {2, . . . , n − 1}. Note that any pair (z 1 , z 2 ) ∈ ϕ × ψ is a descending chain. An infinite sequence (z 1 , z 2 , . . .) of points in R d is called an infinite descending chain if for every n ≥ 2, (z 1 , . . . , z n ) is a descending chain. The following result can be proved as Lemma 15 in [17] . Lemma 2.2. Let ϕ, ψ ∈ N, and suppose that there is no infinite descending chain in (ϕ, ψ). Then ϕ ∞ = ∅ or ψ ∞ = ∅, and there is a unique stable partial matching from ϕ to ψ, which is produced by the mutual nearest neighbor matching. Remark 2.3. In d = 1, there is no infinite descending chain in (Z, ψ) for any ψ ∈ N. Otherwise there would be an infinite descending chain in Z. The corresponding statement does not hold for any d > 1. For later use we define the the matching status of a point as the (measurable) function
3 Matching of point processes A (simple) point process on R d (see e.g. [21, 24] ) is a random element Ψ of N defined on some probability space (Ω, F, P). Such a point process is stationary if Ψ and Ψ + x have the same distribution for all x ∈ R d . In that case we define the intensity α of Ψ by In this section we consider point processes Φ and Ψ on R d . Later in the paper we shall assume that Ψ is determinantal (in particular Poisson) and that Φ is a (randomized) lattice. Let τ be the stable matching introduced in the preceding section and define
If Φ and Ψ are stationary (resp. ergodic) then it follows from the covariance property (2.1) that Φ τ and Ψ τ are stationary (resp. ergodic) as well. Next we show that for jointly stationary and ergodic point processes, in the process with the lesser intensity all points are matched (almost surely).
Theorem 3.1. Assume that Φ and Ψ are jointly stationary and ergodic with intensities 1 and α ≥ 1, respectively. Assume also that (Φ, Ψ) does almost surely not contain an infinite descending chain. Then P(Φ τ = Φ) = 1. If α = 1, then also P(Ψ τ = Ψ) = 1.
Proof:
The proof is similar to the one of Proposition 9 in [17] . First, it is not hard to show that Φ τ and Ψ τ have the same intensity, that is
Note that {Φ τ = Φ} = {Φ ∞ = ∅} and the same holds true for Ψ as well. By the covariance property (2.1),the events {Φ τ = Φ, Ψ τ = Ψ}, {Φ τ = Φ, Ψ τ = Ψ} and {Φ τ = Φ, Ψ τ = Ψ} are invariant under joint translations of Φ and Ψ. By Lemma 2.2 and ergodicity, exactly one of these events has probability one. The case P(Φ τ = Φ, Ψ τ = Ψ) = 1 contradicts (3.1), so that only the other two cases remain. This proves the first assertion. If α = 1, then P(Φ τ = Φ, Ψ τ = Ψ) = 1 also contradicts (3.1), proving the second assertion.
From now on, we assume that Φ = Z d + U is a randomized lattice. Note that Φ is not stationary unless U is uniformly distributed on [0, 1) d . Given u ∈ R d , we often write
Assume that Ψ is a stationary point process with intensity α ≥ 1. Assume also that Ψ is ergodic under translations from
Then assuming that (Φ, Ψ) does almost surely not contain an infinite descending chain, the assertions of Theorem 3.1 hold.
Proof: Assume first that U is uniformly distributed, so that Φ is stationary. Let A ⊂ N × N be measurable and invariant under (diagonal) translations. Then
where we have used the assumed independence and stationarity of Ψ. Since the event
, 1} and hence the joint ergodicity of (Φ, Ψ). Moreover, (Φ, Ψ) does almost surely not contain an infinite descending chain, so that Theorem 3.1 applies.
Let u ∈ [0, 1) d . By the covariance property (2.1), we have Φ
By the first step of the proof we
This implies the assertion for general U .
Remark 3.3. It is easy to see that a mixing point process Ψ has the ergodicity property assumed in Theorem 3.2. Our main example, the stationary determinantal point processes are mixing; see Theorem 7 in [34] and also Theorem 12.2 in the appendix for more quantitative bounds.
Theorem 3.4. Assume that Φ is a randomized lattice, Ψ is a stationary point process, and that for each n ∈ N, the n-th correlation function of Ψ exists and is bounded by n θn c n for some c > 0 and θ ∈ [0, 1). Then (Φ, Ψ) does almost surely not contain an infinite descending chain.
Proof: The proof is a direct consequence of the following lemma, which will also be needed later.
We denote by κ d the volume of the unit ball in R d .
Lemma 3.5. Let the assumptions of Theorem 3.4 be satisfied.
Proof: To simplify the notation, we first assume that U ≡ 0. By stationarity, we can further assume that q 0 = 0. The indicator function of A n,b is bounded by
Taking expectations and using our assumptions on Ψ gives
Letting W := [0, 1) d this can be written as
By a change of variables the right-hand side equals
. . , n}, this can be bounded by
In the general case, we can assume that q 0 = U . We then need to replace x 1 by x 1 − u, and q j by q j + u and integrate u with respect to the distribution of U . The details are left to the reader.
Note that, we have actually proved a bound on the expected number of descending chains. The following lemma can be proved as the previous one.
Lemma 3.6. Let the assumptions of Theorem 3.4 be satisfied. Let x ∈ R d , n ∈ N and b > 0. Let A n,b be the event that there is a descending chain (x, q 1 ,
Then the assertion of Lemma 3.5 holds.
Due to (12.1), we have that stationary determinantal point processes satisfy the conditions of Theorem 3.4 and hence we have the following corollary.
Corollary 3.7. Assume that Φ is a randomized lattice and that Ψ is a stationary determinantal point process. Then (Φ, Ψ) does almost surely not contain an infinite descending chain.
Remark 3.8. There are many more examples of point processes satisfying the assumptions of Theorem 3.4 including α-determinantal point processes with 'fast decaying' kernels for α = −1/m, m ∈ N, rarefied Gibbsian point processes, many Cox point processes etc. See (1.12) and Sections 2.2.2 and 2.2.3 in [3] for these examples and also see Sections 4 and 7 in [6] .
Remark 3.9. Note that the absence of infinite descending chains in Theorem 3.4 is independent of the intensity α of Ψ and that there is almost surely no infinite descending chain in (Ψ, Φ) as well as in (Φ, Ψ). Even for an unmatched point, all descending chains are almost surely finite (but there are infinitely many).
Matching flower
Here we define the matching flower F (Φ, Ψ, z) of a point z ∈ Φ ∪ Ψ, which is a random set that determines the matching partner of z. Importantly, it is a stopping set. We can define this flower by searching the matching partner of z through iterating over all potential matching partners, competitors and their matching neighbors. Figure 4 illustrates an intuitive algorithm to construct the matching flower of a lattice point q ∈ Z d . First a ball is centered at q that touches its matching partner τ (q). The second step determines which points in Ψ are preferred or equal to τ (q) (by q), which have to be inside the ball from the first step or touch it, then to each of these points a new ball is assigned that touches q. The third step determines which lattice points are preferred or equal to q (by these points in Ψ), then to each one of them a ball is assigned that touches the corresponding point in Ψ. Finally, the second and third steps are iterated (considering each new lattice point instead of q) until no new points can be found in any of the balls. An alternative representation of the matching flower is via an ordered graph of preference. We do not formally define it but refer to Fig. 5 for an illustration.
If there are no infinite descending chains in (Φ, Ψ) and if there is a matching partner τ (Φ, Ψ, z) = ∞ of z, then the matching flower F (Φ, Ψ, z) is bounded. This is because Ψ and Φ are locally finite and thus there are only finitely many chains whose second element is closer to z than τ (Φ, Ψ, z). Because of the absence of infinite descending chains, the iterative search for nearest neighbors terminates in a pair of mutually nearest neighbors after a finite number of steps. Note that F (ϕ, ψ, q) does not only determine the matching status and partner of q ∈ ϕ but does so for all points of ϕ that are in the matching flower.
For a rigorous mathematical analysis, we need a more explicit definition of the matching flower. Let ϕ, ψ ∈ N and z ∈ ϕ ∪ ψ. If τ (ϕ, ψ, z) = ∞ we set F (ϕ, ψ, z) := R d . Assume now that τ (ϕ, ψ, z) = ∞. We call a descending chain c = (z 1 , . . . , z n ) in (ϕ, ψ) a competing chain in (ϕ, ψ) for z if z 1 = z and z 2 is equal or preferred to τ (ϕ, ψ, z 1 ). In this case, we define
Then the matching flower of z (w.r.t. (ϕ, ψ)) is defined by F (ϕ, ψ, z) := F c , where the union is over all competing chains c for z. This definition is similar to (2.1) in [23] . Just for completeness we define F (ψ, ϕ, z) := {z} for z / ∈ ϕ ∪ ψ.
For z ∈ R d and ϕ ∈ N, we define ϕ z := ϕ ∪ {z}. Although the definition of the matching flower involves the global matching, the mapping (ϕ, ψ) → F (ϕ z , ψ, z) has the following useful stopping set property. For a set W ⊂ R d we abbreviate ϕ W := ϕ ∩ W and ϕ Figure 5 : A matching flower F (Z 2 , Ψ, q 0 ) for a lattice point q 0 (left) and its ordered graph of preference (right), with preferences ordered from top to bottom and from right to left (children are preferred to parent points). In general, the graph does not have to be a tree.
point N k (ϕ, z) such that the number of points in ϕ that z prefers to N k (ϕ, z) is exactly equal to k − 1.
Tail bounds for the matching distance and flower
From now on, Ψ shall always be a stationary point process with intensity α ≥ 1. Here we shall prove tail bounds for the distance to the matching partner of a lattice point and the matching flower of a lattice point when Ψ is a determinantal point process (see Section 12 for definitions) and we show the same for points of Ψ as well when Ψ is a Poisson point process.
Lattice points matched to determinantal point processes
If Ψ is determinantal and α > 1, we derive an exponential tail bound for the length of the random vector τ (Z d , Ψ, 0), that is for the distance of the origin from its matching partner, when matching the lattice Z d to Ψ.
Our proof of Theorem 5.1 was inspired by that of Theorem 21 in [16] . First we need to establish a few auxiliary results. We write µ 0 for the counting measure supported by
In the following lemma, we use the intrinsic volumes [24] . In the following proof and also later we denote by B r the ball with radius r ≥ 0 centered at the origin. We shall frequently use the following version of a classical fact; see [38] . For the reader's convenience, we give a short proof.
Lemma 5.2. Let K be a compact convex subset of R d . There exist constants c 0 , ..., c d−1 (which only depend on the dimension), such that
Proof: The proof is based on basic convex geometry. Let W := [0, 1) d and define
where
where κ j is the volume of the unit ball in R j . This gives one of the desired inequalities.
where K 0 and ∂K denote the interior and the boundary of K respectively. Then
where the last inequality comes from (3.19) in [19] . Applying Steiner's formula again, concludes the proof.
Unless stated otherwise, we now assume that Ψ satisfies the assumptions of Theorem 5.1. Further we abbreviate τ (
Proof: By assumption there must exist an x ∈ Ψ ∩ B r such that τ (x) / ∈ B 2r . Assume now on the contrary, that τ (Z d , Ψ, 0) = τ (0) > r. But then the pair (0, x) would not be stable, a contradiction. 
Proof: We combine the proof of Corollary 17 in [16] with the properties of the matching flower. Let n ∈ N. The distribution of the random set
is invariant under shifts from Z d . By Proposition 4.3, the matching flower is almost surely finite. Therefore we may choose an integer n so large such that P(Q(n) is not decisive for 0) ≤ ε/2.
Therefore we obtain for each m ≥ n
Since Q(n) + q ⊂ Q(m) for q ∈ Q(m − n) and the event {Q(m) is not decisive for q} is decreasing in m, we obtain that
For sufficiently large m the last expression becomes smaller than (2m) d ε.
Proof of Theorem 5.1: We let ε > 0 be such that ε(2 d+1 + 2) < α − 1 and so, we also have that α − ε > 1. Choose m as in Lemma 5.4. For q ∈ Z d we define Q q := Q(m) + 2mq and the random variable Y q := µ 0 ({p ∈ Q q : Q q is not decisive for p}).
Next we take r > 0 and define
Choosing r sufficiently large, we can assume that
The above inequality can be derived as follows. For r sufficiently large, we have that
Hence, we derive that
where C is a constant, the first inequality is similar to (5.1), the second is from the abovementioned inclusion for S r , the third inequality is due to Steiner's formula (5.2) and the fact that V j (B r ) = O(r j ) for all j. The last inequality is from Lemma 5.2 and the above bound on growth rate of the V j .
Next we note that
If p ∈ Q q ⊂ B 2r \ B r and τ (p) ∈ B r , then Q q is not decisive for p. Therefore
Consider the events
If the event D r occurs, then we obtain from (5.4), (5.3) and the definition of ε that
If C r ∩ D r occurs, we therefore have
Lemma 5.3 shows that τ (0) ≤ r.
To conclude the proof it now suffices to bound the probabilities of the complements Ω \ C r and Ω \ D r . Observing that Ψ(B r ) is a 1-Lipschitz functional, we can use Theorem 12.1 to derive that
.
Since by Lemma 5.2 µ 0 (B r )/λ d (B r ) → 1 as r → ∞ this gives the desired inequality for P(Ω \ C r ). To treat the complement of D r we apply Lemma 5.4. This gives
By Lemma 5.2 and the properties of intrinsic volumes
so that
for all sufficiently large r. Note that Z r is a function of Ψ ∩ A where A = ∪ q∈Ir Q q . Since the Y q are bounded by (2m) d and the Q q are disjoint, we have that
. So we can again apply the concentration inequality in Theorem 12.1 to derive that
which in view of Lemma 5.2 gives the desired result.
We now return to a general stationary point process Ψ with intensity α ≥ 1.
Theorem 5.5. Assume for each n ∈ N that the n-th correlation function of Ψ exists and is bounded by n θn c n for some c > 0 and θ ∈ [0, 1). Assume that there exists
1 r δ for all r ≥ 0 and some δ > 0. Then there exists c 2 > 0 such that
where β := min{(1 − θ)δ, 2d}/(2d + 1 − θ).
Proof:
The proof follows closely that of Lemma 2.4 in [23] . Let r ≥ 1. We take ε ∈ [0, 1) and a large K ≥ 4 both to be fixed later. Let m be the largest integer smaller than Kr 1−ε and let E be the event that there exists a descending chain (0,
. To see this we assume that KY ≤ r ε and that E does not hold. Take a descending chain (0, z 1 
Next we bound P(E). There is a unique n ∈ N such that m ∈ {2n, 2n+1}. By Lemma 3.5 we have that P(E) ≤ a n n /n!, where
Since n! ≥ n n e −n (by the exponential series), we obtain
where the second inequality is due to K ≥ 1 and r ≥ 1. Note that
where the third inequality comes from K ≥ 4 and r ≥ 1. Therefore
We now set ε := (1 − θ)/(2d + 1 − θ), so that (1 − ε)(θ − 1) + 2εd = 0. Further we choose K so large that
On the other hand we obtain from our assumptions that
Using this and inequality (5.7) in (5.6) yields the asserted inequality.
Next we consider the distance to the matching partner of an extra point added to Ψ. For x ∈ R d , recall that Ψ x = Ψ ∪ {x}. for all r ≥ 0 and some δ > 0. Then there exists c 3 > 0 such that
Then the matching partner of x (if any) in the matching of Ψ x with
Therefore we obtain from stationarity and our assumption that
for some c 1 > 0. In view of the monotonicity of the exponential function there exists b 1 > 0 such that the above right-hand side can be bounded by
where the second identity is achieved by using polar coordinates. This yields the assertion.
Remark 5.7. Apart from the constants c 1 and c 3 , the tail bounds in Theorem 5.1 and Theorem 5.6 are optimal. But we do not expect the tail bounds for the matching flower in Theorem 5.5 to be optimal.
For the case of determinantal point processes, using Corollary 3.7 and Theorem 5.1 in Theorems 5.5 and 5.6, we get the following corollary. 
Matched points in a Poisson point process
In this subsection, we assume that Ψ is a stationary Poisson point process. Then we can derive further tail bounds as the distribution of Ψ x is that of the Palm distribution of the Poisson point process. Recall the definition Φ := Z d + U of the randomized lattice, where
Theorem 5.9. Assume that U is uniformly distributed. Then there exists c 4 > 0 such that
Proof: By stationarity and translation covariance of τ , it suffices to prove the result for x = 0. Let r > 0. The result follows from Theorem 5.1, once we have shown that
Even though this can be derived from general results in [25] , we prefer to give a direct argument. 
Since all points of Φ are almost surely matched, the above equals
where we have used independence of Φ and Ψ and stationarity of Ψ. By Campbell's formula for Φ (Proposition 2.7 in [24] ) this comes to
By Fubini's theorem we finally obtain that
and in particular the desired result.
Proposition 5.10. Assume that U is uniformly distributed. Then there exists c 5 > 0 such that
where β := d/(2d + 1) and the matching status M was defined in (2.2).
Proof: Given Theorem 5.9, the proof is basically the same as that of Theorem 5.5 with
x , x) − x and replace the set inclusion (5.6) by
To bound P(E) we apply Lemma 3.6 instead of Lemma 3.5.
Hyperuniformity
Again we assume that Ψ is a stationary point process with intensity α ≥ 1 and that Φ = Z d . Recall the definition of hyperuniformity in (1.2) and the definition of the α p,qmixing coefficients in Section 12. We abbreviate
Theorem 6.1. Let Ψ be a stationary point process with intensity α ≥ 1. Assume that for some γ ∈ (0, 1] we have that w∈Z d w γd α w γd , w γd ( w ) < ∞ and
Then the point process Ψ τ 0 is hyperuniform. Before presenting the proof, we give two simple corollaries. If Ψ has unit intensity, then using Theorem 3.2, we have that Ψ τ 0 = Ψ and thus we have the following sufficient condition for the hyperuniformity.
Corollary 6.2. Let Ψ be a unit intensity stationary point process satisfying the assumptions in Theorem 6.1. Then Ψ is hyperuniform.
The second corollary on determinantal processes follows from Corollary 5.8 and Theorems 6.1 and 12.2. is hyperuniform. Many determinantal point processes satisfy the above decay condition on the kernel including Poisson (an extreme case of determinantal point process) and the Ginibre point process (see [18] ).
Proof of Theorem 6.1. As before, we write τ (
Furthermore,
This shows that
The series convergence will be justified below. Take a convex compact set W ⊂ R d containing the origin 0 in its interior. Let r > 0 and set W r := rW . By stationarity,
As r → ∞ the above integrand tends to 1 uniformly in y by Lemma 5.2, so that
Similarly,
Since by Lemma 5.2 and standard properties of the intrinsic volumes
the right hand side of (6.1) tends to 1 as r → ∞. Therefore we have
where we have again used stationarity and where the existence of the limit will be justified below. This can be rewritten as
where a(r, p, w) :
Therefore, we obtain similarly as above
Further
We next show that
where the numbers b(w) ≥ 0, w ∈ Z d \ {0}, do not depend on r and satisfy w b(w) < ∞. Then we can apply dominated convergence to (6.2) to conclude that σ 2 = 0. Let γ ∈ (0, 1] be as assumed in the theorem. By the stopping set properties of the flowers and from the definition of the α p,q -mixing coefficients in Section 12, we have that 4) and again from the stopping set property of the matching flower, we obtain that
Defining a(r, p, w)
we have thatã(r, p, w) = 0 for p / ∈ W r + B(0, w γ /3) as both the terms are 0. Thus, we can derive from (6.4) that
Hence, we have that
Now, we bound the remaining terms in p∈Z d |a(r, p, w)|. We have (up to boundary effects)
Similarly we obtain that
By the additivity of a probability measure and (6.5), we now obtain
and the proof is complete as both terms on the above right-hand side are summable by our assumptions.
Number rigidity
We assume here again Φ = Z d . Recall that a point process Ψ on R d is called number rigid if for each closed ball A ⊂ R d centred at the origin, the random number Ψ (A) of Ψ -points in A is almost surely determined by Ψ ∩ A c . In this case the latter property holds for all bounded Borel sets B ⊂ R d . We now give a condition for number rigidity of the point processes of matched points. Recall the definition F (q) : 
We have illustrated the notion of undecided points in Fig. 6 . For z ∈ (Z d ∪Ψ 0 )∩A c , by the stopping set property of the matching flower (Lemma 4.2), we have that
and vice-versa. Let us now define
. Now if we show that Z 1 < ∞ a.s., then we have by the above inequality that Z 3 < ∞ a.s. and again as a consequence of the complete matching of
, Ψ 0 is a number rigid point process. So our proof is now complete if we show that Z 1 < ∞ a.s..
By the stopping set property of the matching flower (Lemma 4.2) as mentioned above, we have that
where the last inequality follows from the fact that the balls B(−q, r) and B(0, q − r) have disjoint interiors. Proposition 2.4 shows that
Hence we obtain that
Now by our assumption the last sum is finite and this yields that Z 1 < ∞ a.s. This completes the proof.
From Corollary 5.8, we obtain the following corollary to Theorem 7.1. 
Pair correlation function in the Poisson case
In this section, we assume that Ψ is a Poisson process with intensity α > 1. For x, y ∈ R d and ϕ ∈ N, we write ϕ x,y := ϕ ∪ {x, y}. Recall the definition of matching status in (2.2) and the definitions of the intensity function and the second order correlation function of a point process from the appendix. 
is an intensity function of Ψ τ , while
is a second order correlation function of Ψ τ .
Proof:
The first equation is a quick consequence of the Mecke equation (Theorem 4.1 in [24] ) while the second follows from the bivariate Mecke equation, that is the case m = 2 of Theorem 4.4 in [24] .
The next result shows that the truncated second order correlation function decays exponentially fast. Proposition 8.2. There exist a 1 > 0 such that
where ρ 1 and ρ 2 are as in Proposition 8.1 and β = d/(2d + 1).
Proof: Let x, y ∈ R d . By the stopping set property of the matching flower and complete independence of Ψ, the events
. A similar statement applies to the second event. Therefore it follows that
We claim that
for some constants b 1 , b 2 > 0. This would imply the assertion.
To check (8.1), we need to derive the equivalent of Proposition 5.10 for non-randomized lattices. However, instead of using Theorem 5.9, we use Corollary 5.8 and follow the proof of Theorem 5.5. Since θ = 0 for the Poisson point process, ε = 1/(2d+1). But since decay rate provided by Corollary 5.8 is same as that of Theorem 5.1, we obtain the exponent β = εd. 9 One-sided matching on the line
In this section, we shall consider the one-sided matching on the line. The main motivation for such a consideration is to generalize our hyperuniformity results for stable partial matchings. Our set-up is to consider a partial matching of a Z-stationary point process Φ with a Z-stationary point process Ψ on R. The main difference with the previous sections shall be that the matching will be one-sided i.e., every Φ point will be matched to its right. Every Φ point is matched with the first 'available' Ψ point on its right. In other words, the Φ points search for their 'partners' to their right and the Ψ points search for their 'partners' to their left. One can describe a mutual nearest-neighbour matching algorithm as for stable matching (see Section 2) but with Φ points searching only to their right and Ψ points searching only to their left. The matched process Ψ 0 := Ψ τ 0 ⊂ Ψ can be interpreted as the output process of a queueing system with arrivals at Φ and potential departures at Ψ with LIFO (Last-In-First-Out) rule. Under certain additional assumptions, we shall now show that Ψ 0 is hyperuniform iff Φ is. Departure processes of queueing systems under various service rules and i.i.d. inter-arrival times have been studied extensively in queueing theory and in particular, hyperuniformity of Ψ 0 has been proven in the case of Φ = Z + (i.e., periodic arrivals) (see [8, 37] ). From a more point process perspective, this point process has been investigated in [14] . Here, we interpret the departure process as arising from a partial matching and hence naturally extend to general arrival and potential departure processes.
We use the notation as before for describing the matching. For p ∈ Φ, let τ (Φ, Ψ, p) ∈ Ψ denote the matched point of Ψ and for x ∈ Ψ, τ (Φ, Ψ, x) ∈ Φ denotes the matched point of Φ if it exists, else we set τ (Φ, Ψ, x) = ∞. By our assumption on one-sided matching, we have that Y p := τ (Φ, Ψ, p) − p ≥ 0 for all p ∈ Φ. By stationarity of Ψ and Φ, we have that the random field {Y p } p∈Φ and the point process Ψ 0 are Z-stationary. For t ∈ Z, we define L(t) as the number of un-matched points of Φ upto t i.e.,
where the last equality follows from Z-stationarity of Ψ and {Y p } p∈Φ . Thus, we see that {L(t)} t∈Z is also a Z-stationary random field. Now, we have our main theorem on onesided matchings.
Theorem 9.1. Let Φ and Ψ be Z-ergodic point processes on R with intensities 1 and α(≥ 1) respectively. Consider the one-sided matching of Φ and Ψ as described above. Also, assume that Var(L(0)) < ∞. Then, we have the following :
If Var(Φ([−t, t))) is bounded then so is Var(Ψ 0 ([−t, t))).
In other words, we have that Ψ 0 is hyperuniform iff Φ is hyperuniform under appropriate assumptions. Though it is surprising that there is no explicit requirement on tail bounds for the Y p , the finite variance condition shall impose the same. Suppose that Φ = Z and then by stationarity of the Y p , we have that
Thus E(Y 0 ) < ∞ is a necessary condition for Var(L(0)) to be finite. After the proof, we shall also give a sufficient condition for the finiteness of the variance when Φ = Z.
Proof. We shall derive suitable bounds on Var(Ψ 0 ([−t, t))) from which both the statements will follow trivially. We shall assume that always t ∈ N. From the representation of L(t), we have that
and so we obtain that
Now again by Z-stationarity of L(.) and Cauchy-Schwarz, we derive that
Thus, both the statements in 1.) and 2.) follow from the finiteness of Var(L(0)) and our respective assumptions on Var(Φ([−t, t))). Proof. By the representation of L(0), stationarity of the Y p and Cauchy-Schwarz inequality, we have that
The proof is now complete by noting that for p ∈ Z, p > 0, {Y 0 > p} = {Ψ([0, p]) < p} due to the definition of the one-sided matching.
Simulated matching on a torus
The straightforward simulation procedure of the mutual nearest neighbor matching closely follows the description of the algorithm in Section 1. Given two realizations, i.e. point patterns, the algorithm iteratively matches mutual nearest neighbors and removes them from the list of unmatched points. It terminates when no unmatched points remain in one of the point patterns. The only difference to the infinite model discussed above is that the finite simulated samples are matched on a torus (that is, with periodic boundary conditions). An efficient nearest neighbor search, e.g., using a so-called kd-tree, makes a fast matching of big data sets possible. For this study, we implemented the mutual nearest neighbor algorithm in R [33] using the RANN library [1] . Our R-package for matching point patterns on the torus in arbitrary dimension is freely available [22] . Moreover, all data of this simulation study are made available during the review process via a Dryad repository. The random numbers for the τ . The Poisson point processes is simulated by randomly placing independent and uniformly distributed points inside the observation window, where the number of points follows a Poisson distribution with mean value αL d . The samples of the determinantal point process were simulated using the R-function dppPowerExp [26] , which is part of the spatstat library [2] . The parameters of the here-chosen power exponential spectral model (using the notation of [2] ) are: ν = 10 and α = (1 − 10 −4 )α max (which is a parameter of the model, not to be confused with the intensity α as defined above). This results in a small but finite value of the structure factor at the origin, S(0) ≈ 0.19.
In 3D, both processes were simulated at the intensities α = 1 + 10 −2 , 1 + 1, and 1 + 10, where for the determinantal point process L = 10, 8, and 5, respectively (which corresponds to about 1000 points per sample), and for the Poisson point process L = 22 at each intensity (which corresponds to about 10,000 to 100,000 points per sample). For each process and intensity, we simulated 100 samples. Figure 8 shows (in the top) for both the Poisson and the determinantal point process the empirical complementary cumulative distribution function (ECCDF) T of the distance τ (Z 3 , Ψ, q) of a lattice point q to its matching partner, that is, the empirical estimate of the tail distribution P( τ (Z 3 , Ψ, q) > r) for r > 0. The exponential tails in the semilogarithmic are in agreement with Theorem 5.1 and Remark 5.7, where the constant c 1 depends on the process Ψ and in particular on its intensity α. As expected, c 1 decreases with decreasing α.
Numerically, the hyperuniformity of the stationary thinned process Ψ τ can be verified most conveniently by the structure factor, which is defined as
for a point process with unit intensity, where k, x is the scalar product of k and x. The norm of the wave vector k is called the wavenumber k . Under weak assumptions, the condition (1.2) for hyperuniformity is equivalent to
Thus hyperuniformity can be detected from simulations in a finite observation window simply by an extrapolation of S(k). As it is usual, e.g., in statistical or condensed matter physics, we estimate the structure factor from a sample of N points at positions X j by the empirical scattering intensity function
where the name indicates that this quantity is directly observable in X-ray or lightscattering experiments. In the limit L → ∞, ES(k) (suitably compensated) converges to the structure factor S(k) [35] . Figure 8 shows (in the bottom) for both the Poisson and the determinantal point process in 3D the scattering intensities S(k) at different intensities α. The average values and error bars of S(k) correspond not only to an average over the 100 samples per curve but also to a binning of all allowed wave numbers, which only excludes those wave vectors that correspond to Bragg peaks in the cubic lattice. For the latter, the average values of S(k) are depicted by solid vertical lines (impulses). The dashed vertical lines indicate the positions of the Bragg peaks in a cubic lattice Z 3 . With increasing intensity the emergence of Bragg peaks is clearly visible for both the matched Poisson and determinantal point process. For α → 0, the Bragg peaks vanish, and the scattering intensities become similar to those of the unmatched point processes Ψ. In the case of a matched Poisson process, a suppression of density fluctuations can only be seen at the large length scales, that is, small wavenumbers k .
To numerically confirm the hyperuniformity, huge system sizes are necessary, in particular for low intensities. Therefore, we have simulated larger samples of the Poisson point process in 1D and 2D with L = 10 6 in 1D at α = 1.01 and L = 300 in 2D at α = 11. This corresponds to about 10 6 points per sample, where we have simulated ten samples at each intensity.
With mean values of the scattering intensity ranging over up to ten orders of magnitude, Fig. 9 indeed numerically confirms the hyperuniformity of Ψ τ for the matching of a Poisson point process Ψ to a stationarized lattice on the torus. For α = 1 + 10 −2 , the process Ψ τ is at most wavenumbers indistinguishable from a Poisson process. The hyperuniformity can only be detected due to the huge system size of a million points, where wavenumbers k < 10 −3 are accessible. For α = 1 + 10 2 , the system is obviously hyperuniform, where the scattering consists of a diffuse part and the Bragg peaks of the square lattice. The scattering intensity is consistent with S(k) ∼ k 2 for k → 0, which corresponds to a class I hyperuniform system [35] in agreement with Remark 8.3.
Conclusions and Outlook
We have studied partial stable matchings between the integer lattice and a stationary point process of higher intensity. In one dimension, we have considered partial one-sided stable matchings between more general stationary point processes. Although our notion of stability is with respect to the Euclidean distance, our techniques should work for stability with respect to more general distances and also for more general lattices. Though matchings between point processes have been studied before, the main focus has been on existence of a complete matching between two point processes of equal intensity and on deriving (under suitable assumptions) tail bounds on the matching distance. Our partial matchings produce a new class of point processes that exhibit interesting phenomena such as hyperuniformity and number rigidity. These concepts originate in statistical physics and material science whereas the notion of stable matching arose in combinatorial optimization. Moreover, the matching can be interpreted as a spatial queueing system. Even in 1D, it might be interesting to further study the matching from the point of view of queueing.
Our new class of point processes provides insights into the interplay of global and local structure in hyperuniform point processes. For any finite observation window, we can define a point process that is within this window virtually indistinguishable from a Poisson point process (the ideal gas in the grand-canonical ensemble). Nevertheless, the model is rigorously hyperuniform, where the suppression of density fluctuations occurs at arbitrarily large length scales. Due to the available efficient algorithms for the nearest neighbor search, our stable matching offers a straightforward and efficient simulation of huge correlated, hyperuniform point patterns with a tunable degree of local order, see Figs. 7 and 9 and the supplementary video. Our results can be further pursued and possibly extended in several directions. First of all, we believe that hyperuniformity and rigidity remain true if Φ is a stationarized lattice (which is confirmed by our simulations). In fact it is tempting to conjecture that Ψ τ is hyperuniform, whenever Φ is a hyperuniform point process. Even beyond that Ψ τ might inherit any asymptotic number variance from Φ. For example, if Φ is antihyperuniform or hyperfluctuating, that is, if lim r→∞ Var Ψ τ (rW )/λ d (rW ) = ∞ like for a Poisson hyperplane intersection process [15] . As an evidence, we have shown the above in the special case of one dimension for one-sided matchings in Section 9. It is of interest to study whether these point processes exhibit further rigidity (see [13] for more about notions of rigidity). Simply put our simulations suggest that the matched point process "inherits" local properties from Ψ and global properties from Φ if the intensity of Ψ is larger than that of Φ.
Further, our proofs of hyperuniformity and number rigidity relied crucially upon exponential tail bounds for the typical matching distance. In light of this, one can ask what do exponential tail bounds for the typical matching distance between two i.i.d. copies of the same point process imply about the point process.
12 Appendix: Some point process results
We shall briefly introduce here some basic point process notions and state some general results of use for us. For ϕ ∈ N and k ∈ N, we define the kth factorial measure of ϕ as ϕ (k) := {(x 1 , . . . , x k ) : x i ∈ ϕ, x i = x j , ∀i = j}.
As with ϕ, we often view ϕ (k) as a measure on (R d ) k as follows :
δ (x 1 ,...,x k ) (.), where = denotes that the summation is taken over pairwise distinct entries and an empty sum is defined to be 0. For a point process Ψ and k ∈ N, we define the kth factorial moment measure as α (k) (.) = E(Ψ (k) (.)). If the measure α (k) has a density with respect to the Lebesgue measure, i.e., for all x 1 , . . . , x k ∈ R d , α (k) (dx 1 . . . dx k ) = ρ k (x 1 , . . . , x k )dx 1 . . . dx k , then ρ k is said to be the k-point correlation function of Ψ.
Given a point process Ψ, we can define the following mixing coefficient We call such a K kernel. We assume that the kernel K is Hermitian, non-negative definite, locally square-integrable and the associated integral operator is locally trace-class with eigenvalues in [0, 1] . A point process Ψ is said to be a determinantal point process with kernel K if for all k ≥ 1 and x 1 , . . . , x k ∈ R d , we have that ρ k (x 1 , . . . , x k ) = det ((K(x i , x j )) 1≤i,j≤k ) .
The above conditions on the kernel K guarantee the existence and uniqueness of the determinantal point process with kernel K (see Theorem 4.5.5 in [18] .) Further if Ψ is stationary, K(x, x) is a constant and is the intensity of the process Ψ. As a simple consequence of Hadamard's inequality, we derive the following useful inequality :
We now state an important concentration inequality for determinantal point processes as well as a bound for the α p,q mixing coefficient. The next two results can be found as Theorem 3.6 in [29] and Corollary 4.2 in [32] respectively. It can be shown that if for all p, q > 0, α p,q (s) → 0 as s → ∞, then Ψ is mixing. For example, see Section 3 in [20] .
