Complementary code matrices (CCMs) generalize Golay pairs and Hadamard matrices. In this paper, we describe new group relations satisfied by CCM-preserving symmetries and use its symmetry group to classify CCMs in terms of their equivalence classes. We also give an upper bound on the order of this group, determine the number of equivalence classes of N × 4 quad-phase CCMs where N = 2, 3, 4, 5, 6, and present a new construction to generate quad-phase CCMs from ternary CCM dual pairs.
I. INTRODUCTION
In phase-coded pulse-compression radar, signal waveforms can be represented by a string of values (called a code) consisting of roots of unity. In order to correlate incoming with outgoing signals, these codes should have nice sharp peak-sidelobe characteristics in terms of their autocorrelation functions. Usually in radar and communications, Barker codes and Golay pairs of codes are employed [1] [2] [3] , but there is increased interest in more general codes called complementary code sets, i.e., complementary sets of codes whose composite autocorrelation function has zero sidelobes [4, 5] . When expressed in matrix form, complementary code sets are referred to as complementary code matrices (CCMs) [6] .
There is no known efficient algorithm to generate all CCMs except by exhaustive search. Systematic methods for constructing special families of CCMs are known, such as Hadamard matrices using the Kronecker product and concatenation methods [6] . More recently, Huang and Li [7] developed a method to construct scalable complete complementary sequence (SCCS) sets, i.e., CCMs that can be decomposed into subsets that are also SCCS sets.
In this paper, we report new classification results for quad-phase CCMs of dimension N × 4 for N = 2, 3, 4, 5, 6 by studying their symmetries and corresponding group relations to perform an efficient exhaustive search for CCMs. Previously, Golomb and Win [8] investigated symmetries of a single polyphase sequence. These symmetries were later extended to CCMs by Coxson and Haloupek [6] .
Let M be a CCM. Here are the five known symmetries of M that preserve its CCM-property: 1) column multiplication by a unit-magnitude complex number, 2) column conjugate reversal, 3) matrix conjugation, 4) progressive multiplication by consecutive powers of a unit-magnitude complex number, and 5) column permutation. When viewed as group generators, these five symmetries are noncommutative in general, e.g., column multiplication does not commute with matrix conjugation. Therefore, it is important to characterize their relations to better understand the structure of CCMs. Moreover, by considering the group generated by these symmetries, called the complementary group, it allows us to partition CCMs into equivalence classes with respect to this group and thus classify them because no formula exists for enumerating the number of CCMs.
Our new group relations for symmetries of CCMs (Lemma 4) extend those of Coxson [9] who determined the group structure for symmetries of Barker codes, i.e., single binary codes whose sidelobes are all less than one in magnitude. As an application, we use these relations to obtain a first upper bound on this new complementary group, which we denote by G. Fix p ≥ 2 to be an integer throughout this paper. For p-phase N × K CCMs, we establish in Section III (Theorem 5) that the order of G is bounded by To the best of our knowledge, this result is new and makes an important first step in determining the size of the complementary group. However, the inequality is obviously not sharp, and we expect that better estimates will be found through future investigations of this group.
In Section IV, we extend Coxson and Russo's [10] efficient exhaustive search algorithm for binary CCMs to p-phase CCMs. This algorithm was implemented for quad-phase N × 4 CCMs to obtain a new classification of all equivalence classes for N = 2, 3, 4, 5, 6, the results of which are presented in Section V (see Table I for a listing of the number of equivalence classes and those that are represented by Hadamard matrices). This extends the classification results of Craigen, Holzmann, and Kharaghani for quaternary Golay sequence pairs [11] (see also Gibson [12] and Gibson and Jedwab [13, 14] ) for quaternary Golay sequence pairs, Fiedler [15] for p-phase Golay pairs of length N where p ≤ 36 and N ≤ 33, and Coxson and Russo [10] who classified binary CCMs of dimensions 6 × 6, 8 × 8, and 10 × 10, as well as several cases of binary Golay pairs. Also in Section IV, we present a new method to construct quad-phase CCMs from dual-pairs of ternary CCMs (dual in the sense that their commutator [16, chap. 1.20] is diagonally regular). Although this method does not generate all CCMs, its search space grows at only a fraction of that for CCMs but yields a relatively high fraction of CCM equivalence classes. Lastly, we present in Table II new results on the number of equivalence classes that contain a CCM dual-pair, as well as those that contain CCMs obtained through the Kronecker product and concatenation methods.
II. PRELIMINARIES
In this section, we present known equivalent definitions of CCMs based on the auto-and row-correlation functions. Let M be a N × K p-phase matrix, i.e., one whose entries consists of pth roots of unity. At times, we will represent M in several different ways: coordinate-wise as M = [m n,k ] (1 ≤ n ≤ N, 1 ≤ k ≤ K), column-wise as M = [x 1 , x 2 , x 3 , . . ., x K ], or row-wise as M = [r 1 , r 2 , r 3 , . . ., r N ] T . DEFINITION 1 The aperiodic autocorrelation function of a code x = (a 1 , . . ., a N ) is defined to be
Note that A x (0) = |x| 2 = N. Also, a desirable autocorrelation function should have a high center peak (j = 0) and low sidelobes (j = 0). EXAMPLE 1 An example of a Barker code, i.e., one where |A x (j)| ≤ 1 for all j = 0, is the following:
The goal in radar coding theory is to construct codes with zero sidelobes; however, this is impossible because the calculation of the last sidelobe, |A x (N − 1)| = |a 1ān | = 1, shows that Barker codes are optimal. On the other hand, if we employ a set of two complementary codes, i.e., a Golay pair, then it is possible to obtain zero sidelobes by summing their autocorrelations. This can be generalized to a set containing an arbitrary number of complementary codes [4, 5] .
for -N + 1 ≤ j ≤ N -1 and where δ j is the Kronecker delta function, i.e., δ 0 = 1 and δ j = 0 for j = 0. Next, we review Coxson and Haloupek's [6] formulation of complementary code sets as matrices and defined in terms of their row Gramian.
In that case, we define the composite autocorrelation function of M by the following:
Then
because of (2). 
Observe that the off-diagonals of M in Example 2, i.e., those diagonals outside of the main diagonal, sum to zero. This is not a coincidence and leads to the following characterization of CCMs in terms of their row Gramian.
where Q is diagonally regular.
Next, we present the row-correlation function, which gives an equivalent representation of a CCM in terms of its rows [10, 16] . This function will be used later to describe Coxson and Russo's [10] efficient exhaustive search algorithm for finding CCMs.
DEFINITION 6
The row-correlation function of a matrix M consisting of rows {r 1 , . . ., r K } is defined by
Note that R M (j) represents the sum of the elements in the jth diagonal of M · M * , where j = 0 corresponds to the main diagonal and j > 0 (or j < 0) corresponds to jth diagonal above (or below) the main diagonal, respectively. Moreover, the row-correlation function can also be represented as the sum of the autocorrelation function of each column in M. The next theorem, proven by Coxson and Russo [10] , characterizes a CCM as one whose row-correlation function is a delta function. THEOREM 2 [10, 16] 
III. SYMMETRIES OF CCMs
Let C N,K (p) denote the set of all p-phase CCMs of dimension N × K. Any function f : C N,K (p) → C N,K (p) will be called a CCM-preserving map of C N,K (p). In particular, if A M (j ) represents the composite autocorrelation of M, then we require
for all M∈ C N,K (p) and |j| = 0, 1, . . ., N -1. Coxson and Haloupek [6] discussed five known CCM-preserving maps, which we refer to as symmetries. THEOREM 3 [6] Let M∈C N,K (p). The following five symmetries are CCM-preserving maps of C N,K (p). 1) Column Multiplication: take any column x of M and replace x with αx, where α is any unit-modulus complex number.
2) Column Conjugate Reversal: take any column
denotes the diagonal matrix with entries β, β 2 ,. . ., β N and β is any unit-modulus complex number. 5) Column Permutation: form the matrix product MP, where P is any K × K permutation matrix.
Coxson and Russo [10] used Theorem 3 to reduce the search space for finding CCMs and thus develop a more efficient exhaustive-search algorithm. This is important due to the fact that the search space for p-phase N × K CCMs has size p NK ; as the dimensions increase, the search space grows exponentially. For example, the exhaustive search for quad-phase 4 × 4 CCMs, which generated 4 300 800 CCMs, took approximately 24 h to complete on a Linux cluster utilizing four processors running in parallel (1.05 GHz AMD Opteron 2352 quad-core processors).
A. Complementary Group
We proceed to find relations between the five symmetries and define the corresponding symmetry group. Our results generalize those of Coxson [9] who examined symmetries that preserve peak sidelobes in binary codes. We begin with definitions and notations to express the symmetries mentioned in Theorem 3. DEFINITION 7 For a given K, the following sets of vectors will help us to describe the different symmetries described in Theorem 3.
DEFINITION 8 Let U ∈ Z, T ∈ A, and M a N × K p-phase CCM. As before, we denote the columns and rows of M by x 1 , x 2 , . . ., x K and r 1 , r 2 , . . ., r N , respectively. The following notation will be used to represent the five symmetries described in Theorem 3. 1) C U denotes column multiplication of M by U:
2) ρ T denotes complex conjugate reversal of columns in M indexed by T:
where ω(x) denotes the complex conjugate reversal of a column vector x. Observe that ω 2 (x) = x.
3) S denote complex conjugation of the matrix M:
4) Q β denotes left multiplication of M by a N × N diagonal matrix having entries β, β 2 , . . .β N with β a p-root of unity:
where we define
for any column vector x = [m 1 , m 2 ,. . .,m N ] T . 5) P denotes right multiplication of M by a permutation matrix P representing a permutation σ of {1, ..., K}:
Observe that W T,β ∈ Z. 9)
The following lemma, whose proof is given in Appendix A, establishes relations between the five symmetries by viewing them as group generators.
The complementary group G of the set of all N × K p-phase CCMs is defined to be the group generated by the symmetries S, P, C U , ρ T , Q β and their relations given in Lemma 4. Note that G is well-defined because every symmetry is invertible.
The next theorem gives an upper bound on the order of G.
THEOREM 5 The order of the complementary group G of C N,K (p) is bounded by
PROOF Let G S , G P , G C U , G ρ T , and G Q β denote subgroups of G generated by each type of symmetry. Because matrix conjugation is an involution, i.e., S 2 is the identity map, it follows that |G S | = 2. Because P represents permutations of K columns, there are K! such permutations, and so |G P | = K!. The symmetry C U multiplies each column of M by p different roots of unity, which generates p K possibilities for C U , and thus |G C U | = p K . Because complex conjugate column reversal is an involution and there are K columns, it follows that |G ρ T | = 2 K . Lastly, there are p different progressive multiplications for Q β , and so |G Qβ | = p.
Because of Lemma 4, each element g∈ G can be represented in the following form (not necessarily unique):
SP C U ρ T Q β
It follows that the order of G is finite and bounded by
Observe that our bound is independent of N, the code length.
The complementary group allows us to define equivalence classes of CCMs, which we classify in the next section for low-dimensional CCMs. Moreover, we define C M to be the equivalence class of C N,K (p) containing M, i.e.,
The notion of equivalent CCMs will be useful in developing a search algorithm for them that we discuss next.
IV. CCM SEARCH ALGORITHM
The number of CCMs appears to growth exponentially in terms of their dimension. No efficient polynomial-time algorithm is known for generating CCMs of a given dimension. In this section, we briefly describe an efficient exhaustive search algorithm for CCMs based on Coxson and Russo [10] . We adapt their algorithm, designed for binary CCMs, to search for polyphase CCMs. We begin with a lemma (proof given in Appendix A) that allows one to transform every CCM to one in normalized form.
LEMMA 6 (NORMALIZED CCM) Let M be a N × K p-phase CCM. Then M can be normalized by transforming it to another CCM of the same dimension and phase by applying Theorem 3 where the entire first row consists of 1s and the first element in the second row is equal to 1.
The Coxson-Russo (CR) search algorithm implements the five known symmetries to avoid finding equivalent CCMs if possible. Let M = [r 1 , ..., r N ] be a N × K p-phase matrix consisting of rows r 1 , . . ., r N . The algorithm seeks to fill all rows with entries (p-roots of unity) in such a way that will make M be a CCM. The strategy is to construct M from the outside in, i.e., we first insert entries for rows r 1 and r N , then r 2 and r N-1 , etc. A detailed description of the CR algorithm is given in Appendix B.
Our search algorithm was implemented using C++. Because we used each of the five symmetries separately in our algorithm, we did not exhaustively apply all possible combinations of them as function compositions. Thus, the set of CCMs found through our search algorithm was filtered using a Mathematica program that applied all combinations of symmetries to remove equivalent CCMs, leaving only one representative for each equivalence class. This allowed us to determine the exact number of equivalence classes, the results of which are discussed in the next section.
V. CLASSIFICATION RESULTS FOR QUAD-PHASE CCMs
In this section, we present our classification results for equivalence classes of low-dimensional quad-phase CCMs. The number of N × 2 quad-phase CCMs for N = 1, 2, . . ., 33 has previously been calculated (see [11, 12] ). For quad-phase CCMs of dimension N × 4, Table I gives a list of the number of equivalence classes for N = 2, 3, 4, 5, 6. The first column lists the number of CCMs that were found using our adapted CR algorithm. The last column lists for N = 4 the number of equivalence classes that contain a complex Hadamard matrix as a representative, i.e., complex matrices H of dimension N that satisfy the identity HH * = NI N , where I N is the N × N identity matrix. It is interesting to mention here that an equivalence class need not consist entirely of Hadamard matrices. This is because column conjugate reversal does not always preserve the Hadamard matrix property.
A. A New Method for Constructing CCMs
We first describe two known methods for constructing CCMs of larger dimension from those of smaller dimension due to Coxson and Haloupek [6] . These methods extend those for constructing Hadamard matrices and allow one to reduce the search space for CCMs, although they do not generate all CCMs. The first method involves the Kronecker product of two CCMs. Let M 1 = (m n,k ) be a N 1 × K 1 CCM and M 2 a N 2 × K 2 CCM. Then the Kronecker product M 1 ⊗ M 2 yields a CCM of dimension of N 1 N 2 × K 1 K 2 [6, theor. 7.1]. The second method involves concatenating two matrices. Let M 1 to be a N × K 1 CCM and M 2 a N × K 2 CCM. The concatenation of M 1 with M 2 , given by [M 1 M 2 ], yields a CCM of dimension N × (K 1 + K 2 ) [6, theor. 4.2] .
We now describe a new method to construct a quad-phase CCM as a complex sum of two ternary CCMs, i.e., a matrix whose entries consist of the values {-1, 0, 1} and satisfies the autocorrelation condition (4) for a CCM. This method partially reduces the problem of finding quad-phase CCMs to finding ternary CCMs, whose search space is on the order of 3 NK as opposed to 4 NK for quad-phase CCMs. However, the drawback to this method is that it does not yield all quad-phase CCMs and requires finding pairs of ternary CCMs that satisfy certain conditions. The following theorem, whose proof is given in Appendix A, describes precisely the conditions in which two ternary CCMs A and B will yield a quad-phase CCMZ = A + iB. THEOREM 7 (DUAL PAIR THEOREM) Let A and B be two N × K ternary CCMs. Then Z = A + iB is a N × K quad-phase CCM if 1) | A n,k | + | B n,k | = 1 for n = 1, . . . , N and k = 1, . . . , K, where A n,k and B n,k denote entries of A and B, respectively, and | · | denotes the ordinary absolute value of a complex number.
2) BA * -B * A is diagonally regular.
We shall call a pair of matrices (A,B) a dual pair if it satisfy condition (1) . If it also satisfies condition (2), then (A,B) is called a CCM dual pair. Lastly, it is found that a significant portion (and in some cases all) of the equivalence classes of quad-phase CCMs of low dimensions can be represented by CCM dual pairs, i.e., contains at least one CCM generated by a CCM dual pair; although this percentage decreases as the dimension is increased, the savings in computational cost comes from the significant reduction in size of the search space. The exact number of dual pair representatives are given in Table II , which also gives how many classes contain representatives that can be constructed from the Kronecker product and concatenation methods. We observe that our dual pair method compares favorably with the Kronecker product and concatenation methods, which generates a fewer number of distinct equivalence classes.
APPENDIX A.
PROOF OF LEMMA 4 We shall only prove parts (1), (5), (6) , and (9) . The proofs for the remaining parts are analogous and will be omitted. First, we use (1) in Theorem 3 to multiply each column of M by the conjugate of the first value in that column to obtain a matrix with all 1s in the first row:
Next, we use progressive multiplication by the factor β =m 2,1 m 1,1 -see (4) in Theorem 3-to transform M 1 to
The final step is to multiply each column of M 2 by m 2,1m1,1 to bring the first row back to one containing all 1s. Note that this new matrix, which we denote by M , has entry m 2,1 = (m 2,1 m 1,1 ) 2 (m 1,1 m 2,1 ) 2 = 1. Thus, the normalized version of M can now be written as
PROOF OF DUAL PAIR THEOREM Denote the entries of A, B, and Z by a i,j , b i,j , and z i,j , respectively. We first prove that Z is quad-phase by considering two cases.
Case 1) a i,j = 0 and b i,j = ±1. Then z i,j = a i,j + ib i,j = ±i.
Case 2) a i,j = ±1 and b i,j = 0. Then z i,j = a i,j + ib i,j = ±1. Hence, Z is quad-phase. Next, we prove that ZZ * is diagonally regular by calculating
Because A and B are ternary CCMs, AA * and BB * are diagonally regular. Moreover, by assumption BA * -B * A is also diagonally regular. Thus, ZZ * must be diagonally regular.
APPENDIX B.
CR CCM SEARCH ALGORITHM 1) To account for equivalencies due to column multiplication, we assume M is in normalized form (Lemma 6) so that r 1 consists of all 1s and first element in r 2 equals 1.
2) We assume that the entries of r N sum to zero because M must satisfy the row-correlation condition
for a CCM. Denote by sum(r) to be the sum of the elements of the vector r. Then, because sum(r N ) =r 1 · r N (recall that r 1 consists of all 1s), it suffices to consider only those possibilities for r N in which sum(r N ) = 0.
3) To account for equivalencies due to column permutations, we assume the columns of M to be lexicographically ordered according to their second entries, i.e., those appearing in the second row. Thus, we consider only those possibilities for r 2 where its entries are ordered in increasing value of their exponents when written as the least nonnegative power of ω = e 2πi/p . We shall refer to this ordering as exponential ordering, e.g., r 2 = {1, i, −1, −i} = {i 0 , i 1 , i 2 , i 3 } is exponentially ordered for p = 4 (quad-phase). 4) Knowing r 1 , r 2 and r N , we can solve for sum(r N-1 ) using the row-correlation condition R M (2 − N) =r 1 · r N−1 +r 2 · r N = 0. Therefore, we consider only those possibilities for r N-1 in which sum(r N−1 ) = −r 2 · r N (6) Define the taxicab length of a complex number z = a + ib by z = |a| + |b|. Because sum(r) ≤ K for any vector r of length K, the inequality for the partial autocorrelation r 2 · r N ≤ K is used as a screening test to eliminate those possibilities for r 2 and r N . The possibilities for r N-1 are then restricted to those satisfying (6). 5) Again, to account for permutations of those columns at positions where the corresponding entries of r 2 are the same, we assume that the corresponding entries of r 3 are exponentially ordered. We then solve for sum(r N−2 ) using the condition R M (3 − N) =r 1 · r N−2 +r 2 · r N−1 +r 3 · r N = 0. This yields sum(r N−2 ) = −r 2 · r N−1 −r 3 · r N .
The corresponding inequality for the partial autocorrelation +r 2 · r N−1 +r 3 · r N ≤ K is used to rule out possibilities for r 3 and r N-1 . The possibilities for r N-2 are then restricted to those that satisfy (7) . 6) To account for conjugate column reversals, we assume that the entry m 2,k in each column x k , k = 2, . . ., K, ls less than or equal to m N-1 , k when exponentially ordered. 7) This process of using the row-correlation conditions and the corresponding inequalities is repeated for the remaining rows r 4 and r N-3 , r 5 and r N-4 , etc. If N is even, then this process ends with rows r N/2 and r N/2 + 1 and the condition R M (N/2) = 0 is used to solve for sum(r N/2+1 ) and derive the corresponding inequality as a test. However, if N is odd, then this process ends with one remaining row, r (N + 1)/2 . The condition R (N-1)/2 = 0 is used to determine possibilities for r (N + 1)/2 .
8) It remains to check that the remaining conditions, R M (1) = . . . = R M (n) = 0, where n = N/2 -1 if N is even and n = (N -1)/2 are satisfied. If so, then M is a CCM.
Observe that the condition R M(0) = NK is automatically satisfied because all entries are roots of unity.
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