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Abstract-A modification of the classical fourth-order Runge-Kutta method has been developed to 
solve certain nonlinear integral equations that arise in modeling stres+temperature relationships in 
viscoelastic films. Here we present the numerical scheme and apply it to the calculation of temperature 
paths which minimize residual stress in the material. 
1. INTRODUCTION 
A problem of great interest in material science is the cooling of thin films of viscoelastic material, 
in such a way as to minimize residual stress. In a uniform film, across which temperature changes 
can be applied uniformly, the stress is modeled by the following nonlinear integral equations: 
J 
t . 
x:(t) = e(s) !7(YW - Y(S)> ds, 
0 
(1) 
where 
y(t) = Jo’ 4(0(s), 4s)) ds. 
In these equations, x represents the stress, y is the reduced time, g is the relaxation modulus, 
0 is the temperature, and I$ is the shift factor. 
In this paper we discuss an efficient numerical method for solving these nonlinear integral 
equations. Our goal is to calculate optimal temperature paths for the cooling of viscoelastic 
films, which involves minimizing the residual stress in the material. Hence, we must solve the 
state (stress) equation many times, developing a sequence of temperature profiles which reduce 
the residual stress. Euler and trapezoidal predictor-corrector methods have been studied in [l], 
which require very small time steps to obtain desired accuracy. Thus, it is desirable to develop a 
higher order scheme to solve this problem. We present here an adaptation of the classical fourth- 
order Runga-Kutta ODE scheme, which provides a much more accurate numerical solution. 
2. NUMERICAL SOLUTION OF THE PROBLEM 
As mentioned above, we wish to compute a temperature path t9 subject to e(O) = TI and 
e(i,) = TF in such a way that the residual stress ]z(t~)] is minimized. The linear viscoelastic 
case is concerned with functions 4 which do not depend on x. Of course, the numerical solution 
of the equation is then just a simple quadrature problem. While some materials may be modeled 
very accurately under such an assumption (see [2]), some others exhibit stress dependent shift 
factors. 
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In [2] and [3] it was shown that, in the linear case, the optimal temperature profile has disconti- 
nuities at the endpoints of the time interval. To handle this situation numerically and analytically, 
we write equation (1) in a “weak form” (integrated by parts, as in [2]), resulting in: 
z(t) = $7(O) e(t) - g(Y(t)) fi + J’ e(s) d(Y(Q - Y(S)) 4(e(sh 4s)) ds- 
0 
This reformulation allows not only for functions 0 which are discontinuous at the endpoints, 
but also requires less regularity of 0 in the interior of the interval [O,tj]. This fact is particularly 
useful in convergence studies (see [l]). 
The above stress equation is a special case of the general integral equation 
where as before y is given by y(t) = J,’ 4(0(s), z(s)) ds. H ere we develop a numerical scheme for 
solving this integral equation, 
A reliable fourth order scheme used to solve ordinary differential equations is the classical 
Rung+Kutta method. One version of this scheme, stated in terms of intermediate stages, for 
solving the ordinary differential equation 
y’(t) = f(C y(t)> 
is given by 
+ f(tn + h, &a)). 
Here yn is our approximation of y(tn), where t, = nh, with h being the time step. The 
advantage to this formulation of the Runge-Kutta scheme is that it is more easily adapted to the 
integral equation problem at hand. In particular, the following equations for the integral equation 
are analagous to those of the ordinary differential equation scheme. Given h, t,, = nh, the past 
intermediate stages $k, &, for i = 1, ‘2,3,4 and 0 < /c 5 n - 1, and the states zk,yk, 0 5 k 5 n, 
we compute the current intermediate stages by the following: 
iAn = Yn 
ih = yn + 5 +(e(t,),zl,) 
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The state at the next time step, 2,+1 = (n + l)h, is given by 
Ynn+l = Yn + i (4(%& 21,) + 24 ( ( 0 tn + %).32n) 
+W ~(L+~),~3n) +d(e(tn+l>,Z4n>> 
%+1 = F(e(t,+i), Yn+l) + i 2 [G(e(ik), zlk, Yn+l - &k) 
k=O 
+2G fl tk+$ +2k,Yn+l 
u ) 
-&k) +++k+S).isk,Yn+l-%k) 
+ G(e(tk+l)r &k, Yn+l - G4k) 1 . 
The intermediate states (or “stages”) i play the same role as in the ODE situation, but now 
we must store the whole history: the sums above in intermediate state equations require all the 
previously computed intermediate states. 
The above scheme was implemented in a FORTRAN routine, and was tested for accuracy on 
several model problems, In one such example, we used the following functions: 
F(ky) = 0, G(0, 2, z) = log (exp (e) + z) d(t, x) = exp (X&I, e(t) = t. 
It is easily verified that the solution to the integral equation is given by x(t) = t2, with y(t) = 
exp (t) - 1. We approximated this problem on the time interval [0,2], and Table 1 illustrates the 
fourth order convergence. 
Other test examples gave similar results. For comparison, we include results from a trapezoid 
approximation (see [l]), which is second order accurate, One can see the dramatic improvement 
in accuracy gained by using the Runge-Kutta scheme. 
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Table 1. 
h error ratio x(2.) 
0.2000 0.1369325 E05 3.99999863 
0.1000 0.1010185 E06 0.07377243 3.99999990 
0.0500 0.6820111 E08 0.06751350 3.99999999 
0.0250 0.4430918 E09 0.06496842 4.00000000 
0.0125 0.2826406 El0 0.06378827 4.00000000 
Table 2. 
0.2000 0.4561535 ED2 4.00456154 
0.1000 0.1181988 E02 0.25912057 4.00118199 
0.0500 0.3009319 E03 0.25459819 4.00030093 
0.0250 0.7593040 E04 0.25231757 4.00007593 
0.0125 0.1907104 E04 0.25116478 4.00001907 
The next step was to apply our method to the minimization problem. We computed temper- 
ature profiles using both a trapezoid method and our Runge-Kutta scheme, so that we could 
compare results. The functions below, which are used in our tests, were obtained by fits to 
experimental observation (see [2]), in the linear viscoelastic case. 
qe, Y) = 9OdY) - f47(0>, 
G(e, 2, z) = --V(z) 4(e, z), 
e(t) = 80 - 4t, 
g(y) = 18 + 20e”‘.2 
d(t, z) = (7.5 x 10q4) e.“’ $(z), 
where the initial temperature TI = 90, final temperature TF = 80, and time scale is t E [0,5]. 
In the case of linear viscoelasticity, we have 1c, E 1. To experiment with nonlinearities we used 
a Gaussian +: 
1c, = 1 + _2e-((“-5cc)/‘0V. 
To perform the minimization, the temperature function, 0, was approximated by a piecewise 
linear function. We divide our time interval [0, tF] into L pieces of length At, and parameterize 
B by its values at the nodes. 
The function to be minimized is 
.f(e) = ]z(tF) + JV’F, Y(tF)) - FwFh Y(tF))I, 
which is simply the stress function evaluated at the final time. This form takes into account 
the possible jump discontinuity in 8. In our implementation, [f(e)]” was minimized for reasons 
of differentiability, rather than If(e)]. Of course, we must plug in the approximate solutions 
calculated by our numerical scheme. The IMSL routine DUMINF was used to perform the min- 
imization. This routine is an implementation of the BFGS quasi-Newton method using finite 
difference estimates of the gradient. To implement compactness constraints (see [l]), a regular- 
ization penalty term was introduced into the minimization. We implemented the following cost 
functional (noting that zN and YN depend implicitly on the temperature path): 
penalty-term 
lf(eP / . 
/ \ N-l 
JN(e> = [XN + ~(TF, YN) - w?F), YN>12 -t-p c w6+1) - wd2 
k=O 
We calculated the optimal temperature path with trapezoid and Runge-Kutta approximations 
using a grid of n = 50 points in the time interval [0,5], and compared them to a trapezoid solution 
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using n = 400 points. In each case, the temperature profile was approximated by a piecewise 
linear function on a grid of 20 points. We found that the Runge-Kutta method yielded stress that 
were two orders of magnitude more accurate, and temperature profiles that were more accurate 
by approximately one order of magnitude. 
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