We give a construction of Connes-Moscovici's cyclic cohomology for any Hopf algebra equipped with a character. Furthermore, we i n troduce a non-commutative W eil complex, which connects the work of Gelfand and Smirnov with cyclic cohomology. W e show h o w the Weil complex arises naturally when looking at Hopf algebra actions and invariant higher traces, to give a non-commutative v ersion of the usual Chern-Weil theory.
INTRODUCTION
In the transversal index theorem for foliation (cohomological form), the characteristic classes involved are apriori cyclic cocycles on an algebra A associated to the foliation.
In their computation, A. Connes and H. Moscovici 8] h a ve discovered that the action of the operators appearing from the non-commutative index formula can be organized in an action of a Hopf algebra H T on A, and that the cyclic cocycles are made out just by combining the action with a certain invariant trace : A ; ! C. In other words, they dene a cyclic cohomology HC (H T Independently, in the work of Gelfand and Smirnov on universal Chern-Simons classes, there are implicit relations with cyclic cohomology ( 18] ). Our second goal is to make these connections explicit. This leads us to a noncommutative W eil complex W(H) associated to a coalgebra, which extends the constructions from 18, 3 0 ].
Our third goal is to show that W(H) i s i n timately related to the cyclic cohomology HC (H) and to the construction (see 7.4, 7.6) of characteristic homomorphisms k associated to invariant higher traces (which is a second problem raised in 8]). The construction of k is inspired by the construction of the usual Chern-Weil homomorphism (see e.g 15]), and of the secondary characteristic classes for foliations ( 1] ).
This work is strongly in uenced by the Cuntz-Quillen approach to cyclic cohomology ( 12, 1 3 , 29] 
etc).
Here is an outline of the paper. In Section 1 we bring together some basic results about characters and the associated twisted antipodes S on Hopf algebras. In section 2 we present some basic terminology, describe the problem (see 2.4) of de ning HC (H), and explain why the case S 2 = Idis better behaved (see Proposition 2.5) . Under this requirement, we de ne a cyclic cohomology HC ;inv (R) for any H-algebra R, and we indicate how C u n tz-Quillen machinery can be adapted to this situation (Theorem 2.7). The relevant information which is needed for the cyclic cohomology of Hopf algebras, only requires a small part of this machinery. This is captured by a localized X-complex (denoted by X (R)) in Section 3, after recalling the X-complex interpretation of S-operations (see 3.1), we i n troduce X (R) (see 3.2) and compute it in the case where R = T(V ) is the tensor algebra of an H-module V (see Proposition 3.4) .
In Section 4 we p r o ve that HC (H) can be de ned under the minimal requirement S 2 = Id(see Proposition 4.4) also, starting with the question "which is the target of characteristic maps k : HC (H) ;! HC (A), associated to pairs (A ) consisting of a H-algebra A and a -invariant trace (see 2.4)?", we explain/interpret the de nition of HC (H) in terms of localized X-complexes (see 4.6 , and Theorem 4.7). This interpretation is the starting point in constructing the characteristic maps associated to higher traces (Section 7). We also recall Connes-Moscovici's recent proposal to extend the de nition to the non-unimodular case.
In Section 5 we g i v e some examples, including H = U q (sl 2 ), and a detailed computation of the fundamental example where H = U(g) is the enveloping algebra of a Lie algebra g (see Theorem 5.6 ).
In section 6 we i n troduce the non-commutative W eil complex (by collecting together 'forms and curvatures' in a non-commutative w ay). We s h o w that there are two relevant types of cocycles involved (which, in the case considered by Gelfand and Smirnov, correspond to Chern classes, and Chern-Simons classes, respectively), we describe the Chern-Simons transgression, and prove that it is an isomorphism between these two t ypes of cohomologies (Theorem 6.7). In connection with cyclic cohomology, w e s h o w that the non-commutativity o f the Weil complex naturally gives rise to an S-operator, and to cyclic bicomplexes computing our cohomologies (see 6.8-6.10) .
In section 7 we come back to Hopf algebra actions, and higher traces, and we s h o w h o w the non-commutative W eil complex can be used to construct the characteristic map k associated to higher traces (see 7.4, 7.6) . To prove the compatibility with the S-operator (Theorems 7.5 and 7.7), we a l s o s h o w that the truncations of the Weil complex can be expressed in terms of relative X-complexes (Theorem 7.9) . When H = C, w e re-obtain the cyclic cocycles (and their properties) described by Quillen 29] . In general, the truncated Weil complexes still compute HC (H), as explained by Theorem 7.3. Section 8 is devoted to the proof of this theorem, and the construction of characteristic maps associated to equivariant cycles.
P h 0 h 1 the coproduct. Recall some of the basic relations they satisfy:
X (h 0 )h 1 = X (h 1 )h 0 = h (1) X S(h 0 )h 1 = X h 0 S(h 1 ) = (h) 1 (2) S(1) = 1 (S(h)) = (h)
S(gh) = S(h)S(g) (4) S(h) = X S(h 1 ) S(h 0 ):
Throughout this paper, the notions of H-module and H-algebra have the usual meaning, with H viewed as an algebra. The tensor product V W of two H-modules is an H-module with the diagonal action: h(v w) = X h 0 (v) h 1 (w): (6) A c haracter on H is any non-zero algebra map : H ; ! C. Characters will be used for 'localizing' modules: for an H-module V , de ne V as the quotient o f V by the space of co-invariants (linear span of elements of type h(v); (h)v, with h 2 H v2 V ). In other words, V = C H V where C = C is viewed as an H-module via . Before looking at very simple localizations (see 1. 3), we need to discuss the 'twisted antipode' S : = S associated to a character (recall that denotes the natural product on the space of linear maps from the coalgebra H to the algebra H, 3 1 ] 
S (gh) = S (h)S (g)
proof: These follow easily from the previous relations. For instance, the rst relation follows from the de nition of S , (2), and (1), respectively:
The other relations are proved in a similar way. 
There is a well known way to recognize Hopf algebras with S 2 = Id(see 31] , pp. 74). We extend this result to twisted antipodes: Lemma 1.4 . F or a character , the following are e quivalent:
The rst implication follows by applying S to (7), using (10) , and (i) . N o w, assume (ii) holds. First, remark that S S = . Indeed, (S (S S ))(h) = X S(h 0 )S(S (h 1 )) = X S(S (h 1 )h 0 ) = (h) 1
(where we h a ve used the de nition of , (5), and (ii), respectively.) Multiplying this relation by Idon the left, we g e t S S = Id . Using the de nition of S , (9) , and the previous relation, respectively,
which is (use that is a character, and the basic relations again): 
The motivation for the terminology is that, in our interpretations (see 4.6), it plays a role similar to the usual at connections in geometry.
2.2 Invariant traces: Let H be a Hopf algebra endowed with a character , and A a H-algebra. A trace : A ;! C is called -invariant i f :
(ha) = (h) (a) 8h 2 H a 2 A: If = is the counit, we simply call invariant.
Recall 29] that an even (n dimensional) higher trace on an algebra R is given by a n extension 0 ;! I ;! L ;! R ;! 0 and a trace on L=I n+1 , while an odd higher trace is given by an extension as before, and an I-adic trace, i.e. a linear functional on I n+1 vanishing on I n I ]. Starting with an extension of H-algebras, and a -invariant trace , w e talk about equivariant (or -invariant) higher traces.
Examples:
If H = C ;] is the group algebra of a discrete group ; (recall that S( ) = ( ) = 1 i f = 1, and 0 otherwise), H-algebras are precisely ;-algebras. If G is a connected Lie group, g its Lie algebra, and H = U(g) is the enveloping algebra, then H-algebras are precisely in nitesimal G-algebras that is, algebras A endowed with linear maps (Lie derivatives) L v : A ;! A, l i n e a r o n v 2 g, such
. If : G ;! C is a character, it induces an in nitesimal character on U(g): (v) = ( d dt ) t=0 (exp(tv)), v 2 g. I f A is a topological (locally convex) G-algebra, -invariance of traces on A is equivalent t o (ga) = ( g) (a) 8g 2 G a 2 A.
Remark that, in general, the action of a Hopf algebra on itself is not at. A basic example of at action is the diagonal action of H on its tensor algebra TH = n 1 H n (see (6) ). Another basic example is the algebra (R) of noncommutative di erential forms on a H-algebra R. Recall that: n (R) = R R n whereR is R with a unit adjoined. Extending the action of H toR by h 1 : = (h)1, we h a ve an action of H on (R) (the diagonal action). To c heck the atness condition: This cohomology is not used in the next sections, but it ts very well in our discussion of higher traces. Recall that, via a certain notion of homotopy, higher traces correspond exactly to cyclic cocycles on R (for the precise relations, see pp. 417-419 in 12]). Using HC ;inv (R) instead of HC (R), this relation extends to the equivariant setting (provided one restricts to higher traces which admit an equivariant linear splitting). The main ingredient i s the following theorem which w e include for completeness. It is analogous to one of the main results in 12] (Theorem 6.2). The notation T(R) stands for the (non-unital) tensor algebra of R, a n d I(R) is the kernel of the multiplication map T(R) ! R. Recall 
S-operations and X-complexes
In this section we recall Quillen's interpretation of a certain degree two cohomology operation ('S-operators') in terms of X-complexes, and describe a localized version (to be used in sections 4 and 6). As before, H is a Hopf algebra endowed with a character such that S 2 = Id. 
where @ stands for the vertical boundary. Then S( ) = \(w)] 2 H k+2 (R \ ).
Equivalently, pasting together (13), we get a resolution, usually denoted by X + (R):
;! R ;! : : :
Emphasize that, when working with bicomplexes with anti-commuting di erentials, one has to introduce a ';' sign for the even vertical boundaries (i.e. for those of R). So, one can use the cyclic bicomplex X + (R) to compute the cohomology of R \ , and then S is simply the shift operator.
The X-complex of R is simply the full version of X + (R), that is, the super-complex:
where b(xdy) = x y] d (x) = dx: It is de ned in general, for any algebra, and it can be viewed as the degree one level of the Hodge tower associated to (R). In our graded setting, it is a cyclic bicomplex. Since S 2 = Id, w e know ( c f . Proposition 2.5) that b d descend, and we de ne the localized X-complex of R as the degree one level of the Hodge tower associated to (R) .
In other words, this is simply the super-complex (a cyclic bicomplex in our graded setting): , where t is the backward-shift cyclic permutation. The second isomorphism is essentially due to the fact that, since V generates T(V ), any element i n 1 (T(V )) can be written in the form xd(v)y, with x y 2T(V ) v 2 V (see also the proof of the next proposition). To compute X (R), one still has to compute its odd part. The nal result is:
where the action of H on T(V ) is the usual (diagonal), and the boundaries have the same description as the boundaries of X(R): they are (t;1), N (which descend to the localization).
The same holds when V is a graded H-module, provided w e r eplace the the backward-shift cyclic permutation t by its graded version. 
while, from (9), (2) and (ii) of Lemma 1.2, (1):
4 Cyclic Cohomology of Hopf Algebras
In this section we i n troduce the cyclic cohomology of Hopf algebras (endowed with a character as before). First we p r o ve that Connes-Moscovici's formulas can be used under the minimal condition S 2 = Id(see 4.4) . Next (see 4.6) we present a second approach to de ning HC (H) as the natural solution to our problem 2.4. The two approaches coincide, and this leads us to a X-complex interpretation of our cohomology (see Theorem 4.7). This interpretation is also the starting point in dealing with higher traces (section 7).
Let H be a Hopf algebra endowed with a character . 4.1 Cyclic cohomology of coalgebras: Looking rst just at the coalgebra structure of H, one de nes the cyclic cohomology of H by duality with the case of algebras. As in 8], we de ne the -module ( The following proposition shows that the S-operator acting on HC (H) (apriori described by the shift on CC (H)), is the S-operator described by a n X-complex: the last one. We need the following two relations which follow easily from (5), (9):
n;1 S S(h) = X S 2 (h( 1) ) : : : S 2 (h( n;1) ) S S(h( n) ):
(where the sums are over n;1 h = P h( 0) ::: h( n) .) We h a ve :
(n) ) (S(h 0 (n;1) ) ::: S (h 0 (2) ) S (h 0 (1) ) 1) ? (h 2 ::: h n 1) :
where ? stands for the componentwise 'product' on H n . We w ant t o p r o ve it equals to t (h 0 h 1 ::: h n ) = S (h 1 ) (h 2 ::: h n S 2 (h 0 )) = S (h 1 ) (1 ::: 1 S 2 (h 0 ))? (h 2 ::: h n 1), so it su ces to show that for any h 0 = h 2 H : X S S(h( n) ) (S(h( n;1) ) : : :
Using (16), the left hand side is:
Using successively (11) for = , (1), and the coassociativity of , this is:
by (11) . Since In connection to our problem 2.4, to any -invariant trace on a H-algebra A one associates a characteristic map k : HC (H) ;! HC (A) , k (h 1 : : : h n )(a 0 a 1 : : : a n ) = (a 0 h 1 (a 1 ): : : h n (a n )) (19) which is compatible with the S-operator (since it exists at the level of cyclic modules). Next we i n terpret/motivate this characteristic map, as well as the cohomology under discussion. 
(h 0 : : : h n )(a 0 : : : a n ) = (h 0 (a 0 ) : : : h n (a n )):
In order to nd the relevant complexes in the case of invariant traces, we give a di erent interpretation of this simple map. We can view the action of H on A, as a linear map: Let's now start to use the Hopf algebra structure of H, and the character . First of all remark that the map~ is H-invariant, where the action of H on the right hand side of (21) comes from the action on A: ( h )(a) = h (a) 8 a 2 B(A). To c heck t h e i n variance condition:~ (hx) = h~ (x) 8 x 2 T(H), remark that the atness of the action reduces the checking to the case where x 2 H = T(H) 1 , and that is obvious. Secondly, remark that if the trace is -invariant, then so is (22) . In conclusion,~ in (23) is an invariant trace on the tensor algebra, so our map (24) One can also extend our interpretations 4.6 of the characteristic map.
Some Examples
In this section we compute the cohomology under discussion in several examples. Unless speci ed, ( ) i s a p a i r c o n s i s t i n g o f a c haracter, and an invertible group-like element a s i n 4.8 (i.e. satisfying S 2 (h) = h ;1 ). In most of our examples, = 1 . A s a t e c hnical tool, let's remark that the complex computing HH (H) depends just on the coalgebra structure of H, and the group like elements 1 2 H . More precisely, denoting by C the (left/right) one-dimensional H comodule induced by the group-like element , and by C the one corresponding to = 1 , w e h a ve: Lemma 5. and this can be checked directly on the linear basis x = e i 1 : : : e in 2 S(V ). In conclusion, P is a chain map between our free resolutions of C (in the category of left S(V ) comodules).
By the usual homological algebra, the induced map P obtained after applying the functor C S(V) -, induces isomorphism in cohomology. F rom the explicit formula:
P(x 1 : : : x n ) = pr(x 1 )^: : : pr(x n ) we see that P A = Id, so our isomorphism is induced by both P and A. .
We will show that and B are quasi-isomorphic mixed complexes (which easily implies the theorem), but for the computation we h a ve to use the mixed complex B, where explicit formulas are easier to write. We de ne the map:
A : n (g) ;! H n A (v 1^: : : v n ) = ( X sign( )v (1) : : : v (n) )=n!:
The fact that the (localized) Hochschild boundary depends just on the coalgebra structure of U(g) and on the unit, which are preserved by the Poincare-Birkho -Witt Theorem (see e.g. 32]), together with Lemma 5.7, shows that A is a quasi-isomorphism of mixed complexes, provided we prove its compatibility with the degree (;1) boundaries, that is: 5.8 Example (the quantum enveloping algebra of sl 2 ): We l o o k n o w at the simplest example of a quantized envelopping algebra, namely U q (sl 2 ). As an algebra, it is generated by the symbols E F K K ;1 , subject to the relations: KE= q 2 EK KF= q ;2 FK K K ;1 = K ;1 K = 1 E F] = ( K ; K ;1 )=(q ; q ;1 ). The co-algebra structure is given by:
while for the antipode: S(K) = K ;1 S (E) = ;EK ;1 S (F) = ;KF. One has S 2 (h) = KhK ;1 for all h 2 U q (sl 2 ), hence this is a rst example with 6 = 1 . 
We use induction over n. It is obvious for n = 0 let's assume it is true for any k < n .
Remark that, by the proof of 5.1, Cotor(C C ) ( -group-like elements) is computed by the complex B(H C C ), which i s H n in degree n and has the boundary u 7 ! ( u);d 0 (u) (see (27) ). Denote 
A non-commutative W eil complex
In this section we i n troduce/describe a non-commutative W eil complex associated to a coalgebra, which extends/explains some results in 18, 30] , and will naturally appear in the construction of characteristic maps associated to higher traces (section 7). We describe the relevant cohomologies (analogues of Chern, Chern/Simons classes), and (using section 3) the S-operators acting on them.
Let H be a coalgebra. De ne its Weil algebra W(H) as the (non-commutative, nonunital) DG algebra freely generated by the symbols h of We discuss now its`universal property`. Given a DG algebra , and a linear I n (H) \ := I n (H)= I(H) I n;1 (H)]:
It is interesting that all these complexes compute the same cohomology (independent of n !), namely the cyclic cohomology of H viewed as a coalgebra. This is the content o f Theorem 6.7, Proposition 4.2, and Section 8. Our intention is also to explain these phenomena (in our general setting). 6.8 The S-operator: The discussion in 3.1 applies to the Weil complex W(H), explaining the 'suspensions' (by degree 2 up) in the various cohomologies we deal with. It provides cyclic bicomplexes computing our cohomologies, in which S can be described as a shift. As in cyclic cohomology, one introduce these bicomplexes directly, and prove all the formulas in a straightforward manner. Here we prefer to apply the formal constructions of 3.1 to W(H) and to compute its X-complex. This computation can be carried out exactly as in the case of the tensor algebra (see Example 3.3), and this is done in the proof of Theorem 7.9. We end up with the following exact sequence of complexes (which can be taken as a de nition):
: : : ;! W b (H) In particular, (35), (36), give bicomplexes which compute the cohomologies of W n (H) \ , I n (H) \ . They are similar to the ( rst quadrant) cyclic bicomplexes appearing in cyclic cohomology, and come equipped with an obvious shift operator, which de nes our S-operation:
(and similarly for I n (H) \ ). Alternatively, one can obtain S as cup-product by the Ext 2 classes arising from Corollary 6.10.
End of proof of theorem 6.7: Denote for simplicity b y CC (I n ) C C (W) C C (W n ) the ( rst quadrant) cyclic bicomplexes (or their total complexes) of I n , W, a n d W n , respectively.
We h a ve a map of short exact sequences of complexes:
where we h a ve used the fact that N : I n (H) \ ;! I n (H) factors through the projection I n (H) \ Ĩ n (H) \ (being de ned on the entire W(H) \ ). Applying the ve lemma to the exact sequences induced in cohomology by the previous two short exact sequences, the statement follows.
6.11 Example: There are canonical Chern and Chern-Simons classes induced by a n y grouplike element 2 H (i.e. with the property ( ) = ). Denote by ! its curvature. Since @(! n ) = ! n ] is a commutator, ! n de ne cohomology classes: (where the second relation follows from the rst one and Theorem 6.7.) 7 The Weil complex and higher traces
We explain now h o w the Weil complex introduced in the previous section appears naturally in the case of higher traces, and Hopf algebra actions. The main reason that HC (H) is still the target of these characteristic maps is that it can be computed by the truncation of the Weil complex (see Theorem 7.3, whose proof is postponed until the next section). To prove the compatibility with the S-operator, we rst have i n terpret the complexes introduced in the previous section in terms of Cuntz-Quillen's (tower of) relative X-complexes. We will obtain in particular the case of usual traces discussed in Section 4. Also, for H = C (example 6.1), we re-obtain the results , and interpretations of some of the computations of 29] (see Example 7.11 below).
In this section H is a Hopf algebra, i s a c haracter on H, and A is a H-algebra. We assume for simplicity that S 2 = Id.
Localizing W(H):
First of all remark that the Weil complex W(H) i s n a t u r a l l y a n H DG algebra. By this we mean a DG algebra, endowed with a ( at) action, compatible with the grading and with the di erentials. The action is de ned on generators by: g i (h) : = i (gh) g ! h : = ! gh 8 g h 2 H :
and extended by h(xy) = P h 0 (x)h 1 (y). Here, to avoid confusions, we h a ve denoted by i : H ; ! W(H) the inclusion. Remark that the action preserves the bi-degree (see 6.4), so W(H) has an induced bi-grading. We brie y explain how to get the localized version for the constructions and the properties of the previous section. First of all one can localize with respect to as in Section 3, and (with the same proof as of Proposition 2.5), all the operators descend to the localized spaces. The notation I n (H) \ stands for I n (H) divided out by commutators and co-invariants. For Theorem 6.7, remark that the contraction used there is compatible with the action. To get the exact sequences from Corollary 6.9 and 6.10, we m a y look at them as a property for the cohomology of nite cyclic groups, acting (on each xed bi-degree) in our spaces. Or we can use the explicit map : W(H) ! W(H) de ned by := (t + 2 t 2 + ::: + (p ; 1)t p;1 ) on elements of bi-degree (p q), which has the properties: (t ; 1) + N = pId, (I(H) n+1 ) I(H) n+1 , and descends (because t does).
So, also the analogue of Theorem 6.7 follows. In particular H (W n (H) \ ) is computed either by the complex W n (H) \ , o r b y the (localized) cyclic bicomplex CC (W n (H)) (analogous to (34)). Similarly, w e consider the S operator, and the periodic versions of these cohomologies.
Due to the shift in the degree already existent in the case of the tensor algebra (see 4.2), we re-index these cohomologies:
De nition 7. : : : which kills the coinvariants and the commutators. The induced map on W n (H) \ is a homotopy b e t ween k 0 and k 1 . The compatibility with S follows from the fact that the characteristic map (43) can be extended to a map between the cyclic bicomplexes CC (H n ) and CC (A). We will prove this after shortly discussing the case of odd higher traces. Remark that the construction extends to the graded case, and each X n (R I) is a supercomplex of complexes.
Theorem 7.9 The cyclic bicomplex CC (H n ) is isomorphic to the bicomplex X 2n+1 (W(H) I (H)). 
Indeed, using Theorem 7.9, the (similar) computation of X(B) (as the cyclic bicomplex of A), the interpretation of the norm map N as the universal cotrace of B (see 29]), and the fact that any as above factors through (R=I n+1 ) \ ! C, the map (49) is 'universal' for our problem.
The construction of (49) 
Let's start by xing some notations. Denote W n (H) = W n , I(H) = I, I
(n) = I n+1 =I n viewed as the subspace of W spanned by elements having exactly n curvatures. The only grading we consider is the total grading (with deg(h) = 1 deg(! h ) = 2) notations like (W n @ ) (W n b ) are used to specify the complexes we are working with. In general, if the (signed) cyclic permu t a t i o n a c t s o n a v ector space X, denote X \ = X=Im(1 ; t). , where each o f t h e x i 's are of type h or ! h , w e put i (y) = # fj i : x j is of type ! h g, and de ne n 0 (y) = P n;1 1 i (y)t i (y): For a conceptual motivation, see the next proof. We can actually forget about these formulas, and just keep their relevant properties: , w e h a ve a Goodwillie 19] type derivation: multiplication by the number of curvatures. Since W is a tensor algebra, it comes equipped with a canonical connection (see the end of section 3 in 13]). We know that the X-complex of W is the cyclic bicomplex, and the general Cartan homotopy formula of 12] for our derivation D, g i v es precisely the homotopy ( n 0 n 1 ) o n I (n) . F or (iv), remark rst that Im = Ker , so it su ces to show that A := ( 0 )@ 0 ; b 0 ( 0 ) is zero. From the rst formula of (iii), the second of (ii), and (i), it follows that A(1 ; t) = 0. So, it is enough to check A = 0 on homogeneous monomials having a curvature as rst element. Such a n element can be written as X = !(h 1 )X 1 : : : ! (h n )X n 2 I taking invariants under the action of a nite group does not a ect exactness, also the rst part of (ii) follows, while the last part is a routine spelling out of the boundary of long exact sequences.
There is a slight modi cation of (52) which can be used to compute H (W n \ ), obtained as follows: (52) where the second map is a chain map by the non-trivial 8.1 (iv), and the middle complex is contractible (by the usual s ;1 ). Now, using Lemma 1.2, and Lemma 1.4, it is easy to see that all the formulas and arguments localize without any problem this concludes the proof of Theorem 7.3. For instance, for H = U(g) previously mentioned, using Theorem 5.6 we get: Corollary 8.5 Given a Lie group G, and a smooth n-dimensional G-cycle over an algebra A, we have induced ( Z=2Z graded) characteristic maps:
k : H (g) ;! HP +n (A) :
Cobordant G-cycles induce the same map.
