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ABSTRACT
This thesis covers my work in the field of closed, repeatedly driven, Hamiltonian systems.
These systems do not exchange particles with the surrounding environment and their time-
evolution is described by Hamilton’s equations of motion (in the classical framework) or the
Schroedinger equation (in the quantum framework). Their interaction with the environment
is encoded into the time-dependence of the system’s Hamiltonian.
Chapter 1 is an ”Overview” in which the status of the field, my contributions and future
prospective are outlined. Chapters 2 to 4 provide the theoretical background which is used
in Chapters 5 to 7 to derive some original results. These results show that in Hamiltonian
systems, after many driving events, universal properties emerge.
In particular, using the framework of the linear Boltzmann equation, I have studied the
dynamics of a mobile, light impurity in a gas of heavy particles. The impurity’s kinetic
energy increases and, in the long time limit, approaches a non-thermal asymptotic distri-
bution. The significance of this work is to show explicitly the emergence of a non-thermal
distribution in a closed, driven system.
Moreover, using the work-fluctuation theorems, I have studied the character of the
energy distribution of a generic isolated system driven according a generic protocol. Both
thermal and non-thermal distributions can be realized for the same system by changing
the characteristics of the driving protocol. These two di↵erent regimes are separated by a
dynamical phase transition.
vi
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Finally, I have used the Floquet Theory and the Magnus Expansion to analyze the
behavior of a generic interacting system which is driven periodically in time. For fast
driving the system is unable to absorb energy and remains localized in the low energy part
of the Hilbert space while for slow driving the system absorbs energy and, in the long time
limit, it is delocalized in the entire Hilbert space. These two qualitatively di↵erent behaviors
are separated by a many-body localization transition which is related to the break down of
the Magnus expansion at the critical value of the driving frequency.
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Chapter 1
Overview
1.1 Background
In the last two decades there have been exceptional experimental and theoretical develop-
ments in the study of the dynamics of closed, driven, classical and quantum systems.
On the experimental side, new techniques, particularly in cold atom systems (for a
review see [1]), have been developed to accurately prepare interesting quantum systems
almost completely isolated from the environment. In isolation from the environment, these
systems can retain quantum coherence for a long time and can be made extremely cold, i.e.
they can reach the quantum degenerate regime where the effects of quantum statistics can be
observed. Early milestones were reached in 1995 with the creation of the first Bose Einstein
Condensate (BEC) of ultra-cold atoms [2] and in 1999 with the creation of a degenerate
Fermi gas [3]. Moreover, in cold-atomic systems it is possible, to a large extent, to control
the strength of the inter-particle interaction and the time scale of the dynamics. These
two facts enable scientists to experimentally probe the dynamics of strongly interacting
quantum systems in a clean and highly controlled environment [4–7]. This is a scientific
breakthrough since it allows scientists to overcome the longstanding limitations of standard
condensed matter experiments (coupling to the environment, fast time scale of the dynamic,
presence of disorder and defects).
To understand the advantage that cold-atomic systems have over standard condensed
1
2matter systems, in Table 1.1, we compare two 2D materials that have been the focus of
intense research over the last decade: a single layer graphene sheet [8–10] in typical transport
measurement conditions and a 2D bosonic cold-atomic cloud in the Hubbard regime [11, 12].
From the table it is clear that cold-atomic systems have some unique properties that make
them suitable to study out-of-equilibrium dynamics. In cold-atomic systems, the coupling to
the environment is weak and the time scale of the dynamics is long, allowing the observation
of out-of-equilibrium coherent phenomena 1. Moreover, these systems are disorder free and
can reach the strongly interacting regime that is necessary to probe interesting many-body
physics [1]. These special features, together with the high degree of controllability and the
precise detection possibilities, make it possible for these systems to function as quantum
simulators [13, 14]. A quantum simulator is a quantum system that simulates the physical
properties of another quantum system, which may be difficult to study, i.e. it acts as an
analog quantum computer. For example, it is likely that in the near future the physics of
graphene could be studied with high time resolution in cold-atomic systems 2.
On the theoretical side, it had long been thought that the universality of equilibrium
statistical mechanics could not be extended to non-equilibrium situations. In equilibrium
situations, it suffices to compute the properly defined thermodynamic potentials and their
derivatives in order to extract the expectation values of observables, the susceptibilities, the
correlation functions and the character of the thermodynamic phase transitions. Out-of-
equilibrium statistical mechanics is missing this unifying framework. In general, dynamical
properties depend on both the low and high energy part of the energy spectrum, the latter
of which is often sensitive to the details of the system, and therefore are not universal.
Moreover, the notion of relevant and irrelevant perturbations in the Renormalization Group
(RG) [22] sense is not established for out-of-equilibrium systems. Thus, until recently,
general statements about out-of-equilibrium systems were only possible under restricted
1On the web-page of Markus Greiner’s research group, http://greiner.physics.harvard.edu/QGM.html, it
is possible to see some movies of the real-time dynamics of individual 87Rb atoms atoms while they thermally
hop in an optical lattice.
2The first experimental realization of an hexagonal lattice in cold-atomic setup was reported in 2011 [15].
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some mathematical identities concerning thermodynamics quantities during out-of-equilibrium 
protocols were (re)discovered [30–32]. These were later name Fluctuation Theorems (FT). 
3
Single Layer Graphene 2D Cold-Atomic Ratio
Cloud (see Ref. [11])
Lattice spacing 1.42A˚ 640nm ⇠ 10 4
Thickness 3A˚ 3µm ⇠ 10 4
Linear Size 1mm 30  300µm 10  100
⌧dynamic ⇠ 10 15sec (Ref. [9]) ⇠ 10 3sec ⇠ 10 12
⌧coherence ⇠ 10 10sec (Ref. [16]) 1  40 sec 10 11   10 10
⌧disorder 0.1  10ps* ⇠ 1 -
temperature 0.03  300K (Ref. [17, 18]) µK 104   108
↵ = Interaction EnergyKinetic Energy ⇠ 1 (Ref. [9]) ⇠ 0  40 -
date of birth 2004 (Ref. [8]) 2008 (Ref. [1]) -
cost 0.5$/µm2 (as of 2013) ⇠ 500, 000$** (as of 2009) -
Table 1.1: Typical scales of two 2D materials: single layer graphene sheet and bosonic cold-
atomic cloud in the Hubbard regime. In bold we have marked those properties that have
made the cold-atomic systems a new paradigm to study out-of-equilibrium dynamics. Here
⌧dynamic is the typical time of the dynamics (hopping events in the tight-binding models),
⌧coherence is the decoherence time due to the interaction with the environment (phonons
or photons) and ⌧disorder is the time between scattering events due to disorder (lattice
dislocations and impurities). * This value depends on the mobility of the sample and the
substrate, see Ref. [19, 20]. ** Cost for establishing a basic experimental setup capable of
producing a BEC, see Ref. [21].
conditions. Some examples are: linear response theory [23] in which universal predictions,
such as the symmetry of the Onsager transport coe cients, are possible thanks to the
proximity to equilibrium, adiabatic dynamics (which can be understood as linear response
theory for velocity) and dynamics close to critical points [24–26] in which the response of
the system is described by a scaling theory that is determined by the properties of the
critical point [27–29].
In the late 1990s, simultaneously with the experimental breakthroughs described above,
some mathematical identities concerning thermodynamics quantities during out-of-equilibrium
protocols were (re)discovered [30–32]. These were later named Fluctuation Theorems (FT).
3
Single Layer Graphene 2D Cold-Atomic Ratio
Cloud (see Ref. [11])
Lattice spacing 1.42A˚ 640nm ⇠ 10 4
Thickness 3A˚ 3µm ⇠ 10 4
Linear Size 1mm 30  300µm 10  100
⌧dynamic ⇠ 0 15sec (Ref. [9]) ⇠ 10 3sec ⇠ 10 12
⌧coherence ⇠ 0 10sec (Ref. [16]) 1  40 sec 10 11   10 10
⌧disorder 0.   10ps* ⇠ 1 -
temperature 0.0   300K (Ref. [17, 18]) µK 104   108
↵ = Interaction EnergyKinetic Energy ⇠ 1 (Ref. [9]) ⇠ 0  40 -
date of birth 2004 (Ref. [8]) 2008 (Ref. [1]) -
cost 0.5$/µm2 (as of 2013) ⇠ 500, 000$** (as of 2009) -
Table 1.1: Typical scales of two 2D materials: single layer graphene sheet and bosonic cold-
atomic cloud in the Hubbard regime. In bold we have marked those properties that have
made the cold-atomic systems a new paradigm to study out-of-equilibrium dynamics. Here
⌧dynamic is the typical time of the dynamics (hopping events in the tight-binding models),
⌧coherence is the decoherence ti e due to the interactio with the environment (phonons
or photons) and ⌧disorder is the tim between scattering events due to disorder (lattice
dislocations and impurities). * This v lue depends on th obility of the sample and the
substrate, see Ref. [19, 20]. ** Cost for establishing a basic experimental setup capable of
producing a BEC, see Ref. [21].
conditions. Some examples are: linear response theory [23] in which universal predictions,
such as the symmetry of the Onsager transport coe cients, are possible thanks to the
proximity to equilibrium, adiabatic dynamics (which can be understood as linear response
theory for velocity) and dynamics close to critical points [24–26] in which the response of
the system is described by a scaling theory that is determined by the properties of the
critical point [27–29].
In the late 1990s, simultaneously with the experimental breakthroughs described above,
s e t e atical identities concerning thermodynamics quantities during out-of-equilibrium
protocols were (re)discovered [30–32]. These were later named Fluctuation Theorems (FT).
4In their simplest formulation they are statements about the asymmetry of the macroscopic
phenomena under time-reversal which can be simply derived using the incompressibility
of the dynamical flow in phase space (Liouville’s theorem) and can be extended to quan-
tum mechanical systems which evolve unitarily [33]. These theorems are exact statements
valid arbitrarily far from equilibrium and may help to establish universal results away from
equilibrium.
Finally, in recent years our understanding of the relaxation dynamics of closed quantum
systems has advanced dramatically. Quantum mechanics is a linear theory and dynamical
chaos 3 can not be responsible for the emergence of a thermal state. This is in contrast
with classical mechanics in which chaos is the basis of the ergodic hypothesis of thermo-
dynamics. Thus, the relaxation mechanism in quantum mechanics needs to be profoundly
different from the classical counterpart (see Fig. 1.1). The so called Eigenstate Thermal-
ization Hypothesis (ETH) [34, 35] proposes a unifying framework to explain the approach
to equilibrium of closed, interacting, quantum systems in the thermodynamic limit. This
framework is extremely significant because it is believed to be valid for interacting systems
in the thermodynamic and long time limits. These are precisely the conditions in which
analytical calculations are the most difficult and most theoretical approaches fail. ETH
thus provides an invaluable tool to analyze situations otherwise beyond reach.
With these premises it is clear that it is an exciting time to study the dynamical behavior
of closed, driven, classical and quantum systems. This is the primary focus of my research
and the topic of this thesis. In Sec. 1.2 I will describe my contributions to this field and I
will lay out the content of this thesis while in Sec. 1.3 I will list some open problems and I
will speculate on possible future research directions.
1.2 Thesis Outline
This thesis covers my work in the field of closed, repeatedly driven, classical and quantum,
Hamiltonian systems. These are systems that do not exchange particles with the surround-
3Here dynamical chaos is intended as exponential sensibility to the initial conditions.
5Figure 1.1: Thermalization in classical vs. quantum mechanics. (left) In classical mechanics,
time evolution constructs the thermal state from an initial state that generally bears no
resemblance to the former. (right) In quantum mechanics, according to the eigenstate
thermalization hypothesis, every eigenstate of the Hamiltonian always implicitly contains a
thermal state. The coherence between the eigenstates initially hides it, but time dynamics
reveals it through dephasing. (The picture and caption are taken from [35]).
ing environment and whose time evolution is described by Hamilton’s equations of motion
(in the classical framework) or the Schroedinger equation (in the quantum framework).
These systems are not isolated. They interact with the environment and their energy is, in
general, changing in time. The action of the environment on the system is captured by the
time dependence of the system’s Hamiltonian.
The system-environment interaction can be described in many frameworks. At one ex-
treme, we can choose to describe both the system and the environment by Hamiltonian
dynamics. The system-environment Hamiltonian describes both the action of the environ-
ment on the system and the back-action of the system on the environment. Note that this
back-action needs to be included to ensure conservation of the total energy. This formula-
tion is, in principle, exact, but extremely difficult to handle due to the necessity of solving
6the time evolution of the system and environment self-consistently. At the other extreme,
we can choose to trace over the degrees of freedom of the environment to obtain an effective
description for the system [36, 37]. The equations of motion of the system are no longer
Hamiltonian equations and include noise terms which encode the action of the environment
on the system.
We use an intermediate description in which the system’s dynamics is described by
Hamiltonian dynamics and the back-action of the system on the environment is neglected.
Due to the interaction with the environment, the system’s energy is not conserved. This
fact is encoded in the time dependence of the systems Hamiltonian. This description is
natural in all situations in which the system corresponds to a light Degree Of Freedom
(DOF) and the environment corresponds to a heavy DOF. For example, in the loading 4 of
cold atoms into optical lattices (see Fig. 1.2), the presence of the atomic cloud (the system)
does not affect the optical lattice (the environment) and the dynamics is well described by
an effective time-dependent Hamiltonian for the system only [26, 38].
The description in terms of time-dependent Hamiltonians has many nice properties.
Most importantly for us, it strongly constrains the time evolution and allows very general
predictions. In fact, most of my research effort has been devoted to find universal features
in the dynamics of classical and quantum system that are driven either randomly or peri-
odically in time. In Hamiltonian systems, after (infinitely) many driving events, universal
5 properties emerge. My findings are complimentary to the universal results that have
been found for the dynamics of quantum systems after a single driving (quench) event [28].
Since, as the saying goes, ”Physicists count 1, 2,∞”, we expect that the universal behaviors
of systems after two driving cycles will soon be addressed (for some preliminary results
see [40–42]).
My thesis is divided into two parts. The first part comprises Chapters 2 to 4. In these
chapters, I provide a theoretical background that is used in the second part of the thesis
4Loading is the process during which the optical potential is turned on, see Fig. 1.2
5Here, universal simply means “independent of most details of the system”
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Figure 1.2: Schematic picture of the loading of a 1D Bose gas into a commensurate optical
lattice. As the intensity of the optical lattice is increased, some excitations (vacancies and
doubly occupied sites) are created [39].
(Chapters 5 to 7) to derive some original results.
In particular, in Chapter 2, I follow [43] and introduce the classical and quantum Boltz-
mann equations with a special focus on the linear Boltzmann equation. This will be used in
Chapter 5 to study the dynamics of a Lorentz Gas with moving scatters. In the limit when
the test particle is negligibly light in comparison with the moving scatters, the particle’s
dynamics can be solved exactly and interesting out-of-equilibrium phenomena are observed.
The particle’s kinetic energy increases and approaches a non-thermal asymptotic distribu-
tion. The significance of this result is that an exact and elegant solution for the particle’s
evolution can be obtained in any number of spatial dimensions using the framework of the
linear Boltzmann equation and shows the emergence of a non-thermal distribution for a
closed, driven system.
In Chapter 3, I follow [44] and review the theory of the fluctuation theorems with a
special focus on the work-fluctuation theorems. The work-fluctuation theorems will be used
in Chapter 6 to study the energy distribution of a generic isolated system driven according a
8generic protocol. Based on very general assumptions, I will show that both thermal and non-
thermal distributions can be realized for the same system by changing the characteristics
of the driving protocol. Moreover, the thermal and non-thermal regimes are separated by
a dynamical phase transition.
Finally, in Chapter 4, I follow [45] and [46] and introduce the Floquet Theory and the
Magnus Expansion. These are the two main tools that are used in Chapter 7 to analyze the
behavior of a generic interacting system which is driven periodically in time. In Chapter 7,
I will show that for a large class of systems two distinct behaviors are possible depending
on the frequency of the drive. For fast driving (short period) the system is unable to absorb
energy and remains localized in the low energy part of the Hilbert space while for slow
driving (long period) the system absorbs energy and, in the long time limit, is delocalized
in the entire Hilbert space. These two qualitatively different behaviors are separated by a
many-body localization transition [47–49] which is related to the breakdown of the Magnus
expansion. This work is significant because it uses well established mathematical theories
to predict new physics. Moreover, this setup is straightforward to implement in cold atoms
experiments and it could provide the first clean observation of the many-body localization
transition 6.
As I already mentioned, Chapters 5 to 7 include original research which has already
been published elsewhere [52–54].
1.3 Outlook
Despite great theoretical and experimental developments over the last two decades (see Sec.
1.1) we are just beginning to explore the dynamics of interacting classical and quantum
systems.
For example, while the ETH seems to provide a mechanism for the equilibration of a
generic closed quantum system, it is not clear if this process is a simple exponential relax-
ation toward equilibrium or if it happens in stages (there is speculation that under some spe-
6So far, the Anderson localization has been observed only at the single particle level [50, 51]
9cific conditions the system quickly relaxes to a pre-thermalized state and, at a much longer
time, it thermalizes [55]). Many important questions are still open: the nature of the equi-
librium state (and the existence of the so called non-thermal fixed point [56, 57]), the precise
conditions for the validity of ETH [58, 59] and the definition of pre-thermalization [60]. Un-
fortunately, the experimental systems that have driven much of the recent development in
the field, i.e. the cold-atomic systems, do not seem to be suitable to address these questions.
In fact, in these systems, the time scale of the dynamics is long, making it easy to observe
non-equilibrium transient phenomena but, at the same time, making it very hard to observe
the equilibration dynamics during the lifetime of the experiments (few seconds).
I personally believe that, in the near future, new strongly interacting materials with
more suitable time scales will emerge and will help investigate these questions. The physics
of periodically driven systems and driven dissipative systems will likely be the two most
active areas of research during this time.
Periodically driven systems offer a unique opportunity to investigate fundamental ques-
tions of statistical and many-body physics and make progress in the design and realization
of synthetic matter, i.e. materials with engineered properties. Moreover these systems can
host interesting phenomena such as dynamical localization and topological phases. How-
ever, further study is needed in order to take full advantage of the new opportunities offered
by these systems.
Although some attempts have been made [61–63], the development of a statistical de-
scription of periodically driven systems remains an outstanding problem. A thermodynamic
description of these systems is of fundamental and practical interest. When thermody-
namic arguments can be applied, the long time behavior of a system can be investigated
using a time-independent density matrix which depends on few parameters, for example
ρ = e−βH for a Boltzmann density matrix or ρ = e−
∑
i λiIi for a Generalized Gibbs Ensemble
(GGE) [64] 7. Periodically driven systems can be studied in terms of the time-independent
7The GGE describes an ensemble of systems with other conserved quantities beside the energy. In this
sense the standard Gibbs Ensemble can be considered as the limiting case of a GGE with a single conserved
quantity, i.e. the total energy
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Floquet Hamiltonian [45] whose energies are defined mod
(
2pi
T
)
, where T is the period of the
driving. This fact makes the thermodynamic description of these systems fundamentally
different from the standard thermodynamic description of systems with static Hamiltonians
and it is therefore of conceptual importance. Moreover, this description is also of practi-
cal importance since it would allow us to predict the nature and properties of periodically
driven systems in the long time limit without solving a difficult time-dependent problem,
thus dramatically extending our predictive power.
Periodically driven systems can also be used to investigate the many-body localization
transition. The periodic drive can be engineered to produce effective Hamiltonians with
long-range interactions [65] or to realize the Haldane insulator phase [66, 67] which would
be difficult to obtain in time-independent situations. Furthermore, it has been speculated
that under a properly chosen periodic driving, superconductivity and superfluidity could be
induced in a normal material and the critical temperature could be increased [68–70].
In the near future, driven dissipative systems will likely continue to gain importance.
Driven dissipative systems are an ideal playground to study intrinsic non-equilibrium phe-
nomena. In fact, in these systems, the interplay between the external driving and the
dissipation to the environment can lead to non-equilibrium stationary states, i.e. states
that support stationary currents. An example of such systems is the polariton condensate
(for a informal review see [71]) which, however, can often be described in a semi-classical
framework, i.e. the Gross-Pitaevskii equation [72, 73], due to the weak nature of the inter-
actions between constituents. A new regime, the strongly interacting regime, seems to be
experimentally reachable in the near future in both circuit quantum electrodynamics [74, 75]
and quantum non-linear optics setups [76, 77]. In this regime the interplay of dissipation
and strong interaction is likely to lead to new phenomena. Moreover, these systems have
interesting potential applications in quantum information processing [78].
In conclusion, we are just at the beginning of the exploration and exciting discoveries
are certainly waiting.
“Our imagination is the only limit to what we can hope to have in the future”
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– C. F. Kettering (1876-1958)
Chapter 2
Theory: Boltzmann Equation and Lorentz
Gas
2.1 Introduction
It is only a slight exaggeration to say that equilibrium statistical mechanics is based on
the Ising model and non-equilibrium statistical mechanics is based on the kinetic theory
of gas. The Ising model and the kinetic theory of gas are the two basic frameworks to
both learn the techniques and build the physical intuition that is necessary to tackle more
complex situations in equilibrium and non-equilibrium statistical physics. However there is
a profound difference between these two models namely; the Ising model is exactly solvable
(in one [79] and two [80] spatial dimension) while the general solution of the Boltzmann
Equation (BE), i.e. the basic tool and highest achievements in the kinetic theory of gases,
remains elusive after more than 140 years from the time the equation was first written down
by Ludwig Boltzmann in 1872 [81, 82]. Moreover the rigorous mathematical derivation of
the BE from Newtonian dynamics remains an open question in the field of mathematical
theory of fluid dynamics and it is of general importance since it would shed light on the
emergence of the arrow-of-time, i.e. how the microscopic time-symmetric Newtonian laws
can give rise to the time-asymmetric Boltzmann equation at a macroscopic level.
Putting aside the issue of the rigorous derivation of the BE, we can consider it as
an extraordinary powerful phenomenological theory which can be used to compute the
12
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transport coefficients [43, 83, 84], to derive the Navier-Stokes equation of hydrodynamic [43,
83, 84] and to study a wide class of dynamical processes such as the response to a external
force field and the relaxation toward equilibrium [85]. The possibility of studying the
relaxation towards equilibrium is certainly one of the most desirable features of the BE and
has justified the effort of extending this approach to the quantum regime.
In this chapter we describe the fundamental properties of the Classical Boltzmann Equa-
tion (CBE) and its derivation by truncating the BBGKY hierarchy [83, 86–90]. Then we
will describe the linear and linearized Boltzmann equation and finally we will describe the
Quantum Boltzmann Equation (QBE).
2.2 Classical Boltzmann Equation
The BE is the cornerstone of the kinetic theory of gases and its applications are numerous.
The BE aims to describe the dynamics of a dilute gas in which inter-particle collisions
are responsible for energy and momentum re-distribution. At a coarse grained level these
collisions will lead to an evolution of the one-particle Distribution Function (DF) f(−→x ,−→v , t).
As it will become clear in Sec. 2.2.2, the BE is valid over a time scale much longer than
the collision time, τcollision, and over a length scale much longer than the linear size of the
particle, r0. The BE will then be a useful tool in describing physical phenomena with a
characteristic time, T , and length scale, L, satisfying the conditions: τcollision  T and
r0  L.
Mathematically the BE is a non-linear integro-differential equations for the one-particle
DF f(−→x ,−→v , t) which is so formidable that apart from the equilibrium Maxwell-Boltzmann
distribution [91] there are essentially no exact solutions to the BE [92, 93]. It is then
reasonable to start our overview of the BE from the Maxwell-Boltzmann distribution for
the velocity of the particle of a gas in thermal equilibrium.
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2.2.1 Equilibrium: Maxwell-Boltzmann velocity distribution
There are many elegant ways to derive the Maxwell-Boltzmann distribution for the particles’
velocity in an equilibrium gas. All these derivations are extremely general and do not rely on
any specific detail of the problem at hand. This is a general feature of equilibrium statistical
physics in that many results are “universal” and can be obtained relying on symmetry
considerations or the maximization of the properly defined thermodynamic quantity. This
situation is in stark contrast with most out-of-equilibrium phenomena that are dependent
on the microscopic details of the problem such as the type of inter-particle interactions 1.
The first derivation of the Maxwell-Boltzmann equation is due to Maxwell in 1867. This
derivation makes use of two very general principles: i.e. the rotational symmetry in velocity
space and the statistical independence of the velocity components. Using these two axioms
we have the following sequence of identification:
P (−→v )→ P (|−→v |)→ P (v2x + v2y + v2z)→ px(vx)py(vy)pz(vz)→ p(vx)p(vy)p(vz)
where the probability for the velocity components must have the same identical functional
form due to the isometry of space. We are now facing the problem of finding a functional
form for p(vi) such that when it is multiplied by itself the arguments sum to give a function
that depends only on the rotational invariant combination v2x + v
2
y + v
2
z . The only function
with this property [94] is the exponential and we obtain:
p(vi) = Ae
−Bv2i
which leads to the final result:
P (v)dv = A3e−B(v
2
x+v
2
y+v
2
z) (2.1)
where, by dimensional considerations, B must be an inverse velocity squared. In fact the
constants A,B can be fixed imposing the normalization and by fixing the value of the
average square velocity which, in turn, defines the temperature of the gas.
1Qualitatively different dynamic behaviors are possible depending on the nature of the inter-particle
interactions. Commonly studied models include: the hard sphere gas, the Lennard-Jones gas and the gas of
Maxwell molecules.
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Another elegant way to obtain the Maxwell-Boltzmann distribution is to assume that
the molecular collisions have the only effect to redistribute the energy among particles
and would eventually lead to the most probable distribution subject to the constraints of
conservation of total number of particles and total energy:
K∑
i=1
ni = N,
K∑
i=1
nii = E (2.2)
where i =
|vi|2
2m is the kinetic energy of particle i
th and ni is the occupation number, i.e. the
number of particles which occupy the same cell in phase space. The information entropy
(i.e. the logarithm of the volume in phase space) of a given set of occupation numbers is:
S ({ni}) ≡ −
K∑
i=1
ni log ni
Using the Lagrange multiplier, we can maximize the entropy subject to the constraints 2.2
and obtain the condition − log nj − 1− C −Dj = 0 which lead to the final result:
nj = e
−1−C−Dj = A exp
[
−D |
−→vi |2
2m
]
(2.3)
where the constant A,D are determined by the constraints 2.2. When the number of
particles is large any partitioning of the occupation numbers that is not the most probable
is exponentially unlikely and will never be observed 2.
Both Eqs. 2.1 and 2.3 characterize the equilibrium velocity distribution as a Gaussian
with the width set by the average energy (temperature) of the gas. A simple interpretation
of this result is that due to the inter-particle collisions each particle performs a random
walk in velocity space and will eventually approach a Gaussian velocity distribution 3. The
width of the Gaussian is stationary (as opposed to a standard random walk where the width
increases in time) because particles faster than average are likely to collide with particles
slower than them and, after a velocity redistributing collision, will most likely decrease their
velocity. Following the same reasoning, particles slower than average are likely to collide
2This argument is common in statistical mechanics and it was also heavily used by Shannon in his seminal
work ”A Mathematical Theory of Communication” [95]
3The Gaussian is the asymptotic solution of a random walk process
16
with particles faster then them and after a collision will generally increase their velocity.
This simple argument shows that the width of the Gaussian is stationary and its value is
set by the average square velocity which is fixed by the temperature of the gas. In Chapter
5 we will show how this argument needs to be changed when the particles are confined into
a deforming cavity and, as a consequence of the elastic collision with the boundary of the
cavity, gain energy and approach a non-Gaussian velocity distribution.
2.2.2 Derivation of the Boltzmann Equation
In this section we will derive the BE starting from the Liouville’s theorem for the n-body
distribution function f (N )(t, z1, . . . , zN ) where zi is a collective coordinate that includes the
position and momentum of the ith particle, i.e. zi = {xi,pi} and∫
dz1 . . . dzN f (N )(t, z1, . . . , zN ) = 1
For any closed system the Liouville’s theorem holds:
0 =
df (N )
dt
=
∂f (N )
∂t
+
N∑
i=1
{
∂f (N )
∂xi
x˙i +
∂f (N )
∂pi
p˙i
}
(2.4)
where the time derivatives of the position and momentum are given by the Hamilton equa-
tions:
x˙i =
∂H
∂pi
, p˙i = −∂H
∂xi
,
where the Hamiltonian could have an explicit time-dependence, i.e. H = H(t, z1, . . . , zn).
The fact that the Liouville’s theorem holds for an arbitrary time-dependent Hamiltonian is
often, and quite surprisingly, a source of confusion 4. As it is shown in [53, 96], the validity of
4The following two steps reasoning clearly show that this must be the case. (i) Let us consider an
ensemble with a finite number, M , of identical systems. Correspondingly there will be M representative
points describing trajectories in the high-dimensional Γ space labelled by the coordinates z1, . . . , zn. It is
clear that, even for time dependent Hamiltonians, the total number of points in the Γ space is constant.
Moreover, the number of representative points in a subset of the Γ space can change only because of some
representative points are crossing the boundary of this subset, i.e. there are no source or drains for the
representative points. (ii) At each instant of time the evolution is determined by the fixed Hamiltonian
H(t) whose dynamics conserves the volume in Γ space. Putting together the results (i) and (ii) we have to
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the Liouville’s theorem for an arbitrary time-dependent Hamiltonian can be used to derive
an interesting equation describing the evolution in phase space of driven systems.
To derive the BE we now assume that the Hamiltonian is given by the sum of the kinetic
energy and the two-body interaction potential (this approximation is certainly good for a
dilute gas but can be lifted if necessary [84] ):
H =
N∑
i=1
|pi|2
2m
+
∑
i<j
U(|xi − xj |) (2.5)
Plugging the expression 2.5 in 2.4 and integrating over dz2 . . . dzn we obtain an equation
for the 1-body distribution function5:
∂f (1)(t, z1)
∂t
+
∂f (1)(t, z1)
∂x1
p1
m
−N
∫
dz2
∂f (2)(t, z1, z2)
∂p1
∂U12
∂x1
= 0 (2.6)
where all the terms in the sum in 2.4 which do not involve differentiation with respect z1 can
be integrated by parts and once are evaluated at infinity give zero contribution. The integral
term in 2.6 is often called the collision integral and is indicated by
(
∂f (1)
∂t
)
coll
and describes
how the 1-body distribution changes due to the molecular collision with other particle in
the gas. The factor of N in front of the integral takes into account that in principle we have
N − 1 ≈ N (we are assuming N  1) terms f (2)(t, z1, z2), f (2)(t, z1, z3), . . . f (2)(t, z1, zN )
which are identical to each other by simple relabeling of the dummy index of integration.
Repeating the same procedure but integrating over dz3 . . . dzn only we obtain the equa-
tion for the 2-body distribution function, f (2)(t, z1, z2), in terms of the 3-body distribution
function, f (3)(t, z1, z2, z3):
df (2)(t,z1,z2)
dt = ∂tf
(2) + v1 · ∇x1f (2) + v2 · ∇x2f (2)
−∇p1f (2) ∂U12∂x1 −∇p2f (2) ∂U12∂x2
= N ∫∫ dz3 [∇p1f (3) ∂U13∂x1 +∇p2f (3) ∂U23∂x2 ]
(2.7)
conclude that the time-evolution generated by a time-dependent Hamiltonian resembles an incompressible
fluid (the density of this fluid is constant since it is the ratio of the number of representative points and the
volume in phase space which are both constant under time evolution) which is the content of the Liouville’s
theorem, 2.4.
5Note that the 1-body distribution function is normalized to unity not to the number of particles, i.e.∫
dz1 f
(1)(t, z1) = 1
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Eqs. 2.6 and 2.7 are the first two equations in the BBGKY hierarchy [83, 86–90]. Clearly
the procedure can continue by integrating over all but m coordinates, dzm+1 . . . dzn, and
will generate an equation in which the m-particle DF f (m) is coupled to the (m+ 1)-particle
DF f (m+1). No approximations have been done to obtain the BBGKY hierarchy, which is
therefore exact and equivalent to the Liouville’s theorem 2.4. The goal of the rest of the
derivation is to find a procedure to truncate the BBGKY hierarchy and obtain a closed
equation for the 1-particle DF, i.e the BE equation. To achieve this goal we first argue that,
for a dilute gas, the RHS of 2.7 is negligible compared to the LHS6 leading to
df (2)(t, z1, z2)
dt
= ∂tf
(2) + v1 · ∇x1f (2) + v2 · ∇x2f (2) −F12 ·
[
∇p1f (2) −∇p2f (2)
]
= 0 (2.8)
where I have used ∂U12∂x1 = −∂U12∂x2 = F12 to collect the last two terms in the square bracket.
Next we rewrite 2.6 in a compact notation:
(∂t + v1 · ∇x1) f (1) = N
∫
r0
dz2 F12∇p1f (2)(t, z1, z2) ≡
(
∂f (1)
∂t
)
coll
(2.9)
where we have added the suffix r0 to the integration sign to remind us that the integral has
non-zero contribution only in the small region of size r30 where the intermolecular interaction
is non-vanishing. All the terms in Eqs. 2.8 and 2.9 have the dimension of f (j)/time. In
particular, in 2.8, the term F12∇−→p ≈ 1τc describes the change of the momentum of the
particle due to a collision of duration τc
7 while −→v ·∇−→x ≈ 1τb describes the ballistic movement
of the particle and defines the ballistic time τb
8. On the other hand, the collision term on
6 For concreteness we analyze only the first term in the integral of 2.7, i.e. N ∫∫ dz2dz3 ∂f(3)(t,z1,z2,z3)∂−→p1 ∂U13∂−→x1 .
To get an estimate of this term we can assume that ∂U13
∂−→x1 is roughly constant if the distance between particles
is shorter than the range of the intermolecular forces, r13 < r0, and zero otherwise. With this approximation
we can take ∂U13
∂−→x1 outside the region of integration and multiply the integral by
r30
V olume
. We can now
perform the integration over dz3 and using
∫
dz3
∂f(3)(t,z1,z2,z3)
∂−→p1 =
∂f(2)(t,z1,z2)
∂−→p1 we find that the RHS is of
order N d3
V olume
∂U(r)
∂−→r
∫
dz2
∂f(2)(t,z1,z2)
∂−→p1 . This term is identical to the terms on the LHS besides the extra
factor N r30
V olume
= ρr30. This factor describes how many particles are in a cell of the size of the interaction
force. For a dilute gas this number is much smaller than unity allowing us to neglect this term.
7Recall the law of impulse: ∆p = I = F ∆t = F τc
8Recall ∆x = v∆t = v τb. In this case ∆x is a characteristic length of the order of the mean free-path
which is the average distance between particles and it is related to the density by ρ ≈ l−3free−path.
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the RHS of 2.9 can be estimated to be of order9 1τ ′c
≡ ρr30 1τc  1τc while the term −→v1 · ∇−→x1 is
still of order 1τb . For a dilute gas under typical conditions we have τc  τb so that f (2) varies
on a time scale set by the collision time, τc, and f
(1) varies on a much slower time scale set
by the collision integral, τ ′c. Assuming large separation of time scales we can assume that
on the typical time scale of f (1) the DF f (2) is always at equilibrium10. We now rewrite the
collision integral as: (
∂f (1)
∂t
)
coll
= N ∫r0 dz2 F12∇p1f (2)(t, z1, z2) ≈
N ∫r0 dz2 F12 · (∇p1 −∇p2) f (2)(t, z1, z2) (2.10)
note that the ∇p2 term does not contribute since it can be transformed in a surface term
that gives zero contribution11. Finally we make the assumption that at equilibrium, i.e.
when ∂f
(2)(t,z1,z2)
∂t = 0, the 2-body DF is factorized f
(2)(t, z1, z2) = f
(1)(t, z1)f
(1)(t, z2).
This assumption is often called “molecular chaos assumption” or “mean-field assumption”.
This assumption is the culprit that allows us to trade the linear coupled equations 2.6 and
2.7 with a closed non-linear equation for f (1)(t, z) (see Sec. 2.2.4 for a deeper discussion
of this approximation). Note that this assumption is clearly not valid at the moment
of collision when, by definition, the positions and momenta of the colliding particles are
strongly correlated. However we can still use the factorized form in the collision integral
since we will introduce only a small error12. Substituting the equilibrium (factorized) form
for f (2) into the collision integral we obtain13:(
∂f (1)
∂t
)
coll
= N
∫
r0
dz2 (v1 · ∇x1 + v2 · ∇x2) f (2)eq (t, z1, z2) (2.11)
9As in footnote 6 consider F12 constant on the range of the inter-particle interaction, r0, and zero
otherwise. Then the collision integral in 2.9 is approximated by N r30
V olume
F
∫
dz2∇−→p1f (2)(t, z1, z2) =
ρr30 F ∇−→p1f (1) ≈ ρd3 f
(1)
τc
where the term ρr30  1 for a dilute gas.
10This assumption is similar to the Born-Oppenheimer separation of time scales [97] which allows one to
decouple the motion of nuclei and electrons in solids assuming that the nuclei always “see” an equilibrium
electron distribution.
11We are assuming that f (2)(p2 = ±∞) = 0
12The factorized form is almost exact for most of the time the collision integral needs to be evaluated.
The reason being that f (2) relaxes to the equilibrium (factorized) form almost instantaneously (at time scale
set by τc) with respect to the typical time scales of f
(1) (set by τ ′c)
13Basically we have plugged 2.8 without the partial time derivative in 2.10
20
From this point on, it is enough to perform some simple kinematic transformations to
obtain the BE. For instance, we evaluate 2.11 using the relative coordinates rrel = x2 − x1
and vrel = v2 − v1 . At the moment of collision f (2)eq will depend only on the relative
coordinates then 2.11 becomes −Nm
∫
dp2
∫
r0
drrel (v2 − v1) ·∇rrelf (2)eq (t, z1, z2). Finally the
integral over rrel limited to the region where the inter-particle interaction is present can be
written in terms of the momenta of the incoming and outgoing particles and the differential
cross section dσdΩ (as in [90] we assume that from the point of view of f
(1) the range of the
inter-particle force is zero, i.e. we assume point collisions):
(∂t + v1 · ∇x1) f = −
∫
dp2
∫
dΩ |v2 − v1| dσ
dΩ
[
f(p′1)f(p
′
2)− f(p1)f(p2)
]
(2.12)
where the extra factor of N in the collision integral has been reabsorbed by switching from
f (1) to f = N f (1) on both sides of the equation 14 and the momentum p′1,p′2 and p1,p2
are the outgoing and incoming momenta respectively.
2.2.3 Comments about the Boltzmann Equation
2.12 is the celebrated BE for the one-particle DF which can be used to compute all the
one-particle averages. Note that the equation is non-linear in the one-particle DF. The
derivation of the BE presented in the previous section can be hardly considered rigorous due
to the uncontrolled approximation (molecular chaos assumption, separation of time scales
between f (1) and f (2)) we have made in simplifing the collision integral to a manageable
form. However the final form of the BE is physically very transparent and could have been
written on the basis of physical intuition only.
The BE (see 2.12) is a special master equation with the collision integral describing
how the one-particle DF changes due to the difference between incoming and outgoing
probability fluxes. In 2.12 the transition rates between the initial and final configurations
and vice-versa are equal to each other 15 and have the special feature of being proportional
14Note that f is normalized to the number of particles:
∫
dz f(t, z) = N
15 This property is a general property of Hamiltonian dynamics and will hold for the Quantum Boltzmann
Equation as well, see Sec. 2.3. It is such a fundamental property that it is described at the very beginning
(page 7) of [84]
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to the relative velocity of the incoming particles, i.e. |Ti→f |2 = |Tf→i|2 = |v2 − v1| dσdΩ .
The BE has many other desirable features. For example it preserves the positivity of the
distribution function for any initial condition that satisfies it: f (1)(t, z) ≥ 0 [43]. Moreover
the collision integral has special symmetries that are instrumental in the derivation of the
collision invariants and the H-theorem. To see this it is convenient to express the collision
integral in the compact notation (we are following closely the discussion in [43]) :(
∂f (1)(x1,v1)
∂t
)
coll
=
∫
dv2 |Ti→f |2
[
f(x1,v
′
1)f(x1,v
′
2)− f(x1,v1)f(x1,v2)
]
= J(f, f)
(2.13)
where we have defined:
J(g, h) =
1
2
∫
dv2 |Ti→f |2
[
g(v′1)h(v
′
2) + h(v
′
1)g(v
′
2)− g(v1)h(v2)− h(v1)g(v2)
]
where g, h are arbitrary functions of v,x (we have suppressed the spatial coordinate since
all the functions are evaluated at the same spatial point x1). Now we consider the following
integral
I =
∫
dv1 J(g, h)ψ(v1) (2.14)
which can be explicitly written as:
I =
1
2
∫
dv1
∫
dv2 |Ti→f |2
[
g(v′1)h(v
′
2) + h(v
′
1)g(v
′
2)− g(v1)h(v2)− h(v1)g(v2)
]
ψ(v1)
Due to the symmetries of J(g, h) there are other three equivalent ways of rewriting it. They
are reported below:
I = 12
∫
dv1
∫
dv2 |Ti→f |2 [g(v′1)h(v′2) + h(v′1)g(v′2)− g(v1)h(v2)− h(v1)g(v2)]ψ(v2)
I = −12
∫
dv1
∫
dv2 |Ti→f |2 [g(v′1)h(v′2) + h(v′1)g(v′2)− g(v1)h(v2)− h(v1)g(v2)]ψ(v′1)
I = −12
∫
dv1
∫
dv2 |Ti→f |2 [g(v′1)h(v′2) + h(v′1)g(v′2)− g(v1)h(v2)− h(v1)g(v2)]ψ(v′2)
(2.15)
where in the first line we have made the substitution 1 ↔ 2, in the second line we have
made the substitution incoming ↔ outgoing16 and in the third line we have made both
16After this substitution, the the primed velocities are the new integration variables. However the fact
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substitution (1 ↔ 2 and incoming ↔ outgoing) at the same time. By taking 14 of the
equivalent expressions we obtain:
I =
1
4
∫
dv1 J(g, h)
(
ψ(v1) + ψ(v2)− ψ(v′1)− ψ(v′1)
)
which is identically zero for any function ψ(v) such that:
ψ(v1) + ψ(v2) = ψ(v
′
1) + ψ(v
′
1)
Functions with this property are called collision invariants. There are only five linearly
independent collision invariants: the number of particles (ψ(v) = 1), the three components
of the linear momentum (ψ(v) = vi for i = x, y, z) and the kinetic energy (ψ(v) = |v|2). In
the next section we will use these general symmetries to derive the H-theorem.
2.2.4 H-theorem and the Arrow of Time
One of the most spectacular consequences of the BE is the so called H-theorem due to
Boltzmann himself in 1872. This theorem appears to predict an irreversible increase in
entropy, despite the time-reversibility of the microscopic dynamics. This has led to much
discussion. With the results obtained in the previous section, the derivation of the H-
theorem becomes rather simple. We consider the quantity:
H(t) =
∫
dv1 f(t,v1) ln (f(t,v1)) (2.16)
whose derivative is:
dH(t)
dt =
∫
dv1 ∂tf(t,v1) [1 + ln (f(t,v1))]
=
∫
dv1 J(f, f) [1 + ln (f(t,v1))]
where in the second line we have substituted the BE 2.13. The term in the square brackets
proportional to 1 does not give any contribution17 while the term proportional to log f can
be subject to the same manipulations as in Sec. 2.2.3 to obtain:
that |Ti→f |2 = |Tf→i|2 together with the fact that the Jacobean of the transformation between incoming
and outgoing velocities is one (they are related by time evolution) allow us to re-express the integral in the
original form up to a minus sign coming from the change between incoming and outgoing flux.
17Recall that ψ(v1) = 1 is a collision invariant (i.e. the number of particles) and according to the general
discussion in Sec. 2.2.3 makes the collision integral identically vanish.
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dH(t)
dt
=
1
4
∫
dv1
∫
dv2|Ti→f |2
(
f(v′1)f(v
′
2)− f(v1)f(v2)
)
ln
(
f(v1)f(v2)
f(v′1)f(v′2)
)
from which it follows that dH(t)dt ≤ 0 since dH(t)dt is written as the sum of two relative
entropies18 with the equality being reached only if ln (f(t,v1)) is a collision invariant:
ln f(v1) + ln f(v2) = ln f(v
′
1) + ln f(v
′
2) (2.17)
The condition 2.17 can only be satisfied if ln f(v) can be written as a linear combination of
the linearly independent collisional invariants:
ln f(v) = lnA− αv20 + 2αv0 · v − αv2 → f(v) = A exp
[−α(v − v0)2]
We can then conclude that under the BE the functional defined in 2.16 is constantly de-
creasing and eventually reaching its minimum19 where the velocity distribution has the
Maxwell-Boltzmann form which was obtained in Sec. 2.2.1 using very general arguments.
The functional H(t) can be interpreted as a generalization to out-of-equilibrium situations
of the (negative) thermodynamic entropy, i.e. H(t) = −Sthermo(t). The H-theorem can be
considered as the first microscopic derivation of the second law of thermodynamics.
A rather confusing point is that we have been able to “derive” an irreversible phe-
nomenum (the increase of entropy) from time reversible Newtonian laws 20. This point was
originally raised against Boltzmann to argue that his equation was incorrect. A common
explanation to this inconsistency is that in the derivation of the BE we have used the the
factorization f (2)(t, z1, z2) = f
(1)(t, z1)f
(1)(t, z2) (often called molecular chaos assumptions)
to break the BBGKY hierarchy and by doing so we have introduce irreversibility in the
dynamics. This explanation is not convincing for at least two reasons.
18More simply it is trivial to check that (x− y) log ( y
x
) ≤ 0 for any x, y > 0.
19In can be rigorously proven [43] that for any initial distribution with finite particle and energy density
the functional H(t) is bounded from below so that the point where dH(t)
dt
= 0 (the Maxwell-Boltzmann
distribution) is the global minimum of H(t).
20Note that there is no statement that the H-entropy can not increase under perfect Hamiltonian evolution
so the entire issue relating to the H-theorem is groosly exagereted
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The first reason is that there exists a rigorous derivation of the BE for a hard-sphere-gas
due to Lanford, i.e. the Lanford’s Theorem [98–100]. In this derivation there is no molecular
chaos assumption so the ingredient responsible for the introduction of irreversibility in the
time-reversible Newtonian laws needs to be found somewhere else. The strategy of Landford
to prove this remarkable result is to show that in a particular limit (the Boltzmann-Grad
limit) the BBGKY obtained from the Liouville’s theorem and the corresponding hierarchy
obtained from the BE are identical. The Boltzmann-Grad limit corresponds to keeping
the volume of the container constant and to sending the number of particles to infinity
while reducing their size so that the collision rate approaches a constant finite value. In
mathematical terms the Boltzmann-Grad limit is:
V = const, N →∞, a→ 0, Na2 → c (2.18)
Note that in the limits described by 2.18 the density of the gas approaches zero
Na3
V
→ 0
It is commonly believed that in the Lanford approach the irreversibility in the dynamics
is introduced by taking the Boltzmann-Grad limit. Putting aside the interpretation of
the Lanford theorem, we want to stress that it provides an example in which irreversible
dynamic is obtained from time-reversible laws without the introduction of the molecular
chaos assumption.
The second reason why the molecular chaos assumption can not be seen as the origin
of the irreversible increase of entropy from the time reversible dynamics is best explained
by an example. Let us consider a gas of non-interacting particles originally prepared in
the left half of a container. The particle dynamics consists of ballistic motion plus elastic
reflections against the boundary of the container. For the vast majority21 of initial velocities
and positions the particles will, at a later time, occupy the container uniformly and they
will never go back to be all concentrated on the left half. Note again that in this example
the microscopic dynamics is time reversible and the factorization condition is exact (the
21This is the culprit of the argument
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particles are assumed to be non-interacting) yet at the macroscopic level we observe time
irreversible increase of the (configurational) entropy.
These two arguments seem to suggest that the molecular chaos is not the cause of the
irreversible increase of the entropy but rather that the irreversibility, at the macroscopic
level, is related to a vast asymmetry in the phase space volume representing configurations
which evolve towards to and away from equilibrium. This is the basis of the so called
statistical interpretation of the H-theorem. This argument will be made more rigorous in
Sec. 3.2 when we will discuss the fluctuation theorems.
2.2.5 Classical Linear and Linearized Boltzmann Equation
The BE is believed to accurately describe the dynamics of a dilute gas. However the BE is a
non-linear integro-differential equation so complicated that its general solution is unknown
after more than 140 years of active research. We then have to rely on highly idealized models
which are amenable of analytic treatment while still providing useful insight in dynamical
behavior of a gas in and out of equilibrium.
All the difficulties of the BE sit in the collision integral. It is then natural that all the
approximation schemes aim to reduce the collision integral to a more manageable form.
One obvious way is to linearize the problem around the equilibrium solution:
f(t, z) = feq + δf(t, z),
|δf |
feq
 1 (2.19)
then, to first order in δf(t, z), the BE becomes:
(∂t + v1 · ∇x1) δf = Clinear (δf) ≡
1
2
∫
dv2|Ti→f |2 (δf(v′1)feq(v′2) + feq(v′1)δf(v′2)− δf(v1)feq(v2)− f(v1)δf(v2))
(2.20)
where the second line is the definition of the linearized collision integral Clinear (δf). 2.20 has
many advantages on the original BE. First of all 2.20 is linear in δf(t, z) and is therefore
amenable of analytical treatment. Moreover it can be shown [43] that Clinear (δf) is a
Hermitian operator with real and non-positive eigenvalues. Then by decomposing δf in the
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complete orthonormal basis of the normal modes of Clinear (δf) we obtain:
δf(z, t) =
∑
j
c0jφ
0
j (z) exp
[
λ0j t
]
, λ0j ≡
〈φ0j (z)|Clinear|φ0j (z)〉
〈φ0j (z)|φ0j (z)〉
≤ 0
which implies that all terms with λ0j < 0 decay exponentially in time. The only normal
modes which survive in the long time limit describe the excess of conserved quantities (par-
ticle number φ01(z) , momentum φ
0
i (z), i = 2, 3, 4 and energy φ
0
5(z)) above the equilibrium
distribution:
δf(z, t→∞) =
5∑
j=1
c0jφ
0
j (z)
It can be checked that δf(z, t → ∞) in the equation above is nothing more that the first
order expansion of
g = (n+ δn)
[
m
2pikb (T + δT )
]3/2
exp
[
−m (v − δu)
2
2kb (t+ δT )
]
in powers of δn, δT, δu where δn ≡ ∫ dvδf(v). We have then obtained the interesting result
that (apart from the component that are conserved) a generic non-equilibrium DF relaxes
exponentially to the equilibrium one. The linearized BE can also be used to compute
the linear transport coefficients and it is therefore an extremely useful tool to study the
dynamics close to equilibrium. The obvious limitation of 2.20 is that it is valid only for a
dilute gas22,
N r30
V olume  1, close to equilibrium, |δf |feq  1.
Another simplified version of the BE was introduce in 1900 by Drude who replaced the
collision integral with the simple term:
Idrude = −f(t, z)− feq
τ
(2.21)
Note that this term has the dimension of f/time in agreement with our general discussion
of the BE equation (see discussion following 2.9) and vanish for the equilibrium distribution.
The simplified BE with the Drude collision term, 2.21, clearly describes exponential relax-
ation (on time scales set by τ) towards the equilibrium distribution and can be thought as
22This is the regime where the full BE is justified
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an extension of the linearized behavior described by 2.20 away from equilibrium23. More-
over the local collision term, Idrude, is significantly simpler than the integral collision term,
Clinear (δf), in the linearized BE ( 2.20). The Drude model is a phenomenological model
which is supposed to describe the motion of electrons in solids (metals). In this model the
characteristic time scale, τ , is introduced by hand and, for comparison with experiments,
it needs to be estimated independently.
Drude’s model was extended by Lorentz in 1905 [101–105]. Lorentz considered a dilute
gas consisting of a mixture of two species. Both species are rigid (so that any internal degrees
of freedom are neglected) and are hard (their interaction is hard-sphere like). One specie
is light, small and very abundant while the other is heavy, large and more rare. Moreover
the (number) densities and radii of the two species are such that the light particles collide
almost always with the heavy ones and the light-light collisions can be neglected. These
conditions are summarized by:
mS  mL, rS  rL, nS  nL, nSrd−1S  nLrd−1L
where the suffix S,L refers to small and large, m is the mass, r is the radius, n is the number
density and d is the number of spatial dimensions. The equipartition of the kinetic energy
1
2
mSv
2
S ≈
1
2
mLv
2
L
also requires that, at equilibrium, the large particles have much smaller velocity than the
light particles. In the limit mLmS → ∞ we have a large number of non-interacting point-like
particles that collide with fixed, randomly located scatters. The magnitude of the velocity
is constant (the collisions are supposed to be elastic) and can be set to one. This model
is called the random Lorentz gas and has a single free parameter, the number density of
randomly located scatters. In d = 2 the scatters are disks and the Lorentz gas is described
23Note that in Drude’s approach we do not need to assume that f(t, z)− feq is “small” (as we did in 2.19)
in order to obtain exponential relaxation towards equilibrium.
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by the following linear BE:
(∂t + cos θ∂x + sin θ∂y) f(x, y, θ, t) =
∫ pi/2
−pi/2
dχ cosχ n f(x, y, pi + θ + 2χ)− 2nf(x, y, θ, t)
(2.22)
where x, y are the cartesian coordinates of the position, the velocity is v = (cos θ, sin θ) and
χ is the angles between the pre-collisional velocity and the normal at the point of impact (see
Fig. 2.1). In the Lorentz setup we can give a physical meaning to the phenomenological
parameter, τ , introduced by Drude. Since the only time-scale is the characteristic time
between collisions with the static scatters τ must be the average between collisions. This
educated guess can be confirmed since this average time can be computed exactly for any
random Lorentz gas [106]. The Lorentz gas has played an outstanding role in concrete
calculations (e.g. of the diffusion coefficient) and in the conceptual development of kinetic
theory [43, 105]. Yet the very applicability of the Boltzmann framework to the Lorentz
gas is questionable because when the scatters are fixed, the molecular chaos assumption
underlying the Boltzmann equation cannot be justified [43, 85, 104, 105, 107].
At this point two different philosophical approaches are possible. The first is to rig-
orously study deterministic (Hamiltonian) systems without making use of the Boltzmann
framework. This line of research has flourished in the mathematical theory of billiards (see
for example [104]). A billiard model is dynamical system in which a single particle moves
ballistically and collides elastically with the boundary of the billiard. Billiard models can
also be used to study the dynamics of interacting particles. In fact the dynamics of N
particles can be studied by considering a single particle in a high dimensional phase space.
The effective phase-space is the product of the phase-space of the individual particles minus
the forbidden region where the particles overlap: |qi − qj | < 2r. Moving into the center of
mass frame we see that the dynamics of N particles interacting with a hard-sphere potential
is equivalent to the motion of a single particle in a billiard with static scatters. For example
in two dimensions the dynamics of two hard disks of a unit radius with periodic boundary
conditions is equivalent to the motion of a single point-like particles with a periodic24 array
24The periodicity of the array of scatters is generated by the fact that the original two particle model had
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Figure 2.1: (Color online) The random Lorentz gas. In the linear BE 2.22 the particle
apporaches the scatters from the direction pi+ θ+ 2χ and leaves the scatter at direction θ.
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of scatters of radius r = 2 25. The equivalent billiard models can have a rather complicated
geometry but they offer a single-particle picture to investigate the original interacting model
and are therefore very useful. For example some fundamental results of statistical mechan-
ics of interacting particles (such as ergodicity) can be proven rigorously for the equivalent
billiard models [108]. The study of the emergence of chaos (ergodicity, entropy produc-
tion, etc.) in deterministic models is certainly a fascinating and very challenging research
problem and is, to my taste, one of the most interesting area of mathematics.
Another possible approach is to study stochastic models in which all the difficulties and
paradoxes of the deterministic models are simply not present. Mathematically, this corre-
sponds to replacing the deterministic dynamics (“1-state in, 1-state out”) with a stochastic
dynamics (“many-states in, many-states out”) with some suitably designed properties such
as the decay of correlations on a short time scale (Markovian assumption). In some of these
stochastic models the Boltzmann framework is exact and the monotonic increase of the
entropy, i.e. the emergence of the arrow of time, is very natural. Moreover in these models
there are no Poincare cycles, i.e. the entropy never goes down and returns to its original
value. This is the approach that we will follow in Chapter 5 in which we will consider a
stochastic Lorentz gas. In particular we will consider a Lorentz gas in which the scatters
are able to move and their velocity DF corresponds to a Maxwell-Boltzmann equilibrium
distribution at temperature T . We have named this model the “Lorentz Gas at positive
temperature” [52, 109].
2.3 Quantum Boltzmann Equation
The dynamics of many interacting particles in quantum systems is significantly more difficult
than in classical systems mainly because of the exponential increase of the Hilbert space with
the size of the system26. For this reason many semi-classical methods have been developed.
periodic boundary conditions.
25Sometimes this model is referred to as ”The periodic Lorenz gas”
26For example, the classical dynamics of an interacting spin chain of size L is described by L coupled
(one for each spin), linear, first order, differential equations. For a quantum spin− 1
2
chain the dynamics is
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All these methods try to capture the important features of quantum dynamics without
paying the price of an exponentially large Hilbert space. These semi-classical methods are
not completely general and are applicable only if the quantum system satisfies some special
criteria.
The quantum kinetic approaches and the Quantum Boltzmann Equation (QBE) in par-
ticular fit this paradigm. When these approaches are applicable the quantum dynamics can
be studied by focusing on few (not an exponential number in the system size) quasi-particles
whose interactions are described as scattering events. These descriptions are valid either
when the quasi-particles interact weakly or when the interaction is strong but the quasi-
particles are dilute [110]. In the dilute limit the form of the QBE is identical to the Classical
Boltzmann Equation (CBE) with the Wigner distribution [111, 112] replacing the classical
one-particle DF27. In this approach quantum mechanics enters only in the calculation of
the collision kernel28 |Ti→f |2 describing the transition probability from an initial to a final
configuration, which is based on the quantum scattering calculations. In order to interpret
the QBE as an evolution equation for the probability distribution we have to require that
the initial Wigner distribution is positive definite (this property is maintained under the
time evolution generated by the QBE). Strictly speaking, a quantum state whose Wigner
transform is a general positive function is not a Wave-Function (WF) but rather a density
matrix 29. We can consider this as an additional limitation of the QBE together to the ones
described above.
described by 2L coupled equations (one for each coefficient of the expansion of the wave-function on the basis
of the Hilbert space), linear, first order, differential equations. These equations are decoupled when written
in the basis of the eigenstate (normal modes) of the system. However the normal modes can not be computed
for large, generic interacting systems. Note that the number of possible configurations is exponential both
in the classical and quantum case
27The Wigner distribution is a function of both position and momentum and it is therefore the closest
analogue to the classical DF, f(t, x, v).
28As we mentioned in footnote 15, the unitarity of the quantum evolution ensures that |Ti→f |2 = |Tf→i|2
which is used to write the QBE in its standard form, 2.23. We will prove this relation in Sec. 6.4
29The hortogonality of the Wigner functions corresponding to hortogonal eigenstates requires the Wigner
functions to have positive as well as negative values
	 32 
		
	
	
In the weak-interaction and non-dilute case, the QBE di↵ers from the CBE in that the
collision integral is quartic in the distribution function rather than quadratic. In fact, in
the non-dilute case the quantum statistic of the (fermionic or bosonic) quasi-particles need
to be included in the collision integral which is transformed as follow (see [110, 113, 114]):⇣
@f(t,z1)
@t
⌘
collision
=
R
dz2 |Ti!f |2 (f 01f 02   f1f2)!⇣
@W (t,z1)
@t
⌘
collision
=
R
dz2 |Ti!f |2 [W 01W 02 (1 + ✓W1) (1 + ✓W2) W1W2 (1 + ✓W 01) (1 + ✓W 02)]
(2.23)
where the su x 1, 2 indicates the argument of the distribution function (x1,p1 or x2,p2),
the prime refers to the post-collisional configurations, W is the Wigner distribution and the
parameter ✓ encodes the statistics of the quasi-particles, i.e. ✓ = +1 for bosons and ✓ =  1
for fermions (see [110] for a discussion of the fourth order terms). Note that for ✓ = 0 we
recover the classical form of the collision integral Most of the results valid for the CBE also
hold for the QBE. For example the quantum version of the H-theorem has been proven
by John von Neumann in 1929 [115]. In analogy with the classical situation, the motion
of a test quantum particle in a quantum background is described by the Linear BE [116]
which takes the form of a Lindblad equation [117, 118] for the reduced density matrix of
the system where the Lindblad operator, which is responsible for the non-unitary evolution
of the reduced density matrix, replaces the linear collision integral in 2.20 30.
These important similarities between the CBE and QBE express the fact that, for sys-
tems where the Boltzmann framework is applicable, quantum mechanics plays a rather small
role which is detectable only in the statistics of the quasi-particles (i.e. quartic term in the
collision integral in 2.23) and in the calculation of the collision kernel (i.e. the scattering
cross section |Ti!f |2). The QBE is a powerful framework to investigate the dynamics of
quantum systems. In particular the QBE, thanks to its ability to reach long time-scales
which are not accessible to other computational methods, is an ideal tool to study the re-
laxation towards equilibrium of closed interacting quantum systems and the emergence of
pre-thermalized states [55] and non-thermal fixed points [56].
30Note that the Lindblad equation conserves the probability and the positivity on any initial condition in
very much the same way the linear BE, 2.20, does.
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In the weak-interaction and no -dilute case, the QBE di↵ers from the CBE in that the
collision integral is quartic in the distribution function rather than quadratic. In fact, in
the no -dilute case the quantum statistic of the (fermionic or bosonic) quasi-particles need
to be included in the collision integral which is transformed as follow (see [110, 113, 114]):⇣
@f(t,z1)
@t
⌘
collision
=
R
dz2 |Ti!f |2 (f 01f 02   f1f2)!⇣
@W (t,z1)
@t
⌘
collision
=
R
dz2 |Ti!f |2 [W 01W 02 (1 + ✓W1) (1 + ✓W2) W1W2 (1 + ✓W 01) (1 + ✓W 02)]
(2.23)
where the su x 1, 2 indicates the argument of the distribution function (x1,p1 or x2,p2),
the prime refers to the post-collisional configurations, W is the Wigner distribution and the
parameter ✓ encodes the statistics of the quasi-particles, i.e. ✓ = +1 for bosons and ✓ =  1
for fermions (see [110] for a discussion of the fourth order terms). Note that for ✓ = 0 we
recover the classical form of the collision integral Most of the results valid for the CBE also
hold for the QBE. For example the quantum version of the H-theorem has been proven
by John von Neumann in 1929 [115]. In analogy with the classical situation, the motion
of a test quantum particle in a quantum background is described by the Linear BE [116]
which takes the form of a Lindblad equation [117, 118] for the reduced density matrix of
the system where the Lindblad operator, which is responsible for the non-unitary evolution
of the reduced density matrix, replaces the linear collision integral in 2.20 30.
These important similarities between the CBE and QBE express the fact that, for sys-
tems where the Boltzmann framework is applicable, quantum mechanics plays a rather small
role which is detectable only in the statistics of the quasi-particles (i.e. quartic term in the
collision integral in 2.23) and in the calculation of the collision kernel (i.e. the scattering
cross section |Ti!f |2). The QBE is a powerful framework to investigate the dynamics of
quantum systems. In particular the QBE, thanks to its ability to reach long time-scales
which are not accessible to other computational methods, is an ideal tool to study the re-
laxation towards equilibrium of closed interacting quantum systems and the emergence of
pre-thermalized states [55] and non-thermal fixed points [56].
30Note that the Lindblad equation conserves the probability and the positivity on any initial condition in
very much the same way the linear BE, 2.20, does.
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In the weak-interaction and non-dilute case, the QBE di↵ers fro the CBE in tha the
coll sion integral is quartic in the distribution function rather than quadratic. In fact, in
the non-dilute case the quantum statistic of the (fermionic or b sonic) quasi-particles need
to be included in the coll sion integral which is transformed as follow (see [110, 113, 114]):⇣
@f(t,z1)
@t
⌘
collision
=
R
dz2 |Ti!f |2 (f 01f 02   1f2)⇣
@W (t,z1)
@t
⌘
collision
=
R
dz2 |Ti!f |2 [W 01W 02 (1 + ✓ 1) (1 + ✓ 2)  1 2 (1 ✓ 01) (1 ✓ 02)]
( .23)
where the su x 1, 2 indicates the argument of the distribution function (x1,p1 or x2,p2),
the prime refers to the post-col isional configurations, is the igner distribution and the
parameter ✓ encodes the statistics of the quasi-particles, i.e. ✓ = +1 for bosons and ✓ 1
for fermions (se [1 0] for a discus ion of the fourth order ter s). Note that for ✓ 0 e
recover the clas ical form of the col ision integral ost of the results valid for the E also
hold for the QBE. For example the quantum version of the -theore has been proven
by John von Neumann in 1929 [115]. In analogy with the clas ical situation, the otion
of a test quantum particle in a quantum background is described by the Linear E [116]
which takes the form of a Lindblad equation [117, 118] for the reduced density atrix of
the system where the Lindblad operator, which is responsible for the non-unitary evolution
of the reduced density matrix, replaces the linear col ision integral in 2.20 30.
These important similarities betwe n the CBE and QBE expres the fact that, for sys-
tems where the Boltzmann framework is applicable, quantum echanics plays a rather s al
role which is detectable only in the statistics of the quasi-particles (i.e. quartic ter in the
collision integral in 2.23) and in the calculation of the col ision kernel (i.e. the scattering
cros section |Ti!f |2). The QBE is a powerful framework to investigate the dyna ics of
quantum systems. In particular the QBE, thanks to its ability to reach long ti e-scales
which are not ac es ible to other computational methods, is an ideal tool to study the re-
laxation towards equilibrium of closed interacting quantum syste s and the e ergence of
pre-thermalized states [5 ] and non-thermal fixed points [56].
30Note that the Lindblad equation conserves the probability and the positivity on any initial condition in
very much the same way the linear BE, 2.20, does.
Chapter 3
Theory: Fluctuation Theorems
3.1 Introduction
Out-of-equilibrium statistical mechanics is missing the unifying framework of equilibrium
statistical mechanics. In equilibrium situations, it suffices to compute the properly defined
thermodynamic potentials and their derivatives to extract the expectation values of observ-
ables, the susceptibilities, the correlation functions and the character of the thermodynamic
phase transitions. For interacting systems the analytical computation of the thermodynamic
potentials from the microscopic model is often intractable and one has to rely on effective,
rather than exact, expressions. Among these effective approaches one of the most success-
ful is the the Landau theory of second order phase transitions [119] in which an effective
free-energy is constructed based on the underlying symmetries of the model. The Landau
effective free-energy describes the qualitative (and sometimes the quantitative1) behaviour
of second order phase transitions. In the modern view of statistical mechanics, the Landau
theory is understood as a consequence of the Renormalization Group (RG) approach [22]
which gives a rigorous procedure to obtain an effective long-distance description of the
model in which the irrelevant interactions2 are washed out.
1In high number of spatial dimensions, i.e. above the upper critical dimension, the effective free-energy
predicts the exact value for the critical exponents characterizing the phase transition.
2Loosely speaking, the irrelevant interactions are those interactions which are present in the microscopic
model but do not affect the long-distance behavior of the system.
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In out-of-equilibrium statistical mechanics this unifying approach is missing. In general
the dynamical properties of a system depend on both the low and high energy part of
the energy spectrum which is often sensitive to the details of the problem. Moreover, the
notion of relevant and irrelevant perturbations in the RG sense is not established for out-
of-equilibrium systems. The difference between equilibrium and out-of-equilibrium systems
is analogous to the difference between happy and unhappy families well summarized by Leo
Tolstoy
“Happy families are all alike; every unhappy family is unhappy in its own way.”
– Leo Tolstoy 1870s
Till recently, general statements about out-of-equilibrium systems were thought to be
possible only under rather restricted conditions such as in the case of small deviations
from equilibrium (linear response [23, 120]) and slow dynamics close to critical points
[24, 121]. In the late ’90s, some mathematical identities, later named fluctuation theo-
rems [30, 122–125], concerning thermodynamics quantities during out-of-equilibrium pro-
tocols were (re)discovered3. In their simplest formulation they are a statement about the
asymmetry of the macroscopic phenomena under time-reversal which can simply derived
using the incompressibility of the dynamics in phase space (Liouville’s theorem) and can be
extended to quantum mechanical systems which evolve unitarily. These theorems are exact
statements valid arbitrarily far from equilibrium (well beyond the regime of validity of the
linear response theory) and seem to have the promise of establishing universal results away
from equilibrium.
In this chapter I follow [44] and introduce the fluctuations theorems. I will also provide
two simple derivations which will highlight the generality of the results and clarify the
underlying assumptions (Sec. 3.3). These concepts will be used in Chapter 6 to derive
some universal features of the energy distribution of repeatedly driven closed systems.
3Relations similar to the fluctuations theorem were derived in the late ’70 but were not widely known,
see Ref. [32]
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3.2 Work fluctuation theorems
Since 1997, when Jarzynski discovered his now famous equality [30, 124], the number of
works about the fluctuation theorems has increased quickly. This large literature can be
intimidating for a non-specialist. Here, for the sake of clarity, we decide to focus on the
work fluctuation theorems for small classical systems. These fluctuation theorems provide a
clear introduction to the topic and make contact with some commonly known formulations
of the the second law of thermodynamics. Moreover they have already been confirmed
experimentally [126] and have proved to be useful in understanding the behavior of small
systems in which fluctuations can be large. As it will become clear, by taking into proper
account the fluctuations, the work theorems turn thermodynamic inequalities into equalities
and extend century old paradigms of statistical mechanics.
Let us consider a system in contact with a thermal bath at temperature T and let λ be
an external controlled parameter that can be tuned experimentally. An out-of-equilibrium
thermodynamic protocol is obtained by changing the control parameter in time from an
initial value, A = λ(tin), to a final value, B = λ(tfin). This setup is very general and
includes a standard paradigm to investigate thermodynamic transformations, i.e. an ideal
gas in a piston whose position is changed in time z(t) = λ(t) (see Fig. 3.1). The piston
is undergoing a compression (expansion) if A > B (A < B). One formulation of the
second law of thermodynamics, i.e. the Clausius inequality [127], states that the external
work performed on a system during a thermodynamic protocol is bounded from below by
difference in the equilibrium free-energies evaluated at the initial and final value of the
control parameters:
δW ≥ ∆F ≡ FB,T − FA,T (3.1)
In 3.1, δW is the external work provided to accomplish the protocol λ(t) and ∆F is the
difference of the equilibrium free-energy evaluated at the same temperature, T , and at
different values of the control parameter λ(t) = A,B. Here the two differentials, ∆ and
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δ, refer to quantities which are (are not) exact forms4. Using standard thermodynamic
relations we rewrite 3.1 as:
∆F = ∆U − T∆S = (δWtot + δQtot)−∆Qrev = δWtot − δWirr = ∆Wrev
→ δWtot = ∆F + δWirr ≥ ∆F
(3.2)
where δWtot (δQtot) is the total work (heat) exchanged during the protocol, ∆Wrev (∆Qrev)
is the work (heat) exchanged reversibly (or quasi-statically). To derive the expression above
we have used the first law of thermodynamics:
∆U = δQtot+δWtot = ∆Qrev+∆Wrev → ∆Qrev−δQtot = δWtot−δWrev = δWirr ≥ 0 (3.3)
and the relations between reversible heat and entropy:
T∆S = ∆Qrev (3.4)
From 3.2 we see that 3.1 becomes an equality if all work is exchanged quasi-statically (the
irreversible work is zero, δWirr = 0), i.e. the protocol is performed infinitely slowly and the
system is in instantaneous equilibrium for each value of the control parameter λ.
By properly taking into account the fluctuations, the Jarzynski Equality (JE) turns the
inequality 3.1 into an equality even when the protocol is performed at finite velocity and
the system is arbitrarily far from equilibrium. The JE reads:
〈e−δW/kbT 〉 = e−∆F/kbT (3.5)
To clarify the meaning of 3.5 it is better to refer to a concrete example such as the com-
pression of a piston according to a fixed protocol λ(t). Let us imagine to keep the control
parameter fixed at the initial value A for a time long enough that the gas in the piston
equilibrates with the surrounding thermal bath at temperature T . This initial thermal
4An exact form, α, is derived from a potential, β, and, as a consequence, its line integral depends only on
the initial and final point of the path:
∫
C
dγ α(γ) = β(γfin)−β(γin). On the other hand, not exact forms are
not derived from a potential and their line integral depends on the details of the path. Exact and non-exact
forms are common in thermodynamics. For example, the first law of thermodynamics states the equality of
an exact form (the internal energy) and two non-exact forms (the heat and work): ∆U = δQ+ δW .
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z(t)
A
B
Figure 3.1: Schematic representation of a piston undergoing a compression.
equilibrium is specified by the equilibrium free-energy FA,T . Then we disconnect the sys-
tem from the thermal bath and we perform the protocol λ(t) and we record the external
work δW performed during the protocol. At the end of the protocol the control parameter
has value B and the system is, in general, out-of-equilibrium (for example it has become
hotter than the surrounding). Now we imagine to re-connecting the system to the ther-
mal bath at the initial temperature T and letting the system re-equilibrate at the final
value of the control parameter B. At the end of the re-equilibration process the system
reaches a thermal equilibrium specified by the equilibrium free-energy FB,T . If we repeat
this experiment many times the value of the recordered work, δW , will in general fluctuate
around some average value. In fact many different configurations (i.e. the positions and
the velocities of all particles in the gas) are compatible with the initial value of the control
parameter A and bath temperature T . Each of these initial configurations will, in general,
be associated with a different value of the work δW thus explaining the fluctuations of
this quantity. The JE 3.5 states that the exponential of the performed work averaged over
many realizations of the same experiments is equal to the exponential of the equilibrium
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free-energy difference.
In the discussion above we have assumed that the system is disconnected from the
heat bath during the protocol. This assumption, which is present in the original work
by Jarzynski [30], has caused much confusion and, in some cases, can be avoided [44].
Also, since no work is performed on the system during the re-equilibration process at the
final value of the control parameter B, this step in the discussion is somehow superfluous.
Equation 3.5 can be understood as a constraint for the ensemble distribution of performed
work ρ (δW ) which is completely independent on the details of the protocol λ(t) and depends
only on the initial and final value A,B through the free-energy difference ∆F ≡ FB,T−FA,T .
Combining the JE, 3.5, and the Jensen Inequality, 〈exp x〉 ≥ exp〈x〉, we easily obtain:
〈δW 〉 ≥ ∆F
A stronger and less expected relation can be found from the JE [128]:
P [δW < ∆F − ε] ≡ ∫ ∆F−ε−∞ d (δW ) ρ(δW ) ≤ ∫ ∆F−ε−∞ d (δW ) ρ(δW )eβ(∆F−ε−δW )
= eβ(∆F−ε)
∫ ∆F−ε
−∞ d (δW ) ρ(δW )e
−βδW ≤ eβ(∆F−ε) ∫ +∞−∞ d (δW ) ρ(δW )e−βδW
= eβ(∆F−ε)e−β∆F = e−βε
(3.6)
where in the first line I have multiplied by eβ(∆F−ε−δW ) where ε is a small positive number
and I have used the fact that ex ≥ 1 for any x ≥ 0, in the second line I have extended
the limit of integration and in the third line I have used 3.5. The meaning of 3.6 is the
the probability of observing violations to the second law of thermodynamics, i.e. δW <
∆F , are exponentially suppressed. In particular the probability of observing macroscopic
violations of the second law of thermodynamics, i.e. ε is of order many kbT , is so small
that it is never observed. Equation 3.6 is not a microscopic derivation of the arrow of
time. In fact, in the derivation of 3.5 it has been assumed that the initial state was a
thermal equilibrium state and the attention has been put on the subsequent evolution.
If the evolution from a non-equilibrium to an equilibrium states had been considered we
would have obtained the inequalities with the reverse sign. This situation is similar to the
H-theorem described in Sec. 2.2.4 and discussed in detail in [90] in which the sign of the
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entropy change depends in a crucial way on the assumption made for the initial state. In
particular, the H-theorem predicts an entropy increase (decrease) if the initial (final) state
is characterized by molecular chaos. We think that the Crooks theorem (to be discussed
below) clarifies that the emergence of the arrow of time is due to the asymmetry in the
initial conditions.
The Crooks theorem [31] relates the probability of performing work δW during the
forward process, ρF (δw), with the probability of performing work −δW during the reverse
process, ρR(−δw). The reverse process is the process described by the time reserve protocol
and it is often indicated with a tilde: λ˜(t) = λ(tfin − t). The Crooks theorem reads:
ρF (δW )
ρR (−δW ) = e
β(δW−∆F ) (3.7)
where ρF (δW ) , ρR (δW ) are the (normalized) work distribution during the forward and
reverse process respectively. Equation 3.7 can be rewritten as:
ρF (δW ) e
−βδW = ρR (−δW ) e−β∆F
which after integrations
∫∞
−∞ d(δW ) gives immediately the JE (see Eq. 3.5). The Crooks
theorem, 3.7, is actually a trivial consequence of the even more general theorem about the
distribution of trajectories:
PF (γF )
PR (γR)
= eβ(δWF−∆F ) (3.8)
where γF ≡ {x(t); 0 ≤ t ≤ τ} denotes a possible trajectories during the forward process (τ
is the total duration of the protocol) and γR is its conjugate:
xR(t) = x
?
F (τ − t) (3.9)
In 3.9 the star indicates the fact that the momenta of all particles have been reversed. The
trajectory xR(t) is the trajectory that you would observe by watching the movie of xF (t)
backward. The derivation of 3.8 (for a Hamiltonian system) is so simple that it is worth
mentioning. In fact the ratio of the probabilities of observing γF or γR is simply the ratio
of sampling their initial conditions:
PF (γF )
PR(γR)
=
ZB,T
exp[−βH(xR(0);B)]
exp[−βH(xF (0);A)]
ZA,T
=
ZB,T
ZA,T
exp [βH(xF (τ);B)− βH(xF (0);A)] = e−β∆F eβδWF
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where on the second line we have used the fact that the starting point of the reverse process
is the final point of the forward process, i.e. xR(0) = x
?
F (τ), and we have neglected the
“star” because the energy does not change if the momenta of all particles are reversed. In
the last equality we have identified H(xF (τ);B) − H(xF (0);A) with the work performed
during the forward trajectory: δWF . This simple derivation clarifies that for Hamiltonian
systems, which are governed by microscopic time-symmetric laws, the asymmetry between
a trajectory and its time-reverse twin is entirely caused by the asymmetry in sampling the
initial conditions.
Using similar reasoning to the one presented here it is possible to obtain the fluctuations
theorems for the entropy fluctuation [129]. The equivalent of the Crooks theorem for entropy
reads:
pτ (∆S)
pτ (−∆S) = e
∆S/kb
which describes the asymmetry in the probability of entropy production ±∆S up to time
τ during a non-equilibrium steady state. The equivalent of the JE is:
〈e−∆S/kb〉 = 1
from which the second law can be obtained using the Jensen inequality:
〈∆S〉 ≥ 0
Many more fluctuation theorems have been discovered and proved to hold for both determin-
istic (Hamiltonian) and stochastic (Markovian and Langevin) dynamics. In the next section
we will present two transparent derivations of the fluctuation theorems one for Hamiltonian
and and one for Stochastic dynamics.
3.3 Derivation of the fluctuation theorems
As we have seen in Sec. 3.2 it is extremely easy to derive the second law of thermodynamic,
3.1, from the the Jarzynski Equality, 3.5, and to derive the latter from the Crooks theorem,
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3.7. In this section we will derive the Crooks theorem for both Hamiltonian and Stochas-
tic dynamics. Both derivations have already appeared somewhere else [130, 131] and are
reported here for their clarity.
3.3.1 Crooks Theorem for Hamiltonian dynamics
For closed systems obeying classical Hamiltonian dynamics the Crooks theorem relies on the
incompressibility of trajectories in phase space, i.e. the Liouville’s theorem, and microscopic
time reversibility.
The time dependent process λ(t) can be thought as a map from the original configuration
of the system to the final configuration of the system. Consider the phase-space manifolds
ΣE and ΣE+W of constant energy E and E + W respectively, see Fig. 3.2. The forward
process maps a subset σE of ΣE to a subset σE+W of ΣE+W and for these trajectories a work
W is performed. Other subsets σ′E of ΣE are mapped to other manifolds of different energies
and, for these trajectories, a different amount of work is performed. The incompressibility of
the Hamiltonian flows guarantees that the volume of σE and σE+W are identical. Moreover
the symmetry under time-reversal of the Hamiltonian dynamics guarantees that, if the
the time-reversed process is implemented, the trajectories in σ?E+W will be mapped to σ
?
E
corresponding to a work −W during the reverse process. As in 3.9, the star indicates that
all the velocity need to be reversed.
We assume that both the forward and reverse process are started when the system has
reached equilibrium. At equilibrium all states on a constant energy manifold are equally
probable. Then the probability PE(W ) of performing work W during the forward process
starting from energy E is given by:
PE(W ) =
V olume(σE)
V olume(ΣE)
=
ωE
ΩE
Similarly for the reverse process:
P˜E+W (−W ) = V olume(σE+W )
V olume(ΣE+W )
=
ωE+W
ΩE+W
Putting all together we obtain the expression:
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Figure 3.2: (Color online) Schematic representation of the mapping of the states during the
time-dependent protocol λ(t).
PE(W )
P˜E+W (−W )
=
ωE
ωE+W
ΩE+W
ΩE
= eS(E+W )−S(E) (3.10)
where we have used that ωE = ωE+W (incompressibility of Hamiltonian flow) and the
relation between entropy and the volume in phase-space ΩE = e
S(E). We now assume that
W  E 5 so that the probability of doing work W will not depend on E and use the
standard thermodynamic relation:
∆F = W + T∆S → ∆S = β (∆F −W )
to rewrite 3.10 in the Crooks-like form:
5This is indeed the case when the driving is local so that W is an intensive variable while E is an extensive
variable.
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P (W )
P˜ (−W ) = e
∆S = eβ(∆F−W ) (3.11)
The derivation presented relies heavily on the incompressibility of the Hamiltonian flow
in phase-space and the time-reversal invariance of the microscopic laws. However other
assumptions are equally important. For example the (forward and reverse) need to be
started after the system has reached equilibrium. The dynamics of the system is supposed
to have nice mixing properties so that the assumption of equiprobability of all microstates
on the constant energy manifold is justified. Finally the assumption of small work, W  E,
need to be made in going from 3.10 to 3.11.
In conclusion, the derivation of the Crooks theorem presented here has some limitations
however it is preferred over more general ones for its clarity. This type of derivation can be
extended to quantum Hamiltonian system which undergo unitary evolution.
3.3.2 Crooks Theorem for Langevin dynamics
Let us analyze the simple spin Hamiltonian:
H =
∑
<i,j>
Ji,j Si · Sj (3.12)
For arbitrary coupling Ji,j and in arbitrary number of spatial dimensions it might be difficult
to compute the exact equilibrium partition function corresponding to the Hamiltonian 3.12.
However, noticing the symmetry of the Hamiltonian under reflection of all spins, H ({S}) =
H ({−S}), we immediately conclude that at equilibrium we must have P (m) = P (−m)
where P (m) is the probability of observing the spin magnetization m =
∑
i Si. We now
modify 3.12 by introducing a symmetry breaking term:
H =
∑
<i,j>
Ji,j Si · Sj − h ·
∑
i
Si = H0 − h ·m
The equilibrium probability of observing a magnetization −m is obtained by summing the
probability of all microstates compatible by the macroscopic constraint
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P (−m) = 1
Z
∑
config
e−β(E0−h·
∑
i Si)δ(m +
∑
i
Si) (3.13)
where Z is the partition function and the sum extend to all spin configurations. We now
change the dummy index of summation Si → −Si and use the fact that H0 (and E0) is
invariant under this relabeling to we rewrite 3.13 as:
P (−m) = 1Z
∑
config e
−β(E0+h·
∑
i Si)δ(m−∑i Si) =
e−2βhm
Z
∑
config e
−β(E0−h·
∑
i Si)δ(m−∑i Si) = e−2βh·m P (m) (3.14)
where in the last equality we have recognized the definition:
P (m) =
1
Z
∑
config
e−β(E0−h·
∑
i Si)δ(m−
∑
i
Si)
Clearly 3.14 can be written in Crooks-like form:
P (m)
P (−m) = e
2βh·m
This simple calculation highlights the fact that the Crooks theorem is a statement about
the ratio of the probabilities of observing a positive and negative symmetry breaking term
(in our case the symmetry breaking term is the external magnetic field h associated with
the magnetization m). Moreover this ratio is exponential in the value of the symmetry
breaking term.
We will now repeat this simple reasoning for a system of many particles evolving with
a Langevin dynamics:
mq¨i = −∂V
∂qi
+ fi − γq˙i + ηi
where the RHS describes the conservative forces (−∂V∂qi ), the velocity-independent non-
conservative forces (fi), the friction force (−γq˙i) and the random force described by a
white-Gaussian noise (ηi). When the noise (ηi) and the friction (−γq˙i) originates from the
interaction with an equilibrium bath, they must satisfy the fluctuation-dissipation relation:
〈ηi(t)ηj(t′)〉 = 2γTδi,jδ(t− t′) (3.15)
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This is a standard approach to describe the motion of a system in contact to the thermal
bath at temperature T without the need for a full description of the degrees of freedom of
the bath. In analogy with the simple example described above, we will obtain that the ratio
of the probabilities of observing a trajectory and a time-reversed trajectory is an exponential
of the the entropy production (i.e. the symmetry breaking term). Moreover we will obtain
that at equilibrium, the ratio of the probabilities satisfies detailed balance.
In analogy with 3.13 and in aggreement with the Martin-Siggia-Rose formalism [132] we
have 6:
P (trajectory) =
∫
Dη δ
(
q¨i +
∂V
∂qi
− fi + q˙i − ηi
)
exp
[
− 14T
∑
i
∫
dt (ηi(t))
2
]
= exp
[
− 14T
∑
i
∫
dt
(
q¨i +
∂V
∂qi
− fi + q˙i
)2] (3.16)
The above equation simply states that, in a noisy environment, any trajectory is possible
provided that the noise realization, η(t), is just right. The probability of observing a given
trajectory is then related to the probability of observing the corresponding noise realization.
Note that in the limit of a zero-temperature bath (T → 0) only the deterministic trajectories
for which:
q¨i +
∂V
∂qi
− fi + q˙i = 0
can be observed. We can interpret S(a → b) ≡ 14
∑
i
∫ B
A dt
(
q¨i +
∂V
∂qi
− fi + q˙i
)2
as the
effective action (we have integrated out the noise) for the trajectory:
P (a→ b) = exp
[
−S(a→ b)
T
]
(3.17)
where a, b are collective indexes that represent the initial and final configuration (i.e. all
the position and velocities of the particles) and A,B are short hand notation for ta, tb.
Note that we have managed to write the probability of a trajectory in a form that closely
resembles an equilibrium partition function (note the similarity between 3.13 and 3.17). We
now reverse the dummy integration variable (t→ −t) to obtain:
S(a→ b) = 14
∑
i
∫ A
B dt
(
q¨i +
∂V
∂qi
− fi − q˙i
)2
= 14
∑
i
∫ A
B dt
(
q¨i +
∂V
∂qi
− fi + q˙i
)2 −∑i ∫ AB dt q˙i (q¨i + ∂V∂qi − fi)
6We have set the mass and the friction coefficient to unity
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The first term on the second line is the action for the reversed trajectory while the second
term can be decomposed into conservative part and non-conservative part. The conservative
part can be written as a total derivative and its time-integral is the (kinetic and potential)
energy difference:
−
∑
i
∫ A
B
dt q˙i
(
q¨i +
∂V
∂qi
)
= −
∑
i
∫ A
B
dt
d
dt
[
(q˙i)
2
2
+ V
]
= Eb − Ea
The non-conservative part can be written as the time integral of the power and equal the
work performed along the trajectory:∫ A
B
dt q˙ifi =
∫ A
B
dt Power = WR = −WF
where WF and WR are the work performed during the forward and reverse trajectory
respectively. Putting all these informations together we obtain:
S(a→ b) = S(b? → a?) + Eb − Ea −WF
where, as usual, the star indicates that all the velocities have been reversed. Finally using
the relation between probability and action (see 3.17) we arrive at the Crooks theorem:
P (a→ b) = exp [−β (S(b? → a?) + EB − EA −WF )]
= P (b? → a?) e−β(Eb−Ea−WF )
Note that in absence of non-conservative forces (WF = 0) we recover the detailed balance
condition:
P (a→ b)e−βEa = P (b? → a?) e−βEb
3.4 Fluctuation theorem for two quantities
In this Section we will present an original derivation of the fluctuation theorem for two
subsystems exchanging energy and particles. The energy and number of particles of the
total system is strictly conserved while the energy and number of particles in each subsystem
can fluctuate due to the transfer from one subsystem to the other. We consider the setup
depicted in Fig. 3.3. Two systems are connected for a short time interval τ and are allowed
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Figure 3.3: Two systems are connected and exchange energy and particles Then they are
disconnected and each system is allowed to equilibrate at the new fixed values of energy
and particle numbers: E′i, N
′
i where i = 1, 2.
to exchange energy and particles (a flux of energy and particles is established, JE , JN 6= 0).
They are subsequently detached (JE = JN = 0) and each system equilibrates at the new
fixed values of Ei, Ni where i = 1, 2. This two-step procedure is repeated many times
effectively driving the total system towards a state of higher entropy.
Under the assumption that the time between the drives is long, so that the two systems
can equilibrate at the new fixed value of energy, we can write the generalized Crook’s
relation (see Sec. 3.3.1):
PE1,N1 (δE1, δN1)
P˜E1+δE1,N1+δN1 (−δE1,−δN1)
=
Ω1 (E1 + δE1, N1 + δN1) Ω2 (E − E1 − δE1, N −N1 − δN1)
Ω1 (E1, N1) Ω2 (E − E1, N −N1)
(3.18)
where Ωi(x, y) is the number of micro-states of system i
th with energy x and number of
particles y, PE1,N1 (δE1, δN1) is the probability that during one cycle of the forward process
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the energy (number of particles) of the left system evolves as E1 → E1 + δE1 (N1 →
N1 + δN1) and the tilde refers to the time-reversed process. The above equation is a
straightforward generalization of 3.10 and express the fact that the energies and number of
particles in the two subsystems are correlated since their sum is strictly constant:
E1 + E2 = E = const, N1 +N2 = N = const (3.19)
The second line of 3.18 can be rewritten in terms of the entropies of the two subsystems:
exp [S1(E1 + δE1, N1 + δN1)− S1(E1, N1)]×
exp [S2(E − E1 − δE1, N −N1 − δN1)− S1(E − E1, N −N1)]
= exp [∆β δE1 −∆k δN1]
(3.20)
where
∆β ≡ ∂S1
∂E
∣∣∣∣
E1,N1
− ∂S2
∂E
∣∣∣∣
E2,N2
= β1 − β2 (3.21)
and
∆k ≡ − ∂S1
∂N
∣∣∣∣
E1,N1
+
∂S2
∂N
∣∣∣∣
E2,N2
= β1µ1 − β2µ2 (3.22)
where β, µ are the micro-canonical temperature and chemical potential respectively. Note
that ∆β and ∆k are the thermodynamic force which drive the flux of energy and particles.
We now assume that the period during which the subsystems are connected is short so
that the change of energy and number of particles is small, i.e. |δE1|  E1 and |δN1|  N1.
Under this assumption we can approximate PE1+δE1,N1+δN1 (x, y)→ PE1,N1(x, y). Moreover
we consider a time-symmetric protocol so we obtain the fundamental relation (where we
have dropped the index to make the notation simpler):
PE,N (δE, δN)
PE,N (−δE,−δN) = exp [∆β δE + ∆k δN ] (3.23)
The 3.23 has been obtained in [133] for the specific case of effusion of an ideal gas between
two reservoirs kept at different temperatures and chemical potentials. Assuming that the
wall separating the two reservoirs has a small hole 7 the two gases can be considered in local
equilibrium and standard kinematic arguments can be used to determine the flux of energy
7The diameter of the hole need to be smaller than the mean free-path of the particles of the gas.
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and particles. In that example, the transfer probability depends on the intrinsic properties
of the two reservoirs (temperature and chemical potential) and is constant in time 8. Under
these conditions, the joint probability distribution for the energy and particle exchange,
P (δE, δN), can be obtained exactly. This distribution is most easily expressed in terms of
the cumulant generating function G(λE , λN ):
〈e−λEδE−λN δN 〉 ≡
∫∫ +∞
−∞
d(δE)d(δN)P (δE, δN) e−λEδE−λN δN = e−τ G(λE ,λN ) (3.24)
The fact that the cumulant generating function is multiplied by the duration of the process,
τ , describes the fact that individual tunneling events are considered uncorrelated and, as a
consequence, all the cumulants are proportional to time. The cumulant generating function
depends on the temperature and chemical potential of the two gasses and it can be written
as [133] (for three-dimensional reservoirs):
G(λE , λN ) = g
ekL
β2L
1− e−λN(
1 + λEβL
)2
+ ekR
β2R
1− eλN(
1 + λEβR
)2

 (3.25)
where g is an overall prefactor that contains the size and mass of the atoms and ki ≡ βiµi
where βi, µi are the temperature and chemical potential in the i = L,R reservoir.
The generating function, G(λE , λN ), needs to satisfy the normalization condition:
G(0, 0) = 0 (3.26)
together with the symmetry imposed by the Crooks-like equation 3.23:
G(λE , λN ) = G(−∆β − λE ,∆k − λN ) (3.27)
It is easy to see that 3.25 satisfies both these conditions.
8The time scale for the change of the temperature and chemical potentials of the two reservoirs is very
long and it approaches infinity in the thermodynamic limit.
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3.5 Non-linear response coefficients
We will now show how the symmetry relation 3.27 can be used to derive the non-linear trans-
port coefficients [134, 135]. Since 3.27 is a direct consequence of the fluctuation theorem (
3.23) we can claim that the fluctuation theorems allow for the calculation of universal rela-
tion between transport coefficients which go beyond the Onsager’s reciprocity relations for
the linear response coefficients. This provide an additional example of how the fluctuation
theorems can be used to derive universal results arbitrarily away from equilibrium.
It is convenient to generalize the generating function to the case of many-type of parti-
cles:
〈exp [−λEδE − λ · δN ]〉 ≡
∫∫ +∞
−∞
d(δE)d(δN1)d(δN2)P (δE, δN1, δN2, ...) = e
−τG(λE ,λ)
where λ · δN = λ1δN1 + λ2δN2 + . . . and
λ = {λα} = {λE ,λ} = {λE , λ1, λ2, ...}
Then 3.27 is generalized to:
G(λE ,λ;AE ,A) = G(AE − λE ,A− λ;AE ,A)→ G (λ;A) = G (A− λ;A) (3.28)
where
A = {Aα} = {AE ,A} = {AE , A1, A2, ...}
are the thermodynamic affinities (or forces). The meaning of 3.28 is that for given affinities
(the arguments of G after the semi-colon) the generating function evaluated at λ and A−λ
are identical. In Sec. 3.4 only one type of particle was present and λ = λN and the ther-
modynamic forces were the temperature gradient, AE = −∆β, and the pressure gradient,
A = AN = ∆k = ∆ (µβ).
The average fluxes of energy and particles are obtained from the first derivative of the
generating function with respect the parameter λ and can be expanded in powers of the
affinities:
Jα(A) =
∂G(λ;A)
∂λα
∣∣∣∣
λ=0
=
∑
β
Lα,βAβ +
1
2
∑
β,γ
Mα,βγAβAγ +
1
6
∑
β,γ
Nα,βγδAβAγAδ
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where Lα,β are the linear response coefficients and Mα,βγ and Nα,βγδ are the non-linear
response coefficients. Note that all the response coefficients are a priori symmetric in the
indexes after the comma. The higher derivatives of the generating function with respect to
the parameters λ give the non-equilibrium fluctuations (i.e. the fluctuations in the energy
and number of particles subject to the thermodynamic forces A when the forces are present):
Dαβ(A) ≡ −12 ∂
2G(λ;A)
∂λα∂λβ
∣∣∣
λ=0
Cαβγ(A) ≡ ∂
3G(λ;A)
∂λα∂λβ∂λγ
∣∣∣
λ=0
Bαβγδ(A) ≡ −12 ∂
4G(λ;A)
∂λα∂λβ∂λγ∂λδ
∣∣∣
λ=0
Note that all these tensors are totally symmetric in their indexes.
One of the fundamental (and not obvious) results of the linear-response theory are the
Onsager’s reciprocity relations which state that the linear response coefficients are symmet-
ric and numerically equal to the fluctuations at equilibrium (the affinities A are equal to
zero):
Lα,β = Dαβ(A)|A=0 = Lβ,α (3.29)
For example, for the effusion process described in Sec. 3.4 (see Ref. [133]), the Onsager
relation means that a flux of particles (energy) can be generated by a temperature (pressure)
gradient. Moreover the cross coefficients in the Onsager matrix are identical and equal to
the energy-particle cross correlation at equilibrium: JE
JN
 =
 LE,E LE,N
LN,E LN,N
 ∆β
−∆ (µβ)
 , LE,N = LN,E = 〈δEδN〉eqc
We will now show how to derive the Onsager relations 3.29 from the symmetry constraint
of the generating function, 3.28, and then we will sketch how the same procedure can be
carried on to obtain new (surprising) relations for the non-linear transport coefficients.
From the definitions:
Lα,β =
∂ (Jα(A))
∂Aβ
∣∣∣∣
A=0
, Jα(A) =
∂G(λ;A)
∂λα
∣∣∣∣
λ=0
we obtain the fundamental definition for the Onsager coefficients in terms of the (mixed)
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derivatives of the generating function:
Lα,β =
∂2
∂Aβ∂λα
G(λ;A)
∣∣∣∣
A,λ=0
We now compute:
Lα,β =
∂2
∂Aβ∂λα
G(λ;A)
∣∣∣
A,λ=0
= ∂
2
∂Aβ∂λα
G(A− λ;A)
∣∣∣
A,λ=0
= − ∂2∂λβ∂λαG(A− λ;A)
∣∣∣
A,λ=0
+ ∂
2
∂Aβ∂λα
G(−λ;A)
∣∣∣
A,λ=0
where in the first line we have used the identity 3.28 and in the second line we have applied
the derivatives with respect Aβ to the first and second argument separately. Recognizing
that the last term is −Lα,β we obtain:
2Lα,β = − ∂
2
∂λβ∂λα
G(A− λ;A)
∣∣∣∣
A,λ=0
= − ∂
2
∂λβ∂λα
G(λ;A)
∣∣∣∣
A,λ=0
where in the second equality we have used 3.28. Finally we arrive at:
Lα,β = −1
2
∂2
∂λβ∂λα
G(λ; 0)
∣∣∣∣
λ=0
which is identical to 3.29 and it is the mathematical formulation of the fact that the Onsager
matrix is symmetric and can be computed in terms of equilibrium fluctuations.
Carrying on the same procedure (after some tedious algebra) it is possible to obtain
[134, 135] the following relations:
Mα,βγ =
(
∂Dαβ(A)
∂Aγ
+
∂Dαγ(A)
∂Aβ
)
A=0
Nα,βγδ =
(
∂2Dαβ(A)
∂Aγ∂Aδ
+
∂2Dαγ(A)
∂Aβ∂Aδ
+ ∂
2Dαδ(A)
∂Aβ∂Aγ
− 12Bαβγδ(0)
)
A=0
Bαβγδ(0) =
(
∂Cαβγ(A)
∂Aδ
)
A=0
(3.30)
The generalization of the reciprocity Onsager relations 3.29 is the total symmetry of the
following fourth-order tensor:
Nα,βγδ −
(
∂2Dαβ(A)
∂Aγ∂Aδ
+
∂2Dαγ(A)
∂Aβ∂Aδ
+
∂2Dαδ(A)
∂Aβ∂Aγ
)
A=0
= −1
2
Bαβγδ(0) (3.31)
Note that both 3.30 and 3.31 are universal in the sense that they are completely general
and do not depend on the specific system or protocol under consideration.
Chapter 4
Theory: Periodically driven systems
4.1 Introduction
“The study of non-linear physics is like the study of non-elephant biology”.
This old, famous and anonymous quote can be interpreted in at least two ways. The first
interpretation is that linear physics represents only a tiny fraction of all possible physical
phenomena and focusing exclusively on them is as absurd as it is to study biology focusing
only on elephants. The second (complementary) interpretation is that characterizing a field
of study by what it is not makes a bad definition. Unfortunately most of my research is prone
to this criticism since I have worked on “non-equilibrium thermodynamics” and dynamical
systems with “non-time-independent Hamiltonian” and during my time in graduate school
I have often thought that:
“The study of non-equilibrium thermodynamics is like the study of non-elephant
biology”– Luca D’Alessio 2013
or
“The study of dynamical systems with time-dependent Hamiltonians is like the
study of non-elephant biology”– Luca D’Alessio 2013
In this chapter I will partially remedy by defining one of my area of research by what it is
and not by what it is not. I will describe some general aspects of “dynamical systems with
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time-periodic Hamiltonians”. The dynamical behavior of these systems is extremely rich
and can display interesting (integrability-to-chaos transition and dynamical Anderson local-
ization) and counterintuitive effects (dynamical stabilization) both in classical and quantum
mechanics. Moreover, in some cases, these systems are amenable of analytic analysis and
for this reason they have been the focus of intense research efforts. In this chapter I will
follow [45] and [46] to introduce two mathematical frameworks to investigate them: the
Floquet theory 4.2 and the Magnus expansion 4.3. In Chapter 7, I will use the concepts
introduced here to analyze both classical and quantum systems that are periodically driven
in time.
4.2 Floquet Theory
The Floquet theory has a long history which dates back 130 years to Gaston Floquet who
enunciated his fundamental theorem in 1883, i.e. the Floquet theorem [136]. Originally
the Floquet theory was developed as a tool to study ordinary differential equations with
time-periodic coefficients [137]. Later it was extended to include quantum mechanical sys-
tems with time-periodic Hamiltonians [138, 139]. Today, research efforts are devoted to
extend the Floquet theory even further to deal with quasi-periodic situations. Here the
quasi-periodicity can have two, rather different, sources. It can originate from stochas-
tic effects [140–142] (noise) or from the superposition of two (or more) phenomena with
incommensurate frequencies [143].
In its most elementary formulation, the Floquet theory is a statement about the struc-
ture of the solutions of ordinary differential equations with time-periodic coefficients or the
solutions of the Schrodinger equations with time-periodic Hamiltonians. Here I will intro-
duce the basic aspect of the Floquet theory for strictly time-periodic phenomena using the
quantum mechanical language. Let us consider a Schrodinger equation with time-periodic
Hamiltonians:
i~
∂
∂t
ψ(t) = Hˆ(t)ψ(t), Hˆ(t+ T ) = Hˆ(t) (4.1)
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then the Floquet Theorem states that the solutions are the Floquet states, |χα(t)〉, which
can be written as the product of a phase factor and a time-periodic function:
|χα(t)〉 = exp
[
−iΩαt
~
]
|φα(t)〉, |φα(t+ T )〉 = |φα(t)〉 (4.2)
where Ωα are real numbers called quasi-energies and the index α labels the Floquet eigen-
states. The Floquet states form a complete orthonormal basis in the Hilbert space and any
solution to 4.1 can be written as a linear combination of Floquet states. For the future
discussion is important to note the analogy with the Bloch’s theorem which states that the
solutions of a Schrodinger equation with space-periodic Hamiltonian, Hˆ(x+a) = Hˆ(x), are
the Bloch’s states which are given by the product of a phase factor and a space-periodic
function
ϕBlochk (x) = e
−ikxuk(x), uk(x+ a) = uk(x) (4.3)
where uk(x) is the wave-function in the position representation, i.e. uk(x) = 〈x|uk〉.
Comparing 4.2 and 4.3 we note that the Floquet’s theorem is analogous to the Bloch’s
theorem with the time-periodicity replacing the spatial periodicity and the quasi-energy
replacing the quasi-momentum (Ωα ↔ k). We also note that by plugging the Floquet
ansatz, 4.2, into the Schrodinger equation, 4.1, we obtain:
Ωα|φα(t)〉 = Hˆ ′(t)|φα(t)〉, Hˆ ′(t) ≡
(
Hˆ(t)− i~∂t
)
(4.4)
This expression gives meaning to the numbers Ωα and the states |φα(t)〉 introduced in 4.2.
In fact Ωα are the eigenvalues and |φα(t)〉 are the eigenstates of the Hermitian operator
Hˆ ′(t) which is defined in 4.4. The fact that Hˆ ′(t) is a Hermitian operator is very important
since it guarantees that Ωα are real and |φα(t)〉 form a complete basis in the Hilbert space.
As we will see the Floquet theorem 4.2 will naturally lead to the concept of the Floquet
Map and the Floquet Hamiltonian.
4.2.1 Floquet Hamiltonian
Below we will show a standard procedure to reformulate the time-dependent Schrodinger
equation into a time-independent form at the cost of increasing the dimensionality of the
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problem. The central idea is to use the expansion in Fourier components of the Hamiltonian
and the (periodic part of the) Floquet states to obtain a time-independent Schrodinger-like
equations for the Fourier amplitudes.
Let us start by writing the fundamental identity for a Floquet eigenstate | ↵(t)i:
| ↵(t)i =
X
q
exp

 i⌦↵t~
 
exp [ iq!0t] | ↵(q)i (4.5)
This expression contains the Floquet ansatz, 4.2, together with the Fourier transform of the
time periodic function | ↵(t)i:
| ↵(t)i =
X
q
exp [ iq!0t] | ↵(q)i
Here !0 is the fondamental frequency, i.e. !0 =
2⇡
T where T is the periodicity of | ↵(t)i
(| ↵(t+T )i = | ↵(t)i), the summation extends to all the Fourier components, q = 0,±1,±2, . . . ,±1,
and | ↵(q)i are the Fourier components. In 4.5 the time-dependenc of the Floquet stat
| ↵(t)i has been separated in the quasi-energy part, exp
⇥ i⌦↵t~ ⇤, and the Fourier component
part, exp [ iq!0t]. We now plug the Floquet eigenstate | ↵(t)i, 4.5, into the Schrodinger
equation:
i~ @
@t
| ↵(t)i = Hˆ(t)| ↵(t)i, Hˆ(t+ T ) = Hˆ(t)
to obtain: P
q
 
(⌦↵ + q~!0) exp
⇥ i⌦↵t~ ⇤ exp [ iq!0t] | ↵(q)i =
Hˆ(t)
P
q0
 
exp
⇥ i⌦↵t~ ⇤ exp [ iq0!0t] | ↵(q0)i 
We can eliminate the quasi-energy factors, exp
⇥ i⌦↵t~ ⇤, from both sides and multiply the
above equation by exp [iq00!0t] and integrate over time 1T
R T
0 dt. On the LHS we obtain a
delta function  q,q00 while on the RHS we obtain a term proportional to the Fourier transform
of the Hamiltonian:
1
T
Z T
0
dt Hˆ(t) exp
⇥
i
 
q00   q0 !0t⇤ ⌘ H(q00   q0)
Putting all the pieces together we obtain the fundamental equation:
(⌦↵ + q~!0) | ↵(q)i =
X
q0
H(q   q0) | ↵(q0)i (4.6)
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| ↵(t)i = Hˆ(t)| ↵(t)i, Hˆ(t+ T ) = Hˆ(t)
to obtain: P
q
 
(⌦↵ + q~!0) exp
⇥ i⌦↵t~ ⇤ exp [ iq!0t] | ↵(q)i =
Hˆ( )
P
q0
 
exp
⇥ i⌦↵t~ ⇤ exp [ iq0!0t] | ↵(q0)i 
We can eliminate the quasi-ene gy factors, exp
⇥ i⌦↵t~ ⇤, from both sides and multiply the
above equation by exp [iq00!0t] and integrate over time 1T
R T
0 dt. On the LHS we obtain a
delta function  q,q00 while on the RHS we obtain a term proportional to the Fourier transform
of the Hamiltonian:
1
T
Z T
0
dt Hˆ(t) exp
⇥
i 00 0
 
!0t
⇤ ⌘ H(q00   q0)
Puttin all the pieces together we ob in the fu damental equation:
(⌦↵ + q~!0) | ↵(q)i =
X
q0
H(q   q0) | ↵(q0)i (4.6)
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problem. The central idea is to use the expansion in Fourier components of the Hamiltonian
and the (periodic part of the) Floquet states to obtain a time-independent Schrodinger-like
equations for the Fourier amplitudes.
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 
exp [ iq!0t] | ↵(q)i (4.5)
This expression contains the Floquet ansatz, 4.2, together with the Fourier transform of the
time periodic function | ↵(t)i:
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above equation by exp [iq00!0t] and integrate over time 1T
R T
0 dt. On the LHS we obtain a
delta function  q,q00 while on the RHS we obtain a term proportional to the Fourier transform
of the Hamiltonian:
1
T
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⇥
i
 
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Note that 4.6 is a time-independent Schrodinger equation for the Fourier components
|φα(q)〉. The Fourier transform of the Hamiltonian is called Floquet Hamiltonian. The
zero component describes the time-averaged Hamiltonian:
H(q = 0) =
1
T
∫ T
0
dt Hˆ(t)
while higher Fourier components describe the oscillating part. When the time-dependent
Hamiltonian contains few harmonics, the Floquet Hamiltonians becomes a band-diagonal
matrix in the q − q′ index.
To clarify the meaning of 4.6 we project it onto a specific basis, for example the position
basis 〈x|, to obtain:
(Ωα + q~ω0) 〈x|φα(q)〉 =
∑
q′
∑
y
〈x|H(q − q′)|y〉〈y|φα(q′)〉 (4.7)
where we have introduce the resolution of the identity, I =
∑
y |y〉〈y|. We also assume that
Hˆ(t) ≡ Hˆ0 + f(t)Vˆ , f(t) = cos
(
2pi
T
t
)
then only two types of term survive in the sum on the RHS of 4.7:
〈x|H(q − q′)|y〉 =
 〈x|Hˆ0|y〉 q′ = q1
2〈x|Vˆ |y〉 q′ = q ± 1
and we obtain:
(Ωα + q~ω0) 〈x|φα(q)〉 =
∑
y
[
〈x|Hˆ0|y〉〈y|φα(q)〉+ 1
2
〈x|Vˆ |y〉 (〈y|φα(q + 1)〉+ 〈y|φα(q − 1)〉)
]
(4.8)
which can be interpreted as a tight-binding Hamiltonian of a particle moving on lattice
specified by the coordinates |x, q〉 with nearest neighbor hopping along the q-direction. If
the original (time-dependent) Hamiltonian has a thigh-binding form (i.e. Hˆ0 and Vˆ generate
local hopping in space) then 4.8 describe a new tight-binding problem in one extra-dimension
with renormalized tight-binding couplings. This fact has been recently used to study the
conductance of a one-dimensional wire subject to a time-periodic electromagnetic field [144].
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As we will see in Sec. 4.3, the Magnus Expansion (ME) provides an alternative approach
to obtain a time-independent formulation of a time-periodic Schrodinger equation which
does not lead to the increase of dimensionality of the problem.
4.2.2 Floquet Map
The Floquet ansatz, 4.2, allows us to obtain the Floquet map from which we can compute
the evolution of any state at integer multiples of the period.
When we evaluate 4.2, at times t = 0 and t = NT we obtain:
|χα(0)〉 = |φα(0)〉
|χα(NT )〉 = exp
[−iΩαNT~ ] |φα(NT )〉 = exp [−iΩαNT~ ] |φα(0)〉
where in the second line we have used the periodicity of the |φα(t)〉, i.e. |φα(t+T )〉 = |φα(t)〉.
From which we obtain the “recurrence relation”:
|χα(NT )〉 = exp
[
−iΩαNT
~
]
|χα(0)〉 (4.9)
However, using the standard properties of the evolution operator we have:
|χα(NT )〉 =
∑
β
|χβ(0)〉〈χβ(0)|U(NT )|χα(0)〉 (4.10)
Comparing Eqs. 4.10 and 4.9 we obtain following important expression for the form of the
evolution operator at multiple integers of the period:
〈χβ(0)|U(NT )|χα(0)〉 = 〈φβ(0)|U(NT )|φα(0)〉 = δα,β exp
[
−iΩαNT
~
]
(4.11)
which expresses the fact that the evolution operator is diagonal in the basis of the Floquet
eigenstates and, when evaluated at integer multiples of the period, it is a simple phase
factor. Since the Floquet states are a complete orthonormal basis into the Hilbert space
4.11 allows us to compute the (stroboscopic) time-evolution of any state:
|ψ(NT )〉 = U(NT )|ψ(0)〉 = ∑α,β |φβ(0)〉〈φβ(0)|U(NT )|φα(0)〉〈φα(0)|ψ(0)〉
=
(∑
α |φα(0)〉 exp
[−iΩαNT~ ] 〈φα(0)|) |ψ(0)〉 = ∑α Aα exp [−iΩαNT~ ] |φα(0)〉 (4.12)
where Aα is set by the initial conditions: Aα ≡ 〈φα(0)|ψ(0)〉. This expression is a recursion
between states at integer multiple of the period and it is called Floquet map.
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The evolution operator U can be computed numerically by solving the time dependent
Schrodinger equation from time t = 0 to t = T :
i~
∂
∂t
〈n|ψ(t)〉 =
∑
m
〈n|H(t)|m〉〈m|ψ(t)〉 → 〈n|ψ(T )〉 =
∑
m
〈n|U(T )|m〉〈m|ψ(0)〉 (4.13)
from which the unitary evolution operator can be constructed:
〈n|U(T )|m〉 =
∑
α
〈n|φα(0)〉 exp
[
−iΩαT
~
]
〈φα(0)|m〉 (4.14)
The eigenvalues of the evolution operator lie on the unit circle, exp
[−iΩαT~ ], and its eigen-
vectors are the Floquet eigenstates, |φα(0)〉.
4.2.3 Integrable-to-Chaotic transition in the Quantum Kicked Rotor
The properties of the Floquet spectrum and Floquet eigenvectors determine whether the
dynamics of the (periodically driven) system is integrable or if it resembles a classical
chaotic motion. When some parameters in the time-dependent Hamiltonian are changed it
is possible to observe a transition from an integrable to a chaotic motion which is associated
with a change of the level statistics from the Poisson (in the integrable regime) to the
Wigner-Dyson (in the chaotic regime) distribution. Moreover, at the integrable-to-chaotic
transition, the Floquet eigenstates (in the base of the unperturbed Hamiltonian) change
from being localized to being delocalized.
We will explore the integrable-to-chaotic transition by presenting a specific example:
the quantum periodically kicked rigid rotor (QPKRR). The periodically kicked rotor is
a prototype for studying (classical and quantum) chaos in systems with few degrees of
freedom [145, 146]. It has a long history and it is fairly well understood both in the classical
and quantum case. Moreover the Floquet Map of the QPKRR can be obtained analytically.
Before presenting the model we want to stress that the Floquet spectrum can be com-
puted in a number of ways. It can be obtained (analytically or numerically) from the Floquet
Hamiltonian (see Eqs. 4.6 and 4.8), it can be computed (analytically or numerically) from
the Floquet Map (see Eqs. 4.13 and 4.14) or it can be even obtained by studying the peaks
of the Fourier transform of the time-series of |ψ(t)〉.
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The Schrodinger equation for the QPKRR is:
i~
∂
∂t
ψ(θ, t) =
[
−~
2
2I
∂2
∂θ2
+K cos θ δT (t)
]
ψ(θ, t), δT (t) =
∞∑
k=−∞
δ(t− kT ) (4.15)
The Schrodinger equation above describes a rotor with the moment of inertia I freely pre-
cessing and being subject to instantaneous kicks at regular intervals of time. The kicks
strength depends on the position of the rotor at the moment of the kick and it is propor-
tional to K. The Hamiltonian 4.15 is written in the angle representation. Sometimes it
is convenient to rewrite it in the angular momentum representation which is obtained by
applying the Fourier transform:
ψ(θ, t) =
∞∑
n=−∞
ψn(t)e
inθ ↔ ψn(t) = 1
2pi
∫ 2pi
0
dθ ψ(θ, t) e−inθ
to obtain:
i~
∂
∂t
ψn(t) =
~2n2
2I
ψn(t) +K δT (t) (ψn+1(t) + ψn−1(t)) (4.16)
Note that in this representation the Schrodinger equation takes the form of a differential-
difference equation. The kinetic energy is diagonal while the potential energy couples the
different Fourier components.
The Floquet Map for this model can be easily obtained. In fact in between kicks the
rotor evolves solely under the influence of the kinetic energy which is diagonal in the angular
momentum representation:
ψ(θ, 0+) =
∞∑
n=−∞
ψn(0
+)einθ → ψ(θ, t) =
∞∑
n=−∞
ψn(0
+)einθ exp
[
−i ~n
2
2I
t
]
, 0+ < t < T−
(4.17)
At the moment of the kick the wave-function is continuous but its first derivative is discon-
tinuous1. Across the kick the Schrodinger equation is:
i~
∂
∂t
ψ(θ, t) = K cos θ δT (t)ψ(θ, t), T
− < t < T+
1This can be see by integrating the Schrodinger equation 4.16 in
∫ T+ε
T−ε dt and taking the limit ε→ 0. The
situation is analogous to what happens in a time-independent Schrodinger equations with delta-function
spatial potential, δ(x). In the latter case the solution is found by matching the two plane waves for x < 0
and x > 0 in such a way that the wave-function is continuous and the first derivative has a jump set by the
strength of the delta-function potential.
61
which is diagonal in the angle representation:
ψ(θ, T+) = ψ(θ, T−) exp
[
−i K
~
cos θ
]
(4.18)
Putting together Eqs. 4.17 and 4.18 we obtain the Floquet Map:
ψ(θ, T+) = exp
[
−i K
~
cos θ
] ∞∑
n=−∞
ψn(0
+)einθ exp
[
−i ~n
2
2I
T
]
(4.19)
Noticing the identity:
e−iz cosφ =
∞∑
m=−∞
(−i)mJm(z)eimφ
where Jm(z) is the m
th Bessel Function we can rewrite 4.19 as:
ψ(θ, T+) =
∞∑
m=−∞
∞∑
n=−∞
(−i)mJm
(
K
~
)
ei(m+n)θψn(0
+) exp
[
−i ~n
2
2I
T
]
Multiplying both sides by e−iqθ and integrating over 12pi
∫ 2pi
0 dθ we obtain:
ψq(T
+) =
∞∑
n=−∞
(−i)q−nJq−n
(
K
~
)
exp
[
−i ~n
2
2I
T
]
ψn(0
+) (4.20)
which is the exact Floquet Map describing how the Fourier components evolve under the
time-evolution generated by the time-periodic Hamiltonian, 4.15 or 4.16.
The Floquet Map 4.20 fully describes the dynamics of the QPKRR. From this map it is
easy to see that the dynamics is invariant if T → T + 4pi I~ so that we can limit our analysis
to 0 < T ≤ 4pi I~ . Moreover for T = 4pi I~ the Floquet Map reduces to:
ψ(θ, T+) = ψ(θ, 0+) exp
[
−i K
~
cos θ
]
(4.21)
In fact when T = 4pi I~ , 4.17 reduces to ψ(θ, T
−) = ψ(θ, 0+), i.e. under the free-evolution the
rotor has performed one full rotation and the wave-function just before the kick is identical
to the original wave-function. Consequently the entire evolution is determined by the kick,
4.21. The Floquet Map 4.21 has a continuous spectrum which covers uniformly the unit
circle (θ is a continuous variable). This fact has deep consequences on the behavior of the
(kinetic) energy of the rotor. The average energy can be computed as:
〈E(N)〉 ≡ 1
2pi
∫ 2pi
0
dθ ψ(θ,NT )
(
−~
2
2I
∂2
∂θ2
ψ(θ,NT )
)
(4.22)
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where N is the number of kicks. Plugging 4.21 into 4.22 we obtain2:
〈E(N)〉 ≡ 1
2pi
∫ 2pi
0
dθ ψ(θ, 0+)
(
K2
2I
N2 (sin θ)2 − ~
2
2I
∂2
∂θ2
)
ψ(θ, 0+) (4.23)
The precise value of the energy depends on the initial condition, ψ(θ, 0+), but it clearly
increases as K
2N2
4I for large number of kicks. Note that this behavior is super-diffusive. For
a classical system randomly kicked we would expect the angular momentum to perform a
random walk and the energy increasing diffusively 〈E(N)〉 ∼ N .
The case of rational kicks, i.e. T = pqTmax with integer p, q and
p
q < 1, was analyzed
by Israeli and Shepelyansky [147]. They found the same quadratic growth of the energy
(except for pq =
1
2 for which the average energy oscillates in time). They also found that
the Floquet Spectrum has a continuous as well as a discrete part.
For the irrational kicks case, i.e. T = αTmax with irrational α such that 0 < α < 1,
the spectrum is discrete and the energy increases in a diffusive manner at short times and
saturates at longer times [148]. This is not unexpected since at longer times the discreteness
of the spectrum starts to affect the system. Moreover the Floquet eigenstates are localized
(in the angular momentum basis).
The QPKRR can be interpreted as a motion of a single particle on the angular momen-
tum lattice where the kinetic energy takes the role of the on-site potential and the potential
energy is a nearest-neighbor hopping term , see in 4.16. In this picture the localization
of the Floquet eigenstates is similar to the localization of a particle in the tight-binding
Anderson model [47]. For this reason the localization of the kicked rotor for irrational kicks
is often called dynamical localization. A rather precise mapping is possible between the
QPKRR and the Lloyd’s model which is the simplest model that displays Anderson Local-
ization [149]. The Lloyd’s model is a single-particle one-dimensional tight-binding model
with uncorrelated on site disorder with Lorentzian distribution and constant hopping. In
the Lloyd’s model all states are localized [150] which seems to support the finding that the
2The terms proportional to i must necessarily vanish after the integration over
∫ 2pi
0
dθ since the energy
is a real quantity
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energy of the rotor does not increase. However the analogy between the QPKRR and the
Lloyd’s model is not exact since in the QPKRR Hamiltonian there is no true-disorder and
the effective Anderson model display correlated on-site potential and non-constant hopping
terms.
Here, for completeness, we sketch the mapping from the QPKRR to the Anderson model
(see [45] for details). We start by noticing that periodic part of the Floquet eigenstates,
|φα〉, with quasi-energy ωα satisfies the equation
U |φα〉 = e−iωα |φα〉 ⇒ |φα〉 = e−i(H0−ωα)e−iV |φα〉 (4.24)
where H0 (V ) is the kinetic (potential) energy and time is measured in unit of the driving
period (i.e. we have set T = 1). Now we define the operators Tα and W by:
e−i(H0−ωα) =
(1− iTα)
(1 + iTα)
, e−iV =
(1− iW )
(1 + iW )
(4.25)
from which it follows that
Tα = tan
(
1
2
(H0 − ωα)
)
, W = tan
(
1
2
V
)
(4.26)
We now introduce the state |ψα〉 = (1 + iW )−1|φα〉 which satisfies the equation:
(Tα +W )|ψα〉 = 0 (4.27)
In the angular momentum basis, |n〉, the equation 4.27 takes the Anderson-like form:
Tn(α)ψn(α) +
∑
m 6=n
Wn,mψm(α) = nψn(α) (4.28)
wehre Tn(α) = tan(n
2/4− 2ωα), Wn,m = 〈n|W |m〉 and n = −〈n|W |n〉
The Floquet spectrum of the QPKRR has been studied in details [151, 152]. It has been
shown that in the chaotic regime the level statistics shows level repulsion and agrees with
the prediction of the Dyson circular ensemble [153–155]. These ensembles were introduced
to study the property of random unitary matrix (whose eigenvalues lie on the unit circle)
before the usefulness of the Floquet theory was realized. These studied provide an example
in which the transition to chaos can be detected at the level of the spectral statistics without
making any reference to the dynamical properties of the system.
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4.3 Magnus Expansion
The Magnus Expansion (ME) provides a route to obtain a time-independent formulation
of a time-periodic Schrodinger equation which is alternative to the to Floquet Hamiltonian
(see Sec. 4.2.1). The biggest advantage of the ME over the Floquet Hamiltonian is that it
does not lead to an increase of the dimensionality of the problem. However the convergence
of the ME is not well understood in the thermodynamic limit and it is know that the ME
can fail to predict the correct dynamics for a large systems subject to slow time-periodic
perturbations. In our opinion the ME is a powerful and unfortunately not wide-spread tool
to study periodically driven system. As we will see in Chapter 7, the failure of the ME
under certain conditions can be used as a diagnostic tool to learn about important features
of the system.
Let us now start by reviewing the basis aspects of the ME [156] (for an excellent review
see Ref. [46]). This expansion equally applies to quantum and classical systems, but it is
more convenient to use the language of quantum mechanics. We imagine that the system
is prepared initially in some quantum-mechanical state |ψ0〉, which evolves in time under
some periodic Hamiltonian H(t) with a period T . Then if we look stroboscopically into the
system at times tn = nT its wave function will be given by
|ψ(nT )〉 = U(T )n|ψ0〉 (4.29)
where U(T ) is the evolution operator during one period of oscillation:
U(T ) = Tτ exp
(
− i
~
∫ T
0
dτH(t)
)
. (4.30)
Here the time ordering exponent implies that the later times in the integral always appear
on the left. Since the evolution operator is unitary it can be always represented as the
exponent of some Hermitian operator, which we can identify with the effective Floquet
Hamiltonian Heff .
U(T ) = exp
(
− i
~
HeffT
)
(4.31)
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The problem of finding the Floquet Hamiltonian is thus equivalent to the problem of evaluat-
ing the logarithm of a time-ordered exponent. For some simple noninteracting Hamiltonians
it is actually possible to find the Floquet Hamiltonian explicitly and this was recently used
to predict new topological states of light and atoms [157, 158]. But in general it is a very
hard problem with no closed form solution because the Hamiltonian at different times does
not commute with itself. Unlike in statistical physics this problem remains equally hard
even in the classical limit because of the singular factor 1/~ in the exponent.
A possible root to compute the Floquet Hamiltonian is to expand the evolution operator
in Taylor series in the period T and then take the logarithm of this Taylor series. The
corresponding ME [46, 156] is guaranteed to converge for finite-dimensional Hamiltonians
and sufficiently short periods. In the thermodynamic limit the convergence of the ME can
not be proven in general. This situation is very similar to the high-temperature expansion
in statistical physics [159]. Usually the breakdown of the high temperature expansion is
an indication of a phase transition. For simple few body systems there are many physical
situations where the ME converges quickly to the exact Floquet Hamiltonian and only
few terms are necessary to describe the dynamics. For this reason the ME found many
applications in different areas of physics and mathematics (see the review [46] and refs.
therein). The first two terms in the ME read:
Hˆ
(1)
eff =
1
T
∫ T
0 dtHˆ(t1), Hˆ
(2)
eff =
1
2T (i~)
∫∫
0<t1<t2<T
dt1dt2
[
Hˆ(t1), Hˆ(t2)
]
. (4.32)
Higher order terms have a similar structure containing higher order commutators. They are
multiplied by higher powers of the period and hence the period of the driving plays the role
similar to the inverse temperature in the high temperature expansion. For classical systems
the equivalent expansion can be obtained by substituting the commutators between the
operators with the Poisson brackets: [. . . ]/i~→ {. . . }.
4.3.1 Kapitza Pendulum
We now apply the ME to a concrete example: the Kapitza pendulum [160]. The Kapitza
pendulum is a classical rigid pendulum with a vertically oscillating point of suspension (see
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Fig. 4.1). The equation of motion of the Kapitza pendulum reads
θ¨ = −
(
ω20 +
a
l
γ2 cos (γt)
)
sin θ (4.33)
where θ is the angle measured from the downward position (see Fig. 4.1), ω0 =
√
g
l is the
frequency of small oscillations and a, γ are the amplitude and frequency of the driving of
the point of suspension: yc = −a cos (γt). This dynamical system has an extremely rich
behavior containing both regions of chaotic and regular motion (see Ref. [161] and references
therein). For our purposes we consider the limit of small driving amplitude a/l  1 and
describe how the dynamical behavior qualitatively changes as a function of the driving
frequency.
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Figure 4.1: (Color online) Schematic representation of the Kapitza pendulum, i.e. a rigid
pendulum with vertically oscillating point of suspension, and its phase portraits. (a) The
Kapitza pendulum. (b) Non-driven regime: the pendulum performs small oscillations rep-
resented by the red line in the phase portrait around the stable lower equilibrium. (c)
Dynamical stabilization regime: the pendulum performs small oscillations represented by
the red line in the phase portrait around the stable upper equilibrium. In the phase por-
traits the green lines correspond to rotations, the black lines to oscillations, the blue lines
are the separatrices and the points represent the region of chaotic motion.
For a small amplitude drive the lower equilibrium at θ = 0 remains stable unless par-
ticular parametric resonance conditions γω0 ≈ 2n with n = integer, are met [162]. As we
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increase the frequency of the external drive from γ ≈ 2ω0 we observe qualitatively different
regimes. First the motion in phase space is completely chaotic and both the lower and
upper equilibrium (θ = 0, pi) are unstable, then the lower equilibrium becomes stable while
the upper equilibrium remains unstable, finally when al
γ
ω0
>
√
2 both the upper and lower
equilibria are stable. The surprising phenomenon that the upper position becomes stable
(and the pendulum performs oscillations around this inverted position) is known in the
literature as dynamical stabilization and was first explained by Kapitza. He showed that
for small amplitude and high frequency driving the dynamics of the driven pendulum can
be accurately described by a time-independent effective Hamiltonian, moreover the effec-
tive potential energy develops a local minimum at θ = pi when al
γ
ω0
>
√
2 explaining the
oscillations around the inverted position.
Usually the dynamical stabilization is obtained by splitting the degrees of freedom into
fast and slow modes, eliminating the fast modes, and obtaining the effective potential for the
slow modes [162]. This procedure has a limitation that it can not be easily extended to either
interacting systems or to the quantum domain. It is also unclear whether averaging over
fast degrees of freedom will lead to the Hamiltonian equation of motion in each order of the
expansion. Now we show that the dynamical stabilization phenomenon can be understood
through the Magnus expansion of the quantum evolution operator in powers of the inverse
frequency. The advantage of this method is that allows us to analyze behavior of the
periodically driven interacting systems. In the case of the Kapitza pendulum it is sufficient
to compute the first three terms in the ME (see Eq. 4.32 and Appendix A.1), i.e. Heff ≈
H
(1)
eff +H
(2)
eff +H
(3)
eff . They read:
H
(1)
eff =
1
2mp
2 −mω20 cos θ, H(2)eff = 0
H
(3)
eff =
a
l
p2
m cos θ +mω
2
0
((
γa
2lω0
)2 − al) sin2 θ (4.34)
We point that up to this order, the ME is the same for the quantum and the classical
pendulum. Here, the first term is simply the time averaged Hamiltonian, which reduces
to the Hamiltonian of the non-driven pendulum. The second term is zero. Actually it can
be shown that for symmetric protocol (H(t) = H(T − t)) all even terms in the ME are
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identically equal to zero [46, 163, 164]. The third term H
(3)
eff is the first nontrivial contribu-
tion to the Floquet Hamiltonian, which is sufficient to explain the dynamical stabilization
of the pendulum found by Kapitza. Let us assume that al ω
2
0 
(aγ
2l
)2
(we will check this
assumption a posteriori) then by collecting the terms in H
(1)
eff and H
(3)
eff that involves only
the coordinates we obtain the effective potential Ueff = mω
2
0
(
− cos θ +
(
aγ
2lω0
)2
sin2 θ
)
which develops a new minimum at the inverted position, θ = pi, for al
γ
ω0
>
√
2. Moreover
close to the stabilization transition
(aγ
l
)2 ∼ 2ω20 and we can check that our assumption is
justified as long as al  12 , which is one of the condition required by the original derivation
by Kapitza. We can also check that the higher order terms in the ME remain small as long
as this condition is met. When the period of the external driving is increased (the frequency
is reduced) higher order terms in the ME need to be computed to accurately describe the
dynamics of the system. If the period is increased even further there is no guarantee that
the ME converges to the effective Floquet Hamiltonian. In this regime we observe that the
motion of the pendulum becomes chaotic [161]. Recently the dynamical stabilization of an
interacting quantum system, conceptually similar to the Kapitza’s case described here, has
been experimentally demonstrated [165]. In this experiment, using a time-periodic proto-
col, the internal spin dynamics of a multi-component spinor condensate is stabilized and
the region of stability computed using the time averaged Hamiltonian compares favorably
with the experimental results. We suspect that the inclusion of higher order terms in the
Magnus expansion could further improve the agreement between the theoretical calculations
and the experimental results.
Chapter 5
Results: Lorentz Gas at Positive
Temperature
In this Chapter we investigate the evolution of a light impurity particle in a Lorentz gas
where the background atoms are in thermal equilibrium. As in the standard Lorentz gas,
we assume that the particle is negligibly light in comparison with the background atoms.
The thermal motion of atoms causes the average particle speed to grow. In the case of the
hard-sphere particle-atom interaction, the temporal growth is ballistic, while generally it is
sub-linear. For the particle-atom potential that diverges as r−λ in the small separation limit,
the average particle speed grows as tλ/(2(d−1)+λ) in d dimensions. The particle displacement
exhibits a universal growth, linear in time and the average (thermal) speed of the atoms.
Surprisingly, the asymptotic growth is independent of the gas density and the particle-
atom interaction. The velocity and position distributions approach universal scaling forms
which are non-Gaussian. We determine the velocity distribution in arbitrary dimension
and for arbitrary interaction exponent λ. For the hard-sphere particle-atom interaction, we
compute the position distribution and the joint velocity-position distribution. The content
of this Chapter has already been published in [52].
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5.1 Introduction
The goal of this Chapter is to investigate the behavior of an impurity particle (particle in
short) in a monoatomic gas. We focus on the limit when the particle is negligibly light in
comparison with background atoms. In other words, the particle is affected by collisions
with atoms, while atoms do not “feel” the presence of the particle. We want to understand
the evolution of the particle velocity and displacement distribution. This Chapter extends
the results previously derived in [109].
The problem is a natural generalization of the standard Lorentz gas [43, 85, 101–105, 107]
where scatterers are assumed to be immobile. The speed of the particle remains constant in
the framework of the Lorentz model. In our model the behavior is completely different and
can be simply understood using arguments from the equipartition theorem (when the back-
ground gas has a positive temperature the average speed of the particle increases without
a bound since the particle “tries” to reach an equilibrium with the background atoms).
The problem is also reminiscent of the model originally proposed by Fermi [166], and
later refined by Ulam [167], to explain the acceleration of interstellar particles and cosmic
rays. Fermi’s acceleration mechanism has been mostly studied using methods of dynamical
systems (see [168, 169] and references therein); an application of kinetic theory to Fermi’s
mechanism has been presented in [170].
Here we analyze the behavior of the light particle in an equilibrium gas using the Boltz-
mann equation framework. The Boltzmann equation [82] is the basic tool in elucidating the
properties of transport phenomena. The non-linear integro-differential Boltzmann equation
is so formidable, however, that apart from the equilibrium Maxwell-Boltzmann distribu-
tion [91] there are essentially no solutions to the Boltzmann equation [92, 93]. The standard
Lorentz gas model where a point particle is elastically scattered by immobile hard spheres
is described by the Lorentz-Boltzmann equation [101–103] which is linear and, not surpris-
ingly, amenable to analytical treatments. The Lorentz gas has played an outstanding role
in concrete calculations (e.g. of the diffusion coefficient) and in the conceptual development
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of kinetic theory [43, 105]. Yet the very applicability of the Boltzmann framework to the
Lorentz gas is questionable — when the scatterers are fixed, the molecular chaos assumption
underlying the Boltzmann equation cannot be justified [43, 85, 104, 105, 107].
If, however, the background atoms move and collide with each other, the molecular
chaos assumption holds in the dilute limit and the (properly generalized) Lorentz-Boltzmann
equation must be applicable as long as the mass of the particle is infinitesimally small so
that it does not affect the motion of atoms. Moreover, since the (average) particle speed
continues to grow, it eventually greatly exceeds the typical velocities of background atoms.
This allows us to simplify the most difficult term in the Boltzmann equation, the so-called
collision integral; mathematically, an integral operator becomes a differential one and the
integro-differential Lorentz-Boltzmann equation reduces to a partial differential equation.
The unlimited velocity growth suggests that the particle velocity distribution approaches
a scaling form. The scaled velocity distribution satisfies an ordinary differential equation
(Sects. 5.2–5.4) which admits a simple solution; for the hard-sphere atoms, the scaled ve-
locity distribution is exponential (Sects. 5.2–5.3). The Boltzmann equation approach also
describes the spatial distribution of the particle, yet extracting the density distribution is
much more difficult as it does not obey a closed equation, so one must rely on the joint
distribution function that simultaneously describes the probability density for the position
and velocity. In Sec. 5.5 we outline the evolution of the displacement using heuristic argu-
ments and exact calculations in one dimension based on the velocity correlation functions.
In Sect. 5.6 we derive kinetic equations describing the joint distribution in the long-time
limit. In Sect. 5.7 we investigate the density profile of the hard-sphere gas by utilizing the
moment approach and in Sect. 5.8 we compute the joint distribution. We report the results
of numerical simulations in Sec. 5.9 and summarize our findings in Sect. 5.10.
5.2 One Dimension
As a warm-up, consider the one-dimensional case. This may appear physically dubious
as the particle is caged between two adjacent atoms, so the molecular chaos assumption
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(that is, the lack of correlations between pre-collision velocities) underlying the Boltzmann
approach is certainly invalid in one dimension. A Boltzmann equation, however, makes
sense if we consider the situation when in each collision the scattering occurs with a certain
probability (otherwise the particle and an atom just pass through each other). This one-
dimensional Boltzmann equation sheds light on the three-dimensional case. Therefore it has
been proven useful as a toy model and it has been studied in a number of one-dimensional
settings (see e.g. [85, 171–174]).
The Boltzmann equation for the particle velocity distribution f(v, t) reads
∂f(v, t)
∂t
=
∫ ∞
−∞
du |v − u|P (u)[f(2u− v, t)− f(v, t)] (5.1)
Here
P (u) =
ρ√
2piT
e−u
2/2T (5.2)
is the equilibrium velocity distribution of the background atoms corresponding to temper-
ature T (we set the atomic mass to unity). We shall see, however, that we do not need
the detailed form (5.2) of the equilibrium Maxwell-Boltzmann distribution. To establish
the asymptotic behavior of f(v, t) it is sufficient to assume that P (u) is an even function,
P (u) = P (−u). Even a weaker condition that the average velocity of atoms vanishes,∫ ∞
−∞
duuP (u) = 0, (5.3)
suffices. Whenever (5.3) holds, the long-time behavior depends only on the second moment
of P (u) which essentially defines the temperature:∫ ∞
−∞
duu2 P (u) = ρT (5.4)
We shall see that in the long-time, more precisely when
t ρ−1T−1/2 (5.5)
the Boltzmann equation (5.1) for the particle velocity distribution simplifies to
∂f
∂τ
=
∂f
∂v
+ v
∂2f
∂v2
, τ = 2ρT t (5.6)
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This kinetic equation admits the scaling solution
f(v, t) =
1
2τ
e−|v|/τ (5.7)
To derive (5.6)–(5.7) we first simplify the collision integral in Eq. (5.1) in the t → ∞
limit. Since f(v, t) = f(−v, t), it suffices to investigate the v > 0 region 1. Moreover we can
replace |v − u| by v − u since the region v < u where the replacement is invalid provides
a negligible contribution in the long-time limit: P (u) is very small in this region. More
precisely, the above simplification applies if the average speed of atoms 〈u〉 ∼ √T is much
smaller than the particle velocity v. This is our working assumption which will be checked
a posteriori. When 〈u〉  v we can additionally expand f(2u − v) that appears in the
collision integral in Eq. (5.1) into a Taylor series
f(2u− v) = f(v)− 2u ∂f(v)
∂v
+ 2u2
∂2f(v)
∂v2
− (2u)
3
3!
∂3f(v)
∂v3
+
(2u)4
4!
∂4f(v)
∂v4
+ . . .
Plugging this expansion into Eq. (5.1) and computing the integrals over u we obtain
∂f
∂τ
=
∂f
∂v
+ v
∂2f
∂v2
+ 2T
(
∂3f
∂v3
+ v
∂4f
∂v4
)
+ . . . (5.8)
In computing the integrals leading to the first two terms on the right-hand side of (5.8) it
suffices to use the integral relations (5.3)–(5.4). The next two terms are obtained using the
integral relations ∫ ∞
−∞
duu3 P (u) = 0,
∫ ∞
−∞
duu4 P (u) = 3ρT 2 (5.9)
The first relation in (5.9) is valid for any symmetric velocity distribution, P (u) = P (−u),
while the second is derived from the equilibrium Maxwell-Boltzmann distribution (5.2).
The first two terms on the right-hand side of (5.8) scale as τ−1, the next two terms scale
as Tτ−3, so they are asymptotically negligible when τ  √T , that is, the average particle
speed greatly exceeds the average speed of atoms. The two following terms [which haven’t
1The particle velocity distribution satisfies the condition f(v, t) = f(−v, t) at all times if the initial
velocity distribution is even, e.g. f(v, 0) = δ(v). In the general case, the velocity distribution quickly
becomes even.
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been displayed in (5.8)] contains T 2 ∂
5f
∂v5
and T 2v ∂
6f
∂v6
, so they scale as T 2τ−5 and therefore
they are even smaller. Thus in the τ  √T limit (which is given by Eq. (5.5) in the original
variables), Eq. (5.8) indeed reduces to Eq. (5.6) in the leading order.
The form of equation (5.6) suggests to seek the scaling solution of the form
f(v, τ) = τ−1Φ(w), w = v/τ (5.10)
Plugging (5.10) into (5.6) we obtain an ordinary differential equation for Φ(w) which is
solved to yield Φ(w) = C e−w. Recalling that the particle velocity distribution is even and
using the normalization condition
∫
dv f(v, t) = 1 fixes the amplitude C = 1/2 and leads to
the announced result (5.7).
Having determined the scaling solution (5.7), we would like to understand if any arbi-
trary function f(v, t) approach the scaling solution (5.7) in the long time limit. The answer
to this question is presumably affirmative, at least when the initial velocity distribution
f(v, t = 0) quickly decays when |v| → ∞. Yet to prove this assertion even for simplest
initial velocity distributions like f(v, t = 0) = δ(v) is hard. Analytical arguments showing
that the scaling solution (5.7) is indeed an attractor are presented in Appendix B.1.
5.3 Hard-sphere gas
Consider now the most natural three-dimensional situation and assume that atoms are
hard spheres of radius a. We ignore both the mass and the size of the particle. The latter
assumption is not crucial — if the particle is a sphere of radius b, it suffices to replace a by
a+ b in the following formulae.
We again employ the Boltzmann equation approach. This framework is applicable only
in the diluted limit; for the hard-sphere gas, this means that the volume fraction occupied
by atoms is small: ρ× 4pi3 a3  1 (here ρ is the number density of background atoms).
The Boltzmann equation reads
∂f(v, t)
∂t
=
∫
duP (u) ga2
∫
De [f(v′, t)− f(v, t)] (5.11)
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Here e is the unit vector pointing to the position of the particle at the moment when it hits
the sphere. The post-collision velocity v′ of the particle can be expressed via v, e, and the
relative velocity g = u− v:
v′ = v + 2e(g · e) (5.12)
In Eq. (5.11) we have also used the shorthand notation De for the integration measure over
angular coordinates. For the hard-sphere gas, this integration measure reads [43]
De = (g · e)
g
θ(g · e) d2e (5.13)
In the above expression θ(·) is the Heaviside step function and d2e is the standard angular
integration measure.
To simplify the Boltzmann equation (5.11) we shall proceed as in one dimension. Since
the particle velocity distribution is (asymptotically) isotropic, let us treat f(v) as a function
of V = v2 = (v · v). Squaring (5.12) we get
V ′ = V + 4(v · e)(g · e) + 4(g · e)2 = V + 4(u · e)(g · e)
Using this result and expanding f(v′) = f(V ′) into a Taylor series we obtain
f(V ′) = f(V ) + 4(u · e)(g · e) ∂f
∂V
+ 8(u · e)2(g · e)2 ∂
2f
∂V 2
+ . . .
Using this expansion we simplify (5.11) to
∂f
∂t
= 4
∂f
∂V
∫
duP (u) ga2
∫
De (u · e)(g · e)
+ 8
∂2f
∂V 2
∫
duP (u) ga2
∫
De (u · e)2(g · e)2
(5.14)
As in the one-dimensional case, it suffices to keep only the terms with the first and second
order derivatives in V ; the terms with higher order derivatives are asymptotically negligible.
The angular integrals in Eq. (5.14) are computed [see Appendix B.2] to yield∫
De (u · e)(g · e) = pi
2
(g · u) (5.15a)∫
De (u · e)2(g · e)2 = pi
12
[
3(g · u)2 + g2u2] (5.15b)
76
Inserting (5.15a)–(5.15b) into Eq. (5.14) we obtain
1
2pia2
∂f
∂t
=
v
3
∂2f
∂V 2
∫
duP (u)
[
3(v · u)2 + v2u2]
+
∂f
∂V
∫
duP (u) g(g · u)
(5.16)
In the first integral we already replaced g by −v which is correct in the leading order. In
the second integral we should be more careful. We write
g(g · u) = −v(v · u) + v−1 [(v · u)2 + v2u2]+ . . .
The integral that contains the leading term vanishes since
∫
duP (u) u = 0. Thus Eq. (5.16)
becomes
1
2pia2
∂f
∂t
=
v
3
∂2f
∂V 2
∫
duP (u)
[
3(v · u)2 + v2u2]
+
1
v
∂f
∂V
∫
duP (u)
[
(v · u)2 + v2u2] (5.17)
Using relations ∫
duP (u)u2 = 3ρT,
∫
duP (u) (v · u)2 = v2ρT (5.18)
we recast (5.17) into
∂f
∂τ
= 8v
∂f
∂V
+ 4v3
∂2f
∂V 2
, τ = pia2ρT t (5.19)
Since V = v2, we have
∂
∂V
=
1
2v
∂
∂v
,
∂2
∂V 2
= − 1
4v3
∂
∂v
+
1
4v2
∂2
∂v2
(5.20)
Using these identities we re-write (5.19) as
∂f
∂τ
= 3
∂f
∂v
+ v
∂2f
∂v2
(5.21)
This kinetic equation admits the scaling solution
f(v, t) =
1
8piτ3
e−v/τ (5.22)
For instance, the average speed of the particle is
〈v〉 =
∫ ∞
0
v f(v, t) 4piv2 dv = 3τ
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and more generally
〈vn〉 = (n+ 2)!
2
τn (5.23)
The above analysis can be straightforwardly extended from three to d dimensions. The
results up to (5.14) require obvious amendments, e.g. in equation (5.14) we must replace
a2 by ad−1. The integrals (5.15a)–(5.15b) become (see Appendix B.2)∫
De (u · e)(g · e) = A(u · g) (5.24a)∫
De (u · e)2(g · e)2 = dB −A
d− 1 (u · g)
2 +
A−B
d− 1 g
2u2 (5.24b)
where A, B are constants defined by integrals:
A =
1
g2
∫
De (g · e)2 , B = 1
g4
∫
De (g · e)4 . (5.25)
The governing kinetic equation that generalizes Eq. (5.21) reads
∂f
∂τ
= d
∂f
∂v
+ v
∂2f
∂v2
, τ = 2ad−1AρTt. (5.26)
Interestingly, in all dimensions the constant B drops from the final equation; the constant
A is essentially irrelevant as it is absorbed into the new time variable τ .
Equation (5.26) is much simpler than Eq. (5.11) and it can be solved by employing the
Laplace transform (see Appendix B.3). The asymptotic solution of Eq. (5.26) is again a
pure exponential
f = [Ωd Γ(d)]
−1 τ−d e−v/τ (5.27)
where Ωd =
2pid/2
Γ(d/2) is the area of the unit sphere in d dimensions. The constant in (5.27)
has been chosen to ensure the normalization:
∫
dvf(v, t) = 1.
In two dimensions, Eqs. (5.26)–(5.27) have been derived in Ref. [170] in the realm of a
stochastic model for Fermi’s acceleration. Even earlier, the exponential velocity distribution
was found to occur in another stochastic model for Fermi’s acceleration [96, 175, 176] in
which a particle is bouncing in a container of fixed volume with boundaries deforming in a
chaotic manner. In this case, the velocity distribution becomes exponential independently
of the container’s shape and the deformation protocol.
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5.4 Monoatomic gas
Consider now a general case of a monoatomic gas. It is then natural to assume that the
interaction between the particle and an atom separated by distance r can be described by
a potential function U(r). In the long time limit when the particle velocity becomes large,
only the small r behavior of the potential U(r) matters. In this limit, the repulsion part of
the interaction dominates and it usually diverges algebraically in the small separation limit
U(r) ' 
(r0
r
)λ
(5.28)
as r → 0. For example, λ = 12 for the Lennard-Jones potential (in three dimensions).
To estimate interaction size r∗ we can use the criterion U(r∗) ∼ g2, from which we find
r∗ and the cross section area σ ∼ rd−1∗ :
r∗ ∼ r0
(

g2
)1/λ
, σ∗ ∼ (r0)d−1
(

g2
)(d−1)/λ
The term gad−1De characterizing the hard-sphere gas should be replaced by the term gσ∗De
in the general case. In one dimension, the interaction law is irrelevant and the problem
reduces to the hard-core interaction. In higher dimensions, the Boltzmann equation depends
on the interaction exponent λ as it contains the factor gσ∗ ∼ g1−γ with γ = 2(d− 1)/λ. In
the long-time limit, the particle is very fast, so it is scattered only when it greatly approaches
the atom, that is the separation is small and therefore the above analysis is asymptotically
exact. Thus we must merely replace g by g1−γ in the Lorentz-Boltzmann equation. This
gives
∂f(v)
∂t
=
∫
duP (u) g1−γ
∫
De [f(v′)− f(v)] (5.29)
where we absorbed the (r0
1/λ)d−1 factor into the time variable.
To simplify the Boltzmann equation (5.29) we repeat the same steps as for the hard-
sphere gas to yield
∂f
∂t
= 4
∂f
∂V
∫
duP (u) g1−γ
∫
De (u · e)(g · e)
+ 8
∂2f
∂V 2
∫
duP (u) g1−γ
∫
De (u · e)2(g · e)2
(5.30)
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where we have kept the terms with the first and second order derivatives in V as asymptot-
ically they provide the leading contribution. Computing the angular integrals [as in Section
5.3 and Appendix B.2] we arrive at
1
4A
∂f
∂t
=
∂2f
∂V 2
∫
duP (u) v1−γ [u2v2 − (u · v)2]
+
∂f
∂V
∫
duP (u) g1−γ(u · g)
(5.31)
in the leading order. Thus the entire effect of the integration measure is captured by one
number, A.
To simplify the first integral on the right-hand side of (5.31) we write
g1−γ(g · u) = −v1−γ(v · u)
+ v−1−γ
[
(1− γ)(v · u)2 + v2u2]
where we have kept only the leading and the sub-leading terms. The integral over the
leading term vanishes. Using (5.18) and (5.20) we recast Eq. (5.31) into
∂f
∂τ
= v−γ
[
(d− γ) ∂f
∂v
+ v
∂2f
∂v2
]
(5.32)
where the modified time variable is given by [we additionally put the factor (r0
1/λ)d−1 back
into the time variable]
τ = 2A(r0
1/λ)d−1ρT t (5.33)
Although one cannot 2 compute the factor A without knowing the integration measure, it
is just a number that can be absorbed into the definition of the time variable to arrive at
a universal kinetic equation (5.32) that depends only on the interaction exponent λ.
The form of equation (5.32) implies that τ ∼ v1+γ . This suggests a scaling ansatz
f = τ−ΛdΦ(w), w = vτ−Λ , Λ ≡ (1 + γ)−1 . (5.34)
2Apart from the hard-sphere gas, λ = ∞, the integration measure is explicitly known for the Coulomb
gas λ = 1 (the Rutherford formula) and the Calogero gas λ = 2; in these three cases, one can compute the
factor A.
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Plugging (5.34) into (5.32) we obtain an ordinary differential equation for Φ(w) which is
solved to yield
Φ(w) = C exp
{
−Λ2w1/Λ
}
, C =
Λ2Λd−1
Ωd Γ(Λd)
. (5.35)
Thus the asymptotic growth, 〈v〉 ∼ τΛ, of the average speed and the scaled velocity dis-
tribution have universal behaviors, the only parameters that matters are the interaction
exponent λ and the spatial dimensionality d.
To exemplify the speed growth we note that in three dimensions
〈v〉 ∼

τ when λ =∞ (hard sphere gas)
τ3/4 when λ = 12 (Lennard-Jones gas)
τ1/2 when λ = 4 (Maxwell molecules)
By definition, the Maxwell molecules (MM) interaction 3 leads to the collision integral
that is independent on the relative velocity. Equation (5.29) shows that the MM interaction
is characterized by γ = 1, so the interaction exponent is given by λ = 2(d−1). Interestingly,
for the MM particle-atoms interaction, the average velocity experiences standard diffusion
and the scaled particle velocity distribution is Gaussian. Let us now estimate the range of
the validity of the above results if the particle mass m is small but finite: 0 < m 1. For a
while, the evolution follows the zero-mass limit, but eventually the particle equilibrates with
the background. The crossover to this regime occurs when the particle velocity becomes of
the order of
vc ∼
√
T
m
In the earlier regime, t < tc, we have 〈v〉 ∼ τ1/(1+γ). The crossover time tc is therefore
estimated from
(r0
1/λ)d−1ρT tc ∼
(
T
m
) 1+γ
2
3The r−2(d−1) interaction potential characterizes Maxwell molecules (which are actually atoms, the ter-
minology reflects the tradition). In our case we only require that the potential diverges as r−2(d−1) in the
small separation limit, and the potential actually describes the particle-atom interaction; the atom-atom
interaction is irrelevant. In simulations, however, we usually assume that the particle-atom and atom-atom
interactions are equal.
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that is,
tc ∼ (r01/λ)−(d−1)ρ−1 T−
1−γ
2 m−
1+γ
2 (5.36)
The dependence of the crossover time tc on the gas density and the mass of the particle is
easy to appreciate. On the other hand, the dependence of the crossover time on the gas
temperature is a bit surprising:
1. When γ < 1, that is λ > 2(d− 1) implying that the potential is harder than the MM
potential, the crossover time decreases as the temperature increases.
2. When γ > 1, that is λ < 2(d− 1) implying that the potential is softer than the MM
potential, the crossover time increases as the temperature increases.
Interestingly, the MM potential again separates different types of the behavior.
5.5 Displacement of the impurity
We now turn to the spatial behavior of the impurity. We begin with a heuristic analysis. In
one dimension, the mean-free path is ` = ρ−1, the average speed grows as ρT t [see Eq. (5.6)],
and hence the time interval between collisions is ∆t ∼ ρ−1/(ρT t). This leads to an estimate
for the total number of collisions during the time interval (0, t)
N ∼ t
∆t
∼ Tt
2
`2
(5.37)
The standard random walk argument tells us that a typical displacement of the particle is
given by
xtyp ∼ `
√
N ∼
√
T t (5.38)
Hence the displacement exhibits a ballistic, x ∼ t, rather than diffusive growth with time.
Another unexpected feature of the growth law (5.38) is that the gas density ρ does not
affect the asymptotic.
The situation remains the same for an arbitrary dimension d and an arbitrary inter-
action. Consider first the hard-sphere interaction. The mean-free path in this case is
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` ∼ (ρad−1)−1 and the average speed grows as v ∼ ρad−1Tt, see Eq. (5.26). Proceeding as
in the one-dimensional case we find
N ∼ t
∆t
∼ Tt
2
`2
and therefore
rtyp ∼ `
√
N ∼
√
T t (5.39)
The striking feature of this growth law is that the displacement is asymptotically indepen-
dent on the density of atoms and their size.
If the particle mass m is small but finite, 0 < m 1, the growth law (5.39) holds up to
the crossover time tc when the displacement becomes of the order of
rc ∼ (r01/λ)−(d−1)ρ−1 T
γ
2 m−
1+γ
2 (5.40)
while for t > tc the ballistic growth (5.39) switches to the diffusive growth
rtyp ∼ rc
√
t/tc (5.41)
The above heuristic argument can be extended to the case when the particle-atoms
interaction is described by a potential. At any time, the model is close to the hard-sphere
case with effective radius of the order of r∗. But since the displacement growth (5.39) is
independent on a in the hard-sphere case, it will be independent on r∗ at any given moment,
and generally independent on the parameters of the interaction potential (5.28). Thus the
displacement obeys the same growth law (5.39) independently on λ and d.
We now turn from heuristics to exact analyses. To determine the second moment of the
spatial distribution we first express it through the velocity correlation function
〈x2(t)〉 =
∫ t
0
dt1
∫ t
0
dt2 〈v(t1)v(t2)〉
= 2
∫ t
0
dt1
∫ t
t1
dt2 〈v(t1)v(t2)〉 (5.42)
To evaluate 〈v(t1)v(t2)〉 let us consider the impurity particle that starts at the origin with
velocity equal to zero (initial conditions are actually irrelevant as we are interested in the
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long time behavior however this particular choice makes the computation more compact).
In this case the probability distribution for v1 = v(t1) is given by Eq. (5.7). To determine
the velocity distribution of v2 = v(t2) we must use v1 as the initial condition. The cor-
responding distribution function (i.e. the conditional probability) f(v2, t2|v1, t1) satisfies a
kinetic equation which is different from (5.6) as the derivation of the latter assumes that
the distribution function is symmetric, f(v) = f(−v). Generally we write
f(v) =
f+(v) v > 0f−(−v) v < 0
and then proceed as in Sect. 5.2 to yield
∂f+
∂t
= 2ρT
[
∂f−
∂v
+ v
∂2f−
∂v2
]
− ρv(f+ − f−) (5.43a)
∂f−
∂t
= 2ρT
[
∂f+
∂v
+ v
∂2f+
∂v2
]
+ ρv(f+ − f−) (5.43b)
Subtracting (5.43b) from (5.43a) we see that the anti-symmetric part
φ(v) = f+(v)− f−(v) (5.44)
satisfies a closed equation
∂φ
∂t
= −2ρT
[
∂φ
∂v
+ v
∂2φ
∂v2
]
− 2ρvφ (5.45)
(while for the symmetric part ψ(v) = f+(v) + f−(v), we recover Eq. (5.6)). The initial
condition is
φ(v, t = t1) = δ(v − v1) (5.46)
and the boundary condition, which follows immediately from the definition Eq. (5.44), is
φ(v = 0, t) = 0 (5.47)
The initial-boundary value problem (5.45)–(5.47) is non-trivial, yet in the interesting long
time limit the governing equation (5.45) simplifies to ∂φ∂t = −2ρvφ (since v 
√
T ), or
equivalently ∂φ∂τ = −vφ/T . Therefore
φ(v, t|v1, t1) = δ(v − v1) e−v(τ−τ1)/T (5.48)
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The velocity autocorrelation function can be presented in a rather compact form
〈v1v2〉 = 2
∫ ∞
0
dv1 v1f(1)
∫ ∞
−∞
dv2 v2f(2|1)
= 2
∫ ∞
0
dv1 v1f(1)
∫ ∞
0
dv2 v2φ(2|1)
(5.49)
Note that only the anti-symmetric part of f(2|1) contributes to the 2-points velocity cor-
relation function. For the higher-points velocity correlation functions both the symmetric
and anti-symmetric part appear alternatively. For example the 4-points velocity correlation
function can be written as:
〈v1v2v3v4〉 = 2
(
4∏
i=1
∫ ∞
0
dvi vi
)
f(1)φ(2|1)ψ(3|2)φ(4|3)
where ψ(v, t|v2, t2) satisfies Eq. (5.6) with the symmetric initial condition ψ(v, t = t2) =
δ(v − v2) + δ(v + v2).
Substituting into (5.49) the results for f(1) ≡ f(v1, t1) and φ(2|1) ≡ φ(v2, t2|v1, t1)
[Eqs. (5.7) and (5.48)] we get
〈v1v2〉 =
∫ ∞
0
dv1
v21
τ1
exp
(
−v1
[
1
τ1
+
τ2 − τ1
T
])
=
2τ21
[1 + (τ2 − τ1)τ1/T ]3
Note that the equal times velocity autocorrelation function (t1 = t2 = t) reduces to
〈v2(t)〉 = 2τ2. This result directly follows from (5.7) thereby providing a useful check
of the consistency of our calculation of the velocity autocorrelation function. Plugging the
velocity autocorrelation function into Eq. (5.42) we obtain
〈x2〉 = 1
ρ2T 2
∫ τ
0
dτ1 τ
2
1
∫ τ
τ1
dτ2
[1 + (τ2 − τ1)τ1/T ]3 (5.50)
Computing the integral over τ2 yields
〈x2〉 = 1
2ρ2T
∫ τ
0
dτ1 τ1
{
1− 1
[1 + (τ2 − τ1)τ1/T ]2
}
The first integral
∫
dτ1 τ1 provides the leading contribution. Recalling that τ = 2ρT t we
arrive at
〈x2〉 ' Tt2 (5.51)
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This asymptotically exact result confirms the heuristic prediction (5.38).
One can also compute higher-order velocity correlation functions, e.g. 〈v1v2v3v4〉, and
use them to compute higher moments of the displacement. For instance,
〈x4〉 = 4!
∫∫∫∫
0<t1<t2<t3<t4<t
dt1dt2dt3dt4 〈v1v2v3v4〉
These computations are very laborious, so we do not present them; we just mention that
using this method we were able to compute the asymptotically exact fourth moment of the
displacement,
〈x4〉 ' 5T 2 t4 , (5.52)
in one dimension.
Finally we note that the above procedure can be generalized to higher dimensions. Even
in the case of the hard-sphere particle-atom interaction, however, the explicit computations
are quite unwieldy.
5.6 Velocity-Position Distribution
The calculations of the moments of the displacement, e.g. the derivation of equation (5.52),
through the velocity correlation functions are very cumbersome. It seems hardly possible
to succeed in deriving the next moment,
〈x6〉 ' 61T 3 t6, (5.53)
relying on the velocity correlation functions.
Therefore we employ different procedures that utilize a Boltzmann equation for the
velocity-position distribution f(r,v, t). This joint distribution function provides a complete
description of the evolution of the impurity particle. Recall that in studying the velocity
distribution function we relied on a shorten description for the velocity distribution function
f(v, t). In studying the displacement one would also like to use a governing equation for
the density function N(r, t) as a starting point. Unfortunately, there is no closed equation
for the density function N(r, t).
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In the one-dimensional setting, the governing kinetic equation for the joint distribution
f(x, v, t) reads
∂f
∂t
+ v
∂f
∂x
= 2ρT
(
∂f
∂v
+ v
∂2f
∂v2
)
(5.54)
The left-hand side of this equation is exact, yet Eq. (5.54) is already a simplified version
of the Boltzmann equation as the collision term is only asymptotically exact, namely it is
appropriate when v  √T . As we mentioned earlier there is no closed equation for the
density function, N(r, t). If one tries to integrate the kinetic equation (5.54) over v, the
convective term leads to a current term, i.e. ∂∂x
∫
dv vf(v, x, t) ≡ ∂∂xJ(x, t), so the density
is coupled to the current. One can then deduce from (5.54) an equation for the current,
but it will involve the second moment
∫
dv v2f(v, x, t). This procedure leads to an infinite
hierarchy which seems intractable as (essentially) all infinite hierarchies.
The kinetic equation (5.54) is a linear partial differential equation with two coefficients
depending linearly on the velocity v. The most difficult term in Eq. (5.54), namely the
convective term (v∇)f , can be further simplified in the long time limit when v  √T .
Indeed, since the particle speed grows (on average) with a constant rate, the particle expe-
riences numerous collisions during a time interval when its speed is almost constant. Then
the problem is akin to the standard Lorentz gas where the particle undergoes a simple
diffusion. The separation between the time scale at which diffusion appears (few collisions)
and the time scale at which the particle speed changes appreciably allows us to replace the
convective term by the diffusion term of a standard Lorentz gas. In one dimension, the
diffusion coefficient is D = v/2ρ, see [85]. In the present case we can use the same formula.
Thus Eq. (5.54) becomes
∂f
∂t
= 2ρT
(
∂f
∂v
+ v
∂2f
∂v2
)
+
v
2ρ
∂2f
∂x2
As usual, it is convenient to use τ = 2ρT t as the time variable. Then the above equation
becomes
∂f
∂τ
=
∂f
∂v
+ v
∂2f
∂v2
+
v
4ρ2T
∂2f
∂x2
(5.55)
In Eq. (5.55) we tacitly assume that v > 0. This is obvious regarding the last term on
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the right-hand side as the diffusion coefficient must be positive (the correct expression is
D = |v|/2ρ). The form fv + vfvv of the collision term also assumes (see Sect. 5.2) that
v > 0. There is no need to separately consider negative velocities, it suffices to take into
account the reflection symmetry f(x, v, t) = f(x,−v, t).
In the long time limit, the joint distribution function f(x, v, t) should approach the
scaling form
f(x, v, t) ' 1
4x∗v∗
F (X,V ), X =
x
x∗
, V =
v
v∗
(5.56)
where x∗ =
√
Tt and v∗ = τ . It could be difficult to prove that every solution approaches
the scaling form (5.56), although physically the emergence of scaling is obvious and the
numerical evidence is also very strong (Fig. 5.1).
The reflection symmetry with respect of the velocity and the displacement 4 allows us
to limit ourself to the quadrant V > 0, X > 0. By inserting (5.56) into (5.55) we obtain
2F +X
∂F
∂X
+ V
∂F
∂V
+
∂F
∂V
+ V
∂2F
∂V 2
+ V
∂2F
∂X2
= 0 (5.57)
The normalization condition∫ ∞
−∞
dx
∫ ∞
−∞
dv f(x, v, t) = 1
can be re-written as ∫ ∞
0
dX
∫ ∞
0
dV F (X,V ) = 1 (5.58)
This explains the factor 1/4 in the scaling ansatz (5.56).
In higher dimensions, we limit ourselves to the case of the hard-core particle-atoms
interaction. Then the governing kinetic equation reads
∂f
∂t
+ v · ∂f
∂r
= 2ad−1AρT
(
d
∂f
∂v
+ v
∂2f
∂v2
)
(5.59)
4In the spatially homogeneous case the reflection symmetry is strictly obeyed if it holds for the initial
condition (see footnote 1). In the spatially inhomogeneous case it is not so, yet the asymmetry is weak, e.g.
the average velocity
∫∞
−∞ dv vf(x, v, t) remains bounded, while the average speed
∫∞
−∞ dv |v|f(x, v, t) grows
as τ . Physically, in the large time limit when the typical velocity is large, the particle undergoes a great
number of collisions so its velocity can be ±v with almost the same probabilities.
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Figure 5.1: (Color online) Shown are the simulation results (see Sect. 5.9) for a gas of hard
spheres in one dimension. Contour-plot (left panel) and 3D-plot (right panel) of the distri-
bution function F (X,V ). For any given position (velocity) the dashed blue (dash-dotted
green) line shows the value of the velocity (position) for which the probability distribution
has a maximum.
Equation (5.59) is again asymptotically exact in the large time limit when the typical par-
ticle velocity greatly exceeds the thermal velocity, v  √T . In this limit, the collision
term simplifies to the first term on the right-hand side of Eq. (5.59) and the convective
term (v · ∇)f can be replaced by the diffusion term −D∇2f as the transport is asymptot-
ically diffusion with velocity-dependent diffusion coefficient. More precisely, the diffusion
coefficient is given by 5
D =
v
2dAad−1ρ
(5.60)
with the amplitude A known in the case of the hard-core interaction, see (B.24). Using
again the modified time variable is τ [which for hard-sphere particle-atom interaction is
given by τ = 2Aad−1ρT t, see (5.26)], and taking into account the spatial isotropy we recast
5This expression reproduces correctly the known values of the diffusion coefficients for the Lorentz gas
in d = 1, 2, 3 and we believe it holds in any d. In one dimension we recover D = v
2ρ
[85], while in three
dimensions Eq. (5.60) reduces to D = v/(3pia2ρ), see [43, 85, 104]. The three-dimensional formula is well-
known. (Usually it is written in the form D = v`/3, with ` being the mean-free path.) The expression
(see e.g. Ref. [104]) for the diffusion coefficient in two dimensions, D = 3v/(16aρ), is less known since the
hard-sphere scattering is non-isotropic in two dimensions, so in that situation the Lorentz gas is harder to
analyze than in three dimensions.
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(5.59) into
∂f
∂τ
= d
∂f
∂v
+ v
∂2f
∂v2
+
v
d(2Aad−1ρ)2T
(
∂2f
∂r2
+
d− 1
r
∂f
∂r
)
(5.61)
A solution to Eq. (5.61) approaches a scaling form
f(r, v, t) = (Ωd)
−2
(
τ
√
T t
)−d
F (V,R) (5.62)
with scaled spatial and velocity variables
R =
r√
T t
, V =
v
τ
(5.63)
With the choice (5.62) of the scaling form, the normalization requirement∫ ∞
0
Ωdr
d−1dr
∫ ∞
0
Ωdv
d−1dv f(r,v, t) = 1
becomes ∫ ∞
0
dR
∫ ∞
0
dV Rd−1V d−1F (R, V ) = 1 (5.64)
Using (5.62)–(5.63) we transform (5.61) into
2dF + RFR + V FV + dFV + V FV V
+
V
d
(
d− 1
R
FR + FRR
)
= 0 (5.65)
This is a linear elliptic (recall that R > 0, V > 0) partial-differential equation. Despite of
linearity, Eq. (5.65) is difficult since the coefficients in front of derivatives in Eq. (5.65) vary
with V and R.
We treat above equations by using different techniques. The standard technique relying
on the Laplace and Fourier transforms is the most powerful. In Sect. 5.8 we derive the
major result for the scaled joint distribution of the impurity particle in the hard-sphere gas:
F (R, V ) =
Cd
Γ(d)
∫
ds e−i
√
d s·R−V s coth s
( s
sinh s
)d
(5.66)
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Further, the scaled density distribution reads
N(R) = Cd
∫
ds
e−i
√
d s·R
(cosh s)d
, Cd =
dd/2Ωd
(2pi)d
(5.67)
In particular, in one dimension
N(X) =
1
coshR1
, R1 =
pi
2
X (5.68)
while in three dimensions the density is
N(R) =
3
√
3
8
(4R23 + pi
2) tanhR3 − 8R3
R3 coshR3
, R3 =
pi
√
3
2
R (5.69)
First, however, we describe an approach based on the direct computing of the moments
and guessing from them the spatial distribution.
5.7 Moments
The moment approach deals with the moments of the joint distribution rather than with the
joint distribution itself. The moment approach has been used in kinetic theory throughout
its history (see e.g. [91–93]) as the governing equations are very complicated and seldom
tractable. The moment approach has also been applied [96, 170, 175, 176] to the Fermi’s
acceleration mechanism. For instance, in Refs. [96, 175, 176] the authors computed the
moments 〈vn〉 for small n, guessed the answer [namely (5.23)] for an arbitrary n, showed
that the guess is correct, and observed that the exponential velocity distribution has exactly
the same moments. Generally if one succeeds in computing the moments, one still has to
recover the distribution that has such moments. This is not rigorous as at best we have
infinitely many integer moments (or only even integer moments as in examples below) and
we want to restore the entire distribution function. If the distribution function is analytic
(the fact which is usually unknown, but believed to be correct), the distribution function can
be uniquely determined by (infinitely many) integer moments, so restoring such function is
a technical problem.
Another problem is that since the number of moments is infinite, it is usually impossible
to compute them all. Having computed a few moments one can try to guess the rest and
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to check the conjecture using computer-assisted exact calculations. We have succeeded in
guessing all even moments of the spatial displacement in one and two dimensions, and in
reading off the density in one dimension. The moment approach is therefore not really sys-
tematic and it involves a guess work. The strength of the moment approach is that one can
easily compute the basic moments, e.g. even moments of the displacement 〈R2〉, 〈R4〉, 〈R6〉,
etc., or mixed moments like 〈R2V 2〉, and arrive at important conclusions (like the existence
of correlations between the velocity and the spatial displacement manifested by relation
〈R2V 2〉 6= 〈R2〉〈V 2〉).
In our problem we eventually derived more comprehensive results using standard tech-
niques (see Sect. 5.8). Still, the moment approach has a future. Indeed it is more powerful
nowadays than it ever was as the tedious calculations of the moments can be exactly per-
formed by a computer and if the resulting moments admit a simple expression through
well-known sequences, there is a good chance to extract such an expression by using The
On-Line Encyclopedia of Integer Sequences [177]. Since the moment approach is rarely
used, we illustrate it here as in our situation where the moment approach clearly gives
highly non-trivial results. We begin with the one-dimensional setting.
5.7.1 One Dimension
In this subsection we will present a very strong evidence in favor of the announced result
(5.68) for the spatial distribution. To establish (5.68), we turn (5.57) into an infinite set of
relations
(i+ j)Mi,j = j
2Mi,j−1 + i(i− 1)Mi−2,j+1 (5.70)
for the moments
Mi,j =
∫ ∞
0
∫ ∞
0
dX dV XiV jF (X,V ) (5.71)
The relation (5.70) is valid for all i ≥ 2, j ≥ 0.
Using (5.70) one can compute moments with small indexes; for instance, one can estab-
lish (5.51)–(5.53). The structure of the quasi-recurrent equation (5.70) and the procedure
that allows us to calculate the spatial moments are illustrated on Fig. 5.2. One finds that
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Figure 5.2: (Color online) Schematic representation of how Eqs. (5.70) can be iteratively
used to calculate all the moments Mi,j = 〈RiV j〉 with i = even (red circles). The moments
M0,j are known for all j ≥ 0. At the first step the known value of M0,1 allows us to calculate
M2,0. At the second step the already known M2,0 and M0,2 are used to calculate M2,1, see
(5.73). At the third step we compute M4,0 through M2,1. The moments Mi,j with i = odd
(blue squares) cannot be calculated using this approach.
〈X2n〉 = M2n,0 can be expressed as a weighted sum of M0,1, . . . ,M0,n. This sum is then
computed using the identity
M0,j = 〈V j〉 =
∫ ∞
0
dV e−V V j = j! (5.72)
We now demonstrate this in practice. Specializing (5.70) to (i, j) = (2, 0) gives M2,0 =
M0,1 = 1 which is identical to Eq. (5.51). Specializing (5.70) to (i, j) = (2, 1) yields
3M2,1 = M2,0 + 2M0,2 (5.73)
Taking then (i, j) = (4, 0) we obtain M4,0 = 3M2,1, or
M4,0 = M0,1 + 2M0,2 = 5 (5.74)
which is equivalent to (5.52). Further, specializing (5.70) to (i, j) = (6, 0), (4, 1), (2, 2) and
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using (5.74) we obtain
M6,0 = 5M0,1 + 10M0,2 + 6M0,3 = 61 (5.75)
which proves (5.53). The fact that we have been able to reproduce the values of the spatial
moments calculated using the velocity correlation functions (Eqs. (5.51)–(5.53)) supports
the claim that the replacement of the convection term by the diffusion term in Eq. (5.54)
is asymptotically exact.
The computed even moments 〈X2n〉 are all integers which look familiar; indeed, up to
the sign they are the Euler’s numbers
〈X2n〉 = (−1)nE2n (5.76)
The Euler’s numbers En appear in numerous combinatorial problems, as well as in number
theory, topology, etc. The Euler’s numbers are defined by the Taylor series
1
cosh(y)
=
∑
n≥0
Eny
n
n!
(5.77)
Note that all the odd-indexed Euler numbers are equal to zero, while the even-indexed Euler
number have alternating signs.
The evidence in the exactness of (5.76) is overwhelming — using Mathematica, we
verified (5.76) for all even moments up to 〈X1000〉.
To establish (5.68) we start by extending the range of X to the whole axis and calculate
the Fourier transform of Nsym(X) =
1
2N(|X|):
N̂sym(s) =
∫ ∞
−∞
dX e−isXNsym(X)
=
∑
n≥0
(−1)ns2n〈X2n〉
(2n)!
=
∑
n≥0
s2nE2n
(2n)!
=
1
cosh s
(5.78)
where on the first step we have expanded e−isX and taken into account that Nsym(X) is
an even function of X, while on the second and third steps we have used (5.76) and (5.77),
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respectively. Since
1
2
∫ ∞
−∞
dX
e−isX
cosh(piX/2)
=
1
cosh s
(5.79)
we conclude that Nsym(X) = 1/[2 cosh (piX/2)] which is equivalent to Eq. (5.68).
The moment relations (5.70) have helped us to determine all even moments 〈X2n〉, yet
they do not allow one to determine even the simplest odd moment 〈X〉. Using the spatial
density (5.68), however, we can compute this moment (more precisely it is equal to 〈|X|〉
and it represents the dimensionless average displacement):
〈|X|〉 =
∫ ∞
0
dX
X
cosh(piX/2)
=
8G
pi2
where G is the Catalan constant
G =
1
12
− 1
32
+
1
52
− 1
72
+ · · · = 0.915965594 . . .
Hence the average displacement is given by
〈|x|〉 = 8G
pi2
√
T t
Similarly, one can compute an arbitrary odd moment
〈|X|2k−1〉 = 2
2k+1(2k − 1)!
pi2k
∑
m≥0
(−1)m
(2m+ 1)2k
We can establish some qualitative and quantitative features of the joint distribution
without having its analytical expression. For instance, if the joint distribution has allowed
the factorization, that is if it had the form N(X)F (V ), then the moments would satisfy
〈|X|i |V |j〉 = 〈|X|i〉〈|V |j〉. This is not so, e.g.
〈X2V 〉
〈X2〉〈V 〉 =
5
3
,
〈X2V 2〉
〈X2〉〈V 2〉 =
7
3
,
〈X4V 2〉
〈X4〉〈V 2〉 =
331
75
etc. Qualitatively, these results are not surprising — the larger separation from the starting
position, the larger (on average) the speed of the particle is expected to be. Mathematically,
this implies an inequality
〈|X|i |V |j〉
〈|X|i〉〈|V |j〉 > 1 (5.80)
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for all i, j > 0. This inequality is indeed obeyed in all instances where we were able
to compute the moments, for instance when both indexes are sufficiently small. Using
Eqs. (5.70) we have also computed a few infinite series, e.g.
〈X2n|V |〉
〈X2n〉〈|V |〉 =
1
2n+ 1
|E2n+2|
|E2n| > 1
〈X2|V |j〉
〈X2〉〈|V |j〉 = 1 +
2
3
j
〈X4|V |j〉
〈X4〉〈|V |j〉 = 1 +
88
75
j +
4
15
j2
〈X6|V |j〉
〈X6〉〈|V |j〉 = 1 +
794
549
j +
116
183
j2 +
40
549
j3
(5.81)
Thus in these cases the inequality (5.80) is valid.
The correlation between the velocity and the displacement of the particle shows that the
knowledge of the velocity distribution F (V ) and the density N(X) provides a limited infor-
mation about the characteristics of the particle — the joint distribution function F (X,V )
is needed to provide a complete (in the realm of kinetic theory) description.
5.7.2 Higher Dimensions
The normalization condition (5.64) suggests to define the moments via
Mi,j =
∫ ∞
0
dR
∫ ∞
0
dV Ri+d−1V j+d−1F (V,R) (5.82)
Multiplying equation (5.65) by Ri+d−1V j+d−1 and integrating we arrive at the moment
relations
(i+ j)Mi,j = j(j + d− 1)Mi,j−1
+
i(i+ d− 2)
d
Mi−2,j+1 (5.83)
We can now proceed as in the one-dimensional case. Namely using relations (5.83), we
can in principle exactly compute any moment 〈R2n〉 = M2n,0 by expressing it as a weighted
sum of M0,1, . . . ,M0,n. Then we use the known expression for M0,j
M0,j = 〈V j〉 =
∫ ∞
0
dV
e−V
Γ(d)
V j+d−1 =
Γ(j + d)
Γ(d)
(5.84)
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n 1d 2d 3d
0 1 1 1
2 1 2 3
4 5 323
55
3
6 61 5445
1687
9
8 1385 63 48835
8651
3
10 50 521 2 830 33663
5 047 691
81
12 2 702 765 357 892 096231
437 804 783
243
14 199 360 981 30 460 116 992429
16 325 727 605
243
16 19 391 512 145 26 862 763 900 9286435
6 868 768 364 827
2187
Table 5.1: The moments 〈Rn〉 in one, two, and three dimensions for small even indexes.
which is computed with the help of Eq. (5.27). This procedure gives
〈R2〉 = d (5.85a)
〈R4〉 = (d+ 2)(d+ 23) (5.85b)
〈R6〉 = d−1(d+ 2)(d+ 4)(d2 + 2d+ 1615) (5.85c)
Using Mathematica, we have computed the moments 〈R2n〉 = M2n,0 up to 〈R1000〉 in
two and three dimensions. A few of these even-indexed moments are listed in Table I. In
contrast to one-dimensional results (also presented in Table I), the moments are no longer
integer; apparently 6 they are non-integer for all (even) n ≥ 4.
We tried to identify the sequence 〈R2n〉 = M2n,0 with known sequences [177]. Since
most known sequences are integer, one can seek M2n,0 as a ratio of integer sequences. In
three dimensions one can write 〈R2n〉 =Mn/3n. The sequence Mn is integer, but it does
not appear in [177]. In two dimensions we were more lucky: Seeking M2n,0 as a ratio of
6Equation (5.85b) for 〈R4〉 shows that this moment is integer when d = 1, 4, 7, 10, 13, . . . (generally if d =
1+3p with an arbitrary non-negative integer p) and non-integer in all other dimensions. Equations (5.85b)–
(5.85c) show that the moments 〈R4〉 and 〈R6〉 are both integer when d = 1, 13, 16, 28, 31, . . . (generally when
d = 1 + 15q or d = 13 + 15q with an arbitrary non-negative integer q). Thus in some special dimensions
a few first moments 〈R4〉, 〈R6〉, etc. can be integer. It appears that in those dimensions only a few first
moments are integer; the only exception is d = 1 where all even moments are integer.
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integer sequences we arrived at
〈R2n〉 = 2
3n+1(4n+1 − 1)
n+ 1
· n!n!
(2n)!
|B2n+2| , (5.86)
where Bk are the Bernoulli numbers [178]. The evidence in the exactness of (5.86) is
overwhelming (we have checked it up to n = 500).
5.7.3 Tail of the density distribution
According to our definition of the scaled density distribution N(R), it satisfies∫ ∞
0
dRRd−1N(R) = 1 (5.87)
In one dimension, N = [cosh(piX/2)]−1, and therefore the tail of the distribution is
N ' 2 e−piX/2 when X →∞ (5.88)
This exact asymptotic leads to the conjecture that generally in d dimensions the leading
asymptotic is exponential. More precisely, we assume that
N ' C Rc e−µR when R→∞ (5.89)
where we have augmented the controlling factor e−µR by an algebraic pre-factor Rc and the
amplitude C. The parameters µ, c, C are dimensionless, so they can depend only on d.
In principle, the moments
〈R2n〉 =
∫ ∞
0
dRR2n+d−1N(R) (5.90)
depend on the entire density distribution N(R). In the n→∞ limit, however, the integral
in Eq. (5.90) is chiefly gathered in the tail of the distribution. Hence we can use the ansatz
(5.89). Plugging it into (5.90) we get
〈R2n〉 ' C
∫ ∞
0
dRR2n+c+d−1e−µR
=
C
µ2n+c+d
Γ(2n+ c+ d) (5.91)
when n 1.
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In two dimensions, Eq. (5.86) that yields even moments involves Bernoulli numbers
whose asymptotic can be extracted from the celebrated Euler’s formula relating Bernoulli’s
numbers with the values of the zeta function at positive even integers:
|B2k| = 2 (2k)!
(2pi)2k
ζ(2k) , ζ(s) =
∑
j≥1
1
js
(5.92)
Thus we recast (5.86) into
〈R2n〉 = 2
3n+1
(
4n+1 − 1)
n+ 1
n!n!
(2n)!
2 (2n+ 2)!
(2pi)2n+2
ζ(2n+ 2)
Using Stirling’s formula, we simplify the ratio
n!n!
(2n)!
'
(
n
e
)2n
2pin(
2n
e
)2n√
4pin
=
√
pin
22n
We also notice that ζ(2n+ 2)− 1 ' 2−2n−2, and therefore asymptotically ζ(2n+ 2) ' 1 for
n 1. Thus the moment 〈R2n〉 approaches to
〈R2n〉 ' 2
n+3
pi2n+2
√
pin (2n+ 1)! (5.93)
in the n→∞ limit. On the other hand, in two dimensions the asymptotic prediction (5.91)
based on the ansatz (5.89) can be re-written in the form
〈R2n〉 ' C
µ2n+c+2
(2n)c (2n+ 1)! (5.94)
where we used the well-known asymptotic [178]
Γ(m+ a)
Γ(m)
' ma when m→∞
The asymptotics (5.93) and (5.94) would agree if
2n+3
pi2n+2
√
pin =
C
µ2n+c+2
(2n)c
We get µ = pi/
√
2 by matching the dominant exponential factors. Matching then the sub-
leading algebraic factors we get c = 1/2. Matching finally the amplitudes yields C = 25/4pi.
Therefore in two dimensions
N ' 25/4pi
√
R e−piR/
√
2 when R→∞ (5.95)
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Figure 5.3: (Color online) Plot of Gn ≡ (2n)
2〈R2n〉
〈R2n+2〉 for the hard sphere gas in d = 1, 2, 3.
Using Eq. (5.97) we extract the controlling exponential factor e−µdR of the density profile
at large R and we confirm that µd =
pi
2
√
d in d = 1, 2, 3.
The asymptotics in one and two dimensions make plausible that the controlling exponential
factor in higher dimensions is
N ∼ exp
{
−pi
√
d
2 R
}
(5.96)
Thus N ∼ e−µ3R with µ3 = 12pi
√
3 + 2.720699 in three dimensions. To extract µ3 we
proceed as follows. Using Mathematica, we have determined the exact values of the moments
〈R2n〉 = M2n,0 up to 〈R1000〉 in three dimensions. Hence we can compute the ratio of
consecutive terms and compare the outcome with the prediction of Eq. (5.91). The latter
becomes (in three dimensions)
〈R2n〉
〈R2n+2〉 '
(µ3)
2
(2n+ c+ 3)(2n+ c+ 4)
(5.97)
Thus the quantity Gn ≡ (2n)2〈R2n〉/〈R2n+2〉 should converge for n → ∞ to (µ3)2 =
3pi2/4 + 7.402203. This is indeed in excellent agreement with our findings (Fig. 5.3).
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5.7.4 Correlations
As in the one-dimensional case, both in two and three dimensions there are correlations
between the position and the speed of the impurity particle. In this subsection, we present
a few results for the three-dimensional case. One can compute 〈RiV j〉 for even i and
arbitrary j. For instance
〈R2V 2〉
〈R2〉〈V 2〉 =
13
9
,
〈R2V 4〉
〈R2〉〈V 4〉 =
17
9
,
〈R4V 2〉
〈R4〉〈V 2〉 =
991
495
etc. suggesting again that the inequality
〈RiV j〉
〈Ri〉〈V j〉 > 1 (5.98)
is valid for all i, j > 0. One can compute the left-hand side of Eq. (5.98) for arbitrary j and
sufficiently small i:
〈R2V j〉
〈R2〉〈V j〉 = 1 +
2
9
j (5.99a)
〈R4V j〉
〈R4〉〈V j〉 = 1 +
208
495
j +
4
99
j2 (5.99b)
〈R6V j〉
〈R6〉〈V j〉 = 1 +
27074
45549
j +
236
2169
j2 +
40
6507
j3 (5.99c)
For instance, let us establish (5.99a). First, we specialize (5.83) to d = 3 and i = 2 to
yield
(j + 2)M2,j = j(j + 2)M2,j−1 + 2M0,j+1 (5.100)
Using (5.84) and setting d = 3 we get M0,j+1 =
1
2(j + 3)! and therefore (5.100) becomes
M2,j = jM2,j−1 + (j + 3)(j + 1)! (5.101)
The form of this recurrence suggests to seek M2,j in the form M2,j = j!Nj . This transfor-
mation leads to
Nj = Nj−1 + (j + 3)(j + 1) (5.102)
Solving recurrence (5.102) subject to the ‘initial’ condition N0 = 3 [this condition ensures
that M2,0 = 〈R2〉 = 3] we obtain
Nj = 3 +
j∑
l=1
(l + 3)(l + 1) =
1
6
(j + 1)(j + 2)(2j + 9)
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Since 〈R2V j〉 = M2,j = j!Nj = 16(j + 2)!(2j + 9) and 〈R2〉〈V j〉 = 3M0,j = 32(j + 2)!, we
have
〈R2V j〉
〈R2〉〈V j〉 =
1
6(j + 2)!(2j + 9)
3
2(j + 2)!
= 1 +
2
9
j
thereby establishing (5.99a). Using similar reasoning we have derived (5.99b)–(5.99c), as
well as analogous results (5.81) in one dimension.
The ratios (5.99a)–(5.99c) suggest that∫ ∞
0
dRR2+2iF (R, V ) = e−V Pi(V ) (5.103)
with Pi(V ) being a polynomial of V of degree i. We already know that P0(V ) = 1/2 in
three dimensions. (Generally P0(V ) = 1/(d − 1)!.) Using (5.99a)–(5.99c) we arrive at the
following explicit results for the polynomials Pi(V ) with i = 1, 2, 3:
P1(V ) =
1
2
+
1
3
V
P2(V ) =
17
18
+
34
27
V +
10
27
V 2
P3(V ) =
457
162
+
457
81
V +
266
81
V 2 +
140
243
V 3
(5.104)
5.7.5 Monoatomic gas
In the case when the particle-atom interaction has a power law tail (5.28) in the small
separation limit, the joint distribution approaches a scaling form
f(r, v, t) = (Ωd)
−2
(
τΛ
√
T t
)−d
F (V,R) (5.105)
with scaled spatial and velocity variables
R =
r√
T t
, V =
v
τΛ
(5.106)
The analog of equation (5.65) reads
(1 + Λ)dF + RFR + ΛV FV + V
−γ [(d− γ)FV + V FV V ]
+ D V
d
(
d− 1
R
FR + FRR
)
= 0 (5.107)
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Here D is a numerical factor which quantifies diffusion in the Lorentz gas where the particle-
scatters interaction is given by (5.28).
Multiplying equation (5.107) by Ri+d−1V j+d−1 and integrating we arrive at the moment
relations
(i+ Λj)Mi,j = j(j + d− 1− γ)Mi,j−1−γ
+ D i(i+ d− 2)
d
Mi−2,j+1 (5.108)
To the best of our knowledge, the value of the numerical constant D is not known.
5.8 Joint Distribution
Here we derive the announced results (5.66)–(5.67) by employing an approach based on the
combination of the Laplace and Fourier transforms. It proves easier to deal with original
kinetic equations (5.61) rather than with its scaled version. As a bi-product, we can also
see that the solution approaches the scaling form.
We begin again with the one-dimensional setting and show that the Laplace and Fourier
transforms allow one to solve Eq. (5.55) for an arbitrary initial velocity distribution. Then
we generalize to higher dimensions.
5.8.1 One Dimension
It is convenient to study Eq. (5.55) on the entire line −∞ < x < ∞ while for the velocity
will be taken positive, 0 ≤ v < ∞, as previously. Performing the Laplace transform in the
v variable and the Fourier transform in the x variable, we find that the transformed joint
distribution
g(q, k, τ) =
∫ ∞
−∞
dx eiqx
∫ ∞
0
dv e−vk f(x, v, τ) (5.109)
satisfies
∂g
∂τ
+
(
k2 −Q2) ∂g
∂k
= −k g, Q2 ≡ q
2
4ρ2T
(5.110)
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This linear hyperbolic partial differential equation can be solved using the method of char-
acteristics. The characteristics are the curves in the (k, τ) plane which are found from
dk
dτ
= k2 −Q2 (5.111)
Solving this differential equation we get
k = −Q coth[Q(ξ + τ)] (5.112)
where ξ parameterizes different characteristics. Along a characteristics, that is keeping ξ
fixed, the governing equation (5.110) becomes
dg
dτ
∣∣∣
ξ=const
= −k g (5.113)
Using (5.112) we express k via ξ and τ , so that Eq. (5.113) becomes
dg
dτ
= Q coth[Q(ξ + τ)]g (5.114)
whose solution reads
g = sinh[Q(ξ + τ)]G(ξ) (5.115)
Specializing (5.112) and (5.115) to τ = 0 we get
g0(k,Q) = sinh(Qξ)G(ξ), k = −Q coth(Qξ)
so that
G(ξ) =
g0[−Q coth(Qξ), Q]
sinh(Qξ)
(5.116)
Combining (5.115)–(5.116) we arrive at the exact solution for the transformed joint distri-
bution
g =
sinh[Q(ξ + τ)]
sinh(Qξ)
g0[−Q coth(Qξ), Q] (5.117)
Using (5.112), we massage the ratio and rewrite the argument of g0 to transform (5.117)
into
g =
1
cosh s+ kQ sinh s
g0
(
k +Q tanh(s)
1 + kQ tanh(s)
, Q
)
(5.118)
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where we have used the notation s = Qτ which has been used previously, e.g. in (5.79).
This exact solution is valid for any initial distribution
g0(k, q) =
∫ ∞
−∞
dx eiqx
∫ ∞
0
dv e−vk f(x, v, τ = 0) (5.119)
Consider now the simplest initial velocity distribution
f(x, v, τ = 0) = δ(x) δ(v) (5.120)
which corresponds to the initially stationary particle at the origin. The governing equation
Eq. (5.55) is formally applicable if v  √T (since the simplification of the collision integral
in Eq. (5.1) leading to Eq.(5.55) is valid only under this condition), but we are now more
concerned with finding the simplest solution, in addition the initial condition is asymptot-
ically irrelevant. For the initial condition (5.120) we get g0 = 1 and the transformed joint
distribution becomes
g =
1
cosh s+ kQ sinh s
, s = Qτ = q
√
T t (5.121)
The dependence on k in (5.121) is very simple, so we perform the inverse Laplace
transform and obtain
f(x, v, τ) =
∫ ∞
−∞
dq
2pi
e−iqx
s e−V s coth s
τ sinh s
Note that the above formula already has the scaling form (for the initial condition (5.120)
the scaling form establishes instantaneously). Extending the variable V to the whole axis
(this amounts to replace V → |V | and divide by 2) and re-writing the distribution in the
manifestly scaling form (f(x, v, τ) = F (X,V )4v∗x∗ , see (5.56)) we get
F (X,V ) =
∫ ∞
−∞
ds
pi
e−isX
se−V s coth s
sinh s
(5.122)
Integrating in velocity, N(X) =
∫∞
0 dV F (X,V ), we arrive at the announced result (5.68).
We could not compute the integral (5.122) in a closed form, so we determined it numer-
ically. The results of the numerical integration (Fig. 5.4) are in excellent agreement with
the results of direct simulations (Fig. 5.1). The excellent agreement between theory and
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simulations is further shown in Fig. 5.5; it provides further verification of our simulation
scheme and demonstrates again that the replacement of the convection term by effective
diffusion is indeed asymptotically exact.
0 1 2 3 4 5 6
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
V
X
Figure 5.4: (Color online) Contour-plot (left panel) and 3D-plot (right panel) of the joint
distribution function F (X,V ) for the 1d hard-sphere gas, Eq. (5.122).
5.8.2 Higher Dimensions
The joint distribution f(r,v, τ) is isotropic in r and v. It is convenient to explicitly assume
the latter, so we want to find f(r, v, τ). We define the Laplace-Fourier transform of this
distribution through
g(q, k, τ) = Ωd
∫
dr eiq·r
∫ ∞
0
dv vd−1 e−vk f(r, v, τ) (5.123)
We limit ourselves to the hard-sphere interaction. Applying the Laplace-Fourier transform
to (5.61) we obtain
∂g
∂τ
+
(
k2 −Q2) ∂g
∂k
= −dk g (5.124)
where we have used the short-hand notation
Q2 =
q2
d(2Aad−1ρ)2T
≡ q · q
d(2Aad−1ρ)2T
The characteristics curves in the (k, τ) plane are defined by the same equation (5.111) as
in one dimension, while instead of (5.113)–(5.114) we get
dg
dτ
∣∣∣
ξ=const
= −dk g = dQ coth[Q(ξ + τ)]g
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Figure 5.5: (Color online) Values of F (X,V ) for the 1d hard-sphere gas along. (left panel)
the lines of fixed V = 0.0035, 1, 2, 3, 4 and (right panel) the lines of fixed X = 0.0035, 1, 2, 3.
The continuous lines are obtained from the numerical simulations (see Sec. 5.9) while the
symbols represent the values obtained by computing the integral (5.122).
Integrating we find
g = (sinh[Q(ξ + τ)])dG(ξ)
while the general solution
g(k, q, τ) =
(
cosh s+
k
Q
sinh s
)−d
g0
(
k +Q tanh(s)
1 + kQ tanh(s)
, Q
)
with s = Qτ . For the simplest initial velocity distribution
f(r,v, τ = 0) = δ(r) δ(v) (5.125)
the general solution simplifies to
g =
(
cosh s+
k
Q
sinh s
)−d
(5.126)
As a check of this result we set q = 0. Then s = Qτ = 0 and limQ→0Q−1 sinh s = τ , so that
Eq. (5.126) becomes g(k, q = 0, τ) = (1 + τk)−d which is exactly the Laplace transform of
the velocity distribution [see (B.28)].
Thus the joint distribution is the inverse Laplace-Fourier transform of (5.126). Per-
forming the inverse Laplace transform of (5.126) in k is easy. Therefore the final answer
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is the inverse Fourier transform. Re-writing the result in the scaling form we arrive at the
announced scaled joint distribution (5.66). Similarly we obtain (5.67).
Equations (5.66) and (5.67) involve integrals of the kind
J(R) =
∫
ds e−i
√
d s·R Φ(s) (5.127)
The integral J(R) is actually rotationally invariant, J(R) = J(R), which becomes clear
by noting that we can simultaneously rotate R and s. Using spherical coordinates we
write ds = Ωd−1(sin θ)d−2sd−1ds dθ where θ is the angle between s and R (that is, we have
s ·R = sR cos θ). This allows us to reduce the d−fold integral (5.127) to the double-fold
integral
J(R) = Ωd−1
∫ ∞
0
ds sd−1 Φ(s)
∫ pi
0
dθ (sin θ)d−2 e−i
√
d sR cos θ
The integral in θ is computable, so one actually reduces (5.127) to a single integral.
For example in two dimensions we have
F (R, V ) = 2
∫ ∞
0
ds s3
J0(
√
2sR)
(sinh s)2
e−V s coth s (5.128)
and
N(R) = 2
∫ ∞
0
ds s
J0(
√
2sR)
(cosh s)2
(5.129)
while in three dimensions we obtain
F (R, V ) =
3
piR
∫ ∞
0
ds s4
sin(
√
3sR)
(sinh s)3
e−V s coth s (5.130)
and
N(R) =
6
piR
∫ ∞
0
ds s
sin(
√
3sR)
(cosh s)3
(5.131)
Computing the integral on the right-hand side of (5.131) we arrive at the announced result
(5.69). The integrals defining the joint distribution in d = 2, 3 (Eq.(5.128)–(5.130)) were
evaluated numerically and the resulting distributions are qualitatively similar to the one
shown in Fig. 5.4 for the 1d case.
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5.9 Numerical Simulations
In order to verify our theoretical results we have used different types of numerical simula-
tions.
The most straightforward numerical approach to check our theoretical results would be
to perform a full molecular dynamics (MD) simulation. We are interested, however, in the
evolution of a single particle in a gas of background atoms. The MD simulations are very
inefficient to study such a situation since they keep track and update the positions and
velocities of all the background atoms that are unnecessary to compute the quantities of
interest. Whenever possible we turn to less costly computational method.
For the hard sphere gas in one and two dimensions, the in-homogeneous Boltzmann
equation was simulated by stochastically updating the velocity and positions of 106 and 108
particles respectively. A particle with velocity v travels for a time ∆t from the last collision
covering a distance v∆t before colliding with a background atom with velocity u. At the
instant of collision the particle’s velocity changes. Thus the update rules are:
tn+1 = tn + ∆tn (5.132a)
rn+1 = rn + vn∆tn (5.132b)
vn+1 = vn + 2e[(u− vn) · e] (5.132c)
Under the assumption already used in writing down the Lorentz-Boltzmann equation,
the quantities ∆t,u, e are random variables whose distributions need to be specified in order
to have a complete description of the temporal evolution. The velocity update rule (5.132c)
can be understood by analyzing the collisions in the reference frame of the background atom
(which in our case coincides with the center of mass reference frame). The key feature of
the hard-sphere interaction is that the collision rate is proportional to the absolute value
of the relative velocity g, so that the particle more often collides with atoms moving in
direction opposite to its own.
The random variable ∆t is the first collision time which is distributed according to a
Poisson process. This can be understood in the following way. The particle can collide
109
with any background atom. The probability that the particle has not collided with the
background atom ith up to time t is called Si(t). The survival probability Si(t) is decaying
in time and satisfies a very simple differential equation:
∂Si(t)
∂t
= −ri Si(t), ri ∼ |v − ui| (5.133)
The rate of collision, ri, is proportional to the absolute value of the relative velocity with
respect the ith atom. The probability that the particle has not collided with any atom up
to time t is S(t) =
∏N
i=1 Si(t), where N is the total number of background atoms. Using
Eq. (5.133) and the definition of S(t) we obtain
∂S(t)
∂t
= −r S(t), r =
N∑
i=1
ri (5.134)
whose solution is a simple exponential decay with rate r. Note that S(t) is also the prob-
ability that the first collision happens at time t, i.e. S(t) is the distribution of the first
collision time. Reintroducing the dependence on the particle velocity explicitly we obtain
the probability P (∆t|v) that the particle with velocity v collides for the first time at time
∆t:
P (∆t|v) = r(v) exp(−r(v)∆t) (5.135a)
r(v) =
N∑
i=1
ri(v) = 2aρ 〈|v − u|〉u (5.135b)
Here 〈(·)〉u denotes the average over the velocity distribution of the background atoms, a is
the radius of the hard-spheres and ρ is the number density of background atoms. The last
equality in (5.135b) has been specified for the two-dimensional case.
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The probability of making the first collision with the ith atom is 7
ri(v)
r(v)
=
|v − ui|
N〈|v − u|〉u (5.136)
This equation can be understood in the following way. If it was equally likely to collide with
any atom only the factor 1/N would appear in Eq. (5.136). The correction ( |v−ui|〈|v−u|〉u ) in
Eq. (5.136) to this simple behavior describes the fact the the particle collides preferentially
with atoms moving in direction opposite to its own. It is worth noting that this correction
approaches 1 if v  〈u〉.
The calculation of the total rate is difficult in any dimension d > 1. It can be approxi-
mated by
〈|v − u|〉u ∼ |v|+ 〈|u|〉u ∼ |v|+
√
T (5.137)
Only the limiting behavior for v  √T and v  √T of Eq. (5.137) are important. We are
interested in the large time limit when v  〈u〉 and r(v) ∼ N |v|. Equation (5.137) correctly
reproduces this limit. Moreover, Eq. (5.137) ensures that a particle with an unexpected low
velocity (in the extreme case v = 0) will collide with a background atom with a rate
proportional to the thermal velocity of the background gas.
Using (5.135a)–(5.137) one computes the collision time ∆t. Then a background veloc-
ity u is generated from the Maxwell-Boltzmann distribution (5.2) and it is accepted with
probability |v−u|〈|v−u|〉u (see Eq. (5.136)). Finally the random variable e is generated from the
distribution (5.13).
The velocity distribution is in excellent agreement with the exponential scaling form.
The density profiles are shown in Fig. 5.6. In one dimension, there is a perfect agreement
with the theoretical prediction, Eq. (5.68). In two dimensions, the numerical simulation
7Since we are only interested in the first collision time, ∆t, this problem can be conveniently thought as
a decay process. When the particle with velocity v collides with a background atom its velocity changes
and the particle “decays.” Each background atom provides a decay channel described as a Poisson process
with rate proportional to the absolute value of the relative velocity. The first collision time (i.e. decay
time) is distributed as a Poisson process with a rate equal to the sum of the rates of the different channels
(Eqs. (5.135a)–(5.135b)). Moreover the probability of decaying in any channel is given by the ratio of the
rate for that channel over the total rate (Eq. (5.136)).
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correctly reproduces the known values for the moments 〈R2n〉 (see Table 5.1) and agrees
with the prediction (5.96) for the tail.
In the one-dimensional case, every velocity distribution of the background atoms is
stationary (since in a two-body collision the atoms merely exchange their velocities). In
particular it is possible to chose a uniform velocity distribution for −umax < u < umax.
In this case the total rate (Eq. (5.135b)) can be calculated exactly and Eq. (5.136) can
be enforced very efficiently. In this situation we were able to stochastically update the
velocity and positions of 108 particles which allowed us to simulate the joint distribution
F (X,V ) (see Fig. 5.1). It is interesting to note how the exponential character of the speed
distribution F (V ) is also present for F (V,X = 0). In the same way the character of the
density distribution N(X) persists for F (V = 0, X). In the contour-plot (top panel of
Fig. 5.1) we observe that the equiprobability line always cross the V -axis perpendicularly
while they cross the X-axis at acute (obtuse) angle for X < Xc (X > Xc) where Xc ∼ 0.8.
This has the consequence that for any given velocity the maximum probability is always
at X = 0 (green line in Fig. 5.1) while for fixed X the maximum probability is at V = 0
only for X < Xc (blue line in Fig. 5.1). The numerical result clearly show the lack of
factorization: The joint distribution F (X,V ) is not a product of functions of X and V .
In two dimensions, we have also used a “brute-force” molecular dynamics simulations
to investigate the case when the atoms interact between themselves and with the particle
through the potential U ∼ r−λ. This simulation schemes is much more time-consuming
than the stochastic update of the position and velocity of the particle. For this reason we
were able to simulate only 104 particles. This is sufficient to check the scaling of the average
velocity and displacement with time, but does not allow us to check the full distribution.
In our system the background atoms are affected by other atoms and insensitive to the
presence of the particle; the particle is affected by the atoms. Computationally this property
is implemented in a simple way. At each time step of the molecular dynamic simulation we
calculate the total force acting on a background atom summing only the contributions from
the other atoms (no contribution from the particle). The total force acting on the particle
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is obtained summing all the contributions from the atoms.
Numerically it is convenient to simulate many independent particles in the same back-
ground gas of atoms. Usually, even if the particle-particle potential is set to zero, particles
interact indirectly via the background gas. In our case, the particles do not affect the
background atoms and are totally independent from each other. We have simulated 104
independent particles in the same background gas of 5 ·103 atoms. For the reason explained
before this simulation scheme is equivalent to 104 runs of a single particle in a background
gas of 5 · 103 atoms.
The equations of motion have been numerically integrated using the velocity-Verlet
algorithm [179]. The time-step of the numerical integration was reduced during the time
evolution in order to keep the average particle’s displacement during a single time step
constant and smaller than the mean free-path of the gas. The initial positions of the
background atoms and of the particles were randomly drawn from the uniform distribution
inside the simulation box with periodic boundary conditions. The initial velocity of the
particles were drawn from the distribution δ(v − v0)/2pi while the initial velocity of the
atoms were generated from the Maxwell-Boltzmann distribution and were rescaled in order
to ensure that the total energy (∼ T ) of the background gas had a fixed value.
The results of different simulations at fixed density and fixed interaction exponent are
shown in Fig. 5.7; these results are in excellent agreement with theoretical predictions.
Finally, the quasi-recurrent relation (5.108) has been iteratively solved (as shown in
Fig. 5.2 and explained in the text) using Mathematica. This has allowed us to calculate
exactly the moments of the spatial distribution 〈R2n〉 up to n = 500 for the hard sphere
gas in d = 1, 2, 3. In Fig. 5.3 we show the ratio (2n)2〈R2n〉/〈R2(n+1)〉 which allows us to
extract the asymptotic exponential decay of the density distribution.
5.10 Summary
We have analyzed the behavior of a very light particle in an equilibrium background gas.
We have shown that in the long-time limit, the average particle displacement grows linearly
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Figure 5.6: (Color online) Density profile for the hard sphere gas vs. the rescaled variable
R = r/
√
Tt. The numerical simulations in d = 1, 2 (red squares and blue triangles, re-
spectively) are compared with the theoretical predictions (continuos red and dashed blue
line, respectively), Eq. (5.68) and Eq. (5.129) (integrated numerically). The theoretical
prediction for d = 3 (dot-dashed green line), Eq. (5.69), is also shown.
with time and proportionally to the thermal velocity of the background atoms — the density
of the gas, the size of atoms, and the details of the interaction between the particle and
the atoms do not affect the asymptotic. The average particle velocity also grows in a
rather universal way and the scaled velocity distribution approaches a scaling form which
is generically non-Gaussian (the only exception is when the particle-atoms interaction is
described by a Maxwell potential).
For the hard-sphere particle-atom interaction in arbitrary dimensions, we have com-
puted the asymptotically exact velocity distribution, position distribution and joint velocity-
position distribution. The most complete results for the joint distribution have been derived
using a combination of Fourier and Laplace transforms.
In one dimension, we have also determined the probability density for the particle dis-
placement using a less standard moment approach. Specifically, we have guessed an exact
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Figure 5.7: (Color online) Average particle velocity and displacement in two dimensions.
(left panel) The particle-atom interaction potential diverges as U ' r−λ for r → 0 and the
density of the background gas is ρ = 25%. The slopes of the fitting curves (dashed lines) are
0.5, 0.66, 0.74, 0.79 (bottom to top), all in excellent agreement with the theoretical prediction
λ/(λ+ 2). The solid black line has slope 1 and it is a guide for the eye. (right panel) The
interaction exponent is fixed λ = 8 and the density is varying. The slope of the fitting
curves (dashed lines) is Λ = 0.79 in all cases, while the intercepts are b = 0.79, 1.60, 2.41
(bottom to top). Note these values are in the ratio 1 : 2.02 : 3.05 in excellent agreement
with the theoretical prediction (5.26) bi/bj = (ρi/ρj)
Λ which gives 1 : 2.08 : 3.03. The solid
line has slope 1 and it is a guide for the eye.
expression for the moments 〈r2n〉, which we verified by exact (Mathematica–assisted) cal-
culations of the moments up to 〈r1000〉, and we found the probability density that results
in these moments. We have also guessed an exact expression for the moments 〈r2n〉 in two
dimensions and we have confirmed to the same depth as in one dimension. Further, we have
used the moments to establish the large displacement tail of the probability density and to
study the correlations between the velocity and displacement of the particle.
Our theoretical predictions are in perfect agreement with the numerical simulations
providing strong evidence that our simulation scheme is correct and that the simplification
of the collision integral and the replacement of the convective term by effective diffusion
are indeed asymptotically exact in the limit when the particle velocity greatly exceeds the
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thermal velocity of atoms.
The Lorentz model was originally suggested [101–103] as an idealized model of electron
transport. Quantum mechanics is of course essential for this problem. In the context of
the quantum particle in a container of fixed volume with boundaries deforming in a chaotic
manner (a stochastic model for Fermi’s acceleration of the quantum particle), some mostly
numerical work has been done (see e.g. [180]). A quantum linear Boltzmann equation that
probably can be used as a mathematical framework of the quantum version of our model
has also been studied (see [116] and references therein). An interesting extension of the
present Chapter is to analyze the quantum version of our model.
Chapter 6
Results: Universal Energy Fluctuations in
driven closed systems
When an isolated system is brought in contact with a heat bath its final energy is random
and follows the Gibbs distribution – a cornerstone of statistical physics. The system’s en-
ergy can also be changed by performing non-adiabatic work using a cyclic process. Almost
nothing is known about the resulting energy distribution in this setup, which is especially
relevant to recent experimental progress in cold atoms, ions traps, superconducting qubits
and other systems. In this Chapter we show that when the non-adiabatic process com-
prises of many repeated cyclic processes the resulting energy distribution is universal and
different from the Gibbs ensemble. We predict the existence of two qualitatively different
regimes with a continuous second order like transition between them. We illustrate our
approach performing explicit calculations for both interacting and non-interacting systems.
The content of this Chapter has already been published in [53].
6.1 Introduction
Understanding equilibrium and non-equilibrium properties of thermally isolated systems
has become a forefront of research due to experimental developments over the past decade,
particularly in cold atom systems [1], trapped ions [181], and nuclear spins [182] and su-
perconducting qubits [183]. In these systems the coupling to external dissipative degrees of
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freedom is strongly suppressed and irrelevant on accessible time scales. These systems pro-
vide a new and very clean playground where one can investigate fundamental questions in
statistical and quantum physics. Moreover, they point to new practical applications, in par-
ticular in the context of quantum information. The experimental studies inspired intensive
theoretical research on a variety of topics. These include equilibration in isolated systems
initially driven out of equilibrium by a sudden change in a coupling constant (a quench);
defect (or energy) generation during slow nearly adiabatic processes in gapless phases or
near singularities, such as quantum phase transitions (for a review see Refs. [28, 184]); non-
equilibrium quantum phase transitions in the presence of 1/f noise [185]; and many more.
In this Chapter, we consider the energy distribution of a thermally isolated system
following a non-adiabatic process. Consider two setups where the energy of an isolated
system is changed. In the first, the system is brought into contact with a heat bath until
equilibration and then disconnected from it - similar to an oven. In the second the energy
of the system is increased due a non-adiabatic change of some external parameter(s) - much
like a microwave. The two setups are illustrated schematically in Fig. 6.1. Our interest is in
the energy distribution of each of the systems at the end of the process. For the first setup
the result is well-known and corresponds to the classic heating mechanism which can be
found in any book on thermodynamics (see e.g. Ref. [186]). If, as usual, the bath is large
compared to the system then the energy distribution of the system becomes Gaussian, with a
canonical width uniquely determined by the fluctuation-dissipation relation: δE2 = T 2Cv,
where T is the temperature and Cv is the specific heat. This relation is valid for both
quantum and classical systems and is independent of the details of the interactions between
the system and the bath. Now, consider a second setup where the energy of the system
is changed due to a non-adiabatic variation of an external parameter (say, the electro-
magnetic field in the case of a microwave or the motion of the piston in Fig. 6.1). This type
of heating also inevitably leads to an uncertainty in the final energy of the system. While
it is known that the energy changes in the system obey, even beyond linear response, the
recently discovered fluctuation theorems (see for example, [30, 33, 125]) very little is known
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Figure 6.1: Two methods for changing the energy of a system. Schematic comparison
between the usual thermal heating (traditional oven, top) and an energy increase due to
non-adiabatic work (microwave oven, bottom). On the right of each case we present a
schematic picture of the resulting energy distribution.
about the resulting energy distribution in this case [187]. In a large macroscopic system
the energy distribution is expected to be very narrow and the relative energy fluctuations
negligible. But in small or mesoscopic systems, which are of primary experimental interest
(see e.g. Ref. [1]), the fluctuations can be large and important. Fundamental questions
are unanswered: Which features of the energy distribution are universal and which features
depend on details of the system and driving protocol? To what extent can the width of
the distribution be controlled? For example, can one dynamically increase the energy of an
isolated system without increasing the uncertainty in the final energy? Can the fluctuation-
dissipation relations, which determine the energy width in the oven-like setup, be extended
to the microwave-like setup?
We begin to address such questions. Specifically, we study a thermally isolated system
undergoing a repeated cyclic process, whereby some external parameter λ in the Hamil-
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tonian is changed in time and returns to its original value at the end of each cycle, see
Fig. 6.1. We show that under generic assumptions of (i) small work per cycle and (ii) ab-
sence of correlations between cycles (see detailed discussion in Sec. 6.3) the variance of the
energy distribution σ2(E) at energy E assumes a particularly simple form to leading order
in 1/N , where N is the number of degrees of freedom in the system. It depends only on the
microcanonical temperature β(E) = ∂E ln Ω(E) where Ω(E) is the density of states, and on
the average energy change in a cycle at energy E, A(E):
σ2 (E) = σ20
A2 (E)
A2 (E0)
+ 2A2 (E)
∫ E
E0
dE′
A2 (E′)β (E′)
. (6.1)
Here E0 is the initial energy of the system and σ
2
0 is the initial variance. This equation is
the main result of this Chapter.
The result (6.1) follows from integrating a Fokker-Planck equation which describes the
time evolution of the energy distribution P (E, t) (see Sec. 6.3 and Sec. 6.4 for details):
∂tP = −∂E(A(E)P ) + 1
2
∂EE(B(E)P ). (6.2)
The change of the energy distribution in one cycle of the protocol is obtained by integrating
this equation over the duration of the protocol, set for simplicity to be unity. Within
this choice A(E), B(E) represent the average work per cycle and its variance respectively:
A = 〈w〉 and B = 〈w2〉c. Here the angular brackets denote averaging over realizations of
the cycle starting from a fixed initial energy.
In general A(E) and B(E) are protocol dependent functions and are a priori independent
from each other. However, since the system is thermally isolated its time evolution is
governed by Hamilton’s equations of motion in the classical case and the Schroedinger
equation in the quantum case. This puts strong constraints on the relation between A(E)
and B(E) similar to the Einstein fluctuation-dissipation relations between drift coefficient
(mobility) and diffusion in open systems [97]. In particular, we find
βB = 2A− ∂EB = 2A+O(N−1). (6.3)
For interacting systems with many degrees of freedom the second term on the RHS of this
equation is a 1/N correction which can be neglected. This term can be important though in
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mesoscopic or integrable systems. Eq. (6.3) was previously suggested for classical systems
in Ref. [188–190]. The fluctuation-dissipation relation (6.3) is derived within a small work
assumption (explicitly β(E)2〈w3〉c  A(E), where 〈w3〉c is the third cumulant of the work,
and A(E)  TCv, see Secs. 6.3 and 6.4). As we will show below Eq. (6.3) holds for a
very wide class of classical and quantum systems starting from noninteracting particles in
a time dependent cavity to fully interacting spin systems. The main result of this Chapter
Eq. (6.1) is a direct consequence of this relation (see Sec. 6.3).
Several interesting consequences follow from Eq. (6.1): (i) When A(E) is constant the
energy width depends only on β(E), and not on the amplitude of the drive or other details
of the driving protocol. (ii) When A(E) is not constant, depending on the functional form
of A(E) and β(E), the variance of the distribution can be larger and surprisingly, even
smaller than the width of the equilibrium Gibbs distribution at the same mean energy.
In fact, σ2(E)/σ2eq(E) can be made arbitrarily small by a proper choice of A(E). (iii)
When A is a function of the energy density u = E/N (with a possible extensive energy
independent prefactor like the total number of particles), we have σ2(E) ∼ O(N), scaling
as in equilibrium. For a single quench this result was noticed e.g. in Ref. [191]. Here we
show that it remains valid after many quenches. (iv) The dependence of σ2 on E displays
two qualitatively distinct behaviors with increasing E, depending on whether the integral
in Eq. (6.1) diverges or converges as E →∞.
To illustrate the distinct behaviors associated with point (iv) above we consider the
generic case where β ∝ E−α, which is the case for phonons, superfluids or other systems
with Goldstone bosons, Fermi liquids, ideal gases and others. Moreover we measure time
in units of the number of cycles carried out (in what follows we will use time and number
of cycles interchangeably) and assume a simple power law behavior for A(E):
∂tE = A(E) = cE
s . (6.4)
As will become clear below the two regimes exist even in cases when A(E) and β(E) are
not power laws. The values of α are constrained by simple thermodynamic arguments to
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0 < α ≤ 1: the lower bound is required by positivity of the specific heat and the upper
bound assures that the entropy (S(E) ∝ E1−α) is an increasing unbounded function of the
energy. To prevent the system’s energy from diverging in a finite time we require s ≤ 1 (as
follows from integrating Eq. (6.4)).
For simplicity we also assume σ0(E0) = 0 and compare the width to the equilibrium
canonical width σ2eq = −∂βE ∼ E1+α/α. In this case the system displays a transition
between two behaviors as the functional form of A(E) is changed. This transition is contin-
uous and is characterized by a diverging time-scale needed to reach the asymptotic regime.
Specifically, depending on the sign of η = 2s− 1−α, Eq. (6.1) implies: (i) When η < 0 the
width is Gibbs-like with σ2/σ2eq → 2α/|η|, i.e. the ratio σ2/σ2eq asymptotically approaches
a constant value that can be either larger or smaller than one. Note that smaller widths
correspond to protocols with large and negative s, i.e. to protocols where A(E) is a strongly
decreasing function of energy. (ii) A second run-away regime occurs when η > 0. Here the
width increases with a higher power of energy than the canonical width: σ2/σ2eq ∼ Eη. The
resulting distribution is significantly wider than the canonical one. Given the constraint
on the value of s, this regime can only be reached if α < 1, in particular this regime is
unreachable for a classical ideal gas. The transition between the Gibbs-like and run-away
regimes occurs when η = 0 which implies σ2/σ2eq ∼ 2α ln
(
E
E0
)
. Close to this transition
when |η|  1, there is a divergent time scale (or number of cycles) required to reach the
asymptotic regime. This time scale can be obtained by combining Eq. (6.1) and Eq. (6.4),
see Table 6.1. The crossover from the Gibbs-like to the run-away regime is qualitatively
similar to a continuous phase transition, with the diverging time scale being analogous to
a divergent relaxation time (critical slowing down) in the equilibrium case. We summarize
our results, close to the transition, for the above choices of β(E) and A(E) in Table 6.1.
The qualitative difference between the two regimes can also be understood in terms of the
entropy of the distribution: S = −∑n ρn ln ρn, where ρn are the microscopic probabilities
to occupy different energy levels. Converting this sum into an integral over energies and
expanding the resulting expression up to 1/N corrections it is straightforward to check [192]
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Regime Condition Time Scale width
Gibbs-like η < 0
E1−s0
c
1
(1−s) exp[
1−s
|η| ]
σ2
σ2eq
∼ 2α|η|
run-away η > 0
E1−s0
c
1
(1−s) exp[
1−s
η ]
σ2
σ2eq
∼ 2αη
(
E
E0
)η
critical η =0 - σ
2
σ2eq
∼ 2α log
(
E
E0
)
Table 6.1: The classes of energy distributions. A summary of the results for A(E) = cEs,
β ∼ E−α with 0 < α ≤ 1, s ≤ 1 and η = 2s − 1 − α. The width specifies the asymptotic
value in units of the equilibrium width at the same mean energy. The time scale specifies
the characteristic “relaxation” time needed to reach the asymptotic regime.
that:
S(E)− Seq(E) = ln
(
σ(E)
σeq(E)
)
+
1
2
(
1− σ
2(E)
σ2eq(E)
)
,
where Seq(E) = ln(
√
2piσeq(E)Ω(E)) is the equilibrium canonical entropy. It is easy to see
that the correction to the equilibrium entropy is always negative except when the width of
the energy distribution coincides with the canonical width. In the Gibbs-like regime this
correction is a constant, while in the run-away regime it has an explicit energy dependence.
Note that under the assumptions used to derive our main result, the integral in Eq. (6.1)
can be rewritten in terms of Â(S) the average entropy change per unit of time (per-cycle),
where S = ln Ω(E). Using A(E) = Â(S)∂SE the nature of the transition between the two
regimes assumes an interesting physical interpretation. Specifically, the integral in Eq. (6.1)
becomes
∫
dS/Â2(S) showing that the Gibbs-like and (run-away) regimes correspond to the
entropy growing slower (faster) than time squared. This conclusion does not rely on any
assumptions about the specific functional form of β(E) and A(E).
6.2 Examples
First, we consider a system of non-interacting and weakly interacting particles in a deforming
cavity. Then we analyze a single particle in a harmonic potential, which is a part of a larger
system, and subject to a time-dependent external force. Two additional examples of a
classical one-dimensional XY-model and a quantum one-dimensional transverse field Ising
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model will be discussed in the Appendix C.
Single Particle in a deforming cavity: Let us first consider a very simple system - a
single particle bouncing elastically in a cavity. When the cavity is stationary the energy of
the particle is conserved. If the cavity is chaotic there are no other conserved quantities so
that in the long-time limit the particle relaxes to a uniform position distribution and an
isotropic momentum distribution. We consider a process where the system is repeatedly
driven by deforming the cavity. At the end of each cycle the cavity comes back to its original
shape and the system is allowed to relax in the sense described above (see Fig.6.2). In this
setup the number of degrees of freedom N is given by N = 2d where d is the dimensionality
of the system. In a single collision with the moving wall the particle’s kinetic energy can
either increase or decrease. However, it will always increase on average and eventually the
particles velocity will become much greater than the velocity of the wall. Then the work per
cycle automatically becomes small and the conditions for the validity of the Fokker-Planck
equation are satisfied. This situation is similar to the situation discussed in Chapter 5.
If the cavity is deformed while keeping its volume fixed then a very simple behavior
emerges. In this case it has been shown [96, 175, 176, 193] that the particles velocity dis-
tribution becomes exponential irrespective of the container’s shape and the deformation
protocol, f(v, τ)dv ∼ e−v/τdv, where τ ∼ 〈u2〉t is proportional to time (number of cycles)
and to the second moment of the velocity of the wall. Moreover if the cavity is sufficiently
chaotic successive collisions are uncorrelated and the formalism holds even if the waiting
time between cycles approaches zero (see [96] for details). In this case the fundamental
equation for the energy distribution, P (E), assumes the Fokker-Planck form of Eq. (6.2)
with A(E) = cE1/2 and B(E) = c 4E3/2/(d + 1) where c contains information about the
mass of the particle, the area or volume of the container and the velocity of the moving walls
(see Ref. [96] for details). Using β(E) = (d − 2)/(2E) it is easy to verify that Eq. (6.3) is
exactly satisfied with the 1/N correction included. Therefore, in the large d-limit, Eq. (6.1)
holds, and we find σ2(E)/σ2eq(E) → 2, consistent with the exponents α = 1 and s = 1/2.
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Figure 6.2: A particle in a driven chaotic cavity. A single particle is bouncing in a deforming
cavity of constant volume. The driving protocol consists in repeatedly deforming the cavity
between the two shapes shown.
With the 1/N correction included we find:
σ2(E)
σ2eq(E)
=
2 + 3/d
1 + 1/d
. (6.5)
This result also follows from the exactly known single particle distribution [175]. This result
was also derived for a single light impurity moving in a background of heavy atoms (Lorenz
gas). In this case a full microscopic description based on a Lorentz-Boltzmann equation is
possible [52, 109].
Weakly-interacting particles: Extending the above example, consider n weakly interact-
ing particles in a deforming cavity so that N = 2nd. We assume that during each cycle the
particles can be treated as non-interacting, while between cycles the system rethermalizes
at a fixed total energy, so that the velocity distribution of the particles becomes Maxwell-
Boltzmann rather than exponential. A calculation similar to that of [96, 175] shows that
A(E) and B(E) have the same functional form as in the non-interacting case but with
different prefactors. Moreover both A(E) and B(E) become extensive and the constraint,
Eq. (6.3), is satisfied with the 1/N correction becoming negligible. Then Eq. (6.1) gives the
asymptotic result σ2(E)/σ2eq(E) → 2, consistent with the exponents α = 1 and s = 1/2.
This result is identical to the single particle result in the large N limit, despite the very
different single particle velocity distributions.
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In either noninteracting or interacting setups the two functions, A(E), B(E), can be
experimentally obtained by measuring the first two cumulants of the work distribution in
one cycle: 〈w〉 = A(E) and 〈w2〉c = B(E). Alternatively one can measure the average
energy and its variance versus time and determine A(E) and B(E) as the slopes of these
two functions respectively.
Single particle in a time-dependent potential: Next we consider a classical particle in a
harmonic trap, which is part of a larger system, e.g. a set of N identical particles, whose
details define Ω(E) and hence β(E). We assume that the coupling to the rest of the system
is weak and unimportant within the duration of a cycle, much like in the weakly-interacting
particle gas example above. In contrast with the previous example, this setup illustrates
driving a system with a local perturbation (which can, however, be applied independently
to many different particles). The particle’s energy ε between cycles is given by
ε =
1
2
kx2 +
1
2
mv2.
For simplicity we work in one dimension. For large N the probability distribution for (x, v)
before the drive is ρ(x, v) ∝ exp (−β(E)ε). We consider a driving process which consists of
an impulse of magnitude F (x) ∆t with ∆t short enough so that the particle’s position does
not change appreciably during the drive. This assumption also guaranties that the coupling
to the rest of the system is unimportant during a cycle. Under this impulse the velocity
changes according to v → v + F (x) ∆t. A,B are readily calculated and read
A =
m
2
〈
(F (x))2
〉
∆t2,
B =
m
β
〈
(F (x))2
〉
∆t2,
verifying fluctuation-dissipation relations (6.3). Taking β (E) ∝ E−α and F (x) ∝ xr we
find
A ∝ 〈x2r〉 ∝ r ∝ Eαr.
Using our previous convention, A ∝ Es, we see that s = αr. Different values of η =
2αr − 1 − α can be obtained using different impulse forces and systems. For example, for
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a system with α = 1/2, such as a Fermi liquid or a one-dimensional harmonic system, with
r = 1 we obtain η = −1/2 leading to the Gibbs-like regime with σ2/σ2eq = 2. When r = 3/2
we are at the critical regime η = 0. Finally for r = 2 we obtain η = 1/2 leading to the
run-away regime where σ2/σ2eq ∼ E1/2.
6.3 Simple Derivation
We now outline a particularly simple derivation of Eqs. (6.1) and (6.3). A more rigorous
derivation based on fluctuation theorems and the unitarity of the evolution is given in the
Sec. 6.4. Our process consists of many repeated cycles during which the control parameter
λ(t) is varied in time, returning to its initial value at the end of each cycle. We assume
that between the cycles the system reaches a steady state (or a diagonal ensemble [35] in
the quantum language) so that its state is fully characterized by its energy distribution. In
ergodic systems this requirement can be satisfied by waiting between cycles a time which
is longer than the relaxation time of the system. In non ergodic (integrable) systems this
can be achieved by having a long fluctuating time between cycles. This effectively leads
to an additional time averaging which is equivalent to the assumption of starting from a
diagonal ensemble. (For more details about relaxation to asymptotic states in integrable
systems see Ref. [28] and refs. therein). To make this discussion more concrete consider, for
example, a compression and expansion of the piston in Fig. 6.1 according to an arbitrary
protocol. The gas is allowed to relax between the cycles (when the piston is stationary)
at a fixed energy. For a weakly interacting ergodic gas such a relaxation implies that the
momentum distribution of individual particles assumes a Maxwell-Boltzmann form together
with a randomization of the coordinate distribution. For a noninteracting gas in a chaotic
cavity the relaxation implies conservation of the individual energies of each particle and
a randomization of the coordinates and directions of their motion. And finally for nonin-
teracting particles in a regular non-chaotic cavity the relaxation implies a randomization
of the coordinates within individual periodic trajectories. Therefore, in the beginning of
each cycle there are no correlations between positions and velocities of particles within the
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available phase space.
If we make an additional assumption about ergodicity then the system between the
cycles is fully described by the total energy. As we will see later, when we discuss spe-
cific examples, this assumption is not always necessary. Assuming that during each cycle
a small amount of work is carried out on the system the energy distribution P (E, t) can
be described by the Fokker-Planck equation (6.2) [186]. The easiest way to derive the
fluctuation-dissipation relation (6.3) is to note that under very general conditions the only
attractor of Hamiltonian dynamics is a flat probability distribution for the occupation of dif-
ferent microstates (see Ref. [188] for the classical case and Ref. [194] for the quantum case),
which is the maximum entropy state. Therefore the energy distribution which is propor-
tional to the many-particle density of states Ps(E) = CΩ(E) should be stationary under the
Fokker-Planck equation, implying that the current Js = −A(E)Ps(E) + 12∂E(B(E)Ps(E))
is a constant, which vanishes since Ps(E) = 0 for E below the ground-state energy. Finally
we use β(E) = ∂E ln Ω(E) to obtain Eq. (6.3). For a rigorous derivation of this result and
the range of its applicability see Sec. 6.4.
The relation (6.3) allows us to make general statements about the energy distribution.
In particular, the main result of the Chapter, Eq. (6.1), immediately follows from Eqs. (6.2)
and (6.3) to leading order in an expansion in 1/N . To see this we first multiply Eq. (6.2) by
E and E2 and integrate over all energies. In this way we obtain the differential equations
describing the time evolution of 〈E〉 and σ2 = 〈E2〉 − 〈E〉2, where angular brackets stand
for averaging over P (E):
∂t〈E〉 = 〈A(E)〉
∂tσ
2 = 〈B〉+ 2 (〈A(E)E〉 − 〈A(E)〉 〈E〉) .
These two equations can be combined into a single one:
∂σ2
∂〈E〉 =
〈B〉+ 2 (〈AE〉 − 〈A〉 〈E〉)
〈A〉 . (6.6)
If the energy distribution P (E) is narrow, as in the case of large systems, we can evaluate the
averages above using a saddle-point approximation and Eq. (6.3). Then to order O(N−1)
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we find:
∂σ2
∂〈E〉 = 2β
−1(〈E〉) + 2∂EA(〈E〉)
A(〈E〉) σ
2(〈E〉). (6.7)
Integrating this equation immediately yields Eq. (6.1).
Let us now comment on the regime of validity of Eq. (6.1). The derivation is based
on the Fokker-Plank equation, Eq. (6.2), the generalized fluctuation-dissipation relation,
Eq. (6.3), and the saddle-point expansion in Eq. (6.7). The validity of the Fokker-Planck
equation relies on the assumption that the work distribution is narrow and the average work
for cycle is small. More specifically this equation is derived from a cumulant expansion of
the Crook’s relation up to second order in the work (see Sec. 6.4 for details). Let us
here only mention two necessary conditions justifying the Fokker-Planck equation and the
fluctuation-dissipation relation Eq. (6.3): (i) The third (and higher order) cumulant of work
per cycle are small β2(E)〈w3〉c  〈w〉 = A(E). (ii) The average work per cycle is smaller
than the product of temperature and the specific heat Cv: β(E)〈w〉 = β(E)A(E)  Cv.
As explained in Sec. 6.4, if this condition is not satisfied there are corrections of order
βA2(E)/Cv to Eq. (6.3). Finally the saddle-point approximation in Eq. (6.7) is justified
if the energy fluctuations in the system are small. This is the case in large or mesoscopic
extensive systems.
We also note that our derivation implicitly relies on the assumption of ergodicity within
the system. In particular, we are assuming that P (E) is a differentiable function of en-
ergy. In integrable systems this is not necessarily the case [192]. Then the validity of
our results should be checked on a case by case basis. For example, as we showed above,
Eq. (6.3) and the corresponding Fokker-Planck equation (6.2) describe the dynamics of a
single particle in a cavity. In this case, however, the second term in the RHS of Eq. (6.3)
is important and modifies the width of the distribution even if we consider an ensemble of
many noninteracting (and therefore non-ergodic) particles.
129
6.4 Derivation based on the Quantum Crook’s theorem
Here we will sketch the derivation of Eq. (6.3) relying only on the unitarity of the dynamics
in the quantum case and the incompressibility of Hamiltonian dynamics (i.e. Liouville’s
theorem) in classical case. Our proof will be based on the Crooks theorem (see Chapter 3).
As it was noted in previously (see for example [130]), for a closed system obeying classical
Hamiltonian dynamics, the Crooks theorem relies on the incompressibility of trajectories in
phase space (Liouville’s theorem) and microscopic time reversibility. Here we extend this
proof to isolated quantum Hamiltonian systems with a discrete spectrum. Our proof of
the quantum Crook’s relation bears some similarities with that discussed in Ref. [33], and
is presented here for completeness. This will emphasize some important properties of the
transition matrix, highlight that the Crook’s relation does not rely on assumptions related
to energy measurements, e.g. at intermediate steps, and extend the fluctuation-dissipation
relation (6.3) to non-canonical distributions.
Let us assume that a system prepared in a stationary state, described by a diagonal
density matrix in the energy basis, undergoes some process described by a unitary operator
U(t). According to standard quantum mechanics the density matrix evolves in time accord-
ing to ρ(t) = U(t)ρ(0)U †(t). This means that the diagonal elements of the time evolved
density matrix in the new energy basis are given by
ρnn(t) =
∑
m
Unmρmm(0)U
†
mn =
∑
m
Tm→nρmm(0) (6.8)
where we used the fact that the initial density matrix is diagonal and introduced the tran-
sition probabilities Tm→n = |Umn|2 (see also Ref. [194]). The matrix Tm→n is doubly
stochastic meaning that
∑
n Tm→n =
∑
m Tm→n = 1. While the first equality is simply the
conservation of probability the second is a direct consequence of unitarity. It is easy to
see that this equality is violated if there are losses in the system due to e.g. spontaneous
emission. Now let us imagine a time-reversed protocol described by the inverse evolution
operator U−1. From the definition of the transition probabilities it is clear that
T˜n→m = Tm→n, (6.9)
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where T˜n→m refers to the reverse process. Let us comment that the transition probabilities
also satisfy detailed-balance, Tn→m = Tm→n, in the two following situations: (i) if the
Hamiltonian of the system is time-reversal invariant at each moment of time and the protocol
is time symmetric so that U(t) = U(T − t), where T is the period of the cycle. (ii) If the
transition probabilities during one cycle are small and can be computed within first order in
an adiabatic perturbation theory [194], i.e. a perturbation theory in a basis evolving with
the Hamiltonian (this theory also includes ordinary perturbation theory as a particular limit
of small amplitude perturbations). Let us stress that detailed-balance only plays the role in
our proof for deriving the subleading ∂EB correction in the relation (6.3) (see Chapter 3).
To proceed we use the energy distribution:
P (E) =
∑
n
ρnnδ(E − En) (6.10)
and relate transition probabilities between energy levels to the transition probabilities be-
tween energy shells:
TE→E′ =
1
Ω(E)
∑
n,m
δ(E − En)δ(E′ − Em)Tn→m, (6.11)
where Ω(E) =
∑
n δ(E−En) is the many-body density of states. The factor 1/Ω(E) ensures
conservation of probability:
∫
dE′TE→E′ = 1. The master equation (6.8) is then given by
P (E′) =
∫
dE TE→E′P0(E) (6.12)
We now multiply both sides of Eq. (6.9) by δ(E −En)δ(E′−Em) and sum over n,m to
obtain
Ω(E)TE→E′ = Ω(E′)T˜E′→E
Denoting E′ = E+w and using the fact that Ω(E) = exp[S(E)] we can rewrite the equation
above as
TE→E+we−S(E+w)+S(E) = T˜E+w→E , (6.13)
which is known as the Crooks relation [125].
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To prove relation (6.3) we use Eq. (6.13), and expand the entropy and the transition
probability TE→E+w in w:
S (E + w)− S (E) ≈ βw − 1
2σ2eq
w2
T˜E+w→E = T˜E→E−w + w∂ET˜E→E−w,
(6.14)
as in the main text we assume a cyclic process.
Note that when 〈w〉 is held constant and the system size is increased, the second terms on
the RHS of each of the above equations scale as 1/N . To leading order in 1/N , integrating
Eq. (6.13) over dw we obtain the Jarzynski like relation
〈
e−βw
〉
= 1, where the brackets
represent an average over realizations of the process. Note that we did not make any
assumption about an initial Gibbs distribution. Taking the logarithm of this Jarzynski
relation and performing a cumulant expansion we find
2〈w〉 ≈ β〈w2〉c (6.15)
from which Eq. (6.3) is obtained by using
A = 〈w〉,
B = 〈w2〉 − 〈w〉2 ≡ 〈w2〉c.
(6.16)
The condition for the validity of this expansion is that the third cumulant of the work is
small:
β2〈w3〉c  〈w〉. (6.17)
When the additional assumption of the detailed-balance holds we can use T = T˜ in
Eq. (6.13). We point again that detailed-balance is valid for arbitrary symmetric protocols
as well as for non-symmetric protocols, provided that the transition probabilities can be
computed within first order of adiabatic perturbation theory. (In general situations, which
can involve Berry phases, this statement is correct only in the appropriate adiabatic (co-
moving) basis.) Since the work per cycle is assumed to be small, it is expected that the
transition probabilities are also small and can be computed perturbatively. So the assump-
tion of T = T˜ between energy shells is likely to be generic. In particular, one can check that
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it is asymptotically satisfied at high energies for the piston example discussed in the main
text even for asymmetric protocols. In this case, integrating Eq. (6.13) using the expansions
(6.14) we obtain 〈
exp
[
−βw + w
2
2σ2eq
]〉
≈ 1− ∂E〈w〉 (6.18)
Taking the logarithm of both sides and performing the cumulant expansion of the exponent
up to the order w2 we find
−β〈w〉+ 〈w
2〉
2σ2eq
+
β2
2
〈δw2〉 ≈ −∂E〈w〉. (6.19)
It is easy to check that up to order 1/N the equations above imply Eq. (6.3): 2A =
βB+ ∂EB as long as 〈w〉2/σ2eq is negligible compared to β〈w〉. Noting that 〈w2〉 = 〈w2〉c +
〈w〉2 = B +A2 this gives us a necessary condition of validity of relation (6.3):
A = 〈w〉  TCv . (6.20)
Namely, the work per unit cycle should be small compared to the temperature multiplied
by the specific heat. We note that even though we derived Eq. (6.3) to the order of 1/N ,
it is actually correct to all orders in 1/N . This relation is valid as long as the conditions
(6.17) and (6.20) are satisfied.
Finally let us discuss extension of the fluctuation-dissipation relation (6.3) to arbitrary
distributions. In order to do this we need to weight Eq. (6.3) with an energy distribution
P (E) and integrate over energies. Then it is easy to check that in the Gaussian approxi-
mation we find
〈w〉 ≈ β
2
〈w2〉c + 1
2
(
1− σ
2
σ2eq
)
∂E〈w2〉c. (6.21)
This relation is clearly a generalization of Eq. (6.3). In particular, it reduces to Eq. (6.3)
for the microcanonical distribution with σ2 = 0 and it reduces to the conventional result
obtained from the cumulant expansion of the Jarzynski relation 〈w〉 ≈ β/2〈w2〉c for the
canonical distribution σ = σeq.
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6.5 Summary
The main result of this Chapter is based on a fluctuation-dissipation relation connecting
drift and diffusion of the energy in a driven system (Eq. (6.3)). This relation is very
closely connected to the recently discovered fluctuation theorems. In fact, in Sec. 6.4 we
give a rigorous derivation of Eq. (6.3) using the quantum version of fluctuation theorems,
which we extend to our setup of repeated cyclic processes. In the original formulation
the Jarzynski relation states that if a system starts from a Gibbs distribution the change in
energy of the system, w, for cyclic processes obeys the equality 〈e−βw〉 = 1. Here the angular
brackets denote an average over both different realizations of the process and different initial
conditions. As emphasized in Ref. [187] these relations holds very little information about
the first few moments of the distribution of w, unless w is small. Only when it is small,
a cumulant expansion of the Jarzynski relation up to the second order in w recovers the
fluctuation-dissipation relation (6.3) without the 1/N correction (see Sec. 6.4 for details).
When the energy changes are large its moments are governed by details of the physical
process which have to be accounted for (see [187]). In this Chapter we (i) importantly,
overcome the restriction of small energy changes by considering a large change which is
a results of many small changes (leading to Eq. (6.1)) and (ii) show that relation (6.3) is
independent of the exact form of the initial distribution.
We believe that some of the assumptions made in this Chapter can be further relaxed.
In particular, it can be shown that relation (6.3) is valid for generic (non-cyclic) quasi-static
process where the system is approximately in a steady state at each moment of time. In this
case by A is related to the non-adiabatic part of the work w. Likewise it is plausible that
the assumptions of complete relaxation to a steady state between cycles are not necessary,
at least for ergodic systems. Physically these assumptions amount to a loss of correlations
between different cycles which is inevitable in ergodic systems. The assumption of unitary
dynamics can be also relaxed. For example, we can allow measurements of the energy
during the protocol, which in quantum systems project the system to one of the energy
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eigenstates. Such measurements do not invalidate the derivation in Sec. 6.4. These points
will be addressed in a future study.
The predictions of this Chapter can be experimentally tested in cold atom systems or
in driven nuclear spins. For example, a trapping potential can be modulated to perform
non-adiabatic work on the system. The resulting energy distribution can then be probed
using time of flight experiments. Likewise one can measure energy fluctuations due to a
1/f noise in systems of neutral atoms near atom chips or in trapped ions in a setup similar
to that discussed in Ref. [185]. If there is no external cooling or dissipation in the system
after its initial preparation (as is often the case) then the energy fluctuations induced by
the noise should also agree with our predictions.
Finally, we comment that energy fluctuations can be measured indirectly through av-
erages or fluctuations of other observables, like the magnetization or correlation functions.
In particular, it is easy to check that the expectation value of every observable O and its
variance, up to 1/N2 corrections, are given by
〈O〉 ≈ Omc + σ
2
E
2
∂2Omc
∂E2
, δO2 ≈ δO2mc + (∂EOmc)2σ2E
where Omc is the microcanonical average of O at fixed energy E and δO
2
mc is the variance
of O in the microcanonical ensemble. Thus Eq. (6.1) will have implications to fluctuations
of a wide class of observables in mesoscopic thermally isolated driven systems.
Chapter 7
Results: Many-body localization in
periodically driven systems
7.1 Introduction
By stirring a cup of water its temperature is increased. When kneading a bread dough it
gets warmer. These basic facts are common in our daily life and are a simple manifestation
of the second law of thermodynamics at work. In fact, the second law of thermodynamics
states that for almost any dynamical process (stirring, kneading, etc.) the entropy of the
system needs to increase. The increase in entropy is usually associated with heating which
we experience through our senses. The second law of thermodynamics can be rigorously
proven microscopically if the initial state of the system is stationary, i.e. the initial density
matrix is diagonal in the energy basis, and the probability distribution of occupying different
energy states is a decreasing function of energy (so called passive density matrices) [195].
Then, as a result of any dynamical process, the energy of the system can only increase or
stay the same. This is exactly the Thompson’s formulation of the second law of thermody-
namics [186]. Similarly, with a single assumption of the initial state being stationary, one
can prove that the properly defined entropy increases or stays constant [196]. Even more
generally without any assumption on the initial state, it can be proven that the entropy
and energy (for positive temperature states) increase in time for systems subject to random
forces. These systems include the famous Fermi acceleration problem, where a charged
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particle increases its energy by being repeatedly reflected by a magnetic mirror [166], the
Boltzmann’s dynamics of particles experiencing repeated and uncorrelated collisions [84]
(see Chapter 2 and 5), particles moving in a chaotic time-dependent cavity [96] and many
others (see Chapter 6). In all previous examples it was assumed that there were no cor-
relations between subsequent collisions. In quantum language this lack of correlations is
equivalent to relaxation to the diagonal ensemble [35, 197] and it is sometimes referred to as
“energy measurements” [33]. In fact, in the Chapter 6 we have shown that the Fluctuation
theorems (see Chapter 3) can be used to compute the heating (and the asymptotic energy
distribution) of a closed system that is driven repeatedly and aperiodically in time.
The applicability of the second law becomes much less clear if there are correlations
between subsequent dynamical processes, like in the case of systems which are driven pe-
riodically in time. In these systems one can observe the phenomenon of dynamical local-
ization, where the energy of the system never exceeds a maximum bound. Examples of
dynamical localization include Fermi-Ulam model of a particle bouncing off a periodically
moving wall [168], classical and quantum kicked rotor [145, 146], and the Kapitza pendu-
lum [160, 161]. It is generally expected that this localization phenomenon is peculiar to
small integrable systems. In chaotic ergodic systems the periodicity of the driving should
not matter because such systems effectively serve as their own heat bath, which in turn
can be viewed as a source of a random Langevin type noise. Thus, it is generally expected
that the energy of a periodically driven ergodic system will steadily increase in time. This
belief though is entirely based on intuition and there is no guarantee that it is generally
correct. Moreover, using the example of the many-body localization transition, it has been
convincingly argued that disordered interacting systems can behave non-ergodically [48, 49]
and the standard assumption that the interacting non-integrable system can serve as its
own bath can fail. Furthermore, for driven interacting systems it was recently noticed nu-
merically that periodic modulation, even with a long period, leads to suppression of energy
and entropy growth [196, 198] compared to a a similar modulation with a random period.
However, it was not clear whether this suppression simply leads to a slower heating rate or
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to the localization.
In this Chapter we argue that there is a new type of localization transition in period-
ically driven systems as a function of the driving period. We demonstrate this transition
both analytically and numerically and argue that it is related to a breakdown of short
time (Magnus) expansion of the evolution operator (see Chapter 4). For short periods
the expansion is convergent leading to the effective time-independent many-body (Floquet)
Hamiltonian and the energy is localized. For long periods this expansion breaks in the
thermodynamic limit leading to the delocalization transition and heating of the system to
the infinite temperature. These expectations are consistent with the recent experimental
findings on a AC-driven electron glass [199]. In this experiment, the energy absorbed by
the electrons from the AC-driving, is related to the variation in the conductance which can
be directly measured and it is convincingly shown that at high frequency (short period)
the electron glass does not absorb energy. Moreover, it is shown that the critical frequency
is set by the electron-phonon interactions and it is much lower than the maximum rate
of energy exchange which is set by electron-electron interactions. Finally, we will show a
strong evidence for this transition using examples of classical and quantum interacting spin
systems. The content of this chapter has already been published in [54].
7.2 Energy localization transition in interacting spin systems
We will focus an 1d interacting classical and quantum spin models with periodic boundary
conditions which is driven by periodically quenching between two different Hamiltonians, H0
and H1. Although we believe that our results are general and not limited to 1d situations,
we prefer to keep the discussion focused on this specific system. In Fig. 7.1 we show two
equivalent descriptions of the same protocol. The left panel represents the actual time
dependent sequence of pulses switching between the two Hamiltonians. On the right panel
we depict an equivalent protocol where instead we are performing a single quench to the
Floquet Hamiltonian and then a quench back to the original Hamiltonian H0 at the time
of measurement. The second quench is not necessary, it highlights the fact that we do the
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Figure 7.1: Two equivalent description of the driving protocol: (left) sequence of sudden
quenches between H0 and H1 and (right) single quench from H0 to the effective Floquet
Hamiltonian Heff and back to H0.
measurements of observables like energy with respect to the Hamiltonian H0.
Without loss of generality we can choose the Hamiltonian H0 to be a simple precession
in the external magnetic field and the Hamiltonian H1 to be interacting and ergodic:
H0 = BxHBx, H1 = JzHz + J
′
zH
′
z + J‖H‖ + J ′‖H
′
‖ (7.1)
where, we have defined the shorthand notations::
HBx =
∑
n s
x
n, Hz =
∑
n
(
szns
z
n+1
)
, H‖ =
∑
n
(
sxns
x
n+1 + s
y
ns
y
n+1
)
H ′z =
∑
n
(
szns
z
n+2
)
, H ′‖ =
∑
i
(
sxns
x
n+2 + s
y
ns
y
n+2
)
Let us point that this system is invariant under space translation and pi − rotation around
the x − axis (sxn → sxn, syn → −syn, szn → −szn). For numerical calculations we choose the
following parameters: Bx = 1, Jz = −J ′‖ = 12 , J ′z = 140 , J‖ = −14 . We checked that our
results are not tied to any particular choice of couplings.
As pointed out earlier, we can expect two qualitatively different regimes depending on
the period of the driving. At long periods the system has enough time to relax to the
stationary state between the pulses and thus is expected to constantly absorb energy until
it reaches the infinite temperature. This situation is similar to what happens for driving
with random periods [53]. On the contrary if the period is very short we can expect that
the Floquet Hamiltonian converges to the time averaged Hamiltonian. Since the whole
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time evolution can be viewed as a single quench to the Floquet Hamiltonian (right panel
in Fig. 7.1) we expect that the energy will be localized even in the infinite time limit as
long as the Floquet Hamiltonian is well defined and local. Noticing that the commutator of
two local extensive operators is local and extensive we see from Eq. (4.32) that the Floquet
Hamiltonian is local an extensive in each order of ME and the dimensionless expansion
parameter in the ME is a product of the period of the driving and the coupling constants
(this is in analogy with the high temperature expansion in thermodynamics in which the
inverse temperature takes the role of the period of the driving). Thus the question of whether
the energy of the system is localized in the infinite time limit or reaches the maximum
possible value is tied to the question of convergence of the ME. To our knowledge there
are no statements in the literature about this convergence in the thermodynamic limit.
Therefore we will rely on the specific spin model to establish that for short driving periods
the ME indeed converges and the energy of the system is localized while for longer periods
this expansion diverges and the systems is heated towards infinite temperature.
For the quantum system we consider a spin-12 chain initially polarized along the x-axis,
which is the ground state of H0. We then compute the time evolution operator by exact
diagonalization of the two Hamiltonians H0 and H1. Translational invariance of the system
allows us to restrict the analysis to the zero momentum sector and analyze chains with the
number of spins up to N = 17, which contains 7712 states. For the system of classical spins
we numerically integrate the Bloch equations derived from the Hamiltonians (7.1) using the
forth-order Runge-Kutta algorithm. We took the initial conditions which maximally mimic
the Wigner function of the quantum chain, namely sx =
1
2 , sy =
1√
2
cosα and sz =
1√
2
sinα
where 0 ≤ α ≤ 2pi is a uniformly distributed random variable. The advantage of quantum
systems is that it is straightforward to exactly obtain the infinite time limit of the evolution
by projecting the initial state to the eigenstates of the effective Hamiltonian, while the
advantage of the classical systems is that one can analyze significantly larger system sizes.
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Figure 7.2: (Color online) Excess energy of the quantum spin chain in the long time limit:
Q = 〈ψ(t)|H0|ψ(t)〉t→∞−Egs, where Egs is the ground state energy of the Hamiltonian H0,
as a function of the pulse times T0 and T1 in units of ~/Bx. Dark blue (light blue) regions
correspond to small (large) excess energy. The data is obtained by the exact diagonalization
of a spin-12 chain with N = 15 spins.
7.2.1 Excess energy of the quantum spin chain
In Fig. 7.2 we show the excess energy in the infinite time as a function of the pulse times
T0 and T1. The dark blue (light blue) regions in parameter space correspond to the system
being unable (able) to absorb energy from the time-dependent driving. The periodicity
in T0, which is clearly visible in Fig. 7.2, is due to the periodicity of the spin precession
generated by the Hamiltonian H0. For this reason we focus only on T0 ≤ pi. This plot
illustrates a sharp crossover between localized and delocalized phases of the driven spin
chain as a function of the pulse times. To establish that this crossover becomes a true phase
transition in the thermodynamic limit we next show detailed analysis of the excess energy
along two line-cuts in the T0 − T1 plane. Close to the T0 − axis (green arrow in Fig. 7.2),
the effective Hamiltonian Heff can be computed to the first order in T1 and all orders in T0
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using the Hausdorff-Baker-Campbell formula [200]. For the present problem it is possible
to obtain the result of this resummation in the closed analytic form (see Appendix D.1):
Heff = Hav − T1
2T
(
1− λ cot
(
λ
2
)
+ λ cot(λ)
)
M +O(T 21 ) (7.2)
where Hav ≡ 1T (H0T0 +H1T1) is the time-averaged Hamiltonian, M is a local operator that
couples nearest-neighbor and next-nearest-neighbor spins (see Appendix D.1) and λ = BxT0~ .
From Eq. (7.2) we see that the effective Hamiltonian becomes singular for T0 = npi
(in units of ~/Bx) no matter how small T1 or the coupling constants in H1 (the Js) are.
The location of the singularity is also manifestly independent of the system size. As it is
seen from the numerical simulations (Fig. 7.2), the singularity in the effective Hamiltonian
is also manifested in the excess energy of the system in the infinite time limit. We point
out that, in the limit of small T1, our system directly extends the kicked rotor model to
the many-spin domain. Indeed most of the time the spins precess around the magnetic
field Bx getting periodically short kicks by the interacting Hamiltonian H1. Thus in this
limit the many-body localization transition directly generalizes the well known kicked rotor
localization transition [145, 146].
Away from the T0−axis, nested commutators of order Tn1 for n > 1 need to be included
in the effective Hamiltonian. These commutators become difficult to compute analytically
at high n. Like in the high temperature expansion in statistical physics they involve multiple
spin interactions and become more and more delocalized in space. Therefore we have to
rely on numerics. In Fig. 7.3 we analyze the long time limit of the excess energy along the
generic direction T1 = T0 − 2 for 2 ≤ T0 ≤ 3 (pink arrow in Fig. 7.2).
In Fig. 7.4 we show the error between the exact asymptotic value of the normalized
excess energy (see Fig. 7.3) and the corresponding excess energies obtained by truncating
the ME. From the left panel we see that, as expected, for short periods the ME becomes
asymptotically exact. From the right panel we see that the truncation error at short peri-
ods does not increase with the system size indicating existence of the localized phase in the
thermodynamic limit. The latter implies existence of the localization-delocalization transi-
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tion. For long periods (see Fig. 7.3) the energy clearly approaches the infinite temperature
asymptotic value. From these data we can estimate that the value of the critical period
(where the ME breaks down) is Tc ≈ 2.6.
7.2.2 Diagonal Entropy of the quantum spin chain
The diagonal entropy [196] serves as a measure of the occupation in the Hilbert space.
It is defined as S(t) = −∑k pk0(t) log pk0(t) where pk0(t) are the occupation probabilities on
a complete orthonormal basis of the Hilbert space. The value of the diagonal entropy is
basis-dependent. To study the energy-delocalization transition it is convenient to choose
the basis of the eigenstates of H0. However the spectrum of H0 is highly degenerate and the
probabilities pk0(t) depend on the (arbitrary) choice of basis in each degenerate subspace of
H0
1. On the other hand, the occupation probabilities of the each degenerate subspace, i.e.
the probability of an outcome of a measurement of H0, are independent of this choice and
are given by p(E0)(t) =
∑N(E0)
k=1 p
k
0(t) where E0 are the distinct eigenvalues of H0 and the
sum is over the states in each degenerate subspace of dimension N(E0).
We define two diagonal entropies, S1 and S2, which differ solely by the choice of basis
in each degenerate subspace:
S1 = − 1N1
∑
E0
p(E0) ln
(
p(E0)
N(E0)
)
, S2 = − 1N2
∑
E0
p(E0) ln p(E0), (7.3)
The first entropy, S1, corresponds to the situation in which each state in the degenerate
subspace has the same occupation (p
kj
0 = p(E0)/N(E0) for j = 1, ..., N(E0)). The second
entropy, S2, corresponds to the situation in which a single state in the degenerate subspace
carries the entire probability (pk10 = p(E0) and p
kj
0 = 0 for j = 2, .., N(E0)). Both entropies
correspond to the the general definition of diagonal entropy for two different choices of the
basis in the degenerate subspaces. The two entropies provide complementary informations
since S1 weighs all the states in the Hilbert space equally while S2 weights all subspaces
equally irrespectively of their size. Note that S2 is equal to the sum of entanglement
1We thank the anonymous referee for drawing our attention to this issue
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entropies of each degenerate subspace. The normalization factors, N1 and N2, are chosen
so that an infinite temperature state, i.e. a random superposition of all states in the Hilbert
space, has entropy 1. They are given by:
N1 = lnNtot, N2 = −
∑
E0
p˜(E0) ln p˜(E0)
where Ntot ≡
∑
E0
N(E0) is the total number of states in the Hilbert space and p˜(E0) ≡
N(E0)/Ntot is the expected occupation probability (for an infinite temperature state) of
each degenerate subspace. Note that in the thermodynamic limit N1 is extensive (N1 ≈ L)
while N2 increases logarithmically with the system size (N2 ≈ ln(L)/2).
In Fig. 7.5 we study the behavior of these two entropies along the generic line T1 = T0−2
for 2 ≤ T0 ≤ 3. In particular we show the asymptotic value the diagonal entropy for different
system sizes and we compare it to the values obtained by truncating the ME to different
orders. The asymptotic values have been computed by projecting the initial state to the
eigenstates of Heff and then back to H0. This procedure is equivalent to the assumption of
infinite time averaging with respect to Heff and the asymptotic values obtained correspond
to the prediction of the diagonal ensemble of Heff . The left panel of Fig. 7.5 shows that
S1 behaves similarly to the excess energy (see Fig. 7.3). In particular, we see that for short
(long) period the prediction of the ME converges (does not converge) to the exact result
obtain by full-diagonalization. We also note that for short (long) periods the normalized
entropy decreases (increases) with the system size. This suggests that we can locate the
transition by finding the crossing of S1 for different system sizes. In agreement with the
data reported in Fig. 7.4, the transition seems to be located at Tc ≈ 2.6. In the right
panel of Fig. 7.5 we show the entropy S2. We see again that for short (long) periods the
ME converges (does not converge) to the exact results. Moreover the entropy S2 has an
interesting non-monotonic behavior and displays a local maximum at T ≈ 2.6 where S2 ≈ 1
which is the value expected for the fully delocalized (i.e. infinite temperature) state. This
fact again suggest that the critical value of the period is Tc ≈ 2.6. The behavior of S2 for
T > Tc is not fully understood and might be dominated by finite size effects. We note that
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for the largest system size available S2 tends to flatten and therefore we can conjecture that
in the thermodynamic limit S2 approaches the constant value 1 for all T > Tc. However
the systems size available are too small to support this conjecture. We also note that
by breaking the integrability of H0 the degeneracies are lifted and the diagonal entropy
becomes uniquely defined. We expect this latter diagonal entropy to qualitatively behave
as S1. In conclusion, the numerical evidences reported in Fig. 7.5 show that the energy
increase observed in Fig. 7.3 is indeed caused by a delocalization of the system in Hilbert
space.
7.2.3 Time series of the Energy and Entropy of the quantum spin chain
In this section we report our numerical findings for the time-evolution of the excess energy
and the diagonal entropy S1 (see Eq. (7.3)) of the quantum chain with N = 17 spins for
different values of the pulse times T0 = T1 = T/2. In particular, in Fig. 7.6 we compare the
time series of these quantities with the predictions from the diagonal ensemble of Heff .
On the left panel we observe that the excess energy, Q = 2
〈H0〉(t=∞)−Egs
(Emax−Egs) , approaches the
diagonal ensemble predictions for all the values of the pulsed times T0 and T1. Moreover, we
see that for short and long periods (such as T0 = T1 = 1.02 and T0 = T1 = 2.3 respectively)
the asymptotic value of the excess energy is approached quickly while for intermediate
periods (such as T0 = T1 = 1.92) this approach is extremely slow. This seems to suggest
that the localization transition is associated with a divergent time scale, i.e. the time to
approach the asymptotic value. On the right panel we observe a similar behavior for the
diagonal entropy S1 (see Eq. (7.3)). In this case however the prediction from the diagonal
ensemble seems to over-estimate, for long periods, the value of the diagonal entropy. This
small discrepancy, which is non-extensive and thus vanishes in thermodynamic limit, is
caused by the fact that the entropy is not a linear function of the density matrix and can
be fully explained by a more careful analysis [41]. Finally we note that for long periods the
fluctuations in the time-series of the both observables (excess energy and diagonal entropy)
are suppressed. This is expected since in the delocalized phase more states participate in
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the dynamics and the statistical average is improved.
7.2.4 Classical spin chain
The localization transition is also found for the system of classical spins (see Fig. 7.7). On
the left panel we show the time evolution of the excess energy for different values of the
pulse times T0 and T1. We observe that close to the transition the evolution of the excess
energy is extremely slow (note the scale in Fig. 7.7) suggesting that the this transition
is characterized by a divergent time scale, i.e. the time required to reach the asymptotic
state. On the right panel we show the asymptotic value of the excess energy for different
system sizes. These asymptotic values have been computed by averaging the energy over
the last 107 cycles of the evolution. However close to the transition, it is not clear if the
energy has reached its asymptotic value. So more work is needed to check whether the
sharp crossover in classical systems seen on the right panel of Fig. 7.7 becomes a true phase
transition in the long time limit. The analytical argument based on the resummation of the
Hausdorff-Baker-Campbell formula (Eq. (7.2)) suggests this is in fact a transition.
7.3 Summary
We presented analytic and numerical arguments suggesting existence of the localization
transition in interacting driven systems in the thermodynamic limit. For short periods of
driving T < Tc the system is unable to absorb energy beyond some threshold even in the
infinite time limit while for longer periods T > Tc the system absorbs energy and becomes
delocalized in the entire Hilbert space. This interpretation is confirmed by the study of
the diagonal entropy [196] (see Sec. 7.2.2). The diagonal entropy serves as a measure of
the occupation of the Hilbert space. For short periods it remains bounded at all times and
for long periods, up to small sub-extensive corrections, approaches the value expected for
a completely delocalized (i.e infinite temperature) state. Thus, in the delocalized phase
(T > Tc) periodically driven systems behave as systems which are driven aperiodically in
time for which the heating and delocalization in Hilbert space is completely natural (see
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Chapter 6).
We associate the delocalization transition in periodically driven systems with the diver-
gence of the short time ME for the effective Floquet Hamiltonian similarly to the divergence
of the high-temperature expansion in statistical physics. In this sense this transition is remi-
niscent of the divergence of the short time expansion in the Loschmidt echo recently obtained
for a quench in the transverse field Ising spin chain [42]. The precise characterization of
the two phases and of the nature of the transition and its connection with the radius of
convergence of the ME will be investigated in a future publication. While at the moment we
can not rigorously prove that this is a true phase transition, the right panel in Fig. 7.4 gives
a very convincing evidence that at short periods the energy always remains bounded even
in the thermodynamic limit indicating the existence of the localized phase. We believe that
this transition is generic for systems with bounded single particle excitations. In fact, when
the single particle spectrum is unbounded the ME does not converge in the limit T → 0 [201]
and the existence of the energy-localized phase is unlikely. The physical reason is that, for
an unbounded spectrum, the periodic driving can generate excitation of arbitrarily high
energy, Eex ∼ 2pi/T , (corresponding to the absorption of quanta of the driving frequency)
which are not described by the effective time-independent Hamiltonian. However it can be
shown that, for systems with a finite single particle bandwidth, the ME converges in the
T → 0 limit [201, 202]. For these systems, we expect to observe the energy-localization
transition as a function of the driving period.
This transition should be experimentally detectable in isolated interacting systems like
cold atoms, cold ions, nuclear spins and various materials with interacting spin degrees of
freedom.
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Figure 7.3: (Color online) Asymptotic value of the normalized excess energy, 2
〈H0〉(t=∞)−Egs
(Emax−Egs)
where Egs and Emax are the lowest and highest eigenvalues of H0. The exact results for
different system sizes are compared with the predictions obtained by truncating the ME to
different orders (see Appendix D.2): Heff (k) contains terms of order T
m
0 T
n
1 with m+n ≤ k
and Heff (∞+ 5) denotes the non-perturbative result Eq. (7.2) together with all the terms
Tm0 T
n
1 with m + n ≤ 5. The results from the ME for different system sizes are identical
within the image resolution. The date are obtained by exact diagonalization of a quantum
spin−12 chain.
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Figure 7.4: (Color online) Difference between the asymptotic value of the exact normalized
excess energy and the approximate values obtained by truncating the ME to different orders
(see Appendix D.2), for a fixed system size N = 15 (left panel). Same error for fixed order
of truncation versus system size (right panel). The horizontal dotted lines are guides for an
eye. The data are obtained by exact diagonalization of a quantum spin−12 chain.
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Figure 7.5: (Color online) Asymptotic value of the normalized diagonal entropies S1 and S2
(see Eq. (7.3)). The exact results for different system sizes are compared with the predictions
obtained by truncating the ME to different orders (see Appendix D.2): Heff (k) contains
terms of order Tm0 T
n
1 with m+n ≤ k and Heff (∞+ 5) denotes the non-perturbative result
in T0, Eq. (7.2), together with all the other terms T
m
0 T
n
1 with m+ n ≤ 5. The results from
the ME for different system sizes are identical within the image resolution. In the right
panel, the horizontal line at value 1 is a guide for the eye. The data are obtained by exact
diagonalization of a quantum spin−12 chain.
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Figure 7.6: (Color online) Time evolution of (left) the excess energy for spin Q =
2
〈H0〉(t=∞)−Egs
(Emax−Egs) where Egs and Emax are the lowest and highest eigenvalues of H0 and
(right) the normalized diagonal entropy, S1(t) (see Eq. (7.3)). The dotted lines indicate the
predictions from the diagonal ensemble. The date are obtained by exact diagonalization of
a quantum spin−12 chain with N = 17 spins.
0 1 2 3 4
number of cycles (x 107)
0
0.2
0.4
0.6
0.8
1
T0=T1=0.50
T0=T1=0.55
T0=T1=0.60
T0=T1=0.65
T0=T1=0.70
a)
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
T0=T1=T/2
0
0.2
0.4
0.6
0.8
1
N=32
N=64
N=128
b)
Figure 7.7: (Color online) Time evolution of the excess energy for spin, Q ≡ E(t)−EgsN/2 , for
a classical chain with N = 128 spins (left panel) and asymptotic excess energy for different
systems sizes (right panel).
Chapter 8
Summary and Outlook
In this thesis we have described some general features of the dynamics of closed Hamiltonian
systems which are driven repeatedly in time. In closed Hamiltonian systems in absence of the
driving the energy is strictly conserved. When the driving is present (an the Hamiltonian
describing the systems becomes time-dependent) the energy is no longer conserved and,
on very general ground, it is expected to increase. Thus the excess energy (or energy
absorbed by the systems from the driving) is a natural quantity to characterize driven
closed Hamiltonian systems.
The expectation that the energy of a driven system increases is based on the second law
of thermodynamics (see Sec. 7.1). This expectation can be proved to be correct anytime
the driving is aperiodic (see Sec. 7.1). In absence of dissipation to the environment the only
stationary energy distribution is the infinite temperature state in which every configuration
is equally likely. In fact in closed systems the density matrix 1 evolves as:
ρ′ = UρU †
where ρ (ρ′) is the density matrix at the beginning (at the end) of the driving protocol
described by the unitary operator U . In absence of special symmetry and conservation
laws the only stationary solution for this process is ρ = ρ′ = IH where IH is the identity
matrix in the full Hilbert space, i.e. the infinite temperature state. For systems with
1We are using the quantum language but similar consideration can be made for classical systems (see
Chapter 5)
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unbounded energy spectrum the infinite temperature state can not be reached at any finite
time 2 and, at large times, an asymptotic energy distribution might emerge. This idea was
investigated in Chapter 6. There we have shown that the unitary evolution can be used
to predict the asymptotic energy distribution of a generic closed system driven according
to a generic protocol. The driving induces a diffusion process along the energy axis and
can be described mathematically by a Fokker-Planck equation 3. Surprisingly, the drift
and diffusion functions in the Fokker-Planck are not independent ultimately allowing us
to obtain general predictions for the energy distribution. The relation between drift and
diffusion, which we call ”generalized Einstein relation” (see Sec. 6.1), is a consequence of
unitary evolution and can be easily obtained starting from the work fluctuation theorems
(see Chapter 3 and Sec. 6.4).
”The Lorentz Gas at Positive Temperature” described in Chapter 5 provides an ex-
actly solvable example in which an asymptotic energy distribution is approached in closed,
repeatedly driven systems. This example fully confirm our general theory (see Sec. 6.2).
When a system experiences a time-periodic driving there is no guarantee that the sys-
tem’s energy would increase (see Sec. 7.1). In fact the description of the driving as an
energy diffusion process breaks down due to subtle correlations among subsequent cycles
of the driving which can lead to the dynamical localization of the system, i.e. the energy
of the system never exceeds a maximum bound. In this case, the general theory described
in Ch-6 based on the Fokker-Planck equation fails and new mathematical tools need to be
introduced. This was done in Chapter 7 where, by using the Floquet theory and the Magnus
Expansion (see Chapter 4), we showed that in periodically driven systems two regimes are
possible. For fast periodic driving the system is unable to absorb energy from the peri-
odic driving and, even in the infinite time limit, its energy never exceeds some threshold.
On the contrary, for slow driving the system absorbs energy and flows towards the infinite
2This would correspond to absorption of an infinite amount of energy in a finite amount of time (see
Chapter 6)
3The Fokker-Planck description is valid under some specific conditions (see Sec. 6.4) and, in particular, it
requires that the energy increases in each cycle of the driving are statistically uncorrelated from each other
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temperature state. Numerical and analytical evidence suggest the existence of a dynam-
ical phase transition at the critical value of the driving frequency between the localized
(energy is bounded) and delocalized (energy flows towards the infinite temperature limit)
regime. In the delocalized regime the system show heating and a description based on the
Fokker-Planck equation (in analogy with system driven aperiodically, see Chapter 6) might
be appropriate maybe with some modified effective drift and diffusions functions.
In conclusion we have obtained a rather complete picture for the energy evolution of
closed Hamiltonian systems which are driven repeatedly in time.
We now end by listing some possible research directions for the future. As we have
already mentioned, periodically driven systems in the delocalized regime display a behavior
similar to systems which are driven aperiodically in time. It would be interesting to check
if an effective Fokker-Planck equation, describing diffusion along the energy axis, could be
applied to these systems. It would also be interesting to see how the drift and diffusion
functions changes as the driving protocol varies from perfectly periodic to completely ape-
riodic. Another interesting research direction is characterize the localized and delocalized
regimes of periodically driven systems. This characterization could be done on the basis
of the spectral properties of the Floquet and Magnus Hamiltonian. Finally it would be
interesting to generalize our finding to driven dissipative systems. These are systems which
are driven and have dissipation to the environment. This is a necessary step to connect the
finding in this thesis with realistic experimental situations. It is likely that the introduction
of dissipation could have very different effects in the localized and delocalized regimes of
periodically driven systems. In fact, the introduction of dissipation to the environment
in the delocalized regime is likely to be stabilize this regime and to create an interesting
non-equilibrium steady state, i.e. a steady state which supports a stationary energy current
from the driving to the system which finally dissipates into the environment.
Appendices
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Appendix A
Magnus Expansion
A.1 Magnus Expansion for the Kapitza Pendulum
Here we will show how to apply the Magnus Expansion (ME) to the Kapitza pendulum
problem. The quantum time-dependent Hamiltonian for the Kapitza pendulum is:
Hˆ(t) =
1
2m
pˆ2θ + f(t) cos θˆ (A.1)
where f(t) = −m (ω20 + al γ2 cos (γt)) and θˆ, pˆθ are quantum operators with canonical com-
mutation relations
[
θˆ; pˆθ
]
= i~. The explicit form of the first three terms in the ME are
(see the review article [46]):
Hˆ
(1)
eff =
1
T
∫
Hˆ(t1)
Hˆ
(2)
eff =
1
2T (i~)
∫∫ [
Hˆ(t1); Hˆ(t2)
]
Hˆ
(3)
eff =
1
6T (i~)2
∫∫∫ ([
Hˆ(t1);
[
Hˆ(t2); Hˆ(t3)
]]
+
[
Hˆ(t3);
[
Hˆ(t2); Hˆ(t1)
]]) (A.2)
where the time integration domains are ordered, i.e. 0 < tn < tn−1 < ... < t1 < T . Recalling
that the period of the driving is T = 2piγ after some simple algebra we obtain:
Hˆ
(1)
eff =
1
2m pˆ
2
θ −mω20 cos θˆ
Hˆ
(2)
eff = 0
Hˆ
(3)
eff = −
(
1
4m
a
l
) [pˆ2θ;[pˆ2θ;cos θˆ]]
(i~)2 +
m
2
(
a
l ω
2
0 −
(γa
2l
)2) [cos θˆ;[pˆ2θ;cos θˆ]]
(i~)2
(A.3)
Substituting the explicit value for the commutators in Hˆ
(3)
eff we obtain:
Hˆ
(3)
eff =
(
1
4m
a
l
)(
pˆ2θ cos θˆ + 2pˆθ cos θˆpˆθ + cos θˆpˆ
2
θ
)
+m
((aγ
2l
)2 − a
l
ω20
)
sin2 θˆ (A.4)
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Combining Eqs. (A.3) and Eq. (A.4) we obtain the first three terms in ME for the quantum
Kapitza pendulum. Up to this order, the classical ME can be obtained from the quantum
counterpart by substituting the quantum operators with classical variables. This is not true
in general and a more rigorous approach is necessary to derive the classical limit of the ME
(see Appendix A.2).
A.2 Classical Limit of the Magnus Expansion
Now let us discuss how one can obtain obtain the classical limit of the ME through the
phase-representation of Quantum Mechanics. Let us briefly review the formalism [112]. In
the phase-space representation of quantum mechanics the quantum operator Ωˆ is replaced
by its Weyl Symbol which is a classical function over the phase-space variables x and p
(which can be vectors for multi-dimensional problems). The Weyl symbol is defined as
Ωw(x, p) =
∫
ds 〈x− s
2
|Ωˆ|x+ s
2
〉 exp
[
i
~
p · s
]
(A.5)
If the quantum operator Ωˆ(xˆ, pˆ) is written in the symmetrized form then it can be shown that
its Weyl symbol Ωw is simply obtained by the substitution xˆ→ x and pˆ→ p. In particular,
this is true for all operators of the form Ωˆ(xˆ, pˆ) = Aˆ(xˆ) + Bˆ(pˆ). In this representation the
commutator of two quantum operators is written in terms of the Moyal Bracket:
[
Ωˆ1; Ωˆ2
]
→ i~ {Ω1,w; Ω2,w}MB ≡ i~ Ω1,w
(
−2
~
sin
(
~
2
Λ
))
Ω2,w (A.6)
where Λ is the differential operators Λ ≡ ←−∂p −→∂x−←−∂x −→∂p. By expanding −2~ sin
(~
2Λ
)
in powers
of ~ we obtain the classical limit, i.e. the Poisson Bracket (zero order in ~), and the quantum
correction (higher powers of ~). Note that the first quantum correction is proportional to
Λ3. Thus if we are interested in the classical limit of ME (~→ 0) it suffices to truncate the
expansion to order Λ. This amount to the replacement of the quantum commutator with
the Poisson Bracket, i.e. 1i~ [...]→ {...}. In the case of Kapitza pendulum, the only non-zero
contribution to the first few nested commutators comes from the order Λ and the classical
and quantum ME are identical. This is not always true since at higher order in the ME
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terms of order Λ3 (or higher) need to be considered and non-trivial differences between the
classical and quantum expansions will be generated.
Appendix B
Lorentz Gas at Positive Temperature
B.1 Approach to Scaling
In one dimension, atoms merely exchange their velocities, so there is no relaxation and any
velocity distribution P (u) can be taken as an equilibrium distribution. As an example,
consider the bimodal velocity distribution
P (u) = δ
(
u− 1
2
)
+ δ
(
u+
1
2
)
(B.1)
(The bimodal distribution is often used in studies of the one-dimensional Boltzmann equa-
tion, see e.g. [173].) Note that for the bimodal velocity distribution the condition of Eq. (5.3)
holds; further, the density and the temperature of the background gas are ρ = 2, T = 1/4.
Therefore τ = 2ρT t = t and the scaling solution (5.7) becomes
f(v, t) =
1
2t
e−|v|/t
Let us now try to establish exact results starting with initial condition
f(v, t = 0) = δ(v) (B.2)
The velocity distribution cannot approach the smooth distribution (5.7). For the bimodal
velocity distribution (B.1) and the initial condition (B.2), the particle velocity can be only
integer:
f(v, t) =
∞∑
n=−∞
Pn(t) δ(v − n) (B.3)
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The amplitudes Pn(t) are still expected to behave as
Pn(t) =
1
2t
e−|n|/t (B.4)
in the limit |n| → ∞ and t→∞, with n/t being finite.
To probe the exact behavior we insert (B.1) and (B.3) into the Boltzmann equation
(5.1) and deduce an infinite set of rate equations
P˙n =
(
n− 1
2
)
Pn−1 +
(
n+
1
2
)
Pn+1 − 2nPn (B.5)
for n ≥ 1 and
P˙0 = P1 − P0 (B.6)
(It suffices to consider Pn with n ≥ 0; with initial condition (B.2), the particle velocity is a
manifestly even function of v and therefore P−n ≡ Pn.)
To treat (B.5)– (B.6) let us use the generating function
P(t, z) = P0(t) + 2
∑
n≥1
Pn(t) z
n (B.7)
Note that
P(t, z = 1) =
∞∑
n=−∞
Pn(t) = 1 (B.8)
explaining why we have chosen the definition (B.7) of the generating function instead of∑
n≥0 Pn(t) z
n.
Utilizing the generating function (B.7) we recast an infinite set of rate equations (B.5)–
(B.6) into a single partial differential equation
∂P
∂t
= (1− z)2 ∂P
∂z
+
(1− z)2
2z
P0(t)− 1− z
2
2z
P (B.9)
We want to solve (B.9) subject to the initial condition Pn(t = 0) = δn,0, or equivalently
P(t = 0, z) = 1 (B.10)
and the boundary condition (B.8).
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Using ζ = 1/(1− z) instead of z, we re-write (B.9) as
∂P
∂t
=
∂P
∂ζ
+
P0(t)
2ζ(ζ − 1) +
1− 2ζ
2ζ(ζ − 1) P (B.11)
The transformation ξ = (t+ ζ)/2, η = (t− ζ)/2 recasts (B.11) into
∂P
∂η
=
P0(ξ + η) + [1− 2(ξ − η)]P
2(ξ − η)(ξ − η − 1) (B.12)
To solve (B.12) we note that its homogeneous version,
∂P
∂η
=
1− 2(ξ − η)
2(ξ − η)(ξ − η − 1) P ,
has a general solution
P(ξ, η) =
√
(ξ − η)(ξ − η − 1)Q(ξ)
where Q(ξ) is an arbitrary function of ξ. Then a solution to the full equation (B.12) can
be sought using the variation of constant technique. In the present case we must actually
vary the function Q(ξ), namely, we should seek a solution of the form
P(ξ, η) =
√
(ξ − η)(ξ − η − 1)Q(ξ, η) (B.13)
Plugging (B.13) into (B.12) we obtain a simple equation for Q which is integrated to find
a final solution. Returning back to the variables (t, ζ) we get
P(t, ζ) =
√
ζ(ζ − 1)Q(t, ζ) (B.14)
with
Q =
1√
(t+ ζ)(t+ ζ − 1)
+
1
2
∫ t
0
dτ
P0(τ)
[(t− τ + ζ)(t− τ + ζ − 1)]3/2
(B.15)
Equations (B.14)–(B.15) give rather formal results as we haven’t yet extracted P0(t).
However, on this stage we can already confirm the emergence of scaling (B.4). Indeed,
assuming that P0(t) decays and approaches to zero as t→∞, we conclude that the integral
term on the right-hand side of (B.15) is asymptotically negligible and thereforeQ ' 1/(t+ζ).
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Therefore (B.14) becomes P ' ζ/(t + ζ), where we additionally consider the large ζ limit.
Hence P ' 1/(1 + t/ζ) = 1/(1 + t− tz). Expanding this result we get
Pn(t) =
1
2
tn−1
(1 + t)n
which in the scaling limit n → ∞ and t → ∞ with n/t being finite is indeed equivalent to
(B.4).
B.2 Angular Integrals
Let us first prove the validity of relation (5.24a) with A defined in (5.25). The integral in
(5.24a) is equal to (J ·u), where J = ∫ De (g · e) e. Due to symmetry, the vector J must be
directed along g. Hence
J = Ag (B.16)
where the amplitude A is independent on g since J scales linearly with g. Computing the
scalar product of g and J we obtain
A =
1
g2
(J · g) = 1
g2
∫
De (g · e)2 (B.17)
Using (B.16) we arrive at ∫
De (u · e)(g · e) = (u · J) = A(u · g)
which together with (B.17) lead to (5.24a).
To establish (5.24b) with B defined in (5.25) we note that the integral in Eq. (5.24b) is
equal to (u · T · u), where
T =
∫
De (g · e)2ee (B.18)
Tensor T depends only on vector g, so it must read
T = C1gg + C2g2U (B.19)
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where U is the unit tensor. To determine the amplitudes C1 and C2, we compute the trace
of tensor T and the product (g · T · g). Using (B.19) we find
Tr(T) = (C1 + dC2)g2 (B.20a)
(g · T · g) = (C1 + C2)g4 (B.20b)
If instead we use (B.18) we get
Tr(T) =
∫
De (g · e)2 = Ag2 (B.21a)
(g · T · g) =
∫
De (g · e)4 = Bg4 (B.21b)
where we have used the definitions of A and B, see (5.25). Comparing (B.20) with (B.21)
we express the amplitudes C1 and C2 via A and B:
C1 =
dB −A
d− 1 , C2 =
A−B
d− 1 (B.22)
yielding indeed (5.24b).
For the three-dimensional hard-sphere gas, the integration measure is given by Eq. (5.13)
and therefore
A =
1
g3
∫
d2e θ(g · e) (g · e)3
B =
1
g5
∫
d2e θ(g · e) (g · e)5
(B.23)
Let us now introduce spherical coordinates with the axis along g. We have d2e = 2pi sinϑ dϑ,
(g · e) = g cosϑ; the term θ(g · e) limits the integration over the range 0 ≤ ϑ ≤ pi/2. Thus
A = 2pi
∫ pi/2
0
sinϑ (cosϑ)3 dϑ =
pi
2
and similarly B = pi/3. Thus we obtain (5.15a)–(5.15b). (See Ref. [43] for the computation
of integrals similar to (5.15); such integrals often appear in kinetic theory of the hard-sphere
gas.)
For the d−dimensional hard-sphere gas, we have the same expression (B.23) for A and
B, the only difference is that de = Ωd−1 (sinϑ)d−2 dϑ. Computing A yields
A = Ωd−1
∫ pi/2
0
(sinϑ)d−2 (cosϑ)3 dϑ =
pi(d−1)/2
Γ(d+32 )
(B.24)
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B.3 Exact Solution of Eq. (5.26) and Analysis of Solutions of
Eq. (5.32)
Let us first solve Eq. (5.26) using the Laplace transform. Note that in Eq. (5.26) the variable
v varies in the range (0,+∞) and therefore we use the Laplace transform rather than e.g.
the Fourier transform. In any number of dimension we define
g(k, τ) = Ωd
∫ ∞
0
dv vd−1 e−vk f(v, τ) (B.25)
where Ωd =
2pid/2
Γ(d/2) is the area of the unit sphere in d dimension. According to this definition,
the function g satisfies the boundary condition g(k = 0, τ) = 1 and the initial condition
g0(k) ≡ g(k, τ = 0) = Ωd
∫ ∞
0
dv vd−1 e−vk f(v, τ = 0)
Applying the Laplace transform to Eq. (5.26) yields
∂g
∂τ
= −d k g − k2 ∂g
∂k
(B.26)
The right hand side can be rewritten as−k2−d ∂∂k (kdg) thereby suggesting to use the function
h = kdg instead of g. One gets hτ = −k2hk, or equivalently
∂h
∂τ
=
∂h
∂κ
, κ = k−1. (B.27)
A general solution to the simple wave equation (B.27) is h(κ, τ) = H(κ + τ) where H is
determined by the initial condition: h(κ, τ = 0) = H(κ). Returning to the original function
g we arrive at the general solution for the Laplace transform
g(k, τ) = (1 + τk)−d g0
(
k
1 + kτ
)
(B.28)
As an example of the initial distribution with a compact support (that is, vanishing for
sufficiently large velocities) consider the isotropic distribution with fixed initial speed v0.
In other words, let
f(v, τ = 0) =
δ(v − v0)
Ωd v
d−1
0
(B.29)
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In this case 1 the solution reads
g(k, τ) =
1
(1 + τk)d
exp
[
− v0k
1 + τk
]
Expanding the exponential and separately performing the inverse Laplace transform of each
term we obtain
f(v, τ) =
1
ΩdΓ(d)τd
∞∑
n=0
(−v0/τ)n
n!
1F1
[
n+ d; d;− vτ
]
(B.30)
where 1F1 is the confluent hypergeometric function. The asymptotic behavior (τ  v0) of
(B.30) is given by the first term (n = 0) in the sum and is equal to
f(v, τ) =
1
ΩdΓ(d)
e−v/τ
τd
(B.31)
where we have used the identity 1F1[d; d; z] = e
z.
As an example of an initial distribution with infinite support, consider an exponential
distribution
f(v, τ = 0) =
1
ΩdΓ(d)
e−v/v0
vd0
(B.32)
In this case, the velocity distribution remains exponential throughout the evolution
f(v, τ) =
1
ΩdΓ(d)
e−v/(v0+τ)
(v0 + τ)d
(B.33)
The asymptotic (τ  v0) behavior of the solution (B.33) is again given by (B.31).
These two examples illustrate the general behavior which can be deduced from the
general solution (B.28): If the initial velocity distribution decays exponentially or faster,
the asymptotic behavior of the velocity distribution is universal (that is, independent on the
initial velocity distribution) and given by (B.31). If the initial velocity distribution decays
slower than exponentially in the v → ∞ limit, the long time asymptotic behavior is given
by Eq. (B.31) apart from the tail region. For instance, if f(v, τ = 0) ∼ v−ν as v →∞, the
asymptotic velocity distribution is given by (B.31) when 0 ≤ v  (ν − d)τ ln τ , while for
v  (ν − d)τ ln τ the initial distribution dominates: f(v, τ) ∼ v−ν .
1We must assume that v0 
√
T in the initial distributions (B.29) and (B.32) to ensure the validity of
equation (5.26) during the entire time range τ > 0. The same inequality is required for the applicability of
Eq. (5.32) when the initial condition is given by Eq. (B.34).
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Essentially the same qualitative behavior is valid in the general case of the potential
particle-atom interaction (5.28). The governing kinetic equation (5.32) describing the long
time behavior is substantially more difficult than Eq. (5.26) corresponding to the hard-
sphere interaction, e.g. applying the Laplace transform to Eq. (5.32) does not lead to
a closed equation for g(k, τ). Therefore it is much harder to prove rigorously that the
asymptotic is given by (5.34)–(5.35). A non-rigorous, but physically convincing, argument
relies on the existence of a one-parameter family of exact solutions generalizing the scaling
solution (5.34)–(5.35). Indeed, let us start with an initial velocity distribution 2
f(v, τ = 0) =
C
vd0
exp
{
−Λ2
(
v
v0
)1/Λ}
(B.34)
where v0 is a parameter and the constants C and Λ are the same as in Eqs. (5.34)–(5.35).
A solution of Eq. (5.32) subject to the initial condition (B.34) reads 3
f = C
(
τ + v
1/Λ
0
)−Λd
exp
{
−Λ2 v
1/Λ
τ + v
1/Λ
0
}
(B.35)
Obviously, the velocity distribution (B.35) approaches the scaling form (5.34)–(5.35) in the
long time limit. This strongly suggests that for an arbitrary initial velocity distribution that
decays as exp
{−const.× v1/Λ} or faster, the asymptotic behavior is given by (5.34)–(5.35).
For the initial velocity distribution decaying slower than the above stretched exponential,
the asymptotic velocity distribution is still given by Eqs. (5.34)–(5.35) in the major range
and only the tail region is dominated by the initial velocity distribution.
2We must assume that v0 
√
T in the initial distributions (B.29) and (B.32) to ensure the validity of
equation (5.26) during the entire time range τ > 0. The same inequality is required for the applicability of
Eq. (5.32) when the initial condition is given by Eq. (B.34).
3Exact solutions (B.35) easily follow from the scaling solution (5.34)–(5.35) after noting that the governing
kinetic equation (5.32) possesses the time-translational invariance.
Appendix C
Universal Energy Fluctuations:
Additional Examples
In this Appendix we will provide two additional examples illustrating validity of the results
presented in Chapter 6 for a classical and quantum interacting one-dimensional spin chains.
C.1 An XY model in one dimension
First we consider an XY-model on a one-dimensional lattice of size N . On each lattice
site there is a single degree of freedom, which may be viewed as a two-dimensional unit
vector. The interaction energy between neighboring sites i, j is Hi,j = 1− cos (θi,j), where
θi,j = θi − θj is the difference between the angles at sites i and j. The total Hamiltonian
is given by summing over all nearest neighbors the interaction terms H =
∑
〈i,j〉Hi,j . To
drive the system, we assume that the angle at a specific site θi is changed by a small amount
δθ, which is a fluctuating variable with zero mean, and other sites are unaffected. Such a
protocol, for example, describes an interaction of the system with an external fluctuating
local magnetic field. The problem can be solved exactly in one-dimension. To do this, note
that the change in energy of the system depends only on the two differences θi−1,i and θi,i+1
before the drive. The probability distribution of θi,i+1 to order O(1/N) is given by
ρ(θi,i+1) ∝ exp[β(E) cos(θi,i+1)]. (C.1)
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Figure C.1: The variance of the distribution for a driven one-dimensional XY model. The
ratio σ2(E)/σ2eq(E) as a function of E/N . The initial conditions are E0 = 0 and σ
2
0 = 0.
Using this expression, it is straightforward to calculate the values of the average work and
its fluctuations A(E) = 〈w〉 , B(E) = 〈w2〉
c
to order δθ2:
A =
〈
δθ2
〉(
1− E
N
)
, B =
2A
β
. (C.2)
Here to relate E and β we used the expression for the energy [203] E/N = 1−[I1 (β) /I0 (β)],
where In denotes a modified Bessel function of the first kind of order n.
Substituting relations (C.2) into Eq. (6.1) and numerically integrating we obtain σ2(E)/σ2eq(E)
as a function of β(E). The results are shown in Fig. C.1. Note that there are two regimes.
In the low energy regime A is to lowest order constant, s = 0, and α = 1, which gives
η = −2, and σ2/σ2eq ' 1, see Table I. The next order correction for small E/N can be
obtained using Eq. (C.2) and gives: σ2/σ2eq ' 1 − E/N . Then at high energies, close to
infinite temperature, E/N = 1 and again σ2/σ2eq → 1. This is due to the finite phase-space
available to this system, which allows the system to reach a stationary distribution with
β = 0 at a finite total energy density (E/N = 1).
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C.2 The transverse-field Ising model in one dimension
Finally we consider a quantum transverse-field Ising model in one dimension described by
the Hamiltonian:
H = −
∑
j
[gσxj + σ
z
jσ
z
j+1] +H
′, (C.3)
where H ′ is a weak perturbation breaks integrability of the system but does not affect
the dynamics during the driving protocol. For example, this perturbation can be a weak
second nearest-neighbor spin-spin interaction. The assumption of smallness of H ′ is only
important to make explicit analytic calculations. For simplicity we will consider the domain
of non-negative values of the transverse field g. This system undergoes a quantum phase
transition at g = 1 [29]. Using a Jordan-Wigner transformation the Hamiltonian assumes
a quadratic form in the fermionic operators and can be fully diagonalized performing a
Bogoliubov rotation in momentum space [29]. The final Hamiltonian reads:
H =
∑
k
gk(γ
†
kγk −
1
2
), (C.4)
where
gk = 2
√
1 + g2 − 2g cos(k) ≈ 2
√
(1− g)2 + k2
and γ†k, γk are quasi-particle creation and annihilation operators. Here in order to simplify
analytic expressions we linearized the spectrum by taking g − 1  1 and the relevant
momenta are much smaller than the ultra-violet cutoff given by the lattice: |k|  pi. The
ground state of this Hamiltonian, which is annihilated by all quasi-particle operators γk,
is factorized into momentum sectors. The excited states can be obtained by applying
various combination of operators γ†k to the ground state. If the external time-dependent
perturbation is spatially uniform then due to momentum conservation only the excited
states corresponding to pairs of excited quasi-particles with opposite momenta obtained
by applying γ†kγ
†
−k to the ground state participate in the dynamics. Moreover excitations
to different momentum states are independent and the problem effectively splits into a
collection of two levels-systems. Let us emphasize that this system does not become classical
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even in the infinite temperature limit. In disordered systems this feature was explored e.g.
in the context of the many-body localization in Ref. [204].
We now perturb the system by changing the amplitude of the transverse-field g(t) =
g1 + δ t(1− t/τ), t ∈ [0, τ ] from its initial value, g1, to an intermediate value, g2 = g1 + δτ/4
and then back to g1. Here the parameter δ sets the velocity of the quench and δτ/4
sets its amplitude. As a result of this process the occupation of the energy levels will
change. Because different momentum modes are effectively independent from each other
we will consider each two-level system separately. The presence of the weak integrability
breaking perturbation ensures a Fermi-Dirac redistribution of the energy among different
modes between different cycles. It is similar to the effect of a weak interaction between
particles leading to a Maxwell-Boltzmann single-particle distribution in the piston example
or an assumption of weak coupling to the rest of the system in the single oscillator example
discussed in the main text. The ergodicity of small weakly nonintegrable one-dimensional
systems was recently tested numerically to a very good accuracy for hard-core bosons and
fermions, which are closely related to the transverse field Ising model (see e.g. Ref. [205]).
Under these assumptions each cycle starts from the Fermi-Dirac distribution in each
momentum mode. To avoid extra complications related to the singularities of the transition
probabilities at the critical point we will additionally assume that dynamics occurs only in
one phase, say g > 1 (at finite temperatures we are interested in, this assumption can
be further relaxed). For slow quenches, if the rate δ is small: δ  (g1 − 1)2, such that
the adiabaticity condition δ  2k is satisfied for all modes, the dynamics can be solved
analytically. In particular, in Ref. [206] it was shown, that under these conditions the
transition probability between the ground and excited states is approximately equal to (see
Eqs. (20) and (87) in Ref. [206])
pk ≈ 1
32
δ2k2
(k2 + (g1 − 1)2)3 =
2δ2k2
(g1k )
6
. (C.5)
Note that there is an additional contribution to Eq. (C.5) which is rapidly oscillating at a
frequency ω ∼ (g2 − g1)τ (see Eq. (20) in Ref. [206]) and averages to zero either because
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of adding contributions from different momentum modes or because of slight fluctuations
of the quench time τ from cycle to cycle. Actually the addition of the oscillating term to
Eq. (C.5) will at most double the transition probability. As we will see below our results
are not affected by the precise form of pk as long as pk is small, which is controlled by δ and
decays sufficiently fast with momentum k so that the work distribution remains sufficiently
narrow.
With these transition rates, the master equation for the occupation probabilities of
different momentum states becomes particularly simple: ρ˜kgr
ρ˜kex
 =
 1− pk pk
pk 1− pk
 ρkgr
ρkex
 ,
where ρkex and ρ˜
k
ex refer to the probabilities of having a pair of fermions with momenta k and
−k before and after the quench respectively and likewise, ρkgr and ρ˜kgr are the probabilities
to have no fermions in the k and −k momentum mode. Due to rethermalization of the
system between driving protocols we have
ρkgr =
exp[βg1k ]
2 cosh[βg1k ]
, ρkex =
exp[−βg1k ]
2 cosh[βg1k ]
(C.6)
Actually these expressions are somewhat modified due to presence of the inert modes with
one fermion in either k or −k mode, but this modification does not affect our conclusions
since the inert modes do not participate in transitions only effectively reducing the number
of active modes by a factor of two in the regime of interest. From the master equation and
the probabilities of occupying initial states above we find the average work and its second
moment for individual momentum modes:
〈wk〉 = 2g1k pk tanh(βg1k )
〈w2k〉 = (2g1k )2pk
(C.7)
From this equation we deduce the relation (6.3) between Ak = 〈wk〉 and Bk = 〈w2k〉c:
2Ak ≈ βBk is satisfied provided that pk  1, which is the case for sufficiently slow quenches,
and βg1k  1 which means that the temperature is big compared to the initial energy of the
fermions. The latter condition is always satisfied if the temperature is large compared to the
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Figure C.2: The Einstein relation for the transverse-field Ising model - first protocol. The
validity of the Einstein relation is checked as a function of the temperature of the initial
thermal state. The transition probability are calculated as in Eq. (C.5) with δ = 0.05 and
g1 = 1.1. In the inset we show the initial occupancy of energy level at temperature T = 2.0.
gap in the system and that the relevant excited modes correspond to small momenta, which
is the case for sufficiently slow quenches. If these conditions are fulfilled then Eq. (6.3) is
satisfied for the total work and its variance:
A =
∑
k>0
Ak, B =
∑
k>0
Bk.
In Fig. C.2 we show the calculated values of 2A and βB for different initial temperatures for
the protocol with g1 = 1.1 and δ = 0.05 (the time τ drops out from the answer if δτ
2  g1).
As the temperature increases the work per cycle, A, decreases due to fermion anti-bunching
and the relation (6.3) is satisfied to a very good accuracy as soon as temperature becomes
much bigger than the gap.
Let us make now a number of remarks on validity of our results and the importance
of the protocol in quantum systems. The general analysis and derivation of the Fokker-
Planck equation in Sec. 6.3 and Sec 6.4 as the relation (6.3) (see Eq.(6.15)) are based on
a quantum formalism. Therefore as soon as the conditions β〈w〉  Cv and β2〈w3〉  〈w〉
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are satisfied Eq. (6.3) should work. And indeed we illustrated this here for a particular
example of a transverse field Ising model. Instead of this model we could get e.g. fermions
with two-body interactions and would come to similar conclusions. The smallness of work
can be controlled by doing sufficiently slow quenches or by quenches of small amplitude
similar to the classical case. There is an important subtlety related to the second condition
of the smallness of the third and higher cumulants of work which distinguishes quantum
and classical systems. In particular, in classical situations it is impossible to give a large
energy to a system during a cycle unless the external parameter changes suddenly. E.g. in
a deforming cavity example during each collision with a wall the particle can gain at most
velocity 2V , where V is the velocity of the wall. This means that in classical situations the
work distribution is typically bounded and the smallness of average work usually implies
smallness of its cumulants. In quantum systems the situation is very different. Namely in
any protocol it is possible to give the system arbitrarily large energy. For smooth protocols,
where the external parameter changes analytically in time the transition probability to
high energy states decreases exponentially like in the conventional Landau-Zener problem
and such transitions do not affect cumulants of work. However, for non-analytic protocols
where e.g. amplitude, velocity (like in our case) or acceleration experience a discontinuity
the transition probability to high energy states decreases only algebraically with energy
like in Eq. (C.5) (see Ref. [206] for more details). This means that high enough cumulants
of work necessarily diverge. Of course real experimental protocols are always smooth and
these divergencies are cutoff, however the degree of smoothness introduces a new quantum
scale into the dynamics. Thus the work distribution can be effectively wide or narrow in the
sense of satisfying the condition β2〈w3〉  〈w〉 depending on the ratio of this new energy
scale and temperature.
Since this discussion is not directly related to this paper we postpone it until future work.
Here we only explicitly analyze another protocol where the coupling changes quadratically
in time: g(t) = g1 + (ε/2) t
2(1 − t/τ)2. In this case in the slow limit ε . (g1 − 1)3 instead
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Figure C.3: The Einstein relation for the transverse-field Ising model - second protocol. The
validity of the Einstein relation is checked as a function of the temperature of the initial
thermal state. The transition probability are calculated as in Eq. (C.8) with  = 0.024 and
g1 = 1.1. In the inset we show the initial occupancy of energy level at T = 0.8.
of Eq. (C.5) we get (see Ref. [206] for details):
pk ≈ 1
2
ε2k2
(g1k )
8
. (C.8)
As we see indeed the transitions to the higher energy states are suppressed even more
than for the linear protocol so that more cumulants of work now converge at small energies.
As a result the relation (6.3) is satisfied even at smaller temperatures, see Fig. C.3. In
Fig. C.3 we show the values of 2A and βB obtained using Eq. (C.8) with g1 = 1.1 and
 = 0.024 (the time τ drops out from the answer if ετ4  g1). With this choice of the
parameters the peak value of pk in the two protocols (linear, Eq. (C.5), and quadratic,
Eq. (C.8)) are equal. The Einstein-relation, 2A = βB, is satisfied when the relative error
(B/T −2A)/2A becomes less than 5%. With this definition the Einstein-relation is satisfied
at T > 2 for the linear and T > 0.8 for the quadratic protocol.
In the regime of validity of the fluctuation-dissipation relation (6.3) we can expand
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expression (C.7) to first order in β to obtain A ∼ β ∼ T−1 for both the linear and quadratic
protocols described above. Moreover, if the temperature T is in turn much smaller than
the cutoff energy scale given by J (which is nothing but the Fermi energy in the fermion
representation) then E ∼ T 2, which is the case for weakly interacting fermions if T  EF .
From these considerations it immediately follows that α = 1/2, s = −1/2 and η = −5/2.
Therefore σ2/σ2eq → 2/5. At high energies, i.e. close to the infinite temperature limit,
A → 0 and σ2/σ2eq must tend to 1. As in the XY-model this is due to the finite size
of the Hilbert space (see discussion after Eq. (C.2)). This example shows that for weakly
interacting fermions (to which the Ising spin chain is equivalent) it is easy to get distributions
significantly narrower than canonical without any special fine tuning. We expect this to be
generic result following from the Pauli exclusion principle and suppression of transitions at
higher temperatures (see Ref. [206] for additional discussion).
Appendix D
Periodically driven spin chain
D.1 Resummation of the Hausdorff-Baker-Campbell formula
Here, we show how to resum the Hausdorff-Baker-Campbell formula (HBC) [200] to ob-
tain the Hamiltonian (7.2). First, it is convenient to introduce the shorthand notations
X → − i2~H0T0, Y → − i~H1T1 and Z → − i~HeffT where T = T0 + T1. With these no-
tations the effective Hamiltonian for the protocol considered (see Fig. 7.1) is defined by
Z ≡ log [eXeY eX]. Expanding this expression to the first order in Y we obtain the HBC
formula:
Z = 2X + Y −
∞∑
n=1
2(22n−1 − 1)
(2n)!
B2n
{
X2n;Y
}
+O(Y 2) (D.1)
where Bk are the first Bernoulli numbers (B0 = 1, B2 =
1
6 , B4 = − 130 , ...) and
{
Xk;Y
} ≡
[X; [X; ... [X;Y ]]] is the nested commutator with k operators X and only one operator Y
appearing at the right most position. Note that Eq. (D.1) is different from the expression
usually reported in the literature, where the less symmetric situation Z ≡ log [eXeY ] is
considered. The simple form of the Hamiltonian H0 allows us to compute all the nested
commutator analytically. In fact, using the explicit form of H0 and H1 (see Eq. (7.1))
together with the commutation relations for spin operators [sαn; s
β
m] = i δn,mαβγs
γ
n , it is
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easy to verify that{
(HBx)
2n ;Hz
}
= 2(2n−1)Wzz−yy,
{
(HBx)
2n ;H ′z
}
= 2(2n−1)W ′zz−yy{
(HBx)
2n ;H‖
}
= −2(2n−1)Wzz−yy,
{
(HBx)
2n ;H ′‖
}
= −2(2n−1)W ′zz−yy
(D.2)
where Wzz−yy ≡
∑
n
(
szn−1szn − syn−1syn
)
and W ′zz−yy ≡
∑
n
(
szn−2szn − syn−2syn
)
. Plugging
these expressions in Eq. (D.1) and performing the sum we find Eq. (7.2) where M ≡(
Jz − J‖
)
Wzz−yy +
(
J ′z − J ′‖
)
W ′zz−yy. We note that for spin rotation invariant situations,
Jz = J‖ and J ′z = J ′‖, M = 0 and the effective Hamiltonian reduces to the time-averaged
Hamiltonian. This is expected since in this case H0 and H1 commute with each other.
D.2 Explicit form of first terms in the Magnus Expansion
All the even order terms in the ME vanish for a time-symmetric driving [163] [164], i.e.
H(t) = H(T − t). Here, for completeness, we report the first not-vanishing terms in the ME
for the protocol considered in Chapter 7 (see Fig. 7.1 and Eq. (7.1)). First, it is convenient
to introduce the shorthand notations X → − i2~H0T0, Y → − i~H1T1 and Z → − i~HeffT
where T = T0 + T1. Then by the definition of evolution operator, the effective Hamiltonian
is defined by Z = log [U(T )] = log
[
eXeY eX
]
. Using a Mathematica code similar to the one
described in Ref. [207] we have explicitly computed the first few terms in the ME:
Z = (2X + Y ) +
1
6
(−{XXY } − {Y XY }) +
1
360
(
7 {XXXXY }+ {Y Y Y XY }+ 6 {XYXXY }
+ 8 {Y XXXY }+ 12 {Y Y XXY } − 4 {XY Y XY }
)
+ ...
(D.3)
where the symbol {XYXXY } is a short hand notation for the right nested commutators
[X, [Y, [X, [X,Y ]]]]. We note that there is no unique way of writing Z in terms of nested
commutators due to the Jacoby identity of nested commutators. For example, it is easy to
show that {Y Y XXY } ≡ {Y XY XY }. Substituting the definition for X,Y, Z in Eq. D.3 we
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obtain Heff = H
(1)
eff +H
(3)
eff +H
(5)
eff + ... where:
H
(1)
eff =
1
T (H0T0 +H1T1)
H
(3)
eff =
1
6~2T
((
T0
2
)2
T1 {H0H0H1}+
(
T0
2
)
T 21 {H1H0H1}
)
H
(5)
eff =
1
360~4T
((
T0
2
)4
T17 {H0H0H0H0H1}+
(
T0
2
)
T 41 {H1H1H1H0H1}+(
T0
2
)3
T 21 (6 {H0H1H0H0H1}+ 8 {H1H0H0H0H1}) +(
T0
2
)2
T 31 (12 {H1H1H0H0H1} − 4 {H0H1H1H0H1})
)
(D.4)
These terms are different from the ones usually reported in the literature where the less
symmetric protocol, Z = log
[
eXeY
]
, is considered.
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