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1. Introduction and main results
In this paper, we consider the solution of two-coupled nonlinear Schrödinger equations{
iψ1t = −ψ1 −
(
v11
∣∣ψ1∣∣2 + v12∣∣ψ2∣∣2)ψ1 in R2 × R+,
iψ2t = −ψ2 −
(
v12
∣∣ψ1∣∣2 + v22∣∣ψ2∣∣2)ψ2 in R2 × R+, (1.1)
ψ1(x,0) = ψ10 (x), ψ2(x,0) = ψ20 (x), (1.2)
where ψ1(x, t) :R2 × R+ → C , ψ2(x, t) :R2 × R+ → C ,  is the Laplace operator on R2, ψ10 (x), ψ20 (x) is the initial data.
vij , i, j = 1,2, are coupling constants. The system (1.1)–(1.2) has applications in many physical problems, especially in
nonlinear optics. Physically, the solution ψ j denotes the jth ( j = 1,2) component of the beam in Kerr-like photo-refractive
media. The coupling constant vij , i, j = 1,2, is the interaction between the ﬁrst and the second component of the beam.
The behavior near blow-up time of blow-up solutions for the critical case seems to be quite different from that of
blow-up solutions for the supercritical case, because the so-called “mass concentration” occurs for the critical case. In the
case of a single nonlinear Schrödinger equation,
iut = −u + f (u), t ∈ [0, T ), x ∈ RN . (1.3)
Weinstein [1] and Nawa and Tsutsumi [2] studied the blow-up solutions whose L2 density approaches to ‖u0‖2L2δ(x)
near the blow-up time, where u0 is initial data and δ(x) is the delta function. Merle and Tsutsumi [3] proved that the
L2-concentration occurs at the origin for all the radially blow-up solutions. For the single critical power nonlinearity,
Merle [4] has proved that there are blow-up solutions such that the L2-concentrations occur at more than one point.
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the rate of L2-concentration for radially symmetric blow-up solutions of (1.3) with f (u)  −|u|4/Nu as |u| → +∞, when
N  2. These are generalizations of results in [3].
In this paper, we investigate the rate of L2-concentration for radially symmetric blow-up solutions of (1.1) and (1.2) for
the case 0 < v12 < min{v11, v22}.
It is easy to prove that the local existence theorem for the Schrödinger equations (1.1). Namely, assume that ψ10 ,ψ
2
0 ∈ H1,
then there exists a solution ψ1, ψ2 of the Cauchy problem (1.1) and (1.2) in C([0, T ], H1) for some T ∈ (0,∞], T = +∞ or
T < +∞ and limt→T− ‖ψ1‖2H1 + ‖ψ2‖2H1 = ∞. Furthermore ψ1(x, t), ψ2(x, t) satisﬁes
N (ψ1,ψ2) := ∫
R2
(∣∣ψ1(x, t)∣∣2 + ∣∣ψ2(x, t)∣∣2)dx ≡ C1, (1.4)
E
(
ψ1,ψ2
)≡ C2, (1.5)
where
E
(
ψ1,ψ2
) := ∫
R2
[(∣∣∇ψ1∣∣2 + ∣∣∇ψ2∣∣2)− 1
2
(
v11
∣∣ψ1∣∣4 + v22∣∣ψ2∣∣4)− v12∣∣ψ1∣∣2∣∣ψ2∣∣2
]
dx. (1.6)
C1, C2 are constants.
Our main results are the following theorems.
Theorem 1.1. Let ψ1,ψ2 ∈ H1(R2) be the solution of the Cauchy problem (1.1) and (1.2) in C([0, T ∗), H1) such that ψ1 , ψ2 blows
up at ﬁnite time t = T ∗ . Put
β(t) = (∥∥∇ψ1∥∥2L2 + ∥∥∇ψ2∥∥2L2)1/2.
If a(t) is a decreasing function from [0, T ∗) to R+ such that a(t) → 0 (t → T ∗) and 1
β(t)a(t) → 0 (t → T ∗), then
lim inf
t→T ∗
(∥∥ψ1(t)∥∥2L2(|x|<a(t)) + ∥∥ψ2(t)∥∥2L2(|x|<a(t)))1/2  12
(∥∥u1∥∥2L2 + ∥∥u2∥∥2L2)1/2, (1.7)
where u1 , u2 is a ground state solution of{
u1 − u1 + (v11∣∣u1∣∣2 + v12∣∣u2∣∣2)u1 = 0, in R2,
u2 − u2 + (v12∣∣u1∣∣2 + v22∣∣u2∣∣2)u2 = 0, in R2. (1.8)
Theorem 1.2. Let ψ1,ψ2 ∈ H1(R2) be the solution of the Cauchy problem (1.1) and (1.2) in C([0, T ∗), H1) such that ψ1 , ψ2 blows
up at ﬁnite time t = T ∗ . If a(t) is a decreasing function from [0, T ∗) to R+ such that a(t) → 0 (t → T ∗) and (T ∗ − t)1/4/a(t) → 0
(t → T ∗), then
lim inf
t→T ∗
(∥∥ψ1(t)∥∥2L2(|x|<a(t)) + ∥∥ψ2(t)∥∥2L2(|x|<a(t)))1/2  12
(∥∥u1∥∥2L2 + ∥∥u2∥∥2L2)1/2, (1.9)
where u1 , u2 is a ground state solution of (1.8).
2. Proof of main result
In this section, we shall prove Theorems 1.1 and 1.2.
First, we recall the existence theorem of a ground state solution by Sirakov in [7].
Lemma 2.1. (See [7].) Let 0 < v12 < min{v11, v22}, then system (1.8) has a ground state solution u10 , u20 .
Moreover, by using the same method as in [8], we can prove the following sharp vector-valued Gagliardo–Nirenberg
inequality.
Lemma 2.2. Let 0 < v12 < min{v11, v22}, then we have the two vector-valued Gagliardo–Nirenberg inequality below. That is, for any
ψ i ∈ H1(R2), i = 1,2,∫
2
(
v11
∣∣ψ1∣∣4 + v22∣∣ψ2∣∣4 + 2v12∣∣ψ1∣∣2∣∣ψ2∣∣2)dx 2
∫
R2
(|∇ψ1|2 + |∇ψ2|2)dx∫
R2
(|ψ1|2 + |ψ2|2)dx∫
R2
(|u10|2 + |u20|2)dx
, (2.1)R
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2
0 is ground state solution of the following system{
u1 − u1 + (v11∣∣u1∣∣2 + v12∣∣u2∣∣2)u1 = 0, in R2,
u2 − u2 + (v12∣∣u1∣∣2 + v22∣∣u2∣∣2)u2 = 0, in R2. (2.2)
Proof. We deﬁne the following functional
I
(
ψ1,ψ2
)=
∫
R2
(|∇ψ1|2 + |∇ψ2|2)dx∫
R2
(|ψ1|2 + |ψ2|2)dx∫
R2
(v11|ψ1|4 + v22|ψ2|4 + 2v12|ψ1|2|ψ2|2)dx , ψ
1,ψ2 ∈ H . (2.3)
If we set ψ i,λ,μ(x) = μψ i(λx), i = 1,2, then
I
(
ψ1,λ,μ,ψ2,λ,μ
)= I(ψ1,ψ2).
Since I(ψ1,ψ2)  0, there exists a minimizing sequence ψ1ν ,ψ2ν ∈ H1(R2) ∩ L4(R2), i.e. a = inf I(ψ1,ψ2) =
limν→∞ I(ψ1ν ,ψ2ν ) < ∞. By symmetrization, we can take 0 < ψ1ν = ψ1ν (|x|), 0 < ψ2ν = ψ2ν (|x|).
Choosing λν = (
∫
R2 [|ψ1ν |2+|ψ2ν |2]dx)1/2
(
∫
R2 [|∇ψ1ν |2+|∇ψ2ν |2]dx)1/2
, μν = 1
(
∫
R2 [|∇ψ1ν |2+|∇ψ2ν |2]dx)1/2
, we obtain sequences φ1ν = ψ1,λν ,μν (x), φ2ν =
ψ2,λν ,μν (x) with the following properties:
1. φiν  0, φiν = φiν(|x|), i = 1,2,
2. φiν ∈ H1(R2),
3.
∫
R2
[|φ1ν |2 + |φ2ν |2]dx = 1 and
∫
R2
[|∇φ1ν |2 + |∇φ2ν |2]dx = 1,
4. I(φ1ν,φ
2
ν) → a, as ν → ∞.
Since the sequence ψ iν is bounded in H
1(R2), some subsequence has a weak H1(R2) limit φi,∗ . Since φiν are radial and
uniformly bounded in H1(R2), it follows from the compactness lemma that we can take φ iν strongly convergence to φ
i,∗
in L4(R2). By weak convergence,
∫
R2
[|φ1,∗ν |2 + |φ2,∗ν |2]dx 1 and
∫
R2
[|∇φ1,∗ν |2 + |∇φ2,∗ν |2]dx 1. Hence,
a I
(
ψ1,∗,ψ2,∗
)
 1∫
R2
(v11|φ1,∗|4 + v22|φ2,∗|4 + 2v12|φ1,∗|2|φ2,∗|2)dx = limν→∞ I
(
φ1ν,φ
2
ν
)= a.
It follows that∫
R2
(∣∣∇φ1,∗∣∣2 + ∣∣∇φ2,∗∣∣2)dx∫
R2
(∣∣φ1,∗∣∣2 + ∣∣φ2,∗∣∣2)dx = 1,
and therefore
∫
R2
(|∇φ1,∗|2 + |∇φ2,∗|2)dx = ∫
R2
(|φ1,∗|2 + |φ2,∗|2)dx = 1.
Since φ1,∗, φ2,∗ ∈ H1(R2) is the minimizing function, then φ1,∗ , φ2,∗ satisﬁes the Euler–Lagrange equation:
d
dε
∣∣∣∣
ε1=0
I
(
φ1,∗ + ε1η1, φ2,∗ + ε2η2
)= 0,
d
dε
∣∣∣∣
ε2=0
I
(
φ1,∗ + ε1η1, φ2,∗ + ε2η2
)= 0,
for all η1, η2 ∈ C∞0 (R2).
From the fact that
∫
R2
(|∇φ1,∗|2 + |∇φ2,∗|2)dx = ∫
R2
(|φ1,∗|2 + |φ2,∗|2)dx = 1, we have{
φ1,∗ − φ1,∗ + 2av11
(
φ1,∗
)3 + 2av12(φ2,∗)2φ1,∗ = 0,
φ2,∗ − φ2,∗ + 2av12
(
φ1,∗
)2
φ2,∗ + 2av22
(
φ2,∗
)3 = 0.
Let φi,∗ = (2a)−1/2ui0, i = 1,2. Then u10, u20 satisﬁes system (2.2) and a = 12
∫
R2
(|u10|2 + |u20|2)dx. This completes the proof of
Lemma 2.2. 
To prove Theorem 1.1, we need an auxiliary function ρ(x) and the following lemmas.
Let ρ(x) = ρ(|x|) be a radially symmetric nonnegative function in C10(R2), such that
ρ(x) =
{
1, r = |x| < 1/2,
0, r = |x| > 1, (2.4)
and 0 ρ ′(r)−8.
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where C0 does not depend on R and v(x).
Lemma 2.4. If all the assumptions in Theorem 1.1 are satisﬁed, then there exist two positive constants M1 and M2 such that
limsup
t→T ∗
(‖∇ψ1(t)‖2
L2
+ ‖∇ψ2(t)‖2
L2
)1/2
(‖∇ψ1(t)‖2
L2(|x|<M1/β(t)) + ‖∇ψ2(t)‖
2
L2(|x|<M1/β(t)))
1/2
 M2. (2.6)
Proof. Let M1 be a large positive constant to be determined later.
From (1.5), we have
β2(t) = 1
2
∫
R2
(
v11
∣∣ψ1∣∣4 + v22∣∣ψ2∣∣4)dx+ v12
∫
R2
∣∣ψ1∣∣2∣∣ψ2∣∣2 dx+ E(ψ1,ψ2)
 v11 + v22
2
∫
R2
(∣∣ψ1∣∣4 + ∣∣ψ2∣∣4)dx+ E(ψ1,ψ2)
 C
∫
R2
(∣∣∣∣ρ
(
β(t)
M1
x
)
ψ1
∣∣∣∣
4
+
∣∣∣∣
(
1− ρ
(
β(t)
M1
x
))
ψ1
∣∣∣∣
4)
dx
+ C
∫
R2
(∣∣∣∣ρ
(
β(t)
M1
x
)
ψ2
∣∣∣∣
4
+
∣∣∣∣
(
1− ρ
(
β(t)
M1
x
))
ψ2
∣∣∣∣
4)
dx+ E(ψ1,ψ2)
= C
∥∥∥∥ρ
(
β(t)
M1
x
)
ψ1
∥∥∥∥
4
L4
+
∥∥∥∥
(
1− ρ
(
β(t)
M1
x
))
ψ1
∥∥∥∥
4
L4
+ C
∥∥∥∥ρ
(
β(t)
M1
x
)
ψ2
∥∥∥∥
4
L4
+ C
∥∥∥∥
(
1− ρ
(
β(t)
M1
x
))
ψ2
∥∥∥∥
4
L4
+ E(ψ1,ψ2). (2.7)
The Gagliardo–Nirenberg inequality implies that∥∥∥∥ρ
(
β(t)
M1
x
)
ψ1
∥∥∥∥
4
L4
 C
∥∥∥∥ρ
(
β(t)
M1
x
)
ψ1
∥∥∥∥
2
L2
∥∥∥∥∇
{
ρ
(
β(t)
M1
x
)
ψ1
}∥∥∥∥
2
L2
 C
∥∥ψ1∥∥2L2
∥∥∥∥∇ρ
(
β(t)
M1
x
)
ψ1 + ρ
(
β(t)
M1
x
)
∇ψ1
∥∥∥∥
2
L2

C‖ψ1‖4
L2
M21
β2(t) + C∥∥ψ1∥∥2L2∥∥∇ψ1∥∥2L2(|x|< M1
β(t) )
. (2.8)
Similarly, we have∥∥∥∥ρ
(
β(t)
M1
x
)
ψ2
∥∥∥∥
4
L4
 C
∥∥∥∥ρ
(
β(t)
M1
x
)
ψ2
∥∥∥∥
2
L2
∥∥∥∥∇
{
ρ
(
β(t)
M1
x
)
ψ2
}∥∥∥∥
2
L2
 C
∥∥ψ2∥∥2L2
∥∥∥∥∇ρ
(
β(t)
M1
x
)
ψ2 + ρ
(
β(t)
M1
x
)
∇ψ2
∥∥∥∥
2
L2

C‖ψ2‖4
L2
M21
β2(t) + C∥∥ψ2∥∥2L2∥∥∇ψ2∥∥2L2(|x|< M1
β(t) )
. (2.9)
By Lemma 2.3,∥∥∥∥
{
1− ρ
(
β(t)
M1
x
)}
ψ1
∥∥∥∥
4
L4

∥∥ψ1∥∥4L4(| β(t)M1 x|> 12 )
 C
∥∥ψ1∥∥2
L∞(|x|> M1 )
∥∥ψ1∥∥2
L2(|x|> M1 )2β(t) 2β(t)
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M1
∥∥∇ψ1∥∥
L2(|x|> M12β(t) )
∥∥ψ1∥∥3
L2(|x|> M12β(t) )

C‖ψ1‖3
L2
M1
β2(t). (2.10)
Similarly, we get∥∥∥∥
{
1− ρ
(
β(t)
M1
x
)}
ψ2
∥∥∥∥
4
L4

C‖ψ2‖3
L2
M1
β2(t). (2.11)
From (2.7)–(2.11), we have
β2(t) C1
∥∥ψ1∥∥2L2∥∥∇ψ1∥∥2L2(|x|< M1
β(t) )
+ C1
∥∥ψ2∥∥2L2∥∥∇ψ2∥∥2L2(|x|< M1
β(t) )
+
{
C2‖ψ1‖4L2 + ‖ψ2‖4L2
M21
+ C3‖ψ
1‖3
L2
+ ‖ψ2‖3
L2
M1
}
β2(t) + E(ψ1,ψ2)
 C1
(∥∥ψ1∥∥2L2 + ∥∥ψ2∥∥2L2)(∥∥∇ψ1∥∥2L2(|x|< M1
β(t) )
+ ∥∥∇ψ2∥∥2
L2(|x|< M1
β(t) )
)
+
{
C2‖ψ1‖4L2 + ‖ψ2‖4L2
M21
+ C3‖ψ
1‖3
L2
+ ‖ψ2‖3
L2
M1
}
β2(t) + E(ψ1,ψ2). (2.12)
If we choose M1 so large that
C2‖ψ1‖4L2 + ‖ψ2‖4L2
M21
+ C3‖ψ
1‖3
L2
+ ‖ψ2‖3
L2
M1
 1
2
then by (2.12), we have
β2(t) 2C1
(∥∥ψ1∥∥2L2 + ∥∥ψ2∥∥2L2)(∥∥∇ψ1∥∥2L2(|x|< M1
β(t) )
+ ∥∥∇ψ2∥∥2
L2(|x|< M1
β(t) )
)+ E(ψ1,ψ2). (2.13)
Because ‖∇ψ1‖L2 + ‖∇ψ2‖L2 → ∞ as t → T ∗ , (2.13) and (1.4) implies that∥∥∇ψ1∥∥2
L2(|x|< M1
β(t) )
+ ∥∥∇ψ2∥∥2
L2(|x|< M1
β(t) )
→ ∞ (t → T ∗).
This fact and (1.4) show (2.6). 
Now, we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1. Let ρ(t) be deﬁned as in (2.4). We put ρa(t) = ρ(x/a(t)) and
βa(t) =
(∥∥∇(ρaψ1)∥∥2L2 + ∥∥∇(ρaψ2)∥∥2L2)1/2.
By (1.5) and Lemma 2.3, we have
β2(t) − (v11∥∥ψ1(t)∥∥4L4(|x|<a(t)/2) + v22∥∥ψ2(t)∥∥4L4(|x|<a(t)/2))
 β2(t) − v12
∫
|x|<a(t)/2
∣∣ψ1∣∣2∣∣ψ2∣∣2 dx− 1
2
(
v11
∥∥ψ1(t)∥∥4L4(|x|<a(t)/2) + v22∥∥ψ2(t)∥∥4L4(|x|<a(t)/2))
= 1
2
(
v11
∥∥ψ1(t)∥∥4L4(|x|>a(t)/2) + v22∥∥ψ2(t)∥∥4L4(|x|>a(t)/2))+ v12
∫
|x|>a(t)/2
∣∣ψ1∣∣2∣∣ψ2∣∣2 dx+ E(ψ1,ψ2)

(
v11
∥∥ψ1(t)∥∥4L4(|x|>a(t)/2) + v22∥∥ψ2(t)∥∥4L4(|x|>a(t)/2))+ E(ψ1,ψ2)
 v11
∥∥ψ1(t)∥∥2L∞(|x|>a(t)/2)∥∥ψ1(t)∥∥2L2(|x|>a(t)/2) + v22∥∥ψ2(t)∥∥2L∞(|x|>a(t)/2)∥∥ψ2(t)∥∥2L2(|x|>a(t)/2) + E(ψ1,ψ2)
 2C0(v11 + v22) (∥∥ψ1(t)∥∥3L2(|x|>a(t)/2) + ∥∥ψ2(t)∥∥3L2(|x|>a(t)/2))β(t) + E(ψ1,ψ2). (2.14)a(t)
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− v11 + v22
2
∥∥ρaψ1(t)∥∥4L4 − v11 + v222
∥∥ψ1(t)∥∥4L4(|x|<a(t)/2), (2.15)
− v11 + v22
2
∥∥ρaψ2(t)∥∥4L4 − v11 + v222
∥∥ψ2(t)∥∥4L4(|x|<a(t)/2), (2.16)
β2a (t)
(∥∥ρa∇ψ1(t)∥∥L2 + ∥∥∇ρaψ1(t)∥∥L2)2 + (∥∥ρa∇ψ2(t)∥∥L2 + ∥∥∇ρaψ2(t)∥∥L2)2

(∥∥∇ψ1(t)∥∥L2 + C‖ψ1(t)‖L2a(t)
)2
+
(∥∥∇ψ2(t)∥∥L2 + C‖ψ2(t)‖L2a(t)
)2
 β2(t) + C(‖ψ
1‖L2 + ‖ψ2‖L2)β(t)
a(t)
+ C(‖ψ
1(t)‖2
L2
+ ‖ψ2(t)‖2
L2
)
a2(t)
. (2.17)
On the other hand, by Lemmas 2.1 and 2.2 (the variational characterization of the ground state solution u1, u2 of (2.2)
yields) we have
v11
∥∥ρaψ1∥∥4L4 + v22∥∥ρaψ2∥∥4L4 + 2v12∥∥ρaψ1ρaψ2∥∥2L2  2(‖ρaψ
1‖2
L2
+ ‖ρaψ2‖2L2)β2a (t)
‖u1‖2
L2
+ ‖u2‖2
L2
. (2.18)
By (2.14)–(2.18), we obtain
1
2
− ‖ρaψ
1‖2
L2
+ ‖ρaψ2‖2L2
‖u1‖2
L2
+ ‖u2‖2
L2
 1
2
− v11‖ρaψ
1‖4
L4
+ v22‖ρaψ2‖4L4 + 2v12‖ρaψ1ρaψ2‖2L2
2β2a (t)

β2a (t) − (v11‖ρaψ1‖4L4 + v22‖ρaψ2‖4L4)
2β2a (t)

β2(t) − (v11‖ρaψ1‖4L4(|x|<a(t)/2) + v22‖ρaψ2‖4L4(|x|<a(t)/2))
2β2a (t)
+ C(‖ψ
1‖L2 + ‖ψ2‖L2)β(t)
a(t)β2a (t)
+ C(‖ψ
1‖2
L2
+ ‖ψ2‖2
L2
)
(a(t)βa)2
 1
a(t)β2a
(∥∥ψ1∥∥3L2 + ∥∥ψ2∥∥3L2)β(t) + E(ψ1,ψ2)2β2a (t)
+ C(‖ψ
1‖L2 + ‖ψ2‖L2)β(t)
a(t)β2a
+ C(‖ψ
1‖2
L2
+ ‖ψ2‖2
L2
)
(a(t)βa)2
. (2.19)
Letting t → T ∗ in (2.19), by (1.4), Lemma 2.4 and the assumption of a(t), we obtain
limsup
t→T
(
1
2
− ‖ρaψ
1‖2
L2
+ ‖ρaψ2‖2L2
‖u1‖2
L2
+ ‖u2‖2
L2
)
 0,
which proves Theorem 1.1. 
To prove Theorem 1.2, we need lower estimate of the blow-up order of (‖∇ψ1‖2
L2
+ ‖∇ψ2‖2
L2
)1/2. Following the method
in [6], we can get the following proposition.
Proposition 2.5. If all the assumptions in Theorem 1.2 are satisﬁed, then, there exists an L > 0 such that(∥∥∇ψ1∥∥2L2 + ∥∥∇ψ2∥∥2L2)1/2  L(T ∗ − t)−1/4, t ∈ [0, T ∗).
Proof. Let φ = ( φ1
φ2
)
and f (φ) = ( f1(φ)
f2(φ)
)= ( v11|φ1|2φ1+v12|φ2|2φ1
v12|φ1|2φ2+v22|φ2|2φ2
)
, then we have
∣∣ f (φ) − f (ψ)∣∣ C(|φ|2 + |ψ |2)|φ − ψ |, (2.20)∥∥ f (φ) − f (ψ)∥∥L4/3  C(‖φ‖2L4 + ‖ψ‖2L4)‖φ − ψ‖L4 , (2.21)
and ∥∥∇ f (φ)∥∥ 4/3  C‖φ‖24‖φ − ψ‖L4 . (2.22)L L
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g1(ψ) = θ(ψ) f (ψ),
g2(ψ) =
(
1− θ(ψ)) f (ψ),
one easily veriﬁes that∣∣g1(φ) − g1(ψ)∣∣ C |φ − ψ |, (2.23)∣∣g2(φ) − g2(ψ)∣∣ C(|φ|2 + |ψ |2)|φ − ψ |. (2.24)
From Hölder’s inequality, we deduce that∥∥g1(φ) − g1(ψ)∥∥L2  C‖φ − ψ‖L2 , (2.25)∥∥g2(φ) − g2(ψ)∥∥L4/3  C(‖φ‖2L4 + |ψ |2L4)‖φ − ψ‖L4 (2.26)
and from Remark 1.3.1(vii) in [10] that∥∥∇g1(φ)∥∥L2  C‖∇φ‖L2 , (2.27)∥∥∇g2(φ)∥∥L4/3  C‖∇φ‖2L4‖∇φ‖L4 (2.28)
we will prove the theorem by a ﬁxed point argument.
Fix M, T > 0, to be chosen later. Consider the set
E = {φ ∈ L∞((0, T ), H1(R2)× H1(R2))∩ L4((0, T ),W 1,4(R2)× W 1,4(R2));
‖φ‖L∞((0,T ),H1(R2)×H1(R2))  M, ‖φ‖L4((0,T ),W 1,4(R2)×W 1,4(R2))  M
}
equipped with the distance
d(φ,ψ) = ‖φ − ψ‖L4((0,T ),L4×L4) + ‖φ − ψ‖L∞((0,T ),L2×L2).
We easily claim that (E,d) is a complete metric space. Indeed, we need only prove that E is closed in L4((0, T ), L4(R2)×
L4(R2)). Let {φn}n>0 ⊂ E such that φn → φ in L4((0, T ), L4(R2)× L4(R2)). By the deﬁnition of E , there exists a subsequence,
which we still denote by {φn}n>0, such that φn(t) → φ(t) in L4(R2) × L4(R2) for a.a. t ∈ (0, T ). Applying Theorem 1.2.5
in [10] twice, we deduce that
φ ∈ L∞((0, T ), H1(R2)× H1(R2))∩ L4((0, T ),W 1,4(R2)× W 1,4(R2))
and that
‖φ‖L∞((0,T ),H1(R2)×H1(R2))  lim infn→∞ ‖φn‖L∞((0,T ),H1(R2)×H1(R2))  M,
‖φ‖L4((0,T ),W 1,4(R2)×W 1,4(R2))  lim infn→∞ ‖φn‖L4((0,T ),W 1,4(R2)×W 1,4(R2))  M.
So φ ∈ E .
We wish to ﬁnd a conditions on M and T which imply that F , given by
F = S(t)ϕ + i
t∫
0
S(t − s)g(φ(s))ds
is a strict contraction on E . Where S(t) is the unitary group eit determined by the linear Schrödinger equation and
ϕ ∈ H1(R2) × H1(R2).
Consider φ ∈ E . Since g1 is continuous L2 × L2 → L2 × L2, it follows that g1 : (0, T ) → L2 × L2 is measurable, and we
deduce that g1(φ) ∈ L∞((0, T ), L2 × L2). Similarly, we can deduce that g2(φ) ∈ L4((0, T ), L4/3 × L4/3). By using (2.25), (2.26)
and (2.27), (2.28) and Remark 1.2.2(iii) in [10], we deduce that g1(φ) ∈ L∞((0, T ), L2 × L2), g2(φ) ∈ L4((0, T ), L4/3 × L4/3)
and ∥∥g1(φ)∥∥L∞((0,T ),H1×H1)  C‖φ‖L∞((0,T ),H1×H1),∥∥g2(φ)∥∥L4((0,T ),W 1,4/3×W 1,4/3)  C‖φ‖L∞((0,T ),L4×L4)‖φ‖L4((0,T ),W 1,4×W 1,4),∥∥g1(φ) − g1(ψ)∥∥L∞((0,T ),L2×L2)  C‖φ − ψ‖L∞((0,T ),L2×L2),∥∥g2(φ) − g2(ψ)∥∥ 4 4/3 4/3  C(‖φ‖2∞ 4 4 + ‖ψ‖2∞ 4 4 )‖φ − ψ‖L4((0,T ),L4×L4).L ((0,T ),L ×L ) L ((0,T ),L ×L ) L ((0,T ),L ×L )
538 Z. Lü, Z. Liu / J. Math. Anal. Appl. 380 (2011) 531–539Using the embedding H1(R2) ↪→ L4(R2) and Hölder’s inequality, we deduce that∥∥g1(φ)∥∥L1((0,T ),H1×H1) + ∥∥g2(φ)∥∥L4/3((0,T ),W 1,4/3×W 1,4/3)  C(T + T 1/2)(1+ M2)M, (2.29)∥∥g1(φ) − g1(ψ)∥∥L1((0,T ),L2×L2) + ∥∥g2(φ) − g2(ψ)∥∥L4/3((0,T ),L4/3×L4/3)  C(T + T 1/2)(1+ M2)d(φ,ψ). (2.30)
Then it follows from (2.29) and Strichartz’s estimates that for ϕ ∈ H1(R2) × H1(R2)
F(φ) ∈ C([0, T ], H1(R2)× H1(R2))∩ L4((0, T ),W 1,4(R2)× W 1,4(R2)), (2.31)
and ∥∥F(φ)∥∥L∞((0,T ),H1(R2)×H1(R2)) + ∥∥F(φ)∥∥L4((0,T ),W 1,4(R2)×W 1,4(R2))
 C‖ϕ‖H1×H1 + C
(
T + T 1/2)(1+ M2)M. (2.32)
Also we have∥∥F(φ) − F(ψ)∥∥L∞((0,T ),L2(R2)×L2(R2)) + ∥∥F(φ) − F(ψ)∥∥L4((0,T ),L4(R2)×L4(R2))
 C
(
T + T 1/2)(1+ M2)d(φ,ψ). (2.33)
Hence, for ϕ ∈ H1(R2) × H1(R2), if we set
C‖ϕ‖H1×H1 + C
(
T + T 1/2)(1+ M2)M  M, (2.34)
and we choose T small enough so that
C
(
T + T 1/2)(1+ M2)< 1
2
,
then it follows that F(φ) ∈ E and d(F(φ), F(ψ))  12d(φ,ψ). Namely, F is a strict contraction on E . By Banach’s ﬁxed
point theorem, F has a unique ﬁxed point φ ∈ E . If we consider φ(t) as the initial value, where t < T ∗ , it follows (2.34) and
the ﬁxed point argument that if for some M > 0,
C
∥∥φ(t)∥∥H1×H1 + C(T − t + (T − t)1/2)(1+ M2) M,
then T < T ∗ . Thus for all M > 0,
C
∥∥φ(t)∥∥H1×H1 + C(T ∗ − t + (T ∗ − t)1/2)(1+ M2)M > M.
As t → T ∗ , we have
C
∥∥φ(t)∥∥H1×H1 + C(T ∗ − t)1/2(1+ M2)M > M.
Choosing for example, M = C‖φ(t)‖H1×H1 , we see that
∥∥φ(t)∥∥2H1×H1 > C(T ∗ − t)1/2 .
Because C
2(T ∗−t)1/2 > 1 as t → T ∗ , then
∥∥φ(t)∥∥H1×H1 > C(T ∗ − t)1/4 .
By Young’s inequality, we complete the proof of Proposition 2.5. 
Proof of Theorem 1.2. By Proposition 2.5, we have
β(t) L(T − t)−1/4, t ∈ [0, T )
for some L > 0. Therefore, by Theorem 1.1 we obtain Theorem 1.2. 
Remark. Here we have a question: for the case v11, v22  0 and v12 > 0, whether there exist same results.
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