Abstract. It is shown that cyclic di¤erential systems of the forms (A)
Introduction
We consider nonlinear cyclic di¤erential systems of the form
. . . ; n; ðx nþ1 ¼ x 1 Þ ðS n Þ where the constants a i are either all positive (the regular case) or all negative (the singular case) and p i ðtÞ > 0, i ¼ 1; . . . ; n, are continuous functions on ½0; yÞ.
When n ¼ 2, the system (S n ) reduces to the generalized Thomas-Fermi system and (E) have been the object of extensive investigations from various points of view (see [1-2, 5, 8] ). The purpose of this paper is to establish the existence of nontrivial positive solutions ðx 1 ðtÞ; . . . ; x n ðtÞÞ of (S n ) defined on some finite interval ½t 0 ; TÞ, 0 a t 0 < T < y, which are singular (extinct) in the sense that they satisfy lim t!TÀ0 x i ðtÞ ¼ 0, i ¼ 1; . . . ; n. It is well-known that in the second order case such singular solutions always exist if a 1 a 2 < 1 (see [2] ). It is natural to expect that this existence result generalizes to the system (S n ) if the ''sublinearity'' condition a 1 a 2 . . . a n < 1 is assumed to hold. We will demonstrate below that this is indeed true. Our method in this paper is a combination of the fixed point technique with some elementary algebra applied in solving an auxiliary system of mixed linearnonlinear algebraic equations, and di¤ers from the methods used in the cited papers.
In [3] [4] [6] [7] it was shown that certain second-order nonlinear di¤erential equations which are equivalent with the two-dimensional systems of the form (S n ) may possess positive singular solutions of a new kind called ''black hole'' solutions, i.e. solutions xðtÞ defined on some interval ½t 0 ; TÞ, 0 a t 0 < T < y, satisfying 0 < lim t!TÀ0 xðtÞ < y; lim
Positive solutions of this kind will not be considered here.
Regular cyclic systems
Consider the system of di¤erential equations
where a i > 0, i ¼ 1; . . . ; n, are constants and p i ðtÞ > 0, i ¼ 1; . . . ; n, are continuous functions on ½0; yÞ.
We are interested in the existence of solutions ðx 1 ðtÞ; . . . ; x n ðtÞÞ of (A) defined on some finite interval ½t 0 ; TÞ, 0 a t 0 < T < y, and satisfying x i ðtÞ > 0; t A ½t 0 ; TÞ; and lim t!TÀ0
x i ðtÞ ¼ 0; i ¼ 1; . . . ; n: ð2:1Þ Such a solution is termed an ''extinct solution'' with an extinct point at t ¼ T. It is clear that an extinct solution of (A) can be extended over ½t 0 ; yÞ by defining x i ðtÞ 1 0, t A ½T; yÞ, i ¼ 1; . . . ; n.
Let ðx 1 ðtÞ; . . . ; x n ðtÞÞ, t A ½t 0 ; TÞ, be an extinct solution of (A) with an extinct point t ¼ T. Integration of (A) yields
. . . ; n: ð2:2Þ
We will solve the system of integral equations (2.2) by means of the Schauder fixed point theorem. Let t 0 and T be fixed arbitrarily, 0 a t 0 < T < y. Let V H C½t 0 ; T n be defined by ðT À tÞ
ðT À tÞ
where we have used the notation
It can be shown that if a 1 a 2 . . . a n < 1; ð2:10Þ then (2.7) and (2.8) are solvable with respect to h i , m i and M i . To see this, let a ¼ ða 1 ; . . . ; a n Þ A R n and denote by a i , i ¼ 1; . . . ; n, the vectors obtained from a by replacing a i with 1 and then shifting elements ði À 1Þ-times cyclically to the left, that is,
. . . ; a n Þ ð2:11Þ a 2 ¼ ð1; a 3 ; a 4 ; . . . ; a 1 Þ :::::::::::::::::::::: a n ¼ ð1; a 1 ; a 2 ; . . . ; a nÀ1 Þ:
We adopt the convention that a n ¼ a 0 .
To a vector of the form b ¼ ð1;
From each a i in (2.11) we formã a i according to the rule (2.12) and then shift its elements ði À 1Þ-times cyclically to the left. The vector thus obtained is denoted byâ a i , i ¼ 1; . . . ; n:
Also, for a A R n and b; c A R n þ , R þ ¼ ½0; yÞ, define s : R n ! R and In order to solve (2.7) and (2.8) with respect to h i , m i and M i we start with the vector a ¼ ða 1 ; . . . ; a n Þ; ð2:15Þ form the vectors a i , i ¼ 1; . . . ; n, as in (2.11) and define the vectors
Then, it is easy to verify under the condition (2.10), the unique solutions of (2.7) and (2.8) are given by
. . . ; n; ð2:17Þ and m i ¼ pðp Ã ;â a iÀ1 Þ ð1Àa 1 a 2 ...a n Þ À1 ; ð2:18Þ
It is clear that h i , m i and M i are positive and m i a M i , i ¼ 1; . . . ; n. It follows that, if (2.10) holds, the mapping F given by (2.4) maps the set V defined by (2.3) with h i , m i and M i given by (2.17) and (2.18) into itself.
Our next task is to verify that F is continuous and the set FðV Þ is compact in C½t 0 ; T n , which is a Banach space with the norm
But this is straightforward, and so the detailed explanation will be omitted. Therefore, by the Schauder fixed point theorem, there exists an element ðx 1 ðtÞ; . . . ; x n ðtÞÞ A V such that ðx 1 ðtÞ; . . . ; x n ðtÞÞ ¼ Fðx 1 ðtÞ; . . . ; x n ðtÞÞ, which, in view of (2.4), satisfies the system of integral equations (2.2). Thus, we have proved the following theorem.
Theorem 2.1. If the condition (2.10) holds, then, for any fixed t 0 , T, 0 a t 0 < T < y, there exists a solution of the di¤erential system (A) on ½t 0 ; T satisfying (2.1), that is, an extinct solution with an extinct point at t ¼ T.
Let f p 1 ðtÞ; . . . ; p n ðtÞg be the set of positive continuous functions on ½0; yÞ defining the system (A). We define the quasi-derivatives of xðtÞ with respect to this set by
Suppose that a 1 ¼ a 2 ¼ Á Á Á ¼ a nÀ1 ¼ 1, and 0 < a n < 1. Then, the component x 1 satisfies the n-th order di¤erential equations with quasiderivatives L n x 1 ¼ ðÀ1Þ n p n ðtÞx a n
: ð2:19Þ
Combining this fact with Theorem 2.1, we have the following result. Suppose that
a jÀ1 > 0; 0 1; a n > 0; 0 1:
in (A). Then (A) reduces to
where 0 < m < n, a > b > 0, and pðtÞ > 0 on ½0; yÞ. Then, for any t 0 , T, 0 a t 0 < T < y, the equation 
Singular cyclic systems
In this section we are concerned with the problem of finding a solution ðx 1 ðtÞ; . . . ; x n ðtÞÞ of the system of singular di¤erential equations
where a i > 0, i ¼ 1; . . . ; n, are constants and p i ðtÞ > 0, i ¼ 1; . . . ; n, are continuous functions on ½0; yÞ which is extinct in the sense that x i ðtÞ > 0 on ½t 0 ; TÞ; lim t!TÀ0
x i ðtÞ ¼ 0; i ¼ 1; . . . ; n; ð3:1Þ for some finite t 0 , T, 0 a t 0 < T < y. It is clear that such a solution, if exists, cannot be continued to the right of T. T is called an extinction point of ðx 1 ðtÞ; . . . ; x n ðtÞÞ.
A solution ðx 1 ðtÞ; . . . ; x n ðtÞÞ of (B) satisfying (3.1) satisfies the system of integral equations We want to show as in Section 2 that (3.2) can also be solved by means of the Schauder fixed point theorem.
Let t 0 , T, 0 a t 0 < T < y, be fixed arbitrarily and denote by V the set The question naturally arises whether it is possible to determine h i , m i and M i so that F maps V into itself. As is demonstrated below, the answer is positive.
Note that ðx 1 ðtÞ; . . . ; x n ðtÞÞ A V implies
It su‰ces therefore to find conditions which ensure the existence of positive solutions ðh i ; m i ; M i Þ of the algebraic systems The only condition for this is 0 < a i < 1; i ¼ 1; . . . ; n: ð3:9Þ
As is easily seen, under (3.9), the unique solution h i of (3.7) is given by
n a 1 a 2 . . . a n ; i ¼ 1; . . . ; n; ð3:10Þ
where Àa ¼ ðÀa 1 ; . . . ; Àa n Þ and the caret^is taken in the same sense like in Section 2. Clearly, h i > 0, i ¼ 1; . . . ; n.
To solve (3. where a > 1, 0 < b < 1, and pðtÞ and qðtÞ are positive continuous functions on ½0; yÞ. Then, for any finite t 0 , T, 0 a t 0 < T < y, (3.17) has a solution on ½t 0 ; TÞ with the property xðtÞ > 0; x 0 ðtÞ < 0 on ½t 0 ; TÞ; lim t!TÀ0 xðtÞ ¼ 0; lim t!TÀ0 x 0 ðtÞ ¼ Ày:
