Power system dynamic simulation by the 'RMS' (root mean square) methodology greatly simplifies the computational effort required, by retaining a passive AC phasor representation of network voltages and currents, and updating the phasor currents according to the internal dynamics of connected plant. Owing to its high efficiency and scalability it is extensively used for routine stability assessment. Unfortunately, the assumptions underlying RMS simulation break down when the network contains 'fast current sources' such as DC-AC inverters, which are capable of aligning their AC current with a changing AC voltage on time scales shorter than an AC cycle. By means of a very simple case study, it is shown how and why an RMS simulator may misreport a stable system as unstable when fast current sources are present. Specifically, it is demonstrated that the rate of convergence in simulation software such as PSS/E can depend critically on the plant's reactive power operating point, in a somewhat unexpected manner. It is suggested that in response to this 'false instability', practitioners should not abandon the RMS simulation methodology, but should recognise its limitations and where necessary, seek alternative evidence on a plant-specific basis to support study conclusions.
Introduction
Detailed time-domain simulations of the dynamic performance of power systems are extensively relied on for contingency analysis and for assessment of transient stability. These are concerned primarily with the short-term response of system voltages, power flows and synchronous machine rotor angles to large disturbances such as short circuits or instantaneous outages. System operating standards generally require that the system settles on a stable operating point within 5 to 10 seconds of such a disturbance.
Due to the complex nature of large power systems and the difficult nonlinear calculations required, these simulation exercises are necessarily entrusted to specialised power system software. These software packages are capable of rapidly simulating the response of systems having hundreds to thousands of nodes, reproducing the dynamics of electrical machines and devices along with their often intricate controls.
Among the criteria for a good power system simulation engine, the following (in addition to scalability) are usually considered decisive:
1. Correctly flag unstable behaviour in all cases where the real system would lose stability. (Avoidance of Type I error.)
2. Avoid reporting unstable behaviour in cases where the real system is actually stable. (Avoidance of Type II error.)
3. Optimise computational efficiency by limiting the level of modelling detail according to the investigation taking place. Thus, for load flow studies only elements that affect the steady-state values of power system quantities should be modelled; while for transient stability studies, modelling detail at timescales shorter than about one-quarter of an AC cycle should generally be omitted.
As a consequence of the sheer variety of real power system configurations and phenomena, there exists no 'ideal' simulation engine which perfectly satisfies all these criteria; there are nonetheless quite a number of 'good' engines which are considered to embody these criteria well in a practical sense. Popular examples include PSS/E TM by Siemens PTI [1] , PowerFactory TM by DIgSILENT GmbH [2] , and PSLF TM by General Electric [3] . These should be distinguished from plant-level simulators such as Matlab/Simulink and PSCAD/EMTDC, whose strength is as tools for detail design of novel electrical technologies, as distinct from routine security assessment in large power systems.
The subject of this paper is Type II error, or false instability to give it a more memorable name. Of the various methods developed over decades for balancing the above criteria, the so-called RMS approach to power system simulation enjoys an enduring popularity, and remains in common use for transient stability studies. Its distinguishing feature is that it models the fundamental-frequency dynamics of connected plant (such as oscillations in machine rotor angles) while maintaining a passive AC circuit representation of the network itself.
By means of a very simple two-bus case study, it will be shown that RMS-type simulators are vulnerable to false instability in certain cases where the connected plant includes fast current sources (or sinks), by which is meant devices such as DC-AC inverters which align their current with a changing voltage phase angle on a timescale which is, for transient stability purposes, virtually instantaneous. The simulation error can arise under many practical conditions, and turns out to be highly sensitive to the reactive power operating point for the current source or sink.
This type of simulation error is not infrequently observed in power system studies involving plant such as renewable energy generators and FACTS devices, where it is commonly misattributed to inadequate models or poorly tuned controls.
In the following section, the key aspects of RMS simulation are reviewed. Section 3 formulates the case study used to identify the issue, after which Section 4 derives the basic result for instability. Section 5 describes some numerical examples of the phenomenon, backed up with results from the PSS/E simulation software. Lastly, Section 6 draws conclusions and suggests how practitioners may recognise and respond to false instability in study work.
RMS and EMT Simulators
Power system stability traditionally focussed on the electromechanical interactions between multiple synchronous machines, and the response of system load (typically modelled as a mixture of static V -I characteristics). As computational tools for stability analysis developed from the mid-twentieth century, it became established practice to use simplified third-order models for the machines, that omitted the electromagnetic transients associated with stator flux variables. The model of the electrical network was likewise greatly simplified by neglecting line transients, which evolve on a similar (rapid) timescale to stator flux transients.
These approximations considerably reduced the computational burden, because all the other dynamic phenomena in a traditional system occur on timescales longer than an AC cycle, and consideration of these dynamics alone proved adequate for the study of rotor angle stability. So rather than attempt a full time-domain simulation, it sufficed to represent the transmission network with complex phasors, essentially as in steady-state load flow analysis, and evolve the phasor currents and rotor angles of generators in accordance with the electromechanical models.
The usual transient model [4, §5.3 ] of a synchronous machine, for example, postulates a notional voltage source E α + jE β = e jδr ω r −Ψ q + jΨ d behind a subtransient impedance Z s = R s + jX d . In software such as PSS/E, this Thévenin source is converted to an equivalent Norton source with current
and a shunt admittance 1/Z s which is added to the bus shunts in the network representation. At each time step, the reduced state variables (Ψ d , Ψ q , the rotor angle δ r and speed ω r ) are updated, then the current I s is recalculated from these state variables and the network solved for the next time step by inverting the passive AC circuit equations Y V = I (where I is formed from all the relevant machine currents I s , plus load currents). The validity of this approach follows from the fact that all of (Ψ d , Ψ q , δ r , ω r )-hence I s -may with good accuracy be regarded as constant over one AC cycle. (See for example [5] .) This methodology became known as 'RMS' (root mean square) simulation, because it represents AC network quantities as their RMS phasor equivalents. It stands in contrast to the more computationally intensive 'EMT' (electromagnetic transient) simulation methodology, which computes the full time-domain solution and represents all quantities as real instantaneous values (in a stationary or rotating reference frame). In an EMT simulation all network voltages and currents are state variables, in addition to the plant variables. This comes at some cost in time and computational effort, and is generally reserved for studies of a specialised and infrequent nature.
The RMS approach is a simple, elegant and usually robust method for simulating large systems efficiently by neglecting short-lived network transients that have no material effect on power system stability. Problems arise, however, when moving from systems based on directconnected machines to those including inverters and other fast current sources. This is because the latter include fast controls such as synchronous d-q regulators capable of aligning current and voltage on sub-cycle time scales [6, 7, 8] , invalidating the classical assumption that all transient phenomena of interest occur on timescales greater than an AC cycle. This does not render RMS simulation invalid, but it does necessitate careful attention to the modelling of power electronics and interpretation of results from an RMS simulation engine.
Case Study Formulation
A simple two-bus example suffices to illustrate how an inherently stable power system can appear unstable when simulated according to the RMS methodology of the previous section. The test network, shown in Figure 1 (By default, PSS/E models a hard short circuit fault as an inserted bus shunt Y F = −j10 7 pu.) Figure 1 . Two-bus test network Bus 1 is the slack bus for the network and is assumed to bear a classical generator, possibly balanced by an equivalent load. Bus 2 bears the plant model of interest, assumed to be a fast current source or sink. The impedance Z L is calibrated to mimic the stiffness characteristics of a real power system. Typically this calibration is stated in terms of the short circuit ratio (SCR)-the ratio σ of short circuit power
Making the standard 'infinite bus' assumption |V 1 | = 1pu for the purpose of defining σ, the following formulae for R L and X L apply:
Formulae (2) provide per-unit values for R L and X L if S 2 is expressed in per-unit on S b , the system MVA base (assumed as 100MVA here for the sake of definiteness). A typical 'weak grid' configuration is S 2 = 100MVA (= 1pu), σ = 3 and ρ = 5. Note too that if there is no resistance, (2) reduces to X L = 1/ρS 2 .
Initial condition
For this exercise, the steady state load flow condition will specify the voltage magnitude |V 2 | (usually 1pu), and the injected power (P 2 , Q 2 ) at bus 2. (P 2 will be negative for a load.) The admittances (Y
are not present in the steady state. The equivalent value of J 2 is
whereJ 2 is the current in the bus 2 frame, and δ 2 the unknown phase of V 2 relative to the slack bus voltage V 1 . For this network the load flow can be solved analytically, and |V 1 | and δ 2 are given by the following formulae:
(Note that in the case R L = 0, (4b) is equivalent to the well-known identity P = (
WIth |V 2 |, δ 2 , V 1 , J 2 and J 1 = −J 2 now known, the notional source currents (I 1 , I 2 ) for the dynamic simulation are given by
(5b)
Network solution with R L negligible
For simplicity, the line resistance R L will henceforth be taken as zero, with
The notion of a fast current source at bus 2 is formalised by stipulating that the local-frame current
is constant, except where explicitly modified by control action. Note the convention of specifying the components of current in terms of the active and reactive power at nominal voltage V 2 (0), the initial steady state voltage. This becomes important under a fault condition, where to say 'P 2 = 0.2pu' simply means that the current Re(J 2 ) takes the same value that would produce 0.2pu active power in the normal steady state-despite the fact that the actual power output during a fault could be negligible. From (6) it follows that the rule for updating the injected current I 2 during the network solution is
where
) is the previously calculated voltage at bus 2. Because (7) relates current in a nonlinear manner to voltage, it leads in an RMS engine such as PSS/E to an iterative procedure where V 2 and I 2 are updated sequentially-a form of Gauss iteration. Rule (7) allows for an arbitrary reactive admittance jB 2 , which may be zero (if permitted by the software); note that specifying an inductive admittance makes B 2 negative.
As bus 1 bears a classical generator, the current I 1 is given by a formula like (1) during the simulation, and this current may be assumed constant. As with bus 2, it will be assumed that Y 1 = jB 1 is purely reactive, with
The network equations Y V = I linking the voltage and current at the kth iteration of the network solution (k > 0) may be written down by inspection of Figure 1 and solved to give
Solution dynamics with angle of J 2 held constant
Before analysing the dynamics of the network solution according to (7) and (8) 
Then the dynamics of V 2 are given by combining the second equation in (8) (using B
2 ) with equation (7) (using B 2 ) as
This can be written in the 'canonical form'
and
(13) There are two important facts to note about equation (11) for the solution dynamics. First, provided E = 0 (as always true in practice) it always has a valid steady state solution, given by V 2 = V I /E. Second is the role played by E. This is a real number, usually between 0 and 1, and can be interpreted as a relative rate of convergence for the dynamical system (11). When E ≈ 1, (11) converges rapidly to the steady state value V 2 = V I /E; on the other hand, when E 1 the convergence is slow.
Solution dynamics with
Now consider the original system defined by (7) and (8). This modifies the solution dynamics in (10) to
Provided V (k) 2 = 0, this is equivalent to the complex discrete dynamical system for V (k) 2 :
where E is as in (13) and
Unlike the discrete system (11) for a fixed angle of J 2 , the system (15) is nonlinear. Its stability properties are the subject of the next section.
Main Result
The case study of the previous section has revealed that to study the convergence of the network solution in an RMS simulator with a fast current source, it will help to understand the dynamics of the 'angle tracking map'
where Z k is a complex variable and E ∈ R, u, w ∈ C are constants. When u = 0 and w = V I , this map models the dynamics of the network solution for V 2 with the angle of the source current J 2 held constant; but when
it models the solution when J 2 tracks the angle of V 2 .
The following sums up the stability properties of the map (17). For brevity the result is stated only for cases with E > 0: there is a straightforward generalisation to cases where E < 0.
Proposition 1 Let the complex variable Z evolve according to the map (17) with E > 0 and |w| > 0. Define real numbersZ + ,Z − ,δ + ,δ − (provided |Im (u)| ≤ |w|) as There is at most one stable fixed point, and it is the one whose magnitude is given byZ + . If the iterates Z k are written as Z + +ẑ k e j(δ++δ k ) withẑ k ,δ k ∈ R, then to first order one haŝ
Accordingly the map is locally asymptotically stable provided E < 2 and 0 < EE uw < 2.
The proof of Proposition 1 is a routine if laborious calculation, an outline of which is provided in the Appendix. The key to applying Proposition 1 is to observe that Im (u) by (18) is proportional to the nominal active power P 2 , while Re (u) is proportional to the nominal reactive power Q 2 . It follows that the magnitude of P 2 controls the existence of a network solution, while P 2 and Q 2 jointly control its stability.
Performance is likely to be delicate when the margin between Im (u) and |w| is small. Therefore, it is of interest to determine how small |w| = |V II | can become. By (16), |w| is proportional to the current magnitude |I 1 |, which by (5b)-setting G 1 = G L = 0 and ignoring a factor e jδ2 -is
where If one now regards P 2 (0) as fixed and considers |I 1 | as a function of reactive power Q 2 (0), it is clear that |I 1 |-hence |w|-is minimised when the imaginary part of (23) vanishes, that is when
Let w 0 denote the corresponding minimal value of w: one then has, following a disturbance
It follows that operating a fast current source with a nominal reactive power Q 2 equal to Q 0 actually makes |Im (u)| = |w| under conditions where the nominal power P 2 and the source admittance B 1 are unchanged. For all other values of Q 2 , it will be the case that |Q 2 − Q 0 | > 0, and hence |w| > |Im (u)|, guaranteeing the existence of a solution for the real system-as long as P 2 (t) does not exceed P 2 (0) and B + 1 does not exceed B 1 . Unfortunately, while the network solution exists (and in a real situation will be targeted by the fast controls), (22c) reveals that it will not easily be found by an RMS simulation model employing the Gauss iteration (7) and (8) when Q 2 happens to fall close to Q 0 . Figure 2 , obtained using (18) and (23), illustrates the way in which the quantity E uw tends to zero in the limit Q 2 → Q 0 , making the angle dynamics (22b) arbitrarily slow. Also, becauseδ k is coupled toẑ k+1 by (22a), this will similarly slow the convergence of the voltage magnitude dynamics even when E is close to the ideal value 1.
Of course, (26) and (27) also points to conditions where no solution is possible, because the 'fast current source' assumptions are violated:
• If |P 2 | increases beyond |P 2 (0)|, then a response from the slack generator at bus 1 is required in order to rebalance the active power in the network. (A reduction in |P 2 | on the other hand is automatically resolved by reducing the voltages in the network.)
• If a fault occurs at bus 1, forming a virtual island at bus 2, then the capacity to supply active power to or draw active power from the island is severely restricted. The power |P 2 | must be reduced in order to obtain a viable network solution.
These special conditions are in accordance with intuition. In practice, line resistance and other network elements will tend to mitigate these constraints; however it is clear that any fast current source or sink should include the capability to curtail its active power where necessary to avoid violating a network stability constraint.
Examples
Examples are offered in this section to illustrate the application of Proposition 1 in the simple network of Figure 1 .
Fault at bus 2 with Q 2 = +0.7pu (export)
Let the active power at bus 2 in the test network be P 2 (0) = −1pu on a suitable base. (This models a load; one may instead assume a generator with P 2 = +1pu, and it will turn out that this only has the effect of reversing the phase relationships in the network.) Also let B 1 = −1pu and B L = −3pu. This represents a 'weak grid' condition with a SCR ρ = 3, which is not atypical for the connection of a distributed generator to a network in Australia, Ireland or Canada. The source admittance B 1 is deliberately chosen quite low, but it is conjectured that a value of this magnitude may be appropriate to represent an external grid whose generators are individually small and electrically distant from one another; a characteristic of the Tasmanian system, for example. The value of the admittance B 2 is not of great importance for this example, but will be taken as −1pu. The initial voltage is assumed as |V 2 (0)| = 1pu.
By (25), the value of Q 0 is 0.75pu. Suppose then that the 1pu load operates with a 0.7pu reactive power export to support its local voltage: Q 2 = +0.7pu. Table 1 sets out the key values for the network initial condition, and also the parameters E, u and w for the following scenario:
• A hard fault is applied at bus 2 with B F 2 = −10 7 pu (the default in PSS/E) and the nominal power is reduced from P 2 = −1pu to P 2 = −0.2pu. (This represents a realistic response to a fault condition, and also induces a sizeable shift in the voltage phase angle at bus 2.) Q 2 remains at 0.7pu to support voltage.
• Subsequently the fault is cleared and the previous condition is restored exactly as before, with P 2 = −1pu Table 1 . Key values (in pu) for example with Q 2 = +0.7pu
and Q 2 = 0.7pu. (I 1 is maintained constant throughout, on the basis that the fault is too short to significantly perturb the rotor flux at the slack generator.) Figure 3 depicts the evolution of the magnitude |V voltage angle settling very slowly to its initial value of −23.5 • = −0.41 radians over many iterations of the network solution, the magnitude takes a long time to attain its true value of 1pu, overshooting to as high as 1.7pu before settling slowly back to 1pu. Even after 50 iterations, the relative error is still greater than 5 per cent.
By default, the PSS/E software attempts 25 iterations of the network solution before displaying a NETWORK NOT CONVERGED message and proceeding with the (possibly erroneous) solution. After 25 iterations of this example, V (25) 2 has a magnitude of 1.17pu and a phase angle of −17
• ; still remote from its true magnitude of 1pu and phase of −23.5
• . PSS/E flags an unstable solution in this instance because the change V has a magnitude greater than the 10 −4 pu default tolerance.
In an actual PSS/E simulation of this example, with a user-written model implementing (7) for the fast current sink, convergence by PSS/E's criteria was not in fact achieved until five whole time steps (and five NETWORK NOT CONVERGED messages) later, after a total of 143 iterations (see Table 2 ). The 'stable' value of V 2 then obtained has a magnitude of 1.0026pu. A further 91 time steps are required in the simulation before the relative error in |V 2 | decreases to 10 −4 .
Fault at bus 2 with
Consider now the same example with P 2 = −1pu and Q 2 = −0.7pu. According to Figure 2 , one anticipates this will cause the convergence index E uw to approach 2 and exhibit instability of a different kind. The value of B 2 will now be taken as zero, following a common recommendation by practitioners when modelling plants of this type. Table 3 shows the key variables for this example. The notable figure is E uw = 29/15 ≈ 1.933 after fault clearance; together with E = 1, this implies the linearised angle dynamics behave likeδ k+1 ≈ −0.933δ k , and there will be oscillatory convergence in the angle variable. Figure 4 depicts the resulting evolution of the network solution for V 2 . Observe that the oscillatory response is present in both the voltage magnitude and angle. Table 3 . Key values (in pu) for example with Q 2 = −0.7pu 
Conclusion
The use of power electronics within major power system plant is increasingly prevalent, and their capability is such as to warrant a 'fast current source' assumption in an RMStype simulation environment. This leads to unstable behaviour in simulators that employ Gauss iteration for the RMS network solution.
Given simulation output such as that from PSS/E in Table 2 , it is almost instinctive to attribute the overshoot and decay in voltage to the transient dynamics of the local plant. It is important to stress that these examples were modelled with no dynamics whatsoever-not even a PLL to track the bus voltage phase angle. The only adjustment made to current injection after removal of the disturbance was according to (7) , to align source current with bus voltage angle according to the fast current source assumption.
Such false instability cannot be avoided, but it can be recognised. It typically occurs immediately after onset or clearance of a major disturbance, giving rise to spikes or rapid oscillations in local bus voltages that persist for a small number of time steps in the simulation before (usually) vanishing. These are generally not accompanied by similar disturbances in current (but are seen in power quantities due to multiplication by voltage).
To mitigate this phenomenon a variety of responses can be considered. To resort to EMT simulation for routine stability assessments may not yield practical benefits to justify the additional computational effort. Calibration of network models to reduce effective transient impedances of generators in aggregate (larger B 1 or equivalent) may be considered, but may not be achievable for many real systems. Alternatively, the plant model itself may be coded to revert to a constant current injection angle after a set number of iterations, ensuring there is always a stable solution.
Generally, erroneous simulation results will manifest for durations less than one AC cycle. Given the ongoing utility of RMS simulators, it is suggested that tests based on Proposition 1 and similar results could be employed to identify likely false instabilities. Where the true behaviour on such short time scales is critical, RMS results should be checked against more detailed EMT models limited to the plant in question and the local conditions.
Appendix: Outline proof of Proposition 1
Fixed points of the map (17) are solutions Z ∞ ∈ C to
which when simplified and rearranged, becomes
The two sides will be equal only when their squared magnitudes are equal, leading to the quadratic equation
SettingZ = |Z ∞ | and solving gives the formula (19). Given a fixed pointZ, (28b) determines the corresponding angleδ as EZ + u e jδ = w.
Assuming w = 0 and E = 0, use (19) in (29) to obtain e jδ = e j arg w
where the sign in (30) varies according to whether theZ + orZ − solution is chosen. Formulae (20) and (21) follow. Obtaining the formulae for the dynamic evolution involves substituting Z k = Z +ẑ k e j(δ+δ k ) into the map (17) and deriving the identity Z +ẑ k+1 e j(δ k+1 −δ k ) =Z+(1 − E)ẑ k −U 1 − e −jδ k (31) where U is a case-specific constant. The formulae (22) follow upon taking magnitudes and imaginary parts respectively of both sides, and employing Taylor approximations.
