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Abstract
We give a simpler and more self-contained proof of the Morse–Sard theorem in the setting of Sobolev
space Wn,n(Rn,R) with n 2, we already proved in a previous paper [R. van der Putten, The Morse–Sard
theorem for Sobolev spaces in a borderline case, Bull. Sci. Math. 136 (4) (2012) 463–475, http://dx.doi.org/
10.1016/j.bulsci.2010.02.001].
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1. Introduction
The Morse–Sard theorem is a classical subject in analysis, deeply studied for its many ap-
plications and intriguing simplicity of its formulation: let Ω be a domain in Rn, u :Ω → Rm a
differentiable map and Cu the critical set of u (i.e. the set of points x ∈ Ω such that Du(x) is
not of maximum rank also called the critical points of u). Can we estimate the size (in terms of
Hausdorff measure) of the image set u(Cu)? In 1935 Whitney [19] provided an example of a C1
function u :R2 → R non-constant on a connected unrectifiable arc of critical points, emphasiz-
ing the main tools of the problem: the differentiability of the function and the rectifiability of the
critical set.
We recall here the optimal result by Sard [16] in the setting of Ck functions.
Theorem 1.1 (Sard). Let Ω ⊂ Rn, let 0 < m < n be an integer and let u ∈ Ck(Ω,Rm). Then
Hm(u(Cu)) = 0 if k  n − m + 1.
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additional assumption on the Hausdorff dimension of the critical set. Afterwards many authors
discussed the problem by considering several spaces of functions (we refer to [5] for an exhaus-
tive review). Recently some results have been given in the setting of Sobolev spaces [5,6]. In [18]
we have extended the Morse–Sard theorem to the Sobolev space Wn,n(Ω) where Ω is a bounded
open subset of Rn with n  2. The result has been obtained under an assumption of regularity
of the set of condensation point of the critical set satisfied by the Ahlorf regular space and some
type of self similar sets. In this note we give a simpler and more self-contained proof of the result
in [18].
An essential step is to prove that u ∈ Wk,ploc (Rn,Rm) satisfies the so-called N0-property intro-
duced in [5].
Definition 1.2. Let u ∈ C1(Ω,Rm). We say that u has the N0-property if
N ⊂ Cu, Hn(N) = 0 ⇒ Hm
(
u(N)
)= 0.
In fact if u ∈ Wk,p(Ω,Rm), for every  > 0 there exist a closed set K ⊂ Ω and a function
u ∈ Ck(Ω,Rm) such that Dju(x) = Dju(x) for any x ∈ K , j  k with Hn(Ω \ K) < .
Therefore we can write Cu =⋃h∈N(Cu ∩K 1
h
)∪N where Hn(N) = 0 and, by Theorem 1.1, we
obtain Hm(u(Cu ∩ K 1
h
)) = Hm(u 1
h
(Cu 1
h
∩ K 1
h
)) = 0. Hence, the Morse–Sard theorem holds if
u satisfies N0-property.
Therefore we get the following lemma:
Lemma 1.3. Let n,m be the positive integers with n > m, let k = n − m + 1 and let u ∈
W
k,p
loc (R
n,Rm). If u has the N0-property, then Hm(u(Cu)) = 0.
As in [18] the proof of the main theorem bases itself on a Poincare’-type inequality involving
a capacity and imbedding and trace theorems in the setting of Sobolev spaces on metric spaces
defined by Hajłasz [7].
2. Definitions and preliminary results
2.1. Notations and definitions
We refer to [18] for basic notations and definitions. Here we just recall that throughout the
paper n is an integer such that n 2 and Ω is a bounded, open subset of Rn. Besides we denote
by Ln the Lebesgue measure in Rn and by Hα the α-dimensional Hausdorff measure in Rn. If
N ⊂Rn, dimH(N) will be the Hausdorff dimension of N .
Now we introduce two types of capacities which play an important role in the proof. The first
is equivalent to the well-known Bessel capacity [1, Proposition 2.3.13].
Definition 2.1. Let α ∈N,p  1,K ⊂Rn be a compact. Then
Cα,p(K) = inf
{‖v‖pWα,p(Rn): v ∈ C∞0 (Rn), v  1 on K}.
We refer to the book of Adams and Hedberg for the basic properties.
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except those belonging to a set N with Cα,p(N) = 0.
• If u ∈ Wα,p(Rn) and x ∈Rn we denote
u˜(x) = lim
r→0+
1
Ln(B(x, r))
∫
B(x,r)
u(y) dy.
The function u˜ is defined (α,p)-q.e. and it is a (α,p)-quasi-continuous representative of u [1,
Chapter 6.1].
Now we are able to define another type of capacity [12, §10.3.2].
Definition 2.2. Let x ∈Rn, r > 0 and K ⊂Rn be a compact. We define
Capx.r (K)
= inf
{ ∫
Q(x,2r)
‖∇v‖n dz: v ∈ W 1,n0
(
Q(x,2r)
)
, v˜(z) = 1, (1, n)-q.e. on K ∩ Q(x, r)
}
.
Finally we recall the definition of Sobolev spaces on metric spaces introduced by Hajłasz [7]
by using a metric characterization of ordinary Sobolev spaces.
Definition 2.3. Let (X,d,μ) be a metric space (X,d) equipped with a Borel measure μ. As-
sume that diamX < ∞ and μ(X) < ∞. If p > 1 the Sobolev space W 1,p(X,d,μ) is defined as
follows:
W 1,p(X,d,μ) = {f ∈ Lp(X,μ): there exists g ∈ Lp(X,μ) such that∣∣f (x) − f (y)∣∣ d(x, y)(g(x) + g(y)) holds μ a.e.}.
The space W 1,p(X,d,μ) is equipped with the semi-norm
‖f ‖L1,p = inf
{‖g‖Lp : g satisfies the inequality in the definition}.
2.2. The critical set
In the following we deal with functions in Sobolev space. If u ∈ W 1,p(Ω) we will refer to the
(1,p)-quasi-continuous representative of u. If u ∈ Wn,n(Ω), we will always refer to the Hölder
continuous representative of u. We recall that, by Sobolev imbedding, if n  3 then u ∈ Cn−2.
Besides we denote
Cu =
{
x ∈ Ω: lim
r→0+
1
rn
∫
B(x,r)
∥∥Du(z)∥∥dz = 0
}
.
Therefore, if n  3 Cu coincides with the classical set of critical points; in the case n = 2 the
limit of the average of Du exists (1,2)-quasi-everywhere [1, Theorem 6.2.1] therefore outside
a set N with dimH(N) = 0. We observe that the image set u(N) is negligible. This fact is a
consequence of the following lemma we have proved in [18].
Lemma 2.4. Suppose m n < p and u ∈ W 1,p(Ω,Rm). Then Hm(u(N)) = 0 for every N ⊂ Ω
such that H
m(p−n)
p−m (N) = 0.
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dimH(N) = 0 and Hm(u(N)) = 0.
The main result of the paper will be proved under a regularity assumption on the set of the
critical points. Here are the definitions:
Definition 2.5. Let K ⊂ Rn be a compact set and 0 < s  t . We say that K is (t, s)-regular if
there exists a Borel measure μ supported on K with μ(K) < ∞ and there exist constants a, b > 0
such that
(i) μ(B(x, r)) ars for all x ∈Rn and r > 0,
(ii) brt  μ(B(x, r)) for all x ∈ K and r < diamK.
Remark. Since μ(K) < ∞, if 0 < s1  s2  t2  t1 and K is (t2, s2)-regular then K is (t1, s1)-
regular.
Definition 2.6. Let K ⊂ Rn be a compact set. We say that K is 1-weak regular if there exists
d > 1 such that K is (n, d)-regular.
Remark. Conditions (i) and (ii) suggest that these definitions of regularity are related to the
Hausdorff dimension of the set. In fact if K is (t, s)-regular then s  dimH(K) t [9, Chapter 8].
A particular case of regular sets are the strictly q-regular (or Ahlfors q-regular) sets that is every
metric measure space (K,d,μ) satisfying
c1r
q  μ
(
B(x, r) ∩ K) c2rq
for all x ∈ K and r < diamK and constants ci > 0. For a more detailed analysis about these sets
we refer to [3] and [4]. We just recall as examples two well-known self similar sets: the von Koch
curve which is strictly log 4log 3 -regular and the Cantor-like square set in R
2 [13, p. 34]: a purely
unrectifiable 1-dimensional set. The regularity condition we have introduced in Definition 2.6 is
less restrictive than strictly q-regularity and requires that K supports a measure μ whose upper
and lower local dimension at a point x ∈ K defined respectively by
d¯μ(x) = lim sup
r→0+
logμ(B(x, r))
log r
, dμ(x) = lim inf
r→0+
logμ(B(x, r))
log r
satisfy
1 < d  dμ(x) d¯μ(x) n
for every x ∈ K . For a more detailed analysis of these topics we refer to recent papers on Multi-
fractal Theory [8,10,15].
Finally we remark that if there exists s > 0 such that Hs(K) > 0, by Frostman’s Lemma
[11, Theorem 8.8], there exists μ a Radon measure supported on K such that condition (i) of
Definition 2.5 is satisfied.
In the next lemma we give a sufficient condition in order that the Capx,r -capacity, introduced
in Definition 2.2, of a 1-weak regular compact set be positive uniformly respect to x and r (see
[18] for the proof). This result is essential to use a Poincare’-type inequality in the proof of the
main theorem.
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n
, K be a (n, d)-compact regular set, x ∈ K and r > 0. Then
there exists c = c(n, d,μ(K)) > 0 such that Capx,r (K) > c.
Now we are able to prove the main result of the paper.
3. Main result
Theorem 3.1. Let u ∈ Wn,n(Ω) such that C∗u is a 1-weak regular set. Then H1(u(Cu)) = 0.
Proof. First we consider a Lusin type regularization of u [2, Theorem 1.2]. For every m ∈ N
there exist a closed subset Fm ⊂ Ω and wm ∈ Cn−1(Ω)∩Wn,n(Ω) such that C1,n(Ω \Fm) < 1m
and Dju(x) = Djwm(x) for any x ∈ Fm and any j  n− 1. Now let Km = Cu ∩Fm and K∗m be
the set of condensation points of Km. We have that Am := Km \ K∗m is at most numerable and
Cu =⋃m∈N(K∗m ∪ Am) ∪ N where N ⊂ Ω is such that C1,n(N) = 0. Clearly H1(u(Am)) = 0
and, by remark following Lemma 2.4 we obtain H1(u(N)) = 0. Therefore it is enough to prove
that H1(u(K∗m)) = H1(wm(K∗m)) = 0 for every m ∈ N. In the case n 3 we observe that Du ≡
D2u ≡ · · · ≡ Dn−2u ≡ 0 and Dwm ≡ D2wm ≡ · · · ≡ Dn−1wm ≡ 0 on K∗m and we may assume
that u ∈ Cn−1(Ω) ∩ Wn,n(Ω) and Dju = 0 on C∗u for any j  n − 1. We begin the proof of the
theorem by considering the case n 3.
Let x ∈ C∗u and r > 0 such that Q(x,4r) ⊂ Ω . By using the Taylor expansion of u in x with
integral remainder and a Sobolev inequality we obtain
∣∣u(y) − u(x)∣∣
1∫
0
(1 − t)n−3
(n − 3)!
∥∥Dn−2u(x + t (y − x))∥∥∥∥t (y − x)∥∥n−2 dt
 c(n, q)‖y − x‖n−1− nq
( ∫
Q(x,2r)
∥∥Dn−1u(z)∥∥q
) 1
q
(2.1)
which holds for every y ∈ Q(x,2r) and every q  1.
Now let M = {v ∈ W 1,n(Q(x,4r)): v˜(z) = 0 for z ∈ C∗u}. The components of Dn−1u belong
to M . Since C∗u is a regular set, by Lemma 3.5, Capx,r (C∗u) > 0. Then, by a Poincare’ type
inequality [12, Theorem 10.3.3], there exists c1 > 0 such that
∥∥Dn−1u(z)∥∥
Lq(Q(x,2r))  c1
r
n
q
[Capx,r (C∗u)]
1
n
∥∥Dnu∥∥
Ln(Q(x,2r)). (2.2)
By Lemma 2.7 we have Capx,r (C∗u) > c2 > 0. Therefore (2.2) yields∥∥Dn−1u∥∥
Lq(Q(x,2r))  c3r
n
q
∥∥Dnu∥∥
Ln(Q(x,2r))
and from (2.1) we obtain∣∣u(y) − u(x)∣∣ c4rn−1∥∥Dnu∥∥Ln(Q(x,2r))
for every y ∈ Q(x,2r).
Hence by Young’s inequality, we get∣∣u(y) − u(x)∣∣ c5rn + c6
∫
Q(x,2r)
∥∥Dnu(z)∥∥n dz c7
∫
Q(x,2r)
(
1 + ∥∥Dnu(z)∥∥n)dz (2.3)
which holds if x ∈ C∗u and y ∈ Q(x,2r).
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consider an open set A such that N ⊂ A ⊂ Ω . Since Cu \ C∗u is at most numerable, we may
assume that N ⊂ C∗u .
Let r(x) < 1√
n
dist{x, ∂A}, τx = diam(u(Q(x,2r(x)))) and the collection of closed balls B =
{B¯(u(x), τx): x ∈ C∗u}. By a well-known covering theorem [11, Theorem 2.1], there exists a
countable sequence of disjoint balls {B¯(u(xi), τxi )}i belonging to B such that
u(N) ⊂
⋃
i
B¯
(
u(xi),5τxi
)
.
From (2.3) we obtain
H1(u(N)) c8∑
i∈N
diam
(
u
(
Q
(
xi,2r(xi)
)))
 c9
∑
i∈N
[ ∫
Q(xi ,2r(xi ))
(
1 + ∥∥Dnu(z)∥∥n)dz
]
= c9
∫
⋃
i1 Q(xi ,2r(xi ))
(
1 + ∥∥Dnu(z)∥∥n)dz c9
∫
A
(
1 + ∥∥Dnu(z)∥∥n)dz.
Since A is an arbitrary open set and Hn(N) = 0, letting Hn(A) → 0, it follows that
H1(u(N)) = 0. Finally, by Lemma 1.3, we have H1(u(Cu)) = 0.
Finally we consider the case n = 2. By Sobolev imbedding, u ∈ W 1,qloc (Ω) for every q  1 and
∣∣u(y) − u(x)∣∣ c(q)‖y − x‖1− 2q
( ∫
Q(x,2r)
∥∥Du(z)∥∥q
) 1
q
for every y ∈ Q(x,2r) and this is the inequality (2.1) for n = 2. The remaining part of the proof
is analogous to the case n 3. 
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