This paper examines the validity of forecasting economic variables by using machine learning. AI (artificial intelligence) has been improved and entering our society rapidly, and the economic forecast is no exception. In the real business world, AI has been used for economic forecasts, but not so many studies focus on machine learning. Machine learning is focused in this paper and a traditional statistical model, the autoregressive (AR) model is also used for comparison. A comparison of using an AR model and machine learning (LSTM) to forecast GDP and consumer price is conducted using recent cases from G7 countries. The empirical results show that the traditional forecasting AR model is a little more appropriate than the machine learning model, however, there is little difference to forecast consumer price between them.
Introduction
As AI has been increasing in many fields, machine learning has been paying much attention and is now used in many fields including economics. Ai and machine learning have gain a lot of attention in recent years and there is certainly a lot of potential for the future. Forecasting economic variables have a long history, but the statistical methods have been developing rapidly. Along with macroeconomic models, time series analysis to forecast economic variables has been conducted, and the accuracy seems to have improved. Forecasting skills have surely been increasing in spite of the fact that forecasting would be an eternal unsolvable issue. There is a lot of excellent work presented in this field.
On the other hand, new forecasting methods have been invented from AI field. AI has begun to change our society and the traditional field of economics. Policy authorities and market participants have investigated how AI would be useful or how AI should be used for economic activities. Stock prices, exchange rates, and so on are now predicted by using AI, especially in the real business world. At first, the accuracy has been quite doubtful, however, the situation has been changing gradually. Much attention has been paid to the methods using AI. There is much possibility that AI will change the economic activities, however, there is little study about the relationship between economic activities and AI performance. Such research has just begun in the academic field. This paper examines the appropriation of forecasting economic variables by using machine learning. AI has been introduced into economics, but forecasts using machine learning have not been fully conducted. A Comparison of using AR models and machine learning to forecast GDP and consumer price is conducted in the case of recent cases from G7 countries. Whether machine learning can be better in forecasting economic data rather than traditional statistical models is examined in this paper. For economic variables, GDP and consumer price are employed as economic variables because stock prices, exchange rates, and so on, are not necessarily appropriate for machine learning as mentioned below.
Machine learning is strongly related to deep learning. Deep learning is one kind of machine learning method based on learning data. Deep learning is invented from information processing patterns or communication patterns in human nervous systems. Deep learning structures such as recurrent neural networks have been used in many ways including economics. There is not enough research whether or not the AI or machine learning using forecasting is valid.
Literature Review
Economics has tackled problems of forecasting for a long time. It has a long history. Zarnowitz & Lambros (1987) indicated that the relationship between survey-based dispersion and macroeconomic un-stability depends on the hypothesis that forecasters have larger influences during economic turmoil. Fair & Shiller (1990) found that the performance of economic forecasts depends on the volatility of the economy. Nalewaik (2011) showed that GDI is more appropriate than GDP for examining the economic situation. Neri & Ropele (2011) found that the estimated policy rule becomes less aggressive for inflation rates. Laurent & Andrey (2014) indicated that forecast validity of the data increases when the probability-based forecasts of the coincident indicator model and the interest rate yield curve model are combined. Chemis & Sekkei (2017) showed that the Dynamic Factor Model outperforms univariate benchmarks as well as other used now-casting models, such as Mixed Data Sampling (MIDAS) and bridge regressions. Forni, Gambetti, Lippi, & Sala (2017) found that noise shocks cause hump-shaped responses of GDP, consumption and investment, and explain a large part of their prediction error variance in business cycles. Sindelar (2017) showed that although some error patterns might indicate performance deficiencies, the validity of forecasts made by the Ministry of Finance in Czech and Czech National Bank does not differ much from the benchmark forecasting.
A lot of studies have been published recently about this field. An, Jalles, & Loungain (2018) found that forecasters know that recession periods will be different from other periods. Behrens, Pierdzioch, & Risse (2018) showed that validity of long-run inflation forecasts of four German research institutes cannot be denied and that inflation forecasting are efficient. Berge (2018) found that inflation expectations on households' parts relate to different macroeconomic variables from the professionals' expectations. Chan & Song (2018) indicated significant changes in the expectations, uncertainty about U.S. inflation during the Great Recession period. Dias, Pinheiro, & Rua (2018) found that factor models employing a bottom-approach for GDP is useful. Chang (2018) showed that Greenbooks (Board of Governors of the Federal Reserve System staff's forecasts) are more likely to under-predict real GDP growth with one quarter ahead forecasts. Engstrom & Sharpe (2018) found that bond yields beyond 18 months in maturity have no added value for forecasting either boosting or recessions of GDP. Gebka & Wohar (2018) showed that the bond yield spread does not have additional information about the forecasting GDP. Lange (2018) found that the expectations component of the term spread brings more reliable forecasts of recessions than the component of the term premium in profit model. Tsui, Xu, & Zhang (2018) showed that MIDAS employing high-frequency stock return brings a better GDP forecasting than the other models, and using weekly stock returns is the best choice. Xu, Zhuo, Jiang, Liu, & Liu (2018) indicated that the Group Panelized Unrestricted Mixed Data Sampling (GP-U-MIDAS) model outperformed the other models and can choose some indicators, such as industrial production, personal consumption expenditures and so on for GDP growth forecasting.
In this study, an AR model is used for comparison along with the machine learning for G' countries. Baker, Boom, & Davis (2016) showed uncertainty to lower GDP by 1.2%. Girardi, Golinelli, & Pappalardo (2017) found that forecasting obtained by dimension reduction methods outperformed both the benchmark AR and the diffusion index model. Kim & Swanson (2018) found that various benchmark models, including AR models, the AR models with exogenous variables, and Bayesian model averaging, do not determine specifications based on factor-type dimension reductions with various machines learning, variable selection, and shrinkage methods. Hur (2018) showed that the level of information inattentiveness about inflation has increased since the early 1980s, while a pro-cyclical information stickiness is found for GDP growth forecasts using the VAR model. Hansen, Memahon, & Prat (2017) Saltzman & Yung (2018) showed that business and economic related uncertainty is related to future weakness in output, higher unemployment, and term premium by using natural language processing techniques. Swanson & Xiong (2018) indicated that big data are useful when predicting the term structure of interest rates.
This study examines the validity of forecasting economic variables by using machine learning. A comparison of using the AR model and machine learning to forecast GDP and consumer price is conducted in G7 countries. Some data, which have large fluctuations and changes in a short period, is not adequate for machine learning regardless of the data size. Machine learning examines that pattern of the data, so the data that shows a trend is adequate to analyze. GDP and consumer price seem to be adequate for comparison.
There are a lot of forecasting methods in economics. Among them, this paper employs the AR model. This method selects because it is one of the most acknowledged and traditional to forecast. Also, only one variable is used for estimation for both the AR model and machine learning. This paper's purpose is a comparison between the two forecasting models. Arbitrage or seeming arbitrage factors or hypotheses are retrieved when conducting empirical estimation for comparison. This paper is structured as follows. Following this section, theoretical aspects of this study are explained in section 2. Section 3 provides data description and empirical methods for the conduct of the empirical analyses. Section 4 shows the results of empirical analyses and analyzes the results. Finally, this study ends with a brief summary.
Methodology
The sample period is from 1992 to 2017Q3. Quarterly data are used for estimation. 1992 is selected because the Maastricht Treaty was signed in Europe in that year. That starting point is adopted in other countries. GDP growth rate and consumer price rate are used. All of the data are from International Financial Statistics by IMF. 12 data (t-12, t-11,…, t-1) are used for predicting next quarter data. The sample period is from 1992Q1 to 2017Q3, and the data of 2017Q4 are predicted. The data from 1992Q1 to 2003Q4, which is divided into almost two from the full sample period, is used for training data, and the data from 2004Q1 to 2017Q3 is used for test data. The sequential model in Keras and full sequence prediction are employed. Three interacting layers are built, and these are typical machine learning methods.
Finally, this paper employs Long Short Term Memory (LSTM) instead of Recurrent Neural Network (RNN), which are developed to solve the exploding and vanishing problems that can be met when training RNNs. LSTM has been developed Instead of simple RNN in deep learning. LSTM has an advantage over RNNs. RNNs are networked with loops that allow information to persist. However, users have to pick up parameters to solve toy problems. On the other hand, LSTM is a special kind of RNN, which is capable of learning long-term dependence. This paper employs LSTM for forecasting. This is a typical method of machine learning for estimation.
Discussion and Analysis
First, GDP growth rate and inflation (consumer price) rate are estimated by the AR model as shown in the following Equations (1) and (2).
GDP growth rate = c + GDP growth rate(-1) + GDP growth rate(-2) + ……..+ εt
Inflation rate = c + Inflation rate(-1) + Inflation rate(-2) + ……..+ εt (2) The empirical results of Equation (1) are reported in Table 1 , and the results of Equation (2) are reported in Table 2 . ***, **, and * denote 1%. 5%, and 10% significance levels respectively. Table 3 and Table 4 are the comparison of the AR model and machine learning (AI). Differences in Table 3 and Table 4 indicate real data minus calculated data. The empirical results are not so robust, but, they show that the AR model is a little more appropriate than machine learning, However, there is little difference to forecast consumer price between them.
Conclusion
This study examined the validity of forecasting economic variables by using machine learning. LSTM, as machine learning, was used for forecasting. A comparison of using the AR model and machine learning to forecast GDP and consumer price was conducted in G7 countries. Some important factors which are able to affect the forecast (international environment, the change of the world economic balance, etc.) were ignored and only one variable was used for estimation. The empirical results are not so robust, but they show that the AR model is a little more appropriate than machine learning.
Machine learning seems fitting when the data have strong trends. Prominent progress in machine learning is now ongoing, so there would be a possibility that statistical method for estimation would change somehow. There are some problems for estimating data by AI. Above all, there are no theoretical reasons. Also, causality is sometimes not clear. The word black box is sometimes used for AI, and there is some fear that such consideration is not taken into account. Wrong and inadequate beliefs and too much dependence on AI would promote turmoil in the markets. On the other hand, AI will improve rapidly as technology progresses. Forecasting economic data by AI, has only just begun. From now on, substantial progress can occur as this kind of study will be much more necessary.
