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Resumen: La extraccio´n automa´tica de definiciones (ED) es una tarea que consiste
en identificar definiciones en texto. Este art´ıculo presenta un me´todo para la identi-
ficacio´n de definiciones para el catala´n en el dominio enciclope´dico, tomando como
corpora para entrenamiento y evaluacio´n una coleccio´n de documentos de la Wikipe-
dia en catala´n (Viquipe`dia). El corpus de evaluacio´n ha sido validado manualmente.
El sistema consiste en un algoritmo de clasificacio´n supervisado basado en Condi-
tional Random Fields. Adema´s de los habituales rasgos lingu¨´ısticos, se introducen
rasgos que explotan la frecuencia de palabras en dominios generales y espec´ıficos,
en definiciones y oraciones no definitorias, y en posicio´n de definiendum (el te´rmino
que se define) y de definiens (el clu´ster de palabras que define el definiendum). Los
resultados obtenidos son prometedores, y sugieren que la combinacio´n de rasgos
lingu¨´ısticos y estad´ısticos juegan un papel importante en el desarrollo de sistemas
ED para lenguas minoritarias.
Palabras clave: Extraccio´n de Definiciones, Extraccio´n de Informacio´n, Lexico-
graf´ıa Computacional
Abstract: Automatic Definition Extraction (DE) consists of identifying definitions
in naturally-occurring text. This paper presents a method for the identification of
definitions in Catalan in the encyclopedic domain. The train and test corpora come
from the Catalan Wikipedia (Viquipe`dia). The test set has been manually validated.
We approach the task as a supervised classification problem, using the Conditional
Random Fields algorithm. In addition to the common linguistic features, we intro-
duce features that exploit the frequency of a word in general and specific domains, in
definitional and non-definitional sentences, and in definiendum (term to be defined)
and definiens (cluster of words that defines the definiendum) position. We obtain
promising results that suggest that combining linguistic and statistical features can
prove useful for developing DE systems for under-resourced languages.
Keywords: Extraccio´n de Definiciones, Extraccio´n de Informacio´n, Conditional
Random Fields, Wikipedia
1 Introduccio´n
Las enciclopedias y bases de datos ter-
minolo´gicas son bases de conocimiento de
gran importancia para establecer relaciones
sema´nticas entre distintos conceptos. No obs-
tante, el desarrollo manual de estos recursos
es habitualmente costoso y lento (Bontas y
Mochol, 2005). La Extraccio´n automa´tica de
Definiciones (ED), entendida como la tarea
de identificar automa´ticamente definiciones
en una produccio´n lingu¨´ıstica natural, pue-
de jugar un papel importante en este contex-
to. Existe un creciente intere´s en la ED en
los campos del Procesamiento del Lenguaje
Natural, la Lingu¨´ıstica Computacional y la
Lexicograf´ıa Computacional. Adema´s, traba-
jo previo ha demostrado su potencial para
el desarrollo automa´tico de glosarios (Mure-
san y Klavans, 2002; Park, Byrd y Boguraev,
2002), bases de datos le´xicas (Nakamura y
Nagao, 1988) herramientas de bu´squeda de
respuestas (Saggion y Gaizauskas, 2004; Cui,
Kan y Chua, 2005), como apoyo para apli-
caciones terminolo´gicas (Meyer, 2001; Sierra
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et al., 2006), o el desarrollo de aplicaciones
de aprendizaje en l´ınea (Westerhout y Mona-
chesi, 2007; Espinosa-Anke, 2013).
Este art´ıculo presenta un trabajo orienta-
do a la ED para el catala´n basado en apren-
dizaje automa´tico. En primer lugar, se des-
cribe la compilacio´n y creacio´n de un corpus
extra´ıdo de Viquipe`dia1 (la Wikipedia cata-
lana). Partimos de la idea de que un concepto
monose´mico con una entrada en Viquipe`dia
sera´ definido en la primera oracio´n de su
art´ıculo. Adema´s, consideramos como no de-
finiciones otras oraciones del mismo art´ıculo
en el que el te´rmino tambie´n aparece, pues
si bien aportan informacio´n relevante para
el te´rmino definido, e´sta no es factual e in-
dependiente del contexto en el que se enun-
cia. De hecho, en muchos casos son “definicio-
nes falsas sinta´cticamente plausibles” (Navi-
gli, Velardi y Ruiz-Mart´ınez, 2010), es decir,
oraciones que muestran un comportamiento
sinta´ctico muy similar al de una definicio´n.
Nuestro corpus de entrenamiento consis-
te en un subcorpus de la rama en catala´n de
Wikicorpus (Reese et al., 2010), mientras que
el corpus de test consiste en un subconjun-
to de una versio´n en catala´n del WCL data-
set (Navigli, Velardi y Ruiz-Mart´ınez, 2010).
El corpus de entrenamiento consiste en 10375
definiciones y 8010 no definiciones. Por otra
parte, el corpus de test incluye 1407 no defi-
niciones y 2796 definiciones.
El proceso de aprendizaje automa´tico se
basa en el uso del algoritmo Conditional
Random Fields (CRF) (Lafferty, McCallum,
y Pereira, 2001), espec´ıficamente el toolkit
CRFsuite (Okazaki, 2007). CRF es un algo-
ritmo de etiquetado secuencial que permite
la incorporacio´n de rasgos de observaciones y
transiciones no so´lo adyacentes, sino tambie´n
de larga distancia, previos y posteriores a la
observacio´n actual. Es apropiado para nues-
tra tarea ya que consideramos la ED como
una tarea de etiquetado secuencial, en la que
cada palabra puede estar al principio, dentro
o fuera de una definicio´n.
El resto del art´ıculo se estructura de la
siguiente manera: La Seccio´n 2 repasa traba-
jo anterior en el campo de la clasificacio´n de
definiciones, adema´s de la tarea espec´ıfica de
ED. A continuacio´n, la Seccio´n 3 describe el
proceso de compilacio´n de los corpora utili-
zados en este estudio, adema´s de los rasgos
1https://ca.wikipedia.org/
aplicados en el modelado de datos y su jus-
tificacio´n. La Seccio´n 4 muestra los resulta-
dos obtenidos con distintas configuraciones.
Finalmente, las secciones 5 y 6 ofrecen un a
visio´n general y resumida del trabajo descrito
en este art´ıculo, y sen˜alan futuras l´ıneas de
investigacio´n en el a´mbito de ED para len-
guas minoritarias, respectivamente.
2 Estado de la Cuestio´n
La Extraccio´n automa´tica de Definiciones
(ED) es una tarea que consiste en identificar
oraciones que incluyen informacio´n definito-
ria (Navigli y Velardi, 2010). El procesado au-
toma´tico de textos con fines terminogra´ficos
puede constituir una herramienta que facilite
la elaboracio´n de glosarios o diccionarios es-
pecializados, bases de datos de conocimiento
le´xico o bien para la elaboracio´n de ontolog´ıas
(Alarco´n, 2009).
El estudio de la relacio´n entre un concep-
to un´ıvoco y monose´mico y su definicio´n se
remonta al modelo aristote´lico de definicio´n,
el modelo genus et differentia, en el que un
te´rmino es definido mencionando su ge´nero
pro´ximo adema´s de un conjunto de carac-
ter´ısticas particulares. Generalmente, se co-
noce al te´rmino definido como definiendum,
y al clu´ster de palabras que le define, defi-
niens.
Partiendo de este modelo, el concepto de
definicio´n se ha ido elaborando con la inclu-
sio´n de distintos factores. Por ejemplo, Trim-
ble (1985) propone una clasificacio´n basada
en el grado de formalidad y la informacio´n
que se transmite, Auger y Knecht (1997) se
refieren a enunciados de intere´s definitorio
como la inclusio´n de aspectos como el senti-
do o contexto de uso, entre otros, y su rela-
cio´n con un concepto o idea espec´ıficos. Un
estudio destacable en esta l´ınea es el de Me-
yer (2001), que acun˜a el concepto de contex-
to rico en conocimiento (CRC), definido co-
mo “naturally occurring utterances that ex-
plicitly describe attributes of domain-specific
concepts or semantic relations holding bet-
ween them at a certain point in time, in a
manner that is likely to help the reader of the
context understand the concept in question”.
Destacamos en el a´mbito del estudio y extrac-
cio´n automa´tica de CRCs el trabajo de Feliu
y Cabre´ (2002), en el que se propone un sis-
tema basado en reglas para la identificacio´n
y clasificacio´n automa´tica de CRCs para el
catala´n, basado en la combinacio´n de patro-
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nes le´xico-sinta´cticos y medidas estad´ısticas
para evaluar la prominencia de un candidato
a te´rmino en un contexto concreto. Por otra
parte, en ED existe una creciente tendencia a
aplicar algoritmos de aprendizaje automa´tico
(Del Gaudio, Batista, y Branco, 2013).
A continuacio´n se describe el me´todo em-
pleado para la construccio´n del corpus utili-
zado para entrenar y evaluar nuestro sistema,
as´ı como la descripcio´n de los rasgos lingu¨´ısti-
cos y estad´ısticos utilizados para el modelado
de datos.
3 Me´todo
En esta seccio´n se describen los datos utiliza-
dos para entrenar y evaluar el sistema de ED
y los rasgos utilizados en el modelado de los
datos.
3.1 Los datasets
Tomamos como base un corpus de definicio-
nes y oraciones no definitorias sobre un de-
terminado te´rmino (Navigli, Velardi y Ruiz-
Mart´ınez, 2010). A partir de e´l, se realiza un
proceso de mapeo entre aquellos te´rminos que
aparecen en el corpus original y su equiva-
lente en Viquipe`dia. Se aplican una serie de
reglas para evitar ruido y evitar mapeos en
blanco dado que existen te´rminos en Wikipe-
dia sin una entrada equivalente en otro idio-
ma, en este caso el catala´n.
A continuacio´n se muestran dos ejemplos
de oraciones definitorias y no definitorias en
catala´n, presentes en nuestro corpus, para el
te´rmino iot (yate).
Def : Un iot e´s una embarcacio´ d’esbarjo
o esportiva propulsada a vela o a motor
amb coberta i amb cabina per a viure-hi.
Def : Un yate es una embarcacio´n de re-
creo o deportiva propulsada a vela o a
motor con cubierta y cabina para vivir.
Nodef : Tot i aixo` la majoria de iots
a vela privats solen tenir una eslora de
7 a 14m, ja que el seu cost augmenta
ra`pidament en proporcio´ a l’eslora.
Nodef : Sin embargo, la mayor´ıa de ya-
tes a vela privados suelen tener una eslo-
ra de 7 a 14m, ya que su coste aumenta
ra´pidamente en proporcio´n a la eslora.
Para llevar a cabo el entrenamiento del sis-
tema, compilamos un corpus a partir de la
rama catalana de Wikicorpus (Reese et al.,
2010), siguiendo el mismo me´todo que para
el corpus de evaluacio´n. Para cada te´rmino y
su correspondiente art´ıculo se extrae una ora-
cio´n definitoria (la primera). Para obtener las
no definitorias se extraen aquellas oraciones
en las que el te´rmino tambie´n aparece, con
el fin de introducir un contexto en el que el
nu´mero de distractores sea elevado e incre-
mentar as´ı la dificultad de la tarea.
3.2 Disen˜o Experimental
El preprocesado de los corpus se realiza con
el etiquetador morfolo´gico presente en Free-
ling (Carreras et al., 2004). Dado que vamos a
explotar el potencial de Conditional Random
Fields para etiquetado secuencial, los rasgos
propuestos se aplican a nivel de token, y no
a nivel de oracio´n.
Partimos de una oracio´n s = f1, f2, ...fn,
en la que cada fi es un vector de rasgos que
se corresponde con una palabra, y que recibe
una etiqueta BIO dependiendo de si se en-
cuentra al principio (Beginning), dentro (In-
side) o fuera (Outside) de una definicio´n. Es-
te esquema de etiquetado permitira´, a pos-
teriori, evaluar el rendimiento del algoritmo
para cada etiqueta, siendo la etiqueta “B” un
elemento clave en el a´mbito de la deteccio´n
de definiciones, dado que la primera palabra
de una frase que contiene una definicio´n es
probable que sea (parte del) definiendum. A
continuacio´n, se describen los rasgos utiliza-
dos durante la fase de entrenamiento.
Surface: La forma superficial de la pa-
labra, tal y como aparece originalmente
en el texto.
Lemma: Forma lematizada de la pa-
labra.
PoS: Categor´ıa gramatical.
Pos Prob: Probabilidad asignada por
Freeling a la categor´ıa gramatical de ca-
da palabra.
BIO NP: En primer lugar, se aplica un
filtro lingu¨´ıstico para identificar sintag-
mas nominales. A continuacio´n, se asig-
nan etiquetas BIO a dichos sintagmas.
As´ı, una oracio´n quedar´ıa etiquetada de
la siguiente manera:
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Def-TF: La frecuencia de la palabra en
las definiciones del corpus de entrena-
miento.
Gen-TF: La frecuencia de la palabra en
un corpus de a´mbito general, extra´ıdo
del subcorpus catala´n de HC Corpo-
ra2, formado por documentos del ge´nero
period´ıstico. Partimos de la hipo´tesis de
que ciertas palabras o expresiones utili-
zados habitualmente en definiciones pue-
den ser poco frecuentes en texto del do-
minio general, como “es considera” (se
considera) o “es defineix com” (se defi-
ne como).
Def-TFIDF: Se computa la me´trica
Term Frequency - Inverse Document
Frequency para la palabra, considerando
su frecuencia en las definiciones del cor-
pus de entrenamiento, y tomando cada
oracio´n como documento. Esta me´trica
se define como:
tfidf(w, d,D) = tf(w, d)× idf(w,D)
donde tf(w, d) es la frecuencia de la pa-
labra w en el documento d. Asimismo,
idf(w,D) se define como
|D|
|{d ∈ D : w ∈ d}|
donde D es el la coleccio´n de documentos
y |D| su cardinalidad.
Gen-TFIDF: Tomando el mismo en-
foque que en el rasgo anterior, compu-
tamos esta me´trica para cada palabra
tomando como referencia el corpus men-
cionado en el rasgo Gen-TF.
Termhood: Esta me´trica determina el
grado de importancia de un candidato
unipalabra a te´rmino en un dominio con-
creto (Kit y Liu, 2008), midiendo su fre-
cuencia en un corpus general y un cor-








Donde rD es el ra´nking por frecuencia de
la palabra w en un corpus espec´ıfico (en
nuestro, caso, el corpus de entrenamien-
to), y rB es el ra´nking por frecuencia de
dicha palabra en el corpus general. Los
denominadores se refieren al taman˜o de
cada corpus.
BIO D y BIO d: En cada oracio´n (de-
finicio´n o no) del corpus de entrenamien-
to, tomamos el primer verbo y asignamos
la etiqueta definiendum (D) a lo que le
precede. Por su parte, las palabras que le
siguen reciben la etiqueta definiens (d).
A continuacio´n, identificamos los sintag-
mas nominales siguiendo el mismo pro-
cedimiento que en el rasgo BIO NP. As´ı,








mos la nocio´n de prominencia definito-
ria, con el objetivo de establecer la pro-
babilidad de una palabra w de aparecer
en una oracio´n definitoria (s = def). Pa-
ra ello, consideramos su frecuencia en de-
finiciones y oraciones no definitorias del









i=0 (si = def ∧ w ∈ si) y
NF =
∑i=n
i=0 (si = nodef ∧ w ∈ si).
Definiendum prominence: Partiendo
de la hipo´tesis de que el hecho de que una
palabra aparezca frecuentemente en po-
sicio´n de posible definiendum puede ser
un indicador de su papel en definiciones,
este rasgo viene dado por
DP(w) =
∑i=n
i=0 wi ∈ termD
|DT |
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donde termD es un sintagma nominal (es
decir, un candidato a te´rmino) que apa-
rece en posicio´n de definiendum. Final-
mente, |DT| se refiere al taman˜o del cor-
pus de terminolog´ıa de definienda.
Definiens prominence: Este rasgo
consiste en la misma ecuacio´n que en
el caso anterior, esta vez considerando
te´rminos que aparecen en posicio´n de po-
sible definiens.
El algoritmo CRF itera sobre cada uno
de los vectores y aprende combinaciones de
los rasgos descritos. Estas combinaciones se
establecen de antemano, por ejemplo, para
aprender como rasgo la combinacio´n lema +
termhood de la palabra anterior y la combi-
nacio´n lema + categor´ıa gramatical + defi-
nitional prominence de la palabra actual. La
Seccio´n 4 describe los resultados obtenidos
tras llevar a cabo experimentos realizados con
varias configuraciones de rasgos.
4 Evaluacio´n
Se han realizado experimentos que combi-
nan los rasgos descritos en la seccio´n 3.2,
as´ı como su combinatoria. Ofrecemos resul-
tados en te´rminos de Precisio´n, Cobertura, y
F-Measure para cada una de las clases con-
sideradas (B, O, I), adema´s de una media de
las 3. E´stas se aplican a nivel de palabra, y
de la forma ma´s restrictiva posible. Es decir,
que se considera un error cuando el algorit-
mo predice correctamente que una palabra se
encuentra en una definicio´n, pero asigna una
categor´ıa incorrecta (es decir, Beginning en
vez de Inside o viceversa). Con estas consi-
deraciones, realizamos cuatro configuraciones
experimentales, a saber:
Baseline: Esta configuracio´n so´lo consi-
dera la forma superficial del token en la
iteracio´n actual.
C-1: Se toman en cuenta rasgos
lingu¨´ısticos (forma superficial, lema, ca-
tegor´ıa gramatical y pertenencia a sin-
tagma nominal) sobre una ventana [i-
3:i+3], siendo i la posicio´n de la itera-
cio´n actual.
C-2: Se toman u´nicamente rasgos es-
tad´ısticos (tf-def, tf-gen, tfidf-def, tfidf-
gen, termhood, definitional prominence,
definiendum prominence y definiens pro-
minence). La ventana es la misma que
para C-1.
C-3: Toma en cuenta todos los rasgos.
La Tabla 1 muestra los resultados obte-
nidos con estas cuatro configuraciones. Los
identificadores de las filas se refieren a: (1)
Si el resultado es en precisio´n (P), cobertu-
ra (C), o F-Measure (F), y (2) si la evalua-
cio´n corresponde a la etiqueta Beginning (B),
Inside (I), Outside (O), o a la media de las
tres (M), que en definitiva refleja el compor-
tamiento general del sistema propuesto en es-
te art´ıculo. Se puede observar que a partir
de una baseline que obtiene un 67.31 de F-
Measure, e´sta es superada por la combinacio´n
de rasgos lingu¨´ısticos (en C-1), que obtiene
un F=75.85, y rasgos estad´ısticos (C-2), que
llega a F=75.68. La combinacio´n de ambos
conjuntos de rasgos obtiene resultados alta-
mente competitivos (F=86.69), lo cual sugie-
re que ambos conjuntos de rasgos son infor-
mativos y contribuyen al proceso de aprendi-
zaje.
Baseline C-1 C-2 C-3
P-B 67.50 89.29 80.68 93.60
C-B 51.72 57.47 88.62 85.87
F-B 58.57 69.93 84.47 89.57
P-I 58.49 84.89 72.25 90.71
C-I 49.58 51.82 88.80 83.48
F-I 53.67 64.35 79.68 86.95
P-O 88.03 89.19 77.24 79.36
C-O 91.43 97.76 53.08 88.23
F-O 89.79 93.28 62.92 83.56
P-M 71.34 87.78 76.72 87.89
C-M 64.24 69.01 76.83 85.85
F-M 67.31 75.85 75.68 86.69
Tabla 1: Resultados obtenidos en te´rmino de
precisio´n, cobertura y F-measure
4.1 Discusio´n
A la luz de los resultados obtenidos, cabe des-
tacar el importante papel que juegan los ras-
gos lingu¨´ısticos (categor´ıa gramatical, lema
y pertenencia o no a un sintagma nominal),
ya que observamos un mejor rendimiento de
un modelo entrenado so´lo con rasgos de este
tipo, en comparacio´n con un sistema entre-
nado so´lo con rasgos estad´ısticos. No obstan-
te, la combinacio´n de rasgos de ambos tipos
contribuye al mayor rendimiento de las tres
configuraciones propuestas.
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Observando algunos de las instancias inco-
rrectamente clasificadas, se observa una ten-
dencia al sobre-entrenamiento con respecto a
las definiciones basadas en el modelo genus et
differentia propio de Viquipe`dia. Por ejem-
plo, la definicio´n del te´rmino “gas natural“
es:
El gas natural e´s una font d’energia fo`ssil
que, com el carbo´ o el petroli, esta` cons-
titu¨ıda per una barreja d’hidrocarburs,
unes mole`cules formades per a`toms de
carboni i hidrogen.
El gas natural es una fuente de energ´ıa
fo´sil que, como el carbo´n o el petro´leo,
esta´ constitu´ıda por una mezcla de hidro-
carburos, unas mole´culas formadas por
a´tomos de carbono e hidro´geno.
Por su parte, en nuestro test set, adema´s
de la oracio´n anterior, existe el siguiente dis-
tractor:
El gas natural e´s una energia
prima`ria, o que es pot obtenir directa-
ment sense transformacio´
El gas natural es una energ´ıa prima-
ria, o que se puede obtener directamente
sin transformacio´n
Las palabras resaltadas en negrita fueron
incorrectamente marcadas como pertenecien-
tes a una definicio´n por nuestro clasificador.
Dos conclusiones se pueden extraer de casos
como e´ste: (1) Existen relaciones sema´nticas
entre conceptos que podr´ıan ser considera-
das como definitorias, segu´n un criterio lige-
ramente ma´s laxo, y esto se refleja en algu-
nos de los falsos negativos obtenidos en nues-
tra evaluacio´n; (2) Asumimos que en el fu-
turo ser´ıa deseable contar con una heur´ıstica
post-clasificacio´n (o un segundo proceso de
clasificacio´n) para realizar un segundo proce-
so de clasificacio´n sobre palabras que o bien
han sido clasificadas con poca probabilidad,
o bien tienen palabras pro´ximas clasificadas
de otra manera. Por ejemplo, en una oracio´n
en la que el 80 % de las palabras han sido
clasificadas como no definitorias, es razona-
ble asumir que si el 20 % fueron clasificadas
como definitorias, la probabilidad de que e´sta
sea una clasificacio´n incorrecta es elevada.
Finalmente, con respecto a los rasgos es-
tad´ısticos, su introduccio´n al proceso de en-
trenamiento, si bien contribuyen a mejorar
el sistema, no parece que puedan constituir
la base de un sistema de extraccio´n de defi-
niciones, o al menos, no ser´ıa recomendable
descartar rasgos estad´ısticos. A continuacio´n,
se describen algunas de las posibles razones
por las que los rasgos estad´ısticos propuestos
son susceptibles de mejora:
La falta de un paso previo en identifi-
cacio´n de terminolog´ıa para generalizar
los te´rminos en posicio´n de definiendum.
Esto provoca que so´lo aquellos te´rminos
multipalabra con alguna palabra repeti-
da se benefician de me´tricas que toman
en cuenta la frecuencia de sus componen-
tes. E´ste es el caso, por ejemplo, de nom-
bres propios que comparten algu´n ape-
llido o definienda que comparten algu´n
te´rmino (por ejemplo, en especies de pe-
ces como: ammodytes tobianus, am-
modytes immaculatus o ammodytes
marinus, entre otros).
Posible falta de representatividad de los
corpus de referencia. Si bien el domi-
nio en el que se ha desarrollado este es-
tudio es homoge´neo en el ge´nero tex-
tual (enciclope´dico), podemos afirmar
que se trata de un estudio no delimitado
a un dominio concreto. Nuestra hipo´te-
sis es que me´tricas como tfidf o defi-
nitional prominence ser´ıan ma´s informa-
tivas aplicadas a dominios concretos. De
hecho, en el campo de ED, salvo conta-
das excepciones (Snow, Jurafsky y Ng,
2004; Velardi, Navigli y D’Amadio, 2008;
Cui, Kan y Chua, 2005), la tendencia es
desarrollar y evaluar sistemas en corpora
pertenecientes a un dominio espec´ıfico.
5 Conclusiones
En este trabajo se ha descrito un sistema
de extraccio´n de definiciones para el catala´n.
Los corpora de entrenamiento y test, simi-
lar a los datasets descritos en Navigli, Ve-
lardi y Ruiz-Mart´ınez (2010), son obtenidos
de Viquipe`dia. El corpus de entrenamiento
es un subcorpus de la rama catalan de Wi-
kicorpus (Reese et al., 2010), mientras que el
corpus de test ha sido validado manualmen-
te. Afrontamos el problema como una tarea
de clasificacio´n secuencial supervisada, en la
que a cada palabra se le asigna la etiqueta
BIO, dependiendo de si el sistema predice que
se encuentra al principio (Beginning), dentro
(Inside) o fuera (Outside) de una definicio´n.
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Utilizamos el algoritmo Conditional Random
Fields, y combinamos rasgos lingu¨´ısticos y es-
tad´ısticos, obteniendo resultados razonable-
mente prometedores.
6 Trabajo Futuro
Tras haber explorado el proceso de desarro-
llar un sistema de ED para el catala´n, a conti-
nuacio´n se enumeran algunos aspectos sus-
ceptibles de mejora, adema´s de posibles l´ıneas
de trabajo futuro: (1) un estudio de la rele-
vancia de los distintos rasgos y su combina-
toria ayudar´ıa a desarrollar un sistema ma´s
eficiente y que no considerara rasgos escasa-
mente discriminatorios. (2) Realizar experi-
mentos con distintos corpus de referencia, y
con distintos ratios entre definiciones y no de-
finiciones ayudar´ıa a valorar la influencia de
estos datasets en el proceso de aprendizaje.
Finalmente, (3) aplicar distintos algoritmos
de ED que existen para el ingle´s dar´ıa una
idea del comportamiento de nuestro sistema
en un contexto comparativo.
Tambie´n creemos que el proceso de eva-
luacio´n (en este trabajo y en ED en general)
se puede desarrollar y especificar ma´s si: (1)
se realiza una evaluacio´n de contenido. Este
enfoque nos permitir´ıa determinar si se han
dado casos de definiciones extra´ıdas parcial-
mente. Y (2), si se realizara una evaluacio´n en
distintas etapas del flujo (pipeline) del siste-
ma, como por ejemplo, para la identificacio´n
de definienda y definiens.
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