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Abstract
We derive a chiral kinetic theory with Landau level basis, which is valid for slow-varying magnetic
field with arbitrary magnitude. We apply the new chiral kinetic theory to calculate the electric
conductivity transverse to the magnetic field in a magnetized QED and QCD plasma. Under the
lowest Landau level approximation and relaxation time approximation, we find the transverse con-
ductivity approaches a constant in the large magnetic field limit and is inversely proportional to
the relaxation time. We also obtain a frequency-dependent transverse conductivity in response to a
time-dependent electric field. We find a high frequency enhancement in this conductivity.
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I. INTRODUCTION
The physics of chiral fermions have attracted much attention recently. Through chiral
anomaly, system of chiral fermions show intriguing non-dissipative transport phenomena
such as chiral magnetic effect [1–6] and chiral vortical effect [5–10]. There has been growing
interest in the verification of these anomalous transports in both quark-gluon plasma [11–
14] and Dirac/Weyl semimetal [15, 16]. Chiral kinetic theory (CKT), as a theoretical tool
to describe dynamics of chiral fermions has been undergoing rapid development over the
past few years. It has been derived from different approaches [17–37]
Formally, the CKT can be understood as an expansion in the reduced Planck constant
~ [23, 29, 30]. Since ~ is always accompanied by external electromagnetic field and space-
time gradient, we may also view the expansion in weak field and spacetime disturbance.
The lowest order in the expansion simply gives the Boltzmann equation, which describes
dynamics of classical particle.
(∂t + v · ∇x +Q(E + v ×B) · ∇p) f(X,p) = C[f ], (1)
with Q being charge of the fermion. At next to leading order, the quantum effect of spin of
chiral fermions is manifest.[
(1 + ~QΩ ·B) ∂t + (v + ~QE×Ω + ~Q(v ·Ω)B) · ∇x
+
(
QE +Qv ×B + ~Q2(E ·B)Ω) · ∇p]f(X,p) = C[f ]. (2)
It leads to a quasi-particle with magnetic moment and Berry curvature Ω = ± pˆ
2p2
with
plus/minus sign for right/left handed fermions respectively. The appearance of Ω is essential
for correct description of chiral anomaly. However the situation becomes quite cumbersome
at next-to-next-to leading order [30], in which case not only the quasi-particle picture is
lost, but also the resulting CKT becomes more singular in the IR. This is not surprising as
in the regime p2 ∼ ~B, Landau quantization becomes relevant invalidating quasi-particle
picture.
The difficulty of the above expansion arises due to an inappropriate choice of basis,
for which the lowest order is given by free particle with the dispersion p20 = p
2. With weak
magnetic field perturbation, the basis has to be shifted: to first order in B the shift leads to
modified dispersion p20 = p
2+~QB · p/p0. In fact, we may choose a different basis from the
beginning. A useful basis is the Landau level basis, which is suitable for a constant magnetic
field ~B ∼ p2. There has been early attempt on formulating CKT with lowest Landau level
(LLL) [38], which is valid for strong magnetic field and the motion of LLL is restricted to
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be parallel to the magnetic field. In this paper, we derive a CKT with full Landau level
basis more systematically using Wigner function approach. The resulting CKT is valid to
all order in ~B, but only to first order in perturbation other than the background magnetic
field. Moreover, the motion of Landau levels is not restricted.
The paper is organized as follows: in Section (II), we derive a CKT with Landau level
basis using Wigner function approach. It is formally the same as CKT with free particle
basis but with a different power counting. We will show to the lowest order in perturbation it
is satisfied by Landau levels. As an application of the CKT, we study transverse conductivity
of a plasma consisting of chiral fermions subject to external magnetic field in Section (III).
For simplicity, we employ relaxation time approximation for the collision term and use LLL
approximation, which is valid for strong magnetic field. We conclude and discuss future
works in Section (IV).
For convention, we absorb electric charge e into the gauge field and take mostly
negative Minkowski metric. We also set ~ = 1 in the rest of this paper.
II. CHIRAL KINETIC THEORY WITH LANDAU LEVEL BASIS
To be specific, we start with a system of right-handed chiral fermions with positive
charge Q = 1 in unit of electric charge e. The Wigner function corresponding to this system
is given by
W˜ (X,P ) =
∫
d4X ′
(2pi)4
e−iP ·X
′〈ψ(X − 1
2
X ′)U(X +
1
2
X ′, X − 1
2
X ′)ψ†(X +
1
2
X ′)〉. (3)
Here ψ is Weyl spinor and W˜ (X,P ) is a 2× 2 matrix in Dirac space. Xµ = (t, x, y, z) and
Pµ = (p0, px, py, pz) will be interpreted as coordinate and momentum of the resulting CKT
with P ·X = PµXµ[52]. The following gauge link U(X+ 12X ′, X− 12X ′) is inserted to ensure
gauge invariance of W˜ (X,P )
U(X +
1
2
X ′, X − 1
2
X ′) = exp
[
i
∫ X+ 1
2
X′
X− 1
2
X′
dRµ (Aµ(R) + aµ(R))
]
. (4)
The gauge link is path-dependent. We take the path to be a straight line. Note that we
have splitted the gauge potential into Aµ and aµ corresponding to background magnetic
field and perturbation respectively. We denote Fµν = ∂µAν − ∂νAµ and fµν = ∂µaν − ∂νaµ
as field strength for constant magnetic field and perturbation. Below we keep to all order
in B and only first order in the perturbation.
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To derive the kinetic equations, we start with the following equation of motion (EOM):
/DZ〈ψ(Z)ψ(Y )†〉 = 0, 〈ψ(Z)ψ(Y )†〉 /D†Y = 0, (5)
with the covariant derivatives defined as
/DZ = /∂Z + i /A(Z) + i/a(Z),
/D
†
Y =
←−
/∂ Y − i /A(Y )− i/a(Y ). (6)
For right-handed fermion, the slash is given by /a = σµaµ. Denoting 〈ψ(Z)ψ(Y )†〉 =
W¯ (Z, Y ) and setting Z = X− 12X ′, Y = X+ 12X ′, we can relate W¯ (Z, Y ) ≡W (Z, Y )U(Z, Y )
to Wigner function as
W˜ (X,P ) =
∫
d4X ′
(2pi)4
eiP ·(Z−Y )W (Z, Y )
=
∫
d4X ′
(2pi)4
eiP ·(Z−Y )W¯ (Z, Y )U(Y,Z). (7)
Using (5), we can derive EOM satisfied by W˜ (X,P ). To proceed, we work out explicit
expression for U(Y,Z). We need the following gradient expansion of the background and
perturbation.
Aµ(X + ∆X) = Aµ(X) + (∆X·∂X)Aµ(X),
aµ(X + ∆X) = aµ(X) + (∆X·∂X) aµ(X) +O
(
(∂X)
2
)
. (8)
Note that for the constant background magnetic field, the background gauge potential is
linear in coordinate so the expansion truncates at first order. For the perturbation, we keep
only first order in gradient. It follows that U(Y,Z) = e−iX′·[A(X)+a(X)] +O
(
(∂X)
2
)
. Using
this we can rewrite the EOM (5) as
/DZ
(
W (Z, Y )eiX
′·[A(X)+a(X)]
)
=
(
W (Z, Y )eiX
′·[A(X)+a(X)]
)
/D
†
Y = 0. (9)
We can exchange covariant derivative with gauge link using the following identities, which
hold up to first order in gradient
DZµ
(
W (Z, Y )eiX
′·[A(X)+a(X)]
)
= eiX
′·A(X)
(
1
2
∂Xµ − ∂X′µ + i
2
X ′ν(Fµν + fµν)
)
W (Z, Y ),(
W (Z, Y )eiX
′·[A(X)+a(X)]
)
D†Y µ = W (Z, Y )
(
1
2
←−
∂ Xµ +
←−
∂ X′µ +
i
2
X ′ν(Fµν + fµν)
)
eiX
′·A(X),
(10)
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with ∂Xµ ≡ ∂/∂Xµ. Note that W don’t commute with σµ. We obtain the following EOM
for W (Z, Y ) (
1
2
∂Xµ − ∂X′µ + i
2
X ′ν(Fµν + fµν)
)
σµW (Z, Y ) = 0,(
1
2
∂Xµ + ∂X′µ +
i
2
X ′ν(Fµν + fµν)
)
W (Z, Y )σµ = 0. (11)
Fourier transforming the above equations with
∫
d4X′
(2pi)4
e−iP ·X′ , we arrive at EOM for Wigner
function W˜ (X,P ):
(
1
2
∆µ − iPµ)σµW˜ (X,P ) = 0,
(
1
2
∆µ + iPµ)W˜ (X,P )σ
µ = 0, (12)
where we have defined ∆µ ≡ ∂Xµ− ∂∂Pν (Fµν + fµν)[53]. We can further decompose the ma-
trix equations into components. Note that W (Z, Y ) = W (Y, Z)†. It follows that W˜ (X,P )
is hermitian, so that we can decompose it in the basis of σµ:
W˜ (X,P ) =
1
2
(
F (X,P ) · 1 + ji(X,P )σi
)
. (13)
F and ji are related to charge density J0 and current density Ji by momenta integration:
J0(X) =
∫
d4P trW˜ (X,P ) =
∫
d4P F (X,P ),
Ji(X) =
∫
d4P trW˜ (X,P )σi =
∫
d4P ji(X,P ). (14)
We can then project (12) into the basis σµ to obtain
∆0F + ∆iji = 0,
∆0ji + ∆iF − 2ijkpjjk = 0,
p0F − piji = 0,
−p0ji + piF + 1
2
ijk∆jjk = 0. (15)
The first two lines of (15) can be viewed as transport equations for F and ji respectively.
The last two lines of (15) are constraint equations. They are formally the same as CKT
with free particle basis, but with a different power counting: we regard ∂Xµ and
∂
∂Pν
fµν as
first order perturbation and ∂∂PνFµν and P
µ as zeroth order. Consequently, the zeroth order
solution of Wigner function is not given by superposition of free particle contribution, but
rather superposition of Landau level contribution. In appendix A we verify explicitly that
individual Landau level contribution satisfies (15).
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Let’s comment on the regime of applicability of the CKT. To be specific, we point
the magnetic field in the z direction. The explicit LL solutions imply that B ∼ p2T , with
pT =
√
p2x + p
2
y being the modulus of the transverse momentum and the longitudinal mo-
mentum pz is unrestricted. Furthermore, the perturbation should be much smaller than the
background, thus fµν  B and ∂X 
√
B.
Before closing this section, we show the CKT (15) reduces to the equations written
down for studying longitudinal conductivity in strong magnetic field limit in [38]. To this
end, we turn on an electric field parallel to the magnetic field. This would induce longi-
tudinal motion of LLL. Since the longitudinal motion is classical. We can simply use the
following ansatz for the Wigner function components:
F = j3 =
2
(2pi)3
exp
(
−p
2
T
B
)(
f+(X, p0)δ(p0 − Epz) + f−(X, p0)δ(p0 + Epz)
)
, (16)
where f± are distribution functions of positive energy and negative energy LLL states. It is
easy to see the above ansatz automatically satisfies constraint equations by noting Epz = |pz|
and pz > 0/pz < 0 for positive/negative energy LLL states respectively. Plugging this into
the dynamical equations, we readily obtain(
∂
∂t
+
∂
∂z
+ Ez
( ∂
∂p0
+
∂
∂pz
))
f±(X, p0)δ(p0 − pz) = 0. (17)
Here we adopt a slightly different point of view: instead of treating the system as a collection
of positively and negatively charged LL states both with positive energies, we equivalently
regard the system as a collection of positively charged LL states with positive and negative
energies. Since the LLL states are all positively charged, we have z˙ = pzp0 = 1, Ez = p˙z.
Noting that the overall operator passes through δ(p0 − pz) and making the substitution
f±(X, p0) → f±(X, pz), we readily identify (17) with the collisonless limit of the kinetic
equation used by [38]. Note that (15) doesn’t contain a collisional term because the sys-
tem we consider is chiral fermions minimally coupled to external magnetic field. We will
introduce a collisional term in the next section.
III. APPLICATION: TRANSVERSE CONDUCTIVITY
In this section, we study transverse conductivity of the system. As we shall see, the
simple ansatz used in the longitudinal case is inadequate. Physically transverse motion of LL
states is quantum. If a transverse electric field is applied, the LL basis becomes incomplete.
Nevertheless, we can solve the system to first order to the electric field perturbation to
obtain the deviation from LL basis. Similar phenomenon occurs in the perturbation by
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magnetic field with free particle basis, which leads to magnetic moment modified dispersion
relation and Berry curvature modified dynamical equations. We will work it out in detail.
A. Collisional term
As we mentioned in the previous section, since conductivity is dissipative transport
coefficients, we need to introduce a collisional term. For simplicity, we use relaxation time
approximation for the collisional term, which leads to the following modified dynamical
equations
∆0F + ∆iji = −δF
τ
,
∆0ji + ∆iF − 2ijkpjjk = −δji
τ
, (18)
with τ being the relaxation time. δF and δji measures deviation of equilibrium value of
Wigner function components in rest frame of the plasma system. This is also the same
frame with a constant background magnetic field. We will solve (18) in the presence of
transverse electric field. Keen readers may have noticed that (18) is only a subset of the
full equations. We now clarify the reason for keeping the dynamical equations only.
We first note that the CKT (15) is an over-determined set of equations, with four
fields but eight equations including four constraint equations and four dynamical equations.
The constraint equations don’t contain time derivatives while the dynamical equations do.
From the point of view of the evolution of the system, the constraint equations continue
to hold as the system evolves with dynamical equations once it is satisfied by the initial
condition. We show this for the case without collisional term explicitly in Appendix B.
The situation changes as we turn on transverse electric field. As we remarked already,
unlike parallel electric field, transverse electric field induces quantum motion of LL states,
driving the system off the Hilbert space expanded by the LL states. This is not something
new to us. Similar things occur when we turn on magnetic field to free particle states,
in which the Hilbert space is modified from the one expanded by free particle states to
the counterpart by quasi-particle states. In this case, the external magnetic field modifies
the constraint equations as well, leading to modified dispersion. Similarly, we expect the
addition of collisional term also modify the constraint equations in such a way that over-
determined system is self-consistent. In principle, both the collisional term and modification
to constraint equations should follow from the same self-energy of the chiral fermion [23].
However, since we use an ad-hoc relaxation type collisional term, it is not obvious how
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to modify the constraint equations. We shall not attempt it here but simply solve the
dynamical equations (18).
B. Transverse conductivity
We are interested in calculating transverse conductivity of QED plasma at constant
chemical potential and temperature. To simplify the calculation, we consider the limit of
strong magnetic field, for which we can use the LLL approximation for the background
Wigner function components,
F = j3 =
2
(2pi)3
exp
(
−p
2
T
B
)∑
r=±
fr(p0)δ(p0 − pz)θ(rp0), j1 = j2 = 0, (19)
where fr(p0) ≡ 1/
(
erβ(p0−µ) + 1
)
[54]. We’ve written θ(rp0) explicitly to indicate LLL states
with positive/negative energies. It is easy to switch to standard picture of thermodynamics
with positive and negative charged states. We note that f+ =
1
eβ(Epz−µ)+1
is the standard
Fermi-Dirac distribution for positive charged states. f− = 1eβ(−Epz−µ)+1 = −
1
eβ(Epz+µ)+1
+ 1.
Dropping the 1, which corresponds to the vacuum contribution, we readily identify it as the
Fermi-Dirac distribution for negatively charged states.
We first turn on a constant Ei = f
i0 transverse to the magnetic field Bi = −12ijkFjk,
then ∆µ reduce to − (Fµν + fµν) ∂/∂Pν since ∂Xµ = 0. For the calculation of conductivity,
it is sufficient to keep responses of Wigner function components up to linear order in E. We
use δF and δji to denote these responses. To linear order in E, the dynamical equations
(18) become
− 2Eipi
B
F +Bij
∂
∂pi
δjj = −δF
τ
,
− 2Eipi
B
F − 2ijpiδjj = −δj3
τ
,
Ei
∂F
∂p0
−Bij ∂
∂pj
δF − 2ijpjδj3 + 2ijδjjpz = −δji
τ
. (20)
We have used the property j3 = F and
∂F
∂pi
= −2piB F . From now on, we reserve the indices
i, j etc. for transverse coordinates only. Eliminating δF and δj3 from (20), we obtain the
following equation for δji:
−δji
τ
− τB2ijkl ∂
2
∂pj∂pk
δjl + 4τ
ijklpjpkδjl−2ijδjjpz = Ei ∂
∂p0
F − 2τijEjF. (21)
Note that the RHS ∝ exp
(
−p2TB
)
. It follows that we can take the ansatz
δji = Eiδj‖ + ijEjδj⊥, (22)
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with j‖, j⊥ ∝ exp
(
−p2TB
)
. This converts (21) into an algebraic equation−2τB − 1τ 2pz
−2pz −2τB − 1τ
δj‖
δj⊥
 =
 ∂F∂p0
−2τF
 . (23)
then, the solutions are given by
δj‖ =
4pzτF −
(
2Bτ + 1τ
)
∂F
∂p0(
2Bτ + 1τ
)2
+ 4p2z
,
δj⊥ =
2pz
∂F
∂p0
+ 2
(
2Bτ + 1τ
)
τF(
2Bτ + 1τ
)2
+ 4p2z
. (24)
The fact that the perturbed components δji deviate from the space formed by the LLL
basis is clearly visible in the structure ∂F∂p0 , generating terms ∝ δ′(p0 − pz), which are
absent in the LLL basis. Obviously, δji are even functions of pi. From (20), the resulting
solutions for δF and δj3 are odd functions of pT , and therefore vanish upon integration over
momenta. This means a transverse perturbation E does not induce electric charge density
and longitudinal current at this order. The transverse currents given by (14) are nontrivial.
After the integration over momenta detailed in Appendix C, the electric current induced
by a perturbative E transverse to background B can be written as
eδJ = σ⊥E + σH
B×E
B
, (25)
where
σ⊥ =
e3B
(2pi)2
[∫ ∞
0
(
1
eβ(pz−µ) + 1
+
1
eβ(pz+µ) + 1
)
4τpz(
2eBτ + 1τ
)2
+ 4p2z
dpz +
1
2eBτ + 1τ
]
eBp2z−−−−→ e
2
8pi2τ
[
1 +
1
eB
(
µ2 +
pi2T 2
3
− 1
2τ2
)]
(26)
σH = − 2e
3B
(2pi)2
∫ ∞
0
(
1
eβ(pz−µ) + 1
− 1
eβ(pz+µ) + 1
)
2eBτ2 + 1(
2eBτ + 1τ
)2
+ 4p2z
dpz
eBp2z−−−−→ −e
2µ
4pi2
. (27)
Here we’ve restored electric charge unit e in σ⊥ and σH and take the strong magnetic field
limit in the end. For σ⊥, we keep the leading two terms in 1/B expansion, while for σH ,
we keep only the leading term. Note that these results of conductivity are for magnetized
plasma consisting of right-handed fermions only. To include the contribution from left
handed fermions, we need to multiply it by a factor of 2.
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It is instructive to compare the results of conductivities of QED plasma magnetized
by weak magnetic field in [40–42]. In the latter case, the ordinary conductivity is isotropic
σ ∝ τ0χ, with τ0 being the relaxation time, which is in general different from τ in the strong
magnetic field case. The Hall conductivity depends on the relaxation time τ0 as σH ∝ µτ20B
thus is dissipative. The situation is quite different in the case with strong magnetic field.
The ordinary conductivity is highly anisotropic. The longitudinal conductivity has been
estimated in [38], see also [43] as σ‖ ∼ τB2/χ ∼ τB, where the susceptibility χ ∼ B in
the strong B limit. It has the same linear dependence on the relaxation time. However,
the transverse conductivity we obtain scales as σ⊥ ∼ 1/τ . Both the B and τ dependences
differ from the longitudinal case. It approaches a constant in the limit B → ∞. Whether
it approaches from below or above depends on the sign of the correction term in (26).
Interestingly a qualitative similar B-dependence for the transverse conductivity is found
in a holographic study [44]; The inverse proportionality to τ may be counter-intuitive. It
seems to imply a system with very strong dissipation τ → 0 would have large transverse
conductivity. This is not true. In fact (23) suggests an effective relaxation time 12τB+1/τ ,
which arises from an interplay of δF and δji. The scaling σ⊥ ∼ 1/τ is valid in the limit
τ  B−1/2 only. Finally, the Hall conductivity we obtain σH ∼ µ. It is independent of τ ,
thus is non-dissipative.
The above results can be easily extended to the case with time-dependence. Let us
consider the electric field perturbation E ∝ e−iωt. From (18), it is clear ∂t and 1τ always
appear in the combination ∂t +
1
τ . It follows that we can obtain the solution in the time-
dependent case with the following replacement in (26) and (27) τ → τω ≡ τ1−iωτ . τω can
be viewed as a complex relaxation time. An interesting limit is ωτ  1. This would give a
small purely imaginary relaxation time τω → iω . Plugging this into (26), we obtain a large
purely imaginary conductivity from the leading term. This corresponds to an enhancement
in the magnitude of σ⊥ and a phase delay in the response to transverse E field. Similar
enhancement is also observed in [44].
To apply the above results to magnetized quark-gluon plasma (QGP), we general-
ize the results to quantum chromodynamics (QCD) with Nc colors and Nf flavors. This
amounts to summing over colors and flavors, as well as both left-handed and right-handed
10
quark contributions, giving an overall factor 2Nc
∑
f Q
2
f to (26):
σ⊥ = 2Nc
∑
f
Q2fe
3B
(2pi)2
[∫ ∞
0
(
1
eβ(pz−µq) + 1
+
1
eβ(pz+µq) + 1
)
4τωpz(
2eBτω +
1
τω
)2
+ 4p2z
dpz
+
1
2eBτω +
1
τω
]
eBp2z−−−−→ 2Nc
∑
f
Q2fe
2
8pi2τω
[
1 +
1
eB
(
µ2q +
pi2T 2
3
− 1
2τ2ω
)]
. (28)
Here we use µq for quark chemical potential as counterpart of µ in the QED case. Since
QGP produced in heavy ion collisions is charge neutral, the Hall conductivity is negligible.
Let’s estimate the parameters for the phenomenology of QGP produced in heavy
ion collisions. We take the peak value of magnetic field created in off-central heavy ion
collisions as eB ' m2pi − 10m2pi. Since the magnetic field is most relevant at early stage
of QGP evolution, we use initial temperature of QGP to set T = 350MeV. We assume a
neutral QGP with µq = 0, i.e. carrying no net quark density and electric charge density.
While we do not have a realistic estimate of relaxation time in strong magnetic field, we use
the lattice result of conductivity to estimate the corresponding relaxation time τ0 as [40]
σ =
e2c2τ0
3
χ. (29)
Taking the lattice result for conductivity σ/T ' 0.37∑f e2Q2f from [45], see also [46–48] and
the free theory result for the susceptibility χ =
NcNfT
2
3 . For two flavor case, we obtain τ0T '
0.3. We assume the relaxation time in strong magnetic field is not changed significantly
τT ' 0.3. For the characteristic frequency of the electric field, we use the life time of
electromagnetic field τB as a proxy giving
ω
T =
2pi
τBT
' 3.6 − 17.9 with τB ' 0.2fm − 1fm.
Comparing with other dimensionless parameters τT = 0.3 and eB/T 2 ' 0.16 − 1.6, we
see the LLL approximation cannot be strictly justified. A definitive answer is not possible
without including contribution from higher Landau levels (HLL), which we leave for future
studies. We proceed to plot the ω and B dependence of |σ⊥| in Fig. 1 through Fig. 3.
IV. SUMMARY AND OUTLOOK
In summary, we have formulated a chiral kinetic theory with Landau level basis. It
extends the existing CKT framework valid for B  p2 to the regime of arbitrary magnetic
field with B ∼ p2, for which summing over all Landau level is needed. The theory can
be significantly simplified in strong magnetic field, where LLL approximation can be used.
The theory also assumes weak electric field and spacetime gradient as in conventional CKT,
i.e. E, ∂X  p2.
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FIG. 1. ω-dependence of the transverse conductivity for three different values of B with τ ' 0.17fm,
i.e., τT ' 0.3. We take τB ≥ 0.2fm corresponding to ω/T 5 17.9 and normalize the conductivity
by its value at eB0/T
2 = 1.6 corresponding to eB0 ' 10m2pi. The dotted and dashed lines indicate
an enhancement of conductivity when ω .
√
eB. The LLL approximation breaks down and the
conductivity drops at higher ω where one needs contribution from higher Landau Levels. For a
HIC relevant eB0 ' 10m2pi, the solid line shows no enhancement of conductivity which also calls for
contributions of HLL.
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FIG. 2. ω-dependence of the transverse conductivity for three large values of B with τ ' 0.17fm,
i.e., τT ' 0.3. We take τB ' 0.5fm− 1fm corresponding to ω/T ' 3.6− 7.2 so that ω .
√
eB. The
conductivity is normalized by its value at eB0/T
2 = 1.6. An enhancement of conductivity is indeed
observed.
As an application, we use the new chiral kinetic theory to calculate the transverse
conductivity of a magnetized QED and QCD plasma. For simplicity, we consider strong
magnetic field limit where LLL approximation can be justified and we introduce dissipation
by relaxation time approximation. We find a qualitative different behavior from the longi-
tudinal conductivity: while the longitudinal conductivity grows linearly with the magnetic
field and is proportional to the relaxation time, the transverse conductivity approaches a
constant and is inversely proportional to the relaxation time. In addition, we find the trans-
verse conductivity as a function of frequency from response to time-dependent electric field.
An enhancement of the conductivity is observed, which may be relevant for the dynamics
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FIG. 3. B-dependence of the transverse conductivity for three different values of ω with τ = 0.17fm,
i.e., τT ' 0.3. We normalize the conductivity by its value at eB0/T 2 = 1.6. The conductivity
approaches a larger constant for a higher ω. The asymptotic behavior is from below in the solid line
for ω/T = 0 or from above for high frequencies.
of magnetic field in heavy ion collisions.
The chiral kinetic theory we discuss has a preferred frame, the frame with constant
magnetic field (magnetic frame for short). In the study of conductivity, this is also the
plasma frame. It would be interesting to discuss the covariance of the theory under Lorentz
transformation. On phenomenological side, it is also interesting to study transport phe-
nomena where the plasma frame do not coincide with the magnetic frame.
The present theory still lacks a collisonal term, which is responsible for the dissipation
of the system. In [49, 50] collisional terms between all LL states have been calculated. This
allows us to calculate longitudinal conductivity, since the system remains in the space
spanned by the LL basis under longitudinal electric field. Unfortunately this would not
be true for the case with transverse electric field. It would be interesting to find out the
explicit basis and the corresponding collisional term. We leave it for future work.
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Appendix A: LL Wigner function as lowest order solution
The Wigner function for system of fermions in constant magnetic field has been
worked out in [39, 51]. Specializing to the case of our interest m = µ5 = 0 for right-handed
fermions, the Wigner function reduces to the following
W˜ (0) = f+(p0)δ(p0 − Epz)W (0)+ (p) + f−(p0)δ(p0 + Epz)W (0)− (p),
W˜ (n) = f+(p0)δ(p0 − Epz)W (n)+,s(p) + f−(p0)δ(p0 + Epz)W (n)−,s(p). (A1)
for LLL and HLL states respectively, with n and s being labels for Landau level and spin.
Each case is a sum over positive/negative energy Landau level states indicated by the
subscript r = ±. The structure function W (n)r,s can be found in appendix of [39] as
W (0)r =
1
(2pi)3
2E
(0)
pz + rpz
2E
(0)
pz
exp
(
−p
2
T
B
)1 0
0 0
 ,
W (n)r,s =
1
(2pi)3
2E
(n)
pz + rs
√
p2z + 2nB
2E
(n)
pz
exp
(
−p
2
T
B
) c2nInn cndn−1In,n−1
cndn−1In−1,n d2n−1In−1,n−1
 . (A2)
The entries of matrix elements can be found in appendix of [39], from which we can extract
the components of Wigner function F and ji:
F (0)r = j
(0)
3r =
1
(2pi)3
fr(p0)
E
(0)
pz + rpz
2E
(0)
pz
Λ(0)(pT ),
F (n)rs =
1
(2pi)3
fr(p0)
E
(n)
pz + rs
√
p2z + 2nB
2E
(n)
pz
(
Λ
(n)
+ (pT ) +
spz√
p2z + 2nB
Λ
(n)
− (pT )
)
,
j
(n)
3rs =
1
(2pi)3
fr(p0)
E
(n)
pz + rs
√
p2z + 2nB
2E
(n)
pz
(
spz√
p2z + 2nB
Λ
(n)
+ (pT ) + Λ
(n)
− (pT )
)
,
j
(n)
irs =
1
(2pi)3
fr(p0)
E
(n)
pz + rs
√
p2z + 2nB
2E
(n)
pz
(
2nB√
p2z + 2nB
spi
p2T
Λ
(n)
+ (pT )
)
, (A3)
with i = 1, 2 labeling the transverse directions. The functions Λ± are defined by
Λ(0)(pT ) = 2exp
(
−p
2
T
B
)
,Λ
(n)
± (pT ) = (−1)n
[
Ln(
2p2T
B
)∓ Ln−1(2p
2
T
B
)
]
exp
(
−p
2
T
B
)
. (A4)
Let’s discuss some key properties of the above contribution to Wigner function from indi-
vidual Landau level. The LLL states has a linear dispersion relation E
(0)
pz = |pz|. Moreover
the factor
E
(0)
pz +rpz
2E
(0)
pz
indicates that for nonvanishing contribution pz = rEpz = p0. In other
words, for positive(negative) energy states pz > 0(pz < 0). There is only one spin that
aligns with the magnetic field for LLL state. For HLL states, there are two possible spin
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alignment s = ±1. The dispersion is E(n)pz =
√
p2z + 2nB. The factor
E
(n)
pz +rs
√
p2z+2nB
2E
(n)
pz
indi-
cates rs = 1, i.e. positive(negative) energy states has spin alignment(anti-alignment), which
is expected from positive helicity of right-handed fermions. Now we are ready to verify the
contribution from individual Landau level does satisfy the EOM (15). We look at LLL first.
The nontrivial constraint equations are given by
p0F
(0)
r − pzj(0)3r = 0,
−p0j(0)3r + pzF (0)r = 0. (A5)
They are satisfied by the property p0 = pz discussed above. The nontrivial transport
equations are given by
∆iF
(0)
r − 2ijpjj(0)3r = 0, (A6)
with ij being Levi-Civita symbol in transverse directions. They are satisfied by property
of Λ(0)(pT ). The HLL is a little complicated with the following constraint equations:
p0F
(n)
rs − pij(n)irs − pzj(n)3rs = 0,
− p0j(n)irs + piF (n)rs +
1
2
ij∆jj
(n)
3rs = 0,
− p0j(n)3rs + pzF (n)rs +
1
2
ij∆ij
(n)
jrs = 0. (A7)
The first equation of (A7) is satisfied by noting r = s and using the dispersion p0 =
r
√
p2z + 2nB. The second and third equations can be shown to hold by the following
properties
Λ
(n)
− +
∂
∂
(
p2T /B
)Λ(n)+ = 0,(
− 2n
p2T /B
+ 1
)
Λ
(n)
+ +
∂
∂
(
p2T /B
)Λ(n)− = 0. (A8)
The second equation of (A7) is satisfied as
− p0j(n)irs + piF (n)rs +
1
2
ij∆jj
(n)
3rs
∼− p0
(
2nB√
p2z + 2nB
spi
p2T
Λ
(n)
+ (pT )
)
+ pi
(
Λ
(n)
+ (pT ) +
spz√
p2z + 2nB
Λ
(n)
− (pT )
)
+
B
2
∂
∂pi
(
spz√
p2z + 2nB
Λ
(n)
+ (pT ) + Λ
(n)
− (pT )
)
∼
[(
− 2n
p2T /B
+ 1
)
Λ
(n)
+ +
∂
∂
(
p2T /B
)Λ(n)−
]
+
spz√
p2z + 2nB
[
Λ
(n)
− +
∂
∂
(
p2T /B
)Λ(n)+
]
= 0.
(A9)
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The third equation of (A7) vanishes similarly
− p0j(n)3rs + pzF (n)rs +
1
2
ij∆ij
(n)
jrs
∼− p0
(
spz√
p2z + 2nB
Λ
(n)
+ (pT ) + Λ
(n)
− (pT )
)
+ pz
(
Λ
(n)
+ (pT ) +
spz√
p2z + 2nB
Λ
(n)
− (pT )
)
− B
2
[
∂
∂pi
(
2nB√
p2z + 2nB
spi
p2T
Λ
(n)
+ (pT )
)]
∼−
[
Λ
(n)
− +
∂
∂
(
p2T /B
)Λ(n)+
]
= 0. (A10)
It remains to show the HLL contribution to Wigner function also satisfies the transport
equations. The time and longitudinal components of transport equations simply vanish by
property of j
(n)
jrs .
∆0F
(n)
rs + ∆3j
(n)
3rs + ∆ij
(n)
irs ∼ ij
∂
∂pi
j
(n)
jrs = 0,
∆0j
(n)
3rs + ∆3F
(n)
rs − 2ijpij(n)jrs ∼ −ijpij(n)jrs = 0. (A11)
The transverse components of transport equations read
∆0j
(n)
irs + ∆iF
(n)
rs − 2ijpjj(n)3rs + 2ijpzj(n)jrs
∼− 2ijpj ∂
∂(p2T /B)
(
Λ
(n)
+ +
spz√
p2z + 2nB
Λ
(n)
−
)
− 2ijpj
(
spz√
p2z + 2nB
Λ
(n)
+ + Λ
(n)
−
)
+ 2ijpz
(
2nB√
p2z + 2nB
spj
p2T
Λ
(n)
+
)
. (A12)
It also vanishes by the properties in (A8).
As a last comment, we emphasize that the EOM are satisfied by the momentum
distribution of individual LL contribution independent of the energy distribution, i.e. the
distribution function f±(p0) in (A1) is arbitrary. This is so because the system under
consideration is free without interaction between LL states.
Appendix B: self-consistency of the over-determined system
For clearance, we reproduce the over-determined system (15) below
∆0F + ∆iji = 0,
∆0ji + ∆iF − 2ijkpjjk = 0
p0F − piji = 0,
−p0ji + piF + 1
2
ijk∆jjk = 0. (B1)
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We wish to show our claim: once the constraint equations in (B1) are satisfied by ini-
tial condition, it continues to hold as the system evolves with the dynamical equations in
(B1). For simplicity we assume the system is subject to homogeneous electromagnetic field.
Without loss of generality, we assume the constraint equations are satisfied at t = 0. The
self-consistency of the system requires the time derivative of the constraint equations vanish
at t = 0.
∂t (p0F − piji) = 0,
∂t
(
p0ji − piF − 1
2
ijk∆jjk
)
= 0. (B2)
Note that this is a necessary condition but not a sufficient one. A sufficient condition would
be to show any order time derivatives vanish at t = 0. We shall not attempt it here.
To see that (B2) is indeed true, we use ∂t = ∆0 − F0i ∂∂pi . On the time slice t = 0, the
term F0i
∂
∂pi
contains no time derivative, thus is fully determined by the initial condition.
It obviously vanishes and thus can be dropped. Using ∆µPν = Pν∆µ−Fµν , or explicitly
∆µp0 = p0∆µ − Fµ0 and ∆µpi = pi∆µ + Fµi, we can simplify the first equation of (B2)
∂t (p0F − piji) = ∆0 (p0F − piji) = p0∆0F − pi∆0ji − F0iji. (B3)
Using the dynamical equations, we obtain
p0∆0F − pi∆0ji − F0iji = −p0∆iji − F0iji − pi
(
−∆iF + 2ijkpjjk
)
= −∆i (p0ji − piF ) = −∆i
(
p0ji − piF − 1
2
ijk∆jjk
)
= 0, (B4)
where in the last equality we have used the initial condition. The second equation of (B2)
requires a little more work.
∂t
(
−p0ji + piF + 1
2
ijk∆jjk
)
= ∆0
(
−p0ji + piF + 1
2
ijk∆jjk
)
=− p0∆0ji + F0iF + pi∆0F + 1
2
ijk∆j∆0jk. (B5)
Using the dynamical equations, we obtain
− p0∆0ji + F0iF + pi∆0F + 1
2
ijk∆j∆0jk
=
1
2
ijk∆j
(
−∆kF + 2kmnpmjn
)
+ pi (−∆jjj)− p0
(
−∆iF + 2ijkpjjk
)
+ F0iF
=∆j (pijj)−∆j (pjji)− pi∆jjj + ∆i (pjjj)− 2ijkp0pjjk
=− pj (∆jji −∆ijj)− 2ijkp0pjjk. (B6)
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To see the last expression vanishes, we use initial condition again:
0 = 2imnpm
(
−p0jn + pnF + 1
2
njk∆jjk
)
= − (pj∆jji − pj∆ijj)− 2ijkp0pjjk. (B7)
Therefore, we have shown the self-consistency of the over-determined system (B1).
Appendix C: Momenta Integration
In this appendix, we collect details in doing the momenta integrals to obtain the
induced current density. To be specific, we point the electric field along x-direction. It
leads to the following Wigner function components
δj1 = E
4pzτF −
(
2Bτ + 1τ
)
∂F
∂p0(
2Bτ + 1τ
)2
+ 4p2z
,
δj2 = −E
2pz
∂F
∂p0
+ 2
(
2Bτ + 1τ
)
τF(
2Bτ + 1τ
)2
+ 4p2z
. (C1)
We first note that the pT dependence is proportional to exp
(
−p2TB
)
, thus the integration
over transverse momenta is easy∫
d2pT exp
(
−p
2
T
B
)
= piB. (C2)
As we have reasoned below (19), F represented by positively and negatively charged LLL
states are given by
F =
2
(2pi)3
exp
(
−p
2
T
B
)(
1
eβ(p0−µ) + 1
θ(p0)− 1
eβ(−p0+µ) + 1
θ(−p0)
)
δ(p0 − pz), (C3)
To obtain the integration of δj1 and δj2 in (C1), we separate δji into δji,F ∝ F and
δji,D ∝ ∂F∂p0 . The integration of the former is straight forward. For the latter, we need to
be careful as the integrands are not differentiable at p0 = 0, where we need to split the
integration interval:∫
dp0dpz
∂δ(p0 − pz)
∂p0
(
2Bτ + 1τ(
2Bτ + 1τ
)2
+ 4p2z
∑
r=±
rθ(rp0)
erβ(p0−µ) + 1
)
=−
∫
dp0dpz
∂δ(p0 − pz)
∂pz
(
2Bτ + 1τ(
2Bτ + 1τ
)2
+ 4p2z
∑
r=±
rθ(rp0)
erβ(p0−µ) + 1
)
= lim
→0
∫
dp0
(∫ −
−∞
+
∫ ∞

)
dpzδ(p0 − pz) ∂
∂pz
(
2Bτ + 1τ(
2Bτ + 1τ
)2
+ 4p2z
∑
r=±
rθ(rp0)
erβ(p0−µ) + 1
)
= lim
→0
(∫ −
−∞
+
∫ ∞

)
dpz
∂
∂pz
(
2Bτ + 1τ(
2Bτ + 1τ
)2
+ 4p2z
∑
r=±
rθ(rpz)
erβ(pz−µ) + 1
)
= lim
→0
2Bτ + 1τ(
2Bτ + 1τ
)2
+ 22
(∑
r=±
rθ(−r)
erβ(−−µ) + 1
−
∑
r=±
rθ(r)
erβ(−µ) + 1
)
= − 1
2Bτ + 1τ
(C4)
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Similarly, ∫
dp0dpz
∂δ(p0 − pz)
∂p0
( (
2Bτ + 1τ
)
pz(
2Bτ + 1τ
)2
+ 4p2z
∑
r=±
rθ(rp0)
erβ(p0−µ) + 1
)
= lim
→0
(
2Bτ + 1τ
)
(
2Bτ + 1τ
)2
+ 22
(∑
r=±
−rθ(−r)
erβ(−−µ) + 1
−
∑
r=±
rθ(r)
erβ(−µ) + 1
)
= 0 (C5)
Using the above identities, we get
δJ1,F =
∫
d4Pδj1,F
= 8E
∫
d3p
(2pi)3
pzτ(
2Bτ + 1τ
)2
+ 4p2z
exp
(
−p
2
T
B
)∑
r=±
rθ(rpz)
erβ(pz−µ) + 1
=
4BE
(2pi)2
∫
dpz
pzτ(
2Bτ + 1τ
)2
+ 4p2z
∑
r=±
rθ(rpz)
erβ(pz−µ) + 1
=
4BE
(2pi)2
(∫ ∞
0
pz
eβ(pz−µ) + 1
+
∫ ∞
0
pz
eβ(pz+µ) + 1
)
τ(
2Bτ + 1τ
)2
+ 4p2z
dpz
Bp2z−−−−→ 4BE
(2pi)2
∫ ∞
0
(
1
eβ(pz+µ) + 1
+
1
eβ(pz−µ) + 1
)
pz
1
4B2τ
dpz =
3µ2 + pi2T 2
24pi2Bτ
E (C6)
δJ1,D =
∫
d4Pδj1,D
= −2E
∫
d3p
(2pi)3
exp
(
−p
2
T
B
)
∂
∂pz
(
2Bτ + 1τ(
2Bτ + 1τ
)2
+ 4p2z
∑
r=±
rθ(rpz)
erβ(pz−µ) + 1
)
= − BE
(2pi)2
∫
dpz
∂
∂pz
(
2Bτ + 1τ(
2Bτ + 1τ
)2
+ 4p2z
∑
r=±
rθ(rpz)
erβ(pz+µ) + 1
)
=
BE
(2pi)2
1
2Bτ + 1τ
Bp2z−−−−→ E
8pi2τ
(
1− 1
2Bτ2
)
(C7)
δJ2,F =
∫
d4Pδj2,F
= −4E
∫
d3p
(2pi)3
2Bτ2 + 1(
2Bτ + 1τ
)2
+ 4p2z
exp
(
−p
2
T
B
)∑
r=±
rθ(rpz)
erβ(pz−µ) + 1
= − 2BE
(2pi)2
∫
dpz
2Bτ2 + 1(
2Bτ + 1τ
)2
+ 4p2z
∑
r=±
rθ(rpz)
erβ(pz−µ) + 1
= − 2BE
(2pi)2
(∫ ∞
0
1
eβ(pz−µ) + 1
+
∫ ∞
0
−1
eβ(pz+µ) + 1
)
2Bτ2 + 1(
2Bτ + 1τ
)2
+ 4p2z
dpz
Bp2z−−−−→ − 2BE
(2pi)2
∫ ∞
0
(
1
eβ(pz−µ) + 1
− 1
eβ(pz+µ) + 1
)
1
2B
dpz
= −µBE
4pi2B
(C8)
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δJ2,D =
∫
d4Pδj2,D = 0 (C9)
Here we’ve used the relevant integrals,∫ ∞
0
(
1
eβ(pz−µ) + 1
− 1
eβ(pz+µ) + 1
)
dpz = µ,∫ ∞
0
(
1
eβ(pz−µ) + 1
+
1
eβ(pz+µ) + 1
)
pzdpz =
µ2
2
+
pi2T 2
6
(C10)
Finally, using δJi = δJi,F + δJi,D we obtain the transverse currents.
[1] A. Vilenkin, Phys. Rev. D 22, 3080 (1980). doi:10.1103/PhysRevD.22.3080
[2] D. Kharzeev, Phys. Lett. B 633, 260 (2006) doi:10.1016/j.physletb.2005.11.075 [hep-
ph/0406125].
[3] D. Kharzeev and A. Zhitnitsky, Nucl. Phys. A 797, 67 (2007)
doi:10.1016/j.nuclphysa.2007.10.001 [arXiv:0706.1026 [hep-ph]].
[4] K. Fukushima, D. E. Kharzeev and H. J. Warringa, Phys. Rev. D 78, 074033 (2008)
doi:10.1103/PhysRevD.78.074033 [arXiv:0808.3382 [hep-ph]].
[5] D. T. Son and P. Surowka, Phys. Rev. Lett. 103, 191601 (2009)
doi:10.1103/PhysRevLett.103.191601 [arXiv:0906.5044 [hep-th]].
[6] Y. Neiman and Y. Oz, JHEP 1103, 023 (2011) doi:10.1007/JHEP03(2011)023 [arXiv:1011.5107
[hep-th]].
[7] A. Vilenkin, Phys. Rev. D 21, 2260 (1980). doi:10.1103/PhysRevD.21.2260
[8] J. Erdmenger, M. Haack, M. Kaminski and A. Yarom, JHEP 0901, 055 (2009)
doi:10.1088/1126-6708/2009/01/055 [arXiv:0809.2488 [hep-th]].
[9] N. Banerjee, J. Bhattacharya, S. Bhattacharyya, S. Dutta, R. Loganayagam and P. Surowka,
JHEP 1101, 094 (2011) doi:10.1007/JHEP01(2011)094 [arXiv:0809.2596 [hep-th]].
[10] K. Landsteiner, E. Megias and F. Pena-Benitez, Phys. Rev. Lett. 107, 021601 (2011)
doi:10.1103/PhysRevLett.107.021601 [arXiv:1103.5006 [hep-ph]].
[11] L. Adamczyk et al. [STAR Collaboration], Phys. Rev. Lett. 113, 052302 (2014)
doi:10.1103/PhysRevLett.113.052302 [arXiv:1404.1433 [nucl-ex]].
[12] B. I. Abelev et al. [STAR Collaboration], Phys. Rev. Lett. 103, 251601 (2009)
doi:10.1103/PhysRevLett.103.251601 [arXiv:0909.1739 [nucl-ex]].
[13] B. Abelev et al. [ALICE Collaboration], Phys. Rev. Lett. 110, no. 1, 012301 (2013)
doi:10.1103/PhysRevLett.110.012301 [arXiv:1207.0900 [nucl-ex]].
[14] A. M. Sirunyan et al. [CMS Collaboration], Phys. Rev. C 97, no. 4, 044912 (2018)
doi:10.1103/PhysRevC.97.044912 [arXiv:1708.01602 [nucl-ex]].
[15] Q. Li et al., Nature Phys. 12, 550 (2016) doi:10.1038/nphys3648 [arXiv:1412.6543 [cond-mat.str-
el]].
20
[16] J. Gooth et al., Nature 547, 324 (2017) doi:10.1038/nature23005 [arXiv:1703.10682 [cond-
mat.mtrl-sci]].
[17] D. T. Son and N. Yamamoto, Phys. Rev. Lett. 109, 181602 (2012)
doi:10.1103/PhysRevLett.109.181602 [arXiv:1203.2697 [cond-mat.mes-hall]].
[18] D. T. Son and N. Yamamoto, Phys. Rev. D 87, no. 8, 085016 (2013)
doi:10.1103/PhysRevD.87.085016 [arXiv:1210.8158 [hep-th]].
[19] M. A. Stephanov and Y. Yin, Phys. Rev. Lett. 109, 162001 (2012)
doi:10.1103/PhysRevLett.109.162001 [arXiv:1207.0747 [hep-th]].
[20] J. H. Gao, Z. T. Liang, S. Pu, Q. Wang and X. N. Wang, Phys. Rev. Lett. 109, 232301 (2012)
doi:10.1103/PhysRevLett.109.232301 [arXiv:1203.0725 [hep-ph]].
[21] S. Pu, J. h. Gao and Q. Wang, Phys. Rev. D 83, 094017 (2011)
doi:10.1103/PhysRevD.83.094017 [arXiv:1008.2418 [nucl-th]].
[22] J. W. Chen, S. Pu, Q. Wang and X. N. Wang, Phys. Rev. Lett. 110, no. 26, 262301 (2013)
doi:10.1103/PhysRevLett.110.262301 [arXiv:1210.8312 [hep-th]].
[23] Y. Hidaka, S. Pu and D. L. Yang, Phys. Rev. D 95, no. 9, 091901 (2017)
doi:10.1103/PhysRevD.95.091901 [arXiv:1612.04630 [hep-th]].
[24] C. Manuel and J. M. Torres-Rincon, Phys. Rev. D 89, no. 9, 096002 (2014)
doi:10.1103/PhysRevD.89.096002 [arXiv:1312.1158 [hep-ph]].
[25] C. Manuel and J. M. Torres-Rincon, Phys. Rev. D 90, no. 7, 076007 (2014)
doi:10.1103/PhysRevD.90.076007 [arXiv:1404.6409 [hep-ph]].
[26] Y. Wu, D. Hou and H. c. Ren, Phys. Rev. D 96, no. 9, 096015 (2017)
doi:10.1103/PhysRevD.96.096015 [arXiv:1601.06520 [hep-ph]].
[27] N. Mueller and R. Venugopalan, Phys. Rev. D 96, no. 1, 016023 (2017)
doi:10.1103/PhysRevD.96.016023 [arXiv:1702.01233 [hep-ph]].
[28] N. Mueller and R. Venugopalan, Phys. Rev. D 97, no. 5, 051901 (2018)
doi:10.1103/PhysRevD.97.051901 [arXiv:1701.03331 [hep-ph]].
[29] A. Huang, S. Shi, Y. Jiang, J. Liao and P. Zhuang, Phys. Rev. D 98, no. 3, 036010 (2018)
doi:10.1103/PhysRevD.98.036010 [arXiv:1801.03640 [hep-th]].
[30] J. H. Gao, Z. T. Liang, Q. Wang and X. N. Wang, Phys. Rev. D 98, no. 3, 036019 (2018)
doi:10.1103/PhysRevD.98.036019 [arXiv:1802.06216 [hep-ph]].
[31] S. Carignano, C. Manuel and J. M. Torres-Rincon, Phys. Rev. D 98, no. 7, 076005 (2018)
doi:10.1103/PhysRevD.98.076005 [arXiv:1806.01684 [hep-ph]].
[32] S. Carignano, C. Manuel and J. M. Torres-Rincon, arXiv:1908.00561 [hep-ph].
[33] Y. C. Liu, L. L. Gao, K. Mameda and X. G. Huang, Phys. Rev. D 99, no. 8, 085014 (2019)
doi:10.1103/PhysRevD.99.085014 [arXiv:1812.10127 [hep-th]].
[34] . F. Dayi and E. Kilinarslan, Phys. Rev. D 98, no. 8, 081701 (2018)
doi:10.1103/PhysRevD.98.081701 [arXiv:1807.05912 [hep-th]].
[35] J. H. Gao and Z. T. Liang, arXiv:1902.06510 [hep-ph].
[36] K. Hattori, Y. Hidaka and D. L. Yang, arXiv:1903.01653 [hep-ph].
21
[37] Z. Wang, X. Guo, S. Shi and P. Zhuang, Phys. Rev. D 100, no. 1, 014015 (2019)
doi:10.1103/PhysRevD.100.014015 [arXiv:1903.03461 [hep-ph]].
[38] K. Hattori, S. Li, D. Satow and H. U. Yee, Phys. Rev. D 95, no. 7, 076008 (2017)
doi:10.1103/PhysRevD.95.076008 [arXiv:1610.06839 [hep-ph]].
[39] X. l. Sheng, D. H. Rischke, D. Vasak and Q. Wang, Eur. Phys. J. A 54, no. 2, 21 (2018)
doi:10.1140/epja/i2018-12414-9 [arXiv:1707.01388 [hep-ph]].
[40] E. V. Gorbar, I. A. Shovkovy, S. Vilchinskii, I. Rudenok, A. Boyarsky and O. Ruchayskiy, Phys.
Rev. D 93, no. 10, 105028 (2016) doi:10.1103/PhysRevD.93.105028 [arXiv:1603.03442 [hep-th]].
[41] J. W. Chen, T. Ishii, S. Pu and N. Yamamoto, Phys. Rev. D 93, no. 12, 125023 (2016)
doi:10.1103/PhysRevD.93.125023 [arXiv:1603.03620 [hep-th]].
[42] Y. Hidaka, S. Pu and D. L. Yang, Phys. Rev. D 97, no. 1, 016004 (2018)
doi:10.1103/PhysRevD.97.016004 [arXiv:1710.00278 [hep-th]].
[43] K. Hattori and D. Satow, Phys. Rev. D 94, no. 11, 114032 (2016)
doi:10.1103/PhysRevD.94.114032 [arXiv:1610.06818 [hep-ph]].
[44] W. Li, S. Lin and J. Mei, Phys. Rev. D 98, no. 11, 114014 (2018)
doi:10.1103/PhysRevD.98.114014 [arXiv:1809.02178 [hep-th]].
[45] H.-T. Ding, A. Francis, O. Kaczmarek, F. Karsch, E. Laermann and W. Soeldner, Phys. Rev.
D 83, 034504 (2011) doi:10.1103/PhysRevD.83.034504 [arXiv:1012.4963 [hep-lat]].
[46] S. Gupta, Phys. Lett. B 597, 57 (2004) doi:10.1016/j.physletb.2004.05.079 [hep-lat/0301006].
[47] G. Aarts, C. Allton, J. Foley, S. Hands and S. Kim, Phys. Rev. Lett. 99, 022002 (2007)
doi:10.1103/PhysRevLett.99.022002 [hep-lat/0703008 [HEP-LAT]].
[48] H. T. Ding, O. Kaczmarek and F. Meyer, Phys. Rev. D 94, no. 3, 034504 (2016)
doi:10.1103/PhysRevD.94.034504 [arXiv:1604.06712 [hep-lat]].
[49] K. Fukushima and Y. Hidaka, arXiv:1906.02683 [hep-ph].
[50] K. Fukushima and Y. Hidaka, Phys. Rev. Lett. 120, no. 16, 162301 (2018)
doi:10.1103/PhysRevLett.120.162301 [arXiv:1711.01472 [hep-ph]].
[51] E. V. Gorbar, V. A. Miransky, I. A. Shovkovy and P. O. Sukhachov, JHEP 1708, 103 (2017)
doi:10.1007/JHEP08(2017)103 [arXiv:1707.01105 [hep-ph]].
[52] Note that Pµ = (p0,−pi) where we let Roman indices such as i, j run over 1, 2, 3 or x, y, z.
[53] Explicitly, one has ∆µ = (∆0,∆i) = (∂X0 +
∂
∂pk
(F0k + f0k) , ∂Xi − ∂∂p0 (Fi0 + fi0) +
∂
∂pj
(Fij + fij)).
[54] We don’t shift energy by the chemical potential p0 → p0 + µ as is done in [39].
22
