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1. Introduction
In this paper, we study periodic and almost periodic solutions of discrete Volterra equations with unbounded delay,
of the form
u(n + 1) = f (n, u(n)) +
n∑
j=−∞
B(n, j, u(j), u(n)), n ∈ {0, 1, 2, . . .}, (1.1)
under certain conditions on f and B and with given initial conditions; see below. Observe that (1.1) deﬁnes
u(n + 1) explicitly in terms of the set of values {u(j)}jn. Note that (1.1) can be rewritten u(n + 1) = f (n, u(n)) +∑0
j=−∞B(n, n + j, u(n + j), u(n)).
Informally, a solution {u(n)} of (1.1) is periodic if there exists a ﬁnite integer p> 0 such that u(n + p) = u(n) for
n=0, 1, 2, . . . . Formal deﬁnitions of the terms periodic, almost periodic and asymptotically almost periodic sequences
are given below, as consequences of related concepts.
Remark 1.1. Eq. (1.1) is a discrete analogue of the integral equation u(t)=f (t, u(t))+∫ t−∞ B(t, s, u(s), u(t)) ds, and
(1.1) is a summation equation that is a natural analogue of this integral equation. Equations such as (1.1) are frequently
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referred to as difference equations. If f(n, x) := f (n, x) − x, then (1.1) becomes
u(n + 1) − u(n) = f(n, u(n)) +
n∑
j=−∞
B(n, j, u(j), u(n)), n0. (1.2)
This is a discrete (summation-difference) analogue of the integro-differential equation
d
dt
u(t) = f(t, u(t)) +
∫ t
−∞
B(t, s, u(s), u(t)) ds (t0), (1.3)
which is an equation ofVolterra type.2 The investigation ofVolterra integral equations is often conducted by examining
related integro-differential equations, and the (relatively well-developed) theory for the continuous equations often
provides insight into results obtainable in the discrete case.
Recently, several works have been devoted to the study of the existence of periodic solutions of Volterra difference
systems. In [6], Elaydi et al. gave an overview of results, that have been obtained in the last two decades, on the
existence of periodic solutions of difference equations. That survey covers both ordinary difference equations and
summation equations. Relevant results for discrete Volterra equations using different approaches can also be found in
[2,5,7–9,14,16,17].
In [11,12], Hamaya studied periodic and almost periodic solutions of (1.3) by using certain stability properties. In
[13], Hamaya investigated functional difference equations with inﬁnite delay on a fading memory space and obtained
some results for the existence of almost periodic solutions. The results in [13] can be applied to several kinds of discrete
equations. Our approach here is different. In the present paper, we ﬁrst investigate periodic solutions of (1.1) by using
uniform stability properties of a bounded solution, and then investigate almost periodic solutions of (1.1) by using total
stability properties of a bounded solution under certain conditions, but without employing fading memory spaces (see
also [15]).
This paper is organized as follows. In Section 2, we review the deﬁnitions of almost periodic and asymptotically
almost periodic sequences, and present related properties and assumptions on (1.1), required for our purposes.We also
introduce deﬁnitions of stability, with respect to a metric and a compact set, for a bounded solution of (1.1).We present
the main results on periodic solutions of (1.1) in Section 3. In Section 4, we prove the existence of almost periodic
solutions of (1.1) and the corresponding limiting equations.
2. Preliminaries
Deﬁnition 2.1. We denote by Z,Z+,Z−, respectively, the set of integers, the set of nonnegative integers, and the set of
non-positive integers {0, 1, 2, . . .}. We denote by Z[+] either Z, or Z+, chosen consistently throughout. For any  ∈ Z,
we set Z+ = {n : n, n ∈ Z} and Z− = {n : n, n ∈ Z}. We let Ed denote d-dimensional Euclidean space Ed ,
where we take E to be consistently either R or C. We use | · | to denote a norm of a vector in Ed .
We noted that (1.1) deﬁnes u(n+ 1) explicitly in terms of the set of values {u(j)}jn. In consequence, values u(1),
u(2), u(3), . . . that satisfy (1.1) are deﬁned in terms of the initial conditions u(j)=(j) for j ∈ {0,−1,−2, . . .} where
the values (j) are given. Concerning the solution thus obtained, two conventions are found in the literature: in the ﬁrst
convention, we refer to the solution associated with  as {u(n)}n∈Z := {. . . ,(−3),(−2),(−1),(0), u(1), u(2),
u(3), . . .} and in the second we refer to it as the inﬁnite sequence {u(n)}n∈Z+1 := {u(1), u(2), u(3), . . .} corresponding
to u(j) = (j) for j ∈ {0,−1,−2, . . .}. We adopt the second convention, and no loss of clarity arises if we refer to
the solution as the sequence {u(n)}. For related remarks, refer to Remark 2.12.
2.1. Almost periodic functions and sequences and some related results
Let X be a Banach space with the norm ‖ · ‖. (Thus, X is a complete metric space with the metric where (x′, x′′)=
‖x′−x′′‖.) Let be a subset ofX.We recall deﬁnitions of almost periodic and asymptotically almost periodic sequences
2 In classical equations, B(t, s, u(s), u(t)) sometimes takes the simpliﬁed form B(t, s, u(s)).
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(with elements in X), discussed by several authors (see, for example, [1,3,10,19]), and present some related properties
needed for our purposes. The following deﬁnition incorporates an analogue of a deﬁnition found in the literature for
‘almost periodic functions’ deﬁned on R ×  → X (see, e.g., [18,19]):
Deﬁnition 2.2. Let  : Z× → X and let (n, ·) be continuous on, for each n ∈ Z. Then  is said to be uniformly
almost periodic in n ∈ Z (uniformly for w ∈ ) if for every > 0 and every compact  ⊂  corresponds an integer
N()> 0 such that among N() consecutive integers there is one, here denoted p, such that,
‖(n + p,w) − (n,w)‖<  for all n ∈ Z, uniformly for w ∈ . (2.1)
We denote by UAP(Z × ) the set of all such functions.
We deﬁneAP(Z) asUAP(Z×∅) where ∅ is the empty set; thenAP(Z) is the set of almost periodic functions on
Z, and {	(n)}n∈Z is called almost periodic (AP) sequence when 	 ∈AP(Z). If, in addition to (2.1), we are able to
take =0, so ‖(n+p,w)−(n,w)‖=0 for all n ∈ Z, w ∈ , we generate the setP(Z×) andP(Z) : P(Z×∅)
is the set of periodic sequences. If 	 ∈ P(Z) and p is the smallest integer for which 	(n + p) = 	(n) for all n ∈ Z
then we say that 	 is p-periodic, or that {	(n)} is p-periodic.
The set AP(Z+ ) is deﬁned in relation to AP(Z+ × ), by requiring that the N() consecutive integers of the
previous deﬁnition are in Z+ . Thus, 	 = {	(n)}n ∈ P(Z+ ) is called periodic if there is a positive integer p such
that 	(n + p) = 	(n) for all n.
In Theorems 2.3–2.10, we present some basic results for uniformly almost periodic sequences, which correspond to
similar properties of continuous uniformly almost periodic function  : R ×  → X (see [4,18,19]). These citations
provide guidance as to the nature of the proofs, which are omitted here.
Theorem 2.3. Let  ∈ UAP(Z × ) and let  be any compact set in . Then (n, ·) is continuous on  uniformly
for n ∈ Z and the range (Z × ) is relatively compact in X, that is, (Z × ) is a bounded subset in X.
Theorem 2.4. Let  ∈ UAP(Z × ). Then for any sequence {
′k} ⊂ Z, 
′k → ∞ as k → ∞, there exists a
subsequence {
k} (
k : 
′kj ) of {
′k} and a function g : Z ×  → X such that (n + 
k, w) → g(n,w) uniformly for
(n,w) ∈ Z ×  as k → ∞, where  is any compact set in . Moreover, g ∈ UAP(Z × ).
Theorem 2.5. Let : Z× → X and let(n, ·) be continuous for each n ∈ Z. Suppose that for any integer sequence
{
′k}, there exists a subsequence {
j ≡ 
′kj } of {
′k} such that {(n+
k, w)} converges for w ∈  uniformly for n ∈ Z,
where  ⊂  is any compact set. Then  ∈ UAP(Z × ).
Theorem 2.6. Let k ∈ UAP(Z × ), k = 1, 2, . . . , and  : Z ×  → X. Suppose that, as k → ∞, k(n,w)
converges to (n,w) uniformly (uniformly both for n ∈ Z and for w ∈  for any compact set  in ). (That is, for
any > 0, there is a positive integer K > 0 such that ‖k(n,w) − (n,w)‖<  for all n ∈ Z and all w ∈  provided
kK .) Then  ∈ UAP(Z × ).
Theorem 2.7. If  ∈ UAP(Z × ), then there exists a sequence {
k}, with 
k → ∞ as k → ∞, such that
(n + 
k, w) → (n,w) uniformly for (n,w) ∈ Z ×  as k → ∞, where  is any compact set in .
Deﬁnition 2.8. A sequence {	(n)}
n∈Z[+] , where 	(n) ∈ X is called asymptotically almost periodic in n (abbreviated
“	 is AAP”, or “	 ∈ AP(Z[+], X)”) if 	 = 	1 + 	2 where 	1 ∈ AP(Z[+], X) and 	2 : Z[+] → X satisﬁes
‖	2(n)‖ → 0 as |n| → ∞. (The function 	 : Z[+] → X is also called asymptotically almost periodic in n (“AAP”)
under the corresponding condition.)An asymptotically almost periodic (AAP) sequence {	(n)}n, or	 : Z+ → X,
can be deﬁned similarly: we say that {	(n)}n is asymptotically almost periodic ({	(n)}n isAAP) if	=	1+	2
where 	1 ∈AP(Z+ , X) and 	2(n) ∈ X for n and ‖	2(n)‖ → 0 as n → ∞.
Remark 2.9. The decomposition 	 = 	1 + 	2 in Deﬁnition 2.8, for anAAP sequence 	 = {	(n)}, is unique (see
[10,19]; Theorem 2.7 also yields a proof).
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Theorem 2.10. Let 	 : Z[+] → X; then the statements:
(1) the sequence {	(n)}
n∈Z[+] , isAAP;
(2) for any integer sequence {
′k} ⊂ Z[+] with |
′k| → ∞ as k → ∞, there is a subsequence {
k} ⊂ {
′k} such that
{	(n + 
k)} converges uniformly for n ∈ Z[+] as k → ∞;
are equivalent.
Notice that, after obvious adjustments, Theorem 2.10 also holds for the case 	 : Z+ → X. The reader can provide
proofs by arguments similar to those given in [1,3] for almost periodic sequences deﬁned on general Banach spaces
and those given in [18,19] for continuous (uniformly) almost periodic functions 	 : R× → X. For the case X = Ed ,
the proof of Theorems 2.3–2.7 can be found in [1,3].
2.2. Some assumptions and stability deﬁnitions
Let − = −(Ed) denote the space of all Ed -valued bounded functions on Z−, that is,
−(Ed) =
{
x |x : Z− → Ed with ‖x‖∞ = sup
n∈Z−
|x(n)|<∞
}
.
Deﬁnition 2.11. For any integer  and a function x : Z− → Ed , we deﬁne the notation xn : Z− → Ed for any n ∈ Z−
by the relation xn(j) = x(n + j) for j0.
We make the following assumptions (A1)–(A2) concerning (1.1) throughout this paper.
(A1) For any j, n ∈ Z (jn), B(n, j, x, y) ∈ Ed is continuous for x, y ∈ Ed and for any > 0 and > 0, there exists
an integer M = M(, )> 0 such that
n−M∑
j=−∞
|B(n, j, u(j), u(n))| (2.2)
for all n ∈ Z, whenever |u(j)| for all jn.
Given  ∈ −(Ed), there is a solution of u{u(n)} of (1.1) such that u(n) = (n) for n ∈ Z−. We term this solution
“the solution {u(n) = u(n,)} passing through (0,)” or, where brevity is appropriate, “the solution {u(n)}”.
Remark 2.12. Worthy of mention is that the method used in this paper for (1.1) can be applied to the problem of
solving
u(n + 1) = f (n, u(n)) +
n∑
j=−∞
B(n, j, u(j), u(n)), n ∈ {, + 1, . . .}, (2.3)
where  is a given integer. In this case, we need a deﬁnition for the solution of (2.3): By the solution of (2.3) “passing
through (,)”, we mean the solution u = {u(n)}n∈Z such that u(n) = (n) for n ∈ Z− .
We return to Eq. (1.1).
(A2) Eq. (1.1) has a bounded solution {u(n) = u(n,)}, which passes through (0,),  ∈ −(Ed). (There exists an
M ∈ [0,∞) such that |u(n,)|M for all n ∈ Z.)
Remark 2.13. If for some M1 > 0,
∑n
j=−∞|B(n, j, x, y)|M1 for all n ∈ Z, whenever x, y ∈ Ed for all jn and
|f (n, x)|M1 for all n ∈ Z, x ∈ Ed , then one can show easily that any bounded initial function  ∈ −(Ed) generates
a bounded solution of (1.1).
Y. Song, H. Tian / Journal of Computational and Applied Mathematics 205 (2007) 859–870 863
Deﬁnition 2.14. Denote by S an arbitrary (but ﬁxed) bounded closed subset of Ed having the property that (j) ∈ S
for all j0 and u(n) = u(n,) ∈ S for all n1.
Note that, by the assumptions, S is compact in Ed .
For any two sequences ′ = {′(j)}j∈Z− and ′′ = {′′(j)}j∈Z− (with ′(j), ′′(j) ∈ Ed ), we deﬁne
q(
′, ′′) = max−qm0 |
′(m) − ′′(m)| (q0). (2.4)
Lemma 2.15. The function  deﬁnes a metric on the space −(Ed) where
(′, ′′) =
∞∑
q=0
1
2q
q(
′, ′′)
1 + q(′, ′′)
. (2.5)
Notice that the topology induced by the distance  on −(Ed) is the same as the topology of convergence on any
ﬁnite subset of Z−. This means that for the given {um = {um(n)}n∈Z−}m0 and u = {u(n)}n∈Z− , (um, u) → 0 as
m → ∞, if and only if limm→∞ um(n) = u(n) for each n ∈ Z− (point-wise).
Now we introduce some stability deﬁnitions respect to the set S and the distance .
Deﬁnition 2.16. Let Un0 denote the class of solutions {u(n)} of (1.1) such that un0(j) ∈ S for all j0. A bounded
solution u = {u(n)} of (1.1) with u(n) ∈ S for all n ∈ Z is said to be
(i) uniformly stable with respect to S and , abbreviated to read “u is US”, if for any > 0 and any integer n00,
there exists () = (u; )> 0 such that
(un0 , un0)< () implies that (un, un)<  for all nn0, (2.6)
whenever {u(n)} ∈ Un0 ;
(ii) uniformly asymptotically stable with respect to S and  abbreviated to read “u is UAS”, if it is US and there
exists 0 > 0 such that if n00 and (un0 , un0)< 0, then (un, un) → 0 as n → ∞, where {u(n)} ∈ Un0 ;
(iii) globally uniformly asymptotically stable with respect to S and , abbreviated to read “u is GUAS”, if it isUS
and (un, un) → 0 as n → ∞, for every {u(n)} ∈ Un0 and every integer n0.
3. Periodic solutions
In this section, we discuss the existence of periodic solutions of (1.1) and hence we adopt the following assumptions
throughout this section.
(A3) For every n ∈ Z, f (n, x) ∈ Ed is continuous for x ∈ Ed .
(A4) There is an integer > 0 such that f (n + , x) = f (n, x) for all n ∈ Z, x ∈ Ed , and B(n + , j + , x, y) =
B(n, j, x, y) for all n ∈ Z (jn), x, y ∈ Ed .
We are now in a position to give the main results in this section. We ﬁrst show that if the bounded solution {u(n)} is
US (in the sense of Deﬁnition 2.16), then {u(n)} is anAAP solution, in the sense of Deﬁnition 2.8.
Theorem 3.1. Suppose that the assumptions (A1)–(A4) hold. If the bounded solution {u(n)}n1 of (1.1) isUS, then
{u(n)}n1 is anAAP solution of (1.1).
Proof. Let {nk} be positive integer sequence such that nk → ∞ as k → ∞. For each nk , there exists a non-negative
integer Tk such that Tknk < (Tk +1). Let nk =Tk+ jk . Then 0jk < and the sequence {jk}k0 is a bounded
integer sequence. Taking a subsequence if necessary, we can assume that jk = j∗, where j∗ is an integer satisfying
0j∗ <.
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Write uk(n) = u(n + nk). Since {u(n)} is a solution of (1.1), it follows from (A4) that
u(n + nk + 1) = f (n + nk, u(n + nk)) +
n+nk∑
j=−∞
B(n + nk, j, u(j), u(n + nk))
= f (n + j∗, u(n + nk)) +
n∑
j=−∞
B(n + j∗, j + j∗, u(j + nk), u(n + nk))
= f (n + j∗, uk(n)) +
n∑
j=−∞
B(n + j∗, j + j∗, uk(j), uk(n)),
which implies that uk(n) is a solution of the equation
u(n + 1) = f (n + j∗, u(n)) +
n∑
j=−∞
B(n + j∗, j + j∗, u(j), u(n)). (3.1)
From this, it is readily shown that if {u(n)} isUS, then {uk(n)} is alsoUS with the same pair (, (u; )) as applicable
in (2.6) for {u(n)}. Since u(n+nk) is bounded for all n and nk , we can use the diagonal method to obtain a subsequence
{nkj } of {nk} such that u(n+nkj ) converges for each n ∈ Z as j → ∞. Thus we can assume that the sequence u(n+nk)
converges for each n ∈ Z as k → ∞. From our notation, we have uk0(j) = uk(0 + j) = u(j + nk). Then for any > 0
there exists a positive integer N1() such that if k,mN1(), then
(uk0, u
m
0 )<
()
2
, (3.2)
where () is the number for the uniform stability of {u(n)} with respect to S and . Notice that {um(n) = u(n + nm)}
is also a solution of (3.1). Since {uk(n)} isUS, um0 (j) ∈ S for all j0, and it follows from Deﬁnition 2.16 and (3.2)
that (ukn, umn )<  for all n0, whenever k,mN1(). From 0(ukn, umn )/(1+0(ukn, umn ))(ukn, umn ), it follows that
if <( 12 ), then
|u(n + nk) − u(n + nm)|< 2 for all n0,whenever k,mN1().
Hence we deduce that for any positive integer sequence n′k for which n′k → ∞ as k → ∞, there exists a subsequence
{nk ≡ n′kj } of {n′k} for which u(n + nk) converges uniformly on Z+1 as j → ∞. This implies that {u(n)}n1 is an
AAP sequence, by Theorem 2.10. The proof is completed. 
One may notice that if {u(n)}n∈Z is a solution of
u(n + 1) = f (n, u(n)) +
n∑
j=−∞
B(n, j, u(j), u(n)), n ∈ Z,
then one obtains a solution {u(n)}n+1 of
u(n + 1) = f (n, u(n)) +
n∑
j=−∞
B(n, j, u(j), u(n)), n ∈ {, + 1, + 2, . . .},
passing (,) (see Remark 2.12), where  is any ﬁxed integer and (j) = u(j) for all j.
We show in the following that if the bounded solution {u(n)} is uniformly asymptotically stable, then Eq. (1.1) has
an m-periodic solution.
Theorem 3.2. Suppose that the assumptions (A1)–(A4) hold. If the bounded solution {u(n)}n1 of (1.1) isUAS then
Eq. (1.1) has an m-periodic solution {(n)} for some integer m1 such that (n) ∈ S for all n ∈ Z.
Y. Song, H. Tian / Journal of Computational and Applied Mathematics 205 (2007) 859–870 865
Proof. Set uk(n) = u(n + k), k = 1, 2, . . . . Since u(n) is bounded for all n ∈ Z, there is a subsequence ukl (n)
of uk(n) such that ukl (n) converges to a bounded sequence w(n) as l → ∞ for each n ∈ Z− as l → ∞. Thus
(ukl0 , w0) → 0 as l → ∞, and then there is positive integer p such that (ukp0 , ukp+10 )< 0 (0kp < kp+1), where 0
is the one deﬁned in (ii) of Deﬁnition 2.16. Let m = kp+1 − kp. Since {um(n) = u(n + m)} is a solution of (1.1),
(umkp, ukp) = (u
kp+1
0 , u
kp
0 )< 0, {u(n)} is UAS and umkp(j) ∈ S for all j ∈ Z−, we have
(umn , un) → 0 as n → ∞. (3.3)
Moreover, as {u(n)} isAAP sequence by Theorem 3.1, we can write u(n) = (n) + (n) (n1), where {(n)}n∈Z
is an almost periodic sequence and (n) → 0 as n → ∞. It is readily shown from (3.3) that u(n + m) − u(n) → 0
as n → ∞, which implies that (n + m) − (n) → 0 as n → ∞. Set (n) = (n + m) − (n) for n ∈ Z. Since
(n) (n ∈ Z) is an almost periodic sequence, {(n)}n∈Z is also an almost periodic sequence and (n) → 0 as n → ∞.
Therefore, (n) ≡ 0 for n ∈ Z by the known conclusion that an almost periodic sequence tending to zero is identically
zero (see, e.g., [10, p. 238]), which implies that (n) = (n + m) for all n ∈ Z, namely, {(n)} is an m-periodic
sequence.
To show that (1.1) has an m-periodic solution, we only need to prove that {(n)} is a solution of (1.1). In fact, we
shall show that (n) satisﬁes (1.1) for all n ∈ Z. To this end, let uk(n) = u(n + km), k = 1, 2, . . . . For any n ∈ Z,
there is a positive integer k∗ such that n + km1 when kk∗. Then for kk∗, we have
uk(n) = u(n + km) = (n + km) + (n + km) = (n) + (n + km) → (n)
as k → ∞, which implies that uk(n) → (n) as k → ∞ for each n ∈ Z. Besides, for this n ∈ Z and kk∗, {uk(n)}
is a solution of (1.1), namely, uk(n) satisﬁes the following equation:
uk(n + 1) = f (n, uk(n)) +
n∑
j=−∞
B(n, j, uk(j), uk(n)), kk∗. (3.4)
Since u(n) ∈ S and (n) ∈ S for all n ∈ Z, there exists > 0 such that |uk(n)| and |(n)| for all n ∈ Z and
k1. Then by assumption (A1), for this  and any > 0, there exists an integer M = M(, )> 0 such that
n−M∑
j=−∞
|B(n, j, uk(j), uk(n))| and
n−M∑
j=−∞
|B(n, j,(j),(n))|.
Then we have∣∣∣∣∣∣
n∑
j=−∞
B(n, j, uk(j), uk(n)) −
n∑
j=−∞
B(n, j,(j),(n))
∣∣∣∣∣∣

n−M∑
j=−∞
|B(n, j, uk(j), uk(n))| +
n−M∑
j=−∞
|B(n, j,(j),(n))|
+
n∑
j=n−M
|B(n, j, uk(j), uk(n)) − B(n, j,(j),(n))|
2+
n∑
j=n−M
|B(n, j, uk(j), uk(n)) − B(n, j,(j),(n))|.
Since B(n, j, x, y) is continuous for x, y, and uk(j) converges to(j) on discrete interval [n−M,n] as k → ∞, there
exists an integer k0()> k∗ such that
n∑
j=n−M
|B(n, j, uk(j), uk(n)) − B(n, j,(j),(n))|< 
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if kk0(). Thus we have
∑n
j=−∞B(n, j, uk(j), uk(n)) →
∑n
j=−∞B(n, j,(j),(n)) as k → ∞. Finally, by the
continuity of f (n, x) for x ∈ Ed , we obtain from (3.4) that
(n + 1) = f (n,(n)) +
n∑
j=−∞
B(n, j,(j),(n))
by letting k → ∞ in (3.4), which shows that (n) satisﬁes (1.1) for all n ∈ Z. Particularly, {(n)}n1 is the solution
of (1.1). This completes the proof. 
Finally, we show that if the bounded solution {u(n)} is GUAS, in the sense of Deﬁnition 2.16, then (1.1) has an
-periodic solution, which is also GUAS.
Theorem 3.3. Suppose that the assumptions (A1)–(A4) hold. If the bounded solution {u(n)}n1 of (1.1) is GUAS,
then Eq. (1.1) has an-periodic solution {(n)} such that(n) ∈ S for all n ∈ Z. In addition, {(n)} is alsoGUAS.
Proof. By Theorem 3.1, {u(n)} isAAP. Then u(n)=(n)+(n) (n1), where(n) (n ∈ Z) isAP and (n) → 0
as n → ∞. Notice that {u(n+)} is also a solution of (1.1) satisfying u(j) ∈ S for all j0 and {u(n)} is GUAS.
Then (un, un+) → 0 as n → ∞, which implies that (n) =(n +) for all n ∈ Z. By the same technique as that
employed in the proof of Theorem 3.2, we can show that {(n)} is an -periodic solution of (1.1).
To show {(n)} is also GUAS, we set uk(n)= u(n+ k), k = 1, 2, . . . . For any n0 ∈ Z+, let {x(n)} be a solution
of (1.1) such that xn0(j) ∈ S for all j0 and (n0 , xn0)< ((/2)/2), where () is that associated with uniform
stability of the bounded solution {u(n)} in Deﬁnition 2.16. For any n ∈ Z, there is an integer k0 > 0 such that n+k> 0
for all kk0. Thus for kk0, we have
uk(n) = u(n + k) = (n + k) + (n + k) = (n) + (n + k) → (n)
as k → ∞, which implies that uk(n) → (n) as k → ∞ for each n ∈ Z. Then, we have (ukn0 ,n0)< 12(/2) for
sufﬁciently large k. Since {uk(n)} is uniformly stable (uniformly with respect to S and ) with the same pair (, ())
as the one for {u(n)} in Deﬁnition 2.16, we have (ukn,n)< (/2) for all nn0, and hence (ukn0 , xn0)(ukn0 ,n0)+
(n0 , xn0)< (/2). Thus (ukn, xn)< (/2) for all nn0. We conclude that if (n0 , xn0)< ((/2)/2), then
(n, xn)(n, ukn) + (ukn, xn)<  for all nn0, which implies that (n) is uniformly stable with respect to
S and .
Finally, taking into account the global stability of {uk(n)}, n0(j) ∈ S and xn0(j) ∈ S for all j0, we have
(ukn,n) → 0 and (ukn, xn) → 0 as n → ∞. Then (n, xn) → 0 as n → ∞. The proof is completed. 
4. Almost periodic solutions
In this section, we shall investigate the existence of almost periodic solutions of equation (1.1) and the corresponding
limiting equations.
Deﬁnition 4.1. Write Z∗ = Z− × Ed × Ed . A set  ⊂ Z∗ is said to be compact if there is a ﬁnite integer set  ⊂ Z−
and compact set  ⊂ Ed × Ed such that = ×.
Instead of (A3)–(A4), we suppose that the following assumption (A3*) holds.
(A3*) f (n, x) is almost periodic in n uniformly for x ∈ Ed and B(n, n + j, x, y) is almost periodic in n uniformly
for (j, x, y) ∈ Z∗.
Remark 4.2. It is readily veriﬁed that if B(n, n + j, x, y) is almost periodic in n uniformly for (j, x, y) ∈ Z∗, then
Theorems 2.3–2.7 also hold for B(n, n + j, x, y).
Let S be the bounded closed subset in Ed such that (j) ∈ S for all j0 and u(n) ∈ S for all n1, where
{u(n) = u(n,)} is the bounded solution of (1.1) by (A2).
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Deﬁnition 4.3. The bounded solution {u(n)} of (1.1) is said to be totally stable with respect to S and  (abbreviated
as “u isTS”), if for any > 0 there exists ()> 0 such that if integer n00, (un0 , xn0)< () and if g(n) (nn0)
is sequence such that |g(n)|< () for all nn0, then (un, xn)<  for all nn0, where {u(n)} is any solution of
u(n + 1) = f (n, u(n)) +
n∑
j=−∞
B(n, j, u(j), u(n)) + g(n) (4.1)
such that xn0(j) ∈ S for all j ∈ Z−.
Total stability is a form of stability with respect to “persistently acting disturbances” (the latter being represented
by the terms g(n) in (4.1)). We are now in a position to present our main results in this section.
Theorem 4.4. Suppose that (A1)–(A2) and (A3∗) hold. If the bounded solution {u(n)} of (1.1) isTS then {u(n)} is
anAAP solution of (1.1), and Eq. (1.1) has an almost periodic solution.
Proof. Let {nk} be any positive integer sequence such that nk → ∞ as k → ∞ and let uk(n) = u(n + nk). Since for
n + nk0
u(n + nk + 1) = f (n + nk, u(n + nk)) +
n+nk∑
j=−∞
B(n + nk, j, u(j), u(n + nk))
= f (n + nk, uk(n)) +
n∑
j=−∞
B(n + nk, j + nk, u(j + nk), uk(n))
= f (n + nk, uk(n)) +
n∑
j=−∞
B(n + nk, j + nk, uk(j), uk(n)),
{uk(n)} is a solution of the system
u(n + 1) = f (n + nk, u(n)) +
n∑
j=−∞
B(n + nk, j + nk, u(j), u(n)). (4.2)
Taking into account the total stability of {u(n)}, we conclude that {uk(n)} is alsoTS with the same pair (, ()) as
that for {u(n)}. For each positive integers k and m, we deﬁne gk,m : Z → Ed as follows:
gk,m(n) = f (n + nm, um(n)) − f (n + nk, um(n)) +
n∑
j=−∞
B(n + nm, j + nm, um(j), um(n))
−
n∑
j=−∞
B(n + nk, j + nk, um(j), um(n)). (4.3)
Then, {um(n) = u(n + nm)} satisﬁes the following equation
u(n + 1) = f (n + nk, u(n)) +
n∑
j=−∞
B(n + nk, j + nk, u(j), u(n)) + gk,m(n). (4.4)
Since u(j + nk) is bounded for all j0, we can assume that, taking a subsequence if necessary, u(j + nk) converges
for each j0. Thus there exists a positive integer N1() such that
(uk0, u
m
0 )< () if k,mN1(), (4.5)
where () is the one for the total stability of {u(n)} with respect to S and .
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Now we show that there exists a subsequence {nkl } of {nk} and a positive integer N2() such that if kl,mlN2(),
then gkl,ml (n)< (), where {ml} ⊂ {kl} and ml → ∞ as l → ∞. In fact, there exists > 0 such that |uk(n)|
for all n ∈ Z. For this  and ()> 0, it follows from (A1) that there exists an integer M = M(, )> 0 such that∑−M
j=−∞|B(n + nm, n + j + nm, um(n + j), um(n))()/4 and
−M∑
j=−∞
|B(n + nk, n + j + nk, um(n + j), um(n)) ()4
for all n ∈ Z, nk and nm. Then we have
|gk,m(n)| |f (n + nm, um(n)) − f (n + nk, um(n))| + ()2
+
0∑
j=−M+1
|B(n + nm, n + j + nm, um(n + j), um(n))
− B(n + nk, n + j + nk, um(n + j), um(n))|.
By (A3*) and Theorem 2.4, there exists a subsequence {nkl } of {nk} such that f (n + nkl , x) converges uniformly on
Z×S andB(n+nkl , n+j +nkl , x, y) converges uniformly on Z×, where=[−M+1, 0]×S×S and [−M+1, 0]
is the discrete integer interval. Then there exists a positive integer N2()>N1() such that if nml , nklN2(), then
|f (n + nml , x) − f (n + nkl , x)|<
()
4
for all n ∈ Z and all x ∈ S, where {nml } ⊂ {nkl }, and
0∑
j=−M+1
|B(n + nml , n + j + nml , x, y) − B(n + nkl , n + j + nkl , x, y)|<
()
4
for all n ∈ Z, j = −M + 1, . . . , 0, and x, y ∈ S, which implies that
|gkl,ml (n)|< () if kl,mlN2(). (4.6)
Then for kl,mlN2()>N1(), it follows from (4.5) and (4.6) that
(ukl0 , u
ml
0 )< () and |gkl,ml (n)|< (). (4.7)
Notice that {ukl (n)} is a solution of the following equation
u(n + 1) = f (n + nkl , u(n)) +
n∑
j=−∞
B(n + nkl , j + nkl , u(j), u(n)), (4.8)
isTS, and ukl0 (j) ∈ S for all j0, and uml (n) satisﬁes
u(n + 1) = f (n + nkl , u(n)) +
n∑
j=−∞
B(n + nkl , j + nkl , u(j), u(n)) + gkl,ml (n).
It follows from (4.7) that (ukln , umln )<  for n0 if kl,mlN2().
Since 0(u
kl
n , u
ml
n )/(1 + 0(ukln , umln ))(ukln , umln ), we have
|u(n + nkl ) − u(n + nml )|< 2
for all n0, whenever kl,mlN2(), if <( 12 ), which implies that for any sequence {nk}, nk → ∞ as k → ∞, there
exists a subsequence {nkl } of {nk} such that u(n + nkl ) converges uniformly for n0 as l → ∞. Thus {u(n)}n1 is
anAAP solution of (1.1) by Theorem 2.10. Set u(n) = (n) + (n) (n1), where (n) (n ∈ Z) is almost periodic
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and (n) → 0 as n → ∞. By Theorem 2.7, there is an integer sequence {nk} (nk > 0) with nk → ∞ as k → ∞, such
that (n + nk) → (n) uniformly on Z, f (n + nk, x) → f (n, x) uniformly on Z ×  for any compact set  in Ed ,
B(n + nk, n + l + nk, x, y) → B(n, n + l, x, y) uniformly on Z × 1 for any compact set 1 in Z∗.
For this integer subsequence {nk}, set uk(n) = u(n + nk). For any n ∈ Z, there is a positive integer k0 such that
n + nk1 when kk0. If kk0, then
uk(n) = u(n + nk) = (n + nk) + (n + nk) → (n) as k → ∞.
This shows uk(n) converges to (n) for each n ∈ Z as k → ∞. In addition, {uk(n)} is a solution of (4.2). By the
same technique used in the proof of Theorem 3.2, we can show that {(n)} is a solution of (1.1) and thus we omit the
remaining proof. 
Now let us discuss the limiting equation of (1.1). Suppose that (A3*) holds. For any sequence {n′k} ⊂ Z+, n′k → ∞
as k → ∞, it follows from Theorem 2.4 that there exists a subsequence {nk} of {n′k} such that f (n+nk, x) → f˜ (n, x)
uniformly on Z × for any compact set  in Ed , B(n+ nk, n+ l + nk, x, y) → B˜(n, n+ l, x, y) uniformly on Z ×
for any compact set  in Z∗, f˜ (n, x) and B˜(n, n + l, x, y) are also satisfy (A3*). In this case, we will simply write
(f (n + nk, x), B(n + nk, n + l + nk, x, y)) → (f˜ (n, x), B˜(n, n + l, x, y)). (4.9)
Deﬁne
H(f,B) := {(f˜ , B˜) : (4.9) holds for some sequence {nk} ⊂ Z+ with nk → ∞ as k → ∞}.
Notice that (f, B) ∈ H(f,B) by Theorem 2.7. It is easy to see that Assumptions (A1) and (A3*) hold for any
(f˜ , B˜) ⊂ H(f,B).
Deﬁnition 4.5. If (f˜ , B˜) ∈ H(f,B), then the system
u(n + 1) = f˜ (n, u(n)) +
n∑
j=−∞
B˜(n, j, u(j), u(n)) (n = 0, 1, 2, . . .) (4.10)
is called the limiting equation of (1.1).
Theorem 4.6. Suppose that (A1)–(A2) and (A3*) hold. If the bounded solution {u(n)} of (1.1) is TS then for any
(f˜ , B˜) ∈ H(f,B), the limiting equation (4.10) has an almost periodic solution on Z.
Proof. ByTheorem 4.4, the bounded solution {u(n)} of (1.1) is asymptotically almost periodic. Set u(n)=(n)+(n),
where(n) is almost periodic in n ∈ Z and (n) satisﬁes (n) → 0 as n → ∞. Let (f˜ , B˜) ⊂ H(f,B). Then for some
sequence {nk} ⊂ Z+ with nk → ∞ as k → ∞, f (n + nk, x) → f˜ (n, x) uniformly on Z ×  for any compact set
 in Ed , B(n + nk, n + l + nk, x, y) → B˜(n, n + l, x, y) uniformly on Z × 1 for any compact set 1 in Z∗. Since
{(n)} is almost periodic, we may assume, taking a subsequence if necessary, that (n + nk) → p˜(n) uniformly on
Z and {p˜(n)} is also almost periodic.
Set uk(n) = u(n + nk). Then from Theorem 4.4, uk(n) converges to p˜(n) for all n ∈ Z as k → ∞ and {uk(n)} is a
solution of (4.2). By the technique used in the proof of Theorem 3.2, we can show that {p˜(n)} is a solution of (4.10)
and thus we omit the remainder of the proof. 
5. Further work
In the study of (asymptotically) almost periodic solutions, the results here transfer the burden of investigation to
a study of stability properties. This subject, and the extension to implicit equations of results corresponding to those
presented here for explicit discrete equations, remain as subjects for further exploration.
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