Normalizing flows and autoregressive models have been successfully combined to produce state-of-the-art results in density estimation, via Masked Autoregressive Flows (MAF) (Papamakarios et al., 2017), and to accelerate stateof-the-art WaveNet-based speech synthesis to 20x faster than real-time (Oord et al., 2017), via Inverse Autoregressive Flows (IAF) . We unify and generalize these approaches, replacing the (conditionally) affine univariate transformations of MAF/IAF with a more general class of invertible univariate transformations expressed as monotonic neural networks. We demonstrate that the proposed neural autoregressive flows (NAF) are universal approximators for continuous probability distributions, and their greater expressivity allows them to better capture multimodal target distributions. Experimentally, NAF yields state-of-the-art performance on a suite of density estimation tasks and outperforms IAF in variational autoencoders trained on binarized MNIST.
Introduction
Invertible transformations with a tractable Jacobian, also known as normalizing flows, are useful tools in many machine learning problems, for example: (1) In the context of deep generative models, training necessitates evaluating data samples under the model's inverse transformation (Dinh et al., 2016) . Tractable density is an appealing property for these models, since it allows the objective of interest to be directly optimized; whereas other mainstream methods rely on alternative losses, in the case of intractable density models (Kingma & Welling, 2013; Rezende et al., 2014) 1 Implementation can be found at https://github.com/CWHuang/NAF/ implicit losses, in the case of adversarial models (Goodfellow et al., 2014) . (2) In the context of variational inference (Rezende & Mohamed, 2015) , they can be used to improve the variational approximation to the posterior by parameterizing more complex distributions. This is important since a poor variational approximation to the posterior can fail to reflect the right amount of uncertainty, and/or be biased (Turner & Sahani, 2011) , resulting in inaccurate and unreliable predictions. We are thus interested in improving techniques for normalizing flows.
Recent work by Kingma et al. (2016) reinterprets autoregressive models as invertible transformations suitable for constructing normalizing flows. The inverse transformation process, unlike sampling from the autoregressive model, is not sequential and thus can be accelerated via parallel computation. This allows multiple layers of transformations to be stacked, increasing expressiveness for better variational inference or better density estimation for generative models (Papamakarios et al., 2017) . Stacking also makes it possible to improve on the sequential conditional factorization assumed by autoregressive models such as PixelRNN or PixelCNN (Oord et al., 2016) , and thus define a more flexible joint probability.
We note that the normalizing flow introduced by Kingma et al. (2016) only applies an affine transformation of each scalar random variable. Although this transformation is conditioned on preceding variables, the resulting flow can still be susceptible to bad local minima, and thus failure to capture the multimodal shape of a target density; see Figure  1 and 2.
Contributions of this work
We propose replacing the conditional affine transformation of Kingma et al. (2016) with a more rich family of transformations, and note the requirements for doing so. We determine that very general transformations, for instance parametrized by deep neural networks, are possible. We then propose and evaluate several specific monotonic neural network architectures which are more suited for learning multimodal distributions. Concretely, our method amounts to using an autoregressive model to output the weights of multiple independent transformer networks, each of which operates on a single random variable, replacing the affine transformations of previous works.
Empirically, we show that our method works better than the state-of-the-art affine autoregressive flows of Kingma et al. (2016) and Papamakarios et al. (2017) , both as a sample generator which captures multimodal target densities with higher fidelity, and as a density model which more accurately evaluates the likelihood of data samples drawn from an unknown distribution.
We also demonstrate that our method is a universal approximator on proper distributions in real space, which guarantees the expressiveness of the chosen parameterization and supports our empirical findings.
Background
A (finite) normalizing flow (NF), or flow, is an invertible function f θ : X → Y used to express a transformation between random variables 2 . Since f is invertible, the change of variables formula can be used to translate between densities p Y (y) and p X (x):
The determinant of f 's Jacobian appears on the right hand side to account for the way in which f can (locally) expand or contract regions of X, thereby lowering or raising the resulting density in those regions' images in Y . Since the composition of invertible functions is itself invertible, complex NFs are often formed via function composition (or "stacking") of simpler NFs.
Normalizing flows are most commonly trained to produce an output distribution p Y (y) which matches a target distribution (or, more generally, energy function) p target (y) as measured by the KL-divergence KL(p Y (y)||p target (y)). When X or Y is distributed by some simple distribution, such as uniform or standard normal, we call it an unstructured noise; and we call it a structured noise when the distribution is complex and correlated. Two common settings are maximum likelihood and variational inference. Note that these two settings are typically viewed as optimizing different directions of the KL-divergence, whereas we provide a unified view in terms of different input and target distributions. A detailed derivation is presented in the appendix (See Section A).
For maximum likelihood applications (Dinh et al., 2016; Papamakarios et al., 2017) , p target (y) is typically a simple prior over latent variable y, and f attempts to disentangle the complex empirical distribution of the data, p X (x) into a simple latent representation p Y (y) matching the prior ( structured to unstructured) 3 .
In a typical application of variational inference (Rezende & Mohamed, 2015; Kingma et al., 2016) , p target (y) is a complex posterior over latent variables y, and f transforms a simple input distribution (for instance a standard normal distribution) over x into a complex approximate posterior p Y (y) (unstructured to structured). In either case, since p X does not depend on θ, the gradients of the KL-divergence are typically estimated by Monte Carlo:
Applying the change of variables formula from Equation 1 to the right hand side of Equation 2 yields:
3 It may also be possible to form a generative model from such a flow, by passing samples from the prior ptarget(y) through f −1 , although the cost of doing so may vary. For example, RealNVP (Dinh et al., 2016) was devised as a generative model, and its inverse computation is as cheap as its forward computation, whereas MAF (Papamakarios et al., 2017) is designed for density estimation and is much more expensive to sample from. For the NAF architectures we employ, we do not have an analytic expression for f −1 , but it is possible to approximate it numerically. Thus for efficient training, the following operations must be tractable and cheap:
3. Computing the gradient of the log-likelihood of y = f (x); x ∼ p X (x) under both p Y (y) and p target (y)
4. Computing the gradient of the log-determinant of the Jacobian of f
Research on constructing NFs, such as our work, focuses on finding ways to parametrize flows which meet the above requirements while being maximally flexible in terms of the transformations which they can represent. Note that some of the terms of of Equation 3 may be constant with respect to θ 4 and thus trivial to differentiate, such as p X (x) in the maximum likelihood setting.
Affine autoregressive flows (AAFs)
5 , such as inverse autoregressive flows (IAF) , are one 4 There might be some other parameters other than θ that are learnable, such as parameters of pX and ptarget in the variational inference and maximum likelihood settings, respectively.
5 Our terminology differs from previous works, and hence holds the potential for confusion, but we believe it is apt. Under our unifying perspective, NAF, IAF, AF, and MAF all make use of the same principle, which is an invertible transformer conditioned on the outputs of an autoregressive (and emphatically not an inverse autoregressive) conditioner.
particularly successful pre-existing approach. Affine autoregressive flows yield a triangular Jacobian matrix, so that the log-determinant can be computed in linear time, as the sum of the diagonal entries on log scale. In AAFs, the components of x and y are given an order (which may be chosen arbitrarily), and y t is computed as a function of x 1:t . Specifically, this function can be decomposed via an autoregressive conditioner, c, and an invertible transformer, τ , as 6 :
It is possible to efficiently compute the output of c for all t in a single forward pass using a model such as MADE (Germain et al., 2015) , as pointed out by Kingma et al. (2016) .
In previous work, τ is taken to be an affine transformation with parameters µ ∈ R, σ > 0 output from c. For instance Dinh et al. (2016) use:
with σ produced by an exponential nonlinearity. Kingma et al. (2016) use:
with σ produced by a sigmoid nonlinearity. Such transformers are trivially invertible, but their relative simplicity also means that the expressivity of f comes entirely from the complexity of c and from stacking multiple AAFs (potentially using different orderings of the variables) 7 . However, the only requirements on τ are:
1. The transformer τ must be invertible as a function of x t .
2.
dyt dxt must be cheap to compute.
This raises the possibility of using a more powerful transformer in order to increase the expressivity of the flow.
Neural Autoregressive Flows
We propose replacing the affine transformer used in previous works with a neural network, yielding a more rich family of distributions with only a minor increase in computation and memory requirements. Specifically, τ (c(x 1:t−1 ), x t ) = DNN(x t ; φ = c(x 1:t−1 )) (7)
6 Dinh et al. (2014) use m and g −1 to denote c and τ , and refer to them as the "coupling function" and "coupling law", respectively. 7 Permuting the order of variables is itself a normalizing flow that does not expand or contract space and can be inverted by another permutation. is a deep neural network which takes the scalar x t as input and produces y t as output, and its weights and biases are given by the outputs of c(x 1:t−1 ) 8 (see Figure 4 (a)). We refer to these values φ as pseudo-parameters, in order to distinguish them from the statistical parameters of the model.
We now state the condition for NAF to be strictly monotonic, and thus invertible (as per requirement 1): Proposition 1. Using strictly positive weights and strictly monotonic activation functions for τ c is sufficient for the entire network to be strictly monotonic.
Meanwhile, dyt dxt and gradients wrt the pseudo-parameters 9 can all be computed efficiently via backpropagation (as per requirement 2). 8 We'll sometimes write τc for τ (c(x1:t−1), ·). 9 Gradients for pseudo-parameters are backpropagated through the conditioner, c, in order to train its parameters. Whereas affine transformers require information about multimodality in y t to flow through x 1:t−1 , our neural autoregressive flows (NAFs) are able to induce multimodality more naturally, via inflection points in τ c , as shown in Figure 5 . Intuitively, τ c can be viewed as analogous to a cumulative distribution function (CDF), so that its derivative corresponds to a PDF, where its inflection points yield local maxima or minima.
Transformer Architectures
In this work, we use two specific architectures for τ c , which we refer to as deep sigmoidal flows (DSF) and deep dense sigmoidal flows (DDSF) (see Figure 4 (b), 4(c) for an illustration). We find that small neural network transformers of 1 or 2 hidden layers with 8 or 16 sigmoid units perform well across our experiments, although there are other possibilities worth exploring (see Section 3.3). Sigmoids contain inflection points, and so can easily induce inflection points in τ c , and thus multimodality in p(y t ). We begin by describing the DSF transformation, which is already sufficiently expressive to form a universal approximator for probability distributions, as we prove in section 4.
The DSF transformation resembles an MLP with a single hidden layer of sigmoid units. Naive use of sigmoid activation functions would restrict the range of τ c , however, and result in a model that assigns 0 density to sufficiently large or small y t , which is problematic when y t can take on arbitrary real values. We address this issue by applying the inverse sigmoid (or "logit") function at the output layer. To ensure that the output's preactivation is in the domain of the logit (that is, (0, 1)), we combine the output of the sigmoid units via an attention-like (Bahdanau et al., 2014) softmax-weighted sums:
where 0 < w i,j < 1, i w i,j = 1, a s,t > 0, and d denotes the number of hidden units 10 .
Since all of the sigmoid activations are bounded between 0 and 1, the final preactivation (which is their convex combination) is as well. The complete DSF transformation can be seen as mapping the original random variable to a different space through an activation function, where doing affine/linear operations is non-linear with respect to the variable in the original space, and then mapping it back to the original space through the inverse activation.
When stacking multiple sigmoidal transformation, we realize it resembles an MLP with bottleneck as shown by the bottom left of Figure 4 . A more general alternative is the deep dense sigmoidal flow (DDSF), which takes the form of a fully connected MLP:
We also require j w ij = 1, j u kj = 1 for all i, k, and all parameters except b to be positive.
We use either DSF (Equation 8) or DDSF (Equation 9) to define the transformer function τ in Equation 4
. To compute the log-determinant of Jacobian in a numerically stable way, we need to apply log-sum-exp to the chain rule
We elaborate more on the numerical stability in parameterization and computation of logarithmic operations in the supplementary materials.
Efficient Parametrization of Larger Transformers
Multi-layer NAFs, such as DDSF, require c to output O(d 2 ) pseudo-parameters, where d is the number of hidden units in each layer of τ . As this is impractical for large d, we propose parametrizing τ with O(d 2 ) statistical parameters, but only O(d) pseudo-parameters which modulate the computation on a per-unit basis, using a technique such as conditional batch-normalization (CBN) (Dumoulin et al., 2016) . Such an approach also makes it possible to use minibatch-style 10 Constraints on the variables are enforced via activation functions; w and a are outputs of a softmax, and softplus or exp, respectively. matrix-matrix products for the forward and backwards propagation through the graph of τ c . In particular, we use a technique similar to conditional weight normalization (CWN) (Krueger et al., 2017) in our experiments with DDSF; see appendix for details.
Possibilities for Alternative Architectures
While the DSF and DDSF architectures performed well in our experiments, there are many alternatives to be explored. One possibility is using other (strictly) monotonic activation functions in τ c , such as leaky ReLUs (LReLU) (Xu et al., 2015) or ELUs (Clevert et al., 2015) . Leaky ReLUs in particular are bijections on R and so would not require the softmax-weighted summation and activation function inversion tricks discussed in the previous section.
Finally, we emphasize that in general, τ need not be expressed as a neural architecture; it only needs to satisfy the requirements of invertibility and differentiability given at the end of section 2.
NAFs are Universal Density Approximators
In this section, we prove that NAFs (specifically DSF) can be used to approximate any probability distribution over real vectors arbitrarily well, given that τ c has enough hidden units output by generic neural networks with autoregressive conditioning. Ours is the first such result we are aware of for finite normalizing flows.
Our result builds on the work of Huang et al. (2017) , who demonstrate the general universal representational capability of inverse autoregressive transformations parameterized by an autoregressive neural network (that transform uniform random variables into any random variables in reals). However, we note that their proposition is weaker than we require, as there are no constraints on the parameterization of the transformer τ , whereas we've constrained τ to have strictly positive weights and monotonic activation functions, to ensure it is invertible throughout training.
The idea of proving the universal approximation theorem for DSF (1) in the IAF direction (which transforms unstructured random variables into structured random variables) resembles the concept of the inverse transform sampling: we first draw a sample from a simple distribution, such as uniform distribution, and then pass the sample though DSF. If DSF converges to any inverse conditional CDF, the resulting random variable then converges in distribution to any target random variable as long as the latter has positive continuous probability density everywhere in the reals. (2) For the MAF direction, DSF serves as a solution to the nonlinear independent component analysis problem (Hyvärinen & Pajunen, 1999) , which disentangles structured random variables into uniformly and independently distributed ran-dom variables. (3) Combining the two, we further show that DSF can transform any structured noise variable into a random variable with any desired distribution.
We define the following notation for the pre-logit of the DSF transformation (compare equation 8): Proposition 2. (DSF universally transforms uniform random variables into any desired random variables) Let Y be a random vector in R m and assume Y has a strictly positive and continuous probability density distribution. Let X ∼ Unif((0, 1) m ). Then there exists a sequence of functions (G n ) n≥1 parameterized by autoregressive neural networks in the following form
where
Proposition 3. (DSF universally transforms any random variables into uniformly distributed random variables) Let X be a random vector in an open set U ⊂ R m . Assume X has a positive and continuous probability density distribution. Let Y ∼ Unif((0, 1) m ). Then there exists a sequence of functions (H n ) n≥1 parameterized by autoregressive neural networks in the following form
Theorem 1. (DSF universally transforms any random variables into any desired random variables) Let X be a random vector in an open set U ⊂ R m . Let Y be a random vector in R m . Assume both X and Y have a positive and continuous probability density distribution. Then there exists a sequence of functions (K n ) n≥1 parameterized by autoregressive neural networks in the following form
Related work
Neural autoregressive flows are a generalization of the affine autoregressive flows introduced by Kingma et al. (2016) as inverse autoregressive flows (IAF) and further developed by Chen et al. (2016) and Papamakarios et al. (2017) as autoregressive flows (AF) and masked autoregressive flows (MAF), respectively; for details on their relationship to our work see Sections 2 and 3. While Dinh et al. (2014) draw a particular connection between their NICE model and the Neural Autoregressive Density Estimator (NADE) (Larochelle & Murray, 2011) , were the first to highlight the general approach of using autoregressive models to construct normalizing flows. Chen et al. (2016) and then Papamakarios et al. (2017) subsequently noticed that this same approach could be used efficiently in reverse when the key operation is evaluating, as opposed to sampling from, the flow's learned output density. Our method increases the expressivity of these previous approaches by using a neural net to output pseudoparameters of another network, thus falling into the hypernetwork framework (Ha et al., 2016; Bertinetto et al., 2016; Brabandere et al., 2016) .
There has been a growing interest in normalizing flows (NFs) in the deep learning community, driven by successful applications and structural advantages they have over alternatives. Rippel & Adams (2013) , Rezende & Mohamed (2015) and Dinh et al. (2014) first introduced normalizing flows to the deep learning community as density models, variational posteriors and generative models, respectively. In contrast to traditional variational posteriors, NFs can represent a richer family of distributions without requiring approximations (beyond Monte Carlo estimation of the KL-divergence). The NF-based RealNVP-style generative models (Dinh et al., 2016; also have qualitative advantages over alternative approaches. Unlike generative adversarial networks (GANs) (Goodfellow et al., 2014) and varational autoencoders (VAEs) (Kingma & Welling, 2013; Rezende et al., 2014) , computing likelihood is cheap. Unlike autoregressive generative models, such as pixelCNNs (Oord et al., 2016) , sampling is also cheap. Unfortunately, in practice RealNVP-style models are not currently competitive with autoregressive models in terms of likelihood, perhaps due to the more restricted nature of the transformations they employ.
Several promising recent works expand the capabilities of NFs for generative modeling and density estimation, however. Perhaps the most exciting example is Oord et al. (2017) , who propose the probability density distillation technique to train an IAF based on the autoregressive WaveNet (van den Oord et al., 2016) as a generative model using another pretrained WaveNet model to express the target density, thus overcoming the slow sequential sampling procedure required by the original WaveNet (and characteristic of autoregressive models in general), and reaching super-real-time speeds suitable for production. The previously mentioned MAF technique (Pa- pamakarios et al., 2017) further demonstrates the potential of NFs to improve on state-of-the-art autoregressive density estimation models; such highly performant MAF models could also be "distilled" for rapid sampling using the same procedure as in Oord et al. (2017) .
Other recent works also find novel applications of NFs, demonstrating their broad utility. Loaiza-Ganem et al. Finally, there are also several works which develop new techniques for constructing NFs that are orthogonal to ours (Tomczak & Welling, 2017; Gemici et al., 2016; Duvenaud et al., 2016; Berg et al., 2018) . 
Experiments
Our experiments evaluate NAFs on the classic applications of variational inference and density estimation, where we outperform IAF and MAF baselines. We first demonstrate the qualitative advantage NAFs have over AAFs in energy function fitting and density estimation (Section 6.1). We then demonstrate the capability of NAFs to capture a multimodal Bayesian posterior in a limited data setting (Section 6.2). For larger-scale experiments, we show that using NAF instead of IAF to approximate the posterior distribution of latent variables in a variational autoencoder (Kingma & Welling, 2013; Rezende et al., 2014) yields better likelihood results on binarized MNIST (Larochelle & Murray, 2011 ) (Section 6.3). Finally, we report our experimental results on density estimation of a suite of UCI datasets (Section 6.4).
Toy energy fitting and density estimation
6.1.1. EXPRESSIVENESS First, we demonstrate that, in the case of marginally independent distributions, affine transformation can fail to fit the true distribution. We consider a mixture of Gaussian density estimation task. We define the modes of the Gaussians to be laid out on a 2D meshgrid within the range [-5,5] , and consider 2, 5 and 10 modes on each dimension. While the affine flow only produces a single mode, the neural flow matches the target distribution quite well even up to a 10x10 grid with 100 modes (see Figure 5 ).
CONVERGENCE
We then repeat the experiment that produces Figure 1 and 2 16 times, smooth out the learning curve and present average convergence result of each model with its corresponding standard deviation. For affine flow, we stack 6 layers of transformation with reversed ordering. For DSF and DDSF we used one transformation. We set d = 16 for both, L = 2 for DDSF.
Sine Wave experiment
Here we demonstrate the ability of DSF to capture multimodal posterior distributions. To do so, we create a toy experiment where the goal is to infer the posterior over the frequency of a sine wave, given only 3 datapoints. We fix the form of the function as y(t) = sin(2πf · t) and specify a Uniform prior over the frequency:
The task is to infer the posterior distribution p(f |T, Y ) given the dataset (T, Y ) = ((0, 5 / 6, 10 / 6), (0, 0, 0)), as represented by the red crosses of Figure 8 (left). We assume the data likelihood given the frequency parameter to be p(y i |t i , f ) = N (y i ; y f (t i ), 0.125), where the variance σ 2 = 0.125 represents the inherent uncertainty of the data. Figure 8 (right) shows that DSF learns a good posterior in this task.
Amortized Approximate Posterior
We evaluate NAF's ability to improve variational inference, in the context of the binarized MNIST (Larochelle & Murray, 2011 ) benchmark using the well-known variational autoencoder (Kingma & Welling, 2013; Rezende et al., 2014) ( Table 1) . Here again the DSF architecture outperforms both standard IAF and the traditional independent Gaussian posterior by a statistically significant margin.
Density Estimation with Masked Autoregressive Flows
We replicate the density estimation experiments of Papamakarios et al. (2017), which compare MADE (Germain et al., 2015) and RealNVP (Dinh et al., 2016) to their proposed MAF model (using either 5 or 10 layers of MAF) on BSDS300 (Martin et al., 2001 ) as well as 4 UCI datasets (Lichman, 2013) processed as in Uria et al. (2013) . Simply replacing the affine transformer with our DDSF architecture in their best performing architecture for each task (keeping all other settings fixed) results in substantial performance gains, and also outperforms the more recent Transformation Autoregressive Networks (TAN) Oliva et al. (2018) , setting a new state-of-the-art for these tasks. Results are presented in Table 2 .
Conclusion
In this work we introduce the neural autoregressive flow (NAF), a flexible method of tractably approximating rich families of distributions. In particular, our experiments show that NAF is able to model multimodal distributions and outperform related methods such as inverse autoregressive flow in density estimation and variational inference. Our work emphasizes the difficulty and importance of capturing multimodality, as previous methods fail even on simple toy tasks, whereas our method yields significant improvements in performance. 
A. Exclusive KL View of the MLE
Lets assume a change-of-variable model p Z (z) on the random variable Z ∈ R m , such as the one used in Dinh et al. (2016) : z 0 ∼ p 0 (z 0 ) and z = ψ(z 0 ), where ψ is an invertible function and density evaluation of z 0 ∈ R m is tractable under p 0 . The resulting density function can be written
The maximum likelihood principle requires us to minimize the following metric:
which coincides with exclusive KL divergence; to see this, we take
This means we want to transform the empirical distribution p data , or p X , to fit the target density (the usually unstructured, base distribution p 0 ), as explained in Section 2.
B. Monotonicity of NAF
Here we show that using strictly positive weights and strictly monotonically increasing activation functions is sufficient to ensure strict monotonicity of NAF. For brevity, we write monotonic, or monotonicity to represent the strictly monotonically increasing behavior of a function. Also, note that a continuous function is strictly monotonically increasing exactly when its derivative is greater than 0.
Proof. (Proposition 1)
Suppose we have an MLP with L + 1 layers:
.., h L , x = h 0 and y = h L , where x and y are scalar, and h l,j denotes the j-th node of the l-th layer.For 1 ≤ l ≤ L, we have
for some monotonic activation function A l , positive weight vector w l,j , and bias b l,j . Differentiating this yields
which is greater than 0 since A is monotonic (and hence has positive derivative), and w l,j,k is positive by construction. Thus any unit of layer l is monotonic with respect to any unit of layer l − 1, for 1 ≤ l ≤ L.
Now, suppose we have J monotonic functions f j of the input x. Then the weighted sum of these functions J j=1 u j f j with u j > 0 is also monotonic with respect to x, since
Finally, we use induction to show that all h l,j (including y) are monotonic with respect to x.
1. The base case (l = 1) is given by Equation 17.
2. Suppose the inductive hypothesis holds, which means h l,j is monotonic with respect to x for all j of layer l.
Then by Equation 18
, h l+1,k is also monotonic with respect to x for all k.
Thus by mathematical induction, monotonicity of h l,j holds for all l and j.
C. Log Determinant of Jacobian
As we mention at the end of Section 3.1, to compute the log-determinant of the Jacobian as part of the objective function, we need to handle the numerical stability. We first derive the Jacobian of the DDSF (note that DSF is a special case of DDSF), and then summarize the numerically stable operations that were utilized in this work.
C.1. Jacobian of DDSF
Again defining x = h 0 and y = h L , the Jacobian of each DDSF transformation can be written as a sequence of dot products due to the chain rule:
For notational convenience, we define a few more interme-diate variables. For each layer of DDSF, we have
The gradient can be expanded as :,:] where the bullet • in the subscript indicates the dimension is broadcasted, denotes element-wise multiplication, and × −1 denotes summation over the last dimension after element-wise product,
C.2. Numerically Stable Operations
Since the Jacobian of each DDSF transformation is chain of dot products (Equation 19), with some nested multiplicative operations (Equation 20), we calculate everything in the log-scale (where multiplication is replaced with addition) to avoid unstable gradient signal.
C.2.1. LOG ACTIVATION
To ensure the summing-to-one and positivity constraints of u and w, we let the autoregressive conditioner output pre-activation u and w , and apply softmax to them. We do the same for a by having the conditioner output a and apply softplus to ensure positivity. In Equation 20, we have
softplus(x) = log(1 + exp(x)) + δ where x * = max i {x i } and δ is a small value such as 10 −6 .
C.2.2. LOGARITHMIC DOT PRODUCT
In both Equation 19 and 20, we encounter matrix/tensor product, which is achived by summing over one dimension after doing element-wise multiplication.
The logarithmic matrix dot product can be written as: •,:,:] where the subscript of logsumexp indicates the dimension (index starting from 0) over which the elements are to be summed up. Note thatM 1 M 2 = log (M 1 · M 2 ).
D. Scalability and Parameter Sharing
As discussed in Section 3.3, a multi-layer NAF such as DDSF requires the autoregressive conditioner c to output many pseudo-parameters, on the order of O(Ld 2 ), where L is the number of layers of the transformer network (τ ), and d is the average number of hidden units per layer. In practice, we reduce the number of outputs (and thus the computation and memory requirements) of DDSF by instead endowing τ with some learned (non-conditional) statistical parameters. Specifically, we decompose w and u (the preactivations of τ 's weights, see section C.2.1) into pseudo-parameters and statistical parameters. Take u for example:
where v (l+1) is a d l+1 × d l matrix of statistical parameters, and η is output by c. See figure D for a depiction.
The linear transformation before applying sigmoid resembles conditional weight normalization (CWN) (Krueger et al., 2017). While CWN rescales the weight vectors normalized to have unit L2 norm, here we rescale the weight vector normalized by softmax such that it sums to one and is positive. We call this conditional normalized weight exponentiation. This reduces the number of pseudo-parameters to O(Ld).
E. Identity Flow Initialization
In many cases, initializing the transformation to have a minimal effect is believed to help with training, as it can be thought of as a warm start with a simpler distribution. For instance, for variational inference, when we initialize the normalizing flow to be an identity flow, the approximate posterior is at least as good as the input distribution (usually a fully factorized Gaussian distribution) before the transformation. To this end, for DSF and DDSF, we initialize the pseudo-weights a to be close to 1, the pseudo-biases b to be close to 0. This is achieved by initializing the conditioner (whose outputs are the pseudo-parameters) to have small weights and the appropriate output biases. Specifically, we initialize the output biases of the last layer of our MADE (Germain et al., 2015) conditioner to be zero, and add softplus −1 (1) ≈ 0.5413 to the outputs of which correspond to a before applying the softplus activation function. We initialize all conditioner's weights by sampling from from Unif(−0.001, 0.001). We note that there might be better ways to initialize the weights to account for the different numbers of active incoming units. . The green dashed curve is the resulting superposition of sigmoids (Sn) , that intercepts with each step of S * n with the additionally chosen τ .
F. Lemmas: Uniform Convergence of DSF
We want to show the convergence result of Equation 11. To this end, we first show that DSF can be used to universally approximate any strictly monotonic function. The is the case where x 1:t−1 are fixed, which means C(x 1:t−1 ) are simply constants. We demonstrate it using the following two lemmas.
Lemma 1. (
Step functions universally approximate monotonic functions) Define:
where s(z) is defined as a step function that is 1 when z ≥ 0 and 0 otherwise. For any continuous, strictly monotonically increasing S : [r 0 , r 1 ] → [0, 1] where S(r 0 ) = 0, S(r 1 ) = 1 and r 0 , r 1 ∈ R; and given any > 0, there exists a positive integer n, real constants w j and b j for j = 1, ..., n, where
Proof. (Lemma 1) For brevity, we write s j (x) = s(x − b j ). For any > 0, we choose n = 1 , and divide the range (0, 1) into n + 1 evenly spaced intervals: (0, y 1 ), (y 1 , y 2 ), ..., (y n , 1). For each y j , there is a corresponding inverse value since S is strictly monotonic, x j = S −1 (y j ). We want to set S * n (x j ) = y j for 1 ≤ j ≤ n − 1 and S * n (x n ) = 1. To do so, we set the bias terms b j to be x j . Then we just need to solve a system of n linear equations n j =1 w j · s j (x j ) = t j , where t j = y j for 1 ≤ j < n, t 0 = 0 and t n = 1. We can express this system of equations in the matrix form as Sw = t, where:
w j = w j , t j = t j where δ ω≥η = 1 whenever ω ≥ η and δ ω≥η = 0 otherwise. Then we have w = S −1 t. Note that S is a lower triangular matrix, and its inverse takes the form of a Jordan matrix: (S −1 ) i,i = 1 and (S −1 ) i+1,i = −1. Additionally, t j − t j−1 = 1 n+1 for j = 1, ..., n − 1 and is equal to 2 n+2 for j = n. We then have S *
where C v (z) = k δ z≥v k is the count of elements in a vector that z is no smaller than.
Note that the additional constraint that w lies on an n − 1 dimensional simplex is always satisfied, because
See Figure 10 for a visual illustration of the proof. Using this result, we now turn to the case of using sigmoid functions instead of step functions.
Lemma 2. (Superimposed sigmoids universally approximate monotonic functions) Define:
With the same constraints and definition in Lemma 1, given any > 0, there exists a positive integer n, real constants w j , τ j and b j for j = 1, ..., n, where additionally τ j are bounded and positive, such that |S n (x) − S(x)| < ∀x ∈ (r 0 , r 1 ).
Proof. (Lemma 2)
Let 1 = 1 3 and 2 = 2 3 . We know that for this 1 , there exists an n such that |S * n − S| < 1 . We chose the same w j , b j for j = 1, ..., n as the ones used in the proof of Lemma 1, and let τ 1 , ..., τ n all be the same value denoted by τ .
Take κ = min j =j |b j − b j | and τ = κ σ −1 (1− 0) for some 0 > 0. Take Γ to be a lower triangular matrix with values of 0.5 on the diagonal and 1 below the diagonal.
The inequality is due to
Since the product Γ · w represents the half step points of S * n at x = b j 's, the result above entails |S n (x) − S * n (x)| < 2 = 2 1 for all x. To see this, we choose 0 = 1 2(n+1) . Then S n intercepts with all segments of S * n except for the ends. We choose 2 = 2 1 since the last step of S * n is of size 2 n+1 , and thus the bound also holds true in the vicinity where S n intercepts with the last step of S * n . Hence,
Now we show that (the pre-logit) DSF (Equation 11) can universally approximate monotonic functions. We do this by showing that the well-known universal function approximation properties of neural networks (Cybenko, 1989 ) allow us to produce parameters which are sufficiently close to those required by Lemma 2.
m where r 0 , r 1 ∈ R. Given any > 0 and any multivariate continuously differentiable function 11 S(x 1:m ) t = S t (x t , x 1:t−1 ) for t ∈ [1, m] that is strictly monotonic with respect to the first argument when the second argument is fixed, where the boundary values are S t (r 0 , x 1:t−1 ) = 0 and S t (r 1 , x 1:t−1 ) = 1 for all x 1:t−1 and t, then there exists a multivariate function S such that S(x 1:m ) − S(x 1:m ) ∞ < for all x 1:m , of the following form:
S(x 1:m ) t = S t (x t , C t (x 1:t−1 )) = n j=1 w tj (x 1:t−1 ) · σ x t − b tj (x 1:t−1 ) τ tj (x 1:t−1 )
where t ∈ [1, m], and C t = (w tj , b tj , τ tj ) n j=1 are functions of x 1:1−t parameterized by neural networks, with τ tj bounded and positive, b tj ∈ [r 0 , r 1 ], n j=1 w tj = 1, and w tj > 0
Proof. (Lemma 3)
First we deal with the univariate case (for any t) and drop the subscript t of the functions. We write S n and C k to denote the sequences of univariate functions. We want to show that for any > 0, there exist (1) a sequence of functions S n (x t , C k (x 1:t−1 )) in the given form, and (2) large enough N and K such that when n ≥ N and k ≥ K, | S n (x t , C k (x 1:t−1 )) − S(x t , x 1:t−1 )| ≤ for all x 1:t ∈ [r 0 , r 1 ] t .
The idea is first to show that we can find a sequence of parameters, C n (x 1:t−1 ), that yield a good approximation of the target function, S(x t , x 1:t−1 ). We then show that these parameters can be arbitrarily well approximated by the outputs of a neural network, C k (x 1:t−1 ), which in turn yield a good approximation of S.
From Lemma 2, we know that such a sequence C n (x 1:t−1 ) exists, and furthermore that we can, for any , and independently of S and x 1:t−1 choose an N large enough so that:
| S n (x t , C n (x 1:t−1 )) − S(x t , x 1:t−1 )| < 2
To see that we can further approximate a given C n (x 1:t−1 ) well by C k (x 1:t−1 ) 12 , we apply the classic result of Cybenko (1989) , which states that a multilayer perceptron can approximate any continuous function on a compact subset of R m . Note that specification of C n (x 1:t−1 ) = 12 Note that Cn is a chosen function (we are not assuming its parameterization; i.e. not necessarily a neural network) that we seek to approximate using C k , which is the output of a neural network.
(w tj , b tj , τ tj ) n j=1 in Lemma 2 depends on the quantiles of S t (x t , ·) as a function of x 1:t−1 ; since the quantiles are continuous functions of x 1:t−1 , so is C n (x 1:t−1 ), and the theorem applies. Now, S has bounded derivative wrt C, and is thus uniformly continuous, so long as τ is greater than some positive constant, which is always the case for any fixed C n , and thus can be guaranteed for C k as well (for large enough k). Uniform continuity allows us into translate the convergence of C k → C n to convergence of S n (x t , C k (x 1:t−1 )) → S n (x t , C n (x 1:t−1 )), since for any , there exists a δ > 0 such that C k (x 1:t−1 ) − C n (x 1:t−1 ) ∞ < δ =⇒ |S n (x t , C k (x 1:t−1 )) − S n (x t , C n (x 1:t−1 ))| < 2
Combining this with Equation 22, we have for all x t and x 1:t−1 , and for all n ≥ N and k ≥ K S n (x t , C k (x 1:t−1 )) − S(x t , x x1:t−1 ) ≤ |S n (x t , C k (x 1:t−1 )) − S n (x t , C n (x 1:t−1 ))| + S n (x t , C n (x 1:t−1 )) − S(x t , x x1:t−1 )
Having proved the univariate case, we add back the subscript t to denote the index of the function. From the above, we know that given any > 0 for each t, there exist N (t) and a sequence of univariate functions S n,t such that for all n ≥ N (t), | S n,t −S t | < for all x 1:t . Choosing N = max t∈ [1,m] N (t), we have that there exists a sequence of multivariate functions S n in the given form such that for all n ≥ N , S n −S ∞ < for all x 1:m .
G. Proof of Universal Approximation of DSF
Lemma 4. Let X ∈ X be a random variable, and X ⊆ R m and Y ⊆ R m . Given any function J : X → Y and a sequences of functions J n that converges pointwise to J, the sequence of random variables induced by the transformations Y n . = J n (X) converges in distribution to Y . = J(X).
Proof. (Lemma 4)
Let h be any bounded, continuous function on R m , so that h • J n converges pointwise to h • J by continuity of h. Since h is bounded, then by the 
