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1. Introduction
In this paper we consider heat diffusion processes taking place in bounded domains with a sink or source depending on
the actual heat, and with no heat ﬂux through the walls. The classical mathematical model for such a process is described
by means of the heat equation. More precisely let D ⊂ Rn be a bounded, smooth domain with an exterior normal ν . Let
f :R → R be a differentiable function, representing a heat source if it is positive and otherwise a sink, and let u0 : D → R
in Cα(D) be the initial state. Then the temperature is a classical solution of the problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂u
∂t
= u + f (u) in D × (0, T ),
∂u
∂ν
= 0 on ∂D × (0, T ),
u = u0 on D × {0}.
(1.1)
If u(x, t) =: U (x) is independent of t it is called a stationary solution or equilibrium. It is a solution of the boundary value
problem{
U + f (U ) = 0 in D,
∂U
∂ν
= 0 on ∂D.
Obviously such a solution can only exist if f (u) changes sign.
We shall be interested in the stability properties of stationary solutions. In the following, an equilibrium U is called
stable in the sense of Lyapunov if for every  > 0 there exists δ > 0 such that |u(·, t)− U |∞ <  for all positive t , whenever
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limt→∞ |u(·, t)− U |∞ = 0. Finally, we say that an equilibrium is unstable if it is not stable.
A well-known criteria for asymptotic stability and instability is given by the lowest eigenvalue λ1 of the linearized
problem⎧⎨
⎩
ϕ + f ′(U )φ + λϕ = 0 in D,
∂ϕ
∂ν
= 0 on ∂D. (1.2)
In fact, it is well known that (e.g., see [6, Theorems 5.1.1 and 5.1.3]):
(i) if λ1 > 0 the equilibrium U is asymptotically stable;
(ii) if λ1 < 0 the equilibrium U is unstable.
Notice that if λ1 = 0 stability or instability can occur.
Stable nonconstant stationary solutions are often called patterns in the literature. The question of stability of nonconstant
stationary solutions to nonlinear heat equations with Neumann boundary conditions was ﬁrst answered by Casten and
Holland [1] for convex domains. They proved that no pattern exist in this case. Matano [9] constructed an example of a
nonconstant asymptotically stable equilibrium in a nonconvex domain. Another example was provided by Hale and Vegas
[5]. It is surprising that the above instability results are completely independent of the source term. Casten and Holland’s
result was generalized in [8] to parabolic systems of cooperative type. Let us mention that the existence and nonexistence of
patterns for parabolic systems has also been studied by Turing in a seminal paper (e.g., see [10]). However, in the so-called
Turing phenomenon the change of stability of some constant equilibrium and the related onset of patterns is caused by a
parameter in the equation, and is therefore different from the present considerations.
In this paper we study the existence and nonexistence of patterns of semilinear parabolic problems on Riemannian
manifolds.
Let M denote a connected n-dimensional Riemannian manifold endowed with a smooth Riemannian metric g ≡ (gij);
g denotes the Laplace–Beltrami operator with respect to the metric g . Consider a bounded domain D ⊂ M and let ν be
the outer normal vector of ∂D lying in the tangent space T p(M) for any p ∈ ∂D . We shall assume that ∂D is orientable
for the outer normal to be well-deﬁned and continuous. The corresponding diffusion problem on D ⊂ M with Neumann
boundary conditions reads as
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂u
∂t
= gu + f (u) in D × (0, T ),
∂u
∂ν
= 0 on ∂D × (0, T ),
u = u0 on D × {0}.
(1.3)
We shall also treat the case where M is compact and has no boundary. Then the boundary condition is absent and the
diffusion problem becomes
{
∂u
∂t
= gu + f (u) in M × (0, T ),
u = u0 on M × {0}.
(1.4)
Existence of patterns for problem (1.3) and (1.4) was ﬁrst addressed by Jimbo in [9] and for Riemannian manifolds
without boundary recent results have been obtained in [2,11]. It turns out that no pattern exist if the following assumptions
are satisﬁed:
either ∂D = ∅, or the second fundamental form of ∂D with respect to ν in M is negative semideﬁnite; (H1)
the Ricci curvature of M is nonnegative. (H2)
It is natural to ask whether the above assumptions are also necessary. Our main objective is to study the effect of the
Ricci curvature. It turns out that there exist examples with negative Ricci curvature which do not give rise to patterns. For
radially symmetric domains on surfaces of revolutions we give a necessary and suﬃcient conditions for the existence of
patterns. The problem remains open for general manifolds.
The paper is organized as follows. We ﬁrst present some of the basic notions of geometry in order to state Jimbo’s [7]
result on manifolds. Then we give a full proof of it for general Riemannian manifolds, and derive an improved criterion
for surfaces of revolutions. We then prove that this criterion is also necessary by constructing an appropriate source which
gives rise to a pattern. The construction relies heavily on an idea of [13]. In the last section we discuss some examples.
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2.1. Riemannian manifolds
For the reader’s convenience we collect some of the basic notions from differential geometry. Let M ≡ (M, g) be an
n-dimensional Riemannian manifold with a metric expressed in local coordinates x = (x1, x2, . . . , xn) as
ds2 = gij dxi dx j,
(
gij
) := (gij)−1, |g| := det(gij). (2.1)
Here and in the sequel the Einstein summation convention will be used. The volume element of M is given by
dV g =
√|g|dx1 dx2 · · ·dxn.
We denote by
divg X = 1√|g|
∂
∂xi
{√|g|Xi}
the divergence of any smooth vector ﬁeld X on M . In addition we set ∇g for the Riemannian gradient and g for the
Laplace–Beltrami operator, which in local coordinates can be written as
(∇gϕ)i = gijϕ, j , gϕ = divg(∇gϕ) = 1√|g|
∂
∂xi
{√|g|gijϕ, j }. (2.2)
Throughout we shall write for short f ,i ≡ ∂ f∂xi , f ,i j ≡ ∂
2 f
∂xi∂x j
for any smooth function f (x).
For any smooth ϕ,ψ : D ⊂ M → R, Green’s theorem (e.g., see [3])∫
D
ϕgψ dV g = −
∫
D
〈∇gϕ,∇gψ〉dV g +
∫
∂D
ϕ
∂ψ
∂ν
dvg (2.3)
holds where
〈X, Y 〉 = gij X iY j
(
X, Y ∈ T p(M)
)
denotes the inner product deﬁned by the metric g , dvg is the surface element of the (n − 1)-dimensional manifold ∂D
and ν ≡ ν(p) is the outward unit normal vector, 〈ν,ν〉 = 1, at ∂D which lies in the tangent space T p(M) (p ∈ ∂D). Here,
X = Xi ∂
∂xi
, Y = Y i ∂
∂xi
, where ∂
∂x1
, . . . , ∂
∂xn is the canonical basis of T p(M).
We set
|X | :=√〈X, X〉.
The derivative of f : D → R in the direction of ν at ∂D is given by
∂ f
∂ν
= 〈∇g f , ν〉 = f ,i ν i,
where ν = ν i ∂
∂xi
.
Observe that for any p ∈ ∂D there exist a neighborhood U ⊂ M and a function f :U → R such that U ∩ ∂D = f −1(0);
then ν = ±∇g f /|∇g f |.
Next we introduce the second fundamental form of ∂D with respect to M . Let X, Y ∈ T p(∂D) and denote by ∇Xν the
covariant derivative of ν along X . Then
II(X, Y ) = −〈∇Xν, Y 〉 = 〈ν,∇X Y 〉.
In order to express it in local coordinates we shall need the Christoffel symbols of the second type
Γ ki j :=
1
2
gkl
(
∂ gil
∂x j
+ ∂ g jl
∂xi
− ∂ gij
∂xl
)
.
Then the second fundamental form becomes
II(X, Y ) = −gks
(
∂νk
∂xi
+ Γ ki jν j
)
Xi︸ ︷︷ ︸
(∇Xν)k
Y s.
It is often convenient to use local normal coordinates at any ﬁxed point p ∈ M , thus
gkl(p) = δkl, Γ m(p) = 0 (2.4)kl
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II(X, Y ) = −∂ν
i
∂x j
XiY j . (2.5)
Let us remark that for a curve γ (= ∂D) on a two-dimensional surface S (= M) we have
II(T , T ) = −kg,
where kg is the geodesic curvature of γ , T = dds is the tangent vector and s the arc-length of γ .
In order to state our main formula we need additional notions. The Hessian Hϕ of any smooth function ϕ :M → R is the
symmetric (0,2)-tensor
(Hϕ)i j = ϕ,i j −Γ ki jϕ,k (i, j = 1, . . . ,n).
We set
|Hϕ |2 = gik g jl
(
ϕ,i j −Γ mij ϕ,m
)(
ϕ,kl −Γ nklϕ,n
)
. (2.6)
Denote by
R(X) := Ricg(X, X)|X |2
the Ricci curvature of M in the direction X . It is expressed in local coordinates as
Ricg(X, X) := Rij X i X j, Rij :=
∂Γ si j
∂xs
− ∂Γ
s
is
∂x j
+ Γ ki jΓ sks − Γ kisΓ skj = R ji . (2.7)
Its geometric meaning becomes most evident via the Taylor expansion in geodesic normal coordinates of the volume ele-
ment. In fact, for small |x|
dV g =
(
1− 1
6
Rijx
ix j + O (|x|3))dx.
The Bochner–Weitzenböck identity (e.g., see [3, Proposition 4.15]):
1
2
g
(|∇gϕ|2)= |Hϕ |2 + 〈∇gϕ,∇g(gϕ)〉+ Ricg(∇gϕ,∇gϕ) (2.8)
will play a crucial role in our investigations.
2.2. Surfaces of revolutions
A surface of revolution in R3 is obtained by rotating around the z-axis a simple, regular plane curve r → (ψ(r),χ(r))
(r ∈ I ≡ [r1, r2]; r1 < r2) with ψ > 0 in (r1, r2). Therefore it admits a parametrization of the form{ x = ψ(r) cos θ,
y = ψ(r) sin θ,
z = χ(r)
(
(r, θ) ∈ [r1, r2] × [0,2π)
)
. (2.9)
We can always assume that (ψ ′)2 + (χ ′)2 = 1 in I and that Sψ is smooth. Hence ψ(r1) = 0 implies ψ ′(r1) = 1, and similarly
for r = r2.
A surface of revolution Sψ in R3 (with parametrization (2.9)) is a 2-dimensional Riemannian manifold with metric
ds2 = dr2 +ψ2(r)dθ2.
In the coordinates (r, θ) ((r, θ) ∈ (r1, r2)× [0,2π)) the Laplace–Beltrami operator on Sψ is expressed as
gu = ∂
2u
∂r2
+ ψ
′
ψ
∂u
∂r
+ 1
ψ2
∂2u
∂θ2
. (2.10)
A direct calculation shows that the Christoffel symbols of Sψ are⎧⎨
⎩
Γ 111 = Γ 112 = Γ 121 = 0, Γ 122 = −ψ ′ψ,
Γ 211 = Γ 222 = 0, Γ 212 = Γ 221 =
ψ ′
.
(2.11)ψ
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R11 = −ψ
′′
ψ
, R12 = R21 = 0, R22 = −ψ ′′ψ,
and the Ricci curvature of Sψ is
R(r) = −ψ
′′(r)
ψ(r)
(
r ∈ (r1, r2)
)
. (2.12)
Observe that it does not depend on the direction X , nor on the angle of rotation θ . This is in accordance with the fact that
on 2-dimensional surfaces the Ricci curvature is independent of the direction and coincides with the Gaussian curvature.
Let us also point out for further references that the quantity ±ψ ′
ψ
represents the geodesic curvature kg of the parallel circles
r = constant on Sψ . Here the sign depends on the orientation of the parametrization.
In order to illustrate the concept of the second fundamental form we shall carry out the computation in two special
cases.
(1) Let the surface of revolution S given in (2.9) be the 2-dimensional boundary of a domain D ⊂ R3. Set X = X1 ∂
∂r + X2 ∂∂θ
and deﬁne Y analogously. In this case the second fundamental form of S with respect to R3 becomes
II(X, Y ) = (χ ′′ψ ′ −ψ ′′χ ′)X1Y 1 +ψχ ′2X2Y 2.
Observe that if D is convex then II is negative semideﬁnite.
(2) Let the surface of revolution Sψ be as before and let D ⊂ Sψ be the domain bounded by two circles Cγ1 and Cγ2 , where
r1  γ1 < γ2  r2 and
Cγ :=
{(
ψ(γ ) cos θ,ψ(γ ) sin θ,χ(γ )
) | θ ∈ (0,2π ]} (γ > 0).
For simplicity, we suppose that
χ ′  0 in (γ1, γ1 + ε)∪ (γ2 − ε,γ2) (2.13)
for some ε > 0. By (2.13) there holds ν = ∂
∂r on Cγ2 , while ν = − ∂∂r on Cγ1 . We have, setting X = α ∂∂θ ,
II(X, X) = −α2ψ(r2)ψ ′(r2) on Cγ2 ,
while
II(X, X) = α2ψ(r1)ψ ′(r1) on Cγ1 .
An expression similar to (2.12) holds for the Ricci curvature of n-dimensional model manifolds Mσ whose metric is given
by
ds2 = dρ2 + σ 2(ρ)dφ2,
where (ρ,φ) are the polar coordinates (with respect to a pole O ∈ Mσ ; see [4]). Here ρ ∈ (0, R0) for some R0 > 0 and dφ2
is the standard metric of the sphere Sn−1. The smooth map σ : [0, R0) → R satisﬁes σ(0) = 0, σ ′(0) = 1, σ > 0 in (0, R0).
The Laplace–Beltrami operator of Mσ \ {O } can be expressed as
gu = ∂
2u
∂ρ2
+ (n − 1)σ
′
σ
∂u
∂ρ
+ 1
σ 2
φu,
where φ denotes the Laplace–Beltrami operator of Sn−1. The Ricci curvature of Mσ at a point of polar coordinates (ρ,φ)
is
R(ρ) = −σ
′′(ρ)
σ (ρ)
(
ρ ∈ (0, R0)
)
. (2.14)
Let us mention that the ratio (n−1) σ ′σ represents the mean curvature of the geodesic sphere ∂B(O ,ρ) in the radial direction
(see [4]).
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3.1. General remarks
Let v be a stationary solution of problem (1.3) or (1.4). The classical argument of linearized stability can be applied to
the present situation. Let λ1 denote the principal eigenvalue of the eigenvalue problem for the linearized problem⎧⎨
⎩
gφ + f ′(v)φ + λφ = 0 in D,
∂φ
∂ν
= 0 in ∂D (3.1)
in the case of (1.3), or
gφ + f ′(v)φ + λφ = 0 in M (3.2)
in the case of (1.4). Observe that in both cases the spectrum consists of a countable number of eigenvalues tending to
inﬁnity. As for problem (1.2), we have the following stability criterion:{
λ1 > 0 ⇒ v is asymptotically stable,
λ1 < 0 ⇒ v is unstable. (3.3)
The lowest eigenvalue is characterized by Rayleigh’s variational principle
λ1 = inf
φ∈H1(D),φ ≡0
Rv(φ)∫
D φ
2 dV g
, (3.4)
where
Rv(φ) :=
∫
D
{|∇gφ|2 − f ′(v)φ2}dV g
(since φ ∈ H1(D), the gradient ∇gφ is meant in the usual weak sense). In the case of (3.2), D is replaced by M .
Next we shall establish instability results by choosing a suitable test function φ in order to estimate λ1 from above. The
idea of choosing as a test function φ = |∇g v| in (3.4) goes back to [1] and has been used in all related subsequent papers
[2,7–9,11] and [13].
For our particular function v , Bochner–Weitzenböck’s identity (2.8) implies that
1
2
g
(|∇g v|2)= |Hv |2 − f ′(v)|∇g v|2 + Ricg(∇g v,∇g v). (3.5)
Observe that∣∣∇g |∇g v|∣∣2 = gij ∂
∂xi
√
gksv,s v,k
∂
∂x j
√
grmv,r v,m.
In local normal coordinates this expression becomes∣∣∇g |∇g v|∣∣2 = { |∇g v|−2(v,ki v,k −Γ mki v,m v,k )(v,ki v,k −Γ mki v,m v,k ) if |∇g v| > 0,0 if |∇g v| = 0.
Applying Schwarz’s inequality we obtain∣∣∇g |∇g v|∣∣2  |Hv |2. (3.6)
This inequality together with (3.5) will be the key for discussing instability.
3.2. Instability on compact manifolds without boundary
3.2.1. General Riemannian manifolds
The following result was already observed by Jimbo [7].
Theorem 3.1. Let v be a nonconstant stationary solution of (1.4). If
Ricg(X, X) 0 in M for all X ∈ Rn,
then v is unstable.
C. Bandle et al. / J. Math. Anal. Appl. 387 (2012) 33–47 39Proof. Under the assumptions of the theorem we have from (3.5) and (3.6)
Rv
(|∇g v|)−∫
M
Ricg(∇g v,∇g v)dV g  0,
which implies λ1  0. If λ1 = 0, then |∇g v| coincides (up to a positive factor) with the ﬁrst eigenfunction of the eigenvalue
problem (3.1). Since v is nonconstant, it follows that |∇g v| > 0 on M . This gives a contradiction, since |∇g v| vanishes at any
maximum point of v in M = M . Hence the result follows. 
Theorem 3.1 also holds for reaction-diffusion systems of cooperative type, see [8] for M = Rn . The extension to manifolds
can be proved by a similar argument as above. It will be shown in Example 5.1(c) that the condition in Theorem 3.1 is
suﬃcient but not necessary for the instability of nonconstant stationary states.
Example 3.1. A two-dimensional compact surface M with nonnegative Gaussian curvature (or equivalently Ricci curvature)
does not possess patterns. For a surface of revolution this is the case in view of (2.12), if −ψ ′′/ψ  0.
3.2.2. Two-dimensional surfaces of revolutions
Consider any surface of revolution Sψ parametrized as in (2.9), with ψ(r1) = ψ(r2) = 0, ψ ′(r1) = 1, ψ ′(r2) = −1 (hence
∂ Sψ = ∅). In this special case Theorem 3.1 can be improved. Let us start with a nice observation of Rubinstein and Wolansky
[12] concerning nonradial equilibrium solutions.
Proposition 3.2. Every equilibrium solution v of problem (1.4) on M = Sψ , which depends on the angle θ , is unstable.
Proof. By (2.10) v is a solution of
vss + ψ
′
ψ
vs + 1
ψ2
vθθ + f (v) = 0 in (r1, r2)× (0,2π). (3.7)
If we differentiate this equation with respect to θ we see that vθ is an eigenfunction of (3.2) and λ = 0 the corresponding
eigenvalue. It changes sign and therefore cannot be the eigenfunction corresponding to the lowest eigenvalue. Hence λ1 < 0,
which establishes the assertion. 
From now on let v(r) be a radial stationary solution. If we differentiate (3.7) with respect to r we get, setting ′ := ddr ,
g v
′ +
(
ψ ′
ψ
)′
v ′ + f ′(v)v ′ = 0.
Multiplication by v ′ and integration over M yields
−
∫
M
(
v ′′
)2
dV g +
∫
M
f ′(v)
(
v ′
)2
dV g +
∫
M
(
ψ ′
ψ
)′(
v ′
)2
dV g = 0.
Hence
Rv
(
v ′
)= ∫
M
(
ψ ′
ψ
)′(
v ′
)2
dV g .
This observation leads to the following improvement of Theorem 3.1 for surfaces of revolutions.
Theorem 3.3. If
−
(
ψ ′
ψ
)′
= −ψ
′′
ψ
+
(
ψ ′
ψ
)2
 0,
then every nonconstant stationary solution is unstable.
Recall that the assumption has a geometrical meaning in the sense that(
ψ ′
ψ
)′
(r) = −R(r)− [kg(r)]2 (r ∈ [r1, r2]).
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Let v be a stationary solution of (1.3). In order to determine the sign of λ1 (see (3.4)) we use as before φ = |∇g v| as a
test function. From (3.5) and (3.6) we ﬁnd
1
2
∮
∂D
∂
∂ν
|∇g v|2 dvg Rv
(|∇g v|)+ ∫
D
Ric(∇g v,∇g v)dV g . (3.8)
For “convex” domains, i.e. domains for which the second fundamental form of the boundaries is negative semideﬁnite, the
integral at the left-hand side is controlled by the following
Lemma 3.4. Let w ∈ C2(D) satisfy ∂w
∂ν = 0 on ∂D. Then
1
2
∂
∂ν
|∇gw|2 = II(∇gw,∇gw) on ∂D. (3.9)
Proof. The right-hand side of the above equality is well deﬁned, since by assumption ∇gw ∈ T p(∂D) for any p ∈ ∂D . Using
normal coordinates, it is easily seen that
1
2
∂
∂ν
|∇gw|2 = 1
2
∇ν |∇gw|2 = 〈∇ν∇gw,∇gw〉.
and
〈∇ν∇gw,∇gw〉 = w jiw jν i = wijwiν j = 〈∇∇g w∇gw, ν〉.
On the other hand,
〈∇gw, ν〉 = 0 ⇒ 〈∇∇g w∇gw, ν〉 = −〈∇∇g wν,∇gw〉 = II(∇gw,∇gw).
This proves the assertion. 
We are now in position to state the main result of this section.
Theorem 3.5. Let v be a nonconstant stationary solution of (1.3). Let Ricg(X, X) 0 in D for all X ∈ Rn, and suppose that the second
fundamental form of ∂D with respect to M is negative semideﬁnite. Then v is unstable.
Proof. From (3.8) and the previous lemma it follows that Rv(|∇g v|) 0, hence λ1  0. If λ1 = 0, as in the proof of Theo-
rem 3.1 we conclude that |∇g v| > 0 on M , thus v achieves its maximum on ∂M . On the other hand, by the homogeneous
Neumann boundary condition, the gradient ∇g v coincides on ∂M with the gradient ∇˜g(v|∂M), where ∇˜g denotes the gra-
dient on the submanifold ∂M with the induced metric g|∂M , and v|∂M denotes the restriction of v to ∂M . Let p ∈ ∂M be
such that
v(p) = max
M
v = max
∂M
v|∂M .
Then [∇˜g(v|∂M)](p) = (∇g v)(p) = 0,
a contradiction. Hence the conclusion follows. 
Exactly in the same way as Theorem 3.3 we prove
Theorem 3.6. Let
D := {(ψ(r) cos θ,ψ(r) sin θ,χ(r)) | (r, θ) ∈ [0,a] × (0,2π ]}
be an annular domain on a surface of revolution Sψ with parametrization (2.9) (r1  0 < a  r2). Let ψ(0) > 0, ψ(a) > 0. Suppose
that v is a radial stationary solution of (1.3) satisfying the Neumann boundary conditions v ′(0) = v ′(a) = 0. If
−
(
ψ ′
ψ
)′
= −ψ
′′
ψ
+
(
ψ ′
ψ
)2
 0,
then v is unstable.
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In this section we restrict ourselves to surfaces of revolutions. Assume that D ⊂ Sψ is a domain bounded by two circles
C0 and Ca , with ψ(0) > 0 and ψ(a) > 0. Furthermore, we suppose that condition (2.13) is satisﬁed.
This section is devoted to the proof of the following theorem, which is the counterpart of the previous Theorem 3.6.
Theorem 4.1. If for some Rˆ ∈ (0,a)(
ψ ′
ψ
)′
(Rˆ) > 0,
then there exists f ∈ C1(R) such that problem (1.3) admits a nonconstant asymptotically stable solution.
In the proof we follow the arguments used in [13] for a different differential operator. Some modiﬁcations are needed to
adapt Yanagida’s proof to our problem. Before we proceed to the construction of f let us state some technical lemmas. We
start with a Barta type inequality.
Lemma 4.2. Let v be a stationary solution of problem (3.1) in D with λ = 0. Let there exist a function w ∈ C2(D) ∩ C1(D) such that
w  0, w ≡ 0 in D and{
gw + f ′(v)w  0 in D
∂w
∂ν
 0 on ∂D.
Then v is asymptotically stable.
Proof. Let λ1 be the lowest eigenvalue of (3.1) and let ϕ be the corresponding eigenfunction. By equality (2.3) we have
0
∫
M
ϕ1
{
gw + f ′(v)w
}
dV g
=
∫
M
w
{
gϕ1 + f ′(v)ϕ1
}
dV g +
∫
∂M
{
ϕ1
∂w
∂ν
− w ∂ϕ1
∂ν
}
dvg
= −λ1
∫
M
wϕ1 dV g +
∫
∂M
ϕ1
∂w
∂ν
dvg > −λ1
∫
M
wϕ1 dV g .
Therefore λ1 > 0, thus by (3.3) the conclusion follows. 
Consider in a neighborhood of Rˆ four numbers R0 < R1 < R2 < R3. Since ψ ∈ C2(I), we can choose R0 and R3 such that(
ψ ′
ψ
)′
(s) > 0 for any s ∈ [R0, R3]. (4.1)
Let z1 = z1(s) be the solution of the Cauchy problem⎧⎨
⎩
[
(ψ z)′
ψ
]′
− Bz = 0 in [0, R1)
z(0) = 0, z′(0) = 1,
(4.2)
where
B > B := max[0,a]
∣∣∣∣
(
ψ ′
ψ
)′∣∣∣∣. (4.3)
Similarly let z2 = z2(s) be the solution of the Cauchy problem⎧⎨
⎩
[
(ψ z)′
ψ
]′
− Bz = 0 in (R2,a]
z(a) = 0, z′(a) = −1.
(4.4)
If necessary we shall write z1 = z1(s, B), z2 = z2(s, B) to stress the dependence of the solution on the parameter B .
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(i) z1 > 0 in (0, R1);
(ii) z1(·, B) is increasing in [0, R1) for any B > B;
(iii) z1(r, ·) is increasing on (B,∞) for any r in (0, R1);
(iv) limB→∞ z1(r, B) = ∞ for any r ∈ (0, R1).
Similarly, for the solution z2 of problem (4.4) the following holds:
(i’) z2 > 0 in (R2,a);
(ii’) z2(·, B) is decreasing in (R2,a) for any B > B;
(iii’) z2(r, ·) is increasing on (B,∞) for any r ∈ (R2,a);
(iv’) limB→∞ z2(r, B) = ∞ for any r ∈ (R2,a).
Proof. We prove only the statements concerning z1, the proofs for z2 being similar.
(i) Assume that there exists r˜ ∈ (0, R1) such that
z1(r˜) = 0, z1(s) > 0 for any s ∈ (0, r˜).
Then for some r¯ ∈ (0, r˜) we have
z1(r¯) = max[0,r˜] z1 > 0, z
′
1(r¯) = 0, z′′1(r¯) 0,
whence[
(ψ z1)′
ψ
]′
(r¯)− Bz1(r¯) = z′′1(r¯)+
ψ ′
ψ
z′1(r¯)+
[(
ψ ′
ψ
)′
− B
]
z1(r¯) < 0.
This contradicts the deﬁnition of z1, hence the claim follows.
(ii) Suppose on the contrary that there exist rˆ ∈ (0, R1) such that
z′1(r) > 0 for any r ∈ (0, rˆ), z′1(rˆ) = 0. (4.5)
Then necessarily z′′1(rˆ) 0. On the other hand, we have
z′′1(rˆ) = −
ψ ′
ψ
z′1(rˆ)−
[(
ψ ′
ψ
)′
− B
]
z1(rˆ) > 0
since by (i) z1(rˆ) > 0. This is a contradiction, thus z1 is increasing in (0, R1).
(iii) Set
s :=
r∫
0
ψ(τ )dτ , ζ1(s) := ψ(r)z1(r)
(
r ∈ [0, R1)
)
.
Then problem (4.2) for z1 reads⎧⎨
⎩ ζ¨1 −
B
ψ2
ζ1 = 0 in [0, s2)
ζ1(0) = 0, ζ˙1(0) = 1,
(4.6)
where the dot denotes differentiation with respect to s, ψ ≡ ψ(r(s)) and s2 :=
∫ R1
0 ψ(τ )dτ . It is easily seen that
ζ¨1(0) = 0,
...
ζ1(0) = B
ψ2(0)
.
Let B2 > B1 > B . Deﬁne
s¯ := sup{s˜ > 0 | ζ1(s, B1) < ζ1(s, B2) for any s ∈ (0, s˜)}.
By the above remarks there holds s¯ ∈ (0, s2). The claim will follow, if we prove that s¯ = s2.
Let on the contrary s¯ < s2. Then we have
ζ1(s¯, B1) = ζ1(s¯, B2), ζ˙1(s¯, B1) ζ˙1(s¯, B2).
On the other hand, integrating the ﬁrst equation of (4.6) over [0, s¯] gives
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s¯∫
0
ζ1(τ , B2)
ψ2(r(τ ))
dτ + B1
s¯∫
0
ζ1(τ , B2)− ζ1(τ , B1)
ψ2(r(τ ))
dτ > 0,
which is a contradiction. Hence s¯ = s2 and the claim thus follows.
(iv) Fix any B1 > B . Integrating the differential equation in (4.2) and using (ii) we get for any r ∈ [0, R1) and B  B1:
z1(r, B) = 1
ψ(r)
{
B
r∫
0
ψ(τ )
τ∫
0
z1(t, B)dt dτ +
r∫
0
ψ(τ )dτ
}
 1
ψ(r)
{
B
r∫
0
ψ(τ )
τ∫
0
z1(t, B1)dt dτ +
r∫
0
ψ(τ )dτ
}
.
The claim follows by letting B → ∞. 
Deﬁne
z(r) :=
{ z1(r) if r ∈ [0, R1),
z3(r) if r ∈ [R1, R2],
z2(r) if r ∈ (R2,a];
(4.7)
here z3 is any positive smooth function such that z is smooth at the points r = R1, r = R2. By its deﬁnition and Lemma 4.3(i),
the function z is smooth in [0,a] and
z > 0 in (0,a), z(0) = z(a) = 0. (4.8)
Lemma 4.4. Let the function z be deﬁned by (4.7). Then there exists f ∈ C1(R) such that the function
Z(r) :=
r∫
0
z(s)ds
(
r ∈ [0,a]) (4.9)
is a stationary nonconstant solution of problem (1.3).
Proof. Since z > 0 in (0,a), the function u = Z(r) is increasing in (0,a). Denote by r = Z−1(u) the inverse function, then
deﬁne
f (u) :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−Bu − 1 if u  0,
−
d{ψ[Z−1(u)]z[Z−1(u)]}
du
ψ[Z−1(u)]d[(Z−1)(u)]du
if 0< u < Z(a),
−Bu + B Z(a)+ 1 if u  Z(a).
(4.10)
In order to guarantee that f ∈ C1(R) we have to prove that f is smooth at u = 0 and u = Z(a). The smoothness at u = 0
will follow, if we can show that
f (u) = −Bu − 1 for any u ∈ (0, Z(R1)]. (4.11)
For that purpose, let us integrate the differential equation in (4.2) on (0, r) for any ﬁxed r ∈ (0, R1). We obtain
(ψ z)′
ψ
(r) = B Z(r)+ 1 for any r ∈ (0, R1). (4.12)
On the other hand, it is easily seen that
f
[
Z(r)
]= −[ z
ψ
(
ψ ′ + ψ
z
z′
)]
(r) = − (ψ z)
′
ψ
(r) = − (ψ Z
′)′
ψ
(r) (4.13)
for any r ∈ (0,a). Therefore, by (4.12)–(4.13) we have
f
[
Z(r)
]= −B Z(r) − 1 for any r ∈ (0, R1). (4.14)
Since Z is increasing, (4.14) holds in (0, Z(R1)]. Similarly it is seen that
f (u) = −Bu − B Z(a)− 1 for any u ∈ [Z(R2), Z(a)), (4.15)
which implies the smoothness of f at u = Z(a). Hence f ∈ C1(R).
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Z ′(0) = z(0) = 0= Z ′(a) = z(a)
and thus by (4.13) Z is a stationary solution to problem (1.3). Moreover, Z is nonconstant, for Z ′ = z > 0 in (0,a). Then the
conclusion follows. 
Now we are in position to prove Theorem 4.1.
Proof of Theorem 4.1. Let Z be the stationary nonconstant solution of problem (1.3) with the function f deﬁned by (4.10)
of Lemma 4.4. Deﬁne
w(r) :=
⎧⎨
⎩
z(r)−m1z(R0)(r − R1)3 if r ∈ [0, R1),
z(r) if r ∈ [R1, R2],
z(r)+m2z(R3)(r − R2)3 if r ∈ (R2,a],
with constants m1 > 0,m2 > 0 to be chosen later. Observe that w > 0 in [0,a]. Furthermore, recall that z, hence w depends
on the parameter B in problems (4.2) and (4.4).
We have (see (2.13))
∂w
∂ν
(0) = −w ′(0), ∂w
∂ν
(a) = w ′(a).
Next we shall prove the following
Claim. There exist m1 > 0, m2 > 0 and B > 0 satisfying (4.3) such that⎧⎨
⎩
(ψw ′)′
ψ
+ f ′(Z)w < 0 in (0,a),
w ′(0) < 0, w ′(a) > 0.
(4.16)
In order to establish the ﬁrst inequality in (4.16), we think of the interval (0,a) as the disjoint union (0,a) = (0, R1) ∪
[R1, R2] ∪ (R2,a). Recall that by deﬁnition z = z1 in (0, R1) and z = z2 in (R2,a). Observe that for any r ∈ (0, R1) ∪ (R2,a)
we have by (4.11) and (4.15)
f ′
(
Z(r)
)= −B
and by (4.2) and (4.4)
(ψ z′)′
ψ
− Bz = −
(
ψ ′
ψ
)′
z.
This together with the deﬁnition of w yields for any r ∈ (0, R1)
(ψw ′)′
ψ
+ f ′(Z)w = (ψw
′)′
ψ
− Bw
= −
[(
ψ ′
ψ
)′
z
]
(r)+m1z(R0)(R1 − r)
[
6+ 3
(
ψ ′
ψ
)
(r)(r − R1)− B(r − R1)2
]
. (4.17)
Let us prove that the right-hand side of the above expression is negative in (0, R1) = (0, R0) ∪ [R0, R1). For this purpose
observe that:
• in (0, R0) there holds
−
[(
ψ ′
ψ
)′
z
]
(r)
∣∣∣∣
(
ψ ′
ψ
)′
z
∣∣∣∣(r) Bz(R0)
(with B deﬁned in (4.3)), since z = z1 is increasing by Lemma 4.3(ii);
• in [R0, R1) we have
−
[(
ψ ′
ψ
)′
z
]
(r)−Bz(r)−Bz(R0),
where
B := min[R0,R1]
(
ψ ′
ψ
)′
.
Notice that B > 0 by (4.1)); moreover, Lemma 4.3(ii) has been used again.
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−
[(
ψ ′
ψ
)′
z
]
(r)+m1z(R0)(R1 − r)
[
6+ 3
(
ψ ′
ψ
)
(r)(r − R1)− B(r − R1)2
]
 z(R0)
{
B +m1R1
[
3(C R1 + 2)− B(R0 − R1)2
]}
, (4.18)
where
C := max[0,a]
∣∣∣∣ψ ′ψ
∣∣∣∣.
Similarly, in [R0, R1) we have:
−
[(
ψ ′
ψ
)′
z
]
(r)+m1z(R0)(R1 − r)
[
6+ 3
(
ψ ′
ψ
)
(r)(r − R1)− B(r − R1)2
]
 z(R0)
[−B +m1R1(6+ 3C R1)]. (4.19)
It is easily seen that the right-hand sides of inequalities (4.18), (4.19) are both negative if
B max
{
B,3
(
1+ B
B
)
C R1 + 2
(R0 − R1)2
}
and m1 := B
3R1(C R1 + 2) .
Then from (4.17)–(4.19) we obtain that
(ψw ′)′
ψ
+ f ′(Z)w < 0 in (0, R1]. (4.20)
It is similarly seen that
(ψw ′)′
ψ
+ f ′(Z)w < 0 in (R2,a); (4.21)
we leave the details of the proof to the reader.
Now consider the interval [R1, R2]. Since Z is a stationary solution of problem (1.3), in [R1, R2] there holds
Z ′′ + ψ
′
ψ
Z ′ + f (Z) = 0.
Differentiating the above equality and recalling that Z ′ = z (see (4.9)) we obtain
z′′ + ψ
′
ψ
z′ + f ′(Z)z = −
(
ψ ′
ψ
)′
z in [R1, R2].
The right-hand side of the above equality is negative in [R1, R2] by inequality (4.1), thus
(ψw ′)′
ψ
+ f ′(Z)w = (ψ z
′)′
ψ
+ f ′(Z)z < 0 in [R1, R2]. (4.22)
From (4.20)–(4.22) we conclude that the ﬁrst inequality of (4.16) is satisﬁed. It remains to prove the inequalities
w ′(0) < 0, w ′(a) > 0. For this purpose it suﬃces to observe that
w ′(0) = 1− 3m1z(R0)R21 < 0, w ′(a) = −1+ 3m2z(R3)(a − R2)2 > 0
for B suﬃciently large, since by Lemma 4.3(iv) and (iv’)
z(R0) = z1(R0, B) → ∞, z(R3) = z2(R3, B) → ∞ as B → ∞.
This completes the proof of the Claim. Then by Lemmas 4.2 and 4.4 the function Z is a stable nonconstant stationary
solution of problem (1.3) with f given by (4.10). Then the conclusion follows. 
5. Examples
For the ﬁrst example we need the analogue of Theorem 3.3 for model manifold, whose proof is identical.
Proposition 5.1. Let Mσ be any 2-dimensional model manifold such that(
σ ′
σ
)′
(ρ) 0 for any ρ ∈ (0, R0). (5.1)
Then Mσ has no patterns.
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(c) the hyperbolic plane H2.
(a) In this case σ(ρ) = ρ , thus(
σ ′
σ
)′
(ρ) = − 1
ρ2
< 0.
(b) In this case σ(ρ) = sinρ , thus(
σ ′
σ
)′
(ρ) = − 1
(sinρ)2
< 0.
(c) In this case σ(ρ) = sinhρ , thus(
σ ′
σ
)′
(ρ) = − 1
(sinhρ)2
< 0.
Proposition 5.1 applies to all cases mentioned above. Notice that Theorem 3.1 applies to (a)–(b) since the Ricci curvature
is nonnegative. This is not the case for (c). Therefore, the unit geodesic ball of the hyperbolic plane H2 is a manifold of
negative Ricci curvature which does not admit patterns. This proves that condition (H2) is suﬃcient, but not necessary.
Example 5.2. Let Sψ be a surface of revolution in R3 with
ψ(r) = r
4(1+ r2)
(
r ∈ [0,1]).
An elementary calculation shows that
R(r) = −ψ
′′(r)
ψ(r)
= − 6
1+ r2 < 0
(
r ∈ [0,1]),
thus condition (H2) is not satisﬁed (see (2.12)). However,(
ψ ′
ψ
)′
(r) = − r
2(1+ r2)2
1+ 3r4
(
r ∈ [0,1]).
Then Theorem 3.6 applies, which implies nonexistence of patterns of problem (1.3) in this case.
Example 5.3. Let Sψ be a surface of revolution in R3 with
ψ(r) = 6r
2 − r4 + 1
16
(
r ∈ [0,2]).
It is easily seen that
R(r) = −ψ
′′(r)
ψ(r)
= − 12(1− r
2)
6r2 − r4 + 1 < 0
(
r ∈ [0,1]),
so that thus condition (H2) is not satisﬁed. On the other hand, there holds(
ψ ′
ψ
)′
(0) = 12 ⇒
(
ψ ′
ψ
)′
(r) > 0 for any r ∈ [0, r¯),
for some r¯ > 0. Then by Theorem 4.1 the surface Sψ admits patterns.
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