ABSTRACT The fast-growing healthcare big data plays an important role in healthcare service providing. Healthcare big data comprise data from different structured, semi-structured, and unstructured sources. These data sources vary in terms of heterogeneity, volume, variety, velocity, and value that traditional frameworks, algorithms, tools, and techniques are not fully capable of handling. Therefore, a framework is required that facilitates collection, extraction, storage, classification, processing, and modeling of this vast heterogeneous volume of data. This paper proposes a healthcare big data framework using voice pathology assessment (VPA) as a case study. In the proposed VPA system, two robust features, MPEG-7 low-level audio and the interlaced derivative pattern, are used for processing the voice or speech signals. The machine learning algorithms in the form of a support vector machine, an extreme learning machine, and a Gaussian mixture model are used as the classifier. In the experiments, the proposed VPA system shows its efficiency in terms of accuracy and time requirement.
I. INTRODUCTION
An increasing number of sensors, smart phones, wearable or portable/implantable devices are being used to provide healthcare services at home and in hospitals. These services produce a huge amount of disparate healthcare data, including structured (e.g., electronic health records; EHRs), semi-structured (physician-to-patient, and patient-to-patient communication through email, social media, and web) and unstructured (clinical notes, claims and informal texts) data. This so-called 'big data' comes in different forms such as text, images, audio, and video. Being so broad and complex, traditional healthcare data analysis or processing techniques, algorithms or frameworks, may be unable to handle big data [1] properly to provide useful insights into the healthcare industry.
The development of an increasing number of healthcare technologies and services, healthcare big data [2] - [13] , [15] has attracted attention from academia and industry to understand patients, to predict diseases, to make clinical decisions and to conduct research into better patient care. Chen et al. [1] discussed some open issues in big data, including the standardization and format of big data, big data transfer and processing, searching and mining of big data, and management of services. Andreu-Perez et al. [2] presents an overview of big data in healthcare [3] . A review of healthcare big data can be found in [4] ; mobile cloud computing and big data analytics [5] have been envisioned. Trustworthiness [6] is a concern while processing healthcare big data over the cloud. Chen et al. [7] describes a framework in which the cloud and big data analytics are intended for use in health monitoring. Some healthcare data (e.g., voice data and other multimedia) need to be processed and classified as a stream in real-time, in this case by a powerful algorithm [14] and effective analytics are required. Hu et al. [8] proposes a diagnostic model for outpatient doctors using healthcare data analytics; support vector machines (SVMs) and neural networks are used for classifications. There are few studies of voice pathology assessment in a big data platform. For example, a health monitoring system has been proposed using the Internet of Things [9] ; however, the proposed system is not entirely based on voice pathology assessment. A throat polyp detection system based on compressed big data has also been developed [10] ; however, the influence of heterogeneous healthcare big data remains unclear.
To handle a large amount of heterogeneous healthcare data, utmost care and a sophisticated algorithm are required, to process the data properly without loss of information. There can be thousands of hospitals and medical centers connected to a large medical network; however, the data structures used by the institutions may vary, and data can easily be lost. In this paper, we study the case of voice pathology assessment. Whereas typical patient information can be stored in a text format, voice data is captured using microphones, video cameras or high-speed cameras attached to smart devices or personal computers. Voice or speech data (known as the 'speech signal') of the patients can be individual phonemes (e.g., /a/, /i/ or /o/), a combination of phonemes, isolated words or continuous speech. Managing all these variables to develop a reliable system needs special attention for feature extraction and classification. We, therefore, propose a voice pathology assessment (VPA) system using big data, to be deployed in a health monitoring system. MPEG-7 low-level audio features [16] and the interlaced derivative pattern (IDP) [17] are non-linearly combined to produce a set of robust features in the proposed system. At the classification stage, a combination of stochastic, shallow, and deep learning methods is used. In particular, we utilize the Gaussian mixture model (GMM), SVM, and extreme learning machine (ELM) for classification. The proposed system makes two key contributions. First, non-linear combination of two complementary sets of features, and second, making a decision based on the majority voting on three state-of-the-art classification techniques. The system can easily manage our data, because the features are not affected by recording equipment or environment. These features can also extract relevant information even from unstructured data. A combination of the three machine learning algorithms is used to remove some uncertainty at the classification stage.
The remainder of this paper is organized as follows. Section II describes the proposed big healthcare data framework that uses the voice pathology assessment (VPA) as a case study. Section III presents the experiments, results, and discussion Finally, Section IV concludes the paper.
II. PROPOSED HEALTHCARE BIG DATA FRAMEWORK A. HEALTHCARE BIG DATA SOURCE ECO SYSTEM
Healthcare big data is a revolutionary tool in the healthcare industry, and is becoming vital in current patient-centric care. Owing to the massive growth of data in the healthcare industry, diverse data sources have been aggregated into the healthcare big data ecosystem. These data sources are is used by a healthcare provider to enable him or her to make decisions and provide appropriate care. Major data sources, along with the challenges involved, are discussed below:
1) Physiological data. Owing to the complication, dimensionality and noise of the collected images, efficient image processing methods are required to provide clinically suitable data for patient care. 4) Sensed data from patients are collected using different wearable or implantable devices, environmentmounted devices, ambulatory devices, and sensors and smart phones from home or in hospitals [11] . The sensed data forms a key part of healthcare big data, as these sensors are used to capture critical events or provide continuous monitoring. However, sensed data must be collected, pre-processed, stored, shared and delivered correctly in a reasonable time to be of use to healthcare providers when making clinical decisions. Owing to the enormous volume of data collected, automated algorithms are required to reduce noise and to allow for the deployment with big data analytics so that computation time can be reduced. Moreover, it is a challenge to collect and collate multimodal sensed data from multiple sources at the same time. 5) Clinical notes. The clinical notes, claims, recommendations, and decisions constitute one of the largest unstructured sources of healthcare big data. Owing to the variety in format, reliability, completeness, and accuracy of the clinical notes, it is challenging to ensure the health care provider has the correct information. Efficient data mining and natural language processing techniques are required to provide meaningful data. VOLUME 4, 2016 FIGURE 1. Big healthcare data source ecosystem.
6) Gene data. The genome data makes a major contribution to healthcare big data. The human genome has a huge number of genes; collecting, analyzing, and classifying data on these genes has taken years. These gene data have now been integrated from the genetic level to physiological level of a human being. 7) Social media data. Social media connect healthcare professionals and patients outside their clinics, hospitals, and homes through machine-to-machine, physician-to-patient, physician-to-physician, and patient-to-patient communications. Patients with similar symptoms and diseases can share their experiences through social media to get ad-hoc counselling, which constitutes a big data problem. Based on study [18] , 80% of unstructured data comes social media. Messages, trending medical images, location information, and other features of social media contribute to healthcare big data. For example, social media has recently been used for investigating depression and suicide rates using real-time emotional state analysis from Twitter [19] . Because of the heterogeneous nature of social healthcare media data, it is difficult to conduct data analysis and provide meaningful data to healthcare big data stakeholders. Thus, this data needs to be appropriately mined [20] , analyzed and processed to improve the quality the healthcare services in healthcare providers. Figure 2 shows the high-level system architecture and data flow of healthcare big data. A typical healthcare big data solution utilizes only selected parts of this architecture, based on their desired functionality. Big healthcare data is contributed to by various data sources. From these data sources, relevant information is sent to the healthcare cloud datacenters for analysis by a big data application. The data is delivered through intermediate communication and processing, where it has been pre-processed for noise reduction, unreliability, inconsistency, and analog-to-digital conversion. Sometimes this pre-processing is done based on the opinion of the healthcare professionals. With the increasing volume of collected data extracted from heterogeneous sources, it is necessary that this large dataset should be stored in a database or a distributed file system for aggregation or processing by different healthcare stakeholders. In the aggregation phase, at first, the feature is extracted from the original data (e.g., signal) and then further processed by classification, normalization, fusion, or modelling. The features can be extracted based on the advice of healthcare professionals or domain experts. Then processed data (as training) and test data are fed through the machine learning algorithm. Training is sometimes based on previous historical data. Classification algorithms have the potential to detect abnormalities, such as with voice pathology detection, or to assist with diagnosis as a reference for physicians.
B. HIGH-LEVEL SYSTEM ARCHITECTURE
A popular platform for parallel programming is Google's MapReduce, which is characterized by its sophisticated techniques of load balancing and fault tolerance. Apache Hadoop's big data platform can implement the MapReduce algorithm for healthcare big data analysis [21] . MapReduce is used in processing healthcare data where response time is not so critical. For large healthcare data, the MapR (MapReduce version 2) can be used for implementing machine learning algorithms, to provide useful and accurate data for improved patient care. However, for the fast processing as well as for continuous streaming of data, Apache Spark [22] may be used. It has a set of Application program interfaces (APIs) for machine learning. After data processing, the meaningful healthcare data recommendations are sent to the relevant stakeholder.
C. PROPOSED VPA SYSTEM Figure 3 shows a block diagram of the proposed VPA system. A cloud server receives the medical data from many different hospitals and clinics. In this paper, we mainly focus on speech signals from patients with or without vocal fold pathology. The speech signals are processed on the cloud server. For feature extraction, we adopt two methods, MPEG-7 low-level audio and IDP, which are complementary in nature. These two methods are then normalized and fused to produce a robust set of features. These features are fed into a classification unit in the cloud. In the classification unit, three machine learning algorithms, SVM, GMM, and ELM, are used. A ranking system based on the scores from these algorithms is introduced to provide a classification. The major components of the system are described below.
1) HOSPITAL DATA
The hospital data for the VPA may vary in many ways. As we are concerned with only speech signals, we focus on the diversity of these signals captured in many hospitals. The speech signals may contain only sustained vowels /a/, /i/, or /o/, or a combination of them. Alternatively, they may contain more complex speech such as whole words, phrases, or sentences from a conversation, spontaneous speech, or reading aloud. Therefore, speech signals differ in both content and length. Speech signals may be recorded by different media and can be captured in different environments, such as in a sound-treated room or in a normal office room. The sampling frequencies may also differ. For each patient, there is information about gender, age, smoking or non-smoking, weight, diagnosis, severity, and so on; however, some fields in this information may be missing. This results in a very large volume of data that are then transferred to the cloud for processing. At the processing stage, we process only voice or speech signals; EHR data are kept in a separate index. Due to the unstructured nature of the data, we also have to filter out the poor quality or incorrectly labeled samples; this should be done at least for the training data.
2) FEATURE EXTRACTION
As the nature of the data is heterogeneous, we need to be careful for feature extraction. There are many feature extraction techniques involved in the VPA. These include Mel-frequency cepstral coefficients (MFCC) [23] , multidimensional voice program (MDVP) [24] , MPEG-7 low-level audio descriptors [25] , IDP [26] , and glottal noise parameters [27] . Each of them has its own advantages and disadvantages; however, after a careful consideration, we find that both the MPEG-7 audio features and the IDP features provided good results in the literature, and they are not too much affected by the diversity of the recorded signals. Therefore, we adopt these two features in the proposed assessment. It can be noted that these two feature extraction techniques provide different types of information to the classifier, and hence, can be complementary to each other.
a: MPEG-7 LOW-LEVEL AUDIO FEATURES
The low level audio features of MPEG-7 were originally designed to detect events in an audio signal [16] . Since then they are used in many audio and speech processing applications including environment detection [28] , voice pathology detection, and speaker identification. Some of the features are scaler, and the rest are vector. A list of scaler and vector (with size) MPEG-7 low-level audio features [16] is given in Table 1 . Audio waveform, audio power, and temporal centroid are temporal features, while the rest are spectral features.
As the voice pathology occurs due a malfunction in the vocal folds, more information about the pathology can be found in a voice signal or in the voiced part of a speech signal. Therefore, we apply a voice activity detection module to identify the voiced part in the speech signal. Features are extracted only in the voiced parts. In this way, the features will be more meaningful for distinguishing normal voices from pathological voices. For example, a normal voice will have more harmonic components than a pathological voice will have. Therefore, audio harmonicity (AH) feature will return a high value for normal voices compared with pathological voices. Similarly, audio spectrum spread (ASS) will be more in pathological voices than in normal voices.
The MPEG-7 features are calculated frame by frame. There are several parameters that need to be set while extracting the features. Table 2 gives these parameters values in the proposed system. The frame size is set to 40 milliseconds (ms) and the overlapping between the successive frames is 50%. The filters are spaced in a logarithmic scale, where the lowest edge is 250 Hz, and the highest edge is 12.5 kHz. The frequency resolution is 4 octaves per band. The mode 'instantaneous' means that the features are calculated at frame level. Figure 4 shows the discrimination capability, in terms of scatter plot, of two MPEG-7 features at a time. For example, (a) shows a scatter plot between ASC and ASS for normal and pathological samples. Most of the normal samples can be separated from most of the pathological samples; however, some samples overlap or cannot be separated. 
b: IDP FEATURES
The IDP features were first introduced in image processing applications [29] . They have been successfully applied to speech recognition [17] and voice pathology detection [26] . The IDP features have several interesting characteristics, which include a compact representation of second-order derivatives on four directions (time, frequency, time-frequency positive direction, and time-frequency negative direction), and a good encoding of time-frequency variations. The steps of calculating IDP features are as follows:
Step 1: Divide the signal into frames (we use frame size of 40 ms) and multiply the frames by a Hamming window.
Step 2: Apply a Fourier transform to convert the signal into the frequency domain.
Step 3: Apply a 24 band-pass filters, whose center frequencies are spaced on a Bark scale. Take logarithms on the outputs of the filters.
Step 4: Measure the IDP for each frame [26] . Figure 5 shows the time-domain signal and the IDP representation of a normal sample and a pathological sample. From the figure, we see that, for the normal sample, the higher filters (representing higher frequency) have low energy. On the other hand, for the pathological sample, the energy is distributed throughout the filters, even high energy can be found in higher filters. This demonstrate the discrimination capability of the IDP features for voice pathology assessment.
c: FEATURE FUSION
As the MPEG-7 features and the IDP features are complementary in nature, we fuse them non-linearly to obtain a maximum performance. First, we normalize the features, because they are obtained from signals captured at different types of environments and by various types of microphones. Second, we introduce a parameter, alpha, as a weight to the MPEG-7 features and the IDP features. If the value of alpha is set to zero, there will be no contribution of the MPEG-7 features, while if it is set to one, there will be no contribution of the IDP features. Therefore, the value of the alpha ranges between zero and one. We increment the value of alpha by 0.1.
3) CLASSIFICATION
We use three machine learning algorithms, each of which is of different characteristics, in the proposed system. The classifiers that we use are the SVM, the ELM, and the GMM. A simple description of these algorithms are provided below.
a: SVM
The SVM has been intensely used in the literature for many two-class problems because of its flexibility for determining the threshold for separating the classes, good generalization of out-of-samples, producing a unique solution contrary to other forms of the neural networks. In the SVM, a kernel function is used to map the features from a lower to a higherdimensional space to find an optimal hyperplane to separate the samples of the classes. There are three basic kernel functions in the SVM, which are linear, polynomial, and radial basis function (RBF). The polynomial kernel of order n can be written as follows. Where, x a and x b are the samples of the two classes a and b, and γ is the parameter to be tuned using training samples. In our system, we use the order to be 3.
The RBF kernel can be expressed as follows.
The ELM is a powerful machine learning algorithm [30] , and it has several important properties including (i) it is fast, (ii) the solution is dense, and (iii) the feature mapping can be in an infinite or a finite space. If there are M number of hidden neurons in the ELM, bias b j of the j-th hidden neuron, input weight is a j and the output weight is θ j , then the output function o(x) of x training samples can be calculated as follows.
is the mapping function of the ELM. There are three commonly used mapping functions, which are expressed as follows.
Sigmoid function: (a, b, x) = The GMM is a stochastic modeling technique, which is frequently used in speech processing applications such as speech recognition, speaker recognition, and environment detection. The GMM-based approach is fast during testing, because the models are represented by a few number of parameters. In this approach, each class is modeled by a GMM having several Gaussian mixtures. The number of mixtures varies depending on the hidden variables. In our proposed method, we tried with different number of Gaussian mixtures.
d: RANKING
The classifiers are fused at the decision level by a majority voting criteria. If two or more classifiers' decisions are pathological, then the final decision is pathological. This will eliminate any unfortunate misdiagnosis of a single classifier.
III. RESULTS AND DISCUSSION
A number of experiments were carried out to check the performance of the proposed VPA system. For the experiments, we collected data from the Massachusetts Eye and Ear Infirmary (MEEI) database [31] , and the Saarbruecken Voice Database (SVD) [32] . There are data from more than 600 patients and 53 non-patients in the MEEI database, and approximately 1800 of each in the SVD. We adopt a 5-fold cross validation approach, where the total data are divided into five groups. We have five iterations, and in each iteration, four groups are trained and the remainder tested. At the end of the fifth iteration, all the groups are tested. We resampled all the signals to 16 kHz. All the data in the MEEI database and the SVD are already filtered and labeled.
First, we tried with the three kernels in the SVM to find the best one in the system. In this case, we did not fuse the two types of the features (MPEG-7 and IDP), and we used only the SVM as the classifier. Figure 6 shows the accuracy. From the figure, we see that the RBF kernel performed the best for both the features. The highest accuracy (71.3%) was obtained with the IDP features and RBF kernel of the SVM. Next experiment was to check the performance of three different mapping functions of the ELM in the system. Only the ELM was used as the classifier. Figure 7 shows the accuracy of the systems using different mapping functions of the ELM. The Gaussian mapping function achieved the best accuracy, and with the IDP features and the ELM with the Gaussian mapping function the accuracy was 80.4%.
The last experiment to find the parameters in the classifier was with the GMM. We tried with different number of Gaussian mixtures, and the results are shown in Figure 8 . The best performance was obtained with 16 mixtures, and the accuracy in this case was 65.4% using the IDP features. In the subsequent experiments, we fixed the RBF as the kernel of the SVM, Gaussian mapping function as the mapping function of the ELM, and 16 mixtures for the GMM.
When fusing the two types of the features, we introduce a parameter, alpha, as described before. Figure 9 shows the effect of alpha on the accuracy of the system. For each of the classifiers, the optimal value of the alpha lies between 0.3 and 0.4. It means that the IDP features are contributing more than the MPEG-7 features towards a better accuracy. From the figure, we also find that the ELM performs better than the SVM and the GMM. With alpha = 0.4, the ELM achieved 80.4% accuracy, the SVM had 73.2%, while the GMM obtained 70.4% accuracy.
The overall accuracy of the proposed VPA system was 95.6%. In this case, the fusion of the features and the ranking of the classifiers were taken into account (see Figure 3 ). This accuracy is reasonable considering the heterogeneous nature of the big data available in different hospitals. The processing time during testing of each sample was 1.1 seconds in the server. This time is very much in line with the real-time applications.
IV. CONCLUSION
This paper presents a healthcare big data VPA framework, where data are generated from various data sources ranges from heterogeneous healthcare providers to consumers. The VPA uses voice or speech signals. The system includes the MPEG-7 audio features and the IDP features to process the signals. These two types of features are fused in a nonlinear way. We adopt a ranking criterion between the machine learning algorithms, the SVM, the ELM, and the GMM, to classify the signal as normal or pathological. In the experiments, we found that the combination between the IDP features and the ELM classifier was more contributing more than the other combinations. The overall system achieved more than 95% accuracy, and the processing time for each sample was just over a second. We focused on VPA using big data as a case study. Our methods can be extended to other types of assessments or predictions using electrocardiograms, mammograms, or other data. All these assessments can be made robust by incorporating machine learning algorithms as we did in this study.
