We investigated whether observers use rate of change of curvature in visually extrapolating contour shape. Arcs of Euler spirals with positive or negative rate of change of curvature c (hence linearly increasing or decreasing curvature) disappeared behind the straight-edge of a half-disk occluder. Observers adjusted the position and the orientation of a line probe around the curved portion of the occluder to optimize the percept of extrapolation. These paired measurements were obtained at multiple distances from the point of occlusion in order to map out the extended shape of visually extrapolated contours. An Euler-spiral model was fit to the extrapolation data corresponding to each inducing contour. Maximum-likelihood estimates of extrapolation rate of change of curvatureĉ were consistently found to be negative, indicating that visually extrapolated contours are characterized by decaying curvature, irrespective of whether inducer curvature is increasing or decreasing as it approaches the occluder. Moreover, extrapolationĉ was found to exhibit no systematic dependence on inducer c. The results indicate that the visual system does not extrapolate rate of change of contour curvature. They support a Bayesian model of contour extrapolation, in which the decay in extrapolation curvature derives from an interaction between a likelihood bias to continue estimated contour curvature, and a prior bias to minimize contour curvature. Rate of change of curvature does not play a role.
1. Introduction
Contour completion
A fundamental problem faced by the visual system is the fragmentary nature of the retinal inputs. Large portions of object boundaries are often missing in the retinal imageseither due to partial occlusion or because of insufficient local image contrast. Occlusion, in particular, poses a ubiquitous problem given the multiplicity of objects in the world and the loss of one spatial dimension during image projection (see Fig. 1a ). In order to compute object and surface structure from fragmented image data, the visual system must solve two related problems. It must determine whether disparate image elements are in fact part of a single continuous contour/surface (the grouping problem); and, if so, what shape it has in the missing portions (the shape problem).
There has been a great deal of research on the grouping problem in a number of different contexts, including partly occluded contours (Fig. 1a) , illusory contours (Fig. 1b) , and discretely sampled contours-either sampled at dots (Fig. 1c) or at oriented line segments (Fig. 1d) . Research on partly occluded contours and illusory contours has investigated the geometric conditions under which contour fragments belonging to distinct image regions are seen as belonging to a single perceptually completed contour 0042-6989/$ -see front matter Ó 2006 Elsevier Ltd. All rights reserved. doi:10.1016/j.visres.2006.11.022 (Anderson, Singh, & Fleming, 2002; Fantoni & Gerbino, 2003; Guttman & Kellman, 2004; Heitger, von der Heydt, Peterhans, Rosenthaler, & Kü bler, 1998; Kanizsa, 1979; Kellman & Shipley, 1991; Kubovy & Gepshtein, 2000; Ringach & Shapley, 1996; Singh & Hoffman, 1999; Takeichi, Nakazawa, Murakami, & Shimojo, 1995) . Similarly, research on sampled contours (and contours embedded in noisy images) has investigated the geometric constraints that underly the grouping of discrete local elements-e.g., dots, line segments, Gabor patches-into extended contours (Caelli & Umansky, 1976; Feldman, 1997 Feldman, , 2001 Field, Hayes, & Hess, 1993; Geisler, Perry, Super, & Gallogly, 2001 ; Kovacs & Julesz, 1993; Pettet, McKee, & Grzywacz, 1998; Pizlo, Salach-Goyska, & Rosenfeld, 1997; Smits & Vos, 1987; Uttal, 1973) , as well as how these constraints relate to the statistics of natural images (Elder & Goldberg, 2002; Geisler et al., 2001; Sigman, Cecchi, Gilbert, & Magnasco, 2001) . The visual system's prior ''expectations'' about the distribution of relative orientations along contours have thus been investigated largely from the point of view of the grouping problem-i.e., based on whether, and how strongly, a set of discrete local elements group perceptually into the representation of a single extended contour.
By contrast, there has been relatively little psychophysical work on measuring the precise shapes of visually completed contours. The visual system faces a difficult problem in interpolating the shapes of ''missing'' portions of contours, because the problem is so highly underconstrained: Given a pair of inducing contours in an occlusion context, such as in Fig. 2a , there are infinitely many curves that could, in principle, smoothly interpolate between them. The fact that observers perceive only a very small subset of these possible solutions, entails that the visual system must impose strong geometric constraints in solving this problem.
Because visually completed contours are, by definition, synthesized by the visual system (being entirely absent in the images themselves), their shapes can reveal a great deal about the visual system's assumptions and constraints concerning contour shape-and hence about the underlying mechanisms of shape representation. The measurement of the detailed shape of partly occluded contours thus provides a unique, and largely untapped, opportunity to investigate the general shape constraints embodied in the visual processing of contours.
In the context of partly occluded contours, the contour shape interpolated between two contour segments (see Fig. 2a ) has sometimes been measured using simple summary measures, such as the location of the extremal-e.g., highest-point along an interpolated contour segment (Guttman & Kellman, 2004; Takeichi, 1995) , the estimated number of inflection points on an interpolated segment , ratings of its degree of 'roundedness' (Fantoni & Gerbino, 2003) , or matching the overall degree of smoothness Singh, 2004) . Although these measures are sufficient to demonstrate that specific image variables influence the shape of visually interpolated contours, they do not provide a detailed representation of the perceived contour-which may then be analyzed for its extended shape. (See Anderson & Barth (1999) , however, for a method that obtains positional measurements at multiple locations along a dynamic illusory contour.)
In the context of dot-sampled contours, a systematic investigation of interpolation performance has been carried out by Maloney, Landy, and colleagues (Hon, Maloney, & Landy, 1997; Warren, Maloney, & Landy, 2002 , 2004 . These researchers studied visual interpolation across gaps in linear and parabolic contours by having observers adjust the position of a probe dot so that it would appear to lie on the (invisible) smooth curve passing through the remaining dots (see Fig. 1c ). They found that observers' settings were highly accurate, with no systematic bias away from the underlying linear and parabolic curves. Even in the case of parabolas rotated in 3D, the largest errors were only about 4 times larger than those expected based on a three-dot vernier-acuity task in the fronto-parallel plane (Klein & Levi, 1987; Warren et al., 2002) . They found, however, an associated cost of curvature in that setting a b Fig. 2 . Illustrating the highly unconstrained nature of the shape problem in the context of (a) interpolation between two contour segments, and (b) extrapolation of a contour segment. Fig. 1 . Different contexts within which the problems of grouping and shape have been studied: (a) partial occlusion, (b) illusory contours, (c) contour integration from dot elements, and (d) contour integration from oriented elements. In each case, the visual system must determine (i) the likelihood that disparate local fragments are in fact part of continuous contour (the grouping problem), and (ii) what the shape of the contour is in the missing regions (the shape problem).
variability was significantly greater for the parabola than for the line. Finally, two of their results made it clear that interpolation performance is determined relatively locally:
(1) increasing the number of dots beyond 4 (to 6 or 8) did not significantly improve performance (Warren et al., 2002) , and (2) interpolation settings of the probe dot were influenced only by the perturbation of the two nearest dots on each side; perturbing farther dots had hardly any influence on the settings (Hon et al., 1997; Warren, Maloney, & Landy, 2004) . This locality of the human visual spline is consistent with Feldman's (1997) hypothesis that the visual system analyzes sampled contours through local windows containing four consecutive dots each.
Shape constraints
The current study focuses on the context of contour extrapolation (see Fig. 2a ). Extrapolation was taken as a starting point for a number of reasons. First, extrapolation is a critical component of the more general problem of shape interpolation: an interpolating contour must both smoothly extrapolate each inducing contour, as well as smoothly connect the two extrapolants (Ullman, 1976; Fantoni & Gerbino, 2003) . More importantly, extrapolation provides an ideal context within which to investigate the geometric properties that the visual system uses in continuing the shape of a contour. Specifically, our goal is to characterize the notion of ''good continuation'' of a contour in formal terms, by addressing the two following questions:
(1) What geometric properties (curvature, rate-of-change of curvature, etc.) of a contour does the visual system use in extrapolating its shape? (2) How does it use and combine these variables to define the extended shape of a visually extrapolated contour?
Work in computational vision has proposed two shape constraints in solving the shape completion problem, that bear on these questions. The first is that an interpolating contour must minimize the total curvature R j 2 ds along its length. This constraint has its roots in the theory of elasticity, where the total curvature is referred to as a curve's ''bending energy'' (Euler, 1744 (Euler, /1952 Love, 1927) . Minimizing this energy leads to a class of curves known as elastica-curves that are ''as straight as possible'' given the boundary conditions imposed by the physically specified edges, and the requirement of smoothness. Elastica have often been used in computer vision for interpolating contours between pairs of contour segments (Horn, 1983; Mumford, 1994) . The second constraint involves the minimization of variation in curvature R ð dj ds Þ 2 ds. Rather than penalizing curvature per se, this constraint penalizes changes in curvature (e.g., Barrow et al., 1981; Kimia, Frankel, & Popescu, 2003; Singh & Hoffman, 1999) . As a result, the contours tend locally toward being as close to circular as the boundary conditions will allow, and generate a class of curves known as Euler spirals-characterized by a linear variation in curvature as a function of arc length (Kimia et al., 2003) . There is indeed a history of work attributing a special status to circular arcs in contour interpolation and curve detection in noisy images. Ullman (1976) , for instance, modeled the shapes of illusory contours with the combination of two circular arcs that respectively extrapolate the tangents of the two inducing contours, and meet with continuous tangents. In the context of curve detection, Parent and Zucker (1989) introduced the notion of edge co-circularity-i.e., tangency to a common circleand used it to compute the strength of grouping between oriented image elements. The closer two edges are to being cocircular, the more strongly they are grouped.
The respective contributions of the above two constraints in determining the extended shapes of contours interpolated by the visual system have, to our knowledge, not been investigated. There is, however, psychophysical evidence for the instantiation of local versions of these constraints in the context of discretely sampled contours. In particular, observers' ability to visually integrate discrete local elements into contours is found to deteriorate systematically with increasing curvature-defined in terms of the turning angles between successive local elements (Feldman, 1997; Field et al., 1993; Geisler et al., 2001; Pettet et al., 1998; Uttal, 1973) . These results are consistent with an ''association field'' model in which the pattern of connection strengths between local orientation-tuned units is strongest when their preferred orientations are collinear, and decreases monotonically with increasing turning angle (Field et al., 1993; Grossberg & Mingolla, 1985) . This pattern of connection strengths is also found to be consistent with the co-occurrence statistics of edge orientations along extended contours in natural images (Elder & Goldberg, 2002; Geisler et al., 2001) . Similarly, there is evidence for the local instantiation of minimization of variation in curvature in human contour perception. Observers' performance in contour integration tasks is best when the variance in the turning angles between successive local elements is minimal (Feldman, 1997; Pizlo et al., 1997) . Recent work on the statistics of natural images has also found that there is a prevalence of co-circular structure in natural images (Geisler et al., 2001; Sigman et al., 2001) . Moreover, recent re-analysis of physiological data from Bosking, Zhang, and Fitzpatrick (1997) suggests that the association fields of individual orientation-tuned units in the primary visual cortex may in fact be tuned to different curvatures-with the ''standard'' shape of the association field being a description of the population average, rather than of each individual unit (Ben-Shahar & Zucker, 2004) .
The above two constraints are naturally viewed as embodying two different generative models of contoursexpressed as different probability distributions on ''successive'' orientations along contours. In discrete form, the minimization of curvature is locally consistent with a generative model in which the position of the ''next'' point (in angular terms, measured from the current contour direction) is characterized by a probability distribution centered on a turning angle of a = 0 (i.e., ''straight'' is most likely) and falls off symmetrically with increasing magnitude of a (see, e.g., Feldman, 1997; Feldman & Singh, 2005; Yuille, Fang, Schrater, & Kersten, 2004) . The minimization of variation in curvature, on the other hand, is consistent with a generative model in which the position of the next point is characterized by a probability distribution centered on the previous turning angle (or a weighted average of the previous n turning angles)-so it tends to continue the estimated curvature of the contour.
The difference between the predictions of these two generative models is illustrated in the examples in Fig. 3 , adapted from August and Zucker (2001) : Suppose an ''ant'' is walking along a curved path in thick fog. Based on where it has just come from, it makes predictions concerning where the path will go next. In utilizing the first generative model, it centers its prediction cone on the current tangent direction of the path. Fig. 3a shows that this strategy works reasonably well-except when the path has high curvature, in which case the true path can easily lie outside the prediction cone. On the other hand, a strategy that takes into account the curvature of the path as well, can do considerably better, as illustrated in Fig. 3b . Further generative models that take into account higherorder derivatives may be naturally considered as welle.g., that take into account the rate of change of curvature of a contour, in addition to its tangent direction and curvature.
It is noteworthy that the generative models considered above make predictions only in the immediate neighborhood of a contour's current position. In the discrete form in which they have generally have been articulated (e.g., Feldman, 1997; Feldman & Singh, 2005; Yuille et al., 2004) , a prediction is generally made for the position of the ''next'' point in the contour chain. In modeling contour-extrapolation performance by human vision, however, one would ideally like to characterize the visual system's ''expectations'' of where the contour will be at multiple distances from the current point-both in its immediate neighborhood, as well as further off.
In recent work, we measured the shape of extended portions of contours extrapolated from smooth contour segments-arcs of circles and parabolas-that disappeared behind a half-disk occluder (Singh & Fulvio, 2005) . The use of smooth (rather than discretely sampled) contours, and the use of occlusion (rather than, say, a contour simply coming to an end) both served to trigger mechanisms of visual completion (see, e.g., Nakayama, He, & Shimojo, 1995) -and hence generate a vivid percept of extrapolated-contour shape. (A striking demonstration, due to Bregman (1981) , of the efficacy of occlusion cues in triggering mechanisms of visual completion is shown in Fig. 4 .) Observers iteratively adjusted the angular position of a short line probe around the circumference of the half disk, and its orientation, in order to optimize the percept of extrapolation of the inducing contour (see Fig. 5 ). Measurements were obtained at multiple distances from the point of occlusion by manipulating the radius of the halfdisk occluder. This procedure generated a relatively detailed representation of an observer's extrapolated contour. The use of the half disks ensured that distance of the probe from the point of occlusion was preserved, as observers adjusted its position.
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For the purposes of the current paper, the most relevant results from that study were:
(1) observers made systematic use of inducer curvature in extrapolating their shape; for each observer, extrapolation curvature increased linearly with inducer curvature; and (2) contours extrapolated from arcs of circles and parabolas were characterized by decaying curvature, with increasing distance from the point of occlusion.
The result that the visual system uses curvature in extrapolating contour shape is in itself significant in light of the fact that most current models of contour interpolation, in both human and computer vision, use only inducer orientation at the point of occlusion, but not inducer curvature. This is especially surprising given that the need to incorporate curvature into these models has long been argued for (August & Zucker, 2001; Ben-Shahar & Zucker, 2004; Dobbins, Zucker, & Cynader, 1987; Parent & Zucker, 1989) .
Given our goal of characterizing ''good continuation'' of a smooth contour in terms of (i) the geometric variables that are used in visually extrapolating contour shape, and (ii) characterizing the way in which these variables are used and combined to define its extrapolated shape, a natural question that arises is: What role is played by the rate of change of curvature? Extrapolation performance would of course be enhanced if the visual system took into account the rate of change of curvature as well. (Consider, for instance, a model in the context of August & Zucker's ant walking along a curved path, that bases its prediction on orientation, curvature, and rate of change of curvature; see Fig. 3 .) On the other hand, there is a clear cost associated with this strategy as well, since the computation of higher derivatives requires further computational resources, and is increasingly more prone to noise. Determining how the human visual system resolves this tradeoff is largely an open question, and one with important implications for computational models of human shape completion.
In order to address this question, the current study measured visual extrapolation performance using arcs of Euler spirals-characterized by a linear variation of curvature with arc length. By manipulating the rate of change of curvature of the Euler spirals, to include both positive and negative rates (i.e., linearly increasing and decreasing curvatures), we sought to understand the role played by rate of change of curvature in the visual extrapolation of smooth contours.
Experiment
The basic stimulus configuration used is shown in Fig. 5 . A curved inducing contour disappears behind the straight edge of a half-disk occluder. An oriented line probe protrudes from behind the opposite, curved, portion of the half disk. Observers perform paired adjustments-iteratively adjusting the position of the probe along the circumference of the half disk, and its orientation-in order to optimize the percept of continuation of the inducing contour. Measurements are obtained with half disks of multiple radii in order to generate a detailed representation of the visually extrapolated shape for each inducing contour.
Methods

Observers
Four observers at Rutgers University, with normal or corrected-to-normal visual acuity, participated in the experiment: three naïve observers and author JF (observer O2).
Stimuli and design
Stimulus displays comprised three components: an inducing contour, a half-disk occluder, and an adjustable line probe (see Fig. 5 ). These were presented against a homogeneous black background.
The inducing contours were arcs of Euler spirals, characterized by a linear variation of curvature with arc length s:
where j 0 is the curvature at the point of occlusion, and c is the rate of change of curvature in the direction approaching the occluder. (A positive value of c thus means that the curvature of the inducing contour is linearly increasing as it approaches the vertical occluding edge of the half disk.) 10 inducing contours were used, generated by crossing 2 values of j 0 with 5 values of c. The two values of j 0 used were: 0.118 and 0.178 deg À1 . The five values of c used were: À0.0245, À0.01225, 0, 0.1225 and 0.0245 deg À2 . Thus, two of the c values correspond to decreasing curvature of the inducing contour, one to constant curvature (i.e., an arc of a circle), and two to increasing curvature. The arc lengths of the visible inducing contours were fixed at 4.56 degrees of visual angle. The inducing contour segments were presented at random orientations-assigned by first sampling a magnitude from a uniform distribution between 15°and 45°, and then giving it a random sign. (The orientation of an inducing contour is specified by its tangent direction at the point of occlusion.) Half of the experimental sessions presented the inducing contours as concave up, the other half presented them as concave down.
The occluder was a mid-gray half disk (luminance = 27 cd/m 2 ), with its straight-edge vertical. The mid-point of this straight edge served as the point of occlusion, i.e., where the inducing contour disappeared behind the half disk. This ensured that the distance of the line probe from the point of occlusion was preserved as its posi- tion was adjusted around the curved portion of the half disk's circumference. The radius of the half disk could take one of six values: 0.68, 1.35, 2.03, 2.7, 3.38, or 4.06 degrees of visual angle.
The oriented probe was a line segment, whose midpoint-serving as its pivot point-was constrained to lie along the curved portion of the half disk's circumference. The probe was placed behind the occluder, so that only the portion of the probe not overlapping with the half disk was visible (10.2 min of arc). The probe thus appeared to protrude from underneath the curved portion of the half disk. Both the angular position and the orientation of the line probe were to be adjusted by the observer.
The inducing contour segment and the line probe were white (luminance = 78 cd/m 2 ) and two-pixels thick (1.9 min of arc). They were anti-aliased to produce a smooth appearance, at the resolution of 1 4 of a pixel.
Procedure
Each observer performed adjustments in 9 sessions, with the first session being practice. Within a session, each inducing contour was presented once with each half-disk radius. As noted above, there were 10 different inducing contours (2 values of j 0 · 5 values of c) and 6 half-disk radii. Each session thus contained 60 trials, with each trial requiring paired adjustments of angular position and orientation of the line probe. Four of the experimental sessions for each observer presented the inducing contours as concave up, the other four presented them as concave down. Their order was counterbalanced.
Each trial began with one of the inducing contours presented at a randomly assigned orientation at the point of occlusion (as described above), and the line probe positioned either near the top or the bottom of the occluding half disk (polar angle h * = ±80°) with horizontal orientation (/ * = 0°). Using a trackball, observers adjusted the position of the line probe around the circumference of the half disk. Pressing the space bar allowed them to toggle to adjusting the orientation of the line probe, while maintaining its positional setting. Observers iteratively adjusted the angular position and the orientation of the line probe in this manner, in order to optimize the percept of extrapolation. They pressed the trackball button when done with a given inducing contour. A question appeared at the bottom of the screen, asking them to verify that they were ready to move on to the next trial. Responding in the negative allowed them to return to their setting, and continue adjustment.
The experiment was programmed in MATLAB using the Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997) . The stimulus displays were presented on a high-resolution 22-in. monitor (Lacie Blue), under conditions of low ambient illumination. Observers viewed the stimuli from a distance of 102.5 cm, their viewing position fixed by means of a head-and-chin rest.
Results
Each observer's raw data comprised 8 paired settings of angular position h * and orientation / * for each of the 10 · 6 combinations of inducing contour and halfdisk radius. These measurements were first standardized by transforming them into a single, canonical coordinate frame-one that treats the inducing contour as if it were presented horizontally at the point of occlusion, and with curvature concave up (see Fig. 6 ). The standardized settings thus measure the polar angle h and orientation / of the adjusted line probe relative to the tangent direction of the inducing contour at the point of occlusion-with positive values of h and / corresponding to the same sign of curvature as the inducing contour. (In the standardized coordinates, h = / = 0 corresponds to a linear extrapolation of the tangent direction of the inducing contour at the point of occlusion.) The measurements were collapsed over sessions presenting the inducing contours as concave-up and concave-down, as preliminary analysis revealed no systematic difference between them.
The extrapolation results for each observer are shown in Fig. 7 . The standardized settings of angular position h and orientation / of the line probe, at each of the six radial distances, are shown embedded in the Cartesian plane with the point of occlusion at the origin. The mean angularposition settings are depicted by the red circles-with the error bars denoting standard deviations at each radial distance. The mean orientation settings are depicted by the blue oriented line segments passing through the mean position settings-with the error cones depicting ±1 standard deviation around each mean orientation setting. Also shown on the plots are the ''true'' extrapolants-i.e., the extensions of the arcs of Euler spirals used to generate the inducing contours.
In order to model the shape of observers' extrapolated contours, we fit an Euler-spiral model to the extrapolation data corresponding to each inducing contour (i.e., combined settings of position and orientation at the six different distances from the point of occlusion). To estimate the best-fitting Euler-spiral curve to an observer's extrapolation data, we computed the maximum-likelihood estimates (MLEs) of the parameter pair (j 0 , c)-the combination of ''initial'' curvature and rate of change of curvature that maximizes the likelihood function 'ððj 0 ; cÞjDÞ, i.e., the probability pðDjðj 0 ; cÞÞ of 
where BN((x y) 0 , Cov) is the bivariate normal distribution with mean (0 0) 0 and covariance matrix Cov. For each observer's data set corresponding to a given Euler-spiral contour, the parameters ðĵ 0 ;ĉÞ that maximize the likelihood function were computed using unconstrained nonlinear optimization (Nelder-Mead simplex method) as implemented in Matlab's fminsearch function. Fig. 8 shows the mapping from the parameters (j 0 ,c) of the inducing contour, to the best-fitting parameters ðĵ 0 ;ĉÞ to the observer's extrapolation measurements, depicted as a flow-field. The tails of the arrows correspond to the parameters of the inducing Euler-spiral contour, whereas the arrowheads correspond to the best-fitting extrapolation parameters of the Euler-spiral model.
A salient feature of these fits to the extrapolation data is that, in 39 of the 40 cases (4 observers · 10 Euler-spiral contours), the best-fitting value for the rate of change of curvature,ĉ, is negative (see Fig. 8 )-indicating that the visually extrapolated contours consistently have decreasing curvature with increasing distance from the point of occlusion. In order to test whether these estimates of extrapolationĉ were reliably different from 0, the fits of the Eulerspiral model where compared with those of a circular-arc model (i.e., degenerate case of the Euler-spiral model with c = 0), using the likelihood-ratio statistic:
where pðDjĵ;ĉ; M es Þ and pðDjĵ; M c Þ are the maximized likelihood values under the Euler-spiral model and circular-arc model, respectively-i.e., the respective likelihoods attained at the MLE parameter values under each model. Because M c is nested within M es , the ratio of the likelihoods cannot be smaller than 1, and therefore the statistic D cannot be negative. In order to set a cut-off value, we use the fact that, under the null hypothesis that model M c is correct, D is asymptotically distributed as a v 2 with 1 degree of freedom (= the difference in the number of parameters between the two models; see Mood, Graybill, & Boes, 1974) . This test showed that 31 of the 39 negative estimates of extrapolationĉ were significantly different from 0 at the .05 level (the only positive estimate was not); see Table 1 .
Thus visually extrapolated contours are consistently characterized by monotonically decreasing curvature, regardless of whether the curvature of the inducing contour is increasing or decreasing as it approaches the occluding edge. This extends our previous findings (Singh & Fulvio, 2005) , showing that curvature decay is a general property of visually extrapolated contours-one that holds irrespectively of whether the inducing contour has increasing or decreasing curvature. It also suggests that the human visual system does not take into account the rate of change of curvature in extrapolating the shape of contours. Fig. 9 shows the dependence of estimated extrapolation rate of change of curvature on inducer curvature at the point of occlusion and inducer rate of change of curvature. In order to test this dependence formally, each observer's MLEs of extrapolation curvature,ĉ, were regressed on inducing Euler-spiral parameters j 0 and c. The bilinear regression model revealed no statistically reliable dependence of extrapolation rate of change of curvature on either inducer curvature or inducer rate of change of curvature, at the .05 level, for any of the four observers (see Table 2 ). The lack of a statistically reliable dependence of extrapolationĉ on inducer c, in particular, indicates that observers are unable to extrapolate the rate of change of curvature of a contour.
When estimated extrapolation curvatureĵ 0 was regressed on inducing Euler-spiral parameters, three of the four observers exhibited a statistically reliable dependence of extrapolationĵ 0 on inducer j 0 (p < .05 for three observers, p = 0.066 for the fourth (O2); see Table 3 ), consistent with our previous result that the visual makes systematic use of curvature in extrapolating a contour's shape (Singh & Fulvio, 2005) . There was also a slight trend for the extrapolationĵ 0 to decrease with increasing inducer c, but it was statistically reliable for only one observer.
Truncated Taylor series extrapolation
In our previous study, we found that a parabolic-arc model explained the extrapolation data better than a circular-arc model, irrespective of whether the inducing contours were arcs of parabolas or circles (Singh & Fulvio, 2005) . One interpretation of this result is that the visual system generates the extrapolated contour using an osculating parabola, based on the estimated curvature at the point of occlusion. This would entail a strategy whereby it generates an extrapolating contour using a truncated Taylor series expansion based on the visible portion of the contour, with terms only up to the quadratic. Such a strategy would be consistent with our current finding that the visual system uses the first and second-order derivatives of a contour-orientation and curvature, assuming arclength parametrization-but not higher-order derivatives.
In order to examine this possibility, we compared the fits of the Euler-spiral model to those of a parabolic model, in explaining the extrapolation data. Because the parabolic model is not nested within the Euler-spiral model, we used Bayesian model selection to compare the fits of the two models. Specifically, we used the Schwarz criterion, which 
Inducer rate of change of curvature (γ) Extrapolation rate of change of curvature (γ) Fig. 9 . Dependence of extrapolation rate of curvatureĉ on Euler-spiral parameters j 0 and c. provides an asymptotic approximation to the logarithm of the Bayes factor, i.e., the ratio of marginal likelihoods pðDjM es Þ=pðDjM p Þ under the two models (see Kass & Raftery, 1995; Schwarz, 1978) . The Schwarz criterion is given by:
where pðDjĵ 0 ;ĉ; M es Þ and pðDjĵ 0 ; M p Þ are respectively the maximized likelihood values under the two models (the likelihoods corresponding to the MLE parameter values), k es and k p are their respective numbers of parameters (2 for the Euler-spiral model, 1 for the parabolic model), and N is sample size (=96, since each observer makes 48 settings of h, and 48 settings of / for each contour). 4 In the above expression, the first term captures the relative goodness of fit of the two models to the data, whereas the second term constitutes a penalty for more complex models (i.e., with more parameters). The fits to the parabolic model were determined using a likelihood function with the same functional form as Eq. (2), but with the ''expected'' angular positions h p (j 0 , r) and orientations / p (j 0 , r) at various radial distances r based on a parabola with curvature j 0 at its vertex (the point of occlusion).
The Schwarz-criterion test showed that the Euler-spiral model was superior to the parabolic model in 31 of the 40 cases (see Table 4 )-thereby indicating that visually extrapolated shape is not best characterized by a parabolic model (or, equivalently, a Taylor series truncated beyond the quadratic term). Specifically, in a large majority of the cases, the increase in the fit to the data was sufficiently high to warrant the additional parameter of the Eulerspiral model. Indeed, a comparison of the logarithmicspiral model to the Euler-sprial model using the Schwarz criterion revealed the log-spiral model to be superior in 29 of the 40 cases. 5 The superior fits of the log-spiral model are consistent with our previous findings (Singh & Fulvio, 2005) , and indicate that a nonlinear decrease in curvature, asymptoting to 0, better characterizes the shape of visually extrapolated contours than a linear decrease.
Scale invariance vs. short/long-range dichotomy
Our analysis has assumed that the same model of extrapolation applies for the entire range of distances tested, i.e., at all scales of interest-hence, scale invariance. Another possibility, however, is that there may be a principled distinction between 'short-range' and 'long-range' distances from the point of occlusion. Based in part on psychophyiscal results on the perception of contours in dot-sampled stimuli, Zucker and colleagues have proposed that two distinct stages are involved in the inference of contours from groups of discrete dots or line segments (see Link & Zucker, 1988; Zucker & Davis, 1988; Zucker, Dobbins, & Iverson, 1989) . The first stage, operating over a relatively short range, includes receptive-field-based convolutions responsible for computing local orientation signals (represented coarsely at this stage), as well as local interactions between these convolutions, based on co-circularity. The second stage, operating over a larger range, is responsible for the inference of the global structure of the contour.
This account raises the possibility that different shape constraints may operate in contour extrapolation depending on whether they involve 'short range' or 'long range' interactions. It is possible, for instance, that the extrapolant shape may be based on co-circularity (i.e., constantcurvature extrapolation) at small distances from the point of occlusion, and the decaying curvature behavior obtains only at larger distances. Unfortunately, it is impossible to reliably distinguish between this hypothesis and a scale-invariant hypothesis from our data. If we restrict ourselves to the smallest measurement distance (0.68 deg)-or even the smallest two measurement distances (0.68 and 1.35 deg)-used in our experiment, the predictions of a circular-arc model and those of an Euler-spiral model are statistically indistinguishable for our stimuli. The largest differences in predicted angular position (obtained for the highest magnitude of rate of change of curvature; jcj = 0.0245 deg À2 ) are 0.11°and 0.43°for the first two measurement distances (with the corresponding differences in predicted orientation being 0.33°and 1.3°, respectively). It is only by including the larger measurement distances, as 4 The Schwarz criterion is closely related to the Bayes Information Criterion (BIC); in fact, it equals twice the difference between the respective BIC values of the two models (see, e.g., Kass & Raftery, 1995) . we did in the main analyses reported above, that the predictions of alternative models can be reliably distinguished in our data. Testing for the possible manifestation of a shortrange vs. long-range distinction in the context of contour extrapolation will thus require future measurements that are aimed directly at distinguishing between a circular-arc model and an Euler-spiral model (or some other model that can exhibit a decrease in curvature) at very short distances from the point of occlusion.
Detection of variation in curvature
The above analyses show that observers did not use the rate of change of curvature in extrapolating contour shape. Moreover, their visually extrapolated contours were consistently characterized by decreasing curvature, irrespective of whether the inducer curvature was increasing or decreasing as it approached the occluder. Do these results simply reflect the fact that observers were unable to detect the variation in curvature along the inducing contours used (i.e., for the particular combinations of curvature, rate of change of curvature, and arc length of the inducing contours used in the experiment)?
In order to address this question, we obtained additional measurements on three naïve observers. We used the same 10 arcs of Euler spirals as in the main experiment (2 values of curvature · 5 values of rate of change of curvature), with the same fixed arc length of 4.56 deg. Unlike the main experiment, however, the stimulus did not include an adjustable line probe. Observers simply indicated whether the curvature of the inducing contour was increasing or decreasing as it approaches the occluder. The occluder size was not manipulated; its radius was fixed at 2.03 deg (half of the largest radius used in the main experiment).
Each observer participated in five sessions, with the first one being practice. The inducing contour was presented at a randomly assigned orientation, as in the main experiment. Two of the experimental sessions presented the contour as concave up, the other two as concave down, with their order counterbalanced. Each session contained 240 trials, with each trial requiring a 2AFC response of ''increasing'' or ''decreasing'' curvature. Each observer thus ran a total of 960 experimental trials. Fig. 10 plots the data for the three observers. Each data point corresponds to the mean of 96 trials, for a given inducing contour (i.e., a particular combination of curvature and rate of change of curvature). Also shown on the plots are the fits of Weibull functions to the data (Wichmann & Hill, 2001) . Although a small bias is apparent in some cases, it is evident that all observers are able to distinguish perceptually between increasing and decreasing curvature on the inducing contours. Thus the failure to use variation in curvature in extrapolating contours cannot be attributed to a failure to detect the variation in curvature in the inducing contours used. (Note, in particular, that observers' performance in detecting the positive rate of change of curvature is consistently high for the larger value of c used. Hence, the observed property of decreasing curvature of visually extrapolated contours cannot be due to a misperception of the sign of variation in curvature of the inducing contours.)
Bayesian contour extrapolation
Our results indicate that human observers do not use the rate of change of curvature in extrapolating contour shape. Visually extrapolated contours are consistently characterized by decaying curvature, regardless of whether the inducing contours have increasing or decreasing curvature. Furthermore, extrapolation rate of change of curvature exhibits no systematic dependence on the rate of change of curvature of the inducing contours. These results thus specify clear limits on the geometric properties that the visual system uses in ''continuing'' the shape of a contour: it uses tangent direction and curvature, but not rate of change of curvature.
These results also provide further support for a Bayesian model outlined by Singh and Fulvio (2005) -which is based on an interaction between the tendency to minimize curvature and the tendency to continue estimated curvature. The prior and the likelihood in the model are expressed as probability distributions on extrapolation curvature j ext . The prior captures the default expectation of the visual system-in the absence of any other information-that a contour will simply ''go straight'' (Elder & Goldberg, 2002; Feldman, 1997; Field et al., 1993; Geisler et al., 2001; Yuille et al., 2004) , and is expressed as a Gaussian distribution on extrapolation curvature, centered on 0:
for some r pr . This bias is consistent in spirit with approaches that minimize total curvature along the length of the contour (Horn, 1983; Mumford, 1994) , but is expressed as a probability distribution on local curvature. The likelihood bias captures the tendency toward co-circularity, namely, the tendency to ''continue'' the curvature of the inducing contour estimated at the point of occlusion (Elder & Goldberg, 2002; Feldman, 1997; Geisler et al., 2001; Parent & Zucker, 1989; Pizlo et al., 1997) . It is consistent in spirit with approaches that minimize variation in curvature (Kimia et al., 2003) , except that it takes into account the curvature of the inducing contour as well, 6 and is expressed as a distribution on local extrapolation curvature (centered on the estimated inducer curvatureĵ i at the point of occlusion). A key component of the model is the assumption that the continuation of inducer curvature is subject to systematically greater variability, with increasing distance from the point of occlusion. Specifically, a Weber-like dependence is assumed, such that the standard deviation increases linearly with distance d from the point of occlusion: r lik ðdÞ ¼ r The two constraints articulated above serve as probabilistic biases, or cues, to visual extrapolation. Their combination, via Bayes' Theorem, is given by:
Under the assumption that the prior and likelihoods are both Gaussian distributions, there exist standard formulas for the posterior (Box & Tiao, 1992) . In particular, the posterior is also a Gaussian with mean and variance given by: 
Interpreting these two biases or cues strictly as prior and likelihood is in fact not necessary. Treating the two distributions as probabilistic cues, or sources of information, the theory of cue combination (or sensor fusion) gives the same expression for optimal combination (see . Specifically, the optimal combination of two stochastic signals (in the statistical sense of a minimum-variance unbiased estimator) is given by a weighted average of their expected values, with the weights being proportional to their respective reliabilities (i.e., reciprocals of their variances; see, e.g., Clark & Yuille, 1990; Landy, Maloney, Johnston, & Young, 1995) . Thus, consistent with the expression for the expected extrapolation curvature above:
where w pr / 1=r 2 pr and w lik / 1=r 2 lik . Under the natural assumption that the continuation of estimated inducer curvature is subject to very little noise at the point of occlusion, we have r 0 lik ( r pr , and thus w 0 lik ) w pr . As a result,ĵ ext ð0Þ % l lik ¼ĵ i , i.e., the extrapolation curvature near the point of occlusion essentially equals the estimated inducer curvature. With increasing distance from the point of occlusion, the reliability of the 'likelihood' constraint to continue inducer curvature decreases systematically (because of an increase in its variance), whereas the variance of the prior remains constant. As a result, the curvature of the extrapolated contour is biased more and more toward the 'prior' curvature of zero-i.e., extrapolation curvature decreases asymptotically to zero. The rate of curvature decay is modulated by the slope term m: This probabilistic cue-combination model thus explains the decaying-curvature behavior of visually extrapolated contours. Importantly, although the model makes systematic use of the curvature of the inducing contour, it involves no dependence on its rate of change of curvature. As our extrapolation experiments with Euler spirals show, this property is consistent with human visual extrapolation.
Discussion
Our results specify clear limits on the order of geometric properties of the visible portion of a contour that the visual system uses in extending its shape. Specifically, the visual system makes systematic use of the tangent direction and curvature of a contour, but does not use its rate of change of curvature. The proposed Bayesian model specifies how these measurements on the inducing contour are used and combined to define the extended shape of a visually extrapolated contour. Under this model, the extrapolation shape results from an interaction between two constraints-minimization of variation in curvature (a ''co-circularity'' tendency to continue estimated curvature) and minimization of curvature (tendency toward ''straightness'')-with the relative weight assigned to the first constraint decreasing systematically with increasing distance from the point of occlusion.
The inability of observers to extrapolate the rate of change of curvature of a contour may seem surprising in light of examples of spiral displays, such as in Fig. 12 , where the continuation of the spiral curve (marked with a dashed curve) seems straightforward. It should be noted, however, that in a display like this, there are other confounding factors that can support the estimates of continuation-most notably, the systematic increase in radial distance from a clearly identifiable central region (as well as, perhaps, the increasing separation between neighboring segments of the spiral, proceeding radially outwards). It thus seems likely that the extrapolation here is supported not by the rate of change in contour curvature per se, but by other such factors.
7 When these confounding factors are not readily available, such as in the stimulus configurations used in our experiments-so that the visual system is forced to rely on the local rate of curvature alone-we find a failure to make systematic use of this variable. Our conclusion concerning the rate of change of curvature is consistent with that of a study by Feldman (1997) . Observers in this study classified dot stimuli-generated by varying the turning angles between successive dots-as arising either from a curvilinear process, or independently. By analyzing observer responses (''curvilinear'' vs. ''random'') using a probabilistic model of contour generation, Feldman found a substantial correlation between the influence of successive turning angles, but negligible correlation between that of non-successive turning angles. Thus, in addition to a prior for straightness (i.e, the distribution of turning angles is centered on 0, as embodied in the generative model), the visual system ''expects'' some covariance between successive turning angles. In other words, it expects that there will locally be only small changes in turning angle (the discrete form of curvature), as one proceeds along the contour. However, it does not similarly expect covariance between non-successive turning angles. The expectation of such covariance would require a bias toward small changes in difference in successive turning angles (the discrete version of rate of change of curvature). Based on this result, Feldman (1997) concluded that the visual system analyzes dot-sampled contours through local windows containing four successive dots (hence two turning angles) at a time. Thus, despite the differences between this study and ours-in terms of both stimuli (discrete dots vs. smooth contours) and the methodology (judgment of curvilinearity vs. measurement of extrapolation)-both studies point to a consistent conclusion: the visual system does not make systematic use of rate of change of contour curvature.
Probabilistic vs. variational approaches to shape completion
As noted earlier, variational approaches to shape completion assume a particular ''energy'' functional-such as 7 Indeed, such factors may be used equally well to extend a spiral in the opposite-inward-direction, in which the curvature is increasing; despite the fact that both our present results and those from the previous study clearly indicate that visually extrapolated contours have systematically decreasing curvature. total curvature (Horn, 1983; Mumford, 1994) or variation in curvature (Kimia et al., 2003) -to be minimized. This functional is, by definition, computed globally, i.e., by integrating over the length of an interpolated contour. As a result, variational approaches assume implicitly that the same shape constraint applies uniformly along the entire length of an interpolated contour. The analyses of our extrapolation measurements indicate, however, that the use of a fixed functional may not be appropriate for modeling shape completion by human vision. In particular, the relevant shape constraint itself can vary-e.g., the relative weights assigned to different shape constraints can varydepending on distance from the point of occlusion. Hence, probabilistic models of shape completion, involving shape constraints expressed as probability distributions over local geometric variables (such as local curvature or orientation), are likely to provide a more appropriate class of models for human vision than variational models.
Probabilistic models are also richer than variational models. Apart from being able to model the variability present in human interpolation data, probabilistic models allow one to model systematic changes in the shape of interpolating contours, as a result of changes in the spread of the relevant probabilistic distributions. Consider, for instance, two inducing contours with the same curvature-one extremely short, and one long. The short contour is likely to generate a less reliable estimate of curvature than the long one. This increased variability in the case of the shorter inducing contour will translate into a quantifiable influence on interpolated shape-via probabilistic cue combination-a prediction that can then be compared against human visual interpolation.
Recent behavioral work has demonstrated the influence of factors beyond local contour geometry (i.e., beyond the relative positions and orientations of inducing edges) on the shape of visually interpolated contours. For instance, systematic shape differences have been shown to exist between partly occluded (i.e., amodal) and illusory (i.e., modal) contours (Anderson et al., 2002; Singh, 2004) . Specifically, partly occluded contours are perceived as being more angular (i.e., closer to the intersection of the two individual extrapolants) than corresponding illusory contours. Within the context of probabilistic models of shape completion, this result is consistent with amodal completion having greater extrapolation strength (i.e., tighter spread) than modal completion (see Singh, 2004 )-a prediction that can be independently tested. Similarly, in the context of stereoscopic illusory contours, the geometry of the surface enclosed by the contours has been shown to influence perceived illusory-contour shape. In particular, illusory contours bounding locally convex surfaces are perceived to be smoother than those bounding locally concave surfaces, and this influence of sign of curvature is modulated significantly by cross-axial shape width and medial-axis geometry . Again, probabilistic models permit sufficient flexibility to capture such shape differences, by manipulating the mean and variance (and possibly higher-order moments) of the relevant distributions, whereas it is more difficult to see how such influences could be accommodated within variational approaches.
Future directions
Our studies on visual extrapolation have so far used geometric contours-arcs of circles and parabolas in the previous study (Singh & Fulvio, 2005) , and arcs of Euler spirals in the current study. The main benefit of using such contours is that they permit complete control over the curvature profile of the contours to be extrapolated-e.g., linearly increasing or decreasing curvature. These classes of curves were thus ideal, given our goal of characterizing ''good continuation'' in terms of testing (i) which local geometric properties of a contour the visual system uses in extrapolation, and (ii) how it combines these local properties to define extended shape of an extrapolated contour.
Having addressed these basic questions concerning the visual extrapolation of contours, however, a natural next step would be to examine visual extrapolation performance on more complex and naturalistic contours. Recent work on natural-image statistics has provided formal characterizations of contours found in images of the natural world (Elder & Goldberg, 2002; Geisler et al., 2001) . In testing extrapolation performance on natural contours, one may thus either use one of these statistical models to generate a large number of contours, or use contours sampled directly from natural images. The primary question of interest would be how well the proposed Bayesian model for extrapolating smooth contours predicts performance on these more complex classes of contours, with structure at multiple scales. In other words, can the pattern of the visual system's sensitivities to contour properties, and the way in which it combines them to generate extrapolated shape, be understood in terms of the statistics of the natural contours? These and related important questions await further research.
