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Abstract
The linear complexity and the k-error linear complexity of a binary sequence are important security measures
for key stream strength. By studying binary sequences with the minimum Hamming weight, a new tool named
as hypercube theory is developed for pn-periodic binary sequences. In fact, hypercube theory is based on a
typical sequence decomposition and it is a very important tool in investigating the critical error linear complexity
spectrum proposed by Etzion et al. To demonstrate the importance of hypercube theory, we first give a standard
hypercube decomposition based on a well-known algorithm for computing linear complexity and show that the
linear complexity of the first hypercube in the decomposition is equal to the linear complexity of the original
sequence. Second, based on such decomposition, we give a complete characterization for the first decrease of the
linear complexity for a pn-periodic binary sequence s. This significantly improves the current existing results in
literature. As to the importance of the hypercube, we finally derive a counting formula for the m-hypercubes with
the same linear complexity.
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I. INTRODUCTION
The linear complexity of a sequence s, denoted as L(s), is defined as the length of the shortest linear
feedback shift register (LFSR) that can generate the sequence. The concept of linear complexity is very
useful in the study of security of stream ciphers for cryptographic applications [1], [3]. In fact, a high
linear complexity is necessary for the security of a key stream. However, high linear complexity can not
guarantee a sequence is definitely secure. For example, if a small number of changes to a sequence can
greatly reduce its linear complexity, then the resulting key stream would be cryptographically weak. To
tackle this issue, Ding, Xiao and Shan [1] proposed the weight complexity and sphere complexity. Stamp
and Martin [12] introduced the k-error linear complexity, which is very similar to the sphere complexity.
Specifically, suppose that s is a sequence with period N , for any k(0 ≤ k ≤ N), the k-error linear
complexity of s, denoted as Lk(s), is defined as the smallest linear complexity when any k or fewer terms
of the sequence are changed within one period.
One important result, proved by Kurosawa et al. [6], is that the minimum number k for which the
k-error linear complexity of a 2n-periodic binary sequence s is strictly less than the linear complexity
2L(s) of s is determined by kmin = 2W (2
n
−L(s))
, where W (a) denotes the Hamming weight of the binary
representation of an integer a. For a pn-periodic binary sequence, where p is an odd prime and 2 is a
primitive root modulo p2, Meidl [9] studied the minimum value k for which the k-error linear complexity
is strictly less than the linear complexity. Han et al. [5] investigated the same issue in a new viewpoint
different from the approach by Meidl [9]. Currently, the best result on this smallest k [9] is characterized
with an upper bound. In this paper, we derive a precise formula for such smallest k using the proposed
hypercube theory. This is one main contribution of this paper.
On the other hand, Etzion et al. [2] studied the error linear complexity spectrum of binary sequences
with period 2n. Etzion et al. gave a precise categorization of those sequences with the k-error linear
complexity equal to linear complexity or zero, as well as an enumeration of these sequences. In fact,
for the error linear complexity spectrum of binary sequences with period pn, it is very hard to study the
second decrease point for the linear complexity and we obtain a fundamental result on this issue in this
paper by using the standard hypercube decomposition.
As a small number of element changes in a sequence may lead to a sharp decline of its linear complexity.
Therefore we really need to study stable sequences in which even a small number of element changes do
not reduce their linear complexity. The stable k-error linear complexity is introduced hence to deal with
this problem as follows. Suppose that s is a sequence over GF (2) with period N . For k(0 ≤ k ≤ N), the
k-error linear complexity of s is defined as stable when any k or fewer terms of the sequence are changed
within one period, the linear complexity does not decline. In this case, the k-error linear complexity of
sequence s is equivalent to its linear complexity. By using Theorem 4.1 in this paper, we find a way to
construct such stable sequence over GF (2) with period N . Also the second critical point for a hypercube
is also fully characterized in this paper.
As to the importance of the hypercube defined in this paper, we derive a counting formula for m-
hypercubes with the same linear complexity and this will pave a way for other applications of hypercube
in future.
Technically, the results related to k-error linear complexity for 2n-periodic binary sequences [2], [6],
[7], [10], [12], [17], [19] are mainly based on the Games-Chan algorithm [3] which efficiently computes
the linear complexity of 2n-periodic binary sequences. In contrast, those for pn-periodic sequences [5], [9]
are mainly based on the XWLI algorithm given by Xiao, Wei, Lam, and Imamura [14], which efficiently
computes the linear complexity of pn-periodic sequences. Generally, the latter is more complex to study.
For easy understanding, we put the corresponding results for the period 2n binary sequence briefly in this
paper.
The Cube Theory is introduced in [18] to study the k-error linear complexity of 2n-periodic binary
sequences. Similarly, by studying sequences with the minimum Hamming weight, a new tool called
hypercube theory is developed in this paper for pn-periodic binary sequences. We first give a general
hypercube decomposition approach. Second, a characterization is presented about the first decrease in the
k-error linear complexity for a pn-periodic binary sequence s based on hypercube theory. This significantly
improves one theorem in [9]. One significant benefit for the standard hypercube decomposition is for us
to construct sequences with the maximum stable k-error linear complexity. Also the second decrease point
for linear complexity of a pn-periodic binary sequence is also investigated with some novel results. Finally,
a counting formula for m-hypercubes with the same linear complexity is derived.
The rest of this paper is organized as follows. In Section II, some preliminary results are presented. In
Section III, we will introduce the hypercube decomposition and investigate the linear complexity. Some
main results on k-error linear complexity are presented in Section IV. The conclusions are given in Section
V.
II. PRELIMINARIES
For definitions and notations not presented here, we follow [9]. In this section we give some preliminary
results which will be used in the sequel.
3Let x = (x1, x2, · · · , xn) and y = (y1, y2, · · · , yn) be vectors over GF (q), define
x+ y = (x1 + y1, x2 + y2, · · · , xn + yn).
If q = 2, x+ y is identical to x
⊕
y.
The Hamming weight of an N-periodic sequence s is defined as the number of nonzero elements per
period of s, denoted by WH(s). The distance of two elements is defined as the difference of their indexes.
Specifically, for an N-periodic sequence s = {s0, s1, s2, · · · , sN−1}, the distance of si, sj is j − i, where
0 ≤ i ≤ j ≤ N .
Let q be a primitive root modulo p2 and s a pn-periodic sequence over GF (q). Denote
s(n) = {s
(n)
0 , s
(n)
1 , s
(n)
2 , · · · , s
(n)
pn−1}
as a period of s. The linear complexity L(s) of a pn-periodic sequence s can be efficiently obtained by
the following XWLI algorithm [5], [14].
Algorithm 2.1 XWLI Algorithm: Initially set l = 0, L = 0. Let a = {s0, s1, · · · , spn−1}. We divide a into
p parts with Ai = {sipn−1, sipn−1+1, · · · , s(i+1)pn−1−1}, 0 ≤ i < p, and a = {A0, A1, · · · , Ap−1}.
For l < n
(i) If A0 = A1 = · · · = Ap−1 then a← A0 and l ← l + 1.
(ii) Otherwise, a← A0 + A1 + · · ·+ Ap−1, l ← l + 1, L← L+ (p− 1)pn−l.
For l = n
if a 6= {0}, then L← L+ 1, end if.
Stop.
Finally, we have that L(s) = L.
We have the following observations for Algorithm 2.1.
First, in the lth step, the length of each Ai is pn−l. Further if the position difference of two non-zero
elements of sequence a is (px+ i)pn−l, where i, x and y are non-negative integers, and 0 < i < p. Then
the two non-zero elements must be in two different Ai1 and Ai2 , so these two nonzero elements can be
removed or reduce to one non-zero element after the lth step operation.
Second, the operation in (i) will not change its linear complexity.
Third, in the end of Algorithm 2.1, if a = {0}, then there must exist l1, such that in the l1th step,
A0 + A1 + · · ·+ Ap−1 = {0, 0, · · · , 0}, but {A0, A1, · · · , Ap−1} 6= {0, 0, · · · , 0}.
Remark 2.1 Assume that in the kth step, 1 ≤ k ≤ n, A0 = A1 = · · · = Ap−1 are not true, the linear
complexity is increased by (p− 1)pn−k. Then after the kth step, the sum of all possible linear complexity
increase is
(p− 1)pn−k−1 + (p− 1)pn−k−2 + · · ·+ (p− 1)p+ (p− 1) + 1 = pn−k < (p− 1)pn−k
This implies that in Algorithm 2.1, the first increase of linear complexity is bigger than the sum of all
possible latter increase. This is an important property for the Algorithm 2.1.
The above observations will help us to understand the hypercube greatly.
Let q be a primitive root modulo p2 and s a pn-periodic sequence over GF (q). Han, Chung and Yang
[5] showed that the linear complexity of s can be expressed as
L(s) = ǫ+ (p− 1)
∑
v∈V
pv−1 (1)
where V ⊆ {1, 2, · · · , n} and ǫ ∈ {0, 1}.
The following lemma is a well known result on the number of the pn-periodic binary sequences with
a given linear complexity.
4Lemma 2.1 ([8]): Let q be a primitive root modulo p2 and s a pn-periodic sequence over GF (q) with
linear complexity L(s) = ǫ + (p − 1)
∑
v∈V
pv−1. Then the number of pn-periodic sequence s with linear
complexity L(s) is given by
N(L(s)) =
∏
v∈V
(q(p−1)p
v−1
− 1) (2)
where V ⊆ {1, 2, · · · , n} and ǫ ∈ {0, 1}.
Sequence decomposition plays an important role for linear complexity investigation [17]. We first present
a lemma for the linear complexity of the sum of two 2n-periodic binary sequences.
Lemma 2.2 ([17]): Let s1 and s2 be two binary sequences with period 2n. If L(s1) 6= L(s2), then
L(s1 + s2) = max{L(s1), L(s2)}.
However the above property does not hold any more for pn-periodic binary sequences as demonstrated
by the following three examples. These imply that in terms of the linear complexity, pn-periodic binary
sequences is much more complex than 2n-periodic sequences.
Example 2.1 Let s1 = {100 100 100} and s2 = {010 000 000}, where q = 2, p = 3. Then L(s1) =
3, L(s2) = 2 × 3 + 2 + 1 = 9 and L(s1 + s2) = 2 × 3 + 2 = 8. So, min{L(s1), L(s2)} < L(s1 + s2) <
max{L(s1), L(s2)}.
Example 2.2 Let s1 = {100 100 100} and s2 = {110 000 000}, where q = 2, p = 3. Then L(s1) =
3, L(s2) = 2× 3 + 2 = 8 and L(s1 + s2) = 2× 3 + 2 + 1 = 9. Hence, L(s1 + s2) > max{L(s1), L(s2)}.
Example 2.3 Let s1 = {111 000 000} and s2 = {000 111 111}, where q = 2, p = 3. Then L(s1) =
2× 3 + 1 = 7, L(s2) = 2× 3 = 6 and L(s1 + s2) = 1. Hence, L(s1 + s2) < min{L(s1), L(s2)}.
The Cube Theory is introduced in [18] to study the k-error linear complexity of 2n-periodic binary
sequences. In a similar approach, we will present Hypercube Theory to study the k-error linear complexity
of pn-periodic binary sequences in next section. Therefore, cube theory and some related results are
presented here as preliminaries. For further discussions about cube theory, please refer to [18].
Suppose that the position difference of two non-zero elements of 2n-periodic binary sequence s is
(2x+ 1)2y, where x and y are non-negative integers. From the Games-Chan algorithm [3] which divides
the sequence to half in each step, only in the (n − y)th step, the sequence length is 2y+1, so the two
non-zero elements must be in the left and right half of the sequence respectively, thus they can be removed
or reduce to one non-zero element. Therefore we have the following definition.
Definition 2.1([18]): Suppose that the position difference of two non-zero elements of 2n-periodic binary
sequence s is (2x + 1)2y, both x and y are non-negative integers. Then the distance between the two
elements is defined as 2y.
Definition 2.2([18]): Suppose that s is a binary sequence with period 2n, and there are 2m non-zero
elements in s, and 0 ≤ i1 < i2 < · · · < im < n. If m = 1, then there are 2 non-zero elements in s and
the distance between the two elements is 2i1 , so it is called as a 1-cube. If m = 2, and s has 4 non-zero
elements which form a rectangle with the lengths of 4 sides being 2i1 and 2i2 respectively, so it is called
as a 2-cube. In general, if s has 2m−1 pairs of non-zero elements, in which there are 2m−1 non-zero
elements which form a (m − 1)-cube, the other 2m−1 non-zero elements also form a (m− 1)-cube, and
the distance between each pair of elements are all 2im , then the sequence s is called as an m-cube. In
this case the linear complexity of s is called as the linear complexity of the cube as well.
Cube is a very special sequence with a unique structure. For an ordinary sequence s, with the standard
cube decomposition [18], s can be decomposed into a series of cubes.
Definition 2.3([18]): A non-zero element of 2n-periodic binary sequence s is called a vertex. Two vertices
can form an edge. If the distance between the two elements (vertices) is 2y, then the length of the edge
is defined as 2y.
As demonstrated in [18], the linear complexity of a 2n-periodic binary sequence with only one cube
has the following nice property.
5Theorem 2.1([18]): Suppose that s is a binary sequence with period 2n, and non-zero elements of s
form an m-cube with lengths of edges 2i1 , 2i2, · · · , 2im (0 ≤ i1 < i2 < · · · < im < n) respectively, then
L(s) = 2n − (2i1 + 2i2 + · · ·+ 2im).
For example, let s be the binary sequence {
2k︷ ︸︸ ︷
11 · · ·11 0 · · ·0}. Its period is 2n, and there are only 2k
continuous nonzero elements at the beginning of the sequence. Then one ca prove that it is a k-cube with
lengths of edges 20, 21, · · · , 2k, and L(s) = 2n − (20 + 21 + · · ·+ 2k).
III. HYPERCUBE THEORY AND LINEAR COMPLEXITY
Follow the idea of The Cube Theory, we will introduce the hypercube theory in this section. First
present some definitions and preliminary results.
Suppose that the position difference of two non-zero elements of pn-periodic binary sequence s is
(px + i)py, where i, x and y are non-negative integers, and 0 < i < p. From Algorithm 2.1, only in the
(n− y)th step, the length of Ai is py, so the two non-zero elements must be in two different Ai1 and Ai2 ,
thus they can be removed or reduce to one non-zero element. Therefore we have the following definition.
Definition 3.1 Suppose that the position difference of two non-zero elements of pn-periodic binary
sequence sequence s is (px + i)py, where i, x and y are non-negative integers, and 0 < i < p. Then
the distance between the two elements is defined as py.
Next we define the hypercube based on Algorithm 2.1.
Definition 3.2 Let 2 be a primitive root modulo p2, s a pn-periodic binary sequence. When computing the
linear complexity of s by Algorithm 2.1, if there is no decrease of nonzero element in s in the operation
a← A0 +A1 + · · ·+Ap−1,(except for the last operation), then s is defined as a hypercube. In this case,
the linear complexity of sequence s is defined as the linear complexity of hypercube s.
For example, let n = 3, p = 3, s(n) = {110 000 000 110 000 000 110 000 000}. In the first operation
a ← A0 + A1 + · · · + Ap−1, from {110 000 000} to {110}, there is no decrease of nonzero element
numbers. So s(n) is a hypercube.
However, let n = 3, p = 3, s(n) = {110 100 100 110 100 100 110 100 100}. In the first operation
a← A0 +A1 + · · ·+Ap−1, from {110 100 100} to {110}, two nonzero element disappear. So s(n) is not
a hypercube. Later we will show that the sequence s(n) can be decomposed into several hypercubes.
Definition 3.3 Let 2 be a primitive root modulo p2, s a pn-periodic binary sequence. When computing
the linear complexity of s by Algorithm 2.1.
i) (Vertex) At the end of the algorithm, if a = {1}, then the nonzero element is called a vertex; if
a = {0}, then there must exist l1 < n, such that in the l1th step, A0 + A1 + · · ·+ Ap−1 = {0, 0, · · · , 0},
but {A0, A1, · · · , Ap−1} 6= {0, 0, · · · , 0}. In this case, the p-tuple {A0, A1, · · · , Ap−1} = B is called a
vertex, where Ai = {sipj , sipj+1, · · · , s(i+1)pj−1}, 0 ≤ i < p, 0 ≤ j < n. j is defined as the length of the
vertex (There is no length for vertex when a = 1). The original sequence s may include one or more this
defined tuple B (vertex) in its sequence.
ii) (Edge) Two vertices of the same kind (a = 1 or a = 0) can form an edge. If the vertex is a nonzero
element, then the length of the edge is defined as the distance of the two nonzero elements; If the vertex
is a nonzero p-tuple, then the length of the edge is defined as the distance of the two first elements in
each p-tuple.
With above definition of vertex, for a hypercube s, if the number of its vertices is pm, then hypercube
s is called as m-hypercube, and in this case, the dimension of hypercube s is defined as m.
For example, let n = 3, p = 3, s(n) = {110 000 000 110 000 000 110 000 000}. There are 3 vertices
of 1 tuple {110}, and the length of this tuple is 0. So s(n) is a 1-hypercube.
Let s(n) = {111 111 000 111 111 000 111 111 000}. There are 3 vertices with the same tuple
{111 111 000}, which has length 1. So s(n) is a 1-hypercube.
6Hypercube is a very special sequence with a unique structure. However, based on Algorithm 2.1, we
can develop a standard hypercube decomposition algorithm, so that any pn periodic binary sequence can
be decomposed into a series of hypercubes as demonstrated in the following algorithm.
Algorithm 3.1
Input: s(n)0 is a binary sequence with period pn.
Output: A hypercube decomposition of sequence s(n)0 .
Step 1. Let s(n) = s(n)0 . Divide s(n) into p equal parts, Ai = {sipn−1, sipn−1+1, · · · , s(i+1)pn−1−1}, 0 ≤ i < p,
and let a = {A0, A1, · · · , Ap−1}. While {A0, A1, · · · , Ap−1} is not a vertex, run Step 2 and Step 3.
Step 2. If A0 = A1 = · · · = Ap−1 then we consider A0, and let a← A0. If we change A0 in the following
steps, we will also make the same changes to A1, A2, · · · , Ap−1 in s(n).
Step 3. Otherwise, a← A0 + A1 + · · ·+ Ap−1, then we consider A0 + A1 + · · ·+ Ap−1.
If the number of nonzero elements in a is less than the sum of the number of nonzero elements in each
Ai for 0 ≤ i < p, then we can change the nonzero elements in A0, A1, · · · , Ap−1 accordingly (change Ai
to A˜i) such that i) A˜0 + A˜1 + · · · + A˜p−1 is still equal to the original a and ii) the number of nonzero
elements in a is the same as the sum of the number of nonzero elements in A˜i for 0 ≤ i < p. iii)
A˜0 = A˜1 = · · · = A˜p−1 is still not true ( refer to Appendix 1) on how to achieve it). These changes will
guarantee that the nonzero elements in operation a← A˜0 + A˜1 + · · ·+ A˜p−1 will not be reduced and this
will make sure these changes will follow the definition of hypercube.
Further, if we change a nonzero element of a in the following steps, we will also change its corre-
sponding nonzero element back in A˜0, A˜1, · · · , or A˜p−1 in s(n), such that a = A˜0+ A˜1+ · · ·+ A˜p−1. This
is possible as the number of nonzero element in a equals to the sum of nonzero elements in A˜0, A˜1, · · · ,
and A˜p−1. This will make sure the changed sequence in each operation can be traced back though these
back changes may not be unique.
Step 4. Repeat above operations, until that a is reduced to one vertex. In above process, keep all possible
changes in s(n) and it will finally become a hypercube h1 with linear complexity L(s(n)0 ). (refer to Appendix
ii)).
Step 5. With s(n)0
⊕
h1, where s(n)0 is the original sequence, run Step 1 to Step 4. We can obtain a
hypercube h2 with linear complexity less than L(s(n)0 ). (refer to Appendix iii)).
Step 6. With these nonzero elements left in s(n)0 , run Step 1 to Step 5 recursively we will obtain a
series of hypercubes in the descending order of linear complexity. Finally, we can obtain the following
decomposition.
s
(n)
0 = h1
⊕
h2
⊕
h3
⊕
· · ·
For the correctness of Algorithm 3.1, please see Appendix 1), 2) and 3).
The above process is defined as the standard hypercube decomposition for a sequence s(n).
For example, let n = 3, p = 3, s(n) = {110 100 100 110 100 100 110 100 100}. Then it can be
decomposed into 1-hypercube {000 100 100 000 100 100 000 100 100} and 1-hypercube
{110 000 000 110 000 000 110 000 000}. They have linear complexity 6 and 8, respectively.
Based on Algorithm 2.1 and the standard hypercube decomposition, we first consider the linear
complexity of a sequence with only one hypercube as corresponding to Theorem 2.1 for the case of
2n periodic sequences. As shown in the following theorem, there are three kinds of vertices, so the linear
complexity of one hypercube is much more complex than the linear complexity of one cube in Theorem
2.1.
Theorem 3.1 Suppose that s is a binary sequence with period pn, and further s is an m-hypercube with
lengths of edges being pi1 , pi2 , · · · , pim (0 ≤ i1 < i2 < · · · < im < n) respectively. Then
L(s) = ǫ− 1 + pn − (p− 1)(pi1 + pi2 + · · ·+ pim)
7where ǫ has three cases: i) if the vertex of hypercube is a nonzero element, then ǫ = 1; ii) if the vertex of
hypercube is a nonzero tuple and the length of the vertex is 0, then ǫ = 0; iii) if the vertex of hypercube
is a nonzero tuple and the length of the vertex is j > 0, then ǫ = (1− p)(p0 + p1 + · · ·+ pj−1).
Proof: We prove the three cases separately as follows.
i) If the vertex is a nonzero element, then a = 1 at the end of bf Algorithm 2.1. From Algorithm 2.1,
in the kth step, 1 ≤ k ≤ n, if and only if one period of the sequence can not be divided into p equal
parts, then the linear complexity will be increased by (p− 1)pn−k. So, the all possible linear complexity
increases are:
(p− 1)pn−1, (p− 1)pn−2, · · · , (p− 1), 1.
Assume that sequence s is a m-hypercube with lengths of edges being pi1 , pi2, · · · , pim (0 ≤ i1 < i2 <
· · · < im < n) respectively, then we will prove that the linear complexity of this sequence will not be
increased in (n − it)th step for t = m, (m − 1), · · · , 1 when we implement Algorithm 2.1 and will be
increased in all other steps.
First, one can observe that there exist at least 2 vertices, their distance is pim . As the length of Ai is
reduced proportionally by 1/p in each iteration, in the (n− im)th step, the length of Ai is pim , so the two
vertices must be in two different Ai1 and Ai2 . If A0 = A1 = · · · = Ap−1 is not true, then we consider
a← A0+A1+ · · ·+Ap−1, the two vertices must be removed, which contradicts to Definition 3.2 requiring
there should be no decrease of nonzero elements in operation a← A0+A1+ · · ·+Ap−1 for a hypercube.
Thus one period of the sequence must be divided into p equal parts in this step, then the linear complexity
should not be increased by (p− 1)pim . Iteratively, there exist at least 2 vertices, their distance is pi2 . In
the (n− i2)th step, the length of Ai is pi2 , one period of the sequence will be divided into p equal parts,
then the linear complexity should not be increased in the (n − i2) step. Similarly, there exist at least 2
vertices, their distance is pi1 . In the (n − i1)th step, the length of Ai is pi1 , one period of the sequence
will be divided into p equal parts in this step, then the linear complexity will not be increased in this
step.
Second, suppose that in the (n − i0)th step, one period of the sequence is divided into p equal parts,
but i0 is not in {i1, i2, · · · , im}. Then the sequence s should have at least pm+1 vertices, which contradict
to the definition of an m-hypercube, which has only pm vertices.
Therefore, L(s) = 1+(p−1)+(p−1)p+(p−1)p2+ · · ·+(p−1)pn−1− (p−1)(pi1 +pi2 + · · ·+pim) =
1− 1 + pn − (p− 1)(pi1 + pi2 + · · ·+ pim).
ii) As the vertex of hypercube is not a nonzero element and the length of the vertex is 0, from Algorithm
2.1, the all possible linear complexity increases are:
(p− 1)pn−1, (p− 1)pn−2, · · · , (p− 1), 0.
Similarly, L(s) = 0− 1 + pn − (p− 1)(pi1 + pi2 + · · ·+ pim).
iii) As the vertex of hypercube is not a nonzero element and the length of the vertex is j > 0, from
Algorithm 2.1, the all possible linear complexity increases are:
(p− 1)pn−1, (p− 1)pn−2, · · · , (p− 1)pj, 0.
Similarly reasoning as above, we obtain L(s) = (1− p)(p0 + p1 + · · ·+ pj−1)− 1 + pn − (p− 1)(pi1 +
pi2 + · · ·+ pim).
The proof is complete now.
Example 3.1 Let n = 3, p = 3, s(n) = {110 110 110 110 110 110 110 110 110}. s(n) is a 2-hypercube.
Lengths of edges are 3, 32 respectively. The vertex of hypercube is {110}, not a nonzero element. The
length of the vertex is 0. So, ǫ = 0, L(s(n)) = 0− 1 + 33 − (3− 1)(3 + 32) = 2.
Example 3.2 Let n = 3, p = 3, s(n) = {000 100 100 000 100 100 000 100 100}. s(n) is a 1-hypercube.
The length of the edge is 32. The vertex of hypercube is {000 100 100}, not a nonzero element. The
length of the vertex is 1. So, ǫ = −2, L(s(n)) = −2− 1 + 33 − (3− 1)32 = 6.
8From Theorem 3.1, it is easy to have the following result about the possible minimum linear complexity
decrease between two hypercubes.
Remark 3.1 Suppose that s is a binary sequence with period pn, and further s is an m-hypercube
with lengths of edges being pi1, pi2 , · · · , pim (0 ≤ i1 < i2 < · · · < im < n) respectively, and L(s) =
ǫ−1+pn−(p−1)(pi1+pi2+· · ·+pim). i) If ǫ = 1, and let i0 = min({0, 1, 2, · · · , n−1}−{i1, i2, · · · , im});
ii) If ǫ = 0, and let i0 = min({1, 2, · · · , n−1}−{i1, i2, · · · , im}); iii) If ǫ = (1−p)(p0+p1+ · · ·+pj−1),
and let i0 = min({j +1, j +2, · · · , n− 1}− {i1, i2, · · · , im}). Then the maximum linear complexity less
than L(s) achieved by another hypercube is ǫ − 1 + pn − (p − 1)(pi0 + pi1 + pi2 + · · · + pim), which is
achieved by an (m+ 1)-hypercube with lengths of edges being pi0 , pi1 , pi2, · · · , pim .
Based on Algorithm 2.1, it is easy to give the following result about standard hypercube decomposition.
Theorem 3.2 Suppose that s is a binary sequence with period pn, and L(s) = ǫ− 1+ pn − (p− 1)(pi1 +
pi2 + · · ·+ pim), ǫ ∈ {0, 1}, where 0 ≤ i1 < i2 < · · · < im < n, then the sequence s can be decomposed
into several hypercubes, s = h1
⊕
h2
⊕
h3
⊕
· · · , and only hypercube h1 has the linear complexity L(s),
other hypercubes possess distinct linear complexities less than L(s).
In summary, one can see that any sequence s can be decomposed into the sum of several hypercubes with
descending order of linear complexity. As the decomposition is not unique, it may be hard to investigate
the possible decompositions further and we will tackle this problem in future. Luckily, the first hypercube
has the same linear complexity with the original sequence. We will investigate k-error linear complexity
and other important issues by using this decomposition in next section.
IV. k-ERROR LINEAR COMPLEXITY AND STABILITY OF pn PERIODIC BINARY SEQUENCES
In this section, we will investigate two important problems. One is the minimum value k for which
the k-error linear complexity of s is strictly less than the linear complexity L(s) of s. This problem
has attracted much attention recently for a pn-periodic binary sequence s. Currently the best result is
given by Meildl [9] by using polynomial approach and only an upper bound is obtained. By using the
hypercube decomposition, we solve this problem completely in this section. Consequently, the stability
of a pn-periodic binary sequence s is investigated. Second, as the importance of hypercube, we give a
numeration formula of all possible hypercubes with a given linear complexity with partial characterization
of construction. This will pave a path for its further applications in future.
A. k-error linear complexity of a pn-periodic binary sequence
Based on hypercube theory, linear complexity is discussed in previous section. Next we will investigate
the k-error linear complexity for a pn-periodic binary sequence s.
For a 2n-periodic binary sequence s, one important result, proved by Kurosawa et al. [6], is that the
minimum value k denoted as m(s) for which the k-error linear complexity of s is strictly less than the
linear complexity L(s) of s is determined by m(s) = 2WH(2n−L(s)), where WH(a) denotes the Hamming
weight of the binary representation of an integer a.
For a pn-periodic binary sequence s, with a polynomial approach, Meidl [9] studied the minimum value
k for which the k-error linear complexity is strictly less than the linear complexity of a pn-periodic binary
sequence s, where p is an odd prime and 2 is a primitive root modulo p2. The following upper bound on
m(s) is established in [9].
m(s) ≤ (
p− 1
2
)δpWH(p
n
−L(s))
where δ = (ǫ+ 1) mod 2, ǫ ∈ {0, 1}. This is the best known result in literature.
With the proposed hypercube theory, we further study m(s) for a pn-periodic binary sequence s. We
first consider sequences with only one hypercube.
Theorem 4.1 Suppose that s is a hypercube with period pn, and L(s) = ǫ− 1 + pn − (p− 1)(pi1 + pi2 +
· · · + pim), where ǫ ∈ {0, 1, (1 − p)(p0 + p1 + · · · + pq−1)}, in which q is the length of the vertex, and
0 ≤ i1 < i2 < · · · < im < n. Then
9i) If the vertex is a nonzero element, then m(s) = pm.
ii) If the vertex is a p-tuple {A0, A1, · · · , Ap−1} and the length of the vertex is 0. Assume there are l
nonzero elements in the p-tuple, then
m(s) =
{
lpm, l < p/2
(p− l)pm, otherwise
iii) If the vertex is a p-tuple {A0, A1, · · · , Ap−1} and the vertex has a length q > 0. Now assume
there are l nonzero elements in the tuple and the vertex p-tuple {A0, A1, · · · , Ap−1} can be changed to a
nonzero p-tuple {A˜0, A˜1, · · · , ˜Ap−1} with j elements change, such that A˜0 = A˜1 = · · · = ˜Ap−1 (refer to
Appendix iV) on how to calculate j), then
m(s) =
{
lpm, l < j
jpm, j < l
Proof: We prove the three cases separately as follows.
i) If the vertex is a nonzero element. Based on Algorithm 2.1, to decrease the linear complexity of s,
there are two possibilities: to remove or to add some nonzero elements.
Suppose in the k0th step of Algorithm 2.1, 1 ≤ k0 ≤ n, A0 = A1 = · · · = Ap−1 are not true at first
time. Then the linear complexity of s is increased by (p− 1)pn−k0 . In order to avoid being increased by
(p−1)pn−k0 for the changed sequence, we may change s, so that A0 = A1 = · · · = Ap−1 for the changed
sequence. According Remark 2.1, we note that after the k0th step, the sum of all possible increase for
linear complexity of the changed sequence is pn−k0 . Thus the change of the k0th step will lead to the
decrease of final linear complexity.
One option to change s is to remove all nonzero elements in {A0, A1, · · · , Ap−1}. As s is a hypercube,
this is equivalent to remove the hypercube s with pm nonzero elements.
Another option is to add some nonzero elements and delete some other nonzero elements (if k0 = n, we
can only add nonzero elements as only one nonzero element left in this case), such that A0 = A1 = · · · =
Ap−1 after changes. From Definition 3.2, there should be no decrease of nonzero elements in operation
a← A0 + A1 + · · ·+ Ap−1 for hypercube s.
Assume
Ai =


a1i
a2i
.
.
.
apn−k0 i

 , 0 ≤ i < p.A =


a10 a11 · · · a1,p−1
a20 a21 · · · a2,p−1
.
.
.
apn−k0 ,0 apn−k0 ,1 · · · apn−k0 ,p−1

 .
One can derive that there is at most one nonzero element in each row of A. We can further assume
there are px nonzero elements in A. In this case, there are pm−py elements removed in previous operation
and x + y = m. In order to make changes in Ai such that A0 = A1 = · · · = Ap−1, we must change the
nonzero rows to all zeros or all ones. Now if aji = 1 0 ≤ i < p, we change the j row to all ones and all
other rows be zero such that A0 = A1 = · · · = Ap−1. The number of elements changed is
py(p− 1) + py(px − 1) = pm + py(p− 2) > pm
In above formula, py(p − 1) represents the changes corresponding to the j row in original sequence
and py(px − 1) represents the changes of all other nonzero changes in the original sequence. For general
case, let t rows be all nonzero elements. Then The number of elements changed is
tpy(p− 1) + py(px − t) = pm + tpy(p− 2) > pm
In summary, the minimal change is to remove all the nonzero elements, thus m(s) = pm.
ii) If the vertex is a p-tuple {A0, A1, · · · , Ap−1} with l nonzero elements, the length of the vertex is 0.
In this case, we consider the nth step of Algorithm 2.1 for sequence s, {A0, A1, · · · , Ap−1} is a vertex.
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As A0 + A1 + · · ·+ Ap−1 = {0, 0. · · · , 0}, A0 = A1 = · · · = Ap−1 are not true. From Algorithm 2.1, the
linear complexity is increased by (p− 1)p0. To avoid increasing by (p− 1)p0, we may change s, so that
A0 = A1 = · · · = Ap−1.
We have to remove all nonzero elements in {A0, A1, · · · , Ap−1}, which means to remove the hypercube
s with lpm nonzero elements, or add some nonzero elements, such that A0 = A1 = · · · = Ap−1, which
means to add (p− l)× pm nonzero elements to the hypercube s.
Assume in the k0th step of Algorithm 2.1, 1 ≤ k0 < n, A0 = A1 = · · · = Ap−1 are not true. Similar to
the analysis of i), we have,
m(s) =
{
lpm, l < p/2
(p− l)pm, otherwise
iii)If the vertex has length q > 0, and is a p-tuple {A0, A1, · · · , Ap−1} with l nonzero elements, and the
vertex can be changed to a nonzero p-tuple {A˜0, A˜1, · · · , ˜Ap−1} with the least j elements change, such
that A˜0 = A˜1 = · · · = A˜p−1.
Now we consider the (n− q)th step of Algorithm 2.1 for sequence s, {A0, A1, · · · , Ap−1} is a vertex.
As A0 + A1 + · · · + Ap−1 = {0, 0. · · · , 0}, A0 = A1 = · · · = Ap−1 are not true. From Algorithm 2.1,
the linear complexity is increased by (p− 1)pq. To avoid being increased by (p− 1)pn−q for the changed
sequence, we need to change s, so that A0 = A1 = · · · = Ap−1.
As {A0, A1, · · · , Ap−1} is a vertex. If l < j, we have to remove all the nonzero elements in hypercube
s to decrease the linear complexity.
Otherwise, if l > j, with at least j elements change, the vertex can be changed to a nonzero p-tuple
{A˜0, A˜1, · · · , ˜Ap−1}, such that A˜0 = A˜1 = · · · = ˜Ap−1, which decreases the linear complexity.
Assume in the k0th step of Algorithm 2.1, 1 ≤ k0 < n−q, A0 = A1 = · · · = Ap−1 are not true. Similar
to the analysis of i), we have,
m(s) =
{
lpm, l < j
jpm, j < l
It should be noted that the number of j in Appendix iv) depends on the structure of the vertex and it
is hard to give its direct relation with the sequence s. Anyway, we can compute this value easily with a
given hypercube.
The following examples are given to illustrate Theorem 4.1.
Let n = 3, p = 3, s(n) = {110 000 000 110 000 000 110 000 000}. As hypercube s(n) has 2×3 nonzero
elements and 2 > 3/2, thus m(s(n)) = (3− 2)3 = 3.
Let n = 2, p = 5, s(n) = {11110 11110 11110 11110 11110}. Then L(s(n)) = −1 + 52 − 4 × 5. As
hypercube s(n) has 4× 5 nonzero elements and 4 > 5/2, thus m(s(n)) = (5− 4)5 = 5.
Let n = 3, p = 3, s(n) = {000 100 100 000 100 100 000 100 100}. s(n) is a 1-hypercube. L(s(n)) =
−1 + 33 − (3 − 1)(1 + 32) = 6. As hypercube s(n) has 2 × 3 nonzero elements and 2 > 3/2, thus
m(s(n)) = (3− 2)3 = 3.
For a pn-periodic binary sequence s, Meidl [9] obtained sharp lower and upper bounds on m(s). By
Theorem 1 in [9], for s(n) = {11110 11110 11110 11110 11110}, m(s(n)) ≤ 5−1
2
× 51 = 10, which is
greater than m(s(n)) = 5.
By Theorem 1 in [9], for s(n) = {000 100 100 000 100 100 000 100 100}, m(s(n)) ≤ 3−1
2
× 32 = 9,
which is greater than m(s(n)) = 3.
So the result obtained here is much more precise.
For a general binary sequence s consisting of different hypercubes, s = h1
⊕
h2
⊕
h3
⊕
· · · , the
following theorem establishes a relationship between the greatest hypercube h1 of s and m(s).
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Theorem 4.2 Suppose that s is a binary sequence with period pn, and L(s) = ǫ− 1+ pn − (p− 1)(pi1 +
pi2 + · · ·+ pim), where ǫ ∈ {0, 1, (1− p)(p0 + p1 + · · ·+ pq−1)} and 0 ≤ i1 < i2 < · · · < im < n, and h
is a hypercube with linear complexity L(s) in the standard hypercube decomposition of s.
i) If the vertex of h is a nonzero element, then m(s) = pm
ii) If the vertex of h has length 0, and is a p-tuple {A0, A1, · · · , Ap−1} with l nonzero elements, then
m(s) =
{
lpm, l < p/2
(p− l)pm, otherwise
iii) If the vertex of h has length q > 0, and is a p-tuple {A0, A1, · · · , Ap−1} with l nonzero elements,
and the vertex can be changed to a nonzero p-tuple {A˜0, A˜1, · · · , ˜Ap−1} with at least j elements change,
such that A˜0 = A˜1 = · · · = A˜p−1, then
m(s) =
{
lpm, l < j
jpm, j < l
Proof: To decrease the linear complexity of s, we only need to consider hypercube h with linear
complexity L(s). Based on Theorem 4.1, the result is obvious.
Now we consider an application of Theorem 4.2. It is known that both high linear complexity and high
k-error linear complexity are necessary for the security of a key stream. Now we give a class of sequences
s with the largest k-error linear complexity and L(s) = Lk(s).
Let s be the binary sequence {
pk︷ ︸︸ ︷
11 · · ·11 0 · · ·0}. Its period is pn, and there are only pk continuous
nonzero elements at the beginning of the sequence. Then it is a k-hypercube with vertex being a nonzero
element 1. By Theorem 4.2, m(s) = pk. So, after at most e(0 ≤ e ≤ pk − 1) elements change in a period
of the above sequence are changed, the linear complexity of all new sequences are not decreased, thus
the original sequence possesses stable e-error linear complexity. The pk−1, · · · , (pk − 2) or (pk − 1)-error
linear complexity of s are all pn − (pk − 1).
So we have the following important corollary.
Corollary 4.1 For pl−1 ≤ k < pl, we can construct one pn-periodic binary sequence s with stable k-linear
complexity pn − (pl − 1), such that
Lk(s) = max
t
Lk(t)
where t is any pn-periodic binary sequence.
It is worthy to mention that there are (3pk)n−k sequences with linear complexity pn − (pk − 1) derived
from sequence {
pk︷ ︸︸ ︷
11 · · ·11 0 · · ·0}. For example, let n = 2, p = 3. From s(n) = {111 000 000}, we have
the following 33 sequences with linear complexity 32 − (31 − 1) = 7.
{111 000 000}, {011 100 000}, {011 000 100}
{101 010 000}, {001 110 000}, {001 010 100}
{101 000 010}, {001 100 010}, {001 000 110}
· · · · · ·
It is reminded that the CELCS (critical error linear complexity spectrum) has been studied by Etzion
et al. [2]. The CELCS of a sequence s consists of the ordered set of points (k, Lk(s)) satisfying Lk(s) >
Lk′(s), for k′ > k; these are the points where a decrease occurs in the k-error linear complexity, and thus
they are called critical points.
In fact, m(s) is the first critical point, next we consider the second critical point. We define m1(s) as
the minimum k for which the k-error linear complexity is strictly less than Lm(s)(s). We first consider
sequences with only one hypercube.
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Proposition 4.1 Suppose that s is a binary sequence with period pn, and L(s) = ǫ−1+pn− (p−1)(pi1 +
pi2 + · · ·+ pim), where ǫ ∈ {0, 1, (1− p)(p0 + p1 + · · ·+ pq−1)} and 0 ≤ i1 < i2 < · · · < im < n, and s
is a hypercube.
i) If the vertex is a nonzero element, then there is no second critical point.
ii) Assume that the vertex of h has length 0, and is a p-tuple {A0, A1, · · · , Ap−1} with l nonzero
elements. If p/2 < l < p then m1(s) = lpm. Otherwise, there is no second critical point.
iii) Assume that the vertex of h has length q > 0, and is a p-tuple {A0, A1, · · · , Ap−1} with l nonzero
elements, and the vertex can be changed to a nonzero p-tuple {A˜0, A˜1, · · · , ˜Ap−1} with at least j elements
change, such that A˜0 = A˜1 = · · · = ˜Ap−1. If j < l then m1(s) = lpm. Otherwise, there is no second
critical point.
Proof: i) It is obvious from Theorem 4.1.
ii) If p/2 < l < p, from Theorem 4.1, m(s) = (p − l)pm. In this case, in order to further decrease
the linear complexity of s, we have to remove the hypercube s. So m1(s) = lpm. Otherwise, there is no
second critical point.
iii) If l > j, from Theorem 4.1, m(s) = jpm. In this case, in order to further decrease the linear
complexity of s, we have to remove the hypercube s. So m1(s) = lpm. Otherwise, there is no second
critical point.
Though this problem is completely solved for a hypercube, for a general binary sequence consisting
of different hypercubes, the following example is presented to illustrate the difficulty to compute m1(s).
In fact, m(s) is only related to the largest hypercube of s, but m1(s) may be related to all possible
hypercubes of s.
Let n = 3, p = 3, s(n) = {110 000 000 111 000 000 111 000 000}. Thus s(n) consists of hypercube
{110 000 000 000 000 000 000 000 000} and hypercube {000 000 000 111 000 000 111 000 000}
From Theorem 4.2, m(s(n)) = (3 − 2) = 1. As {110 000 000 000 000 000 000 000 000} becomes
{111 000 000 000 000 000 000 000 000}, so the new s(n) is {111 000 000 111 000 000 111 000 000}, which
is a 2-hypercube. Therefore to further decrease the linear complexity, we have to remove the hypercube.
So m1(s(n)) = 3× 3− 1 = 8.
B. Counting of pn-periodic binary sequences of given linear complexity with one hypercube
Next we consider the number of sequences with exactly one hypercube by a construction approach.
Suppose that s is a binary sequence with period pn, and L(s) = ǫ−1+pn− (p−1)(pi1 +pi2 + · · ·+pim),
where 0 ≤ i1 < i2 < · · · < im < n. We first derive the counting formula of m-hypercubes with the same
linear complexity.
Theorem 4.3 Suppose that s is a binary sequence with period pn, L(s) = ǫ− 1+ pn− (p− 1)(pi1 + pi2 +
· · ·+ pim), and 0 ≤ i1 < i2 < · · · < im < n. Let
C = pp
mn−(pm−pm−1)im−···−(p2−p)i2−(p−1)i1−
pm+1−p
p−1
If ǫ = 1, then the vertex is a nonzero element, and the number of all m-hypercubes e with L(e) = L(s)
is C.
If ǫ = 0, and the vertex is with length 0 and has l nonzero elements, then the number of all m-hypercubes
e with L(e) = L(s) is
(
p
l
)(
C
p
)l
, 1 < l < p.
Proof: We first consider the case of ǫ = 1.
Suppose that s(i1) is a pi1-periodic binary sequence with linear complexity pi1 and WH(s(i1)) = 1, then
the number of these s(i1) is pi1
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So the number of pi1+1-periodic binary sequences s(i1+1) with linear complexity pi1+1−(p−1)pi1 = pi1
and WH(s(i1+1)) = p is also pi1 .
For i2 > i1, if pi2-periodic binary sequences si2 with linear complexity pi2−(p−1)pi1 and WH(s(i2)) = p,
then pi2 − (p− 1)pi1 − (pi1+1 − (p− 1)pi1) = (p− 1)pi2−1 + (p− 1)pi2−2 + · · ·+ (p− 1)pi1+1.
Based on Algorithm 2.1, the number of these si2 can be given by (pp)i2−i1−1 × pi1 = ppi2−(p−1)i1−p.
(The following examples are given to illustrate the proof.
Suppose that i1 = 1, i2 = 3, p = 3, then (pp)i2−i1−1 = 27 sequences
{100100100 000000000 000000000},
{100100000 000000100 000000000},
{100100000 000000000 000000100},
{100000100 000100000 000000000},
{100000000 000100100 000000000},
{100000000 000100000 000000100},
{100000100 000000000 000100000},
{100000000 000000100 000100000},
{100000000 000000000 000100100},
· · · · · ·
of s(i2) correspond to a sequence {100100100} of s(i1+1). )
So the number of pi2+1-periodic binary sequences s(i2+1) with linear complexity pi2+1 − (p− 1)(pi2 +
pi1) = pi2 − (p− 1)pi1 and WH(s(i2+1)) = p2 is also ppi2−(p−1)i1−p.
For i3 > i2, based on Algorithm 2.1, if pi3-periodic binary sequences si3 with linear complexity
pi3 − (p− 1)(pi2 + pi1) and WH(s(i3)) = p2, then the number of these si3 can be given by (pp
2
)i3−i2−1 ×
ppi2−(p−1)i1−p = pp
2i3−(p2−p)i2−(p−1)i1−p−p2
.
· · · · · ·
So the number of pim+1-periodic binary sequences s(im+1) with linear complexity pim+1− (p−1)(pi1 +
pi2 + · · ·+ pim) = pim − (p− 1)(pi1 + pi2 + · · ·+ pim−1) and WH(s(im+1)) = pm is also
pp
m−1im−···−(p2−p)i2−(p−1)i1−p−p2−···−pm−1
For n > im, if pn-periodic binary sequences s(n) with linear complexity pn−(p−1)(pi1+pi2+· · ·+pim)
and WH(s(n)) = pm, then the number of these s(n) can be given by
(pp
m
)n−im−1 × pp
m−1im−···−(p
2
−p)i2−(p−1)i1−p−···−p
m−1
= pp
mn−(pm−pm−1)im−···−(p
2
−p)i2−(p−1)i1−p−···−p
m−1
−pm
= p
pmn−(pm−pm−1)im−···−(p
2
−p)i2−(p−1)i1−
p
m+1
−p
p−1
This completes the proof of the first part.
Now consider the case of ǫ = 0.
Suppose that s(i1) is a pi1-periodic binary sequence with linear complexity pi1 − 1 and WH(s(i1)) = l,
then the number of these s(i1) is
(
p
l
)
pl(i1−1)
So the number of pi1+1-periodic binary sequences s(i1+1) with linear complexity pi1+1−(p−1)pi1−1 =
pi1 − 1 and WH(s(i1+1)) = lp is also
(
p
l
)
pl(i1−1).
· · · · · ·
Similarly, we have the following result.
If pn-periodic binary sequences s(n) with linear complexity pn − (p− 1)(pi1 + pi2 + · · ·+ pim)− 1, the
vertex is with length 0 and WH(s(n)) = lpm, then the number of these s(n) can be given by(
p
l
)(
C
p
)l
.
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For a binary sequence with period 2n, Etzion et al. first proved the following Proposition 4.2 in [2].
We proved it with cube theory in [18] as well. It is also a special case of Theorem 4.3.
Proposition 4.2 Suppose that s is a binary sequence with period 2n, and L(s) = 2n−(2i1+2i2+· · ·+2im),
where 0 ≤ i1 < i2 < · · · < im < n. If sequence e is an m-cube with L(e) = L(s), then the number of
sequence e is
22
mn−2m−1im−···−2i2−i1−2m+1+2
From Definition 3.3, we know that there are three types of vertices. They have 1, l( the vertex is with
length 0) or lj( the vertex is with nonzero length) elements respectively, 0 < l < p. In Theorem 4.3,
we investigate a pn-periodic binary sequence with vertex having 1 or l nonzero elements. The counting
formula of m-hypercubes with vertex having nonzero length remains to be solved in future.
V. CONCLUSIONS
For a pn-periodic binary sequence, where p is an odd prime and 2 is a primitive root modulo p2,
by studying sequences with minimum Hamming weight, a new tool called hypercube theory has been
developed. A general hypercube decomposition approach has been given. Also, a characterization has
been presented about the first decrease in the k-error linear complexity for a pn-periodic binary sequence
s based on the proposed hypercube theory. One very important application is to construct sequences with
the maximum stable k-error linear complexity. Finally, a counting formula for m-hypercubes with the
same linear complexity has been derived.
The hypercube structure of a pn-periodic binary sequence is closely related to its linear complexity
and k-error linear complexity. So it is is very important in investigating critical error linear complexity
spectrum proposed by Etzion et al, which is our future work.
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APPENDIX
1). The construction of A˜i in Step 3 of Algorithm 3.1
If A0 = A1 = · · · = Ap−1 is not true, then a ← A0 + A1 + · · ·+ Ap−1, we now consider A0 + A1 +
· · ·+ Ap−1.
If the number of nonzero elements in a is less than the sum of the number of nonzero elements in each
Ai for 0 ≤ i < p, then we can change the nonzero elements in A0, A1, · · · , Ap−1 accordingly such that
i) A˜0 + A˜1 + · · ·+ A˜p−1 is still equal to the original a,
ii) the number of nonzero elements in a is the same as the sum of the number of nonzero elements in
A˜i for 0 ≤ i < p,
iii) A˜0 = A˜1 = · · · = A˜p−1 is still not true.
In fact, we can assume that
Ai =


a1i
a2i
.
.
.
aqi

 , 0 ≤ i < p. Then a =


a10 + a11 + · · ·+ a1,p−1
a20 + a21 + · · ·+ a2,p−1
.
.
.
aq0 + aq1 + · · ·+ aq,p−1

 .
Suppose that for some j, we have aj0 + aj1 + · · · + aj,p−1 = 1. Then we can keep the first nonzero
element in {aj0, aj1, · · · , aj,p−1} unchanged, let all other nonzero elements be zero.
Suppose that aj0 + aj1 + · · ·+ aj,p−1 = 0. Then change all nonzero elements in {aj0, aj1, · · · , aj,p−1}
into zero.
After above changes, it is obvious that we have
i) A˜0 + A˜1 + · · ·+ A˜p−1 is still equal to the original a,
ii) the number of nonzero elements in a is the same as the sum of the number of nonzero elements in
A˜i for 0 ≤ i < p.
As {A0, A1, · · · , Ap−1} is not vertex, thus a is not a zero vector. Suppose that aj0+aj1+· · ·+aj,p−1 = 1.
Then there exists i3 such that aj,i3 = 1. In this case, A˜0 6= A˜i3 , which implies that A˜0 = A˜1 = · · · = A˜p−1
is still not true.
2). The proof of Linear complexity h1 in Step 4 of Algorithm 3.1
Step 4. Repeat above operations, until that a is reduced to one vertex. In above process, keep all possible
changes in s(n) and it will finally become a hypercube h1 with linear complexity L(s(n)0 ).
Proof:
As the number of nonzero elements in a is the same as the sum of the number of nonzero elements
in A˜i for 0 ≤ i < p. In Step 4, when we apply Algorithm 2.1 to h1, thus there is no decrease of nonzero
element in h1 in the operation a ← A0 + A1 + · · · + Ap−1,(except for the last operation), so h1 is a
hypercube.
As the following steps are still true
i) A˜0 + A˜1 + · · ·+ A˜p−1 is still equal to the original a,
iii) A˜0 = A˜1 = · · · = A˜p−1 is still not true.
So if we apply Algorithm 2.1 to h1, we will have the same process as applying Algorithm 2.1 to s(n)0 ,
so h1 has linear complexity L(s(n)0 ).
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3). The proof of linear complexity of L(h2) is less than L(s) in Step 5 of Algorithm 3.1.
Step 5. With s(n)0
⊕
h1, where s(n)0 is the original sequence, run Step 1 to Step 4. We obtain a hypercube
h2 with linear complexity less than L(s(n)0 ).
Proof:
We first prove that s(n)0
⊕
h1 has linear complexity less than L(s(n)0 ).
When we apply Algorithm 3.1 to s(n)0 , suppose that the last time we modify the nonzero elements in
A0, A1, · · · , Ap−1 in Step 3 is at the k0th step, 1 ≤ k0 < n.
Now let us define Bi =


b1i
b2i
.
.
.
bqi

 ro represent the changes when we change Ai =


a1i
a2i
.
.
.
aqi

 , 0 ≤ i < p.
Specifically, if aji is changed, then define bji = 1, otherwise let bji = 0, 1 ≤ j ≤ q.
As the number of nonzero elements being changed in {aj0, aj1, · · · , aj,p−1} is either 0 or an even
number, 1 ≤ j ≤ q, thus B0 +B1 + · · ·+Bp−1 = {0, 0, · · · , 0}.
When we apply Algorithm 2.1 to s(n)0
⊕
h1, if the process before the k0th step is the same as applying
Algorithm 2.1 to s(n)0 , then we will obtain B0, B1, · · · , Bp−1 in Step 3 at the k0th step. As B0+B1+ · · ·+
Bp−1 = {0, 0, · · · , 0}, Algorithm 2.1 will end and no linear complexity increase. As A0+A1+· · ·+Ap−1 6=
{0, 0, · · · , 0}, Algorithm 2.1 applying to s(n)0 will continue and the linear complexity will increase as
A0 = A1 = · · · = Ap−1 is not true. Thus s(n)0
⊕
h1 has linear complexity less than L(s(n)0 ) in this case.
If one step before the k0th step is different from applying Algorithm 3.1 to s(n)0 , then there exists the
minmum k1, k1 < k0, such that at the k1th step, A0 = A1 = · · · = Ap−1 is not true, but B0 = B1 = · · · =
Bp−1. In this case, there is the first increase of linear complexity for s(n)0 but no increase for s
(n)
0
⊕
h1.
From Remark 2.1, we know the first increase dominates the linear complexity, so s(n)0
⊕
h1 has linear
complexity less than L(s(n)0 ).
According to the decomposition, the linear complexity of hypercube h2 is equal to L(s(n)0
⊕
h1), thus
hypercube h2 has linear complexity less than L(s(n)0 ).
4) Assume that the vertex of h has length q > 0, and is a p-tuple {A0, A1, · · · , Ap−1} with l nonzero
elements. We prove that the vertex can be changed to a nonzero p-tuple {A˜0, A˜1, · · · , ˜Ap−1} with the
least m elements change, such that A˜0 = A˜1 = · · · = ˜Ap−1.
Proof:
Assume that
Ai =


a1i
a2i
.
.
.
apqi

 , 0 ≤ i < p. A =


a10 a11 · · · a1,p−1
a20 a21 · · · a2,p−1
.
.
.
apq,0 apq,1 · · · apq,p−1

 .
Suppose that the number of nonzero elements in the j0th row of A is the maximum. Then change all
zero elements in the j0th row to nonzero elements.
For the jth (j 6= j0) row of A, if the number of nonzero elements is greater than the number of zero
elements, then change all zero elements in the jth row to nonzero elements. Otherwise, change all nonzero
elements in the jth row to zero elements.
Let m be the number of all elements changed from {A0, A1, · · · , Ap−1} to {A˜0, A˜1, · · · , ˜Ap−1}. Then
one can easily prove that m is the smallest number of changes such that A˜0 = A˜1 = · · · = A˜p−1.
