Abstract. This work presents a priori and a posteriori error analyses of a new multiscale hybridmixed method (MHM) for an elliptic model. Specially designed to incorporate multiple scales into the construction of basis functions, this finite element method relaxes the continuity of the primal variable through the action of Lagrange multipliers, while assuring the strong continuity of the normal component of the flux (dual variable). As a result, the dual variable, which stems from a simple postprocessing of the primal variable, preserves local conservation. We prove existence and uniqueness of a solution for the MHM method as well as optimal convergence estimates of any order in the natural norms. Also, we propose a face-residual a posteriori error estimator, and prove that it controls the error of both variables in the natural norms. Several numerical tests assess the theoretical results.
, be an open, bounded domain with polygonal boundary ∂Ω := ∂Ω D ∪ ∂Ω N , where ∂Ω D and ∂Ω N denote Dirichlet and Neumann boundaries, respectively. Consider the elliptic problem to find u such that −∇· (K∇u) = f in Ω , (1.1)
where g D and f are given regular functions, n is the outward normal vector of ∂Ω.
If ∂Ω D = ∅, we assume Ω u = 0 and Ω f = 0. The diffusion coefficient K = {K ij } is a symmetric tensor in [L ∞ (Ω)] d×d (with its usual meaning) which is assumed to be uniformly elliptic, i.e., there exist positive constants c min and c max such that where |·| is the Euclidean norm. The coefficient K is free to involve multiscale features as in [14] and [8] , for instance. It is often of interest to approximate both the primal variable u ∈ H 1 (Ω) and the dual (flux) variable σ := −K ∇u ∈ H(div; Ω) (these space having their usual definitions). The standard approach is to substitute σ in (1.1)-(1.2) to yield a problem in mixed form. In the case of a heterogeneous coefficient K, it is of particular interest to look for u and σ from the perspective of local problems as a way to collect fine-scale contributions in parallel. Such a viewpoint is featured in the works by Chen and Hou [7] and Arbogast [3] . A different approach, named multiscale hybrid-mixed (MHM) method, was taken in [13] : u was sought as the solution of the elliptic equation in a weaker, broken space which relaxes continuity, allows reconstruction of the dual variable, and localizes computations. It was then shown in [13] that the framework provides a way to recover the aforementioned multiscale methods and to generalize them to higher-order approximations preserving consistency. In the present work, we focus on an analysis of the MHM method presented in [13] , providing both a priori and a posteriori estimates. Although featured in a completely different framework, the current work shares common goals and similarities with some recent works as the multiscale mortar finite element method [4] or the hybrid discontinuous Galerkin method [9] , just to cite a few. In fact, such works also adopt a divide-to-conquer approach while tie local computations together through a global problem. On the other hand, an iterative process is involved in [4] which is not presented in our work. Also, those works rely on a dual-hybrid procedure, i.e., they hybridize the mixed version of problem (1.1)-(1.2) instead the elliptic one. As a result, the Lagrange multipliers act relaxing the continuity of the flux and driving local problems as they prescribe Dirichlet boundary conditions at local level. This feature also differentiates the MHM method from the aforementioned works.
For the sake of completeness, we now summarize the main points in deriving the MHM method. The starting point consists of stating problem (1.1)-(1.2) such that continuity on faces (hereafter this will refer to one-dimensional edges as well) is weakly enforced through the action of Lagrange multipliers. To this end, we introduce a family of regular triangulation T h of Ω into elements K, with diameter h K and we set h := max K∈T h h K . The collection of all faces F in the triangulation, with diameter h F , is denoted E h . This set is decomposed into the set of internal faces E 0 , the set of faces on the Dirichlet boundary E D , and faces on the Neumann boundary E N . To each F ∈ E h , we associate a normal n taking care to ensure this is directed outward on ∂Ω. For each K ∈ T h , we further denote by n K the outward normal on ∂K, and let n K F := n K | F for each F ⊂ ∂K. We replace the original strong problem by the following weak formulation : Find (λ, u) ∈ Λ × V such that
where we primarily work with the spaces V := H 1 (T h ) (or V := H 1 (T h ) ∩ L Here, we adopt the notation (µ n, v ) E h := K∈T h (µ n· n K , v) ∂K . We refer the reader to the definitions of the relevant broken spaces and further details on the notation (µ n, v ) E h in the appendix. However, we mention that (·, ·) T h denotes a broken L 2 inner product which implicitly indicates summation over the set. Note problem (1.4)-(1.5) is the standard hybrid formulation from which the primal hybrid methods arise [16] . In the pure homogeneous Dirichlet case with K being the identity, such an approach is shown in [18] to be well posed with λ ∈ H −1/2 (E h ) and u ∈ H 1 (Ω)
being the solution to (1.1)-(1.2); the authors then propose inf-sup stable pairs of finite element sub-spaces. We now characterize the solution of (1.4)-(1.5) as a collection of solutions of local problems which are pieced together using solutions to a global problem. To this end, we introduce the decomposition
where V 0 corresponds to
and P 0 (K) stands for the space of piecewise constants. The orthogonal complement in 6) where T andT are bounded linear operators determined by local problems and with
Further properties of T andT are presented in Lemmas 8.1 and 8.2 in the appendix. Note that decomposition (1.6) provides us a way to eliminate the portion of the solution u ⊥ 0 in terms of λ and f . We complete the computation of the exact solution u by selecting (µ, v) = (µ, v 0 ) in (1.4)-(1.5) and solving the resulting global problem:
It is worth mentioning that the dual variable
belongs to the space H(div; Ω) since σ· n | F is continuous across F ∈ E h and f ∈ L 2 (Ω) by assumption [6, page 95] .
Interestingly, global problem (1.9)-(1.10) may be interpreted as a modified version of the mixed form of the elliptic problem (1.1)-(1.2). Indeed, owing to the identities (see [13] ),
we can write (1.9)-(1.10) in the form:
In this work, we establish weak formulation (1.9)-(1.10) and its discrete version, the MHM method, are well posed (Theorem 3.2). We then show a best approximation result highlighting that the error only depends on the quality of the approximation on faces (Lemma 3.3), which we then use to prove that the MHM method provides optimal numerical approximations to the primal and dual variables in natural norms (Theorem 4.1). Furthermore, an a posteriori error estimator (see Equations (5.1)-(5.3)) is precisely established in terms of the jump of the primal variable on the faces. Interestingly, such a face-based residual estimator is shown to control the natural norms of the primal and dual variables inside the whole computational domain (Theorem 5.2), revealing the effectivity and reliability of the estimator.
The paper is outlined as follows: The MHM finite element method is reviewed in Section 2. Section 3 is dedicated to well-posedness of the method, and Section 4 proposes a priori error estimates. The a posteriori error estimator is developed in Section 5. Numerical results are then presented in Section 6, followed by conclusions in Section 7. Some auxiliary results are provided in the appendix.
2. The multiscale hybrid-mixed method. To present a finite element approximation to global problem (1.9)-(1.10), we shall only require a finite element space approaching Λ since the space V 0 is already discrete. At this point, we use a general approach of selecting a conforming finite subspace Λ h of Λ, i.e.,
making the mild assumption Λ 0 ⊆ Λ h , where the space Λ 0 stands for
Here P 0 (F ) denotes the space of constant polynomials over faces F ∈ E h . This assumption is key to establishing well-posedness. Observe that functions in Λ h may be discontinuous at the vertices (or at the edges in the three-dimensional case), but are single valued along faces. We now define the MHM method, which is built by using the subspace Λ h in place of Λ. Given
Then, using Λ h in place of Λ in global problem (1.10) yields the MHM method:
It is important to note that by assumption on the space Λ h in (2.1), the jump terms in method (2.3)-(2.4) have a precise mathematical meaning.
Equivalently, we may express the MHM method in a mixed form through the use of identities (1.11):
Owing to the fact µ h is an element of the finite element space Λ h , T µ h is seen as the linear combination of solutions of the problem (2.2) applied to each one of the basis functions spanning Λ h with coefficients equal to the degrees of freedom of µ h (see [13] for further details).
We close this section with several comments. Although we find that the mixed formulation of the Laplace problem is a consequence of the approach, we recall that the approach is built on an approximation of u. Therefore, we may interpret the approach as defining finite elements (i.e., basis functions and degrees of freedom) for which σ· n is well-approximated. Also, an easy computation shows that method (2.3)-(2.4) (or (2.5)-(2.6)) is locally mass conservative, i.e.,
so that such a feature may be interpreted as the compatibility condition that is fulfilled by the local problems (1.8) and (2.2). Also, it is worth noting that since u h 0 lies in the same space as u 0 , the accuracy of u h 0 depends only on the best approximation of λ in Λ h . In consequence, optimal convergence for u h 0 + T λ h +T f and K ∇(T λ h +T f ) in the natural norms relies only on the capacity of λ h to approximate λ. These statements are proved in the forthcoming Sections 3-5, and numerically assessed in Section 6.
The analysis in this work assumes that T λ h andT f are exactly known (see [13] for examples). In general, their numerical approximation is needed. This leads to a two-level methodology, where the functions T λ h andT f in (2.3)-(2.4) (equivalently (2.5)-(2.6)) are replaced by their locally approximated discrete counterparts T h λ h and T h f , where T h andT h approach T andT , respectively, when the characteristic length of the sub-mesh tends to zero (see [2] for an example of a two-level strategy with such a feature). Such computations may be performed either solving the elliptic problems (1.8) and (2.2) or, if local conformity in H(div; K) is demanded, solving their mixed counterpart obtained from a recursive hybridization procedure. It is important to note that in either case, method (2.3)-(2.4) (or (2.5)-(2.6)) consists of the same number of degrees of freedom, with the local approximation appearing as a preprocessing step which is easily parallelized.
Finally, if we suppose f is regular (belonging to H 1 (Ω), for instance), then the MHM method (2.3)-(2.4) maybe simplified by dropping the source term
and using u h 0 + T λ h to approximate u. In fact, we prove that the induced consistency error stays controlled in Section 4. As a result, we can completely disregard the local problem (1.8) in such cases.
3. Well-posedness and best approximation. In this section we show method (2.3)-(2.4) is well posed and provide a best approximation. First, we revisit an abstract result for mixed problems. Throughout the following sections, we will use C to denote an arbitrary positive constant that is independent of h but can change for each occurrence.
Abstract results.
We consider the well-posedness of the following problem:
where W and Q are reflexive Banach spaces equipped with the norms . W and . Q , respectively. We assume here that the bounded bilinear and linear forms B :
where a : 
and, (ii) the following injectivity condition holds:
Above and hereafter we lighten notation and understand the supremum to be taken over sets excluding the zero function, even though this is not specifically indicated. It is well known (see [11, page 101] for instance) that conditions (3.2) and (3.3) are satisfied given necessary and sufficient conditions on forms a(·, ·) and b(·, ·). The sufficiency is revisited in the following lemma, in which we use an alternative proof to derive a more convenient constant β (in terms of its dependence on K) than presented in [11] when W and Q are Hilbert spaces. We recall the norm of the operator a(·, ·) stands for
Lemma 3.1. Let N := {w ∈ W : b(w, q) = 0, for all q ∈ Q}, and assume
Moreover, suppose there exist positive constants c a and c b such that:
Then, given β = 2 max
, the bounded bilinear form B(· ; ·) satisfies conditions (3.2)-(3.3), and problem (3.1) is well posed. If W and Q are Hilbert spaces then it holds
Proof. In the case W and Q are reflexive Banach spaces, the proof may be found in [11, page 101] . Next, without loss of generality, we work with W and Q as Hilbert spaces with inner products (·, ·) W and (·, ·) Q , respectively, and we follow closely the proof in [20] . Let A : W → W and B : W → Q be the operators defined by
We see immediately that ker B = N . Letting Π : W → N be the orthogonal projection and noting that the solution u ∈ W to (3.1) may be (uniquely) decomposed as u = u N + u , where u N ∈ N and u ∈ N ⊥ , we write (3.1) as three separate statements [20] :
Here, P = AΠ(ΠA) −1 Π and we note that each of these three statements above is a well-posed problem since the assumptions ensure that ΠA : N → N and B : N ⊥ → Q are isomorphisms and (I − Π)(I − P )(f − Au ) is clearly in the range of B T . Furthermore, the assumptions guarantee that
where . L(X,Y ) represents the usual norm in the space of linear mappings acting on elements of X with values in Y . Also, since P = P 2 , it follows that I − P ≤ a ca (c.f. [20] ). Therefore, we have
The result then follows by observing that the best possible constant β in (3.2) has the property
3.2. Well-posedness of the MHM method. First, we express (1.9)-(1.10) such that it fits in the abstract form (3.1). To this end, we define the bilinear forms
and, thereby, problem (1.9)-(1.10) reads:
where
In order to introduce a norm on Λ × V 0 , we first define a norm on H(div; Ω) and a norm on V , respectively, as follows
where d Ω is the diameter of Ω. Next, we define the quotient norm on Λ,
Interestingly, from definition of norms (3.11) and (3.12) the following equivalence holds (see Lemma 8.3 in the appendix):
which has the immediate consequence that b(·, ·) is a bounded bilinear form, as is a(·, ·) since by definition a(λ, µ) = b(µ, T λ). Finally, using (3.11) and (3.12), we equip the space Λ × V 0 with the following norm of Λ × V
In the sequel, we will make use of the following tensor norm on K
By the properties (1.3), the tensor K is invertible at each point x (its inverse tensor denoted by K −1 ) and it holds
We shall also make extensive use of the following value 16) and note that if the entries of K are constant functions, then κ is simply the condition number of K. We are ready to present the well-posedness result.
, C is a positive constant independent of h and K, and
Hence, problems (3.8) and (3.9) are well posed.
Proof. First, we prove (3.17) . Since by definition a(λ, µ) = b(µ, T λ), it follows by the equivalence result (3.13), Lemmas 8.3 and 8.1 in the appendix, and definition of norm (3.14) that
and result (3.17) follows immediately. Observe that in the process of proving (3.17), we have also established a(λ, µ) ≤ 2 κ cmin λ Λ µ Λ , so that we conclude from (3.4),
To prove (3.18) and (3.19), we establish the conditions of Lemma 3.1. Define
where we also used the definition (3.12) of norm . Λ . Therefore, the operator −a(·, ·) is coercive on N , which verifies (3.5) and (3.6) of Lemma 3.1.
Next, we choose arbitrary v 0 ∈ V 0 , and let σ * be the function in the lowest-order Raviart-Thomas finite element space [17] 
, where we note that c b is independent of h and K.
3.3. Best approximation estimates. Standard theory implies the MHM method (3.9) is strongly consistent and provides a best approximation result, as pointed out in the next lemma. Interestingly, the result shows that the quality of approximation depends only on the space Λ h .
be the solutions of (3.8) and (3.9), respectively. Under the assumptions of Theorem 3.2, the following results hold:
and
23)
withC and β being the continuity and inf-sup constants from Theorem 3.2, respectively.
Proof. The first result follows directly from the definition of problems (3.8) and (3.9). As for (3.23), Cèa's Lemma [20] implies
so that the result follows by observing u 0 is best approximated in V 0 by taking v 0 = u 0 .
As a result of the consistency of the MHM method, its solution fulfills the local divergence constraint exactly, as shown in the next result. Hereafter, we shall make use of the following characterizations of the exact and numerical solutions u and u h
where (λ, u 0 ) ∈ Λ × V 0 and (λ h , u h 0 ) ∈ Λ h × V 0 solve (3.8) and (3.9), respectively. Corollary 3.4. Let (λ, u 0 ) ∈ Λ × V 0 and (λ h , u h 0 ) ∈ Λ h × V 0 be the solutions of (3.8) and (3.9), respectively. The following result holds
Proof. Given v 0 ∈ V 0 and K ∈ T h , we select (µ, v 0 ) = (0, v 0 | K ) in (3.8) and (3.9). Then, from identities (1.11) the continuous and the discrete solution u and u h , respectively, satisfy
and the result follows by observing that
If the contributionT f , which is present in u h , is not exactly available (and computed from a two-level method) then result (3.24) must be weakened to
From Lemma 3.3, we next provide estimates in natural norms. Some results make use of the assumption that problem (1.1)-(1.2) has smoothing properties (see [11, Definition 3.14] for details).
Lemma 3.5.
be the solutions of (3.8) and (3.9), respectively. Then, it holds
28)
whereC and β are the continuity and the inf-sup constants from Theorem 3.2, respectively. Furthermore, if problem (1.1)-(1.2) has smoothing properties, there exist positive constants C, independent of h and K, such that
Proof. Result (3.26) follows directly from the best approximation result of Lemma 3.3. Next, note that 
and estimate (3.28) results from (3.27) and Lemma 3.3.
To prove result (3.29), we employ a duality argument. Define e := u − u h and suppose that (γ, w 0 ) ∈ Λ × V 0 satisfies
The problem of finding such a (γ, w 0 ) is the adjoint to problem (3.8) with homogenous Dirichlet boundary condition prescribed on ∂Ω, and the right-hand side rewritten using identities (1.11). Furthermore, define (γ 0 , w
Both (3.32) and (3.33) have unique solutions by Theorem 3.2 and the symmetry of the problem statements. Under the assumption that problem (1.1)-(1.2) has smoothing properties, we observe that the solution w := w 0 + T γ +T e has extra regularity since f = e ∈ L 2 (Ω), and there is a positive constant C (depending only on Ω) such that w 2,Ω ≤ C cmin e 0,Ω . From this, Lemma 3.3, and the interpolation estimate (a particular case of result (4.2))
where C is a positive constant independent of h and K, we get
Thus, by definition (3.32) of (γ, w 0 ), the consistency result of Lemma 3.3, the continuity result of Theorem 3.2, and the best approximation result of Lemma 3.3, we find
which establishes (3.29). As for (3.30), using the triangle inequality, the local Poincaré inequality (8.3) and Lemma 8.1, it holds
and the result follows from (3.29) and Lemma 3.3.
As a corollary to the previous lemma, we can establish bounds which indicate the impact on the best approximation results of ignoringT f . This requires the projection Π :
Corollary 3.6. Let (λ, u 0 ) ∈ Λ × V 0 and (λ h , u h 0 ) ∈ Λ h × V 0 be the solutions of (3.8) and (3.9), respectively. There exist C such that
Moreover, if problem (1.1)-(1.2) has smoothing properties, it holds
Proof. First, by the triangle inequality we get
so that Lemma 3.5 and Lemma 8.2 imply result (3.34). Similarly, from the local Poincaré inequality (8.3), we see 
A priori error estimates.
Note that the result in Lemma 3.3 holds for any finite element space Λ h under the assumption Λ 0 ⊆ Λ h . As such, the MHM method (3.9) achieves optimal convergence given by the best approximation properties of Λ h . In this section, we consider the approximation properties of the subspace
where l ≥ 0. Supposing 1 ≤ k ≤ l + 1, we follow closely [18] (see [10] for a h − p version) to show that, given w ∈ H k+1 (Ω), there exists C such that
where λ = −K ∇w· n. This approximation property implies the convergence rates of the following theorem. Theorem 4.1. Let (λ, u 0 ) ∈ Λ × V 0 and (λ l , u h 0 ) ∈ Λ l × V 0 be the solutions of (3.8) and (3.9), respectively. Assume u ∈ H k+1 (Ω), where 1 ≤ k ≤ l + 1. Then, there exist positive constants C, independent of h and K, such that
3) 6) whereC and β are the continuity and the inf-sup constants from Theorem 3.2, respectively. Moreover, if problem (1.1)-(1.2) has smoothing properties, the following estimates hold
Proof. Result (4.3) follows using estimate (4.2) in the best approximation result of Lemma 3.3, and results (4.4)-(4.5), (4.7)-(4.8) follow using estimate (4.2) in, respectively, (3.27)-(3.30) of Lemma 3.5. Finally, we arrive at estimate (4.6) using the triangle inequality, u 0 = Π u with the approximation property of Π, and (4.8) with h ≤ d Ω , as follows
As a corollary to the previous theorem, we prove the influence of ignoringT f on the best approximation results.
Corollary 4.2. Let (λ, u 0 ) ∈ Λ × V 0 and (λ l , u h 0 ) ∈ Λ l × V 0 be the solutions of (3.8) and (3.9), respectively. Under the assumption of Theorem 4.1, there exist C such that
Moreover, if problem (1.1)-(1.2) has smoothing properties, it follows that
Proof. The result is a direct application of Corollary 3.6 along with (4.2). The previous corollary indicates that, in the case of lowest-order interpolation (i.e., Λ h ≡ Λ 0 ), excludingT f from the numerical solution does not weaken convergence rates when f ∈ H 1 (Ω). Consequently, we may disregard the contribution associated withT f in the MHM method in such cases, which brings the desirable feature of avoiding any computation related to local problem (1.8). To see this clearly, consider the inconsistent MHM method defined by ignoring the term −(µ l n, T f ) T h . Such a method reads:
The next estimates show that the induced consistency error remains smaller than the leading error for the lowest-order interpolation. Theorem 4.3. Let (λ, u 0 ) ∈ Λ × V 0 and (λ l ,ū h 0 ) ∈ Λ l × V 0 be the solutions of (3.8) and (4.12), respectively. Under the assumption of Theorem 4.1, there exist C such that
Proof. Clearly, the inconsistent MHM method (4.12) is well posed. Furthermore, since the method is defined from the consistent method (3.9) by removing the term (1.11) ), the first Strang lemma (e.g., [11, page 95] ) implies there is a constant C such that
where we used v 0 = u 0 . Now, using T µ l | K ∈ L 2 0 (K), the Cauchy-Schwarz inequality, the local Poincaré inequality (8.3), and Lemma 8.1, it follows
and we find result (4.13) from (4.2). From Lemmas 8.1 and 8.2, we get
and result (4.14) follows using (4.13). As for result (4.15), we make use of triangle inequality and Lemmas 8.1 and 8.2, to obtain
and result follows from (4.13).
A posteriori error estimates.
Recalling that u h = u h 0 + T λ h +T f , let us define the residual on faces as follows
where we assume (for simplicity) that g D | F ∈ P l (F ), for all F ∈ E D . Also, set
where c min is defined in (1.3) and c l is a positive constant depending on l, but independent of K and h, left to be fixed in the next section. The error estimator is
Before heading to the main result of this section, we need an auxiliary result. Lemma 5.1. There exists χ h ∈ V satisfying
and a positive constant C, independent of h and K, such that
Proof. Let (χ h ,ξ h ) ∈ V × Λ be the solution of the following hybrid problem
Observe thatχ h ∈ H 1 (Ω) is unique (using the arguments from [17] ) and satisfies
on ∂Ω N , and K∇χ h · n | F = −ξ h on F ∈ E 0 . Thereby,χ h ∈ H 3/2 (Ω) from standard regularity results (c.f. [12] ), and thenξ h ∈ L 2 (E h ). Setting χ h :=χ h − u h and ξ h :=ξ h + K∇u h · n and using the fact that u h | K ∈ H 3/2 (K) (c.f. [12] ), it holds that
As a result, the product (ξ h n, u h ) F , for all F ∈ E 0 , is meaningful, and from the Cauchy-Schwarz inequality and a scaling argument (c.f. [6, page 111]), we get min 1, c 2 min
and the result follows. Hereafter, we shall make use of the following norm on H(div; Ω) 5) and, also, of the following locally-defined norm: Given F ∈ E h , we set
where ω F is either the set of (two) elements
We are ready to establish the a posteriori error estimate, showing the reliability and efficiency of the error estimator. Theorem 5.2. Let η be defined in (5.3), and assume u ∈ V and K ∇u ∈ H(div; Ω). There exist positive constants C, independent of h and K, such that
where β is the inf-sup constant in Theorem 3.2. Moreover, given F ∈ E h , it holds
Proof. We establish the result (5.6) first. Take (µ, v 0 ) ∈ Λ × V 0 . From Lemma 8.1 (with K taken as the identity matrix) we conclude the existence of a function σ * ∈ H(div; Ω) with the property σ * · n = µ, and σ * div ≤ √ 2 µ Λ . Next, from (3.8) and (3.9), Lemma 5.1, the Cauchy-Schwarz inequality, the definition of norms in (3.10) and (3.11), integrating by parts, and from Lemma 5.1 again, we get
where C is a positive constant independent of h and K. It then follows by Theorem 3.2 and definition (3.14) of (·, ·) Λ×V that
Therefore, summing up both previous estimates we get
and result (5.6) follows. Now, we turn to proving (5.7). Given a face F ∈ E h , let µ * ∈ Λ be defined such that µ * n| F = R F and µ
and thus, the local trace inequality (8.4) and mesh regularity imply
Multiplying both sides by c l c min , result (5.7) follows from definition (5.2) of η F . We now show stronger control of the L 2 -norm holds assuming extra regularity.
Corollary 5.3. Let η be defined in (5.3) and suppose problem (1.1)-(1.2) has smoothing properties. Also, assume that conditions of Theorem 5.2 hold. Then, there exists a positive constant C, independent of h and K, such that
where β andC are the inf-sup and the continuity constant in Theorem 3.2, respectively. Proof. Using (3.29) of Lemma 3.5 and (5.12), we establish that
where C is a positive constant independent of h and K, and the result follows from Theorem 5.2. We close this section with some important comments. First, if f is assumed piecewise constant in each K ∈ T h , then the estimator η F is driven by the simplified face-residual terms 13) asT f vanishes according to (1.8) . More generally, from the trace inequality (8.4)
and, sinceT f ∈ L 2 0 (K), the Poincaré and trace inequalities (8.3) and (8.4), respectively, imply
where we used Lemma 8.2. Consequently, the error is also bounded by the estimator given in (5.13) added to
, which corresponds to a higher-order term if f is regular and l is low. Finally, if u ∈ H k+1 (Ω) with 1 ≤ k ≤ l + 1, and l ≥ 0 is the degree of the polynomial interpolation, then the estimator η satisfies the following estimate η ≤ C h k |u| k+1,Ω .
Numerical results.
As the a priori estimates have already been verified in [13] , this section is dedicated to the validation of the a posteriori error estimates. We present three illuminating numerical experiments computed using the triangle software [19] to perform mesh adaptations. In all cases, the domain is a unit square which is decomposed into triangles. The first numerical test aims at validating theoretical results, while the second and third ones deal with the capacity of the MHM method and the a posteriori estimator to handle problems with singularities. One of these has a jumping coefficient, while the other is the quarter five-spot problem. The latter, in spite of lying outside the scope of current theoretical framework, is investigated to demonstrate the robustness of the MHM method and its associated error estimator.
An analytical solution.
This numerical test assesses the theoretical aspects of the method presented in the previous sections. We consider an analytical solution u(x, y) = cos(2 π x) cos(2 π y) and prescribe the corresponding boundary conditions and right-hand side. To study the reliability and efficiency of the estimator (5.3), consider the following effectivity index
, where the corresponding values of c l are 3, 7, 18, 50, for l = 0, 1, 2, 3 respectively, and First, we set K = I, where I is the identity matrix, and illustrate the results in Figure 6 .1, with l = 0 and l = 3, on a sequence of structured triangular meshes. In both cases the effectivity index is close to 1. We also vary K = α I with α ∈ R ranging from 10 −6 to 10 6 , and we investigate the effectivity index with respect to the value of K (see Figure 6 .2). We observe that the results match perfectly with the theoretical order of convergence (linear when l = 0 and fourth order for l = 3) and we verify that the effectivity index stays close to one and independent of h and K in all cases. Analogous results also arise using l = 1 and l = 2 by modifying the values of c l accordingly.
6.2. A discontinuous coefficient case. We now consider performance of the MHM method and the a posteriori estimator (5.3) in the presence of discontinuous coefficients. We let K = 10 −6 I in a square of area 0.25 centered at the barycenter of the unit-square domain, and take K = I elsewhere. Dirichlet conditions of u = 1 and u = 0 are used on left and right-hand sides of the square, respectively, with homogeneous Neumann conditions on the top and bottom. It is worth of mentioning that the performance on this test motivates the use of the MHM method in oil recovery applications where different permeabilities are present. Figure 6 .3 presents the final adapted mesh obtained using l = 2, the initial mesh had only two elements. We see that the mesh has been adapted to capture the singularities at the corners of the square area having K = 10 −6 I. Observe also that the estimator has led faces to be aligned with this square area, thereby allowing accurate approximation of the flux (σ h := −K ∇u h ) between the regions with different K. In fact, consider, again, Figure 6 .3 (right), which shows the absolute value of the flux variable. We see very good approximation, with great performance across the interface between the regions with different coefficients.
6.3. The five-spot problem. The quarter five-spot problem is of practical importance in oil recovery and serves as one of the main benchmarks to validate the stability and accuracy of numerical methods for the Darcy model. This problem is now addressed considering K = I in a unit square domain, with injection and production wells modeled by Dirac deltas. Figure 6 .4 presents the final adapted meshes adopting l = 0 and l = 2 on faces. As expected, mesh refinement is concentrated around wells, and we see that the use of higher-order approximation on faces (l = 2) lowers the number of elements required to achieve the same precision when compared to the case l = 0. This is illustrated in Figures 6.5 and 6 .6, in which we show surfaces of the primal and dual variables, i.e. u h and σ h , respectively, on these adapted meshes. Overall, the results show that the MHM method and its associated error estimator deal perfectly with problems which lie outside the theory in which they were developed.
7. Conclusion. The MHM method, first presented in [13] as a consequence of a hybridization procedure, emerges as a method that naturally incorporates multiple scales while providing solutions with high-order precision in the H 1 (T h ) and H(div; Ω) spaces for the primal and dual (or flux) variables, respectively. The analysis results in a priori estimates showing optimal convergence in natural norms and provides a face-based a posteriori estimator. Regarding the latter, we prove that reliability and efficiency hold with respect to natural norms. Although the computation of local problems is embedded in the upscaling procedure, they are completely independent and thus may be obtained using parallel computation facilities. Also interesting is that the flux variable preserves the local conservation property using a simple postprocessing of the primal variable. Overall, the aforementioned features stem from a new family of inf-sup stable pairs of approximation spaces based on the simplest space (i.e., piecewise constant functions) and face-based interpolations. Numerical tests have assessed the theoretical results, showing in particular the great performance of the proposed a posteriori estimator. Thereby, we conclude that the MHM method, which is naturally shaped to be used in parallel computing environments, appears to be a highly competitive option to handle realistic multiscale boundary value problems with precision on coarse meshes. 8. Appendix. Throughout this work, we use the broken Sobolev spaces,
where we identify
and H − 1 2 (∂K) its dual space. To better understand the behavior of functions in H 1 (T h ) on E h , we introduce the notion of jump · and average value {·} (see [5] ); given a function v ∈ H 1 (T h ), these are defined on face F = ∂K 1 ∩ ∂K 2 ∈ E 0 by
where v Ki ∈ H 1 (K i ), i ∈ {1, 2}. Furthermore, we define the jump and average values of vector-valued functions σ ∈ H 1 (T h ) d , respectively, by 
where (·, ·) E h and (·, ·) E0 implicitly indicate summation over the respective sets E h and E 0 . Here and throughout this work, we understand (·, ·) ∂K in the sense of a product of duality so that given µ ∈ H In the general case σ ∈ H(div; Ω), the right-hand side of the above equivalence may lose its mathematical meaning. Nonetheless, since the right-hand side is suggestive of the action of the left-hand side (which continues to be valid mathematically) we adopt it as a formal notation throughout this work when σ belongs to H(div; Ω). Also, we shall need some auxiliary results such as the optimal local Poincaré inequality (on convex domains): Next, we prove some of the auxiliary results which are used in previous sections. Lemma 8.1. Let µ ∈ Λ and suppose K ∈ [L ∞ (Ω)] d×d is symmetric positive definite. Define T : Λ → V such that for each K ∈ T h , T µ | K ∈ H 1 (K) ∩ L 2 0 (K) is the unique solution of (K ∇ T µ, ∇w) K = − µ n· n K , w ∂K , for all w ∈ H 1 (K) ∩ L 2 0 (K) . Then, T is a bounded linear operator satisfying the following bounds: Proof. By definition (3.10) of . div , the fact ∇· (K∇T µ) | K ∈ R with the identities of (1.11) imply
where we used (3.15). Therefore, since c max T µ + d Then, using definition of κ in (3.16), we get
Now, choose arbitrary v ∈ V , and suppose that σ ∈ H(div; Ω) satisfies the property σ· n K | ∂K = µ n· n K for µ ∈ Λ. It follows by (8.2), Green's Theorem, and the Cauchy-Schwarz inequality that
Then, by definition of supremum, it follows that
Since σ was arbitrarily taken, inequality above and definition of infimum imply 
