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Consider a circle of devices, each characterized by a one-bit output 
which is statistically correlated with the outputs of its right and/or 
left neighbor at the preceding time period. It  is shown that, provided 
no input-output relation is deterministic, this system will eventually 
become completely disorganized in the sense that it will behave like 
a collection of independent parts with completely unpredictable be- 
havior. The rate at which this disorganization occurs under various 
conditions is calculated. A concrete version of this model is a sequen- 
tial circuit of imperfect relays. A possible application to the deter- 
mination of certain reliability parameters i given. The relation to 
a similar model for statistical mechanics by Kac is shown. 
LIST OF SYMBOLS 
x~(t)  State of contact  i at  t ime period t; 1 if open, 0 if closed 
a~ Cond prob {x~(t)  = 1 /x i - i ( t  - 1) = 1} 
c~ Cond prob {x~(t) = 1/x i - i ( t  - 1) -- 0} 
p~(t)  Prob {x~(t) = 1} 
bi ~- ai  - -  ci 
p(t)  Vector with components p~(t ) ,  . . .  , p~( t )  
n Number  of devices in the circle 
b = b lb~'"b~ 
r = t mod n 
k Largest integer such that /on  ___ t 
adu,v ,w)  = Cond prob {xdt)  = 1/x i - l ( t  - 1) = u ,x i ( t  - l )  -- y. 
x i+ l ( t  - -  1) = w)}, u,v ,w = 0 or 1 
1. INTRODUCTION 
I t  has often been suggested, notab ly  by  Wiener and yon Neumann,  
that  some of the methods and concepts used in stat ist ical  mechanics 
could contr ibute to our understanding of the dynamics  of large assem- 
blies of in terdependent  parts,  such as computers,  the nervous system, 
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and perhaps certain socio-economic aggregates as well. This paper origi- 
nated as the analysis of such an assembly, from which the analogy to 
statistical mechanics became vident. We present a precise description 
and analysis of an abstract model which, in one interpretation, describes 
a sequential network of unreliable relays connected in a circle and, in a 
second interpretation, becomes imilar to Kac's model for irreversible 
thermodynamic systems (Kac, 1956, 1957). Our model represents an 
extension of a now generally accepted model for digital systems (Huff- 
man, 1954; Moore, 1956; Kochen, 1954, 1958; Mealy, 1955; McCulloch 
and Pitts, 1943; von Neumann, 1956). We consider a circle of black 
boxes in which each receives one bit of information from its right and/or 
left neighbor. For each box we know only the conditional probabilities 
of the output, given the input. Interpreting the black boxes as relays, 
this extends the study of unreliable relay circuits (Moore and Shannon, 
1956; Kochen, 1958) to a special kind of sequential circuit. The results 
derived here may also be regarded as an analytical solution to one of a 
set of problems in organization theory which had previously been at- 
tacked by an "experimental" (Monte-Carlo) technique, using a digital 
computer (Kochen, 1957). 
Using matrix algebra, we first describe the behavior of such a circle as 
a function of time. We then derive conditions under which the eventual 
behavior becomes independent of how it started (ergodic theorems). 
These results give some information about how the network becomes dis- 
organized with time. This model generalizes the analogous model of Xac 
on two counts which will become clear in the text. Furthermore, our 
approach and mathematics are completely independent of and different 
from those used by Xae. Thus, the formulation and analysis of our model 
and its relation to various interpretations contributes to our under- 
standing of the structure-sensitive properties of assemblies of weakly 
interacting elements. 
2. ONE-DIRECT IONAL C IRCLE  NETWORKS 
Consider a circle network of n transducers (i.e. black boxes), labeled 
1,2, . . .  , i, . . .  , n in a clockwise direction, starting with any one. The 
ith transducer has one output lead connecting it to the (i -t- 1)th, and 
exactly one bit of information is transferred from i to i -4- 1, i = 1, • • -, 
n -- 1 and from n to 1 during each of an infinite number of equal time 
intervals. Let t denote a count of the number of time intervals from the 
start of operations when t = O. Let x~(t) be a two-valued variable, with 
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value 0 and 1, representing the information transmitted from i to i + 1 
during the tth t ime interval. We shall assume that  the behavior of the 
i th transducer is completely specified by the following two eondi- 
tional probabil it ies: 
a~ = P[x i ( t )  = l [x i_1( t  - 1) = 11 
(1) 
ci = P [x i ( t )  = 1 Ix i - l ( t  -- 1) = 0] 
for i = 2 . . .  n, with n taking the place of i - 1 when i = 1. Further,  
let p~(t)  be the probabi l i ty that  x~(t)  = 1, so that  
q~(t) = Probabi l i ty [x~(t) = 0] = 1 - p~(t)  
In  what  follows, it is convenient o let p(t),  a, and c represent column 
vectors with components p~(t)  . . .  pn( t ) ,  as ' . ' a~,  and O""  c~ re- 
spectively. 
THEOI~EM 1. Thecondi t ion  ] b I = I X r I~(  a~ - ci) I # 1 is necessary 
and sufficient for the following equation to hold: 




bi = a~-  ci ,  t = kn+ r, 
P roo f .  For i = 2, . . .  , n,  
0 0 0 
b2 0 0 
b3 0 
• " "  0 
• " °  0 
• • ° 0 
b l  
0 
0 
0 0 0 b. 0 
0 < r < n, and I is the identity matrix.  
p i ( t )  = [p~- l ( t  - -  1)]ai + [q i - l ( t  - -  1)]c~ 
= [p~- l ( t  - -  l ) ] (a l  -- cl) + c~ 
with n replacing i - 1 when i = 1. In  terms of the matr ix  M,  this is: 
p(t) = Mp(t  - -  1) + c. The solution to this matr ix equation is: 
t - -1  
p(t) = Mtp(0)  + ~ M'c  
S=0 
= Mtp(O) + (M t - -  I ) (M - -  I ) -~c 
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provided that  the determinant  of M - I does not vanish, which requires 
that  none of the characteristic roots of M be 1. Now [ b I ~ 1 if and only 
if the characteristic equation for M, ( -X )  ~ -]- b = 0, does not have any 
roots equal to 1. 
We now take advantage of the special form of M by observing that  
M ~ = b I  
This is a direct consequence of the Cayley-Hami l ton theorem (Birk- 
hoff and MacLane,  1949), that  every square matr ix satisfies its own 
characteristic equation. I t  also follows that  M kÈ = b~I, where k = 
1,2,3, • • • . For any integer t, there are integers k and r, 0 < r < n, such 
that  t = kn -~- r, and 
M t = Mk 'M ~ = b~M ~ 
Therefore, 
p(t) = bkMrp(0) + (bkM r - I ) (M  - i ) - l c  QED 
The above network is a one-directional circle network in the sense that  
information flows only in a clockwise direction• I t  is not difficult to see 
that  for a one-directional network in which information flows in a coun- 
terclockwise direction, a result of exactly the same form holds. The only 
differences are that  in the definitions of ai and ci, i - 1 is replaced by 
i - l -  1, fo r i - -  1, - . . ,n -  1, and by l fo r i - - -  n ; thematr ixMis re -  
placed by its transpose. The definitions of bl, b, k, and r are precisely 
as above. 
F rom Eq. (2), it is easy to obtain "ergodic" theorems, of which the 
following is typical:  
TnEoRE~2.  I fa i  = 1 -- c i fo r i  = 1, - . - ,nand i fc~ ~0or l fo ra t  
least one value of i, then l imt~ p i ( t )  = ½ for i = 1, • • • , n. 
Proof .  I t  is an immediate corollary of Theorem 1 that  l imt~ p( t )  = 
• k -- (M  -- I ) -1c, because hmt~ b = 0. That  is, p( ~ ) is independent of 
p(0),  the initial condition of the net, if and only if [b I ~ 1. Observe 
that  the condition I bi I ~ 1 for at least one value of i is necessary and 
sufficien~ for the hypothesis of Theorem 1, I b I ~ 1. Now if a~ = 1 -- ci ,  
then b~ = 1 -- 2c i ,  and [ hi[ ~ 1 is true if and only if ci ~ 0 or 1. We 
shall now show that  under the above conditions, - (M - I ) -~c is the 
vector in which all components are ½, independently of a and c. Let 
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p~(~)  ~ p~, so that, on the basis of the equation (M - I )p  = -c ,  
we can immediately write: 
p~ = cl ~ blp~ (3) 
and 
p4 = c~ -~ bip~-I i = 2, . . .  ,n .  (4) 
Expressing p~ in terms of p~ by applying Eq. (4) n - 1 times, and sub- 
st i tut ing in Eq. (3), we have: 
If we substitute further for b~ = 1 - 2c~, then, because b~ • • • b~ ¢ 1, 
we have: 
cl ~- c~(1 - 2cl) + c~_1(1 -- 2cl)(1 - 2c~) 
+c~_~(1 -- 2c~)(1 - 2c~)(1 -- 2c~_1) -}- . . .  
-[- c2(1 -- 2c~)(1 -- 2c._~) . . -  (1 -- 2c3)(1 -- 20)  
p l  ----" 
1 -- I~(1  - -2c l )  
The numerator  of this expression can be written as 
E 
The denominator can be expanded as 
1 - [1 - 2E ic~ -~ 4~ c~cj - 8Z  c~cjck + . . .  -4- 2"c~ . . .  c,~] 
I t  is clear that  the denominator  is simply twice the numerator,  so that  
pl -- ½. I t  is also obvious that  the same result holds for all the othe p i ,  
i = 2, - . . ,  n. QED 
I t  is instructive to consider an example which shows that  the condi- 
t ion a~ = 1 - c~ is necessary. Suppose, for simplicity, that al = a and 
c l - -  c fo r i  = 1, . . - ,n .  Then 
c (1 - ] -d÷d 2÷d ~+ . - .  +d  ~-1) c 
P~ = 1 - d ~ 1 -- d ' 
where 
d=a- -c  
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Clearly, p~ = ½ only if 2c -- 1 - a + c, or if a = 1 - c. If, however, 
a = 1 - ac, then p~ = 1/(a + 1) for all i. In particular, if a~ = 1 and 
c~ = 0 for all i, then 
p(t) = M s ra°anp(0) 
If, further, p(0) is such that p1(0) = 1,p~(0) = 0 for i ~ 1, then the fore- 
going equation describes the behavior of transducers in a circle which 
always correctly transmit whatever information they receive. 
Note that { p(0), p(1), p(2), • • • } is a discrete-parameter, stationary 
Markov process with 2" states (Feller, 1957). Each state is the n-bit 
word: (xl ,  • .. , x.). For the special case of n = 2, the transition matrix 
is: 
(1 -c l ) (1 -c2)  (1-c~)c2 c~(1-c2) c~c2 
(1  - -  cx)(1 -- a2) (1 -- e l )a2  c1(1 - -  a2) claa 
(1  - -  al)(1 -- c2) (1 -- al)c2 al(1 - -  c2) alc2 
(1  - -  al)(1 -- a2) (1 -- al)a2 ai(1 - -  a2) ala2 
A conclusion similar to that of Theorem 2 holds if and only if the transi- 
tion matrix is doubly stochastic and a condition analogous to: "e l  ~ 0 or 
1 for some i" holds (Watanabe, 1955). The hypothesis of Theorem 2 
does, in fact, imply that the transition matrix is doubly stochastic. 
The conclusion of Theorem 2 may be interpreted as stating that under 
relatively unrestrictive conditions a circle net of unreliable relays will 
eventually become completely disorganized: thatl is, behave like a col- 
lection of independent and unpredictable elements. Equation (2) indi- 
cates how the probability of a relay being energized egenerates to ½ as 
a function of time for a fixed n. For a fixed t, and a much larger value of 
n,/~ is much smaller, and p i ( t )  = ½ is reached much later. In this sense, 
the larger the circle the more resistant it is to disorganization. For a 
given t, if n is very large, nothing particularly striking happens, because 
each element interacts only with its immediate neighbor. This is not ex- 
pected to be the case for networks which are more highly structured than 
circle nets. 
3. A PHYS ICAL  INTERPRETAT ION 
This model and the foregoing results have a simple physical interpre- 
tation in terms of a sequential relay circuit. Each of the transducers cor- 
responds to a normally open relay, with its contact in series with the coil 
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of its right neighbor ing relay. The  numbers  ci and  i - al are often taken  
as measures  of reliability for the relay. There  are relays for wh ich  e~ = 
1 - a~ = .0001 is a reasonable estimate. The  durat ion of the basic t ime 
interval At is the release or hold-t ime of the relay, wh ichever  is larger, 
and  .01 seconds is a reasonable figure for them.  The  condit ion a, -- i, 
ci -- 0 describes a perfect normal ly  open  relay. Suppose  that the coil of 
relay number  1 is energized starting at t = 0. The  contact of that relay 
will begin to close at At seconds later, at which time the coil of relay 
number 2 begins to be energized. This causes a pulse to travel clockwise 
through the network at a rate of 1/(nAt) circulations per second. Ac- 
cording to the above numerical estimates, a network with n = 2 will, 
in the course of 1000 hours, energize ach relay 180 million times. This 
would, therefore, serve as a practical method for estimating the re- 
liability, c~ = 1 - a~, of the relays. The failure of any contact o close 
is very easily detected since all circulation ceases. The accidental closure 
of a contact will send two pulses circulating through the net, which is 
also readily detected. With the failure rates assumed above, a two-relay 
circuit can be expected to fail 10,000 times in 1000 hours, which provides 
a large sample for the estimation of ci. 
The hypothesis of the main theorem requires that not all the relays 
be perfect. Then, the conclusion states, the circuit will eventually behave 
with a certain stable, statistical regularity which is independent of what 
was initially done to the circuit: whether or not any relay was ever ener- 
gized, or no matter how many pulses were circulating through the net at 
some time. Theorem 2 means that if each relay is as likely to fail on 
make as on break, then relays will eventually be open with probability ½. 
This does not, of course, apply to a specific, individual relay, but to an 
infinite population of relay circuits on each of which this experiment is
run forever. 
If n = 2 and both relays were perfect, then 
{: or o on 
p1(t) = ( l fo r todd  or for t  odd ,  
or p(t) = 0 all t, or p(t) = 1 all t, depending on whether elay 1, relay 
2, neither, or both were energized at t = 0. If all these four a priori 
conditions were chosen with equal probability, then at any t each relay, 
on the average, will have been closed half the time and open the other 
half. This, perhaps, gives a plausible explanation for the limiting be- 
behavior. 
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4. RELAT ION TO KAC'S  MODEL 
Kac  (1956) considers n equidistant points on a circle, m of which  are 
marked  and form a subset S. To  establish the correspondence with our 
model, we  interpret each point on the circle as a relay or transducer. If 
at any  t ime it is in set S, it is regarded as having failed at that time; 
otherwise, as having functioned as required. In the first version of Kac's 
model, S is assumed to be fixed, which, in our model, implies the un- 
tenable restriction that certain relays consistently fail while the remain- 
der are consistently perfect. In a later version, I~ac (1957) considers the 
probability that a point i belongs to set S, which is precisely our quan- 
tity c~, provided that ai = I - ci. Insofar as we do not require this 
provision, our mode l  is a generalization of Kac's on this account. 14ac, 
as done here, assumes that the n events, of the n points belonging to S, 
are independent. 
Next, I~ac regards each of the points as the site of a ball which can be 
either white or black. In the relay interpretation, a ball corresponds to 
the state of the coil of a relay at that site; being white means  being 
energized. In I~ac's mode l  each ball moves  counterclockwise to the neigh- 
boring site during an elementary t ime unit and  changes color if it started 
at a point of S, but not otherwise. This corresponds exactly to a connec- 
tion of the contact of one relay to the coil of its right neighbor. 
If a relay is 
Ifailedandunenergized ~ energized / 
J failed and energized ~ unenergized 
/perfect and unenergized[' its neighbor will be unenergized| 
[perfect and energized J energized j 
during the next time. 
In distinction to the problem which interests us--to describe the be- 
havior of a circle network as a function of n and t--Kac calculates the 
fraction of white balls as t --~ oo, starting with all white balls. Assuming 
the "Stosszahlenansatz" after Boltzmann, and a fixed set S, he finds 
that the the fraction of white balls eventually becomes ½. In terms of the 
relay model, this means that if the fraction of energized relays is equal 
to the fraction of failed, energized relays at every instant, then eventually 
half the relays will be energized. This agrees with the conclusion of 
Theorem 2, which does not require keeping S fixed or an assumption 
analogous to the Stosszahlenansatz. Furthermore, Kac shows that the 
assumption of the latter contradicts the conclusion that his model is 
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completely reversible and periodic with a Poincard cycle of 2n. He is 
thus led to a model which is quite similar to ours, which, he.demon- 
strates, gives nearly the same results as the assumption of Liouville's 
equation. In this way we are quite independently ed to a model for cir- 
cular sequential relay nets which is formally analogous to a good proba- 
bilistic model in statistical mechanics. Not only does this give us a 
possibility for designing "experiments" for such models as Kac's by 
using relays, but it shows that some of the results of statistical me- 
chanics may be directly applicable to the analysis of unreliable relay 
circuits. Furthermore, our model is more readily generalized than Kac's. 
One such generalization was that we did not require a~ = 1 - cl. Some 
others follow. 
5. GENERAL CIRCLE NETWORKS 
We shall now consider n transducers, with each one eoImected to its 
right and left neighbors and to itself. As before, every transducer emits 
one bit of information during every time interval. The probability of this 
output being 0 or 1 is conditional on three bits of input information, 
however: its own output and that of its left and right neighbors during 
the preceding time interval. That  is, the ith transducer is described by: 
a~(u ,v ,w)  = Prob [x~(t) = 1 I x i -1 ( t  - 1) = u, 
x~(t  - 1) = v, x , ( t  - -  1) = w] 
for i = 2, . . .  , n -- 1 with i - 1 replaced by n when i = 1, and with 
i q- 1 replaced by 1 when i = n; the variables u,v ,w all take the values 
0 or i which we shall treat as real numbers. Then, note that: 
(2u - -  1)p-t -  1 -- u = -- p i fu  = 0 
Using this formula, and assuming that all the transducers are sta- 
tistically independent, we can write a system of n difference quations: 
1 1 1 
p~(t + 1) ; ~2 ~ ~2 a~(~,~,w)[(2~ - 1)p,_l(t) + 1 - u] 
~=o ~=o ~=o (5 )  
[(2v --1)p~(t) @ 1 -- v][(2w -- 1)p~+~(t) + 1 -- w] 
for i = 2, . . .  , n -- 1, with suitable modifications for i = 1,n. 
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THEOREM 3. I f  a~(u,v,w), for all i, u, v, w satisfy the matrix equation 
Ili 1 ooo  i --1 0 0 --1 1 0 
0 --1 0 --1 0 1 e~ = 0 (6) 
0 0 0 1 --1 --1 
where 
e' -- [a~(000), ai(001), a,(010),  a~(011), 
a~(100), a~(101), a~(110), a~(111)] 
and if ] ~ [ = 1 does not satisfy the equation: 
I~I [a,(OlO) - a,(OOO) - x] -~ 12I [a,(OOl) - a,(000)] 
i=1 i=1 
q- ~ [ai(100) -- a~(000)] = 0 
hand side of Eq. (5), to obtain: 








Equat ion (5) becomes 
(1 -- u)(2v -- 1)(2w -- 1)p~(t)p;+l(t) 
(1 -- v)(2u -- 1)(2w -- 1)pi-l(t)pi+l(t) 
(1 -- w) (2u -- 1)(2v -- 1)p¢-~(t)p~+1(t) 8) 
(1  - u ) (1  - v ) (2w - 1)p~+~(t) 
(1 -- u)(2v -- 1)(1 -- w)pi(t) 
(2u -- l ) (1  -- v)(1 -- w)pi-i(t) 
(1 -- u) (1  -- v)(1 -- w) 
a system of linear difference equations, which 
then  
p(t) = M'p(O) + (M t - -  I ) (M - -  J~)-ld (7) 
where d is the column vector with a~(O00) as the ith component, 
i = 1, • • • , n, and M is the matrix given on page 178. 
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is readily solved with the help of matr ix  algebra if the coefficients of the 
terms involving cross-products of the p~'s vanish. This means that  
(2u - 1)(2w - 1)(2w - 1)a~(u,v ,w)  = 0 
u~V~w~ 
)-'. (1 -- u)(2v -- 1)(2w -- 1)a i (u ,v ,w)  = 0 
(1 -- v) (2u -- 1)(2w -- 1)a i (u ,v ,w)  = 0 
and 
a~(u ,v ,w) (1  --  w) (2u  -- 1)(2v -- 1) = 0 
or that  
--a~(000) + a~(001) + a~(010) - a,~(011) + a/(100) 
- -  a~( lO1)  - -  a~(llO) -~- a~( l l l )  = 0 
a~(O00) -- a~(O01) -- a~(010) -4- a~(011) = 0 
a.~(000) -- a~(001) -- a~(100) -~ ai(101) = 0 
ai(000) -- a~(010) -- a~(100) -~ a~(l l0)  = 0 
Observe that  the first and second equations can be combined to give: 
ai(100) - a~(101) - a~(l l0)  ~- a~( l l l )  = 0 in place of the first equa- 
tion. The resulting four equations in eight variables allow any four of 
the variables to be assigned arbitrary values in the interval [0,1] because 
the rank of the matr ix  in Eq. (6) is 4. To see this, observe that  the 
determinant of the submatr ix obtained by  deleting the second, fourth, 
sixth, and eighth columns is 1. 
Thus, only the last four terms of Eq. (8) remain. The last term is 
clearly 1 for u = v = w = 0, and 0 otherwise, so that  the only term 
entering into Eq. (5) which does not mult ip ly some p~(t) is a~(000). 
Now, p~(t -~ 1) is a linear combinat ion of p~- l ( t ) ,  p~(t), p~+~(t), so that  
the matr ix  M has at most three nonzero entries in each row, and these 
are the coefficients. I t  is easy to see that  they are: 
. . . . .  a~(~,v ,w) (1  - u ) (1  - v ) (2w - 1)  = a~(001)  - a~(000)  
. . . . .  a i (u ,v ,w) (1  --  u ) (2v  --  1)(1 -- w) = a~(010) -- ai(000) 
~_, . . . . .  a i (u ,v ,w) (2u  -- 1)(1 -- v)(1 -- w) = ai(100) -- ai(000) 
Hence, Eq. (5) becomes: p(t ~- 1) = Mp(t )  + d, which has Eq. (7) as 
solution, provided that  the determinant of M - I does not vanish. This 
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is the case if none of the characteristic roots of M is unity. F rom the 
special form of M,  however, the characteristic equation is readily seen 
to be 
1~ [a,(OlO) -- a~(O00) -- X] + I~  [a,(O01) -- a,(O00)] 
~=~ i=1 (9 )  
n 
-]- I I  [a~(lOO) - a~(000)] =0.  
Note that  under the conditions of this theorem, only the 4n probabil it ies 
ai(OOO),ai(OO1),ai(010) and ai(100), i = 1, . . .  , n must  be known, and 
the other 4n probabil it ies must  be linear combinations of these as speci- 
fied by  Eq. (6). QED 
I f  ai(O00) = ai(010) and ai(001) -- a~(100), i = 1, . . .  , n, we ob- 
tain a doubly directed circle network, and the characteristic equation, 
(9), becomes ( -k )n  _- 2H~ 1 [ai(001) - ai(000)] -- 2f. I f  n is even 
and ai(001) > ai(O00), then M ~ = 2f I .  Lett ing t -- kn ~ r, 0 < r < n, 
we have M t -- (2f)~M ~, and if f ~ ½, the behavior of this network is 
described by: p(t) = (2f)kM~p(0) + [(2f)kM ~ -- I ] (M -- I ) - ld ,  and 
limt** p(t) = -- (M -- I ) - ld .  As in Theorem 2, it can be shown that  if 
a~(001) = 1 -- a~(000) for i = 1, - . .  , n, then p~(oo) = ½ for i = 1, 
-. • , n. I f  ai(001) ~ 1 -- ad000) ,  this is not true; for example, if n = 2, 
p1(0o ) = {a~(000) W [a~(001) - a2(OOO)]a2(OOO)}/D where 
n = 1 - [a~(001) - az(000)][a~(001) -- a~(000)], 
and p~( oo ) has the same expression as that  for p~( oo ) with the sub- 
scripts i and 2 in the numerator  interchanged. The result that  p~( oo ) = ½ 
means that  eventually, during any single t ime interval, either x~(t) = 1, 
x~(t) = 0 or x~(t) = 0 x2(t) = 1, and both of these events are equal ly 
likely. 
6. CONCLUDING REMARKS 
Kac analyzes and compares two models, one based on the introduction 
of probabi l i ty theory in a more or less arbi t rary manner,  the other 
based on some plausible physical assumptions for a mechanistic system. 
He considers the introduction of probabi l i ty justified when both models 
give similar results with regard to eqnipartit ion. In  our model, part icu- 
larly if it is interpreted in terms of unreliable relay circuits, the introduc- 
tion of probabi l i ty is justified at the outset. Contrary  to Kac 's  aim, we 
might t ry  to " just i fy"  the introduction of physical assumptions in a 
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deterministic circuit which yield the same results. In this way, we may 
gain some understanding about the physics of unreliable relay circuits. 
Our results indicate that, under the stated assumptions, uch a highly 
organized (but weakly interconnected) assembly as an imperfect circle 
relay net begins very quickly to behave like independent and completely 
unpredictable r lays. To what extent and at what rate this disorganiza- 
tion takes place is answered by the three theorems which were proved 
here. An interesting problem would be to investigate possibilities for 
controlling this decay in the sense of designing a net which will maintain 
a level of organization for at least a specified time. 
To be able to apply linear analysis to this problem, rather severe re- 
strictions, such as those in the hypothesis of Theorem 3, had to be im- 
posed. In order to obtain results under more general conditions, the use 
of computers i indicated. Since the system of nonlinear difference qua- 
tions to be solved will be of the same form as Eq. (5), regardless of 
whether the network is a circle or an arbitrary information flow graph, 
there is a straightforward algorithm for computer use. Indeed, for the 
case of general networks of n transducers, for which the topology is 
specified by an incidence matrix (e~j), it is easy to see that 
1 
p, ( t  "k- 1) = ~ a i (u~, . . . ,  us)  f l  [(2u~. 
Ul  , • . .  , Un=O j= l  
- -  1 )p~( t )  + (1  - -  uj)] "'~ 
Here 
a~(ul ,  . . .  , un) = Prob [x,(t) = 1 l x l ( t  - 1) 
= u l ,  " " ,  x , ( t  -- 1) = u,] 
and e~. = 1 if one bit of information, namely x j ( t ) ,  is transmitted from 
j to i in the tth time interval, and 0 if x~(t "k- 1) is independent of xj(t). 
The number of l 's in matrix (e~j), then, represents the strength with 
which the transducers interact. The statistical behavior of strongly or- 
ganized nets of such transducers promises to be a fascinating subject for 
future research. 
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