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REMARKS ON Q-CALCULUS AND INTEGRABILITY
ROBERT CARROLL
UNIVERSITY OF ILLINOIS, URBANA, IL 61801
1. INTRODUCTION
Integrable systems such as qKP have been frequently studied in recent years (see e.g.
[1, 2, 8, 9, 10, 18, 19, 20, 21, 24, 25, 29, 30]). Also various noncommutative (NC) integrable
models connecting frequently to Moyal deformations arise in the literature (see e.g. [7, 14,
15, 16, 22, 23]). In view of the intimate relations between integrable systems, differential
calculi, and virtually all aspects of theoretical physics (cf. [7, 8, 12]), as well as the profound
connections between quantum groups (QG) and quantum field theory (QFT) for example
(cf. [5, 6]), it seems compelling to pursue further the relations between QG, integrable
systems, differential calculi, and zero curvature (cf. [8, 11, 14, 15, 16, 17, 22, 23]). The
present article is primarily concerned with various forms of Hirota equations.
2. SOME BACKGROUND
We recall first the derivation of KP from a differential calculus in [8, 11, 16, 17] (funda-
mentals of QG theory will be assumed as we proceed (cf. [8, 26, 27]).
EXAMPLE 2.1. Consider a calculus based on (A) dt2 = dx2 = dxdt + dtdx = 0 (B)
[dt, t] = [dx, t] = [dt, x] = 0 and [dx, x] = ηdt. Assumingt the Leibnitz rule d(fg) =
(df)g + f(dg) for functions and d2 = 0 one obtains (A1) df = fxdx + (ft + (1/2)ηfxx)dt.
For a connection A = wdt + udx the zero curvature condition F = dA + A2 = 0 leads to
(A2) (ut −wx + (η/2)uxx + ηuux = 0 which for wx = 0 is a form of Burger’s equation. 
EXAMPLE 2.2. Next consider (A) [dt, t] = [dx, t] = [dt, x] = [dy, t] = [dt, y] = [dy, y] = 0
with (B) [dx, x] = 2bdy and [dx, y] = [dy, x] = 3adt. Further (C) dt2 = dy2 = dtdx+dxdt =
dydt+dtdy = dydx+dxdy = 0. Then (A3) df = fxdx+(fy+bfxx)dy+(ft+3afxy+abfxxxdt).
For A = vdx+ wdt+ udy one finds that dA+A2 = F = 0 implies
(2.1) ux = vy + bvxx + 2bvvx; wx = 3avxy + abvxxx + 3auvx + 3av(vy + bvxx);
wx + bwxx = ut + 3auxy + abuxxx + 3auux − v[2bwx − 3a(uy + buxx)]
Taking e.g. wx = (3a/2b)uy + (3a/2)uxx in the last equation to decouple one arrives at
(A4) ∂x(ut − (ab/2)uxxx + 3auux) = (3a/2b)uyy ; for suitable a, b this is KP. 
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It is surprisingly difficult to convert these examples into meaningful q-calculus equations
and in that spirit for guidance we were motivated to develop many formulas concerning
qKP, qKdV, etc. It is convenient and hopefully useful to write down also various formulas
involving q-calculus. Thus the presentation has a sort of guide book spirit in which a
number of formulas are extracted from various references and some new formulas are derived
(especially in the context of Hirota type formulas). We recall first from [1, 2, 8, 18, 19, 20,
21, 24, 25, 29] that for (A5) Dqf(x) = [f(qx) − f(x)]/(q − 1)x and Df(x) = f(qx) one
writes e.g. (A6) L = Dq + a0 +
∑∞
1 aiD
−i
q and qKP is defined via (A7) ∂jL = [L
j
+, L].
Note here also L = SDqS
−1 where (A8) S = 1+
∑∞
1 w˜jD
−j
q with ∂jS = −L
j
−S (recall one
often takes t = (t1, t2, · · · ) with ∂j ∼ ∂/∂tj and it is often convenient to insert x separately
instead of identifying t1 = x). Now e.g. write
(2.2) expq(x) =
∞∑
0
(1− q)kxk
(q; q)k
= exp
(
∞∑
1
(1− q)kxk
k(1− qk)
)
where (q; q)k = (1− q) · · · (1− q
k) (nonstandard definition). Then Dqexpq(xz) = zexpq(xz)
and one defines q-Schur polynomials p˜k via
(2.3)
∑
Z
p˜k(x, t1, · · · )z
k = expq(xz)exp(
∞∑
1
tkz
k)
Then Dqp˜k = p˜k−1 = ∂1p˜k (∂1 = ∂/∂t1) and p˜k = 0 (k < 0), p˜0 = 1, p˜1 = x + t1, p˜2 =
[(q − 1)/(q2 − 1)]x2 + t1x + t
2
1/2 + t2, · · · . The qKP wave functions are defined via (ξ =∑∞
1 tkz
k = ξ(t, z))
(2.4) ψq = Sexpq(xz)exp(ξ); ψ
∗
q = (S
∗)−1x
q
exp 1
q
(−xz)exp(−ξ)
for S = 1+
∑∞
1 w˜iD
−i
q , where for V =
∑∞
1 viD
−i
q , one defines Vxq =
∑
vi(x/q)q
iD−1q (note
eq(xz)
−1 = e1/q(−xz)). It follows that Lψq = zψq and L
∗
x/qψ
∗
q = zψ
∗
q with a q-Hirota
bilinear identity (A9) ResDnq ∂
αψqψ
∗
q = 0 where ∂
α ∼ ∂α11 ∂
α2
2 · · · . This is proved by an
extended lemma of Dickey (cf. [21]) but we will prefer to use somewhat different forms below
as well as some new variations. The q-tau functions are determined via (A10) τq(x, t) =
τ(t+ c(x)) where
c(x) = [x]q =
(
(1− q)x
(1− q)
,
(1− q)2x2
2(1 − q2)
,
(1− q)3x3
3(1 − q3)
, · · ·
)
There results
(2.5) ψq =
τq(x, t− [z
−1])
τq(x, t)
expq(xz)exp(ξ); ψ
∗
q =
τq(x, t+ [z
−1])
τq(x, t)
exp 1
q
(−xz)exp(−ξ)
where [z] = (z, z2/2, z3/3, · · · ). Vertex operators for KP are defined via
X(t, z) = exp(ξ)exp(−
∞∑
1
(∂i/i)z
−i) = exp(ξ(t, z)exp(−ξ(∂˜ , z−1))
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where ∂˜ ∼ (∂1, ∂2/2, ∂3/3, · · · ). Then for KP
(2.6) Xq = eq(xz)X(t, z); X˜q = eq(xz)
−1X(−t, z) = e1/q(−xz)exp(−ξ(t, z)exp(∂˜ , z
−1)
We recall also another version of (A9) in the form (n > m)
(2.7)
∮
∞
Dn(Xq(x, t, z)τq(t))D
m+1(X˜q(x, t
′, z)τq(t
′))dz = 0
REMARK 2.1. For qKdV one has (A11) L2 = D + q2 + (q − 1)xuDq + u and u =
Dq∂1log(τq(x, t)τq(qx, t)). We will say more about this in Section 5. 
REMARK 2.2. The standard Schur polynomials are defined via
(2.8) pn(y) =
∑(yk11
k1!
)(
yk22
k2!
)
· · · ;
∞∑
0
pn(y)z
n = exp(ξ(y, z))
Further with the prescription u = ∂21 logτ of standard KP theory one has from the bilinear
identity (with x = t1 here and ∂ ∼ ∂1)
(2.9) ∂n−1∂
−1u =
1
τ2
pn(∂˜)τ · τ = sn; K4 = ∂s4 =
1
4
∂3u+ 3u∂u+
3
4
∂−1∂22u = ∂3u
(see (2.10) for the bilinear notation τ · τ) . Here the Hirota equations (see below for a
derivation) are
(2.10)
(
∞∑
0
pn(−2y)pn+1(∂˜)exp(
∞∑
1
yi∂i)
)
τ ·τ = 0; ∂mj a·b = (
∂m
∂smj
)a(tj+sj)b(tj−sj)|s=0
The corresponding formula for qKP will be written down later. Note the bilinear form of
KP is (A12) (∂4 + 3∂22 − 4∂1∂3)τ · τ = 0. 
REMARK 2.3. We collect a few more formulas. First note (A13) D∗q = −(1/q)D1/q =
−DqD
−1 since DqD
−1f(x) = Dqf(q
−1x) = [f(x)−f(q−1x)]/(q−1)x = q−1D1/qf . One also
notes for ξ =
∑
tiz
i that (A14) ψq = S(expq(xz)exp(ξ)) = (1+
∑
w˜iz
−i)expq(xz)exp(ξ) =
ψˆqexpq(xz)exp(ξ) (note w˜i depends on q - cf. (A30) below). Further (A15) V =
∑
viD
i
q ⇒
V ∗ =
∑
(D∗q)
ivi where D
∗
q = −q
−1D1/q and (S
∗)−1 is written as (S∗)−1 = 1 +
∑
w˜∗iD
−i
q .
Note also (A16) Lψq = zψq, ∂nψq = L
n
+ψq, L
∗
x/qψ
∗
q = zψ
∗
q and ∂nψ
∗
q = −(L
∗
x/q)
n
+ψ
∗
q .
Further
ψ∗q = (S
∗)−1x/qexp1/q(−xz)exp(−ξ) = (1 +
∑
w˜∗i z
−i)exp1/q(−xz)exp(−ξ)
Additional formulas are DqD
k(f) = qkDk(Dqf), Dqf = (Dqf) + D(f)Dq, DqD
−1
q =
D−1q Dqf = f, and thus (A17) D
−1
q f =
∑
k≥0(−1)
kq−k(k+1)/2D−k−1(Dkq f)D
−k−1
q . This
leads to
(2.11) Dnq f =
∑
k≥0
[
n
m
]
q
Dn−m(Dkq f)D
n−m
q (n ∈ Z)
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where
[
n
m
]
q
= [n]q · · · [n−m+1]q/[1]q · · · [m]q with [n]q = (q
n−1)/((q−1) and one notes
also
(2.12) Dnq =
q−n(n−1)/2
xn(q − 1)n
n∑
0
(−1)mqm(m−1)/2
[
n
m
]
q
Dn−m
More formulas will appear as we go along. 
3. CLASSICAL HIROTA FORMULAS
We would like to have e.g. a formula analogous to (2.10) for qKP, as well as other
“generic” formulas in the q-context. In this direction we recall some results from [3, 4, 7,
28, 29]. First note (A18)
∑∞
0 pk(−∂˜)z
−k = exp(
∑∞
1 (−∂m/m)z
−m (recall ∂˜ = (∂1, ∂2, · · · )
and one writes
(3.1) ψ(t, µ) = X(t, µ)τ/τ ; X(t, µ) = eξ(t,µ)exp(−
∞∑
1
(∂m/m)z
−m)
so formally
(3.2) ψ(t, µ) = eξ(t,µ)
∞∑
0
pk(−∂˜)µ
−kτ/τ = eξ(t,µ)
τ(t− [µ−1])
τ
with (A19) τ(t−[µ−1]) = (
∑∞
0 pk(−∂˜)µ
−k)τ . Similarly (A20) ψ∗(t, λ) = X∗(t, λ)τ/τ with
X∗(t, λ) = exp(−ξ(t, λ)exp(
∑∞
1 (∂m/m)λ
−m) leading to a natural formula (A21) ψ∗(t, λ) =
exp(−ξ(t, λ)
∑
pk(∂˜)λ
−kτ/τ = exp(−ξ)τ(t+[λ−1])/τ . Note that in [4], instead of the more
standard W withW = 1+
∑
wj∂
−j satisfying L =W∂W−1 with ψ =Wexp(ξ) (cf. [7, 12]),
one works with t = (t1 + x, t2, t3, · · · ) and sets (A22) ψ(x, t, z) = (Sexp(xz)exp(ξ)) =
exp(xz)exp(ξ)τ(t − [z−1])/τ(t). Then explicitly it is known that
(3.3) S =
∞∑
0
pn(−∂˜)τ(t)
τ(t)
∂−n
(standard Schur polynomials). In this spirit one has also
(3.4) ψ∗ = (S∗)−1e−xzeξ = e−xz−ξ
τ(t˜+ [z−1])
τ(t)
(note also in [7] (A23) W = 1 +
∑
wj∂
−j, W ∗ = 1 +
∑
w∗j∂
−j wj = (1/τ)pj(−∂˜)τ, and
w∗j = (1/τ)pj(∂˜)τ). Clearly the operator exp(
∑
(−∂i/i)z
−i) acting on τ simply translates
variables and t1 or t1 + x is equally affected; one chooses τ(t− [z
−1]) by “design”. Next we
recall the classical differential Fay identity
(3.5) ∂1τ(t− [µ
−1])τ(t− [λ−1])− τ(t− [µ−1])∂1τ(t− [λ
−1])−
−(λ− µ)τ(t− [µ−1])τ(t− [λ−1]) + (λ− µ)τ(t)τ(t− [µ−1]− [λ−1]) = 0
and write this as in [28]
(3.6)
τ(t− [µ−1]− [λ−1])τ(t)
τ(t− [µ−1])τ(t−]λ−1])
= 1 +
1
µ− λ
[
∂1log(t− [µ
−1])− ∂1log(t− [λ
−1])
]
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This can be used to generate a useful formula in dealing with dispersionless Hirota equations
(cf. [7, 12, 28] and see remarks below). In connection with Hirota formulas we recall also
for t 6= t′
(3.7)
∮
ψ∗(t, λ)ψ(t′, λ)dλ = 0❀
∮
τ(t+ [λ−1])τ(t′ − [λ−1])e
∑
(t′i−ti)λ
i
dλ = 0
Let t→ t+ y, t′ → t− y to obtain
(3.8) 0 =
∮
τ(t+ y + [λ−1])τ(t− y − [λ−1])e−2
∑
yiλ
i
dλ =
=
∮
e
∑
yi∂i+
∑
∂˜iλ
−i
τ · τe−2
∑
yiλ
i
dλ =
∮ ∑
pn(−2y)λ
n
∑
pℓ(∂˜)λ
−ℓe
∑
yi∂iτ · τdλ
This leads to the well known (cf. [7] and (2.10)) formula involving the coefficient of yn
(3.9) ∂1∂nτ · τ = 2pn+1(∂˜)τ · τ
Note for the coefficient of yn one takes first the residue term for pn where yn appears bare
and then the term for n = 0 and ℓ = 1 to get p1 ∼ ∂1 and ∂n from the exponent.
Now write from [7] (A24) ψψ∗ =
∑∞
0 snλ
−n and sn =
∑n
0 wjw
∗
n−j where w0 = 1 and
s0 = 1. Given (3.3) and remarks after (A23) we can compute sn directly and then one can
utilize (2.9). Thus
(3.10) sn =
n∑
0
pj(−∂˜)τpn−j(∂˜)τ/τ
2
This is direct and avoids the Hirota bilinear formalism (evidently one has s0 = 1, s1 =
0, s2 = ∂
2
1 logτ , etc. in agreement with (2.9)). This also yields an apparently new formula.
PROPOSITION 3.1.
(3.11)
n∑
0
pj(−∂˜)τpn−j(∂˜)τ = pn(∂˜)τ · τ
Now to clarify the “evaluation” of (3.6) we note the important property
(3.12) logτ(t− [λ−1]) = logexp
(∑
(−∂i/i)λ
−i
)
τ = log
∑
pk(−∂˜)λ
−kτ =
= exp
(∑
(−∂i/i)λ
−i
)
logτ =
∑
pk(−∂˜)λ
−klogτ
Now for the left side of (3.6) take logarithms to obtain
(3.13)
∑
pk(−∂˜)λ
−kpm(−∂˜)µ
−mlogτ + logτ −
∑
pm(−∂˜)µ
−mlogτ−
−
∑
pk(−∂˜)λ
−klogτ =
∞∑
1
pk(−∂˜)pm((−∂˜)λ
−kµ−mlogτ
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The terms with k = m = 0, k = 0, and m = 0 combine with logτ to produce zero. This
yields then
(3.14)
∞∑
1
pk(−∂˜)pm(−∂˜)λ
−kµ−mlogτ = log
(
1 +
∞∑
1
µ−n − λ−n
µ− λ
pn(−∂˜)∂1logτ
)
One can push this a little further in the spirit of [12]. Thus, setting ∂1logτ(t − [λ
−1]) =
f(t, λ), we have (A25) [f(t, µ)− f(t, λ)]/(µ − λ) → ∂λf(t, λ) as µ → λ, so from (3.14) we
obtain
(3.15)
∞∑
1
pk(−∂˜)pm(−∂˜)λ
−k−mlogτ = L = log(1 + ∂λ∂1logτ(t− [λ
−1]) = R =
= log(1 +
∞∑
1
∂nf(t, λ)λ
−n−1 = log(1 +
∞∑
1
λ−n−1∂n∂1logτ(t− [λ
−1])) = log(D) =
= log(1 +
∞∑
1
λ−n−1
∞∑
0
pℓ(−∂˜)λ
−ℓ∂n∂1logτ) = log(1 +
∑
λ−n−ℓ−1pℓ(−∂˜)∂n∂1logτ)
(1 ≤ n < ∞ and 0 ≤ ℓ < ∞). Note also we could write (∂1L)D = ∂1D to get rid of the
logarithm; then use ∂21 logτ = u and one has a form of Hirota equation generating function
in terms of u alone! However it is rather too complicated for computations (see below
however). We could also try to duplicate further the procedure of [12] (done below).
To indicate the direct computations based on L,R,D write out (∂1L)D = ∂1D in the form
(3.16) (
∞∑
1
pk(−∂˜)pm(−∂˜)λ
−k−m∂1logτ)(1 +
∞∑
1
λ−n−1
∞∑
0
pℓ(−∂˜)λ
−ℓ∂n∂1logτ) =
=
∞∑
1
λ−n−1
∞∑
0
pℓ(−∂˜)λ
−ℓ∂n∂
2
1 logτ
and equate powers of λ. Write then (f = ∂1logτ)
(3.17) (
∞∑
1
pkmλ
−k−mf)(1 +
∞∑
n=1
∞∑
ℓ=0
pℓ∂nλ
−n−ℓ−1f) =
∑∑
pℓ∂nλ
−n−ℓ−1∂1f
(3.18)
∞∑
k,m=1
pkmλ
−k−mf +
∞∑
k,m=1
∞∑
n=1
∞∑
ℓ=0
pk,mfpℓ∂nfλ
−k−m−ℓ−n−1 =
=
∞∑
n=1
∞∑
ℓ=0
pℓ∂nλ
−n−ℓ−1∂1f
(3.19) λ−2 : p11f = ∂
2
1f ; λ
−3 : 2p12f = ∂2∂1f + p1∂
2
1f ;
λ−4 : (2p13 + p22)f + p11f∂1f = ∂3∂1f + p1∂2∂1f + p2∂
2
1f
This is “doable” but becomes a bit tedious so we omit further terms.
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We can also encode matters in an elegant manner based on [12]. Thus write L in (3.15)
as
(3.20)
∞∑
1
pkpmλ
−k−mlogτ =
∞∑
1
Fkmλ
−k−m =
∞∑
1
(
∑
k+m=j
Fkm)λ
−j =
∞∑
2
Zjλ
−j
(note Z1 = 0). Then following [12], (3.15) becomes
(3.21) exp
∞∑
1
Zjλ
−j =
∞∑
0
pi(Zj)λ
−i = 1 +
∞∑
n=1
∞∑
ℓ=0
λ−n−ℓ−1pℓ(−∂˜)∂n∂1logτ
Note there is no λ−1 term on the right side which is balanced by Z1 = 0. Then one arrives
at
(3.22)
∞∑
2
pi(Zj)λ
−i =
∞∑
2
λ−i
∑
n+ℓ=i−1
pℓ(−∂˜)∂n∂1logτ ⇒
⇒ pi(Zj) =
∑
n+ℓ=i−1
pℓ(−∂˜)∂n∂1logτ
It is shown in [28] that the subset of Plu¨cker relations involved in (3.15) of (3.20) is sufficient
to determine the KP hierarchy. Hence the Hirota equations are encoded in (3.22) and can
be expressed immediately in terms of u = ∂21 logτ by writing
(3.23) Zj =
∑
k+m=j
∂21 F˜km; F˜km = ∂
2
1pk(−∂˜)pm(−∂˜)logτ = pk(−∂˜)pm(−∂˜)u
Thus Fkm = ∂
2
1 F˜km = Fkm(u) and Zj = Zj(u). Similarly the right side of the last equation
in (3.22) can be written as ∂−1
∑
n+ℓ=i−1 pℓ(−∂˜)∂nu. Consequently
THEOREM 3.1. The classical KP Hirota equations can be written directly in terms of
u = ∂2logτ via (A26) pi(Zj(u)) =
∑
n+ℓ=i−1 ∂
−1
1 ∂nu.
COROLLARY 3.1. One can also compute using (3.16) as in (3.17)-(3.19). A standard
version of the Hirota equations in a new form can be given in terms of (3.10) and (3.11).
4. MORE ON QKP
One reason for developing Hirota formulas in Section 3 was to be able to give subse-
quently a q-version in order to write down the form of qKP equations without explicitly
compputing terms in an expansion (A27) ∂nLq = [(L
n
q )+, Lq] or even ∂nQ = [Q
n
+, Q] where
Q = D + a0 +
∑∞
1 anD
−n with Df(x) = f(qx) (Frenkel form). Formulas of this type (e.g.
originating in (A27)) could be useful in order to compare with equations arising as in Ex-
amples 2.1, 2.2 in a q-context. First recall (2.2) expq(xz) = exp(
∑∞
1 c(xz)i) = exp
∑
(1 −
q)k(xz)k/k(1− qk) and (cf. (2.4)) ψq = Seq(xz)exp(ξ) = (1+
∑
w˜iz
−i)expq(xz)exp(ξ) with
(cf. (3.1))ψq = τq(x, t− [z
−1])expq(xz)exp(ξ)/τq . One sort of expects ψq(x, t) = ψ(t+ [x]q)
since expq(xz)exp(ξ) = exp(
∑
(tiz
i+ c(xz)i) = exp(
∑
(ti+ c(x)i)z
i (recall c(x) ∼ [x]q) - see
below). Thus (2.3)
∑
p˜k(x, t)z
k = eq(xz)exp(ξ) implies
(4.1)
∑
p˜k(x, ti)z
k = exp
∑
(ti+ c(x)i)z
i =
∑
pk(ti+ c(x)i)z
k ⇒ p˜k(x, t) = pk(t+ c(x))
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Similarly ψ∗q (x, t) = ψ
∗(t+ [x]q). So what about formulas like (3.9) or (3.10) or (3.11)? We
have (∂1 ∼ ∂/∂t1)
(4.2)
ψq(x, t) = Xq(t, z)τq(t)/τq(t) = eq(xz)e
ξexp(−
∞∑
1
(∂i/i)z
−i)τq/τq =
eq(xz)e
ξτq(t− [z
−1)
τq(t)
since (A28) exp(−
∑∞
1 (∂i/i)z
−i)τq = τq(t− [z
−1]) = τ(t+ c(x)− [z−1]). Now following [21]
one looks at (A29) S =
∑∞
0 w˜i(t+ [x]q)D
−i
q with (S
−1)∗x/q =
∑∞
0 w˜
∗
j (t+ [x]q)(−1)
jD−j1/q).
Note from (4.2)
(4.3) ψq = S(eq(xz)e
ξ) = (1 +
∑
w˜jz
−j)eq(xz)e
ξ = eq(xz)e
ξ
∑
pℓ(−∂˜)z
−ℓτq/τq ⇒
⇒ 1 +
∑
w˜jz
−j =
∑
pℓ(−∂˜)z
−ℓτq
τq
⇒ w˜j =
pj(−∂˜)τq
τq
⇒ S =
∞∑
0
pj(−∂˜)τq
τq
D−jq
as in (3.3) and (A30) w˜j = wj(t + c(x)). As for Hirota recall (A9); however t
′ 6= t
is not specified here and we will get more mileage from (2.7) in any event. Thus we
go to (2.7) for Hirota with Dq terms. Write Xqτq = eq(xz)exp(ξ)exp(−
∑
∂˜iz
−i)τq =
eq(xz)exp(ξ)
∑
pn(−∂˜)z
−iτq. Also X˜q = e1/q(−xz)X(−t, z) so
X˜qτq = e1/q(−xz)exp(−ξ)
∑
pm(∂˜)z
−iτq
Then (2.7) becomes (n > m)
(4.4) 0 =
∮
Dneq(xz)e
ξ(t,z)
∑
pℓ(−∂˜)z
−ℓτ(t+ c(x))·
Dm+1e1/q(−xz)e
−ξ(t′,z)
∑
pk(∂˜)z
−kτ(t′ + c(x))dz
For n = 1, m = 0 one has Deq and De1/q, with Dqeq = zeq and for e1/q one goes to
Remark 2.3. Thus D1/q = qDqD
−1 so since D1/qe1/q(−xz) = −ze1/q(−xz) there results
qDqe1/q(−xz/q) = D1/qe1/q(−xz) = −ze1/q(−xz). Thus qDqe1/q(−xz) = D1/qe1/q(−xzq) =
−qze1/q(−xzq) = −qzDe1/q(−xz) leading to Dqe1/q = −zDe1/q. We cannot directly re-
place D by Dq in (4.4) of course but for n = m+1 one can write D
neq(xz) = eq(xq
nz) and
Dne1/q(−xz) = e1/q(−xq
nz) = eq(xq
nz)−1. Hence for n = m+ 1 (4.4) becomes
(4.5) 0 =
∮
eξ(t,z)
∑
pℓ(−∂˜)z
−ℓDnτqe
−ξ(t′,z)
∑
pk(∂˜)z
−kDnτq
and this can be put in bilinear form as in (3.8). We state this as
PROPOSITION 4.1. For n = m + 1 (4.4) becomes (4.5) which can be put into bilinear
form as in (3.8). The resulting Hirota equations essentially ignore the Dn term and produce
standard formulas for τ(t+ c(x)) or Dnτ(t+ c(x)) in the t variables.
Generally however we want to put Dq explicitly into the act and for this we need expres-
sions for D in terms of Dq (analogous to (2.12)). One has (A31) D = 1 + (q − 1)xDq and
we note
(4.6) qxDqf =
qxf(qx)− xf(x)
(q − 1)x
− f(x)
(q − 1)x
(q − 1)x
⇒ Dqx = qxDq + 1
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Consequently
(4.7) D2 = (1 + (q − 1)xDq)(1 + (q − 1)xDq) = 1 + 2(q − 1)xDq + (q − 1)
2xDqxDq =
= 1 + (q2 − 1)xDq + q(q − 1)
2x2D2q
We note from (2.12) [
n
m
]
q
=
(qn − 1) · · · (qn−m+1 − 1)
(qm − 1) · · · (q − 1)
(4.8) D2 = qx2(q − 1)2D2q + (q
2 − 1)xDq + 1
Similarly (A32) Dqx
2 = q2x2Dq + [(q
2 − 1)/(q − 1)]x and
(4.9) D3 = (q − 1)3q3x3D3q + qx
2(q − 1)(q3 − 1)D2q + (q
3 − 1)xDq + 1
Another term should reveal the pattern but we prefer to use (2.12) (cf. below). In any
event one will have a formula
(4.10) Dn =
n∑
0
ankD
k
q
with ank to be determined. One could go to (2.12) in the form (cf. (⋆))
(4.11) qn(n−1)/2xn(q − 1)nDnq =
n∑
0
(−1)mqm(m−1)/2
[
n
m
]
q
Dn−m
but the calculations are unnecessarily complicated. However a lovely formula was pointed
out to the author by J. Cigler, based on his article (⋆) Monatshefte fu¨r Mathematik, 88
(1979), 87-105, and we give the result here with his proof.
THEOREM 4.1. (Cigler) The ank in (4.10) can be written in the form
(4.12) Dn =
n∑
0
[
n
m
]
q
(q − 1)mxmqm(m−1)/2Dmq
To prove this one begins with the formula
(4.13) xn =
n∑
0
[
n
m
]
q
(x− 1)(x − q) · · · (x− qm−1)⇒
⇒ Dn =
n∑
0
[
n
m
]
q
(D − 1)(D − q) · · · (D − qm−1)
(note here e.g. xm(x−1; q)m = (x−1)(x−q) · · · (x−q
m−1)). Then to show (4.12) one checks
that (D − 1)(D − q) · · · (D − qm−1) = (q − 1)mqm(m−1)/2xmDmq and this is immediate via
verification on xr for r = 0, 1, 2, · · · .
Now write in (4.4)
(4.14) 0 =
∮
eq(xq
nz)eξ(t,z)
∑
pℓ(−∂˜)z
−ℓDnτq·
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e1/q(−xq
m+1z)e−ξ(t
′,z)
∑
pk(∂˜)z
−kDm+1τqdz
Let t′ → t+ y and t→ t− y so eξe−ξ
′
→ exp(−2
∑
yiz
i) and then we are faced with powers
of z in eq(xq
nz) and e1/q(−xq
m+1z) = 1/eq(xq
m+1z). Here one could write for example
eq(xz) = exp(
∑∞
1 [(1− q)
kxkzk/k(1 − qk)] and n−m− 1 = s so that
(4.15) logDneq(xz)−logD
m+1eq(xz) =
∞∑
1
(1− q)kxkzk
k(1− qk)
q(m+1)k(qsk−1) =
∞∑
1
bmsk (q)x
kzk
This would introduce a term (bk = b
ms
k )
(4.16) exp(
∞∑
1
bmsk (q)x
kzk =
∞∑
0
pν(bk)(xz)
ν
into the integrand of (4.14). For completeness we indicate the calculations involving (4.18).
Thus from (4.14) we get
(4.17)∮ ∞∑
0
pν(bk)x
νzν
∞∑
0
pr(−2y)z
r
∞∑
0
pℓ(−∂˜)z
−ℓDnτq(t− y)
∞∑
0
pk(∂˜)z
−kDm+1τq(t+ y)dz = 0
We cannot use the bilinear form now unless n = m + 1 (cf. (4.5)) but nevertheless one
can write down a general residue formula. However the presence of the ν index complicates
things horribly and produces an infinite number of terms in each equation since all ν come
into play.
REMARK 4.1 It might be better to go directly to Dq via (4.10) and use the rules
derived after (4.4), namely (recall qDDq = DqD and DqD
−1 = q−1D1/q)
(4.18) Dnq eq(xz) = z
neq(xz); Dqe1/q(−xz) = −zDe1/q(−xz)⇒
Dnq e1/q(−xz) = (−1)
nznqnDne1/q(−xz)
Note also
(4.19) Dq
(
1
eq
)
=
eq −Deq
eqDeq
= −
Dqeq
eqDeq
= −
z
Deq
The problem is to find a nice expression for Dneq(xz)D
m+1e1/q(−xz) = D
neq/D
m+1eq
and (4.15) gives one version; some calculations in this direction using interaction with Dq
are possible and we will discuss this further in a forthcoming paper. Another gambit is
offered via [21] (second paper) where the Frenkel approach for KP is recast in terms of
∆qf(x) = f(qx)− f(x) = (D − 1)f(x). Thus
∆nq f =
∞∑
0
(
n
k
)
(Dn−k∆kqf)∆
n−k
q
for n ∈ Z. Defining
(4.20) Eq(x, z) = exp
(
log(x)log(1 + z)
log(q)
)
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there results ∆qEq = zEq and ∆
∗
qE1/q = zE1/q where (
∑
ai∆
i
q)
∗ =
∑
∆i1/qai. Then qKP
takes the form L = ∆q+a0+
∑∞
1 ai∆
−i
q with ∂iL = [L
j
+, L] and ψq = Eq(x, z)exp(ξ)τq(x, t−
[z−1])/τq(x, t); here τq(x, t) = τ(t+[[x]]q) where [[x]]q = ((−1)
k−1log(x)/klog(q)) for k ≥ 1.
Also formulas relating Dnq and ∆
k
q should be simpler than those involving D
n and Dkq given
below in Theorem 4.2. 
REMARK 4.2. In keeping with Remark 2.1 we should determine now a formula for
u in terms of Dq. Note for qKdV the formula in Remark is u = Dq∂1(logτq(x, t)τq(qx, t))
so ∂1 is admitted. Thus we leave ∂1 and t1 intact even though it is tempting to abandon
them. To obtain a u formula we use (4.3) where
(4.21) S = 1− ∂1logτqD
−1
q + · · ·
and (A33) L = SDqS
−1 or better LS = DqS. We recall first from (2.11)
(4.22) Dqf = DfDq + (Dqf); D
−1
q f = D
−1fD−1q +D
−2DqfD
−1
q + · · ·
Then consider
(4.23) (Dq + a0 +
∑
aiD
−i
q )(1 + w˜1D
−1
q + w˜2D
−2
q + · · · ) =
= (1 + w˜1D
−1
q + w˜2D
−1
q + · · · )Dq
There results
Dq+(Dqw˜1)D
−1
q +(Dw˜1)+ (Dw˜2)D
−1
Q +(Dqw˜2)D
−2
q + · · ·+a0+a0w˜1D
−1
q +a1D
−1
q + · · · =
(4.24) = Dq + w˜1 + w˜2D
−1
q + · · ·
leading to
(4.25) w˜1 = a0 + (Dw˜1); (Dqw˜1) + (Dw˜2 + a0w˜1 + a1 = w˜2
Consequently
(4.26) a0 = w˜1 − (Dw˜1); a1 = w˜2 − (Dw˜2)− w˜
2
1 + w˜1Dw˜1 −Dqw˜1
THEOREM 4.2. Instead of u = ∂2logτ as in KP one has a more complicated formula for
qKP, namely
(4.27) u = a1 = (1−D)
(
(1/2)(∂21 − ∂2)τq
τq
)
−
(
∂1τq
τq
)2
+
∂1τq
τq
D
(
∂1τq
τq
)
+Dq
∂1τq
τq
Note for q → 1 this reduces to ∂(∂τ/τ) = ∂2logτ as desired. The formula can be rewritten
as
(4.28) u = −(q − 1)xDq
(
p2(−∂˜)τq
τq
)
+
∂1τq
τq
(q − 1)xDq
(
∂1τq
τq
)
+Dq
(
∂1τq
τq
)
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5. ZERO CURVATURE
We go back now to Examples 2.1 and 2.2 and ask whether one can produce qKP type
equations from a first order differential calculus (FODC) of some sort. One can (and we
will later do this) of course look at differential calculi on a quantum plane or q-deformed
Heisenberg algebra which would produce Dq or Dq2 operators in all variables. First however
let us try to link Dq in the x variable with y and t as “ordinary” variables subject to various
noncommutativity relations among the differentials. Consider first the Burger’s equation
as in Example 2.1.
EXAMPLE 5.1. Try e.g. xdx = q2dxx (Γ+ style as in [8, 26]) with [dx, t] = adt, [dx, dt] =
0 = (dt)2 = (dx)2, and [dt, x] = adt for consistency. Then dxn = [[n]]q−2x
n−1dx =
[[n]]q2dxx
n−1; we write this here as ∂qx
ndx (recall [[n]]q2 = (q
2n−1)/(q2−1)). Further take
dtt = tdt so
(5.1) df = ∂qfdx+ (a+ 1)ftdt
Try A = wdt+ udx as before so
(5.2) dA = (∂qw + (a+ 1)ut)dxdt
For A2 we note that xt = tx is compatible with the conditions above and e.g. (A34) wdtwdt =
w(x, t)w(x+a)(dt)2 = 0 while for udxudx one notes dxf(x) = D−2fdx while (A35) dxtm =
tmdx+matm−1dt implies that dxu = D−2x udx+ aD
−2
x utdt. This leads to
(5.3) A2 = [w(x, t)w(x + a, t) + uaD−2x ut + uD
−2
x w]dtdx
Hence dA+A2 = F = 0 requires
(5.4) w(x, t)w(x + a, t) + auD−2x ut + uD
−2
x w + ∂qw + (a− 1)ut = 0
Note if q → 1 one obtains (A36) w2 + uw + wx + ut = 0 which for w = ux implies
(A37) u2x + uux + uxx + ut = 0 which is a kind of perturbation of the Burger’s equation by
a (ux)
2 term (constants can be adjusted by changes of variables etc.) 
EXAMPLE 5.2. Consider next the q-plane situation
(5.5) (dx)2 = (dt)2 = 0; xt− qtx = 0; dxdt = −q−1dtdx; xdx = q2dxx;
xdt = qdtx+ (q2 − 1)dxt; tdx = qdxt; tdt = q2dtt
Then
(5.6) df = D−1t ∂
x
q fdx+ ∂
t
qfdt
(with ∂q as in Example 5.1). Then A = udx+ wdt yields
(5.7) dA+A2 = 0❀ −q∂tqu+D
−1
t ∂
x
qw + uD
−2
x D
−2
t w−
−
wqt
x
[D−1x D
−1
t w −D
−3
x D
−1
t w]− qwD
−1
x D
−2
t u = 0
For q → q−1 evidently ∂qf = [f(q
−2x)− f(x)]/(q−2 − 1)x→ [f(q2x)− f(x)]/(q2 − 1)x and
we write this latter as ∂ˆq. This gives
(5.8) −q−1∂ˆtqu+Dt∂ˆ
x
qw + uD
2
xD
2
tw − q
−1wDxD
2
t u−
wt
qx
[DxDtw −D
3
xDtw] = 0
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Note that as q → 1 (5.8) becomes
(5.9) −∂tu+ ∂xw + w −wu = 0
Taking w = ux one has
(5.10) −ut + uxx + ux − uux = 0❀ ut + uux + uxx − ux = 0
which is again a kind of perturbed Burger’s equation with perturbation −ux. 
REMARK 5.1. What should a q-Burger’s equation look like and how do we produce
it by zero curvature conditions as indicated? Based on Example 2.1 one might consider a
candidate equation as
(5.11) ∂ˆtqw + a∂ˆ
x
qw
2 + b(∂ˆxq )
2w = 0
with suitable factors of Dx, Dt inserted. Consider then in (5.8) a substitution w = q∂ˆ
x
q u;
this leads to
(5.12) −q−1∂ˆtqu+ aDt(∂ˆ
x
q )
2u− aq−1∂ˆxq u(DxD
2
t u) = −aD
2
xD
2
t ∂ˆ
x
q u+
+
ta2
qx
(∂ˆxq u)DxDt(1−D
2
x)∂ˆ
x
q u
which is a perturbation of (5.11) for example involving powers of ∂ˆxq u. 
REMARK 5.2. We note also the Cole-Hopf transformation for Burger’s equation. Thus
given (A38) ut + 2uux + αuxx = 0 one can write
(5.13) u = −α
ψx
ψ
= −α∂(log(ψ)); ux = −α∂
2(log(ψ)); uxx = −α∂
3(log(ψ))
Then (A39) − α∂t∂xlog(ψ) + α
2(ψx/ψ)
2 − α2∂3log(ψ) = 0. But
(5.14) ∂
(
ψx
ψ
)
− ∂3log(ψ) = −∂
(
ψxx
ψ
)
Consequently for α < 0
(5.15) α∂t∂xlog(ψ) − α
2∂(ψxx/ψ) = 0⇒ ψt − αψxx = cψ(= 0 for c = 0)
If there is an additional term βux in (A38) then the same method gives rise to (A40) ψt−
αψxx = βψx which can be treated with the same facility as the case β = 0. In any event
one reduces matters to heat equations and a q-Cole-Hopf transformation should exist. 
REMARK 5.3. These examples may yet go somewhere but perhaps suffer from the
imposed partially canonical structure based on xdx = q2dxx (cf. [8, 26]). Let us be more
simple minded now and work from the qkDv model where
(5.16) L2 = D2q + (q − 1)xuDq + u; u = Dq∂1log[τ(x, t)Dτ(x, t)]
We will broach this matter later using zero curvature ideas for KdV. For now consider
situations related to Burger’s equation and try to see what are some good models for q-
differential equations. For KdV (cf. [30]) the zero curvature condition is (A41) ∂mBn −
∂nBm− [Bn, Bm] = 0 based on ∂nL
2 = [Bn, L
2] where Bn = L
n
+. Here L = ∂q+s0+s1∂
−1
q +
· · · and (A42) u1 = (q−1)xu = s0+D(s0). One knows (A43) ∂tu = (∂qu)−(∂
2
q s0)−(∂qs
2
0)
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where ∂q ∼ Dq here. Further from (A42) one has (q − 1)xu = (q − 1)x∂1∂q(logτ +
log(Dτ)) = s0+Ds0 which in fact implies (A44) s0 = (q−1)x∂1∂qlogτ (note qDDq = DqD
so D(x∂1∂qlogτ) = x∂1qDDqlogτ = x∂1∂qDlogτ). Hence in principle we can compute the
qKdV equation via (A43) but it is complicated. Thus (recall ∂q(fg) = Df∂qg + (∂qf)g)
(5.17) ∂qs0 = (q − 1)∂1[qx∂
2
q logτ + ∂qlogτ ]; ∂
2
q s0 =
= (q − 1)∂1[q
2x∂3q logτ + q∂
2
q logτ + ∂
2
q logτ ]
and
s20 = (q − 1)
2x2(∂1∂qlogτ)
2; ∂qs
2
0 = (q − 1)
2[q2x2∂q(∂q∂qlogτ)
2 +
q2 − 1
q − 1
x(∂1∂qlogτ)
2];
(5.18) ∂q(∂1∂qlogτ)
2 = [D(∂1∂qlogτ)]∂q(∂q∂qlogτ) + ∂q(∂1∂qlogτ)(∂1∂qlogτ)
This makes it appear feasible only to use the bilinear or some other Hirota form to deal with
qKdV. The expression (A43) is not good in terms of u. We will return to these matters
later. 
References
[1] M. Adler, E. Horozov, and P. van Moerbeke, PLA, 242 (1998), 139-151
[2] M. Adler and P. van Moerbeke, solv-int 9912014
[3] M. Adler and P. van Moerbeke, CMP, 147 (1992), 25-56
[4] M. Adler, T. Shiota, and P. van Moerbeke, solv-int 9812006
[5] C. Brouder, math-ph 0201033
[6] C. Brouder and R. Oeckl, hep-th 0206054; 0208118
[7] R. Carroll, Quantum theory, deformation, and integrability, North-Holland, 2000
[8] R. Carroll, Calculus revisited, Kluwer, 2003, to appear
[9] R. Carroll, math.QA 0105227, Inter. Jour. Math., to appear
[10] R. Carroll, Proc. Third Cong. ISAAC, Berlin, 2001, to appear
[11] R. Carroll, Proc. ISAAC Conf., Frejus, 2002, to appear
[12] R. Carroll, Topics in soliton theory, North-Holland, 1991
[13] R. Carroll and Y. Kodama, JPA, 28 (1995), 6373-6378
[14] A. Das, hep-th 0110125
[15] A. Das and Z. Popowicz, PLB, 510 (2001), 264-; JPA, 34 (2001), 6105-; hep-th 0103063
[16] A. Dimakis and F. Mu¨ller-Hoissen, JPA, 29 (1996), 5007-5018; math-ph 9809023, 9908016, nlin.SI
0006029, 0008016, 0008022, 0104071; hep-th 0006005, 0007015, 0007074,0007160
[17] A. Dimakis and F. Mu¨ller-Hoissen, hep-th 9401151, 9408114; q-alg 9707016; physics 9712002, 9712004
[18] E. Frenkel, IMRN, 2 (1996), 55-76
[19] E. Frenkel and N. Reshetikhin, q-alg 9505025
[20] L. Haine and P. Iliev, JPA, 30 (1997), 7217-7227
[21] P. Iliev, LMP, 44 (1998), 187-200; JPA, 31 (1998), L241-L244
[22] B. Jurcˇo and M. Schlieker, q-alg 9508001
[23] B. Jurcˇo and P. Schupp, solv-int 9701011
[24] K. Kajiwara, M. Noumi, and Y. Yamada, nlin.SI 0112045
[25] B. Khesin, V. Lyubashenko, and C. Roger, Jour. Fnl. Anal., 143 (1997), 55-97
[26] A. Klimyk and K. Schu¨dgen, Quantum groups and their representations, Springer, 1997
[27] S. Majid, Foundations of quantum group theory, Cambridge Univ. Press, 1995
[28] K. Takasaki and T. Takebe, hep-th 9405096
[29] M. Tu, solv-int 9811010
[30] M. Tu, J. Shaw, and C. Lee, solv-int 9811004
