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THE DE RHAM ISOMORPHISM FOR DRINFELD MODULES
OVER TATE ALGEBRAS
OG˘UZ GEZMI˙S¸ AND MATTHEW A. PAPANIKOLAS
Abstract. Introduced by Angle`s, Pellarin, and Tavares Ribeiro, Drinfeld modules over
Tate algebras are closely connected to Anderson log-algebraicity identities, Pellarin L-series,
and Taelman class modules. In the present paper we define the de Rham map for Drinfeld
modules over Tate algebras, and we prove that it is an isomorphism under natural hypothe-
ses. As part of this investigation we determine further criteria for the uniformizability and
rigid analytic triviality of Drinfeld modules over Tate algebras.
1. Introduction
1.1. Background. Drinfeld modules over Tate algebras in positive equal characteristic were
introduced by Angle`s, Pellarin, and Tavares Ribeiro in [6], where they demonstrated that
these objects connect the theories of Anderson log-algebraicity identities [2], Pellarin L-
series [34], and Taelman class modules [38], [39], which are associated to the Carlitz module
and more general Goss L-series. Subsequently, Drinfeld modules over Tate algebras have
been effective tools for studying special values of positive characteristic L-series, modular
forms, and Stark units in a number of other contexts (e.g., see [5], [7], [8], [19], [35]).
In the present paper we define the de Rham map for Drinfeld modules over Tate algebras,
and we investigate conditions under which it is an isomorphism (Theorem 5.3.3). For Drinfeld
modules over fields of generic characteristic, the de Rham map was first studied by Anderson,
Deligne, Gekeler, and Yu (see [23], [26], [41]), and Gekeler [23, Thm. 5.14] gave a proof that
it is an isomorphism by way of quasi-periodic functions. Anderson gave another proof using
rigid analytic trivializations and Anderson generating functions (see Goss [26, §1.5]).
Our investigation into the de Rham isomorphism has led also to criteria for uniformiz-
ability of Drinfeld modules over Tate algebras (Theorem 7.1.1), which unlike for Drinfeld
modules over fields is not guaranteed. Moreover, we show that under certain conditions, uni-
formizability is directly related to the existence of rigid analytic trivializations and period
lattices of maximal size, much as one finds for Anderson t-modules (see [1, Thm. 4]), though
with the complication that the base ring of operators has Krull dimension > 1.
1.2. The de Rham isomorphism. Let Fq be a finite field with q elements with char-
acteristic p > 0. Let θ, t1, . . . , ts, z be independent variables over Fq, let A = Fq[θ],
A[ts] = A[t1, . . . , ts], A[ts, z] = A[t1, . . . , ts, z] be polynomial rings. We let K = Fq(θ) be
the rational function field, K∞ = Fq((1/θ)) its completion at the infinite place, and C∞ the
completion of an algebraic closure of K∞. Finally, we let Ts and Ts,z be Tate algebras on
closed unit polydiscs over C∞ in the variables t1, . . . , ts and t1, . . . , ts, z.
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There is a natural Frobenius twisting automorphism τ : Ts → Ts, which is obtained by
applying the q-th power Frobenius to the coefficients of a given power series in Ts (see §2.2),
and for each n ∈ Z, we set f (n) = τn(f) for f ∈ Ts. We define the twisted power series ring
Ts[[τ ]] by the rule τf = f
(1)τ for f ∈ Ts, and the twisted polynomial ring Ts[τ ] is a subring.
Throughout we follow the definitions in Angle`s, Pellarin, and Tavares Ribeiro [6], and we
define a Drinfeld A[ts]-module, or a Drinfeld A[ts]-module over Ts, to be an Fq[ts]-algebra
homomorphism
(1.2.1) φ : A[ts]→ Ts[τ ],
where Ts[τ ] is the twisted polynomial ring in τ over Ts, such that
(1.2.2) φθ = θ + A1τ + · · ·+ Arτ
r, Ar 6= 0.
As elements of Ts[τ ] serve as operators on Ts, we see that φ induces a left A[ts]-module
structure on Ts. One can associate to φ an exponential series
expφ =
∞∑
i=0
αiτ
i ∈ Ts[[τ ]],
defined by α0 = 1 and expφ a = φa expφ, for a ∈ A[ts]. We show in Proposition 3.2.3 that
expφ is an entire operator (see §2.4), and so there is an induced exponential function
expφ : Ts → Ts.
It should be noted that the function expφ is not an analytic function on Ts in the usual
sense, as when r > 0 it does not have an expansion as a power series in any open disk in Ts.
However, it is open and continuous with respect to the metric on Ts (see [6, §3.1]). Just as
for Drinfeld A-modules over C∞, the map expφ is an A[ts]-module homomorphism via the
action of φ on the codomain. We set Λφ := ker(expφ) to be the period lattice of φ.
Remark 1.2.3. Unlike the situation of Drinfeld A-modules over C∞, the exponential function
expφ is not necessarily surjective (e.g., see [6, §3.2]). If expφ : Ts → Ts is surjective, then we
say that φ is uniformizable.
Remark 1.2.4. For Drinfeld modules over C∞, the exponential function can be expressed as
an infinite product over its period lattice (see [27, Ch. 4], [40, Ch. 2]). But the obstacle in the
case of Drinfeld A[ts]-modules is that even though Λφ is discrete (see §3.3 for the precise def-
inition) in the sense that it has no arbitrarily small elements, it is not topologically discrete.
Therefore, the construction of an infinite product for expφ over Λφ becomes problematic.
Given a Drinfeld A[ts]-module φ as above, if we assume further that Ar ∈ T
×
s in (1.2.2),
one can define biderivations and quasi-periodic functions for φ, as in [10], [11], [12], [23],
[24], [25], [32], [41]. Such biderivations are Fq[ts]-linear homomorphisms η : A[ts] → τTs[τ ]
that satisfy ηab = aηb + ηaφb for all a, b ∈ A[ts]. Associated to each biderivation η is a
quasi-periodic entire operator Fη ∈ τTs[[τ ]] such that for all a ∈ A[ts],
(1.2.5) Fηa− aFη = ηa expφ .
It follows that the induced map Fη|Λφ : Λφ → Ts is A[ts]-linear. If we let Der(φ) denote
the space of all biderivations for φ and let Dersi(φ) denote the subspace of all strictly in-
ner biderivations (see §5.1), then the de Rham module is the left Ts-module H
∗
DR(φ) :=
Der(φ)/Dersi(φ). Our main result is the following.
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Theorem 5.3.3. Let φ be a Drinfeld A[ts]-module defined by φθ = θ + A1τ + · · · + Arτ
r,
such that (i) Ar ∈ T
×
s , and (ii) Λφ is a free and finitely generated A[ts]-module of rank r.
We define the Ts-linear de Rham map
DR: H∗DR(φ)→ HomA[ts](Λφ,Ts)
by DR([η]) = Fη|Λφ. Then DR is an isomorphism of left Ts-modules.
The set-up and proof of this theorem occupy a major portion of the paper. One con-
siderable obstacle is that significant parts of the proof of Gekeler [23, Thm. 5.14], which
would be well-suited from first principles, do not extend to Drinfeld A[ts]-modules over Ts,
because certain properties do not extend from C∞ to Ts (e.g., the lack of product expansion
for expφ above). Instead we adopt a combined approach with that of Anderson given in [26,
§1.5], which required us to develop the theory of rigid analytic trivializations and Anderson
generating functions for Drinfeld A[ts]-modules. To do this we adapt constructions that
are originally due to Anderson for Drinfeld A-modules over C∞ (in unpublished work), but
which are treated in [28] by Hartl and Juschka.
1.3. Uniformizability criteria. In proving Theorem 5.3.3 it becomes apparent that the
de Rham map being an isomorphism is interconnected with several other properties of the
Drinfeld A[ts]-module φ, namely uniformizability and rigid analytic triviality. The idea of
rigid analytic triviality goes back to Anderson in [1], and while we sketch the definition in
our context here, it is defined fully in §4.5.
Continuing with the definition of Drinfeld A[ts]-module φ from (1.2.1) and (1.2.2), we
assume further that Ar ∈ T
×
s . We let σ = τ
−1, and letting H(φ) = Ts[σ], we give H(φ) the
structure of a Ts[z]-module by setting for h ∈ H(φ),
z · h := hφ∗θ = h
(
θ + A
(−1)
1 σ + · · ·+ A
(−r)
r σ
r
)
.
We call H(φ) a Frobenius module (in the sense of [16, §2.2]), and we show that H(φ) is free
of rank r as a Ts[z]-module, with basis 1, σ, . . . , σ
r−1 (Lemma 4.1.4). For any Fq-algebra
R, let Matr(R) be the set of r × r-matrices with entries in R, and GLr(R) be the set of
invertible r × r-matrices in Matr(R). With respect to the basis {1, σ, . . . , σ
r−1}, there is a
matrix Φ ∈ Matr(Ts[z]) such that Φ represents multiplication by σ on H(φ) (see §4.4), and
a rigid analytic trivialization for φ is a matrix Ψ ∈ GLr(Ts{z/θ}) satisfying
Ψ(−1) = ΦΨ,
where Ts{z/θ} is the subalgebra of Ts,z consisting of functions that converge as far out as
|z|∞ 6 |θ|∞ in the variable z. Finally, we let φ[θ] = {f ∈ Ts | φθ(f) = 0}, the θ-torsion of φ
in Ts. The connections among these objects are as follows.
Theorem 7.1.1. Let φ be a Drinfeld A[ts]-module of rank r defined by
φθ = θ + A1τ + · · ·+ Arτ
r
such that (i) Ar ∈ T
×
s , and (ii) Λφ is a free and finitely generated A[ts]-module. Then the
following are equivalent.
(a) Λφ is free of rank r over A[ts].
(b) φ has a rigid analytic trivialization.
(c) The de Rham map DR is an isomorphism.
(d) φ is uniformizable, and φ[θ] is free of rank r over Fq[ts].
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Remark 1.3.1. (a) By the Quillen-Suslin Theorem (see [30, Thm. XXI.3.7]), if Λφ is a finitely
generated and projective A[ts]-module, then it is also a free module over A[ts]. Thus Theo-
rem 7.1.1 is no more general if we allow Λφ to be finitely generated and projective. (b) Angle`s,
Pellarin, and Tavares Ribeiro [6, Prop. 6.2, Rem. 6.3] show that in the rank 1 case, φ being
uniformizable is equivalent to Λφ being free of rank 1 (see Proposition 3.3.5). On the other
hand, it is conceivable for higher ranks that φ could be uniformizable but that Λφ is not free.
(c) The notion that the de Rham map being an isomorphism should be equivalent to φ being
uniformizable with Λφ of maximal rank was originally introduced to us by Brownawell.
1.4. Outline of the paper. The paper is organized as follows. We review fundamental
information about Tate algebras and associated τ -difference equations in §2. In §3 we review
the theory of Drinfeld modules over Tate algebras as introduced in [6], we develop properties
of their exponentials and logarithms, and we discuss Anderson generating functions. In §4 we
study Frobenius modules for Drinfeld A[ts]-modules and drawing on arguments of Anderson
as given in Hartl and Juschka [28], we explore the image of the exponential function. We
define rigid analytic trivializations and prove their connections to the surjectivity of the
exponential. The theory of biderivations and the de Rham map are introduced in §5, and
the proof of Theorem 5.3.3 occupies §6. In §7 we discuss and prove the uniformizability
criteria of Theorem 7.1.1. Finally, in §8 we consider various applications and examples.
Acknowledgments. The authors thank the referee for carefully reading our manuscript
and for making several useful suggestions.
2. Notation and preliminaries
2.1. Table of notation. The following notation will be used throughout:
Fq = finite field with q = p
m elements.
θ, t1, . . . , ts, z = independent variables over Fq.
A = Fq[θ], the polynomial ring in θ over Fq.
K = Fq(θ), the field of rational functions in θ over Fq.
K∞ = Fq((1/θ)), the ∞-adic completion of K.
C∞ = the completion of an algebraic closure of K∞.
ts = abbreviation for the list of variables t1, . . . , ts.
A[ts] = A[t1, . . . , ts], the polynomial ring in θ, t1, . . . , ts over Fq.
Ts = Tate algebra on closed unit polydisc with parameters t1, . . . , ts
and coefficients in C∞.
Ts,z = Tate algebra on closed unit polydisc with parameters t1, . . . , ts,
z and coefficients in C∞.
Ls = the fraction field of Ts.
Ls,z = the fraction field of Ts,z.
2.2. Tate algebras. We let | · |∞ denote the∞-adic norm on C∞, normalized so that |θ|∞ =
q, and we take ord∞ to be the associated valuation such that ord∞(θ) = −1. For s > 1 and
for a power series f =
∑
aν1···νst
ν1
1 · · · t
νs
s ∈ C∞[[t1, . . . , ts]], we abbreviate f as
∑
aνt
ν
s , where
ν is an s-tuple of non-negative integers. For such an s-tuple ν, we let |ν| := ν1 + · · · + νs.
The Tate algebra Ts is then defined by
Ts :=
{∑
ν
aνt
ν
s ∈ C∞[[t1, . . . , ts]]
∣∣∣∣ |aν |∞ → 0 as |ν| → ∞}.
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For foundations on Tate algebras we appeal to results in [22, Ch. 2–3]. As is customary we
define a Frobenius twisting automorphism τ : Ts → Ts by
τ
(∑
aνt
ν
s
)
:=
∑
aqνt
ν
s ,
and we let σ := τ−1. For f ∈ Ts and n ∈ Z, the n-fold twist of f is defined to be
f (n) := τn(f).
For a matrix A = (Aij) ∈ Matr(Ts), we define A
(n) := (A
(n)
ij ).
We define the Gauss norm ‖ · ‖∞ on Ts by setting for f =
∑
aνt
ν
s ∈ Ts,
‖f‖∞ := sup{|aν |∞ | ν ∈ Z
s
>0},
and we denote its associated valuation by ord for which ord∞(f) = min{ord∞(aν) | ν ∈ Z
s
>0}.
We note that Ts is complete with respect to ‖ · ‖∞. We similarly denote the Gauss norm
and valuation on Ts,z.
We will need Tate algebras that converge on disks of more general radii. For c ∈ T×s , set
Ts{z/c} =
{ ∞∑
i=0
aiz
i ∈ Ts[[z]]
∣∣∣∣ ‖c‖i∞ · ‖ai‖∞ → 0 as i→∞}.
We define the norm ‖f‖c = ‖
∑
aiz
i‖c := supi{‖c‖
i
∞ · ‖ai‖∞}, and it follows that Ts{z/c} is
complete with respect to ‖ · ‖c. Given Υ ∈ Matr×ℓ(Ts{z/c}), put ‖Υ‖c = maxi,j{‖Υij‖c}.
Lemma 2.2.1. For any f ∈ Ts with ‖f‖∞ 6 1, there is a positive integer ℓ so that with
respect to ‖ · ‖∞ we have limn→∞ f
(nℓ) ∈ Fq[ts]. Also, ‖f‖∞ = 1 if and only if limn→∞ f
(nℓ) 6=
0.
Proof. Let f =
∑
aνt
ν
s . If ‖f‖∞ < 1, then taking ℓ = 1 suffices, since in this case the limit
easily goes to 0. If ‖f‖∞ = 1, then there exist only finitely many multi-indices ν1, . . . , νm
whose corresponding coefficients have norm 1. By [31, Lem. 2.2.6], for each j there exists
ℓj > 0 and cj ∈ F
×
q such that limn→∞ a
(nℓj)
νj = cj . If we then take ℓ = lcm(ℓ1, . . . ℓm), it
follows that
lim
n→∞
f (nℓ) = c1t
ν1
s + · · ·+ cmt
νm
s ∈ Fq[ts],
which is necessarily non-zero. 
Given a Ts-module W , we recall that a faithful norm ‖ · ‖W : W → R>0 on W satisfies the
following properties (see [9, §2.1]): (i) ‖w‖W = 0 if and only if w = 0; (ii) ‖w1 + w2‖W 6
max{‖w1‖W , ‖w2‖W} for all w1, w2 ∈ W ; and (iii) ‖fw‖W = ‖f‖∞ · ‖w‖W for all f ∈ Ts and
w ∈ W . Since Ts has a complete valued norm with respect to ‖ · ‖∞, every faithfully normed
and finitely generated Ts-module W manifests a complete faithful norm that is essentially
unique, as we see in the following lemma.
Lemma 2.2.2 ([9], see §2.1.8, Cor. 4; §3.7.3, Prop. 3). Let W be a finitely generated Ts-
module. Then there exists a complete faithful norm ‖ · ‖W on W , and for any other complete
faithful norm ‖ · ‖′W on W , there exist C, C
′ > 0 so that for all w ∈ W ,
C‖w‖′W > ‖w‖W > C
′‖w‖′W .
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As a primary example, we provide Matr×ℓ(Ts) a complete faithful norm ‖ · ‖r×ℓ by setting
‖M‖r×ℓ := sup{‖Mij‖∞} for any M = (Mij) ∈ Matr×ℓ(Ts). By an abuse of notation we
will also denote ‖ · ‖r×ℓ = ‖ · ‖∞. All of the preceding considerations extend to Ts,z in the
obvious manner.
2.3. Anderson-Thakur elements. We now recall special Anderson-Thakur type elements
of T×s due to Angle`s, Pellarin, and Tavares Ribeiro [6], which generalize the Anderson-Thakur
function ω from [4]. For α ∈ T×s , we construct an element ω(α) in T
×
s as follows. By the
invertibility of α, there exists x ∈ C×∞ such that ‖x− α‖∞ < ‖α‖∞, and so we have∥∥∥∥ xqiτ i(α) − 1
∥∥∥∥
∞
=
∥∥∥∥xqi − τ i(α)τ i(α)
∥∥∥∥
∞
<
∥∥∥∥τ i(x− α)τ i(α)
∥∥∥∥
∞
→ 0 as i→∞.
Thus
∏
i x
qi/τ i(α) converges in T×s . Fixing an element γ ∈ C∞ with γ
q−1 = x, we define
(2.3.1) ω(α) := γ
∞∏
i=0
xq
i
τ i(α)
∈ T×s ,
and we then see that
(2.3.2) τ(ω(α)) = αω(α).
Although it appears that ω(α) depends on the choice of x, the limit is uniquely defined up
to a scalar multiple from F×q . Moreover, for α1, α2 ∈ T
×
s , we have
(2.3.3) ω(α1α2) = cω(α1)ω(α2)
for some c ∈ F×q which depends on the choice of (q − 1)-st roots.
2.4. Twisted polynomials and power series. The ring Ts[τ ] operates on Ts by setting
for ∆ = arτ
r + · · ·+ a0 ∈ Ts[τ ] and f ∈ Ts,
∆(f) = arτ
r(f) + · · ·+ a1τ(f) + a0f = arf
(r) + · · ·+ a1f
(1) + a0f.
In general Ts[[τ ]] does not operate on Ts because the desired sum may fail to converge, but
as in [6, §3.3], we can define entire operators in Ts[[τ ]] as follows. A function f =
∑
aνt
ν
s ∈ Ts
is called an entire function if lim|ν|→∞ ord∞(aν)/|ν| = +∞. In this case f then converges
on all of Cs∞. We let Es ⊆ Ts denote the subring of all entire functions, which contains
C∞[ts] as a subring, and we note that Es is invariant under τ . Now consider an element
F =
∑
i Fiτ
i ∈ Es[[τ ]]. If
lim
i→∞
q−i · ord∞(Fi) = +∞,
we say that F is an entire operator. In this case for f ∈ Ts, we have F (f) =
∑∞
i=0 Fif
(i) ∈ Ts.
Lemma 2.4.1 (Angle`s, Pellarin, Tavares Ribeiro [6, Lem. 3.9]). Let F ∈ Es[[τ ]] be an entire
operator. Then F (Es) ⊆ Es.
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2.5. τ-difference equations. We recall some properties of τ -difference equations, and for
more detailed information the reader is directed to [31, §4.1], [36]. Recall also that Ls is the
fraction field of Ts. For ∆ ∈ Ts[τ ] we set
Sols(∆) := {f ∈ Ls | ∆(f) = 0}.
If R ⊆ Ls is a subring with τ(R) ⊆ R, then we set Sols(∆, R) := Sols(∆) ∩ R. Likewise we
similarly define Sols,z(∆) and Sols,z(∆, R) for ∆ ∈ Ts,z[τ ]. For any subring R ⊆ Ls that is
invariant under twisting we set
Rτ := Sols(τ − 1, R) = {f ∈ R | τ(f) = f}
to be the Fq-subalgebra fixed by τ . Then following lemma is fundamental.
Lemma 2.5.1 (see [19, Lem. 2.2]). We have Tτs = Fq[ts] and L
τ
s = Fq(ts). Similarly,
T
τ
s,z = Fq[ts, z] and L
τ
s,z = Fq(ts, z).
By this lemma we see that for any ∆ ∈ Ts[τ ], the space Sols(∆) is an Fq(ts)-vector space.
As is well-understood in this situation, the dimension of this vector space is bounded by the
degree in τ of ∆ (see [6, Lem. 5.7], [31, Cor. 4.1.5], [37, §1.2]).
Lemma 2.5.2. For ∆ ∈ Ts[τ ], suppose that degτ ∆ = r. Then dimFq(ts)
(
Sols(∆)
)
6 r.
Now for α ∈ T×s , we let ∆α = ατ − 1. We see from (2.3.2) that ω(α)
−1 ∈ Sols(∆α), and
moreover, Lemma 2.5.2 implies that Sols(∆α) = ω(α)
−1 · Fq(ts). In fact we have a similar
result for Sols(∆α,Ts).
Proposition 2.5.3 (Angle`s, Pellarin, Tavares Ribeiro [6, Rem. 6.3]). Let α ∈ T×s . Then
Sols(∆α,Ts) =
1
ω(α)
· Fq[ts].
3. Drinfeld modules over Tate algebras
3.1. Drinfeld A[ts]-modules. The main objects of study in this paper are Drinfeld A[ts]-
modules over Ts, which were defined by Angle`s, Pellarin, and Tavares Ribeiro [6] for the
purposes of expressing new results on Pellarin L-values, Taelman class modules, and log-
algebraicity identities in operator-theoretic language. Such a Drinfeld module, of rank r > 1,
is an Fq[ts]-algebra homomorphism
(3.1.1) φ : A[ts]→ Ts[τ ]
determined uniquely by
(3.1.2) φθ = θ + A1τ + · · ·+ Arτ
r, Ar 6= 0.
If the parameters A1, . . . , Ar are all in C∞, then we say that φ is a constant Drinfeld A[ts]-
module, and indeed in this case φ is simply a traditional Drinfeld A-module.
A morphism u : φ → ψ of Drinfeld A[ts]-modules is a twisted polynomial u ∈ Ts[τ ] such
that for all f ∈ A[ts], we have uφf = ψfu. This is equivalent to satisfying the single
equation uφθ = ψθu. If u 6= 0, then φ and ψ must have the same rank. Furthermore, u is an
isomorphism if u ∈ T×s , and in this case we will write φ
∼= ψ.
8 OG˘UZ GEZMI˙S¸ AND MATTHEW A. PAPANIKOLAS
3.2. Exponential and logarithm series. For a Drinfeld A[ts]-module φ, we can define an
exponential series for φ in the usual way. We take
(3.2.1) expφ =
∞∑
i=0
αiτ
i ∈ Ts[[τ ]],
subject to the conditions that α0 = 1 and
(3.2.2) expφ a = φa expφ, ∀ a ∈ A[ts].
It then suffices to show that there exists a unique normalised formal series expφ such that
φθ expφ = expφ θ. The usual argument for constant Drinfeld modules [27, Prop. 4.6.7], [40,
Thm. 2.4.2], shows that this functional equation produces a recursion on {αi} that uniquely
determines expφ.
Now we recall some terminology from [20, §3], [21, §5]. For S ⊆ Z and j ∈ Z, we define
S+j := {k+j | k ∈ S}. For r, i ∈ Z+ we define the set of shadowed partitions Pr(i) as follows.
We let Pr(i) ⊆ {(S1, . . . , Sr) | Sk ⊆ {0, 1, . . . , i− 1}} be the set of r-tuples (S1, . . . , Sr) such
that {Sk + j | 1 6 k 6 r, 0 6 j 6 k − 1} forms a partition of {0, 1, . . . , i − 1}. We set
Pr(0) := {∅}. For S = (S1, . . . , Sr) ∈ Pr(i) and A = (A1, . . . , Ar) ∈ T
r
s, we set
AS :=
r∏
k=1
ASki , A
Sk
k :=
∏
j∈Sk
τ j(Ak),
and take A∅ = 1. Using [i] = θq
i
− θ, we set Di(S) :=
∏
k∈S1∪···∪Sr
[i− k]q
k
.
Proposition 3.2.3. For a Drinfeld A[ts]-module φ the exponential expφ is an entire operator.
Proof. Applying the same methods as in the proof of [20, Thm. 3.1], we see that
αi =
∑
S∈Pr(i)
AS
Di(S)
.
Let ξ = inf{ord∞(Ak) | 1 6 k 6 r}. Then by [20, Eq. 28], we find that if ξ > 0,
(3.2.4) ord∞(αi) >
qi − 1
qr − 1
· ξ +
iqi
r
>
iqi
r
,
and if ξ < 0,
(3.2.5) ord∞(αi) >
qi − 1
q − 1
· ξ +
iqi
r
> qi
(
i
r
+
ξ
q − 1
)
.
Together (3.2.4) and (3.2.5) imply that limi→∞ ord∞(αi)/q
i =∞, as desired. 
Since the constant term of expφ is 1, expφ is a unit in Ts[[τ ]], and its inverse
(3.2.6) logφ =
∞∑
i=0
βiτ
i ∈ Ts[[τ ]],
is the logarithm series, which satisfies β0 = 1 and logφ φa = a logφ, for all a ∈ A[ts]. In general
logφ is not an entire operator. For S ∈ Pr(n), if we set L(S) :=
∏r
k=1
∏
j∈Sk
(−[j + k]), then
using the same methods in [20, Thm. 3.3], we find that
(3.2.7) βi =
∑
S∈Pr(i)
AS
L(S)
.
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3.3. Uniformizability. The entire operator expφ ∈ Ts[[τ ]] induces an Fq[ts]-linear function
(3.3.1) expφ : Ts → Ts,
which we call the exponential function of φ.
Lemma 3.3.2 (cf. Hartl-Juschka [28, Lem. 5.3]). Given our Drinfeld A[ts]-module defined
in (3.1.2), there exists εφ > 0 such that the open ball {f ∈ Ts | ‖f‖∞ < εφ} ⊆ Ts is mapped
‖ · ‖∞-isometrically by expφ to itself.
Proof. Since expφ =
∑
αiτ
i is everywhere convergent, we have that C := sup{‖αj‖∞ | j > 1}
is bounded. Then take εφ := (sup{‖αj‖
1/(qj−1)
∞ | j > 1})−1. For f ∈ Ts with ‖f‖∞ < εφ, we
have
‖f − expφ(f)‖∞ 6
∞
sup
j=1
‖αj‖∞‖f‖
qj−1
∞ ‖f‖∞ <
∞
sup
j=1
‖αj‖∞ · ε
qj−1
φ · ‖f‖∞ = ‖f‖∞.
If ‖f‖∞ < ‖ expφ(f)‖∞, then ‖ expφ(f)‖∞ = ‖f − expφ(f)‖∞ < ‖f‖∞, a contradiction. If
‖f‖∞ > ‖ expφ(f)‖∞, then ‖f‖∞ = ‖f − expφ(f)‖∞ < ‖f‖∞, also a contradiction. Thus
‖f‖∞ = ‖ expφ(f)‖∞. 
Definition 3.3.3. Let mTs be the set of elements f ∈ Ts such that ‖f‖∞ < 1. An A[ts]-
submoduleM of Ts is called a discrete A[ts]-module if there exists n ≥ 1 such thatM∩m
n
Ts
=
{0}.
Corollary 3.3.4. The period lattice Λφ = {λ ∈ Ts | expφ(λ) = 0} ⊆ Ts of the Drinfeld
A[ts]-module φ is discrete. In particular, there exists ǫ > 0 such that Λφ ∩ {x ∈ Ts | ‖x‖∞ <
ǫ} = {0}.
Following Anderson [1], we say that a Drinfeld A[ts]-module φ is uniformizable if the
induced exponential function expφ : Ts → Ts is surjective. Unlike constant Drinfeld modules
over C∞, the function expφ : Ts → Ts may not be surjective. For example, it is shown in [6,
§3.2] that the exponential function of the Drinfeld A[t1]-module φ defined by φθ = θ + t1τ
is not surjective. For the rank 1 case, the characterization of uniformizable Drinfeld A[ts]-
modules is given by the following proposition.
Proposition 3.3.5 (Angle`s, Pellarin, Tavares Ribeiro [6, Prop. 6.2]). Let φ be a Drinfeld
A[ts]-module of rank 1 over Ts defined by φθ = θ + ατ . The following are equivalent.
(a) φ is uniformizable.
(b) Sols(∆α,Ts) = Sols(ατ − 1,Ts) 6= 0.
(c) α ∈ T×s .
(d) φ is isomorphic to the Carlitz module over Ts.
3.4. Anderson generating functions. We continue with our Drinfeld A[ts]-module φ of
rank r defined as in (3.1.2). For λ ∈ Ts we define the Anderson generating function fλ(z) as
(3.4.1) fλ(z) =
∞∑
n=0
expφ
(
λ
θn+1
)
zn ∈ Ts[[z]].
We fix ∆φ = Arτ
r + · · · + A1τ − (z − θ) ∈ Ts[z][τ ], and we have the following structural
result, which is due to Pellarin for the constant or even isotrivial Drinfeld A[ts]-modules (see
§8.3 for the definition of isotrivial Drinfeld A[ts]-modules). But the proof is essentially the
same for any Drinfeld A[ts]-modules.
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Proposition 3.4.2 (Pellarin [33, §4.2]). Let expφ =
∑
i αiτ
i ∈ Ts[[τ ]] be the exponential
series of a Drinfeld A[ts]-module φ.
(a) For λ ∈ Ts, we have
fλ(z) =
∞∑
n=0
αnλ
(n)
θqn − z
∈ Ts,z.
(b) For any j > 1 and λ ∈ Ts, f
(j)
λ (z) ∈ Ts{z/θ}.
(c) As a function of z, fλ(z) has poles at the points z = θ
qn, n = 0, 1, . . . , with residues
Resz=θqn fλ(z) = −αnλ
(n). In particular, Resz=θ fλ(z) = −λ.
(d) If expφ(λ) = ξ, then ∆φ(fλ(z)) = ξ.
Proof. The proofs of part (a), (c), and (d) follow the same argument in [33, §4.2], and
we give only a proof of (b). By Lemma 3.3.2, for arbitrarily large n ∈ N, we have that
‖λ/θn‖∞ = ‖expφ(λ/θ
n)‖∞. Therefore, for any j > 1 and large n, we have that
|θn|∞
∥∥∥∥expφ( λθn+1
)(j)∥∥∥∥
∞
= |θn|∞
∥∥∥∥ λ(j)θqj(n+1)
∥∥∥∥
∞
=
∥∥∥∥ λ(j)θn(qj−1)+qj
∥∥∥∥
∞
,
and since the last term goes to 0 as n→∞, we see from (3.4.1) that f
(j)
λ (z) ∈ Ts{z/θ}. 
4. Frobenius modules and rigid analytic trivializations
In this section we determine results on Frobenius modules for Drinfeld A[ts]-modules much
in line with the theory of dual t-motives and pre-t-motives associated to abelian t-modules
(see [3], [13]). In unpublished work Anderson made explicit the connections between periods
of abelian t-modules and solutions of Frobenius difference equations, such as in [3], [14], [15],
[31]. Although unpublished by Anderson, Hartl and Juschka [28], [29], have written accounts
of Anderson’s theory. We follow their exposition but adopt notation that is similar to [3],
[13]. As it is unclear to us yet what the proper theory of dual-t-motives should be in this
setting, we appeal only to the more general “Frobenius modules” (see [16, §2.2]).
4.1. Frobenius modules. Similar to Ts[τ ], the ring Ts[σ] is a noncommutative ring in
σ = τ−1 with coefficients in Ts so that σf = f
(−1)σ, for f ∈ Ts. Define ∗ : Ts[τ ]→ Ts[σ] by
f =
∑
i
fiτ
i ∈ Ts[τ ] 7→ f
∗ :=
∑
i
f
(−i)
i σ
i ∈ Ts[σ],
which satisfies (f + g)∗ = f ∗ + g∗ and (fg)∗ = g∗f ∗. We define a norm ‖ · ‖σ on Ts[σ] by
setting, for an element f =
∑
fjσ
j ∈ Ts[σ], ‖f‖σ := sup{‖fj‖∞ | j > 0}.
Definition 4.1.1. We now fix a Drinfeld A[ts]-module φ of rank r defined by
(4.1.2) φθ = θ + A1τ + · · ·+ Arτ
r, Ai ∈ Ts, Ar ∈ T
×
s
and set Λφ = ker(expφ). The condition that Ar ∈ T
×
s will be crucial to future considerations.
We set H(φ) := Ts[σ], on which we define a Ts[z]-module structure by setting
(4.1.3) cz · h = chφ∗θ = ch
(
θ + A
(−1)
1 σ + · · ·+ A
(−r)
r σ
r
)
, h ∈ Ts[σ], c ∈ Ts.
In this way H(φ) carries compatible structures of left modules over both Ts[σ] and Ts[z],
and we call H(φ) the Frobenius module corresponding to φ.
Lemma 4.1.4. The Ts[z]-module H(φ) is free and finitely generated with basis 1, σ, . . . , σ
r−1.
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Proof. Since Ar is invertible in Ts, we can recursively write every element in Ts[σ] as a
Ts[z]-linear combination of 1, σ, . . . , σ
r−1, using the action defined in (4.1.3). On the other
hand, one can see that the set {1, σ, . . . , σr−1} is a Ts[z]-basis for Ts[σ] if and only if the set
{zd · σi | d > 0, 0 6 i 6 r − 1} is a Ts-basis for Ts[σ]. If we consider again the action in
(4.1.3), we see that degσ(z
d · σi) = rd + i, for all d > 0 and 0 6 i 6 r − 1. Moreover, the
leading coefficient of zd · σi is in T×s , and so the set {z
d · σi} is a Ts-basis for Ts[σ]. 
4.2. Operators. Any f ∈ Ts[τ ] is necessarily an entire operator and so defines a func-
tion f : Ts → Ts. We define f
† : Ts[σ] → Ts[σ] by f
†(m) = mf ∗, and we further define
δ0, δ1 : Ts[σ]→ Ts by
(4.2.1) δ0
(∑
i≥0
aiσ
i
)
= a0, δ1
(∑
i≥0
aiσ
i
)
=
∑
i≥0
a
(i)
i .
We note that δ0 is a Ts-algebra homomorphism, while δ1 is Fq[ts]-linear. We have the
following lemma, inspired by the construction of Anderson for t-modules over C∞ whose
proof is found in [28] (see also [29, Lem. 1.1.21-22]).
Lemma 4.2.2 (see Hartl-Juschka [28, Prop. 5.6]). Let f =
∑k
j=0 fjτ
j ∈ Ts[τ ].
(a) Define a function ∂0f : Ts → Ts by ∂0f(g) = f0g. The following diagram commutes
with exact rows:
0 Ts[σ] Ts[σ] Ts 0
0 Ts[σ] Ts[σ] Ts 0
σ(·)
f†
δ0
f† ∂0f
σ(·) δ0
(b) The following diagram commutes with exact rows:
0 Ts[σ] Ts[σ] Ts 0
0 Ts[σ] Ts[σ] Ts 0
(σ−1)(·)
f†
δ1
f† f
(σ−1)(·) δ1
In particular, φθδ1 = δ1φ
∗
θ.
4.3. Division towers and exponentiation.
Definition 4.3.1. For x ∈ Ts, suppose we have a sequence {fn}
∞
n=0 in Ts with
• limn→∞‖fn‖∞ = 0;
• φθ(fn+1) = fn for all n > 0;
• φθ(f0) = x.
Such a sequence {fn}
∞
n=0 is called a convergent θ-division tower above x.
Theorem 4.3.2 (cf. Juschka [29, Prop. 4.1.21]). Let φ be a Drinfeld A[ts]-module as in
(4.1.2). Let x ∈ Ts. Then there is a canonical bijection
G : {ξ ∈ Ts | expφ(ξ) = x} → {convergent θ-division towers above x},
defined by
G(ξ) :=
{
expφ
(
ξ
θn+1
) ∣∣∣∣ n > 0}.
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Furthermore, if {fn}
∞
n=0 is a convergent θ-division tower above x, then with respect to ‖ · ‖∞,
lim
n→∞
θn+1fn = ξ,
where expφ(ξ) = x and G(ξ) = {fn}.
Remark 4.3.3. By this theorem, we see that φ is uniformizable if and only if for any x ∈ Ts,
there is a convergent θ-division tower above x.
Proof of Theorem 4.3.2. We know from (3.2.2) that φθ(expφ(ξ/θ
n+1)) = expφ(ξ/θ
n) for all
n > 0, and in particular when n = 0, φθ expφ(ξ/θ) = expφ(ξ) = x. At the same time
‖expφ(ξ/θ
n)‖∞ → 0. Therefore, the map G is well-defined.
To show that G is injective, we suppose that ξ, ξ′ ∈ Ts satisfy expφ(ξ) = expφ(ξ
′) = x
with G(ξ) = G(ξ′). This implies that for all n > 0,
expφ
(
ξ
θn+1
)
= expφ
(
ξ′
θn+1
)
,
which implies that (ξ − ξ′)/θn+1 ∈ Λφ for all n > 0. Since Λφ is discrete, ξ = ξ
′.
We now show that G is surjective. Suppose that {fn}
∞
n=0 is a convergent θ-division tower
above x. By its convergence and Lemma 3.3.2, we see that there exists n0 > 0 so that
logφ(fn) converges in Ts for all n > n0. We let ξ := θ
n+1 logφ(fn) for any n > n0. Noting
that by the functional equation for logφ and the defining properties of {fn},
θn+2 logφ(fn+1) = θ
n+1 logφ(φθ(fn+1)) = θ
n+1 logφ(fn), ∀n > n0,
and so our element ξ does not depend on the choice of n > n0. Thus for n > n0, fn =
expφ(ξ/θ
n+1). Now for n < n0, we have
fn = φθn0−n(fn0) = φθn0−n
(
expφ
(
ξ
θn0+1
))
= expφ
(
ξ
θn+1
)
,
where the last equality follows from (3.2.2), and so G(ξ) = {fn}
∞
n=0.
Now given a convergent θ-division tower {fn} above x, we let ξ ∈ Ts be the unique element
such that G(ξ) = {fn}. Then
lim
n→∞
∥∥ξ − θn+1fn∥∥ = lim
n→∞
∥∥∥∥ξ − θn+1 expφ( ξθn+1
)∥∥∥∥
= lim
n→∞
∥∥∥∥θn+1∑
j>1
αj
ξ(j)
θqjn+qj
∥∥∥∥
= lim
n→∞
∥∥∥∥∑
j>1
θ(1−q
j)(n+1)αjξ
(j)
∥∥∥∥
6 lim
n→∞
∥∥∥∥θ(1−q)(n+1) expφ(ξ)∥∥∥∥ = 0,
which proves the last assertion. 
THE DE RHAM ISOMORPHISM FOR DRINFELD MODULES 13
4.4. z-frames. Consider now the Ts[z]-module action on H(φ) as defined in (4.1.3). Let
p = [p1, . . . , pr]
tr ∈ Matr×1(H(φ)) be a basis for H(φ). Let
ι : Mat1×r(Ts[z])→ Ts[σ]
be the map defined for h = [h1, . . . , hr] ∈ Mat1×r(Ts[z]), by
(4.4.1) ι(h) = h · p = h1 · p1 + h2 · p2 + · · ·+ hr · pr.
Let Φ ∈ Matr(Ts[z]) be the matrix defined by the equation σp = Φp. We have the following
lemma.
Lemma 4.4.2. For the map ι and the matrix Φ, the following holds.
(a) det(Φ) = c(z − θ) where c ∈ T×s .
(b) For all h ∈ Mat1×r(Ts[z]), we have ι(h
(−1)Φ) = σι(h).
(c) For all h ∈ Mat1×r(Ts[z]), we have ι(zh) = ι(h)φ
∗
θ.
In the sense of Anderson, a z-frame (ι,Φ) for φ is a choice of a basis p for H(φ) satisfying
the statements of Lemma 4.4.2. We now introduce an example of a z-frame for φ.
Since H(φ) = Ts[σ], we can take p := [1, σ, . . . , σ
r−1]tr ∈ Matr×1(H(φ)) as a basis of H(φ).
Note that σp = Φp, where Φ ∈ Matr(Ts[z]) can be defined as
(4.4.3) Φ =

0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
(z − θ)
A
(−r)
r
−
A
(−1)
1
A
(−r)
r
· · · −
A
(−r+1)
r−1
A
(−r)
r
 .
It is easy to show that (ι,Φ) is a z-frame for φ. Moreover, this particular choice of the
z-frame (ι,Φ) for φ will be our main interest throughout the paper.
Remark 4.4.4. If we consider the map δ0 ◦ ι : (Mat1×r(Ts[z]), ‖ · ‖θ) → (Ts, ‖ · ‖∞), then for
h = [h1, . . . , hr] ∈ Mat1×r(Ts[z]), we have
‖δ0 ◦ ι(h)‖∞ = ‖h1(θ)‖ 6 ‖h1‖θ 6 ‖h‖θ,
and so the map δ0 ◦ ι is bounded. Since Mat1×r(Ts[z]) is ‖ · ‖θ-dense in Mat1×r(Ts{z/θ}), we
can extend δ0 ◦ ι to a map
D0 : Mat1×r(Ts{z/θ})→ Ts
of complete normed modules, where we recall the definition of Ts{z/θ} from §2.2. Further-
more, for g = [g1, . . . , gr] ∈ Mat1×r(Ts{z/θ}) and h = [h1, . . . , hr] ∈ Mat1×r(Ts[z]), it follows
from (4.4.1) that
(4.4.5) D0(g + h) = g1(θ) + h1(θ) = g1|z=θ
and
δ1 ◦ ι(h) = h
(0)
1 + · · ·+ h
(r−1)
r .
Theorem 4.4.6 (cf. Hartl-Juschka [28, Thm. 5.18]). Let φ be a Drinfeld A[ts]-module as
in (4.1.2), and let (ι,Φ) be the z-frame for φ as defined in (4.4.3). Fix h ∈ Mat1×r(Ts[z]),
and suppose there exists g ∈ Mat1×r(Ts{z/θ}) satisfying the functional equation
g(−1)Φ− g = h.
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Letting Ξ = δ1(ι(h)) ∈ Ts and ξ = D0(g + h), we have
expφ(ξ) = Ξ.
Proof. The arguments go back to Anderson, but we follow parts 6 and 7 of the proof of [28,
Thm. 5.18]. Let g =
∑∞
i=0 giz
i where gi ∈ Mat1×r(Ts). For each n > 0, set g6n :=
∑
i6n giz
i
and g>n :=
∑
i>n giz
i. We let
(4.4.7) hn :=
g
(−1)
>n Φ− g>n
zn+1
=
h+ g6n − g
(−1)
6n Φ
zn+1
∈ Mat1×r(Ts[z]).
To justify what is claimed to be true in the definition of hn, we observe that since g
(−1)Φ−g =
h, the equality in (4.4.7) holds. By the definition of g>n, we see that the first expression
is divisible by zn+1 and is a power series in z. Since g6n is a polynomial in z, the second
expression implies that each entry of hn must then be a polynomial in z. Furthermore,
degz(hn) 6 max{degz(h) − n − 1, 0} 6 degz(h), and so the entries of hn are polynomials
in z of degree bounded independently of n. Therefore, the hn’s live in a free and finitely
generated sub-Ts-module V of Mat1×r(Ts[z]).
We now show that {δ1(ι(hn))}
∞
n=0 is a convergent θ-division tower above δ1(ι(h)). Note
δ1(ι(hn))− φθ(δ1(ι(hn+1))) = δ1(ι(hn))− δ1(ι(hn+1) · φ
∗
θ) (Lemma 4.2.2(b)),(4.4.8)
= δ1(ι(hn − zhn+1)) (Lemma 4.4.2(c)).
On the other hand,
hn − zhn+1 =
h+ g6n − g
(−1)
6n Φ− h− g6n+1 + g
(−1)
6n+1Φ
zn+1
=
(
gn+1
zn+1
)(−1)
Φ−
gn+1
zn+1
.
Thus,
(4.4.9)
δ1(ι(hn − zhn+1)) = δ1
(
ι
((
gn+1
zn+1
)(−1)
Φ−
gn+1
zn+1
))
= δ1((σ − 1)ι(gn+1/z
n+1)) (Lemma 4.4.2(b)),
= 0 (Lemma 4.2.2(b)).
That is, for all n > 0,
(4.4.10) δ1(ι(hn)) = φθ(δ1(ι(hn+1))).
A similar calculation shows that φθ(ι(h0)) = δ1(ι(h)). We recall the definition of the norm
‖ · ‖1 from Section 2.2 and the norm ‖ · ‖σ from Section 4.1 and note that since ‖gn‖∞ → 0
as n → ∞, we have that ‖g>n‖1 → 0 as n → ∞. Noting that ‖g
(−1)
>n Φ‖1 6 ‖g>n‖
1/q
1 ‖Φ‖1,
we see that ‖hn‖1 → 0. By Lemma 2.2.2, the restriction of norms ‖ · ‖1 and ‖ι( · )‖σ on V
are equivalent. Thus
(4.4.11) ‖ι(hn)‖σ → 0.
Since the degree of hn in z is bounded independently of n, the degree of ι(hn) in σ is similarly
bounded independently of n, say degσ ι(hn) 6 n0. Therefore, for n large enough if we take
ι(hn) =
∑n0
j=0 cjσ
j, then ‖cj‖σ 6 1, and so
(4.4.12) ‖δ1(ι(hn))‖∞ =
∥∥∥∥ n0∑
j=0
c
(j)
j
∥∥∥∥
∞
6 sup{‖cj‖∞ | j > 0} = ‖ι(hn)‖σ.
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Then (4.4.11) implies that ‖δ1(ι(hn))‖∞ → 0, and so {δ1(ι(hn))}
∞
n=0 is a convergent θ-division
tower above Ξ = δ1(ι(h)).
Now let ξ = D0(g + h). We claim that with respect to ‖ · ‖∞,
(4.4.13) lim
n→∞
θn+1δ1(ι(hn)) = ξ,
after which by Theorem 4.3.2, expφ(ξ) = Ξ, and we are done. We have
ξ = lim
n→∞
δ0(ι(g6n + h)) (definition of ξ),
= lim
n→∞
δ0
(
ι
(
zn+1hn + g
(−1)
6n Φ
))
(by (4.4.7)),
= lim
n→∞
δ0(ι(z
n+1hn)) (Lemma 4.4.2(b)),
= lim
n→∞
δ0(ι(hn) · φ
∗
θn+1) (Lemma 4.4.2(c)),
= lim
n→∞
θn+1δ0(ι(hn)) (Lemma 4.2.2(a)).
It thus suffices to show that in Ts,
(4.4.14) lim
n→∞
θn+1(δ1(ι(hn))− δ0(ι(hn))) = 0.
Estimating as in (4.4.12), for n sufficiently large,
‖δ1(ι(hn))− δ0(ι(hn))‖∞ 6
∥∥∥∥ n0∑
j=1
c
(j)
j
∥∥∥∥
∞
6 sup
{
‖cj‖
qj
∞
}
6 ‖ι(hn)‖
q
σ,
and so (4.4.14) will follow by showing limn→0
∣∣θn+1∣∣
∞
·‖ι(hn)‖
q
σ = 0. On the other hand, for n
sufficiently large, ‖ι(hn)‖σ 6 1, and so it suffices to show that limn→0|θ
n+1|∞ · ‖ι(hn)‖σ = 0.
Since by Lemma 2.2.2, ‖ · ‖θ and ‖ι( · )‖σ are equivalent on V , it finally suffices to show that
(4.4.15) lim
n→0
∣∣θn+1∣∣
∞
· ‖hn‖θ = 0.
By (4.4.7), hn = (g
(−1)
>n Φ−g>n)/z
n+1 =
∑d0
i=0 aiz
i, with ai ∈ Mat1×r(Ts) and d0 independent
of n, and so
∣∣θn+1∣∣
∞
· ‖hn‖θ =
∣∣θn+1∣∣
∞
∥∥∥∥∥g(−1)>n Φ− g>nzn+1
∥∥∥∥∥
θ
=
∣∣θn+1∣∣
∞
· sup
i
∣∣θi∣∣
∞
· ‖ai‖1
= sup
i
∣∣θn+1+i∣∣
∞
· ‖ai‖1
=
∥∥a0zn+1 + a1zn+2 + · · ·+ adzn+d+1∥∥θ
=
∥∥g(−1)>n Φ− g>n∥∥θ.
Now since g ∈ Mat1×r(Ts{z/θ}), it follows that ‖g>n‖θ → 0 and ‖g
(−1)
>n Φ‖θ → 0 as n→∞,
and thus (4.4.15) holds. 
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4.5. Rigid analytic trivializations.
Definition 4.5.1. Let (ι,Φ) be the z-frame as in (4.4.3) for the Drinfeld A[ts]-module φ
in (4.1.2). Let Ψ ∈ GLr(Ts{z/θ}) be a matrix such that
Ψ(−1) = ΦΨ.
We say (ι,Φ,Ψ) is a rigid analytic trivialization of φ.
Lemma 4.5.2. Let u ∈ Ts[z]. Then there exists U ∈ Ts[z] such that U
(−1) − U = u.
Proof. Let u =
∑k
i=0
(∑
ν uν,it
ν
s
)
zi ∈ Ts[z]. Thus uν,i ∈ C∞ with, for fixed i, |uν,i|∞ → 0 as
|ν| → ∞. Now let U =
∑k
i=1
(∑
ν Uν,it
ν
s
)
zi ∈ C∞[[t1, . . . , ts]][z]. If it were the case that
(4.5.3) U (−1) − U = u,
then we would need to have
(4.5.4) U
1/q
ν,i − Uν,i = uν,i, ∀ i, ∀ ν ∈ Z
s
>0.
This equation can be solved in C∞, and so we can solve (4.5.3) in C∞[[t1, . . . , ts]][z]. We
claim that we can find a solution U of (4.5.3) that is in Ts[z]. For fixed i, and for fixed ν
large enough so that ord∞(uν,i) > 0, the Newton polygon of the polynomial X
q − X + uν,i
indicates that there is a solution Uν,i (= X
1/q) of (4.5.4) such that ord∞(Uν,i) = ord∞(uν,i)/q.
If for ν sufficiently large we pick all Uν,i in this way, then U ∈ Ts[z]. 
Theorem 4.5.5 (cf. Hartl-Juschka [28, Thm. 5.28]). Let φ be a Drinfeld A[ts]-module defined
as in (4.1.2). If φ has a rigid analytic trivialization (ι,Φ,Ψ), then φ is uniformizable.
Remark 4.5.6. We remark that the result in the above theorem is inspired by Anderson’s
construction for dual t-motives over C∞. The generalized version of Anderson’s original result
is used by Hartl and Juschka in [28, Thm. 5.28] to give the characterization of uniformizable
dual t-motives. We also note that the theorem will be also reinforced later by Theorem 7.1.1.
Proof of Theorem 4.5.5. Let h0 ∈ Ts, and let h = [h0, 0, . . . , 0] ∈ Mat1×r(Ts). Using the fact
that Mat1×r(Ts[z]) is ‖ · ‖θ-dense in Mat1×r(Ts{z/θ}), write
hΨ = u+ v,
where u ∈ Mat1×r(Ts[z]) and ‖v‖θ < 1. Because ‖v
(n)‖θ < ‖v‖
qn
θ for all n > 0, the series
V :=
∑∞
n=1 v
(n) converges in Mat1×r(Ts{z/θ}). Moreover, V
(−1) − V = v. By Lemma 4.5.2,
we pick U ∈ Mat1×r(Ts[z]) such that U
(−1) − U = u. Letting g := (U + V )Ψ−1,
g(−1)Φ− g = (U (−1) + V (−1))(Ψ(−1))−1Φ− (U + V )Ψ−1
= (U (−1) − U +H(−1) −H)Ψ−1 = (u+ v)Ψ−1 = h.
Moreover, we have that δ1(ι(h)) = h0, and so by Theorem 4.4.6, expφ(D0(g+h)) = δ1(ι(h)) =
h0. Since the element h0 ∈ Ts was arbitrary, expφ is surjective. 
Corollary 4.5.7 (cf. Hartl-Juschka [28, Cor. 5.19]). For any λ ∈ Λφ, there exists gλ ∈
Mat1×r(Ts{z/θ}) such that
g
(−1)
λ Φ = gλ and D0(gλ) = λ.
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Proof. Let λ ∈ Λφ, and let fλ(z) ∈ Ts,z be its Anderson generating function as in §3.4. Let
gλ ∈ Mat1×r(Ts,z) be the vector
(4.5.8) gλ = −[f
(1)
λ (z), f
(2)
λ (z), . . . , f
(r)
λ (z)] ·

A1 A
(−1)
2 A
(−2)
3 · · · A
(−r+1)
r
A2 A
(−1)
3 A
(−2)
4
... 0
...
...
...
...
...
... A
(−1)
r 0 · · · 0
Ar 0 0 · · · 0
 .
By Proposition 3.4.2(b), gλ ∈ Mat1×r(Ts{z/θ}). Then by Proposition 3.4.2(c) and some
calculation, g
(−1)
λ Φ = gλ. Finally by Proposition 3.4.2(b) and Remark 4.4.4, D0(gλ) = λ. 
Proposition 4.5.9. Let φ be a Drinfeld A[ts]-module as in (4.1.2). Suppose that (ι,Φ,Ψ)
is a rigid analytic trivialization of φ, and set
(4.5.10) Vφ := {g ∈ Mat1×r(Ts{z/θ}) | g
(−1)Φ = g}.
The following hold.
(a) Vφ = Mat1×r(Fq[ts][z])Ψ
−1.
(b) Vφ is a free Fq[ts][z]-module of rank r.
(c) Vφ ∩Mat1×r(Ts[z]) = {0}.
Proof. We let g1, . . . , gr be the rows of Ψ
−1, and since (Ψ−1)(−1)Φ = Ψ−1, we see that
g1, . . . , gr ∈ Vφ. We claim that
(4.5.11) Vφ = Fq[ts][z] · g1 + · · ·+ Fq[ts][z] · gr.
Certainly the right-hand side is contained in Vφ, so let g ∈ Vφ be arbitrary. Since g1, . . . , gr
form a Ts{z/θ}-basis of Mat1×r(Ts{z/θ}), we can find β1, . . . , βr ∈ Ts{z/θ} so that g =
β1g1 + · · ·+ βrgr. As g, g1, . . . , gr ∈ Vφ,
0 = g(−1)Φ− g =
r∑
i=1
β
(−1)
i g
(−1)
i Φ−
r∑
i=1
βigi =
r∑
i=1
(
β
(−1)
i − βi
)
gi,
and by the linear independence of g1, . . . , gr, it follows that for each i, β
(−1)
i − βi = 0. Thus
for each i, Lemma 2.5.1 implies that βi ∈ Fq[ts][z], which finishes the claim in (4.5.11). Thus
(a) holds, and since g1, . . . , gr are Ts{z/θ}-linearly independent, (b) also follows.
For part (c), let g = [g1, . . . , gr] ∈ Vφ ∩ Mat1×r(Ts[z]). Then since g
(−1)Φ − g = 0,
substituting in the definition of Φ from (4.4.3) provides
(4.5.12) g1 =
z − θ
A
(−r)
r
g(−1)r , g2 = g
(−1)
1 −
A
(−1)
1
A
(−r)
r
g(−1)r , . . . , gr = g
(−1)
r−1 −
A
(−r+1)
r−1
A
(−r)
r
g(−1)r .
Applying τ j−1 to the j-th equation in (4.5.12) and then writing each gi in terms of gr, the
last equation yields
(4.5.13) g(r−1)r =
z − θ
A
(−r)
r
g(−1)r −
A1
A
(−(r−1))
r
gr − · · · −
Ar−1
A
(−1)
r
g(r−2)r .
We observe that the left-hand side of (4.5.13) is a polynomial in z of degree degz gr and that
the right-hand side is a polynomial in z of degree degz gr + 1. This is a contradiction unless
gr = 0. But if gr = 0, then (4.5.12) implies g1 = · · · = gr−1 = 0, and thus g = 0. 
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Theorem 4.5.14 (cf. Hartl-Juschka [28, Cor. 5.21]). Let φ be a Drinfeld A[ts]-module as
in (4.1.2). Suppose (ι,Φ,Ψ) is a rigid analytic trivialization of φ, and let Vφ be defined as
in (4.5.10). Then the restriction
D0|Vφ : Vφ → Λφ
is a bijection, and moreover, Λφ is a free A[ts]-module of rank r.
Proof. Once we show that D0|Vφ is a bijection, then it follows from Proposition 4.5.9(b) that
Λφ is a free A[ts]-module of rank r. We note that Corollary 4.5.7 implies
Λφ = D0(Vφ),
and so D0|Vφ is surjective. To consider injectivity, let C be the set of convergent θ-division
towers above 0, and let G : C → Λφ be the bijection given in Theorem 4.3.2. By the proof
of Theorem 4.4.6, we know that for any g ∈ Vφ there exists a convergent θ-division tower
{δ1(ι(hn))}
∞
n=0 above 0. Now let
F : Vφ → C
be the map defined by F (g) = {δ1(ι(hn))}
∞
n=0. Again by Theorem 4.4.6, we see that D0(g)
is the unique period corresponding to the θ-division sequence {δ1(ι(hn))}
∞
n=0. Therefore,
D0|Vφ = G ◦ F . Since G is a bijection, in order to show the injectivity of D0|Vφ, it is
enough to prove that F is injective. Suppose that there exists g ∈ Vφ such that F (g) =
{δ1(ι(hn))}
∞
n=0 = (0, 0, 0, . . .). Since ker(δ1) = (σ− 1)Ts[σ] and the map ι : Mat1×r(Ts[z])→
Ts[σ] is an isomorphism, there exist kn ∈ Mat1×r(Ts[z]) such that for all n > 0, ι(hn) =
(σ − 1)ι(kn). By the definition of hn in (4.4.7), we have that
ι(hn) = ι
(
g6n − g
(−1)
6n Φ
zn+1
)
= (σ − 1)ι(kn) = ι(k
(−1)
n Φ)− ι(kn),
where the last equality follows from Lemma 4.4.2(b). Since ι is a Ts-linear map,
ι
(
g6n − g
(−1)
6n Φ− z
n+1k
(−1)
n Φ + zn+1kn
zn+1
)
= 0.
Moreover, since ι is an isomorphism, we find that g6n − g
(−1)
6n Φ− z
n+1k
(−1)
n Φ+ zn+1kn = 0,
and so
(g6n + z
n+1kn)
(−1)Φ = g6n + z
n+1kn.
Therefore, g6n + z
n+1kn ∈ Vφ ∩Mat1×r(Ts[z]), and so by Proposition 4.5.9(c), for all n > 0,
g6n = −z
n+1kn.
Note that the left-hand side is a polynomial in z of degree at most n, whereas the right-hand
side has degree in z at least n + 1, unless g6n = kn = 0. Therefore, hn = 0 for all n > 0,
and so by Theorem 4.3.2, we have g = 0. Thus F is injective. 
5. The de Rham isomorphism
The theory of biderivations and quasi-periodic extensions of Drinfeld modules was orig-
inally explored by Anderson, Deligne, Gekeler, and Yu (see [10], [11], [12], [23], [24], [25],
[26], [32], [41], for various treatments). Our focus in this section is to prove the de Rham
isomorphism for Drinfeld A[ts]-modules with invertible leading coefficient. The de Rham
isomorphism for constant Drinfeld modules was proved by Gekeler [23, Thm. 5.14] using
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quasi-periodic functions, whereas Anderson gave a different proof using rigid analytic trivi-
alizations and Anderson generating functions (see Goss [26, §1.5]). Our treatment follows a
hybrid argument, since the analytic arguments of Gekeler over C∞ do not completely transfer
to the theory of entire operators over Ts.
5.1. Biderivations. We fix a Drinfeld A[ts]-module φ of rank r as in (4.1.2), defined by
φθ = θ + A1τ + · · ·+ Arτ
r, with Ar ∈ T
×
s .
Definition 5.1.1. A biderivation is a map η : A[ts]→ τTs[τ ] such that
(a) η is an Fq[ts]-linear homomorphism;
(b) ηab = aηb + ηaφb for all a, b ∈ A[ts].
For fixed m ∈ Ts[τ ] and for all a ∈ A[ts], we say a biderivation η
{m} defined by
(5.1.2) η{m}a = mφa − am
is an inner biderivation. As an example, taking δ0 = η{1}, we have δ0a = φa − a for all
a ∈ A[ts]. If furthermore m ∈ τTs[τ ], then we say η
{m} is a strictly inner biderivation. Note
that (5.1.2) implies that for any inner biderivation η{m},
degτ η
{m}
θ = degτ (mφθ) = r + degτ (m) > r.
Moreover, if η{m} is strictly inner, then degτ η
{m}
θ > r. We let Der(φ) be the set of all
biderivations for φ, and we let
Dersi(φ) ⊆ Derin(φ) ⊆ Der(φ)
denote the subsets of all strictly inner and inner biderivations. Each of these sets possesses
the structure of a left Ts-module, by setting for η ∈ Der(φ) and f ∈ Ts that (f · η)θ := fηθ.
Finally, we let H∗DR(φ) be the de Rham module for φ, which is the Ts-module
(5.1.3) H∗DR(φ) := Der(φ)/Dersi(φ).
Lemma 5.1.4. Let η ∈ Der(φ). For 1 6 i 6 s, we have ηti = 0. Moreover, η is uniquely
determined by the value ηθ, and the map
I : Der(φ)→ τTs[τ ],
defined by I(η) = ηθ, is an isomorphism of left Ts-modules.
Proof. Fix i with 1 6 i 6 s. Since θti = tiθ, the definition of biderivation yields that
ηθti = θηti + ηθφti = θηti + ηθti and ηtiθ = tiηθ + ηtiφθ are equal. Since each ti is in the center
of Ts[τ ], we obtain that
(5.1.5) θηti = ηtiφθ.
Taking the degree with respect to τ , we have degτ ηti = degτ ηti + r, which implies ηti = 0.
It is straightforward to check that I is a left Ts-module homomorphism. By the product
formula for η, we see that it is uniquely determined by its values on t1, . . . , ts and θ, and
since ηti = 0 for all i, η is thus determined solely by ηθ. Thus I is injective. Now for any
m ∈ τTs[τ ], we construct η ∈ Der(φ) with I(η) = m. We set ηθ := m, and then define
recursively ηθj+1 := θηθj + mφθj . By routine argument we can extend η to a well-defined
biderivation η : A[ts]→ τTs[τ ]. 
Lemma 5.1.6. For any η ∈ Der(φ) there exist unique η∗ ∈ Der(φ) and m ∈ τTs[τ ] such
that η = η∗ + η{m} and degτ η
∗
θ 6 r.
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Proof. We first show existence. We fix η∗ ∈ η + Dersi(φ) such that degτ η
∗
θ is minimal. It
suffices to show that degτ η
∗
θ 6 r. Suppose instead that η
∗
θ = c1τ + · · ·+ cr+sτ
r+s for s > 1
and cr+s 6= 0. Then letting m1 = (cr+s/A
(s)
r )τ s,
η
{m1}
θ = m1φθ − θm1 = −
θcr+s
A
(s)
r
τ s + · · ·+ cr+sτ
r+s,
and so if we take η′ = η∗− η{m1} ∈ η+Dersi(φ), then the degree in τ of η
′
θ = η
∗
θ − η
{m1}
θ in τ
is strictly less than degτ η
∗
θ = r+ s. By the minimality of degτ η
∗
θ , we must have degτ η
∗
θ 6 r.
For uniqueness, let η∗1, η
∗
2 ∈ Der(φ) and m1, m2 ∈ τTs[τ ] satisfy the conclusions of the
lemma. Then we have that
(η∗1)θ − (η
∗
2)θ = η
{m1−m2}
θ .
If m1 6= m2, then the degree in τ of the left-hand side 6 r, whereas the degree in τ of the
right-hand side is > r. This is a contradiction, and so η∗1 = η
∗
2 and m1 = m2. 
Corollary 5.1.7. The de Rham module H∗DR(φ) = Der(φ)/Dersi(φ) is a free Ts-module of
rank r with basis elements represented by δ0, δ1, . . . , δr−1 ∈ Der(φ), where δ0 = η{1} and for
1 6 i 6 r − 1, δi is determined by δiθ = τ
i.
Proof. Suppose that there exist bi ∈ Ts such that
∑r−1
i=0 biδ
i = η{m} ∈ Dersi(φ) (and so
m ∈ τTs[τ ]). Evaluating both sides at θ, we have
b0η
{1}
θ + b1τ + · · ·+ br−1τ
r−1 = η
{m}
θ .
The degree in τ of the left-hand side is 6 r, while the degree in τ of the right is > r. The
only way for this to occur is if bi = 0 for all i and m = 0. Thus δ
0, δ1, . . . , δr−1 represent
Ts-linearly independent classes in H
∗
DR(φ).
Now let η ∈ Der(φ). By Lemma 5.1.6, the class of η in H∗DR(φ) is represented by unique
η∗ ∈ Der(φ) with η∗θ =
∑r
i=1 ciτ
i. Since Ar ∈ T
×
s , we also have
η∗θ =
r∑
i=1
ciτ
i = −
cr
Ar
δ0θ +
(
c1 −
crA1
Ar
)
δ1θ + · · ·+
(
cr−1 −
crAr−1
Ar
)
δr−1θ .
Thus the classes of δ0, δ1, . . . , δr−1 span H∗DR(φ) over Ts, and the result follows. 
5.2. Quasi-periodic operators. Let η ∈ Der(φ), with ηθ =
∑ℓ
j=1 cjτ
j . We claim that
there is a unique series Fη =
∑∞
i=1 fiτ
i ∈ τTs[[τ ]] that satisfies the equation
(5.2.1) Fηθ − θFη = ηθ expφ .
Recalling that expφ =
∑∞
i=0 αiτ
i, if we compare the coefficients of τ i on both sides of (5.2.1),
then we see that for all i > 1, we would require
(5.2.2) fi =
1
θqi − θ
i∑
j=1
cjα
(j)
i−j ,
where we utilize the convention that αi−j = 0 if i− j < 0. This sequence of coefficients {fi}
is uniquely determined by ηθ and expφ, and so (5.2.1) has a unique solution. We call Fη the
quasi-periodic operator associated to η. Since limi→∞ ord∞(αi) =∞, it follows that
lim
i→∞
q−i ord∞(fi) > lim
i→∞
q−i · qi ·
i
min
j=1
(
ord∞(cjα
(j)
i−j)
)
=∞.
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That is, Fη is an entire operator and so induces a continuous function Fη : Ts → Ts.
As an example, the quasi periodic operator Fδ0 corresponding to the biderivation δ
0 is
(5.2.3) Fδ0 = expφ−1.
Furthermore, if ηθ =
∑r−1
i=0 aiδ
i
θ, then for any f ∈ Ts, we have
(5.2.4) Fη(f) = a0Fδ0(f) + a1Fδ1(f) + · · ·+ ar−1Fδr−1(f).
Proposition 5.2.5. Let Fη be the quasi-periodic operator corresponding to η ∈ Der(φ). Then
for all a ∈ A[ts], we have Fηa− aFη = ηa expφ.
Proof. By a straightforward induction on j > 1, using (5.2.1), we find
(5.2.6) Fηθ
j − θjFη = ηθj expφ .
Furthermore, we know from Lemma 5.1.4 that ηti = 0 for 1 6 i 6 s. Therefore, for any
monomial v ∈ Fq[ts], ηv = 0. Thus, for j > 1, we have
(5.2.7) ηvθj expφ = vηθj expφ = vFηθ
j − vθjFη = Fηvθ
j − vθjFη.
Finally, the result follows from (5.2.6) and (5.2.7) for any a ∈ A[ts]. 
5.3. The de Rham map. We define the de Rham map
DR: H∗DR(φ)→ HomA[ts](Λφ,Ts)
by DR([η]) = Fη|Λφ where [η] is an equivalence class in H
∗
DR(φ) = Der(φ)/Dersi(φ) and Fη
is the quasi-periodic operator associated to η.
Lemma 5.3.1. The map DR is well-defined and Ts-linear.
Proof. We first show the map is well-defined. Observe from Proposition 5.2.5 that for any
[η] ∈ H∗DR(φ), a ∈ A[ts], and λ ∈ Λφ, we have Fη(aλ)−aFη(λ) = ηa(expφ(λ)) = 0. Therefore,
Fη(aλ) = aFη(λ), which implies that the map
Fη|Λφ : Λφ → Ts
is A[ts]-linear. Now assume that [η1] = [η2]. Then there exists m ∈ τTs[τ ] such that
η1 − η2 = η
{m}. Using (3.2.2), one shows that Fη{m} = m expφ, and thus for any λ ∈ Λφ,
Fη1−η2(λ) = Fη1(λ)− Fη2(λ) = Fη{m}(λ) = m(expφ(λ)) = 0.
Therefore, DR([η1]) = DR([η2]). Now for [η] ∈ H
∗
DR(φ) and a ∈ A[ts], (5.2.4) implies
DR(a[η]) = DR([aη]) = Faη|Λφ = aFη|Λφ = aDR([η])
which proves the A[ts]-linearity of DR. 
Proposition 5.3.2 (cf. Gekeler [23, Rmk. 2.7(iii)], Pellarin [33, §4.2]). Let λ be an element
of Λφ, and let fλ(z) ∈ Ts,z be its associated Anderson generating function from §3.4.
(a) Fδ0(λ) = Resz=θ fλ(z) = −λ.
(b) For any 1 6 j 6 r − 1, we have
Fδj (λ) =
∑
n>0
expφ
(
λ
θn+1
)(j)
θn = f
(j)
λ (z)
∣∣
z=θ
.
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Proof. Part (a) follows from (5.2.3) and Proposition 3.4.2(b). To prove part (b), note that
for all n > 0, (5.2.1) and the definition of δj imply
θnFδj
(
λ
θn
)
= θn+1Fδj
(
λ
θn+1
)
+ θn expφ
(
λ
θn+1
)(j)
.
Therefore, by resubstituting these expressions for n increasing,
Fδj (λ) = θFδj
(
λ
θ
)
+ expφ
(
λ
θ
)(j)
= expφ
(
λ
θ
)(j)
+ θ2Fδj
(
λ
θ2
)
+ θ expφ
(
λ
θ2
)(j)
,
and moreover for any N > 0,
Fδj (λ) = θ
N+1Fδj
(
λ
θN+1
)
+
N∑
n=0
expφ
(
λ
θn+1
)(j)
θn.
As N →∞, we have θN+1Fδj (λ/θ
N+1)→ 0 in Ts, and so taking N →∞ we are done. 
Theorem 5.3.3. Let φ be a Drinfeld A[ts]-module defined by φθ = θ + A1τ + · · · + Arτ
r,
such that (i) Ar ∈ T
×
s , and (ii) Λφ is a free and finitely generated A[ts]-module of rank r.
We define the Ts-linear de Rham map
DR: H∗DR(φ)→ HomA[ts](Λφ,Ts)
by DR([η]) = Fη|Λφ. Then DR is an isomorphism of left Ts-modules.
Remark 5.3.4. We note that Theorem 4.5.14 asserts that if φ is rigid analytically trivial,
then Λφ will be free of rank r over A[ts], and we will verify the converse in Corollary 6.2.10.
We explain the idea of the proof of Theorem 5.3.3, which is an adaptation of the method of
Anderson (see [26, §1.5] for details). Observe that since by hypothesis Λφ is free and finitely
generated over A[ts] of rank r, then HomA[ts](Λφ,Ts) is free and finitely generated over Ts of
rank r. Fixing an A[ts]-basis {λ1, . . . , λr} for Λφ gives rise to the dual Ts-basis {Ω1, . . . ,Ωr}
for HomA[ts](Λφ,Ts). Thus we see that
(5.3.5) Π :=

−λ1 f
(1)
λ1
(z)|z=θ . . . f
(r−1)
λ1
(z)|z=θ
−λ2 f
(1)
λ2
(z)|z=θ . . . f
(r−1)
λ2
(z)|z=θ
...
...
...
−λr f
(1)
λr
(z)|z=θ . . . f
(r−1)
λr
(z)|z=θ
 ∈ Matr(Ts)
is the matrix representing DR with respect to the Ts-bases {[δ
0], . . . , [δr−1]} and {Ω1, . . . ,Ωr}.
Now define the matrix
(5.3.6) Υ :=

fλ1(z) f
(1)
λ1
(z) . . . f
(r−1)
λ1
(z)
fλ2(z) f
(1)
λ2
(z) . . . f
(r−1)
λ2
(z)
...
...
...
fλr(z) f
(1)
λr
(z) . . . f
(r−1)
λr
(z)
 ∈ Matr(Ts,z).
Since Ts is a commutative ring, DR is an isomorphism if and only if the matrix Π is in
GLr(Ts). By Proposition 5.3.2, we see that
(5.3.7) det(Π) = Resz=θ det(Υ),
and so to prove Theorem 5.3.3 it is then enough to show that Resz=θ det(Υ) ∈ T
×
s .
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6. Proof of the de Rham isomorphism
This section provides the proof of Theorem 5.3.3. As in the previous section, we fix a
Drinfeld A[ts]-module φ of rank r defined by φθ = θ + A1τ + · · ·+ Arτ
r such that Ar ∈ T
×
s
and Λφ is a free and finitely generated A[ts]-module of rank r with basis λ1, . . . , λr.
6.1. The matrices Υ and Θ. We recall the matrices Φ ∈ Matr(Ts[z]) from (4.4.3) and
Υ ∈ Matr(Ts,z) from (5.3.6) associated to φ, and following a similar construction in [15,
§ 3.4], we let
V =

A1 A
(−1)
2 A
(−2)
3 · · · A
(−r+1)
r
A2 A
(−1)
3 A
(−2)
4
... 0
...
...
...
...
...
... A
(−1)
r 0 · · · 0
Ar 0 0 · · · 0
 ∈ Matr(Ts).
Now by setting Θ = Υ(1)V , Proposition 3.4.2(c) implies that
(6.1.1) Θ(−1)Φ = Θ.
We note that under the condition that Θ is invertible, the matrix Ψ = Θ−1 is a natural
candidate to be a rigid analytic trivialization for φ; we investigate this possibility in Corol-
lary 6.2.10. Recall now from §2.3 that for any α ∈ T×s,z, we have the Anderson-Thakur
element ω(α) ∈ T×s,z.
Lemma 6.1.2. For some γ ∈ Fq[ts, z],
det(Θ) = γω
(
(−1)r−1A(−r+1)r
(z − θq)
)−1
.
Proof. Note that applying τ to both sides of (6.1.1) and using Lemma 4.4.2(a) yields
(6.1.3) det(Θ) · (−1)r−1
(z − θq)
A
(−r+1)
r
= τ(det(Θ)).
Letting ∆ = A
(−r+1)
r /(z − θq) · τ − 1, then (6.1.3) shows that det(Θ) ∈ Sols,z(∆,Ts,z). Since
A
(−r+1)
r /(z − θq) ∈ T×s,z, the result follows from Proposition 2.5.3. 
Now we need a lemma to show that det(Θ) is nonzero.
Lemma 6.1.4. For any k > 0, the functions f
(k)
λ1
(z), . . . , f
(k)
λr
(z) are linearly independent
over Fq(ts, z).
Proof. For the case k = 0, we adapt the ideas of the proof of [15, Lem. 3.4.4]. Assume to
the contrary that there exists c1(z), . . . , cr(z) in Fq(ts, z), not all of zero, so that
c1(z)fλ1(z) + · · ·+ cr(z)fλr(z) = 0.
Then by Proposition 3.4.2(b), we have that
Resz=θ
(
c1(z)fλ1(z) + · · ·+ cr(z)fλr(z)
)
= −c1(θ)λ1 − · · · − cr(θ)λr = 0.
But we know that λ1, . . . , λr are linearly independent over Fq(θ, ts), and so c1(z) = · · · =
cr(z) = 0, which contradicts the choice of ci’s. For k > 1, assume that there exists
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d1(z), . . . , dr(z) in Fq(ts, z), not all of zero, so that d1(z)f
(k)
λ1
(z) + · · · + dr(z)f
(k)
λr
(z) = 0.
Since the elements of Fq(ts, z) are fixed under twisting, we have that (d1(z)fλ1(z) + · · · +
dr(z)fλr(z))
(k) = 0, and so the result follows from the k = 0 case. 
Note that Ts,z is a difference algebra with the infinite order automorphism τ (see [17], [36]
and [37] for details about difference algebras). Recall that by Lemma 2.5.1, the polynomial
ring Fq[ts, z] is the set of elements of Ts,z which are fixed by the automorphism τ . Using
Lemma 6.1.4, next proposition will be a standard fact in difference algebras.
Proposition 6.1.5 (see Cohn [17, Chap. 8, Lem. II]). The determinants det(Υ) and det(Θ)
are nonzero.
6.2. Invertibility of Θ over Ts,z.
Lemma 6.2.1. Let ∆ = Arτ
r + · · ·+ A1τ − (z − θ) ∈ Ts,z[τ ]. Then Sols,z(∆,Ts,z) is a free
and finitely generated Fq[ts, z]-module of rank r with basis fλ1(z), . . . , fλr(z).
Proof. By Lemma 6.1.4, we know that fλ1(z), . . . , fλr(z) are Fq[ts, z]-linearly independent.
On the other hand, by Proposition 3.4.2(c), ∆(fλi(z)) = 0 for 1 6 i 6 r. Now let Y =∑∞
i=0 aiz
i, ai ∈ Ts, be in Sols,z(∆,Ts,z). This implies that
∞∑
i=0
(
θai + A1a
(1)
i + · · ·+ Ara
(r)
i
)
zi =
∞∑
i=0
aiz
i+1.
If we compare coefficients of zi on both sides, we see that φθ(ai) = ai−1 for all i > 1 and
φθ(a0) = 0. Since Y ∈ Ts,z, we know that ‖ai‖∞ → 0 as i → ∞. Therefore, the sequence
{ai}
∞
i=0 is a convergent θ-division tower above 0, and so by Theorem 4.3.2, there exists unique
λ ∈ Λφ such that expφ(λ/θ
i+1) = ai for all i > 0. Thus if λ = c1λ1+ · · ·+ crλr, for ci ∈ A[ts],
then Y = c1|θ=z · fλ1(z) + · · ·+ cr|θ=z · fλr(z). 
Our goal now is to show that det(Θ) ∈ T×s,z. Let p ∈ Matr×1(Ts[σ]) be the column vector
p = [1, σ, . . . , σr−1]tr used in defining the z-frame of φ in §4.4. We also let ι : Mat1×r(Ts[z])→
Ts[σ] be the associated isomorphism of Ts[z]-modules defined in (4.4.1). We let
P := Ts,z ⊗Ts[z] H(φ),
which is a free Ts,z-module, and we define the σ-action diagonally on the elements of P. In
what follows we identify H(φ) with its image 1⊗H(φ) ⊆ P. Finally, letting
Pσ := {µ ∈ P | σµ = µ}
be the set of σ-invariant elements of P, we note that Pσ is an Fq[ts, z]-module.
Lemma 6.2.2. The Fq[ts, z]-module P
σ is free and finitely generated of rank r, and the
entries of the column vector Θp form a basis.
Proof. By Proposition 6.1.5, we know that det(Θ) 6= 0, and so the entries of Θp are Fq[ts, z]-
linearly independent. On the other hand, by (4.4.3) and (6.1.1),
σ(Θp) = Θ(−1)σ(p) = Θ(−1)Φp = Θp.
Therefore, each entry of Θp is an element of Pσ. Moreover, for any Q ∈ Mat1×r(Ts,z) such
that Qp ∈ Pσ, we have that σ(Qp) = Q(−1)σ(p) = Q(−1)Φp = Qp, and so Q = Q(−1)Φ.
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Letting Q = [Q1, . . . , Qr], this implies
(6.2.3) Q1 =
z − θ
A
(−r)
r
Q(−1)r , Q2 = Q
(−1)
1 −
A
(−1)
1
A
(−r)
r
Q(−1)r , . . . , Qr = Q
(−1)
r−1 −
A
(−r+1)
r−1
A
(−r)
r
Q(−1)r .
If we apply τ j−1 to the j-th equation in (6.2.3) and then write each Qi in terms of Qr, we
find from the last equation that
Q(r−1)r = Ar
(
Q
(−1)
r
A
(−r)
r
)(r)
= (z − θ)
Q
(−1)
r
A
(−r)
r
− A1
(
Q
(−1)
r
A
(−r)
r
)(1)
− · · · −Ar−1
(
Q
(−1)
r
A
(−r)
r
)(r−1)
.
In other words, Q
(−1)
r /A
(−r)
r is an element of Sols,z(∆,Ts,z). Thus by Lemma 6.2.1, for some
ci ∈ Fq[ts, z], we have Q
(−1)
r = A
(−r)
r
∑r
i=1 cifλi(z) and therefore Qr = A
(−r+1)
r
∑r
i=1 cif
(1)
λi
(z).
Similarly, using the first equation above and Proposition 3.4.2(c), we find that
Q1 =
z − θ
A
(−r)
r
Q(−1)r =
r∑
i=1
ci(z − θ)fλi(z) =
r∑
i=1
ci(A1f
(1)
λi
(z) + · · ·+ Arf
(r)
λi
(z)).
Continuing in this manner using (6.2.3), we conclude that Qp = [c1, c2, . . . , cr]Θp. Therefore,
every element in Pσ is in the Fq[ts, z]-linear span of the entries of Θp. 
Proposition 6.2.4. The determinant det(Θ) is in T×s,z.
Proof. Let γ ∈ Fq[ts, z] be as in Lemma 6.1.2, and moreover γ 6= 0 by Proposition 6.1.5.
It then suffices to show that γ ∈ F×q . To do this we modify ideas in [31, Prop. 3.3.9], and
assume to the contrary that γ ∈ Fq[ts, z] \ Fq. By Lemma 6.1.2, we have that det(Θ) ≡ 0
(mod γ). Now, there exists a nonzero f = [f1, . . . , fr] ∈ Mat1×r(Ts,z) such that fΘ ≡ 0
(mod γ). Dividing f by a suitable element in C∞, without loss of generality, we can assume
that ‖fi‖∞ 6 1 for all i and for at least one i, ‖fi‖∞ = 1.
For any given h ∈ Ts,z, let us denote h =
∑
ν∈Ns+1 hν(tsz)
ν where (tsz)
ν := tν11 . . . t
νs
s z
νs+1
and hν ∈ C∞ with |hν |∞ → 0 as ν1 + · · ·+ νs+ νs+1 →∞. For any h ∈ Ts,z with ‖h‖∞ 6 1,
there exist only finitely many multi-indices ν1, . . . , νm whose corresponding coefficients have
norm 1. Now, fix a lexicographic order with respect to t1, . . . , ts, z on Fq[ts, z]. Let νj be
the multi-index among ν1, . . . , νm such that its corresponding monomial is greatest with
respect to the lexicographic order. Then we can write h = v + g such that v := hν1(tsz)
ν1 +
· · · + hνm(tsz)
νm ∈ C∞[ts, z] and g :=
∑
ν 6∈{ν1,...,νm}
hν(tsz)
ν ∈ Ts,z satisfy the following
properties: (i) the monomial corresponding to νj in v is its leading monomial with respect
to the lexicographic order, and (ii) ‖g‖∞ < 1. By the multivariable division algorithm [18,
Chap. 2, Thm. 3], there exist vh, rh ∈ C∞[ts, z] such that v = vhγ + rh and that none of the
monomials of rh are divisible by the leading term of γ. Thus we have h = vhγ+rh+g ≡ rh+g
(mod γ).
Therefore, without loss of generality, we can further assume that for all i, fi = ri + gi,
where (i) ri ∈ C∞[ts, z] satisfies that none of its monomials are divisible by the leading term
of γ, and (ii) gi ∈ Ts,z with ‖gi‖∞ < 1. Now by (6.1.1) we have
(6.2.5) fΘ(−1)Φ = fΘ ≡ 0 (mod γ).
Since by Lemma 4.4.2(a), det(Φ) is invertible in Ts,z, (6.2.5) implies that fΘ
(−1) ≡ 0 (mod γ).
Moreover, for any n > 2, we have by induction that
(6.2.6) fΘ(−n) ≡ fΘ(−n)Φ(−(n−1)) = fΘ(−(n−1)) ≡ 0 (mod γ).
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Since γ is invariant under twisting, (6.2.6) implies that
(6.2.7) f (n)Θ = (fΘ(−n))(n) ≡ 0 (mod γ).
Define v := [v1, . . . , vn] := Θp and observe that by Lemma 6.2.2, the entries of v form
Fq[ts, z]-basis for P
σ. Since fΘ ≡ 0 (mod γ), we have that
1
γ
fv =
1
γ
fΘp ∈ P.
Furthermore, (6.2.7) implies for all n > 0,
f (n)
γ
Θp =
f (n)
γ
v ∈ P.
Now, define a norm ‖ · ‖P on P by
∥∥∑ hiσi∥∥
P
= sup‖hi‖∞ where hi ∈ Ts,z. Since Ts,z is
complete with respect to ‖ · ‖∞, ‖ · ‖P is a complete norm on P, and for all g ∈ Ts,z and
β ∈ P, we have ‖gβ‖P = ‖g‖∞‖β‖P. By Lemma 2.2.1, there exists m > 0 such that with
respect to the ‖ · ‖P-metric,
(6.2.8) lim
n→∞
1
γ
∑
f
(mn)
i vi = lim
n→∞
1
γ
∑
(ri+gi)
(mn)vi = lim
n→∞
1
γ
∑
r
(mn)
i vi =
1
γ
∑
civi ∈ P.
where ci ∈ Fq[ts, z] with cj 6= 0. (We have used the fact that ‖gi‖∞ < 1 for the second equality
in (6.2.8).) For some l > 1, we have each ci ∈ Fql[ts, z], and we set di := ci+c
(−1)
i +· · ·+c
(1−l)
i .
Since the image of the trace map Tr: Fql → Fq is non-trivial, we can divide cj by a suitable
element of F×
ql
and assume that dj 6= 0. Using the fact that σ(v) = v, we have
µ :=
l−1∑
k=0
σk
(
1
γ
r∑
i=1
civi
)
=
1
γ
r∑
i=1
( l−1∑
k=0
c
(−k)
i
)
vi =
1
γ
r∑
i=1
divi ∈ P.
Since di ∈ Fq[ts, z], µ is invariant under σ, and so µ ∈ P
σ. Now since none of the monomials
of ri are divisible by the leading term of γ for 1 6 i 6 r, it follows that γ does not divide dj.
This contradicts the fact that by the construction of v, its entries comprise an Fq[ts, z]-basis
for Pσ. Thus γ ∈ F×q , and therefore det(Θ) ∈ T
×
s,z. 
Fixing a (q − 1)-st root (−θ)1/(q−1) of −θ, we define the Carlitz period π˜ ∈ C×∞ by
π˜ = θ(−θ)1/(q−1)
∞∏
i=1
(
1− θ1−q
i
)−1
and define Ω(z) ∈ C∞{z/θ} by
(6.2.9) Ω(z) = (−θ)−q/(q−1)
∞∏
i=1
(
1−
z
θqi
)
.
By choosing x = −1/θq in (2.3.1), we see that ω(1/(z − θq)) = −Ω(z).
Corollary 6.2.10. For a Drinfeld A[ts]-module φ defined by φθ = θ+A1τ + · · ·+Arτ
r with
Ar ∈ T
×
s , Λφ is free of rank r over A[ts] if and only if φ is rigid analytically trivial.
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Proof. Suppose that Λφ is free of rank r over A[ts]. Let Θ ∈ Matr(Ts,z) be defined as in
§6.1. By Proposition 3.4.2(b), Θ ∈ Matr(Ts{z/θ}). By (2.3.3), Lemma 6.1.2, and Proposi-
tion 6.2.4, it follows that for some d ∈ F×q ,
det(Θ) = dω((−1)r−1A(−r+1)r )
−1ω(1/(z − θq))−1 = dω((−1)r−1A(−r+1)r )
−1Ω(z)−1.
Since Ω(z)−1 has poles at z = θq
n
for n > 1, we find Θ ∈ GLr(Ts{z/θ}). Moreover by
(6.1.1), (Θ−1)(−1) = ΦΘ−1. Therefore, (ι,Φ,Θ−1) is a rigid analytic trivialization of φ. The
opposite direction follows from Theorem 4.5.14. 
6.3. Completion of the proof. Observe that Ω(z) satisfies the identities Ω(θ) = −π˜−1
and Ω(−1)(z) = (z − θ)Ω(z). Thus,
(6.3.1) Resz=θ
1
ω(1/(z − θq))(−1)
= Resz=θ
−1
Ω(z)(−1)
= π˜.
Proof of Theorem 5.3.3. Lemma 6.1.2 and Proposition 6.2.4 imply that for some c ∈ F×q ,
(6.3.2) det(Θ) = det(Υ)(1)(−1)r−1
r−1∏
i=0
A(−i)r = cω
(
(−1)r−1A
(−r+1)
r
(z − θq)
)−1
.
Since Ar ∈ T
×
s by assumption, (6.3.2) implies that det(Υ) ∈ T
×
s,z. Using (2.3.3), (6.3.1), and
(6.3.2), we have for some d ∈ F×q ,
Resz=θ det(Υ) = dπ˜
(
ω
(
(−1)r−1A(−r+1)r
)(−1) r∏
i=1
A(−i)r
)−1
∈ T×s ,
which completes the proof by (5.3.7). 
7. Uniformizability Criteria
7.1. Uniformizability of Drinfeld A[ts]-modules. Let φ be an A[ts]-module of arbitrary
rank r > 1, and set Λφ := Ker(expφ). We set φ[θ] := {f ∈ Ts | φθ(f) = 0}.
Theorem 7.1.1. Let φ be a Drinfeld A[ts]-module of rank r defined by
φθ = θ + A1τ + · · ·+ Arτ
r
such that (i) Ar ∈ T
×
s , and (ii) Λφ is a free and finitely generated A[ts]-module. Then the
following are equivalent.
(a) Λφ is free of rank r over A[ts].
(b) φ has a rigid analytic trivialization.
(c) The de Rham map DR is an isomorphism.
(d) φ is uniformizable, and φ[θ] is free of rank r over Fq[ts].
Proof. Note that (a)⇔ (b) follows from Corollary 6.2.10. We first prove (a)⇔ (c). Observe
that Theorem 4.5.5 together with Corollary 6.2.10 yields (a)⇒ (c). On the other hand, if DR
is an isomorphism, then by Corollary 5.1.7, we have that H∗DR(φ)
∼= T⊕rs
∼= HomA[ts](Λφ,Ts).
But by the assumption, Λφ ∼= A[ts]
⊕x for some x ∈ N, we see that
T
⊕r
s
∼= HomA[ts](Λφ,Ts)
∼= HomA[ts](A[ts]
⊕x,Ts) ∼= T
⊕x
s .
Thus x = r, which proves (c) ⇒ (a). Now we prove (a) ⇒ (d). If Λφ is free of rank r over
A[ts], then Theorem 4.5.5 and Corollary 6.2.10 imply that φ is uniformizable. Moreover,
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uniformizability implies that φ[θ] ∼= Λφ/θΛφ ∼= Fq[ts]
⊕r. Finally, we prove (d) ⇒ (a). By
uniformizability, we have Λφ/θΛφ ∼= φ[θ]. Therefore,
rankA[ts] Λφ = rankFq[ts] Λφ/θΛφ = rankFq[ts] φ[θ] = r.
Thus Λφ is free of rank r over A[ts]. 
8. Applications and examples
8.1. Analogue of the Legendre relation in Ts. Let φ be a Drinfeld A[ts]-module of rank
r defined by φθ = θ+A1τ + · · ·+Arτ
r such that Ar ∈ T
×
s and Λφ is a free A[ts]-module with
basis elements λ1, . . . , λr. Using (6.1.1), Lemma 6.1.2, and Proposition 6.2.4, we find
det(Υ) = c
(
A(−r)r A
(r−1)
r · · ·A
(−1)
r ω((−1)
r−1A(−r+1)r /(z − θ
q))(−1)
)−1
,
for some c ∈ F×q . On the other hand, observe that
(8.1.1) A(−r)r A
(r−1)
r . . . A
(−1)
r ω((−1)
r−1A(−r+1)r )
(−1) = ω((−1)r−1Ar).
Finally, using (2.3.3), (6.3.1), and (8.1.1), for some d ∈ F×q , we have
(8.1.2) Resz=θ det(Υ) = det(Π) = dπ˜
(
ω((−1)r−1Ar)
)−1
,
where Π is the matrix defined as in (5.3.5).
Remark 8.1.3. When r = 2, we recover the usual Legendre relation: by Proposition 5.3.2(b),
Resz=θ det(Υ) = det(Π) = λ2Fδ1(λ1)− λ1Fδ1(λ2) =
dπ˜
ω(−A2)
for some d ∈ F×q , which can be seen as the analogue of the Legendre relation in Ts.
8.2. Constant Drinfeld A[ts]-modules. Suppose that we have a constant Drinfeld A[ts]-
module φ, i.e., φθ = θ + A1τ + · · · + Arτ
r with each Ai ∈ C∞ and Ar 6= 0. Naturally
we can restrict φ to A and obtain a traditional Drinfeld A-module over C∞, and we can
ask to what extent do the fundamental properties of traditional Drinfeld modules, in terms
of uniformizability and period lattices, translate into properties of the constant Drinfeld
A[ts]-module φ. The answers are satisfactory.
Proposition 8.2.1. Let φ be a Drinfeld A[ts]-module of rank r > 1 which is isomorphic to
a constant Drinfeld A[ts]-module. Then the equivalent statements of Theorem 7.1.1 all hold.
In particular, φ is uniformizable, and its period lattice Λφ is free of rank r over A[ts].
Proof. If φ is isomorphic to the constant Drinfeld A[ts]-module D, then there exists u ∈ T
×
s
so that for all a ∈ A[ts], φa = uDau
−1. Moreover, the uniqueness of the exponential function
and (3.2.2) readily imply that expφ = u expD u
−1. Since the properties in Theorem 7.1.1 are
invariant under isomorphism, it suffices to assume that φ itself is constant.
In this case, by (3.2.2) we see that expφ ∈ C∞[[τ ]] (in fact we obtain the same se-
ries while considering φ as a Drinfeld A[ts]-module over Ts or as a Drinfeld A-module
over C∞). By fundamental theory of Drinfeld A-modules (see [27, Ch. 4]), the induced
function expφ : C∞ → C∞ is surjective, and its kernel Λ˜φ is rank r over A, say with basis
λ1, . . . , λr ∈ C∞.
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Now for f =
∑
ν aνt
ν
s ∈ Ts, we see that
(8.2.2) expφ(f) =
∑
ν
expφ(aν)t
ν
s ,
and since expφ(aν) ∈ C∞, we see that the surjectivity of expφ : Ts → Ts follows from the
surjectivity of expφ : C∞ → C∞. Thus φ is uniformizable.
Clearly, Λφ ⊇ SpanA[ts](λ1, . . . , λr), and we prove the reverse containment. Suppose
that λ =
∑
ν ℓνt
ν
s ∈ Λφ. Then by (8.2.2), for each ν, expφ(ℓν) = 0, and so ℓν ∈ Λ˜φ =
SpanA(λ1, . . . , λr). However, since λ ∈ Ts, we must have |ℓν |∞ → 0 as |ν| → ∞, and
since Λ˜φ ⊆ C∞ is discrete, we see that for |ν| sufficiently large, ℓν = 0. Thus λ ∈
SpanA[ts](λ1, . . . , λr). Therefore, Λφ = SpanA[ts](λ1, . . . , λr). Furthermore, as A[ts]-modules
SpanA[ts](λ1, . . . , λr)
∼= A[ts]⊗A Λ˜φ, and so Λφ is free of rank r over A[ts]. 
Corollary 8.2.3. Suppose that φ is a constant Drinfeld A[ts]-module of rank r > 1, and
suppose that λ1, . . . , λr ∈ C∞ form an A-basis of the period lattice of φ, when considered as
a Drinfeld A-module over C∞. Then λ1, . . . , λr form an A[ts]-basis for Λφ ⊆ Ts.
8.3. Examples of non-isotrivial uniformizable Drinfeld A[ts]-modules. As we saw in
Proposition 3.3.5 (due to Angle`s, Pellarin, and Tavares Ribeiro [6, Prop. 6.2]), for rank 1
Drinfeld A[ts]-modules, uniformizability is equivalent to being isomorphic to the Carlitz
module over Ts. In light of Proposition 8.2.1 and Corollary 8.2.3, in this section we investigate
examples of uniformizable Drinfeld A[ts]-modules of rank r > 2 that are not isomorphic to
constant Drinfeld modules.
We will say that a Drinfeld A[ts]-module is isotrivial if it is isomorphic to a constant
Drinfeld module. The following theorem provides a way to construct uniformizable non-
isotrivial Drinfeld A[ts]-modules. We recall from Lemma 3.3.2 that there exists εφ > 0 such
that expφ is an isometric automorphism with its inverse logφ on the set {f ∈ Ts | ‖f‖∞ < εφ}.
Theorem 8.3.1. Let φ be a Drinfeld A[ts]-module of rank r > 1. Suppose that for some
m > 1, φ[θ] is free of rank m over Fq[ts] with basis elements γ1, . . . , γm. Suppose further
that for 1 6 i 6 m, we have ‖γi‖∞ < εφ. Then Λφ is free of rank m over A[ts], and
θ logφ(γ1), . . . , θ logφ(γm) form an A[ts]-basis.
Proof. For 1 6 i 6 m, set λi := θ logφ(γi). We claim that λ1, . . . , λm are A[ts]-linearly
independent. Suppose that there exist ai = ai,0 + ai,1θ + · · ·+ ai,kiθ
ki ∈ A[ts], where ai,j ∈
Fq[ts], such that a1λ1 + · · ·+ amλm = 0. For all j > 0, by (3.2.2), we have
expφ(θ
jλi) = φθj+1
(
expφ
(
λi
θ
))
= φθj+1(γi) = φθj(φθ(γi)) = 0.
Therefore, considering expφ(a1λ1/θ + · · ·+ amλm/θ) = 0, we find a1,0γ1 + · · ·+ am,0γm = 0.
Since γ1, . . . , γm are Fq[ts]-linearly independent, it follows that ai,0 = 0 for all i. Inductively,
we find that ai,k = 0 for all k > 0 and 1 6 i 6 m. Thus the claim follows.
Now we show that λ1, . . . , λm generate Λφ as an A[ts]-module. Let X0 ∈ Λφ. If X0 =
0, then we are done. If not, the discreteness of Λφ allows us to pick n0 > 1 such that
expφ(X0/θ
n0−1) = 0 and expφ(X0/θ
n0) 6= 0. Since expφ(X0/θ
n0) ∈ φ[θ],
(8.3.2) expφ
(
X0
θn0
)
=
∑
b0,i expφ
(
λi
θ
)
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for some b0,i ∈ Fq[ts]. Collecting all of the terms of (8.3.2) to the left-hand side and using
the Fq[ts]-linearity of expφ, we see that X0/θ
n0 −
∑m
i=1 b0,iλi/θ = X1 for some X1 ∈ Λφ and
‖X1‖∞ 6 sup{‖X0/θ
n0‖∞, ‖λ1/θ‖∞, . . . , ‖λm/θ‖∞}. IfX1 = 0, then we are done. Otherwise,
we continue in a similar fashion to produce X1, . . . , Xk ∈ Λφ, together with n1, . . . , nk > 1
and bj,i ∈ Fq[ts] for 1 6 j 6 k, 1 6 i 6 m, so that
(8.3.3) X0 = θ
n0+n1+···+nkXk+1 + θ
n0+n1+···+nk−1
m∑
i=1
bk,iλi + · · ·+ θ
n0−1
m∑
i=1
b0,iλi,
and
(8.3.4) ‖Xk+1‖∞ 6 sup
{∥∥∥∥ X0θn0+n1+···+nk
∥∥∥∥
∞
,
∥∥∥∥λ1θ
∥∥∥∥
∞
, . . . ,
∥∥∥∥λmθ
∥∥∥∥
∞
}
.
Eventually we will find k > 1 so that for all 1 6 i 6 m,
(8.3.5)
∥∥∥∥ X0θn0+n1+···+nk
∥∥∥∥
∞
6
∥∥∥∥λiθ
∥∥∥∥
∞
< εφ.
In this case (8.3.4) and (8.3.5) imply that logφ converges at Xk+1. Since Xk+1 ∈ Λφ, we have
that expφ(Xk+1) = 0, but Lemma 3.3.2 implies that expφ is injective on the open disk of
radius εφ, and so Xk+1 = 0. 
To produce non-isotrivial uniformizable Drinfeld A[ts]-modules, we appeal to techniques
in [21, §6]. Let φ be a Drinfeld A[ts]-module of rank r defined by φθ = θ+A1τ + · · ·+Arτ
r
and let kφ be the smallest index such that
ord∞(Akφ) + q
kφ
qkφ − 1
6
ord∞(Aj) + q
j
qj − 1
for all j such that Aj 6= 0. For any n > 0, we recall the set Pr(n) from §3.2 and define
γn(z) =
∑
(S1,...,Sr)∈Pr(n)
r∏
i=1
∏
j∈Si
τ j(Ai)
z − θqi+j
∈ Ts,z.
These functions serve similar purposes as the functions Bn(t) in [21, Eq. (6.4)], and in
particular via (3.2.7) they specialize at z = θ as logarithm coefficients: that is, γn(θ) = βn,
where logφ =
∑
n>0 βnτ
n ∈ Ts[[τ ]]. Similar calculations as in [21, Lem. 6.7(b)], yield that for
f ∈ Ts with ord∞(f) > −q,
(8.3.6) ord∞(γn(f)) >
qn − 1
qkφ − 1
(ord∞(Akφ) + q
kφ).
Proposition 8.3.7 (cf. [21, Prop. 6.10]). Let Cφ = −(ord∞(Akφ)+q
kφ)/(qkφ−1) and f ∈ Ts.
If ord∞(f) > Cφ, then logφ(f) converges in Ts.
Proof. We combine the above considerations with the property that logφ(f) =
∑
n>0 βnf
(n)
converges if and only if ord∞(βnf
(n))→∞ as i→∞. 
We now produce a class of non-isotrivial uniformizable Drinfeld A[t1]-modules. However,
it should be noted that the same techniques can be used to produce additional examples in
more variables. The proof of Proposition 8.3.8 occupies the rest of this section.
Proposition 8.3.8. For the Drinfeld A[t1]-module φ defined by φθ = θ+ t1τ + τ
r for r > 2,
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(a) φ is non-isotrivial,
(b) φ is uniformizable,
(c) Λφ is free of rank r over A[t1].
Moreover, the equivalent statements of Theorem 7.1.1 all hold for φ.
Lemma 8.3.9. If g ∈ φ[θ] ⊆ T1, then g is within the radius of convergence of logφ.
Proof. Let g =
∑
i>0 bit
i
1 ∈ φ[θ]. Then
(8.3.10)
∞∑
i=0
(
θbi + b
qr
i
)
ti1 +
∞∑
i=1
bqi−1t
i
1 = 0.
Observing that kφ = r, Proposition 8.3.7 implies that it suffices to show that ord∞(g) >
−qr/(qr − 1). If we compare coefficients of t1 on both sides of (8.3.10), then we have that
b0 is a root of the polynomial v0(x) = θx + x
qr . The Newton polygon of v0 shows that it
has qr − 1 non-zero roots with valuation −1/(qr − 1), and thus all roots have valuations
greater than −qr/(qr − 1). Consider the polynomial v1(x) := b
q
0 + θx+ x
qr , which has b1 as
a root by (8.3.10). If we choose b0 = 0, then v1 turns out to be the polynomial v0. Letting
ord∞(b0) = −1/(q
r − 1), the Newton polygon of v1 shows that it has 1 root with valuation
−q/(qr−1)+1 and qr−1 roots with valuation −1/(qr−1). Again, every root has valuation
greater than −qr/(qr − 1). Proceeding by induction, we find that for i > 0, we always have
ord∞(bi) > −q
r/(qr − 1). Thus, ord∞(g) = inf(ord∞(bi)) > −q
r/(qr − 1). 
Let D be the constant Drinfeld module defined by Dθ = θ + τ
r, and let π˜1, . . . , π˜r ∈ C∞
form an A-basis for ΛD. For 1 6 j 6 r, let aj,0 = expD(π˜j/θ), and for all i > 0, let aj,i+1 be
the root of the polynomial aqj,i + θX +X
qr that has the maximum valuation among all its
roots. That is, for i > 0, we find ord∞(aj,i+1) = −q
i+1/(qr − 1) + 1 + q + q2 + · · ·+ qi. We
remark that for i > 0 and 1 6 j 6 r, the existence and uniqueness of aj,i+1 are guaranteed
by considering Newton polygons. Now set Fj :=
∑∞
i=0 aj,it
i
1 ∈ T1.
Proposition 8.3.11. The Fq[t1]-module φ[θ] is free of rank r with basis F1, . . . , Fr.
Proof. Note that for 1 6 j 6 r, Fj ∈ φ[θ] by the construction. Moreover, F1, . . . , Fr are
Fq[t1]-linearly independent because any linear dependency would contradict the fact that
expD(π˜1/θ), . . . , expD(π˜r/θ) are Fq-linearly independent.
Let g =
∑
bit
i
1 ∈ φ[θ] ⊆ T1. Thus, the coefficients bi satisfy the same recursions as
in (8.3.10). As in that case Dθ(b0) = θb0 + b
qr
0 = 0. Since b0 ∈ D[θ], there exists cj,0 ∈ Fq
for 1 6 j 6 r such that b0 =
∑
j cj,0aj,0. Moreover, comparing coefficients of t1 on both
sides of (8.3.10) implies that θb1 + b
qr
1 + b
q
0 = 0. Since the polynomial θX + X
qr + bq0 has
no repeated roots, each root can be written as y + w, where y ∈ C∞ is the root which has
the maximum valuation among the other roots and w ∈ C∞ is any root of the polynomial
θX + Xq
r
. Therefore, there exist cj,1 ∈ Fq such that b1 =
∑
j(cj,0aj,1 + cj,1aj,0). Similarly,
using (8.3.10) we find for all n > 0 that there exist cj,n ∈ Fq such that
(8.3.12) bn =
n∑
k=0
r∑
j=1
cj,n−kaj,k.
We find after some calculation that
g =
r∑
j=1
( ∞∑
k=0
aj,kt
k
1
)( ∞∑
n=0
cj,nt
n
1
)
=
r∑
j=1
( ∞∑
n=0
cj,nt
n
1
)
Fj ∈ SpanFq[[t1]](F1, . . . , Fr).
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If for arbitrarily large n we can always find cj,n 6= 0, then after a short argument (8.3.12)
implies that |bn|∞ 9 0 as n → ∞. This contradicts the choice of g ∈ T1, and so we find
that φ[θ] ⊆ SpanFq[t1](F1, . . . , Fr). 
Proof of Proposition 8.3.8. First, we see that φ is non-isotrivial because t1 /∈ T
×
1 . Second, by
Lemma 8.3.9, all of φ[θ] is within the radius of convergence of logφ, and by Proposition 8.3.11,
we know that φ[θ] is a free Fq[t1]-module of rank r. Therefore, the result follows from
Theorem 7.1.1 and 8.3.1. 
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