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a b s t r a c t
A coned graph Gˆ is the union of a finite graph G and a star on
its vertices. In this paper, we show that the h-vector of the cycle
matroid of Gˆ is the f -vector of a pure multicomplex constructed
from the partially edge-rooted forests in G. This result proves a
conjecture by Stanley (1996) [6] in the case of the cycle matroid
of coned graphs.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Given a finite graph G with n + 1 vertices, its f -polynomial, or forest enumerator, is fG(λ) =
f0λn+ f1λn−1+ · · · + fn , where fi is the number of spanning forests in Gwith i edges. A much studied
variation of fG(λ) is the h-polynomial of G:
hG(x) = fG(x− 1) = h0xn + h1xn−1 + · · · + hn.
The sequence (h0, h1, . . . , hn) will be called the h-vector of G. In matroid theoretic terms, it is the
h-vector of the cycle matroid of G. Refer to [1] for details.
Stanley conjectured that the h-vector of a matroid is the f -vector of a pure multicomplex
[6, Conjecture 3.6]. In this paper, wewill prove the conjecture for the cyclematroid of a coned graph Gˆ,
the union of a finite graph G and a star on its vertices. The complete graphs Kn+1 and wheelsWn+1 are
typical examples of coned graphs. Among other graphic matroids, the conjecture was also confirmed
for the cycle matroid of planar graphs by Merino [5].
The main idea of our proof is the set P (G) of partially edge-rooted forests in G, a generalization of
the edge-rooted forests in G (see [3,4]). In Section 2, we will define P (G) and a pure multicomplex
M(G) that arises naturally from it. In Section 3, we will derive an interpretation of the h-vector of Gˆ
viaP (G), and show that the h-vector of Gˆ is the f -vector ofM(G), which proves Stanley’s conjecture in
the case of the cycle matroid of coned graphs. (The f -vector of a multicomplex is sometimes referred
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to as its ‘‘h-vector’’. We will adopt the former in order to be consistent with the notion of the f -vector
for a simplicial complex.)
2. Multicomplex of partially edge-rooted forests
In this paper, we assume that a graph G is finite, loopless, and undirected. Multiple edges are
allowed in G, and E(G)will denote the multiset of its edges.
2.1. Partially edge-rooted forests
A tree with at least one edge is said to be edge rooted if exactly one edge is marked as an edge
root. A single-vertex component of a graph will be called singular. An edge-rooted forest in a graph G
is a spanning forest with every component edge rooted. Alternatively, an edge-rooted forest in G is
a pair (F , e), where F is a spanning forest in G with no singular component and e is a subset of E(F)
containing exactly one edge from each component of F .
More generally, define a partially edge-rooted forest in G to be a pair (F , e), where F is a spanning
forest in G and e is a subset of E(F) containing at most one edge from each component of F . We
will denote the set of all partially edge-rooted forests in G by P (G) (or P for short). Also, we define
(F1, e1) = (F2, e2) in P if and only if F1 = F2 and e1 = e2.
Given (F , e) ∈ P , a component of F is called simple if it is not edge rooted, i.e., if e does not contain
an edge from the component. Hence, every singular component is simple. Let P (G)i (or Pi for short)
be the collection of all (F , e) ∈ P such that F has exactly i simple components. In particular, P0 is
the set of all edge-rooted forests in G. If G has n vertices, then Pi is empty for i > n. Hence, we have
P = ∪ni=0 Pi. Note that (F , e) ∈ Pi if and only if |E(F)|+ |e| = n− i. The following lemma is essential
for constructing a multicomplex associated with P .
Lemma 1. Let G be a graph with n vertices and r singular components (0 ≤ r ≤ n). Then, Pi is empty
for 0 ≤ i < r. Moreover, given any (F , e) ∈ Pi for r < i ≤ n, there exists e′ ∈ E(G) such that
(F ∪ e′, e) ∈ Pi−1 or (F , e ∪ e′) ∈ Pi−1.
Proof. The first statement is clear, because every spanning forest in G has at least r simple
components. For the second statement, suppose that (F , e) ∈ Pi with r < i ≤ n. Then (F , e) has
i (i > r) simple components. If every simple component in (F , e) is singular, then one of them can be
connected by an edge e′ in G to another component in F because G has only r singular components.
Therefore we have (F ∪ e′, e) ∈ Pi−1. If there is a simple component that is not singular, then let e′ be
any edge in that component. Then we also have (F , e ∪ e′) ∈ Pi−1. 
2.2. Multicomplex of partially edge-rooted forests
A multicomplex M on a set E = {e1, e2, . . . , em} is a set of monomials ea11 ea22 · · · eamm such that
u ∈ M and v | u implies that v ∈ M. Equivalently, a multicomplexM on E is a set of multisets with
the underlying sets contained in E such that σ ∈M and τ ⊂ σ implies that τ ∈M. Therefore, a finite
multicomplex is a set of all submultisets of its facets (maximalmultisets under inclusion).When every
facet inM has the same cardinality,M is called pure. The f -vector ofM is the sequence (f0, f1, . . .),
where each fi is the number of elements of cardinality i inM.
For a finite graph G with n vertices, we define a multicomplexM(G) on E(G) as follows. For each
(F , e) ∈ P , define
µ(F , e) = E(F) ∪ e
as amultiset with the underlying set E(F). Inµ(F , e), themultiplicity of every element from E(F)\e is
1, and that of every element from e is 2. Now, defineM(G) to be the following collection of multisets:
M(G) = {µ(F , e) | (F , e) ∈ P (G)}.
For each 0 ≤ i ≤ n, letM(G)i = {µ(F , e) | (F , e) ∈ P (G)n−i}. Then we haveM(G) = ∪ni=0M(G)i.
The following theorem shows thatM(G) is a pure multicomplex.
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Theorem 2. Let G be a graph with n vertices. For each 0 ≤ i ≤ n,
(1) the identity |M(G)i| = |P (G)n−i| holds, and
(2) µ(F , e) ∈M(G) is an element of M(G)i iff |µ(F , e)| = i.
Moreover, if G has r singular components (0 ≤ r ≤ n), then
(3) M(G) is a pure multicomplex whose facets are the elements inM(G)n−r .
Proof. In the proof, we will denoteM(G) and P (G) byM and P , respectively. The first statement is
clear, because µ(F1, e1) = µ(F2, e2) iff (F1, e1) = (F2, e2). The second statement follows from the
fact that |µ(F , e)| = |E(F)| + |e| = i if and only if (F , e) ∈ P (G)n−i. It remains to prove the third
statement.
To show thatM is a multicomplex, it suffices to show that, if we have σ ∈ M and τ ⊂ σ with
|τ | = |σ |−1, then τ ∈M. Let σ = µ(F , e) for some (F , e) ∈ P . First, suppose that τ = σ \e for some
e ∈ E(F) \ e. Then it is easy to see that (F \ e, e) is also an element ofP , and we have τ = µ(F \ e, e).
Similarly, if τ = σ \ e for some e ∈ e, then τ = µ(F , e \ e). Hence,M is a multicomplex. Moreover,
Lemma 1 implies that, for 0 ≤ i < n− r , every element inMi is a submultiset of an element inMi+1.
SinceMi is empty for i > n− r , we conclude thatMn−r is the set of all facets ofM. Finally,M is pure,
because every element inMn−r has the same cardinality n− r by (2). 
Example. If G has no singular component, then the edge-rooted forests in G ‘‘generate’’ M(G),
i.e., µ(F , e) is a facet of M(G) iff (F , e) ∈ P (G)0. For example, let G be a path of length 4 with
E(G) = {x, y, z, w} ordered linearly. Using a multiplicative notation for multisets (e.g., a2b2c for
{a, a, b, b, c}), the facets ofM(G) are x2yzw, xy2zw, xyz2w, xyzw2, x2z2w, x2zw2, x2yw2, and xy2w2.
The following are the corresponding edge-rooted forests of some of these facets. Note that there are
no singular components in these forests.
3. h-vector of a coned graph
A coned graph Gˆ is obtained from a graph G by adding a new vertex p, called the cone point, and
a simple edge pv for each v ∈ V (G) = [n] = {1, 2, . . . , n}. Hence, we have V (Gˆ) = {p} ∪ [n] and
E(Gˆ) = {pv | v ∈ V (G)}∪E(G). Clearly, Gˆ is connected. In this section, wewill reinterpret the h-vector
of Gˆ viaP (G) based on the following well-known interpretation of h-vectors via basis activities [7,2].
Refer to [1] for a proof of this theorem and relevant definitions.
Theorem 3. Given a finite graph with n + 1 vertices, let (h0, h1, . . . , hn) denote its h-vector. Then hi is
the number of spanning trees with n− i internally active edges with respect to a fixed linear ordering ω of
its edges.
In order to apply Theorem 3, we will review internal activity for spanning trees in a graph G. Let
B(G) denote the set of all spanning trees in G. Suppose that a linear ordering ω of the edges in G is
fixed. Given T ∈ B(G) and an edge e in T , deleting e from T results in a spanning forest in Gwith two
components: T \ e = T1 ∪ T2. The basic bond of e as an edge in T is the set EG(T1, T2) of all edges in G,
each having one vertex in T1 and the other in T2. In particular, we have e ∈ EG(T1, T2). Define e to be
internally activewith respect toω iff e isω-smallest in its basic bond EG(T1, T2). The internal activity of
T , denoted ι(T ), is the number of internally active edges in T with respect to ω.
For a coned graph Gˆ, we will fix an ordering ω of its edges as follows. Let its vertices be ordered
p < 1 < 2 < · · · < n, where p is the cone point and V (G) = [n]. Recall that the edge pv in Gˆ is simple
for every v ∈ [n]. If a pair {i, j} ⊂ [n] induces parallel edges, fix an ordering ij1 < ij2 < · · · of those
edges. Now, let ω be the resulting ‘‘lexicographic’’ ordering of the edges in Gˆ:
p1<ω p2<ω · · ·<ω pn<ω · · ·<ω ij1<ω ij2<ω · · · .
Hence every edge in G is ω-larger then any edge in the star of p.
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(a) Spanning tree. (b) Rooted forest. (c) Partially edge-rooted
forest.
Fig. 1. Correspondence betweenB(Gˆ) and P (G) viaR(G).
Given T ∈ B(Gˆ), note that T ∩G is a spanning forest in Gwith the number of its components equal
to the degree of p in T . Also note that there is exactly one vertex vC in each component C of T ∩G that
is adjacent to p by an edge in T . We will call vC the connecting vertex of the component C . (Refer to
Fig. 1.) For each 1 ≤ i ≤ n, let B(Gˆ)i be the set of all T ∈ B(Gˆ) such that exactly i of the connecting
vertices are the smallest vertices in their respective components in T ∩ G.
Lemma 4. Let ω be the fixed ordering of the edges in Gˆ, as above. For each 1 ≤ i ≤ n, we have T ∈ B(Gˆ)i
if and only if ι(T ) = i with respect to ω.
Proof. This lemma follows because an edge e in T is internally active with respect to ω iff e connects
the cone point p and a component C in T ∩ Gwhose connecting vertex vC is the smallest vertex in C .
Details will be omitted. 
Regarding the connecting vertices as (vertex) roots, we observe thatB(Gˆ) corresponds bijectively
to the setR(G) of all (vertex) rooted spanning forests in G. Refer to Fig. 1(a) and (b). LetR(G)i be the
corresponding image ofB(Gˆ)i inR(G). For example, Fig. 1(a) is inB(Cˆ8)2 and Fig. 1(b) is its image in
R(C8)2.
Theorem 5. Suppose that G is a graph with n vertices, and let (h0, h1, . . . , hn) be the h-vector of its coned
graph Gˆ. Then the term hi equals the number of all partially edge-rooted forests in G with n − i simple
components, i.e.,
hi = |P (G)n−i|.
Proof. From Theorem 3 and Lemma 4, it follows that hi = |B(Gˆ)n−i|. Hence, we need to show that
|B(Gˆ)i| = |P (G)i| for each i. Since we also have |B(Gˆ)i| = |R(G)i| by the above remarks, it suffices
to show that a rooted spanning forest F ∈ R(G)i corresponds to a unique element in P (G)i, and vice
versa. If a rooted vertex v in F is the smallest vertex in its component Cv , then we replace it by a
simple vertex, which makes Cv a simple component. If a rooted vertex v is not the smallest vertex
in Cv , then we turn Cv into an edge-rooted component with the edge root being the first edge in the
unique path from v to the smallest vertex in Cv . The result is a partially edge-rooted forest with i
simple components. Refer to Fig. 1(b) and (c). Similarly, this correspondence can be easily reversed,
mapping a partially edge-rooted forest in G to a unique rooted spanning forest in G. 
The following corollary, which is immediate from Theorems 2 and 5, confirms Stanley’s
conjecture [6, Conjecture 3.6] in the case of the cycle matroid of coned graphs.
Corollary 6. Given a graph G with n vertices, let (h0, h1, . . . , hn) be the h-vector of the cycle matroid of
the coned graph Gˆ. Then hi is the number of elements of cardinality i in the pure multicomplexM(G).
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