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MATHEMATICS 
ZUR WINKELTHEORIE IN ZWEIDIMENSIONALEN 
MINKOWSKI- UND FINSLER-RAUMEN 
VON 
HORST LIPPMANN 
'(Communicated by Prof. J. A. ScHOUTEN at the meeting of November 24, 1956) 
Nach allgemein iiblicher Methode (vgl. unten I) werden Minskowski-
bzw. Finsler-Raume durch Vorgabe einer metrischen Grundfunktion 
· definiert. Wie wir im folgenden (II) zeigen, kann statt dessen wenigstens 
im zweidimensionalen Fall eine Winkelfunktion als Grundfunktion 
vorgegeben werden. Dies bietet Vorteile u.a. bei der Charakterisierung 
der euklidischen (Riemannschen) Raume. 
Zum Zwecke allgemeinerer Untersuchungen zeigt ein Gegenbeispiel in 
IV, dass die Menge der Richtungen durch den Finsler-Caratheodoryschen 
Winkel als Abstand selbst dann nicht metrisch wird, wenn man nur eng 
benachbarte Elemente betrachtet. 
Die folgenden Ergebnisse entstammen der Dissertation 1) des Verfassers. 
Dieser dankt seinem verehrten Lehrer, Herrn Prof. Dr. W. Rmow in 
Greifswald, fiir dessen anhaltendes Interesse. 
I. 
Der Erklarung des Minkowski-Raumes durch seine metrische Grund-
funktion schliesst sich die Erlauterung einiger wichtiger bekannter 
Beziehungen an. Wir legen dadurch unsere Bezeichnungsweise fest. 
I.l. Der n-dimensionale Zahlenraum zn (Menge aller reellen Zahlen-
n-tupel x= (xl, x2, ••• , xn)) werde als algebraischer Vektorraum aufgefasst. 
Gibt man eine symmetrische positiv-regulare Matrix (gik) (i, k= l, ... , n) 
vor (d.h. gik=Yki und Y#ixk>O fiir xo;60), so nennen wir 
(l) 
die metrische Grundfunktion, und zn in Verbindung mit F (bzw. (gik)) 
einen euklidischen Raum En. Dieser wird durch die Abstandsdefinition 
xy= F(x -y) ein metrischer Raum im Sinne von MENGER [7] und 
FRECHET [6]. 
Durch ,Koordinatentransformation" 2) kann der En weitgehend unab-
1) Greifswald 1955. Ref.: Prof. Dr. W. Rrnow. 
2) D.h.: 1st zn ein zweiter Zahlenrawn, dessen Punkte x=(x1, .. • , xn) einein-
deutig denen von zn durch die ,affine Transformation" xi=A~xk mit nichtver-
. schwindender Determinante II A~ II zugeordnet sind, so werden zusamroengehorige 
.Punkte identifiziert. 
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hangig vom urspriinglich gewahlten zn gemacht Werden. Das interessiert 
uns hier weniger. Wir halten unser ,Koordinatensystem" zn his auf eine 
Ausnahme in II fest. 
1.2. Wir sehen von der speziellen Gestalt ( 1) ab und fiigen unserem 
Z" eine allgemeine ,metrische Grundfunktion" F(x) 3) bei, welche folgenden 
Einschrankungen unterliege: 
a) Fist in jedem Punkt x#O zweimal gemischt stetig nach allen 
x• differenzierbar; F(x)>O fiir x#O. 
(2) b) F(kx) = lkiF(x) fiir reelle k (Absolut-Homogenitiit). 
F ) · k ()Z F( ) · k f lin bh F h . c) ik(x y•y = ()xi()xk x y•y > 0 iir ear una . x, y ( msst 
,positiv regular"). 
zn mit F nennt man Minkowski-Raum M~ (genauer: Symmetrischer 
Minkowski-Raum der Klasse 2}. Durch die Abstandsde:finition xy = F(x -y) 
wird M 11 ein metrischer Raum (BLUMENTHAL [OJ). Man vergleiche etwa 
BusEMANN [1], RuND [8]. Jeder E11 ist ein Mn. 
I.3. Ist jedem Punkt p einer n-dimensionalen Mannigfaltigkeit cp11 
(VEBLEN-WHITEHEAD [9]) ein minkowskischer TangentialraumJ (d.h. 
jedem p eine metrische Grundfunktion F(p, x) eines Mn) zugeordnet, so 
heisst 4>n ein n-dimensionaler Finsler-Raum (FINSLER [5]). 
Er stellt eine Geometrisierung der Variationsrechnung dar, von woher 
sich auch die oben gemachten Symmetrie-, Differenzierbarkeits- und 
Regularitatsannahmen rechtfertigen. 
Winkel zwischen Kurven im 4>n sind im allgemeinen Winkel zwischen 
Vektoren im Mn 4). Daher beziehen sich die folgenden Darstellungen 
gleichermassen auf den cf>n. • 
1.4. Es werden einige bekannte Relationen aufgezahlt. Sie sind in 
jedem Lehrbuch der Variationsrechnung (z.B. CARATHEODORY [4]) zu 
finden. 







nach x• und anschliessend nach x1: 
F. (kx) = sgn k · F, (x), 
1 Fi! (kx) = jkj Fi! (x). 
a) Hangt zn mit zn wie in Fussnote 1 zusammen, so definieren wir die zugehorige 
,transformierte" Grundfunktion F(x) gleich F(x), wo x,x einander zugeordnet sind. 
(2) bleibt erhalten (ist invariant). 
4 ) Anders definiert BuSEMANN [3]. 
11 Series A 
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Die sogenannte Weierstrasssche Funktion 
(5) E(x, y) = F(y)- y' F 1(x) 
verschwindet also sicher, wenn x, y linear abhangig und gleichgerichtet, 
jedoch nach (2a) nicht, wenn sie entgegengesetzt sind. Aus der Taylor-
entwicklung 
F(y)=F(x)+(y•-xi) F.(x)+!(y•-x•) (yk-xk) F;k(z) 
(z=x+#(y-x); 0<#< I) 
folgt mit (3) 
(6) 
wegen (2c) also E(x, y)>O, wenn x, y linear unabhangig; ferner mit dem 
Vorangegangenen umgekehrt yiykF,k(x)=O, wenn x, y linear abhangen. 
1.5. Setzeii wir (x, y)= :x;~~~f) (x, y#O), so definiert FINSLER [5] nach 
CARATHEODORY den Winkel w(x, y) ,von x nach y" durch 
(7) cosw(x,y)=(x,y); x,y#O; O~w~n. 
(x, y) bildet formal ein verallgemeinertes inneres Produkt und ist wie 
dieses invariant gegentiber den in den Fussnoten 2), 3) erwahnten affinen 
Transformationen. (7) rechtfertigt sich, weil nach (5) (x, y) =I- Ej,~~~) ~I; 
=I genau fiir linear abhangige und gleichgerichtete x, y gilt; ferner nach 
( 4a) I+ (x, y) = E~,~x~) ~ 0, = 0 genau fiir linear abhangige und entgegen-
gesetzte x, y. 
(7) besitzt nach FINSLER l.c. dartiberhinaus anschauliche Bedeutung. 
Man nenne in Verallgemeinerung des Orthogonalitatsbegriffes x zu y 
,transversal", wen1'l. x'F,(y)=O. Dann ist (x, y) gleich dem Verhaltnis 
,Ankathete" zu ,Hypotenuse" in einem Dreieck, dessen Gegenkathete 
zur Ankathete transversal ist. In der Tat folgt mit (3) und (x'- y') F 1(y) = 0: 
.:xftF,(y) = (:xft-yi)F;,(y) + F(y) 
F(x) F(x) F(x) • 
II. 
Wir formulieren und beweisen das Hauptergebnis. Es charakterisiert 
den M 2 durch den Winkel, genauer durch dessen Cosinus. 
II. I. SAT Z: M 2 sei durch Z2 und F(x) definiert; a, b seien von Null 
verschieden und transversal. Dann gilt fur f(s)= (b, a+sb) (- oo<s<oo) 5): 
I. f( s) ist uberallstetig di !Jerenzierbar mit f( 0) = 0 ; f' ( s) > 0; lim /( s) = ± I. 
B-+±00 
2. Es existieren lim jsj3f'(s), sind einander gleich und #0. 
s-+±00 
6 ) Auch f(s) ist natiirlich transformationsinvariant. 
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Umgekehrt seien in einem Z 2 die linear unabhangigen Vektoren a, b, 
eine reelle Zahl B>O und eine reelle Funktion f(s) (-=<s<=), welche 
l. und 2. erfullt, vorgegeben. Dann gibt es genau eine Grundfunktion F(x) 
mit F(b)=B, so dass in dem durch Z2 und F bestimmten M2 die Vektoren 
a, b transversal sind und f(s)=(b, a+sb) erfullen. 
F berechnet sick fur x=J=eb aus der unten angegebenen Formel (8). 
Il.2. Wir konnen der Einfachheit halber in heiden Beweisrichtnngen 
unseren Z2 so transformiert denken, dass .E(a•)2 = .E(bi)2 = 1, .EaW·= 0 
gilt. Fiir den ersten Teil folgt aus der ldentitat 
~ F(a+sb) = b•F;,(a+sb) = (b + b)=/( ) 
ds F(b) F(b) ,a s s 
im Faile x =1= eb(e reell); x =A( a+ sb) (also bei unserer spezieilen Koordi-
natenwahl A= .Ex•a•; s = ( .Ex•b4): ( .Ex•a•)) 
• (8) F(x)= jAj {F(b) J f(s) ds+F(a)}. 
0 
Il.3. Die nach der Kettenregel 
~ ~ ~A. ~ ~s ~xkF=~A. F ~xk+~F ~xk 
gebildete erste Ableitnng von (8) gibt 
8 
(9) Fl:(x) =sgn A {[- F(b) J sf'(s) ds+ F(a)] ak+ f(s) F(b)bk}; 
0 
die gleichermassen gebildete zweite Ableitung 
(10) 
beides zunachst fiir x =1= eb. 
Wir benutzen die stetige Differenzierbarkeit nnd lassen X-+ eb fiir 
e>O sowie A>O (fiir aile x) streben; A-+ 0, sA-+ f!· Da ja lim f(s)=± 1 
,_..±00 
wegen 1.5. nnd der Stetigkeit des Winkels klar ist, folgt aus (9) die Existenz 
00 
von J sf' (s)ds, nnd die rechte Seite von (9) konvergiert gegen 
0 
00 
[ -F(b) J sf'(s)ds+F(a)]ak+F(b)bk; 
0 
fiir e > 0, A< 0, A -+ 0 indessen gegen 
-00 
[F(b) J sf' (s) ds- F(a)] ak+ F(b)bk. 
0 
Gleichheit liefert 
00 (11) F(a)=!F(b} J jsjj'(s)ds. 
-oo 
Nehmen wir etwa fiir e > 0 nach Erweiternng mit s den gleichen Grenz-
iibergang in (10) vor, so strebt die rechte Seite (je nachdem, ob A.>O 
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oder A<O) gegen 
(12) _!:. lim lsl3 f' (s) ak a1, 
es-->±00 
woraus sich die Existenz und Gleichheit der Limites ergibt. Es bleibt 
noch ihr Nicht-Verschwinden und f'(s)>O zu zeigen. 
II.4. Hierzu betrachten wir J(y, z) = yiyi;;~(z) fiir linear unabhangige 
y, z. 1st zunachst y=ab, so folgt Z=/=-r'b, also z=-r(a+sb); mit (4b) 
(13) J (ab, 7: (a+ sb)) = I~ I~ bk F~~bjsb) = I~ I I' (s); 
wegen (2c) also f'(s) > 0. 
Jetzt sei y=/=ab; etwa Y=f-l(a+tb); f-l=/=0. Dann bestimmen wir einen 
Vektor X=f-l(a+sb) durch geeignete Wahl von 8 irgendwie linear unab-
hangig von y. z lasst die Darstellung Z=Y(x+ry) zu. Aus (4a) und (4b) 
folgt 
yiykFik(x+ry) 1 d 
J(y,z) = lvi·F(y) = lVf dr (y,x+ry) 
1 d 
= lVf dr (a+tb, [1+r] a+[s+rt] b). 
Fiir r=/= -1 konnen wir z= (1 +r) (a+kb), also 
J (y, z) = sgn~~~ +r)! (a+ tb, a+ kb) 
mit k= s+rt schreiben. k durchlauft bei Variation vonzallereellen Werte. 1+r 
II.5. Nach Definition, von (y, x) in 1.5. und wegen (9) wird 
(14a) (a, A. [a+sb]) = sgn A {-;~!~[sf' (s) ds+ 1}, 
(14b) (/-l[a+ tb], A [a+sb]) = sgn f-l F (a) (a,A.[a+s;~:~·t~ (b)(b,A.[a+sb]). 
Daher 
sgn (1 +r) d dk J (y, z) = I vi dk (a+tb, a+kb) dr = 
t-8 
wegen t-k = 1+r: 
(15) 
1 F(b) ( ) I' k) ( k) t-8 
=TVfF(a+tb)sgn l+r ( t- (1+r)B; 
1 F(b) . !' (k) (t-s)1 
J(y,z) =TVT F(a+tb) II+rl3 • 
Nach Voraussetzung gilt t=/=s. J>O muss im Limes fiir r--+ -1 erhalten 
bleiben, falls dabei z gegen einen wohlbestimmten nicht verschwindenden 
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Vektor, also gegen a'b (a'#O), strebt. Wegen y#ab wird dann Jvj weder 0 
noch oo. Es konvergiert I /~kr I~ ls~tl; d.h. 
(16) 
Demnach ist der rechtsseitige Limes positiv. 
II.6. Wir beweisen die Umkehrung von Satz II.l. Hierzu definieren 
wir F(b)=B, F(a) durch (11) (das Integral ist sinnvoll wegen Voraus-
setzung 2. in ILL) und F(x) durch (8) zunachst fiir x#eb. Doch existiert 
eindeutig der Limes (x ~ eb) (d.h. A~ 0, As~ e), wie aus der Anwendung 
der l'Hospitalschen Re!!el (getrennt fiir il.>O, A<O, e>O, e<O) unter 
Benutzungvonii.l.l. folgt: F(eb)= Je]F(b) = JeJB, Fist stetigundhomogen 
auf allen x. 
Die fiir x # eb ge bildeten Ableitungen- F ist ja nach der Kettenregel 
zweimal stetig di:fferenzierbar, weil f einmal stetig differenziert werden 
kann-fiihren auf (9) und (10). Wegen (11)-man unterscheide fiir e>O 
etwa ~ > 0 und A< 0, wiederhole dann das Entsprechende fiir e < 0-existiert 
eindeutig lim Fk(x). Man sieht dies ebenso ein wie die Umkehrung in 
:ll->~b 
II.3. Nach einem elementaren Satz von DARBOUX ist dann F auch fiir 
x = eb stetig di:fferenzier bar (g # 0) ; F k ist fiir x # 0 de:finiert und stetig 
Ebenso und nach dem Vorbild von II.3. schliesst man aus der Gleich-
heit der Limites (12) auf die Existenz der Limites (x ~ eb) von Fk!(x), 
also nach DARBOUX auf die Existenz und Stetigkeit der zweiten Ableitung 
Fk1(x) fiir aile X#O. Dadurch sind (2a) und (2b) erwiesen. 
Nunmehr wird (y, x) wie unter I.5. erklart. (3), (4a), (4b) sind nach 
(2a), (2b) evident; (14a), (14b) nach (9). Also gelten die Darstellungen 
(13), (16), (15), woraus sich wegen II.l.l., II.l.2. und der Stetigkeit 
J > 0 fiir linear unabhangige y, z ergibt. Dies beweist (2c ). 
III. 
Einige niitzliche Darstellungen von (y, x). 
III.l. Wegen 
F(a+tb)=(ai+tbi) Fi(a+tb)=F(a) (a, a+tb)+t·F(b)·(b, a+tb) 
folgt aus (14b) 
F(a) (a,a+sb)+t·F(b) (b,a+sb) (17) (p [a+tb], A [a+sb]) = sgn p sgn A F(a) (a, a +tb) +t•F(b) (b,a+tb)" 
Hierin brauchen a, b durchaus nicht transversal zu sein. Ebenso ist der 
zugrunde gelegte Z2 (im Gegensatz zur Einschrankung von II.2. ff.) 
beliebig &). 
8 ) {17) ist transformationsinvariant. 
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III.2. Betrachten wir dagegen unseren Z2 als euklidischen Raum 7) 
und a, b als Vektoren gleicher Lange in ihm, so gibt der euklidische 
Sinussatz 
t = sin(y,a) 
sin (y,b) (y = !t [a+ tb]). 
Mit x=A.[a+8b] folgern wir aus (17) die gemischte Euklidisch-Min-
kowskische Winkelformel 
( ) = F(a)•(a,x)·sin(b,y)+F(b)·(b,x)·sin(a,y) 
y, X F(a)-(a,y)•sin(b,y)+F(b)o(b,y)·sin(a,y) • 
IV. 
w(y, x) erzeugt im allgemeinen auf der Menge der Richtungen A.z (A.>O 
keine (unsymmetrische) Metrik, welche fiir benachbarte Richtungen der 
Dreiecksungleichung geniigt. 
IV.I. Wir betrachten die Menge R der durch die Vektoren z E M 2 
erzeugten Richtungen A.z (A.>O). Auf ihr ist eine unsymmetrische nicht 
negative Abstandsfunktion w(y, z) erklart, die nur fiir identische Rich-
tungen (d.h. y=-cx, -c>O) verschwindet. Da w(y, x.)-+ 0 gleichbedeutend 
mit w(x., y)-+ 0 ist (wegen der Stetigkeit bedeutet beides koordinaten-
weise x.-+ y), konnte R ein nach BusEMANN [2] verallgemeinerter 
metrischer Raum sein, falls 
(18) w(y, x);;;; w(y, a)+w(a, x) 
fiir alle Vekte>ren x, y, a gilt. Da.s ist sicher falsch: y= -x liefert 
n;;;;w(y, a)+n-w(a, y), also w(y, a)~w(a, y); nach Vertauschung von a 
mit y auch das Umgekehrte, also Gleichheit. Diese ist aber nach FrNSLER 
[5] gleichbedeutend mit M2=E2. 
Zu dieser Demonstration benutzten wir sehr entfernt (namlich entgegen-
gesetzt) liegende Richtungen. Man konnte vermuten, (18) liesse sich fiir 
benachbarte Richtungen retten. Wir wiederlegen auch dies, und zwar an 
Hand eines Gegenbeispiels. 
IV.2. Wir definieren die positive Zahl e durch 
und setzen 
(1/T li¥2 )-2 e = y -2 + 2 f e-•' dz 
e o 
l e-Qis' fur V2e ;£ 8 < = I (8) = (2ee)-'1•·8 fur - V2e < 8 < V2e 
- e-QI•' fiir -ex:> < 8 ;;;; - V2e'. 
7) Das bedeutet zusatzliche Auszeichnung einer (mitzutransformierenden) 
euklidischen Grundfunktion (1). 
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l(s)=O genau fiir s=O, lim l(s)= ± l. l(s) ist iiberall stetig, ebenso 
s-+±00 
, j (2ee)-'1• fiir - v'2e < s < v'2Q 
I (s) = e-el•' .. -
2e W fur lsi > V2e 
nach dem in 11.6. mehrfach erwahnten Darbouxschen Lemma, well 
limf'(s) fiir lsl-rJI2'e existiert. /'>0; es existieren lim lsl3/'(s}, sind 
s-+±00 
einander gleich und positiv. Nach Satz ILL definiert I einen M 2, wenn 
wir noch linear unabhangige a, b sowie etwa F(b)= l vorgeben. Wegen 
f' (s) = f' (- s }, ( ll) und der Konstruktion von e folgt 
00 y'2Q 00 
F(a) = F(b) J sf'(s) ds = J + J 
0 0 y'2Q 
V- 00 e-els' v- liJI2 = _g_ + 2e f - 2- ds = _g_ + 2 Ye f e-•' dz = I. 2e y'2Q B 2e 0 
Mit (17) und k=l(2ee)-'1• finden wir fiir fl,A.>O; ltl, lsi< V2e 
1-kB2 +2tkB (y,x) = (a+tb, a+sb) = l-kt2 + 2tkt. 
Als ( ) l-kB(B-2t) 2 1 o y,x = l+kt2 , (a, x}=l-ks, (y,a)= I+kt2 • 
Gilt (18} fiir hinreichend benachbarte Argumente - wir diirfen die rechte 
Seite dann < :n; voraussetzen - so folgt durch Bildung des Cosinus 
(y, x) ~ (y, a) (a, x)- Vl- (y, a) 2 VI- (a, x) 2, 
wo die Wurzeln als Sinus positiv zu wahlen sind. Einsetzen liefert 
2k(-s)t ~ V2kt2 +k2t4V2ks2-k2s4. 
Wenn wir uns auf t > 0, s < 0 beschranken: 
Das ist fiir jede Folge s -r 0 falsch, wenn die Folge t ---+ 0 dazu passend 
konstruiert wird. 
v. 
Wir weisen abschliessend auf einen methodischen Vorteil des hier 
geschilderten Vorgehens hin. Will man den E11 unter den M 11 charakteri-
sieren, so kann dies analytisch durch Einschrankung der Grundfunktion 
F geschehen. Geometrischer sind die V erfahren der metrischen Geometrie 
(etwa MENGER [7] usw.; vgl. auch das Helmholtz-Liesche Raumproblem, 
etwa bei BusEMANN [2]); sie betreffen aber weit allgemeinere als nur 
Minkowskische (Finslersche) Raume. Diesen direkt angepasst scheint 
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die von FmsL])R [5] bewiesene und oben (IV.l.) erwahnte Sym.metrie 
des Winkels zu sein. 
Erklart man nun M" durch die Grundfunktion F, so bedient sich diese 
Charakterisierung einer abgeleiteten Funktion. Wahlt man dagegen zur 
Definition des M 2 den Winkel, so erfolgt die genannte Charakterisierung 
des E 2 auf anschauliche Weise mittels der definierenden Funktion selbst. 
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