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Discrete solutions for the propagation of coastally-trapped Kelvin waves are studied, using a
second-order ﬁnite-difference staggered grid formulation that is widely used in geophysical
ﬂuid dynamics (the Arakawa C-grid). The fundamental problem of linear, inviscid wave
propagation along a straight coastline is examined, in a ﬂuid of constant depth with
uniform background rotation, using the shallow-water equations which model either
barotropic (surface) or baroclinic (internal) Kelvin waves. When the coast is aligned with
the grid, it is shown analytically that the Kelvin wave speed and horizontal structure are
recovered to second-order in grid spacing h. When the coast is aligned at 45◦ to the grid,
with the coastline approximated as a staircase following the grid, it is shown analytically
that the wave speed is only recovered to ﬁrst-order in h, and that the horizontal structure
of the wave is infected by a thin computational boundary layer at the coastline. It is shown
numerically that such ﬁrst-order convergence in h is attained for all other orientations of
the grid and coastline, even when the two are almost aligned so that only occasional steps
are present in the numerical coastline. Such ﬁrst-order convergence, despite the second-
order ﬁnite differences used in the ocean interior, could degrade the accuracy of numerical
simulations of dynamical phenomena in which Kelvin waves play an important role. The
degradation is shown to be particularly severe for a simple example of near-resonantly
forced Kelvin waves in a channel, when the energy of the forced response can be incorrect
by a factor of 2 or more, even with 25 grid points per wavelength.
© 2013 The Author. Published by Elsevier Inc.
1. Introduction
The Arakawa C-grid is widely used as the basis for horizontal discretisations in geophysical ﬂuid dynamics, over a range
of scales from lakes to the global ocean [1–3]. Its simplest application is to shallow-water models with a horizontal velocity
u = (u, v) and a pressure (or height) variable p, with the nodes arranged on a regular Cartesian grid as shown in Fig. 1(a).
So, when evaluating derivatives using simple second-order centred differences, ∇p is naturally evaluated at u nodes and
∇ · u is naturally evaluated at p nodes, which is optimal for the discretised equations of motion. It is easy to ensure that
the resulting schemes conserve mass, and it is possible to conserve additional quantities such as energy and enstrophy [4].
Analogous staggered grids are widely used in the modelling of acoustic, seismic and electromagnetic waves [5–7].
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640 S.D. Griﬃths / Journal of Computational Physics 255 (2013) 639–659Fig. 1. The Arakawa C-grid. (a) Location of u nodes (grey disks), v nodes (black disks), and p nodes (circles) on a single grid cell. (b) Representation
of a rectangular domain on the C-grid. (c) A curved domain. (d) Discrete representation of the same curved domain on the C-grid. In (b) and (d), the
computational boundary is shown as a thick black line, along with all p nodes (circles), u nodes on the boundary (grey disks) and v nodes on the
boundary (black disks).
Here we consider inviscid ﬂuid dynamics, for which the normal component of the ﬂow vanishes at the coastline with no
restriction on the tangential ﬂow:
u · n= 0, (1)
where n is the normal vector at the coastline ∂Ω . For rectangular domains, (1) may be implemented without approximation
by aligning the C-grid so that nodes of the normal velocity lie on ∂Ω , as shown in Fig. 1(b). However, the situation is not
so simple for other domains. Then, in the absence of cut-cell methods [8,9], the standard treatment introduces a numerical
coastline ∂Ωs that differs from the continuum coastline ∂Ω and typically contains staircases, as shown in Fig. 1(c), (d).
The nature of the C-grid again means that nodes of the normal velocity may be chosen to lie on ∂Ωs , so that (1) is easy
to apply, with n being (0,1) or (1,0). However, it is not clear how the resulting numerical solution will converge to the
continuum solution as the grid size h → 0. In particular, the normal vector of ∂Ωs (constrained to be (1,0) or (0,1))
nowhere approaches that of ∂Ω as h → 0, so will (1) be applied correctly? It seems plausible that (1) is somehow being
applied correctly on-average, but does this ensure convergence to the continuum solution? One expects O (1) errors in u
close to the coastline, since u is directed along the coastline in the continuum solution but is constrained otherwise in the
discrete solution, but is there convergence for p, and for u away from the coast? And, if this is achieved, at what rate does
the convergence occur? Even if the equations of motion are discretised in the interior at second-order (or higher) in h, the
distance between ∂Ω and ∂Ωs decreases at ﬁrst-order in h. Does this geometrical approximation induce global errors at
ﬁrst-order in h?
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acoustic and electromagnetic waves (e.g., [10–13]) and shallow-water ﬂows (e.g., [14,15]). However, in some of these studies
there is no quantiﬁcation of the rate of convergence towards the continuum solution [10,11], and in others the quantiﬁcation
is insuﬃcient to accurately determine the rate of convergence [12,15]. For example, for acoustic wave reﬂection problems
(equivalent to non-rotating shallow-water dynamics), Tornberg and Engquist [12] estimate convergence rates between 0.5
and 1 for the pressure in the L2 norm, based on experiments at three different resolutions. For a linear wind-driven ocean
circulation in a circular domain (i.e., rotating shallow-water dynamics), Greenberg et al. [15] estimate convergence rates
between 1 and 2 for pressure in the L2 norm, again based on experiments at three different resolutions, even when fourth-
order ﬁnite-differences are used in the interior. Other studies have been more precise. For a non-rotating shallow-water ﬂow,
Pedersen [14] showed analytically that a gravity wave reﬂected from a staircase boundary aligned at 45◦ to the grid inherits
a phase-shift of O (h) (i.e., ﬁrst-order accuracy). For the related problem of acoustic wave reﬂection in three dimensions,
Häggblad and Engquist [13] report errors of O (
√
h ) for pressure and velocity in the L2 norm.
Here, our main aim is to explicitly calculate the nature of the convergence of discrete solutions on the C-grid as h → 0
for the Kelvin wave, which is a particularly important type of coastal motion. As discussed by Gill [16] and Hutter et al.
[17], the Kelvin wave plays an important role in various barotropic and baroclinic phenomena in lakes and oceans, including
tides. Unlike the discrete doubly-periodic inertia-gravity waves studied by Arakawa and Lamb [18], the Kelvin wave relies
upon a coastline for its existence, and we might anticipate that its interaction with staircase coastlines will be of special
importance. As such, and as reviewed in Section 4.2 of Greenberg et al. [15], there have been several previous studies of
Kelvin wave propagation on the C-grid. Of most relevance here is that of Schwab and Beletsky [19], who estimated the
phase speed of Kelvin waves by time-stepping the shallow-water equations in a square basin. They showed that when the
grid is aligned at 45◦ to the coastline, the phase speed of the discrete solution differs more from the continuum value than
when the grid and coast are aligned. Here, we are able to quantify the rate of convergence for these two angles analytically,
and extend the results to other angles using carefully designed numerical calculations.
As described in Section 2, we treat the simplest problem of interest: linear inviscid motion, with uniform background
rotation in a ﬂuid of constant depth and with a straight coastline, for waves that are periodic in the along-shore direc-
tion. We focus on the effects of spatial differencing, and seek solutions that are time-harmonic. In Section 3, we start by
examining the case where the grid and coastline are aligned, and conﬁrm analytically that second-order convergence (in
wave speed and horizontal structure) is achieved as h → 0. In Section 4, we then examine the case where the grid and
coastline are aligned at 45◦ , and demonstrate analytically that the convergence in wave speed and pressure as h → 0 is
degraded to ﬁrst-order. In Section 5, we conﬁrm these ﬁndings numerically, and extend them to other angles. In Section 6,
some numerical solutions of forced Kelvin waves in a channel are given, explicitly demonstrating the signiﬁcant errors that
can arise when the channel and grid are not aligned and the forcing is near-resonant. In Section 7, the reasons for the
ﬁrst-order convergence are examined theoretically, and two examples of how the boundary conditions can be modiﬁed to
obtain second-order convergence are given. We conclude in Section 8.
2. Governing equations
We consider the shallow-water equations linearised about a state of rest, for a ﬂuid of uniform depth (e.g., Section 14.9
of [20]):
∂ u˜
∂ t˜
− f˜ v˜ = −∂ p˜
∂ x˜
,
∂ v˜
∂ t˜
+ f˜ u˜ = −∂ p˜
∂ y˜
,
∂ p˜
∂ t˜
+ c˜2
(
∂ u˜
∂ x˜
+ ∂ v˜
∂ y˜
)
= 0. (2)
Here, c˜ is the linear long wave speed and f˜ > 0 is the Coriolis parameter, from which a distinguished length scale L˜ (the
Rossby radius of deformation) can be formed:
L˜ = c˜
f˜
. (3)
For surface wave (barotropic) dynamics, (u˜, v˜) is the depth-averaged horizontal ﬂow, p˜ is gravity times the free-surface
displacement, and c˜2 is gravity times undisturbed depth. At mid-latitudes, we may have c˜ ≈ 200 ms−1 and L˜ ≈ 2000 km
in the deep ocean, and c˜ ≈ 20 ms−1 and L˜ ≈ 200 km in a lake or shallow sea. For internal wave (baroclinic) dynamics, the
vertically-varying horizontal ﬂow and pressure are given by (u˜, v˜)φ and ρ˜ p˜φ respectively, where φ(z) is a vertical structure
function and ρ˜ is a typical ﬂuid density, and c˜2 scales like gravity × depth × fractional density change over the ﬂuid layer
depth. At mid-latitudes, we may have c˜ ≈ 2 ms−1 and L˜ ≈ 20 km in the deep ocean, and c˜ ≈ 0.3 ms−1 and L˜ ≈ 3 km in a
lake or shallow sea.
We consider time-harmonic waves with frequency ω f˜ . Introducing nondimensional coordinates
x= x˜
L˜
, y = y˜
L˜
, t = f˜ t˜, (4)
we seek solutions in terms of nondimensional variables u= (u, v) and p, according to
u˜= u˜0 Re
(
u(x, y)e−iωt
)
, p˜ = c˜u˜0 Re
(
p(x, y)e−iωt
)
, (5)
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−iωu − v = −∂p
∂x
, (6a)
−iωv + u = −∂p
∂ y
, (6b)
−iωp + ∂u
∂x
+ ∂v
∂ y
= 0. (6c)
We use these nondimensional equations for the remainder of this study.
Seeking solutions in a semi-inﬁnite domain y > 0 with v = 0 and (u, p) ∝ eikx , (6a), (6c) imply ω = ±k and u = ±p.
Then (6b) implies ∂p/∂ y = ∓p, so that coastally-trapped solutions in y > 0 are given by
u = e−yeikx, (7a)
v = 0, (7b)
p = e−yeikx, (7c)
ω = k. (7d)
This is the famous Kelvin wave [21]. In dimensional coordinates, the phase speed and group speed both equal c˜, and the
cross-shore decay has a length scale L˜. Note that the assumption of constant f˜ could be violated for suﬃciently large L˜; see
[22] for a discussion of how the phase speed changes in this case.
We examine how this wave is reproduced by discrete solutions on the C-grid, using the notation of Fig. 1(a) with
xm =mh, yn = nh.
Using second-order centred ﬁnite-differences, (6a), (6b), (6c) are discretised as
−iωum,n+ 12 −
vm+ 12 ,n+1 + vm+ 12 ,n + vm− 12 ,n + vm− 12 ,n+1
4
= −
pm+ 12 ,n+ 12 − pm− 12 ,n+ 12
h
, (8a)
−iωvm+ 12 ,n +
um+1,n+ 12 + um+1,n− 12 + um,n− 12 + um,n+ 12
4
= −
pm+ 12 ,n+ 12 − pm+ 12 ,n− 12
h
, (8b)
−iωpm+ 12 ,n+ 12 +
um+1,n+ 12 − um,n+ 12 + vm+ 12 ,n+1 − vm+ 12 ,n
h
= 0, (8c)
where m,n ∈ Z. The discretisation of the Coriolis terms using a four-point stencil is standard, although other choices are
possible (e.g., [23]).
3. Grid aligned with the coast
We again suppose that the ﬂuid occupies y > 0, with the coastline at y = 0 aligned with the gridline y = y0. Thus,
solutions of (8) are sought with n 0, and vm+1/2,0 = 0 for all m ∈ Z.
The easiest way to derive the Kelvin wave solution on the C-grid is to adapt the derivation leading to (7). We seek
solutions of the form
um,n+ 12 = uˆn+ 12 exp(ikxm), vm+ 12 ,n = 0, pm+ 12 ,n+ 12 = pˆn+ 12 exp(ikxm+ 12 ). (9)
Substituting into (8a), (8c) yields
−iωuˆn+ 12 = −
2i sin(kh/2)
h
pˆn+ 12 , −iω pˆn+ 12 +
2i sin(kh/2)
h
uˆn+ 12 = 0,
so that there is only a non-trivial solution when
ω = ±
(
sin(kh/2)
(kh/2)
)
k, with uˆn+ 12 = ±pˆn+ 12 . (10)
With (9), the cross-shore momentum balance (8b) reads
cos(kh/2)
2
(uˆn+ 12 + uˆn− 12 ) = −
1
h
(pˆn+ 12 − pˆn− 12 )
⇒ pˆn+ 12 = γ pˆn− 12 , with γ =
2∓ h cos(kh/2)
, (11)
2± h cos(kh/2)
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and (11). The solutions are oscillatory in the cross-shore direction when h cos(kh/2) > 2, and monotonically decaying when
0 < h cos(kh/2) < 2. In either case, the full Kelvin wave solution is
um,n+ 12 = pˆ 12 γ
n exp(ikxm), vm+ 12 ,n = 0, pm+ 12 ,n+ 12 = pˆ 12 γ
n exp(ikxm+ 12 ), (12)
where
ω =
(
sin(kh/2)
(kh/2)
)
k, (13a)
γ = 2− h cos(kh/2)
2+ h cos(kh/2) . (13b)
In the limit kh → 0, (13a) and (13b) reduce to Eqs. (3.7) and (3.11) of Hsieh et al. [24], who derived similar discrete Kelvin
wave solutions but ignored the effects of along-shore differencing.
We ﬁrst compare the accuracy of ω for our discrete solution with that of the continuum solution (7d). Note that (13a)
implies |ω/k| < 1, so that the phase speed is reduced from the continuum value of unity, and the waves become weakly
dispersive. For kh  1, (13a) gives
ω =
(
1− (kh)
2
24
+ O((kh)4))k as h → 0, (14)
so that the expression for ω is second-order accurate in h. To obtain ω within 10% of the continuum value (7d), we require
4 or more grid points per wavelength (kh/2 π/4); to obtain ω within 1% of (7d), we require 13 or more grid points per
wavelength (kh/2 π/13). So, it is clear that the frequency and phase speed of this discrete Kelvin wave do depend on h.
This in contrast to the conclusion of Hsieh et al. [24], who implied that the phase speed of the inviscid Kelvin is exactly
unity on the C-grid. However, this is not the case when the effects of along-shore discretisation are taken into account,
which is necessary to analyse discrete solutions of real numerical models.
To compare the spatial structure of (12) with (7a), (7b), (7c), we normalise (12) by setting p = exp(ikx) at y = 0.
To O (h2), this is achieved by taking (3/2)pˆ 1
2
− (1/2)pˆ 3
2
= 1, so that pˆ 1
2
= 2/(3 − γ ). We also write γ n = γ − 12 γ n+ 12 =
γ − 12 exp((n+ 12 ) logγ ) = γ −1/2 exp(−ryn+ 12 ), where
r = −1
h
logγ = 1
h
log
(
2+ h cos(kh/2)
2− h cos(kh/2)
)
= 1+ O(h2, (kh)2) as h → 0, (15)
using (13b). Then
pm+ 12 ,n+ 12 = 2γ
− 12 (3− γ )−1 exp(−ryn+ 12 )exp(ikxm+ 12 )
⇒
pm+ 12 ,n+ 12
p(xm+ 12 , yn+ 12 )
= γ −1/2
(
1− γ − 1
2
)−1
exp
(
(1− r)yn+ 12
)
=
(
1− h
2
+ O(h2))(1+ h
2
+ O(h2))exp(O(h2, (kh)2)yn+ 12 )
= 1+ O(h2, (kh)2) as h → 0.
Thus, the spatial structure of p is second-order accurate in h. The same conclusion applies to u, which is equal to p in (7)
and (12).
So, two factors determine the overall accuracy of the solution: kh (a measure of how well the along-shore oscillations
with wavenumber k are resolved), and h (a measure of how well the cross-shore structure with unit lengthscale is resolved).
From (14), the accuracy of the frequency is solely determined by kh; this is consistent with the derivation of (10), which
only involved along-shore derivatives. The cross-shore structure could be poorly resolved (and will be when h  1) yet the
frequency and wave speed will still be accurate for suﬃciently small k.
4. Grid aligned at 45◦ to the coast
We now examine discrete Kelvin wave solutions for propagation along a coast aligned at 45◦ to the C-grid. We take
the discrete representation of the coast to be a staircase lying between y = x− h and y = x, as illustrated in Fig. 2(a). The
discrete boundary conditions are thus
u 1 = 0, v 1 = 0, j ∈ Z. (16)j, j− 2 j+ 2 , j
644 S.D. Griﬃths / Journal of Computational Physics 255 (2013) 639–659Fig. 2. C-grid aligned at an angle of 45◦ to the coastline. (a) The continuum coastline lies along the dashed line y = x. The computational boundary is shown
as a thick black line, along with all p nodes (circles), u nodes on the boundary (grey disks) and v nodes on the boundary (black disks). (b) Relationship
between the standard (m,n) indexing and the rotated (M,N) indexing given by (18).
The corresponding continuum domain is y > x− xc , where xc could be positive or negative according to whether or not cut
grid cells are retained in the computational domain. In our detailed calculations, we suppose that xc = 0 so that the coastline
is at y = x. Then, using along-shore and cross-shore coordinates X = (x+ y)/√2 and Y = (y− x)/√2, the continuum Kelvin
wave solution (7a), (7b), (7c) becomes
p = u(t) = e−Y eikX , u(n) = 0, where u(t) = v + u√
2
, u(n) = v − u√
2
. (17)
Here, u(t) and u(n) are the components of the velocity that are tangential and normal to the coastline, respectively.
To construct discrete solutions, we introduce an along-shore index M and a cross-shore index N , deﬁned via
M =m+ n, N = n−m. (18)
Using these new indices, we write any variable w as
wm,n = WM,N , (19)
with (18) giving (M,N) in terms of (m,n). On u and v nodes, M + 1/2 and N + 1/2 are both integers, with UM,N only
deﬁned when M + N is odd and VM,N only deﬁned when M + N is even. On p nodes, M and N are both integers, with
PM,N only deﬁned when M + N is odd. Then, the discretised equations of motion (8) become
−iωUM,N − VM+1,N + VM,N−1 + VM−1,N + VM,N+1
4
= −
PM+ 12 ,N− 12 − PM− 12 ,N+ 12
h
, N  1
2
, (20a)
−iωVM,N + UM+1,N + UM,N−1 + UM−1,N + UM,N+1
4
= −
PM+ 12 ,N+ 12 − PM− 12 ,N− 12
h
, N  1
2
, (20b)
−iωPM,N +
UM+ 12 ,N− 12 − UM− 12 ,N+ 12 + VM+ 12 ,N+ 12 − VM− 12 ,N− 12
h
= 0, N  0. (20c)
At the coastal nodes, which have N = −1/2 from (16) and (18), we instead apply (16):
UM,− 12 = VM,− 12 = 0 for all M. (21)
4.1. Wavelike solutions
Since the geometry at ﬁxed N is invariant under translations on the grid in the along-shore direction (i.e., the M index),
we seek spatially periodic solutions of the form
UM,N = UˆNeiMθ , VM,N = Vˆ NeiMθ , PM,N = Pˆ NeiMθ . (22)
If we suppose that there is a spatial wavenumber k in the along-shore direction, then increasing M by unity at ﬁxed N
(which corresponds to moving a distance h/
√
2 ) increases the phase by kh/
√
2; so we set
θ = kh√ . (23)
2
S.D. Griﬃths / Journal of Computational Physics 255 (2013) 639–659 645Substituting (22) into (20) gives
−iωUˆN − 1
4
(
Vˆ N−1 +
(
eiθ + e−iθ )Vˆ N + Vˆ N+1)= −1
h
(
eiθ/2 Pˆ N− 12 − e
−iθ/2 Pˆ N+ 12
)
,
−iωVˆ N + 1
4
(
UˆN−1 +
(
eiθ + e−iθ )UˆN + UˆN+1)= −1
h
(
eiθ/2 Pˆ N+ 12 − e
−iθ/2 Pˆ N− 12
)
,
−iω Pˆ N + 1
h
(
eiθ/2UˆN− 12 − e
−iθ/2UˆN+ 12 + e
iθ/2 Vˆ N+ 12 − e
−iθ/2 Vˆ N− 12
)= 0,
which are simply coupled difference equations. Seeking solutions of the form
(UˆN , Vˆ N , Pˆ N) = γ Nj (A j, B j,C j), (24)
for some γ j and (A j, B j,C j) to be determined, we obtain(−iω −a j b j
a j −iω c j
b j c j −iω
)( A j
B j
C j
)
= 0,
where
a j =
(
γ j + γ −1j + 2cos θ
)
/4, (25a)
b j =
(
γ
− 12
j e
iθ/2 − γ
1
2
j e
−iθ/2)/h, (25b)
c j =
(
γ
1
2
j e
iθ/2 − γ −
1
2
j e
−iθ/2)/h. (25c)
For non-trivial solutions, the determinant of the 3× 3 matrix must vanish, leading to ω = 0 or ω2 = a2j − b2j − c2j . This latter
condition may be written as(
γ j + 1
γ j
)2
+ 4cos θ
(
1− 8
h2
)(
γ j + 1
γ j
)
+ 4
(
cos2 θ − 4ω2 + 16
h2
)
= 0,
⇒ γ j + 1
γ j
= 16cos θ
h2
(
1− h
2
8
±
√
1−
(
1+ cos2 θ
cos2 θ
)
h2
4
+ ω
2h4
16 cos2 θ
)
. (26)
The corresponding eigenvectors (24) have entries
A j = iωb j − a jc j, (27a)
B j = iωc j + a jb j, (27b)
C j = a2j − ω2. (27c)
At ﬁxed ω, the most general solution would involve a sum of four eigensolutions (24) corresponding to the four values
for γ j implied by (26). However, we seek Kelvin wave solutions, for which |γ j | < 1 (implying coastal trapping) and ω → k
as h → 0. In this limit, the right-hand side of (26) is greater than 2 (whether the plus or minus sign is taken), so that there
are four real roots for γ j , only two of which have |γ j | < 1. These two roots (γ1 and γ2) satisfy
γ1 + γ −11 = 2+ μ2h2 + O
(
h4
) ⇒ γ1 = 1− μh + μ2h2
2
+ O(h3) (28)
where μ =
√
1+ k2 − ω2
2
, (29)
γ2 + γ −12 =
32
h2
(
1+ O(h2)) ⇒ γ2 = h2
32
+ O(h4), (30)
where (23) has been used to expand cos θ for h  1. Note that γ1 represents a physical mode, giving cross-shore decay
on the scale of the Rossby radius of deformation, whilst γ2 represents a computational mode, with cross-shore decay
determined by the grid spacing h. For the latter, it is simple to show from (24), (25), (27) and (30) that
(UˆN , Vˆ N , Pˆ N) ∝ h2N(1,1,
√
2 ) as h → 0, (31)
which thus corresponds to a computational boundary layer with a signature in both the velocity and pressure. The possibility
of such computational boundary layers along staircase coastlines was noted by Pedersen [14] and Cangellaris and Wright
[10] in their calculations of (non-rotating) waves on the C-grid.
646 S.D. Griﬃths / Journal of Computational Physics 255 (2013) 639–659Fig. 3. The frequency of the discrete Kelvin wave on a staircase coastline, determined by a numerical solution of (33). The reciprocal 2π/kh of the abscissa
gives the number of grid points per wavelength in the along-shore direction. The left-most points plotted correspond to 256 grid points per wavelength;
the right-most points plotted correspond to the marginally resolved case with 4 grid points per wavelength. The dashed lines are the dispersion relation
(13a) for a straight coastline aligned with the grid.
The general coastally-trapped solution is a sum of the physical and computational modes, and using (24) is
( UˆN
Vˆ N
PˆN
)
= α1γ N1
( A1
B1
C1
)
+ α2γ N2
( A2
B2
C2
)
, (32)
for some α1 and α2, where (A j, B j,C j) are determined from (27) and (25). Non-trivial solutions satisfying the boundary
conditions (21), which imply Uˆ−1/2 = Vˆ−1/2 = 0 from (22), can thus only be found when∣∣∣∣ A1 A2B1 B2
∣∣∣∣= 0. (33)
Then, normalising the solution so that Pˆ0 = 1, which implies α1C1 + α2C2 = 1, and combining with either boundary condi-
tion to ﬁnd α1 and α2, (32) becomes( UˆN
Vˆ N
PˆN
)
= 1
C1 − (γ2/γ1)1/2A1C2/A2
(
γ N1
( A1
B1
C1
)
− γ
N+1/2
2
γ
1/2
1
( A1
B1
A1C2/A2
))
. (34)
Note that N + 1/2 should be a non-negative integer to evaluate UˆN and Vˆ N , and N should be a non-negative integer to
evaluate Pˆ N .
4.2. The dispersion relation
At given k and h, the discrete Kelvin wave frequency ω is determined by (33), with A1,2 and B1,2 given in terms of ω
using (27a), (27b), (25), and (26). These coupled nonlinear equations are solved easily using a Newton–Raphson iteration,
which is initialised with the continuum Kelvin wave frequency ω = k. Solutions for ω determined in this way are shown
in Fig. 3, for k = 1/2, 1, 3/2 and 2, and various values of h. In each case, it is clear that ω is less than the continuum
value k, and the errors in ω for this staircase coastline ∂Ωs are much greater than those for a straight coastline ∂Ω aligned
with the grid. For example, with eight grid points per wavelength, the errors with ∂Ωs are in the range 14–32% for these
values of k, whereas (13a) implies those with ∂Ω are under 3%. Further, the deviation of ω from k appears to scale with h
as h → 0 for ∂Ωs , rather than with h2 as implied by (14) for ∂Ω . The same kind of behaviour can be made out in Fig. 3
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 (given by (35)) of the discrete Kelvin wave on a staircase coastline, determined by a numerical solution of (33). The
dashed lines give least-squared ﬁts to each set of points by a quadratic in h. The solid horizontal line gives the theoretical prediction of (2
√
2)−1 for /h
as h → 0.
of Schwab and Beletsky [19], although the accuracy of their results was compromised by their less precise calculations
(involving time-stepping the equations of motion in a square basin).
To quantify the nature of the convergence, we measure the relative error in ω from the continuum value k via
 = k − ω
k
, (35)
which will be positive, since ω < k (from Fig. 3). To conﬁrm that  is proportional to h as h → 0, we consider /h as a
function of h for h  1. As shown in Fig. 4 for k = 1/2, 1, 3/2, and 2, /h does approach a constant 1 as h → 0, where
1 is independent of k. Its value may be estimated by ﬁtting a curve of the form /h = 1 + 2h + 3h2 to each set of
points in Fig. 4; for each value of k, we ﬁnd 1 = 0.35355, to ﬁve decimal places. However, the next-order correction 2
depends on k.
The numerical results may be conﬁrmed analytically by seeking an asymptotic solution for ω in the form
ω = k(1− 1h + O(h2)), as h → 0. (36)
Then, (29) implies μ = (1+ k21h + O (h2))/
√
2, so that (28) implies
γ1 = 1− h√
2
+
(
1− 2√2k21
4
)
h2 + O(h3). (37)
Substituting this and (30) in (25a), (25c), straightforward but lengthy calculations yield asymptotic expansions for a1,2 and
c1,2, and then for A1,2 from (27a):
a1 = 1+ O
(
h2
)
, c1 = ik − 1√
2
− k
21√
2
h + O(h2),
A1 = 1− k
2
√
2
+ k1√
2
(
2k + i(k2 − 1))h + O(h2),
(38)
a2 = 8
h2
(
1+ O(h2)), c2 = −4
√
2
h2
(
1− ikh
2
√
2
+ O(h2)),
A2 = 32
√
2
h4
(
1− ikh
2
√
2
+ O(h2)).
(39)
Note that b1,2 and B1,2 can be inferred: when h  1, so that γ1,2 are real, it follows from (25) and (27) that a1,2 are real
and b j = −c∗ , so that B j = A∗ . Then the solvability condition (33) becomes Im(A1A∗) = 0, and (38) and (39) implyj j 2
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(
1− k2)(1− 2√21) + O (h) = 0.
Thus, in the general case with h  k(1− k2), it follows that 1 = (2
√
2)−1, so that (36) gives
ω = k
(
1− h
2
√
2
+ O(h2)) as h → 0. (40)
This is the desired result. It shows that the frequency and phase speed of the Kelvin wave are only predicted to ﬁrst-order
accuracy in h as h → 0, in contrast to the solution when the coast and grid are aligned which is accurate to second-order
in h. Further, the relative error  = (2√2 )−1h + O (h2) is independent of k as h → 0.
The asymptotic results agree with the numerical solutions shown in Fig. 4, where we found  ∼ 0.35355h as h → 0. The
numerical solutions show that the same relative error is obtained when k = 1, where a modiﬁed asymptotic analysis would
be required.
4.3. Asymptotic behaviour of the horizontal structure as h → 0
Having determined ω, the horizontal structure (34) may be deduced as h → 0. For γ1,2, we substitute 1 = (2
√
2)−1 in
(37), and use the leading-order term of (30):
γ1 = 1− h√
2
+
(
1− k2
4
)
h2 + O(h3), γ2 = h2
32
+ O(h4). (41)
For A1,2, we substitute 1 = (2
√
2)−1 in (38), and use (39). Then B1,2 may be deduced, since B j = A∗j in this limit. Finally,
for C1,2 we calculate the ﬁrst two terms of (27c) using (38), (39) and (40):
C1 = 1− k2 + k
2h√
2
+ O(h2), C2 = 64
h4
(
1+ O(h2)). (42)
Then A1C2/A2 = (1 − k2) + k2h/
√
2 + O (h2) = C1 + O (h2) (so that the two column vectors in (34) agree to O (h2)), and
C1 − (γ2/γ1)1/2A1C2/A2 = (1− k2) +
√
2(5k2 − 1)h/8+ O (h2). So (34) becomes
( UˆN
Vˆ N
PˆN
)
=
(
γ N1 −
γ
N+1/2
2
γ
1/2
1
)⎛⎝1/
√
2+ (1− 2ik)h/8
1/
√
2+ (1+ 2ik)h/8
1+ √2h/8
⎞
⎠+ O(h2), (43)
with γ1,2 given by (41). The term involving γ N1 (the physical mode) dominates when N  1 or when N  0 and h  1, since
the term involving γ N+1/22 (the computational mode) is O (h2N+1). However, the two terms cancel out when N = −1/2, in
order to satisfy the boundary conditions (21). For small positive values of N and moderate values of h, there is a transition
between these two regimes – i.e., a computational boundary layer (cf. [14,10]).
The accuracy of the spatial structure can be assessed by comparing (43) with the continuum solution (17). For the
pressure, the accuracy is largely determined by the rate of decay away from the coast of the physical mode. For N  1,
Pˆ N = γ N1 + O (h) = exp(N logγ1) + O (h) = exp(−rYN ) + O (h), where YN = Nh/
√
2 is the distance perpendicular to the
coastline, and
r = −
√
2
h
logγ1 = 1+ k
2h
2
√
2
+ O(h2) as h → 0,
using (41). Since the continuum solution (17) has a decay rate r = 1, the decay rate of the discrete solution is thus only
accurate to ﬁrst-order in h, so that the spatial structure of the pressure is also only accurate to ﬁrst-order in h. This is to be
contrasted with the behaviour (15) when the coast and grid are aligned, with r = 1+ O (h2) as h → 0.
If the coastal u and v nodes lay within the continuum domain, then there would be O (1) errors in the velocity at those
nodes (since the continuum ﬂow is alongshore, whereas either u or v is zero in the discrete solution). However, as we have
formulated the problem, with the coastal u and v nodes outside of the continuum domain as shown in Fig. 2(a), such O (1)
errors do not arise. Then, for the interior velocity nodes (with N  1), (43) matches the continuum solution (17) to leading
order. However, there is an error at O (h), which is clearly illustrated by calculating the normal velocity u(n) = (v − u)/√2
implied by (43) on the pressure nodes:
U (n)M,N =
1√
2
(VM− 12 ,N− 12 + VM+ 12 ,N+ 12 − UM− 12 ,N+ 12 − UM+ 12 ,N− 12 ) =
(
ikh
2
√
2
γ N1 + O
(
h2
))
eiMθ . (44)
Thus, the normal velocity is not identically zero, as in the continuum solution (17) or the discrete solution (12) when the
coast and grid are aligned. Instead, there is a weak cross-shore ﬂow of O (h). We conclude that the discrete solution (43)
for u and v is (at best) ﬁrst-order accurate in h.
S.D. Griﬃths / Journal of Computational Physics 255 (2013) 639–659 649Fig. 5. Geometry of the periodic channel used for numerical experiments. Dashed lines indicate the position of the nominal channel walls. The computational
boundary is shown as a thick black line, along with all p nodes (circles), u nodes on the boundary (grey disks) and v nodes on the boundary (black disks).
The short arrows and numbers indicate u nodes that are shared with the other end of the channel.
5. Numerical results
We have shown that the frequency and horizontal structure of Kelvin waves are obtained at second-order in h when the
grid and coast are aligned, but only at ﬁrst-order in h when the grid and coastline are aligned at 45◦ . We now conﬁrm
these results and investigate other alignments numerically.
5.1. The numerical model
The numerical experiments are performed in a periodic channel of length L and (ﬁnite) width D . The channel is dis-
cretised on the C-grid as shown in Fig. 5, with the left-most and right-most u nodes mapping to each other. The number
of grid cells in the x-direction and across the channel in the y-direction are nx and ny , respectively, and the vertical offset
between the ends of the channel is ns grid cells. So, in Fig. 5, nx = 6, ny = 4, and ns = 3. Denoting the angle between the
channel walls and x-axis by θ , it follows that the geometry must be chosen so that
nyh cos θ = D, (45a)
L cos θ = nxh, (45b)
L sin θ = nsh. (45c)
In particular, (45b), (45c) imply that tan θ = ns/nx must be chosen to be a rational number.
The nondimensional discretised equations of motion (8) and boundary conditions are written as an N × N linear system
(L − iωI)a= 0, where a is a column vector containing all of the unknowns, and N is the total number of u, v , and p nodes
within the domain. This is an eigenvalue problem for the unknown frequency ω; starting from an initial guess, particular
eigenvalues are found iteratively using a routine from ARPACK [25]. At ﬁxed θ , an eigenvalue ω is ﬁrst found at large nx
starting from an initial guess ω = k = 2π/L, which is the frequency for a continuum Kelvin wave of wavelength L. The
discrete solution obtained is then tracked to smaller values of nx using initial estimates for ω based on eigenvalues already
obtained for larger values of nx .
Although we have formally considered Kelvin waves in a half-space in our analysis, the continuum solution (7) and the
discrete solution of Section 3 remain valid in a channel of width D , since the cross-shore ﬂow is everywhere equal to zero.
The discrete solution of Section 4 is not valid in a channel of ﬁnite width, since the condition of no normal ﬂow has not
been applied at the far coastline. However, since solutions decay exponentially in the cross-shore direction, the resulting
discrepancy between theory and numerics is expected to be exponentially small in D . We take D close to 4π ; in test runs,
the values of ω thus obtained change by less than 10−12 when the solutions are recalculated with D close to 8π .
5.2. Veriﬁcation of theoretical results
We measure the relative error in the frequency from the continuum value (7d) using , deﬁned in (35). Shown in Fig. 6
are calculations of  when θ = 0 and θ = π/4, for along-shore wavenumbers k = 1/2, 1 and 2 in a channel of width
650 S.D. Griﬃths / Journal of Computational Physics 255 (2013) 639–659Fig. 6. Comparison of analytical predictions and numerical results when θ = 0 or π/4. The domain width is ﬁxed at D = 4π , but the domain length
L = 2π/k varies with k. In the lower right half (shown red in colour) are results for θ = 0; in the upper left half (shown blue in colour) are results for
θ = π/4. The symbols denote results from numerical experiments. Dashed lines are theoretical predictions at θ = 0 based on (13a), for k = 1/2, 1 and 2.
The solid line is the theoretical prediction at θ = π/4 based on (40), which is independent of k. (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the web version of this article.)
Table 1
Numerically determined 1 (to four decimal places), such that  = 1h +
O (h2) as h → 0. These estimates are obtained from the results shown in
Fig. 8 (with k = 1 and D ≈ 4π ), but they appear to generalise to other
values of k.
tan θ θ 1
1/1 45.0◦ 0.3536
1/2 26.6◦ 0.3236
1/4 14.0◦ 0.2284
1/8 7.1◦ 0.1439
1/16 3.6◦ 0.0860
D = 4π . It is clear that there is excellent agreement between the numerical results and the analytical predictions, even for
relatively large values of h. The more rapid convergence when θ = 0 is evident, with (13a) giving  ∼ (kh)2/24 as h → 0,
thus implying greater errors for short waves. In contrast, when θ = π/4, the theoretical prediction based on (40), which
implies  ∼ (2√2)−1h as h → 0, is conﬁrmed, with  independent of k for h  1.
The horizontal structure of the solutions is shown in Fig. 7, for calculations with nx = 16. In the bottom row, for θ = 0,
one can see that the pressure p and tangential velocity u(t) are equal, and the normal velocity u(n) = 0, in agreement with
the continuum solution. In the top row, for θ = π/4, one can see that the pressure p and tangential velocity u(t) are close
to being equal outside the computational boundary layer, and that there is a weak cross-shore ﬂow u(n) , in agreement
with (44).
5.3. Arbitrarily aligned grid and coast
We have no analytical predictions for the accuracy of the solution when 0 < θ < π/4. However, numerical results show
that ﬁrst-order convergence in h is attained, as when θ = π/4. Shown in Fig. 8 is the behaviour of  as a function of h
when k = 1, for four different values of θ in (0,π/4), along with that for θ = π/4. For each value of θ , also shown is a line
 = 1h, determined numerically by ﬁtting each set of points via /h = 1 + 2h + 3h2. One can see that these lines
give excellent ﬁts, showing that ﬁrst-order convergence in h is obtained as h → 0 for each value of θ , even for θ  1. The
corresponding values of 1 are shown in Table 1; they decrease from the analytical prediction of (2
√
2)−1 at θ = π/4 to
much smaller values as θ → 0. (The same values of 1 are obtained when the analysis is repeated at k = 1/2 and k = 2,
suggesting that 1 is independent of k, as was proved to be the case when θ = π/4.) However, even when θ  1, so that
the channel may have just a single step, the convergence in the frequency is still reduced to ﬁrst-order in h.
S.D. Griﬃths / Journal of Computational Physics 255 (2013) 639–659 651Fig. 7. Snapshots of discrete Kelvin wave solutions, calculated numerically using nx = 16. Top row: θ = π/4. Second row: tan θ = 1/2. Third row: tan θ = 1/4.
Bottom row: θ = 0. The along-shore (tangential) ﬂow u(t) = u cos θ + v sin θ and the cross-shore (normal) ﬂow u(n) = v cos θ − u sin θ are calculated at p
nodes using second-order centred differences. In each panel, the black line indicates the position of the continuum coastline.
The horizontal structure of solutions with tan θ = 1/2 and tan θ = 1/4 is shown in the second and third rows of Fig. 7.
In both cases, the Kelvin wave structure is clearly visible in p and the along-shore ﬂow u(t) . However, in both cases the
staircase boundaries induce a non-zero cross-shore ﬂow u(n) , which is inconsistent with the continuum solution.
6. Forced solutions
Although the free Kelvin wave problem is of considerable theoretical importance, problems with forcing and damping
have greater practical importance. In nature, the forcing could be due to a wind stress at the free surface or an astronomical
tidal potential, and the damping could be due to the turbulent stress of a bottom boundary layer. Regardless of the details,
652 S.D. Griﬃths / Journal of Computational Physics 255 (2013) 639–659Fig. 8. The dependence of the relative error  and the convergence rate on the angle θ between coast and grid, for 0 < θ  π/4. Symbols correspond to
the results of numerical experiments; the dashed lines give numerically determined ﬁts to this data of the form  = 1h. Here k = 1 (so L = 2π ) and
D ≈ 4π .
the forced response is composed of shallow-water waves, possibly including Kelvin waves, with the largest amplitudes in
waves with a natural frequency ω f close to that of the forcing frequency ω; various examples of this sort are given in
Chapters 9 and 10 of Gill [16]. When ω ≈ ω f , there is a large amplitude near-resonant response, the size of which is
sensitive to the weak damping and |ω − ω f |. Thus, in numerical solutions of near-resonantly forced waves, we anticipate
that errors in ω f (associated with the spatial discretisation) could lead to non-trivial errors in the forced response.
We investigate this in an idealised setting, by calculating the response to a prescribed time-harmonic forcing and linear
damping, in our existing geometry of a periodic channel of length L and width D , as illustrated in Fig. 5. We again consider
the nondimensional equations (6) for motions of the form (5) with frequency ω, but with forcing and damping terms
∇Φ −u added to the right-hand side of (6a), (6b). We take Φ(x, y) = (1+ y)/(5/4+cos(2πx/L)), with x the distance along
the channel and y the distance across the channel; this particular forcing is not chosen with any particular application in
mind, but rather to ensure the excitation of a wide spectrum of shallow-water waves. For simplicity, the damping is taken
to be linear, with timescale −1. We take  = 0.05, corresponding to weak damping (  ω), as would typically be the case
in lakes and oceans.
Solutions are calculated numerically by writing the discretised equations of motion and boundary conditions as a linear
system (L − iωI)a = b, where a is a column vector containing all of the unknowns, and b is a column vector containing
the forcing. The system is solved by a direct matrix inversion for two cases: (i) where the channel and grid are aligned;
(ii) where the channel and grid are aligned at 45◦ (i.e., the coasts are perfect staircases). The nature of the response thus
obtained is characterised by the time-averaged and domain integrated energy
E(ω) = h
2
4
∑
m,n
(|uˆm,n+ 12 |2 + |vˆm+ 12 ,n|2 + |pˆm+ 12 ,n+ 12 |2).
Solutions have been calculated for the parameters D = π/2 and L = 4π , implying that along-channel wavenumbers
k = {1/2,1,3/2,2, . . .} are permitted. Since our focus here is on Kelvin waves (with frequencies ω = k = {1/2,1,3/2,2, . . .})
rather than Poincaré waves (e.g., [16], with frequencies ω 
√
1+ k2 + (π/D)2 √21/2), we restrict attention to the fre-
quency range 0.2 ω  1.8, thus allowing resonances for Kelvin waves at ω = 1/2, 1 and 3/2. Note that, at mid-latitudes
with f˜ = 10−4 s−1, the corresponding dimensional frequency range of 0.2 × 10−4 s−1 to 1.8 × 10−4 s−1 includes both
diurnal and semi-diurnal (tidal) frequencies of 0.7× 10−4 s−1 and 1.4× 10−4 s−1.
The energy E of the forced response is shown as a function of forcing frequency ω in Fig. 9(a), for the case where the
channel and grid are aligned, at relatively low resolution (h = π/6, or 24 points along the channel) and high resolution
(h = π/32, or 128 points along the channel). As expected, the response is largest when ω is close to 1/2, 1 or 3/2,
corresponding to the near-resonant excitation of a Kelvin wave. However, the maxima in E are displaced a little to the
left of the continuum resonant frequencies, since the frequency of discrete Kelvin waves (14) is reduced by O (kh)2 in this
S.D. Griﬃths / Journal of Computational Physics 255 (2013) 639–659 653Fig. 9. Numerical solutions for forced–damped Kelvin waves in a channel. (a) Domain integrated energy E as a function of forcing frequency ω, when the
channel and grid are aligned. Results are calculated at increments of 0.01 in ω, and are shown for two different spatial resolutions. The vertical dashed
lines denote the underlying resonances of (continuum) Kelvin waves in this frequency range, at ω = 1/2, 1, and 3/2. (b) As for (a), but with the channel
and grid aligned at 45◦ (i.e., perfect staircase coastlines). (c) Domain integrated energy E as a function of grid spacing h, when the channel and grid are
aligned. Results are shown at ﬁve different forcing frequencies, clustered around a resonance at ω = 1. (d) As for (c), but with the channel and grid aligned
at 45◦ (i.e., perfect staircase coastlines).
orientation. The displacement is most pronounced at h = π/6 and for the shortest resonant wave (with k = ω = 3/2), which
is then resolved by just 8 points per wavelength.
A corresponding plot is shown in Fig. 9(b) for the case where the channel and grid are aligned at 45◦ . The same overall
pattern is obtained, but the maxima in E are now further to the left of the continuum resonant frequencies. These greater
displacements are due to the larger frequency reduction (40) of O (h) for discrete Kelvin waves travelling along staircase
coastlines. The errors are obvious when h = 0.555, corresponding to about 22 grid points per wavelength for the longest
mode with k = 1/2, but are still evident when h = 0.093, corresponding to 135 grid points per wavelength at k = 1/2.
It is clear from Fig. 9(a), (b) that the amplitude of the forced response is sensitive to the spatial resolution and the
orientation of the grid, especially for near-resonant forcing. This is quantiﬁed in Fig. 9(c), (d), where E is shown as a
function of h at ﬁve values of ω clustered around the continuum Kelvin wave resonance at ω = 1. In Fig. 9(c), for the case
where the channel and grid are aligned, it can be seen that E converges rapidly as h → 0, with errors of 10% or more in E
only when the forcing is near resonant (|ω − 1| 0.1) and h  0.5 (corresponding to less than 13 points per wavelength).
In Fig. 9(d), for the case where the channel and grid are aligned at 45◦ , it can be seen that the solutions do converge
towards the same values of E as h → 0, but at a much slower rate. At resonance (ω = 1), to obtain E to within 10% of
the limiting value requires h  0.05, corresponding to more than 125 grid points per wavelength. Note that the energy of
resonant modes will always be underestimated when the frequencies of free waves are reduced by the spatial discretisation,
since the peak of the response will be shifted to the left in frequency space, as in Fig. 9(a), (b). The same conclusion holds
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those modes just below resonance (e.g., at ω = 0.9), consistent with the results shown in Fig. 9(c), (d).
Thus, staircase boundaries degrade the accuracy of forced shallow-water solutions involving Kelvin waves. Even when
the Kelvin waves are apparently well-resolved (e.g., with 125 grid points per wavelength), the errors in the amplitude of
the response can be 10% or more, if near-resonant waves are involved (although note that the amplitude of the response
is sensitive to the assumed value of the damping coeﬃcient ). The degradation is likely to be non-trivial for tidal ﬂows,
which often involve the near-resonant forcing of Kelvin waves (e.g., [26,27]). For example, barotropic Kelvin waves on con-
tinental shelves (which dominate the tidal response around the U.K., for example) have a wavelength of about 1000 km at
semi-diurnal frequencies, so that a grid spacing of about 5 km (or 1/20th of a degree of latitude) would be required to
obtain frequencies to within 1% (see Fig. 8). Although such resolution is attainable by regional models, it is at the limit for
present-day global tidal models. Indeed, this may be one of the reasons for the strong resolution dependence of global tidal
solutions [28,27], which are typically overly energetic at lower resolutions (cf. the curve for ω = 0.9 in Fig. 9(d)).
7. Implementation of boundary conditions
Having established in Sections 4 and 5 that staircase boundaries lead to discrete Kelvin wave solutions that are accurate
to ﬁrst-order in grid spacing h, we now consider how the boundary treatment may be modiﬁed to achieve second-order
accuracy. In this brief discussion, we restrict attention to the conﬁguration of Fig. 2(a), with the grid aligned at 45◦ to the
continuum coastline at y = x. Then, the coast has a unit normal vector n and unit tangential vector t given by
n= (1,−1)√
2
, t= (1,1)√
2
,
and the coastal boundary condition is
u · n= 0 on y = x. (46)
We consider how this is implemented on an arbitrary coastal grid cell [xn, xn+1], [yn, yn+1].
7.1. The staircase approximation
In the staircase approximation, the computational coastline is deformed from y = x to enclose the entire coastal grid cell,
and one applies un+1,n+1/2 = 0 and vn+1/2,n = 0. Assuming that ∂u/∂x and ∂v/∂ y are of order unity, these two boundary
conditions imply that un+1/2,n+1/2 = O (h) and vn+1/2,n+1/2 = O (h) respectively, so that u · n = O (h) at (xn+1/2, yn+1/2)
and (46) is satisﬁed to ﬁrst-order. It would thus be surprising if the resulting discrete solutions were more accurate than
ﬁrst-order in h.
The same reasoning implies that u · t = O (h) at (xn+1/2, yn+1/2), i.e., that the tangential component of the ﬂow is also
restricted to be small, suggesting the possibility of O (1) errors. However, as was illustrated in the top row of Fig. 7, whilst
u · n is of O (h) in numerical solutions (as expected), u · t is of order unity at (xn+1/2, yn+1/2). The disparity between
this outcome and our reasoning arises because the discretised representations of ∂u/∂x and ∂v/∂ y are not of order unity
at the coastline as assumed – rather, they have magnitude h−1 because of the thin computational boundary layer. The
reason why the restriction on u · t is eased whilst that on u · n is maintained is because the computational mode (31) has
(UˆN , Vˆ N) ∝ (1,1) as h → 0 (whatever the frequency of the wave), so that to satisfy the staircase boundary conditions the
physical mode is forced to have the same horizontal structure, with (UˆN , Vˆ N) ∝ (1,1) too, as h → 0. Then just one grid point
away from the coast, where the amplitude of the computational mode has fallen from order unity to O (h2), the discrete
solution is dominated by the physical mode and thus has (UˆN , Vˆ N) ∝ (1,1) to leading order, so that u · n is constrained to
be small with no restriction on u · t. Thus, the staircase boundary conditions have the desired effect of constraining u · n
alone because of the particular horizontal structure of the computational mode, although it would have been hard to predict
this outcome in advance.
7.2. Higher-order approximations
These issues can be circumvented by abandoning the artiﬁcial deformation of the continuum domain to a staircase
boundary, and instead taking the computational domain to match the continuum domain. We retain the grid and nodes
shown in Fig. 2(a), i.e., a regular Cartesian grid with no deformation or reﬁnement near the coastline. Then the velocity
nodes un+1,n+1/2 and vn+1/2,n lie outside the computational domain and are regarded as ghost nodes, to be used to satisfy
boundary conditions or dynamical conditions elsewhere in the continuum domain. For example, these ghost nodes will be
required in the calculation of the Coriolis terms in (8a) at (xn, yn+1/2) and in (8b) at (xn+1/2, yn+1), and in the calculation
of ∇ · u in (8c) at the coastal pressure node at (xn+1/2, yn+1/2). However, these ghost nodes can also be used to discretise
(46). This can be achieved to second-order accuracy at the pressure node (xn+1/2, yn+1/2) via
un,n+ 12 + un+1,n+ 12√ =
vn+ 12 ,n + vn+ 12 ,n+1√ , (47)2 2 2 2
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 (given by (35)) of the discrete Kelvin wave on a straight coastline aligned at 45◦ to the grid. Shown are numerical
estimates of 2 at different values of k, such that  ∼ 2h2 as h → 0, determined by a ﬁt to numerical solutions of (50). The dashed line gives the
corresponding curve 2 = k2/24 when the coast and grid are aligned.
or at the vorticity node (xn, yn) via
un,n− 12 + un,n+ 12
2
√
2
=
vn− 12 ,n + vn+ 12 ,n
2
√
2
. (48)
With the equations of motion (8) applied at all nodes within the computational domain (including the coastal pressure
nodes on the boundary), we again consider the general discrete solution (32) for (unforced) Kelvin waves on the C-grid.
Then instead of applying the two staircase conditions un+1,n+1/2 = 0 and vn+1/2,n = 0, which yielded the dispersion relation
(33), we apply (47) and (48), which in terms of the rotated indices (18) imply
UM+ 12 ,− 12 + UM− 12 , 12 = VM− 12 ,− 12 + VM+ 12 ,− 12 ,
UM+ 12 , 12 + UM− 12 ,− 12 = VM+ 12 ,− 12 + VM− 12 , 12 ,
respectively. For wavelike solutions of the form (22), we then have
e+iθ/2Uˆ− 12 + e
−iθ/2Uˆ 1
2
= e−iθ/2 Vˆ− 12 + e
+iθ/2 Vˆ 1
2
, (49a)
e−iθ/2Uˆ− 12 + e
+iθ/2Uˆ 1
2
= e+iθ/2 Vˆ− 12 + e
−iθ/2 Vˆ 1
2
, (49b)
which imply Uˆ1/2 = Vˆ−1/2 and Vˆ1/2 = Uˆ−1/2 (cf. Uˆ−1/2 = Vˆ−1/2 = 0 for staircase boundaries). Substituting from the general
solution (32) for Kelvin waves, non-trivial solutions are only obtained when∣∣∣∣∣γ
+1/2
1 A1 − γ −1/21 B1 γ +1/22 A2 − γ −1/22 B2
γ
−1/2
1 A1 − γ +1/21 B1 γ −1/22 A2 − γ +1/22 B2
∣∣∣∣∣= 0, (50)
where A j , B j and γ j are determined from (25), (26) and (27). Like (33), which is the dispersion relation for discrete Kelvin
waves with staircase boundary conditions, (50) is a dispersion relation for these modiﬁed boundary conditions. It can be
solved easily using a Newton–Raphson iteration, which is initialised with the continuum Kelvin wave frequency ω = k. As
expected, solutions for ω determined in this way are found to be second-order accurate in h. Writing the relative error
 ∼ 2h2 as h → 0 and making a ﬁt to data determined numerically from (50), we ﬁnd values for 2 as a function of k as
shown in Fig. 10. Also shown is the corresponding curve 2 = k2/24 obtained when the coast and grid are aligned, from
(14). So, the errors from solutions on a grid aligned at 45◦ to the coastline need be no larger than those when the coast
and grid are aligned, provided appropriate coastal conditions (such as (47) and (48)) are applied.
In addition to achieving second-order accuracy in the Kelvin wave frequency, these modiﬁed boundary conditions lead
to a reduction in the amplitude of the computational mode in the solution. This can be quantiﬁed by calculating
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∣∣∣∣α2γ
−1/2
2 A2
α1γ
−1/2
1 A1
∣∣∣∣ and φp =
∣∣∣∣α2C2α1C1
∣∣∣∣, (51)
which measure the ratio of the maximum amplitude of the computational mode to that of the physical mode, for the
velocity (taking N = −1/2 in (32)) and pressure (taking N = 0 in (32)), respectively. As h → 0, we can use the scalings
γ1 ∼ 1− h√
2
, γ2 ∼ h
2
32
, A1 ∼ 1− k
2
√
2
, A2 ∼ 32
√
2
h4
, C1 ∼ 1− k2, C2 ∼ 64
h4
,
which are obtained from (41), (38), (39) and (42), to write
φu,v ∼ 256
√
2
|1− k2|h5
∣∣∣∣α2α1
∣∣∣∣ and φp ∼ 64|1− k2|h4
∣∣∣∣α2α1
∣∣∣∣ as h → 0.
For the standard staircase boundary conditions, Uˆ−1/2 = 0 implies α1γ −1/21 A1 + α2γ −1/22 A2 = 0, so that α2/α1 ∼
−(256√2)−1(1 − k2)h5, giving φu,v ∼ 1 and φp ∼ (4
√
2)−1h as h → 0. That is, the computational mode has the same
amplitude as the physical mode in (u, v) at the boundary (where it must do so for the boundary conditions to be satis-
ﬁed), but it only appears as a small correction of O (h) in p. For the modiﬁed boundary conditions (47) and (48) leading
to (50), Uˆ1/2 = Vˆ−1/2 implies (γ 1/21 A1 − γ −1/21 B1)α1 + (γ 1/22 A2 − γ −1/22 B2)α2 = 0, so that α2/α1 ∼ −(1− k2)h6/512, giving
φu,v ∼ h/
√
2 and φp ∼ h2/8 as h → 0. Thus, the amplitude of the computational mode is reduced by one order in h, and
it will be hard to see the computational boundary layer in the horizontal structure when h  1. Further, the horizontal
derivatives of u and v at the boundary associated with the computational mode are order unity, rather than of magni-
tude h−1 as for the staircase boundary conditions, suggesting that standard Taylor expansions leading to (47) and (48) are
self-consistent.
Applying (47) and (48) is not the only way to obtain discrete Kelvin wave solutions to second-order accuracy. Instead of
applying u · n = 0 twice for each coastal grid cell, one may apply either (47) or (48) along with a dynamical condition. For
example, taking the projection of the momentum equations (6a), (6b) in the along-shore direction gives
−iωu · t= −t · ∇p at y = x,
where the Coriolis term, which is proportional to u · n, vanishes due to (46). This equation may be discretised to second-
order accuracy at the pressure node (xn+1/2, yn+1/2) via
−iω
(un,n+ 12 + un+1,n+ 12
2
√
2
+
vn+ 12 ,n + vn+ 12 ,n+1
2
√
2
)
= −
pn+ 32 ,n+ 32 − pn− 12 ,n− 12
2
√
2h
, (52)
which for wavelike solutions (22) implies
eiθ/2Uˆ− 12 + e
−iθ/2Uˆ 1
2
+ e−iθ/2 Vˆ− 12 + e
iθ/2 Vˆ− 12 =
2 sin2θ
ωh
Pˆ0.
When coupled with (49a), one may obtain another dispersion relation for discrete Kelvin waves in the form of a vanishing
determinant, by substituting from (32) and demanding non-trivial solutions. Frequencies obtained in this way are again ac-
curate to second-order in h, and lead to values of 2 within 10−5 of those obtained from (50), i.e., they are indistinguishable
to those shown in Fig. 10.
We conclude that it is possible to obtain discrete Kelvin wave solutions that are accurate to second-order in h (at least
in wave frequency ω) using a regular grid identical to that of the standard staircase formulation, provided appropriate
boundary conditions are implemented. Such schemes have the advantage that existing grid generation algorithms may be
used, with only minor changes to the discretised equations of motion being required at the coastal nodes. This approach is
similar to others used for modelling acoustic and electromagnetic waves (e.g., [29–32,13]), although the Coriolis terms of
the rotating shallow-water equations place additional restrictions on the choice of discretisation.
8. Summary and discussion
8.1. Summary
On the Arakawa C-grid, the representation of a straight coastline as a staircase has a profound inﬂuence on the accuracy
of discrete Kelvin wave solutions. We have shown that the frequency and horizontal structure of the discrete Kelvin wave
then converge towards the continuum values at ﬁrst-order in grid spacing h, despite the second-order ﬁnite differences used
within the domain. This was proved analytically when the coast is aligned at 45◦ to the grid, but we have demonstrated
numerically that the same result holds for other values of the angle θ between the coastline and the grid, even when θ  1.
This is to be contrasted with solutions for which the coast and grid are aligned, where we proved that the frequency and
horizontal structure are obtained at second-order in h.
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relative error  ≈ h2/24 in the frequency and phase speed, (ii) grid and coast at an angle of tan−1(1/8) = 7.1◦ , with
 ≈ 0.14h (from Table 1); (iii) grid and coast at an angle of 45◦ , with  ≈ (2√2)−1h ≈ 0.35h. To obtain the frequency
and phase speed to within 10% (i.e.,  < 0.1), implies (i) h  1.55, or 4 points per wavelength; (ii) h  0.70, or 9 points
per wavelength, (iii) h  0.28, or 22 points per wavelength. To obtain the frequency and phase speed to within 1% (i.e.,
 < 0.01), implies (i) h  0.49, or 13 points per wavelength; (ii) h  0.069, or 90 points per wavelength, (iii) h  0.028,
or 222 points per wavelength. In practice, model coastlines would most likely be irregular and thus contain a range of
angles, suggesting that scenario (iii) would give the most reasonable resolution estimates. Then, high accuracy solutions
(with frequency and phase speed correct to within 1%) may only be obtained at considerable computational expense (over
200 grid points per wavelength), perhaps making the computation infeasible in large domains.
In addition to recovering the frequency and phase speed, it is desirable for discrete solutions to recover two other
important properties of the continuum Kelvin wave: no cross-shore ﬂow, and no dispersion (d2ω/dk2 = 0). When the coast
and grid are aligned, the discrete Kelvin wave solution (9) has zero cross-shore ﬂow, and d2ω/dk2 is O (h2). When the coast
and grid are not aligned, we have shown that staircase boundary conditions induce a weak cross-shore ﬂow in the discrete
solution, which was shown to be O (h) when the coast is aligned at 45◦ . Such a ﬂow is undesirable, physically. There is
better news for dispersion. Since the O (h) correction to the phase speed is independent of k (which was proved analytically
for θ = π/4, although it appears to generalise to 0 < θ < π/4), it follows that d2ω/dk2 is O (h2). So, the dispersive errors
with staircase boundaries are of the same order of magnitude as those when the coast and grid are aligned. Of course,
here we have sought solutions that are time-harmonic and have thus only considered errors due to spatial differencing. For
time-dependent calculations, the time-stepping scheme could also introduce dispersive errors; some discussion of this for
Kelvin waves (when the coast and grid are aligned) is given by Henry [33].
The degree to which solutions calculated using staircase boundaries are degraded will depend upon the nature of the
problem under consideration. As shown in Section 6, the degradation could be severe for problems involving the near-
resonant forcing of Kelvin waves, since even small errors in the frequencies of the waves can lead to large errors in the
forced response. Such degradation is likely to be encountered when simulating tidal ﬂows, which often involve a strong
Kelvin wave component (e.g., [26,27]) and for which the response is dominated by waves coming into resonance with the
tidal forcing. Thus, Kelvin wave frequencies need to be calculated to high accuracy, and this is unlikely to be achieved with
staircase boundaries for large-scale calculations. Indeed, staircase boundary conditions may be one of the reasons for the
strong resolution dependence of global tidal solutions at low spatial resolutions [28,27].
In addition to the errors in the frequency and wave speed, the horizontal structure of the discrete Kelvin wave solutions
inherits a (non-physical) computational boundary layer when the coast and grid are not aligned. This was examined in detail
when θ = π/4, where it was shown that the discrete equations of motion admit two modes trapped against the coastline:
a physical mode, and a computational mode (cf. [14,10]). The latter leads to a computational boundary layer with a width
scaling like h2, which is a key part of the discrete Kelvin wave solution, since it is required to bring the velocity to zero at
the coast. Further, as discussed in Section 7.1, the horizontal structure of the computational mode plays a profound role in
constraining the normal component of the ﬂow to be small close to the coastline, whilst leaving the tangential component
of the ﬂow unconstrained.
8.2. Discussion
Throughout this study, we have assumed a ﬂuid of constant depth bounded by straight coastlines. More generally, one
must consider spatially varying bathymetry and curved coastlines. In the shallow-water model, the alignment of any vary-
ing bathymetry with the grid should not inﬂuence the convergence of the numerical scheme, provided the bathymetry is
smooth and well-resolved on the model grid – it is simply a matter of suﬃciently accurate horizontal differentiation of the
bathymetry in the pressure equation. (Of course, for a fully three-dimensional model with staircase bathymetry, one would
only expect ﬁrst-order convergence in the vertical grid spacing, possibly leading to the kind of numerical errors reported
elsewhere [8].) For a smooth curved coastline represented as a staircase, the same ﬁrst-order discretisation errors examined
here will occur, degrading the accuracy of schemes with spatial differencing of second-order or higher in the ocean interior.
However, it is worth noting that real coastlines are not smooth; indeed, they are often regarded as having a fractal geom-
etry, with features on arbitrarily small lengthscales [34]. In such cases, one might argue that a stepped coast is a better
representation of reality than a smooth coast, and that the discrete Kelvin wave solutions (for a perfect staircase) could be
more physically relevant than the continuum solutions (for a perfectly straight coastline). The staircase-induced retardation
of the Kelvin waves in the discrete solutions would then be regarded as the imprint of a real physical effect due to a rough
coastline. This is consistent with the results of Mysak and Tang [35], who showed analytically that the speed of (contin-
uum) Kelvin waves at a straight coastline is reduced when small random deviations are added. A detailed discussion of the
interplay between grid size and the resolution of the bathymetry and coastline, and how this inﬂuences model accuracy, is
well beyond the scope of this study, but has been addressed to some extent elsewhere (e.g., [36,37]).
Although our calculations have been restricted to Kelvin waves on the C-grid, it is likely that staircase boundaries also
lead to ﬁrst-order accuracy for similar types of motion on the C-grid, and perhaps on other types of ﬁnite-difference grid too,
for the reasons given in Section 7.1. As discussed in the Introduction, the results of Pedersen [14] and Greenberg et al. [15]
for other simple ﬂows are consistent with this conclusion. Similar ﬁrst-order convergence is also expected for other systems
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the case of no-slip boundaries, when both components of the velocity are set to zero which is apparently consistent with
staircase boundary conditions, there is still a ﬁrst-order geometrical error in doing so – although this could be improved to
a second-order error using an extension of the ideas given in Section 7.2. For stress-free boundaries, there is the additional
complication of discretising the stress-free condition, which would have to be done with care to achieve second-order
accuracy. Indeed, in a study of nonlinear wind-forced solutions in a square basin (performed at ﬁxed resolution of h = 5/9,
in our notation), Adcroft and Marshall [38] showed that a standard implementation of stress-free boundary conditions leads
to an O (1) error when the coast and grid are not aligned.
There are of course alternative numerical methods that can be used for non-rectangular coastal geometries. For annular
domains, the use of polar coordinates allows boundary conditions to be implemented without approximation, so that the
accuracy of the solutions is only limited by the temporal and spatial differencing of the interior. A recent study of this
type was made by Steinmoeller et al. [39], who modelled internal waves in annular lakes using pseudospectral spatial dif-
ferencing, thus obtaining exponential convergence. For more complex geometries, one may consider cut-cell methods (e.g.,
[8,9]) or unstructured meshes (e.g., [40]) coupled with a ﬁnite-element or ﬁnite-volume treatment. For example, disconti-
nous Galerkin treatments of the shallow-water equations have become popular in recent years (e.g., [41–43] and references
therein). Indeed, Cotter et al. [42] considered Kelvin wave propagation within such a framework, and used numerical sim-
ulations to demonstrate second-order convergence for propagation along a straight coastline, and the maintenance of a
coherent Kelvin wave structure for propagation around a circular basin. However, it is worth remembering that the conver-
gence of ﬁnite-element methods is often less than second-order (e.g., [44,43]), and that care is required when discretising
the boundary (e.g., [41]).
Nevertheless, many lake and ocean models are still based on Arakawa grids using second-order ﬁnite-differences in
the interior, and for such models the ﬁrst-order errors induced by staircase boundaries should be better recognised and
understood, as should the possibility of introducing modiﬁed boundary conditions to obtain second-order accuracy. We
have given two examples of how this may be achieved for the simple case of a perfect staircase coastline, and it would
be worthwhile to construct generalisations of these schemes to arbitrary coastal geometries, whilst conserving mass and
energy.
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