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Abstract
The recent discovery of the iron-pnictide superconductors has generated tremendous
excitement, in part because there are many tantalizing similarities to the cuprate
superconductors.

As with the cuprates, it is strongly suspected that the spins

contribute to superconductivity.
There seems to be a strong relationship between the lattice and magnetism in this
system. Several authors have discussed the possibility of spin-phonon coupling, but
direct experimental evidence has remained elusive.
This work discusses the relationship between the spins and the lattice in the
BaF e2 As2 family. We demonstrate the presence of negative thermal expansion in
these materials, which is a strong indicator of spin-lattice interaction.
In addition, we have conducted inelastic neutron scattering experiments to
examine the dynamical relationship between the spins and the lattice. In particular,
we make use of the phenomenon known as magnetovibrational scattering to search
for evidence of spin-phonon coupling. We believe that this is the first work to use
magnetovibrational scattering in an antiferromagnetic system as a tool to study
the spin-phonon interaction. Our results provide direct experimental evidence for
the existence of spin-phonon coupling, with possible implications about the role of
phonons in the superconductivity of iron pnictides.
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Chapter 1
Introduction
We first provide a brief motivation for the interest in superconductivity in general,
and for the pnictides in particular. We then familiarize the reader with the general
properties of this fascinating class of materials. The role of the lattice as a crucial
element in pnictide superconductivity is addressed, as well as the apparent coupling
of the structure to magnetism. Finally, we examine prior evidence suggesting the
connection between phonons and magnetism.

1.1

Background

Superconductivity was first discovered by Onnes (14) in 1911, just a few years after
he developed the technique of liquefying helium. Superconductivity was initially
a laboratory novelty with few practical applications, because the low temperatures
involved (a few 10s of degrees K) required the use of helium, the only substance which
remains liquid at such low temperature. Helium is an expensive cooling medium,
because the gas is so light that when released into the atmosphere, a significant
fraction of the atoms are able to achieve escape velocity from Earth’s gravity well.
The atmosphere thus contains effectively no helium whatsoever. Helium is available
commercially principally as a byproduct of oil and natural gas; it comes from
alpha particles released during radioactive decay, and is dissolved in the surrounding
1

medium. The advent of “high-temperature” superconductors, capable of being cooled
with plentiful and cheap-to-produce nitrogen, opened the door for industrial and
commercial application.
The theoretical explanation for superconductivity did not come until 1957, in a
paper by Bardeen, Cooper, and Schrieffer (15). This “BCS” theory has two main
pieces: the first is that electrons can experience an attractive interaction and form
so-called “Cooper pairs”. The second is that the Cooper pairs can condense into the
superconducting state. In the original BCS theory, this pairing is due to electronphonon interaction, but the theory doesn’t require phonon interaction per se; merely
that Cooper pairs are formed is sufficient.
The BCS theory was later extended to include the effects of the band structure,
and allow for the possibility of strong coupling between particular phonon modes
and the Fermi surface (in contrast, the original BCS theory assumed a weak but
isotropic coupling over the entire Fermi surface (15)). Taking the effects of strong
coupling into account, McMillan predicted (16) that the highest superconducting
transition temperature (Tc ) would be some 30K. This determination was based on
the behavior of the electron-phonon interaction and the density of states in niobium∗ .
It therefore came as an enormous surprise when a new class of superconducting
materials, the cuprates, were reported in 1986 by Bedornz and Mller (17). With
critical temperatures in the range from 70 to 130K, it is now possible to achieve
superconductivity using liquid nitrogen, which can be produced on-location, directly
from the atmosphere. This discovery ushered in a new age of practical applications
for superconducting materials.
In 2006 a group led by Hosono reported the discovery of a new class of
superconductor, known as the “iron-based”, “iron-pnictide”, or simply “pnictide”
superconductors (18). The key feature of the materials seems to be layers of squareplanar iron, surrounded by pnictide tetrahedra (in the original paper, phosphorus).
∗

The presence of superconductivity in M gB2 was reported in 2001. It can be explained entirely
through electron-phonon coupling, even though Tc = 39K.

2

At Tc = 7K, the report did not originally attract much attention. However, in
February 2008, Kamihara and Hosono reported a material using arsenic as the
pnictide (19), and achieved a critical temperature of an astonishing 26K; Tc has
since been pushed to 55K. As of this writing, their paper has been cited nearly 1,300
times (for comparison, the report of superconductivity in the cuprates has received
7,800 citations since 1986). Part of the interest is doubtless due to the fact that
the experience of working on the cuprates provides a clear road map for today’s
researchers. In addition, they have proved a remarkably fertile area for exploration
because of the incredible robustness of superconductivity. As of this writing there
are at least six structural families, most of which can be made superconducting by
doping with electrons (19; 20; 21; 22; 23; 24; 25), or holes (26), or in some cases
without charge doping at all (27; 28; 29; 30; 31; 32; 33).
This system naturally invites comparison to the only other known family of hightemperature superconductors, the cuprates. The mechanism for superconductivity
in the cuprates is still not understood, and aside from the common ground that
spins are involved somehow (see, e.g., (34)), it is a matter of sometimes fierce
debate. Many researchers believe that the fact that the cuprate parent compounds
are Mott-Hubbard insulators is critical to the physics involved (although they must
be charge-doped to a metallic state before they become superconducting). Assuming
the mechanism for superconductivity is the same in the two systems, the presence of
itinerant magnetism in the pnictides suggests that the Mott-Hubbard physics may be
irrelevant. It is worth noting that superconductivity can be induced in the pnictides
without any charge doping. This can be done either through isoelectronic doping that
is purely structural (27; 28; 29; 30), or simply by the application of non-hydrostatic
pressure (32; 31; 33).

3

Figure 1.1: Real-space structures for the “1111” and “122” compounds as published
by Tegel (1).

1.2

General properties of the pnictide superconductors

There are several structural families of iron-pnictide superconductors that have been
investigated. The key feature seems to be a square-planar iron layer, surrounded by
pnictide tetrahedra, which is found in all of the families. In all of the families, the
symmetry does not restrict the height of the pnictide atom above the iron plane;
this seems to be a critical parameter for superconductivity. The primary distinction
between the systems is the various chemical blocks which separate the FePn layers
(18). Most families can be doped with either electrons (Co for Fe, F for O) (19; 20;
21; 22; 23; 24), holes (K for Ba) (26), or even isoelectronically (P for As, Ru for
Fe) (27; 28; 29; 30). The focus of this work is exclusively with the BaF e2 As2 family,
also known as Ba122. When doped, the system may be referred to as Co-Ba122 for
cobalt doping, P-Ba122 for phosphorus doping, etc.
Ba122, like most iron-pnictide superconductors, is tetragonal at room temperature, with space group number number 139, symmetry I4/mmm (see Figure 1.1 for
the real-space structure of LaF eAsO and BaF e2 As2 , and Figure 1.2 for the Brillouin
4

Figure 1.2: Brillouin zone for space group 139, I4/mmm (2)
zone). As the temperature is lowered it undergoes a change to the orthorhombic
structure space group number 69, symmetry Fmmm at 140K (see Figure 1.3 for
the Brillouin zone). We use the notation for the tetragonal phase exclusively in
this work. This tetragonal-orthorhombic structural transition is concurrent with the
onset of Type-C “stripe” antiferromagnetic (AFM) ordering (35). There is a spinwave excitation centered on the magnetic Bragg peak at (0.5, 0.5, 1). These materials
fall somewhere between metals and semi-metals. The AFM ordering appears to be
caused by a spin-density wave as a result of Fermi surface nesting (36). The proximity
of superconductivity to magnetism generated immediate speculation that the spins
might be involved in superconductivity (37; 38; 39; 40; 41; 42; 43).
As doping increases in the Co-Ba122 system, a temperature gap develops between
the structural transition and the onset of AFM ordering (3). This temperature gap
increases with doping, and eventually the material remains in the tetragonal phase
at all measured temperatures. This is accompanied by a monotonic reduction in the

5

Figure 1.3: Brillouin zone for space group 69, Fmmm (2)
static magnetic moment (see Figure 1.4). Work on which we have collaborated (44)
found that as the doping increases, the magnetic excitation at (0.5, 0.5, 1) develops
a spin-gap, which seems to scale with Tc . We also found an enhancement of this
magnetic excitation above the spin gap, producing a so-called “resonance”, which is
also observed in the cuprates (45). Work by our group (46) found that the resonance is
part of a feature which extends to higher energies, and persists to higher temperature.
We interpret this as evidence for an enhancement to the diamagnetic susceptibility.
In the under-doped regime, static magnetism coexists with superconductivity.
There is debate in the literature about whether this is due to mesoscopic phase
separation, or if static magnetism truly coexists with superconductivity (47; 48; 49).

1.3

Structure in the pnictide superconductors

There is considerable evidence that the structure is crucial to the behavior of the
iron-pnictide system. Early on, superconductivity was found to be produced simply
6

Figure 1.4: Temperature-doping phase diagram for Co-Ba122 as shown by Lester
et al. (3). Inset shows the static magnetic moment as a function of doping. TTO
and Tα correspond to the structural transition as measured by neutron diffraction
and resistivity, respectively. TAF and Tβ correspond to the onset of AFM ordering
as measured by neutron diffraction and resistivity, respectively.
by applying pressure, although later work found that the pressure must be nonhydrostatic to induce superconductivity (50). It was noted that the superconducting
transition temperature (Tc ) was strongly dependent on the arsenic-arsenic bond angle
(51), and that the highest Tc s were reached near the ideal tetrahedral angle of ∼
109.5◦ . The structure exhibits a similar behavior either by being doped, or by the
application of pressure (52). Later work suggested that the critical parameter was
the height of the pnictide atom (4), as seen in Figure 1.5.
The initial theoretical calculations on these compounds were subject to considerable discrepancy; many of the factors needed to reduce these discrepancies were
discussed by Mazin and coworkers (53). They pointed out that the height of the
pnictide atom was often drastically incorrect. This situation is dramatically improved
by using all-electron spin-polarized calculations, although some discrepancies still
remain. Even when performing spin-polarized calculations, they noted that the size

7

Figure 1.5: Superconducting transition temperature as a function of pnictide height,
as reported by Mizuguchi (4).
of the magnetic moment predicted (typically ∼ 2µB ) is several times larger than those
found experimentally (typically 0.25µB to 1µB ), an abnormally-large discrepancy.
Neutron scattering work by Kreyssig and coworkers in the CaF e2 As2 system (54)
demonstrated that under a modest pressure of 0.5GPa, the c-axis would contract
by approximately 10%, and the system would enter a “collapsed tetragonal” phase,
also called the “cT” phase. Their neutron scattering data showed that this was
accompanied by a complete elimination of the static magnetic moment.

This

result motivated theoretical work by Yildirim (41) which found the bonding of the
arsenic atoms changed dramatically as a function of magnetic moment. At zero
moment, the arsenic atoms form strong interplanar covalent bonds. As the moment
on the iron atom increases, the As-As bonding becomes weaker, and the arsenic
atoms move away from the iron plane. The calculation showed no energy barrier
between the high-moment, high-volume spin state and the low-moment, low-volume
state. This prompted Yildirim to suggest that a fluctuating magnetic moment was
present even in superconducting samples. This suggestion is supported by core-level
8

spectroscopy measurements on CeF eAsO0.89 F0.11 , which found evidence for very rapid
spin fluctuations, and a sizable magnetic moment (55).
A little-noticed trait of the iron-pnictide superconductors seems to be the
appearance of negative thermal expansion in the superconducting phase.

While

negative thermal expansion can result from strictly lattice effects, it can also occur due
to magnetism (56). This behavior is noticeable (with varying degrees of subtlety) in
the published experimental lattice parameters by many different groups (57; 58; 21),
but the general trend has not been commented on in the literature. Dilatometry data
taken on the Co-Ba122 system suggests that the onset of negative thermal expansion
coincident with Tc (59; 60; 61) .

1.4

Evidence for magnetic-phonon coupling

Soon after the discovery of the pnictide superconductors, first-principles calculations
by Boeri and coworkers were made, indicating only weak electron-phonon coupling
(62). The calculated value for the electron-phonon coupling constant was λep = 0.21,
and resulted in an upper bound for Tc of less than 1K. In particular, they noted
that the coupling was very evenly distributed amongst all the phonon branches. In
contrast, they noted that most good electron-phonon superconductors generally have
strong coupling in just a few modes. Not long after that, Yin and coworkers noted the
possibility of strong spin-phonon coupling (38), and calculated that the iron moment
was strongly dependent on the height of the arsenic atom.
The sensitivity of the phonon spectrum to the arsenic-iron bond was noted
early by Fukuda et al., who measured the the density of states in polycrystalline
LaF eAsO1−x Fx and P rF eAsO1−y using inelastic x-ray scattering (63). They found
that the measured “pseudo-DOS” was in reasonable agreement to first-principles
calculations at most energies, but that the agreement could be significantly improved
by softening the Fe-As bond by about 30%.
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Figure 1.6: The arsenic A1g Raman mode, which is of particular interest in the
pnictide superconductors.
Work by Yndurain and Soler (64) found that in LaF eAsO, adjusting the height
of the arsenic atom moved peaks in the electronic DOS associated with certain spindependent iron 3d bands across the Fermi surface. In particular, they noted that the
c-axis longitudinal arsenic A1g Raman mode, which they pointed out is associated
with the height of the arsenic atoms above the plane, might experience significantly
stronger coupling than in the initial estimates made by Boeri. While the unusual
behavior of this mode made it difficult to calculate the electron-phonon coupling using
standard techniques, they cautioned against dismissing a phonon-mediated BCS-type
theory.
The results from inelastic x-ray scattering work in single-crystal K-Ba122 and
Co-Ba122 by Reznik (5), on which our group collaborated, is shown in Figure
1.7. We found specifically that the arsenic Raman mode was several meV softer
than calculated without performing a spin-polarized calculation. The agreement was
significantly improved by taking into account the spins in the iron 3d bands. Doping
did not seem to affect the experimentally-measured phonon spectrum. Similar results
were found by Hahn (65) in undoped CaF e2 As2 . The work by Reznik also calculated
that the phonon energy should depend on the polarization of the phonon relative to
the magnetic alignment direction, which should produce splitting of certain phonon
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Figure 1.7: Phonon measurements in Ba122 (5). Red lines and points are for
longitudinal modes, blue lines and points are for transverse modes (these may be
coupled at high-symmetry points, since longitudinal in one direction corresponds to
transverse in another). Lines are predictions from the fully spin-polarized calculation.
Γ − Z corresponds to the 001 direction; Γ − M corresponds to the 110 direction;
Γ − D − Z corresponds to the 100 direction; Z − M does not have clearly identifiable
symmetry. (1meV ∼ 11K ∼ 4THz ∼ 8cm−1 )
peaks. This splitting was not observed, which was interpreted as evidence that the
timescale for electron response was significantly shorter than the phonon timescale.
Since electron-phonon coupling in conventional metals has been shown by Bardeen
and Pines (66) to ultimately depend on the change in potential with the change in
ionic position,

dV
,
dx

this motivated our group to raise the possibility of conventional

phonon-mediated BCS superconductivity, with the Cooper pairs being formed via the
spin channel, rather than the charge channel. This theory, developed by Egami and
√
Fine (67), predicts that the moment would go like ∼ z − zc , where z is the height
of the arsenic atom above the iron plane, and zc is a critical height.
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Figure 1.8: Average magnetic moment as a function of average pnictogen height in
CeF eAs1−x Px O, fit to just two parameters (6).
Less than twelve hours after this prediction was posted to the arXiv, dela Cruz
posted a preprint on the measurements of isoelectronic phosphorus doping in the
CeF eAs1−x Px O system, including measurements of the arsenic height and magnetic
moment as a function of doping (68). Working with dela Cruz and Dai, we plotted the
magnetic moment as a function of arsenic height, and found that their measurements
agreed almost perfectly with our prediction, as seen in Figure 1.8. While the data
collected by dela Cruz measured the static magnetic moment as a function of the
average pnictide height, we believe this strongly suggests that the moment can
fluctuate due to the arsenic Raman mode phonon.
Finally, there is a particularly interesting neutron study by Mittal et al. (7).
In that paper, they report the observation of an unidentified mode that is visible
with neutrons, but not observed in previous inelastic x-ray studies. This mode has
since been studied using spin-polarized scattering, and found to contain a magnetic
component (69). In addition, they index several modes that fit the calculated values
quite poorly, as seen in Figure 1.9. The left-hand panels of Figure 1.9 show the
phonon modes between the Γ and Z high-symmetry points, along the (100) and
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Figure 1.9: Phonon branches of different symmetries in the (100) and (001)
directions as reported by Mittal et al. (7). Phonons of symmetry ∆3 are c-axis
polarized transverse modes of Ca and As. Phonons with symmetry Λ1 are longitudinal
c-axis modes of Ca and As. These modes couple at the zone boundary.
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Figure 1.10: Overlay of phonon branches of different symmetry from Mittal (7).
The modes around 15 to 20 meV are in almost complete agreement. This suggests
that the ∆2 and ∆3 modes may be misindexed magnetovibrational scattering.
(001) directions. The upper and lower panels correspond to different vibrational
symmetries. It is possible to overlay the figures, as done in Figure 1.10, in which case
it may be seen that the poorly-fitting modes for the ∆2 and ∆3 symmetry line up
almost perfectly with a set of modes in ∆1 and ∆4 . This suggests the possibility that
these modes may actually be magnetovibrational scattering that has appeared in an
unexpected location.
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Chapter 2
Theoretical Background
The focus of this work is on the interaction between magnetism and the lattice in
the iron-pnictide superconductors. In this chapter we provide important theoretical
background information that is crucial for an understanding of the experiments. In
particular, we discuss noteworthy features of phonons and magnetism.

2.1

Phonons

Perhaps the simplest excitations that occur in condensed matter are phonons. These
are the collective, quantized motion of ion cores within a solid. Phonon dispersion
is measured through one of two techniques: inelastic neutron spectroscopy, or
inelastic x-ray spectroscopy. For the moment, it suffices to say that in both cases
a particle is incident on the sample, interacts with a phonon, and then both the
energy and momentum of the exiting particle are analyzed to determine the energy
and momentum of the phonon. More information about phonons can be found in
practically any solid state physics textbook. We review a few of the subtler points
here, and provide suggestions for further reading in Ashcroft and Mermin (70) or
Kaxiras (71).
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2.1.1

Umklapp processes

While it is mathematically convenient to treat the phonons as having some momentum
Q, the actual physical momentum carried is Q = G + q, where G is some multiple
of the reciprocal lattice vector. In an interaction with some incident scatterer such
as a neutron or x-ray, q is the momentum carried by the phonon itself, and G is
the momentum transferred to the crystal as a whole. The maximum momentum a
phonon can accommodate is

2π
;
a

if any more momentum is granted, the crystal as a

whole absorbs a momentum G, and the phonon “flips” from one side of the Brillouin
zone to the other (appearing with a reversed direction, at − 2π
). A process for which
a
G 6= 0 is a so-called “Umklapp” process (from the German “umklappen”, meaning
“to flip over”), in which the momentum is split, with some being transferred to the
lattice as a whole. See pages 501-505 of (70).

2.1.2

Thermal expansion

To first order, phonons arise from a simple harmonic interaction. However, the real
interatomic potential has higher-order terms, and these anharmonic interactions lead
to corrections in the energy of the phonons. This can be characterized through the
Grneisen parameter, γ. In the isotropic case this is given as:

γ=−

V ∂ω
3αB
=
ω ∂V
cv

(2.1)

where α is the linear expansion coefficient, B is the bulk modulus, and cV is the heat
capacity at constant volume.
Heuristically, this can be viewed as a change in the spring constant between atoms
depending on distance. At higher temperatures, the spacing between atoms becomes
larger, and as they move away from the minima of the potential energy, the bonds
become weaker, and the phonons become softer. An alternative interpretation is that
the Grüneisen parameter describes the thermal expansion of the material, which stems
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Figure 2.1: One example of negative thermal expansion caused by a transverse
phonon mode. As the mode becomes excited, it begins oscillating back-and-forth.
While the bond distance between the black and white atoms remains constant, the
time-averaged distance between the two black atoms is reduced, resulting in a net
loss of volume (8).
from anharmonic phonon behavior (a purely harmonic potential wouldn’t experience
thermal expansion). See pages 492-495 of (70).
Negative thermal expansion can be produced as the result of phonon excitations,
in certain limited circumstances. If the structure is open, and the phonon has ample
room to vibrate, then it is possible for a transverse phonon mode to become excited,
and draw its nearest neighbors together, resulting in a net contraction (8). This is
depicted in Figure 2.1. This effect is responsible for negative thermal expansion in
graphite. An out-of-plane mode becomes excited, and produces a reduction of the
in-plane a − b lattice constants, while lengthening the out-of-plane c lattice constant,
for a net reduction in volume (56).

2.1.3

Electron-phonon coupling

In considering the interaction between electrons and phonons, it is important to keep
in mind both the energy scale, and the momentum scale, for each particle. Phonons
are high-momentum, low-energy (~ωD ∼50meV) particles. Electrons have tiny mass,
but at the Fermi surface have extremely high energy (EF ∼5eV), and thus moderate
momentum. When electrons and phonons interact, the requirement that energy and

17

momentum be conserved means that the phonons only affect the Fermi surface within
an energy of ±~ωD ; and the phonon spectrum is only modified up to the maximum
allowed momentum transfer for an electron, 2kF .
Phonons are the collective motion of the ionic cores; in the long-wavelength limit
they are the compression and rarefaction of the lattice charge density. Consider for
a moment a positively-charged ionic crystal, bereft of its electrons. If some zone of
excess charge were created by squeezing the crystal, and then released, this charge
wave would propagate back and forth through the crystal with a frequency set by the
plasma frequency of the ion cores:
r
ωp =

4πN
Ze
mV

(2.2)

where N is the number of ions of mass m in a volume V , and the charge per ion is Ze
(page 512 of (70)). The entire lattice would take part in this behavior, because
the Coulomb force is quite long-range, and on the timescale of these vibrations,
instantaneous. Effectively, we would have a single phonon mode with a frequency
ωp , and since independent of q, a completely flat dispersion.
Real metals, of course, have acoustic phonons that exhibit a linear increase in
energy with wavevector; the ratio of the frequency to the wavevector is the speed of
sound, vm =

ω
.
k

The fact that metals don’t have the infinite speed of sound shown

in the plasma example is because of the conduction electrons. The fluctuations in
charge density because of a phonon will act on the conduction electrons, which can
respond much faster (roughly

mion
),
me

and will in turn redistribute themselves to cancel

out the long-range effect of the Coulomb force. Under this condition, some zone of
charge density moves much more slowly, as each set of ions must physically move in
order to create some electric field.
This long-range Coulomb force between the ion cores is the “bare” Coulomb
potential.

When the electrons respond to screen this interaction, we speak of
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the “dressed” short-range interaction. The phonon frequencies with the attendant
dressing are corrected from the bare frequency by the dielectric “constant”, (q).
ωp
ω(q) = p
(q)
One simple approximation for (q) is the Thomas-Fermi approximation, which
assumes that the temperature is low (generally valid, since the Fermi temperature is
so high), and that the chemical potential µ is constant (also a good approximation if
the system is large). Using the Thomas-Fermi dielectric function yields the corrected
frequencies:
ωp
ωp
ω(q) = p
=q
T F (q)
1+
where k0 =

q
0
4πe2 ∂n
, with
∂µ

∂n0
∂µ

k02
q2

(2.3)

the density of levels at the Fermi energy.

As we have seen, at long wavelengths the electrons screen the ion cores, reducing
the energy of the interaction between them, and thus “softening” the phonons. As
the wavevector increases, the Thomas-Fermi dielectric function ceases to be valid,
and must be replaced by the Lindhard dielectric function:
4πe2
L (q) = 1 + 2 ·
q

Z

−
1 fk− 12 q − fk+ 12 q →
d
k
→
−
−
4π 3 } k · →
q + }ω

(2.4)

m

→
−
where fk is the occupancy of the Fermi-Dirac distribution at momentum k .
The behavior of this function is particularly volatile near 2kF . For the onedimensional case, as the phonon wavelength shortens, and the momentum transfer
increases, the ability of the electrons to compensate is only slightly reduced. As the
momentum approaches 2kF , the screening response rapidly falls off, and at momenta
greater than 2kF , the electrons are unable to provide screening for the ions, and
the ions are suddenly exposed to the full Coulomb potential. The energy required for
ionic motion drastically increases, and the phonon dispersion displays a dramatic rise;
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the dielectric function becomes infinite. In two dimensions the Lindhard dielectric
function does not become infinite, but it does have a discontinuity at q = 2kF . In
the three dimensional case the function itself is continuous at 2kF , but the derivative
diverges.
This effect can be seen as a pronounced softening of the phonon spectrum. In
some situations the effect is more dramatic, and the phonon spectrum can display a
nearly infinite slope at q = 2kF . This sudden increase in the dispersion is known as
the “Kohn anomaly” (72). It is effectively an image of the Fermi surface, embedded
within the phonon spectrum, and in principle the Fermi surface could be reconstructed
by measuring the acoustic dispersion in many directions. In fact, observation of the
Kohn anomaly in lead provided the first direct evidence for the existence of the Fermi
surface (73). In practice, the usefulness of this technique is limited by extended zone
effects, and there are now more effective tools for measuring the Fermi surface, such
as angle-resolved photoemission spectroscopy (ARPES).
For more information on the behavior of phonons in metals, see Chapters 17 and
26 of (70).

2.1.4

Electron-electron interaction

Since electrons may interact with phonons, it becomes possible for two electrons to
experience an interaction which is mediated by phonons. This process is particularly
important, as it provides the underlying mechanism for BCS superconductivity. The
standard description of this interaction is that an electron moves through the lattice,
which responds quickly to the presence of the electron by becoming distorted. The
electron then moves on, and the lattice remains distorted long enough to attract an
electron of the opposite momentum. This real-space picture can be complemented by
an understanding of the process in reciprocal space:
An electron at some energy E1 , slightly higher than the Fermi energy, has a
momentum k1 = kf + δ. It spontaneously sheds some energy by releasing a phonon,
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ending in the final state k2 . Conservation of energy sets the maximum energy the
phonon could posses to δ.

Conservation of momentum, coupled with the steep

dispersion for electron energy, requires k2 to be close to the Fermi surface, and thus
limits the maximum possible momentum to approximately 2kF . Assuming a jelliumtype model, the phonon now produces a standing-wave fluctuation in the background
charge density, similar to a diffraction grating. The requirement that energy and
momentum be conserved restricts the allowed interactions to just two: scattering the
original electron back to k1 , or scattering an electron in the state −k1 + δ to −k2 .
Relaxing the requirement that energy and momentum be strictly conserved can
be interpreted as an allowance of multi-phonon processes. Alternatively, one should
recognize that the coherence length sets the physical scale. For a typical coherence
length of 1,000Å, the uncertainty in momentum is 107 times larger than it is when
dealing with a macroscopic crystal. This implies that the plane wave definition for the
particle states is becoming more flexible. With the strict energy-momentum criteria
relaxed, the interaction potential energy for two electrons is (page 294 of (71)):

Ve−e =

~ω
(E1 − E2 )2 − (~ω)2

(2.5)

which is still sharply peaked for the perfectly elastic case, and non-analytic when the
energy difference of the electron states is equal to the energy of the phonon.
For more information on general features of BCS superconductivity, see either
Chapter 8 of Kaxiras (71), or Chapter 34 of Ashcroft and Mermin (70).

2.1.5

Effect of phonons on Fermi surface

Just as the electrons influence the phonon spectrum, so the the phonons influence
the electronic dispersion in the vicinity of the Fermi surface. While they produce no
change to the shape of the Fermi surface, or the Fermi energy, they do change the
dispersion, giving:
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Ek − EF =

EkT F − EF
1 + λ(k)

(2.6)

where EkT F is the energy after taking into account the Thomas-Fermi screening of the
electrons, but not the screening by the ions. The factor λ(k) is the electron-phonon
coupling found by integrating over the Fermi surface (70) (and is a constant for a
spherical Fermi surface). The electronic density of states is also enhanced:

g(EF ) = (1 + λ) g 0 (EF )

2.2

Magnetism

2.2.1

Introduction

(2.7)

A material, when exposed to an applied magnetic field, can exhibit many possible
responses, for a variety of reasons. The magnetization of the material, I, can be given
as the product of the applied field, H, modified by the susceptibility, χ.

I = χH

(2.8)

and the total field inside the material, B, is then the sum of the magnetization and
applied field:

B = µ0 (H + I) = µ0 H(1 + χ)
In any given material, one or more of the various effects may be present, each one
contributing a different magnitude and sign to the value of χ. These are generically
referred to as “magnetic” effects; we provide here a brief overview. For further reading,
see Chapter 7 of Kaxiras (71), Chapters 31 to 33 of Ashcroft and Mermin (70), or
Chapters 5 through 7 of Chikazumi (74).
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Figure 2.2: Magnetization vs field and susceptibility vs temperature for a diamagnet.

2.2.2

Diamagnetism

When a material, upon exposure to a magnetic field, develops a field whose direction
opposes that of the original field, the effect is known as diamagnetism; for these
materials, χ is negative. When a field is applied, the atomic orbits tilt and precess to
produce a pseudo-current that opposes the applied field, in accordance with Lenz’s
law. This effect is produced in all materials, and in the vast majority of materials, in
which the individual atoms have no local magnetic moment, it is the dominant effect.
A perfect conductor, which is a hypothetical metal with zero resistance, would
exhibit complete diamagnetism (χ = −1); any applied field would generate a current
inside the material that would perfectly counteract the applied field. Thus, the field
inside the material would remain constant. In contrast, superconductor does not
display complete diamagnetism, but rather “superdiamagnetism∗ ”. If a magnetic
field is applied to a superconducting metal, and the metal is then cooled below its Tc ,
the superconductor will spontaneously generate surface currents in order to cancel
∗
This is sometimes called “perfect diamagnetism”, but strictly speaking, a perfectly-conducting
metal would exhibit perfect diamagnetism. I have used “complete diamagnetism” for ideal metals
and “superdiamagnetism” for superconductors to avoid this confusion.
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the applied field, and bring the total internal field to zero (the Meissner effect).
From this we see that superconductivity is not simply the absence of resistance; it
is fundamentally a quantum effect. While a complete diamagnet requires simply
that the interior field remain unchanged; the value of that field is unimportant. The
field inside of a superconductor is required to be zero, because superconductivity is
fundamentally a quantum phenomenon that is more involved than the simple absence
of resistance (page 731, (70)).

2.2.3

Paramagnetism

If the individual atoms within a material posses individual localized moments, those
moments are typically distributed randomly due to thermal fluctuations, and there is
no net magnetic field produced. Upon application of a field, however, the moments
begin to align with the applied field. This effect is known as Langevin paramagnetism,
and χ is positive, although typically quite small, with χ =

I
H

on the order of 10−5 .

The magnetization of a material with N particles, each with moment M , is given by
the Langevin function as:

MH  k T 
B
I = M N coth
−
kB T
MH

(2.9)

For high temperatures, this function can be expanded as a series, and the first
term retained, giving

I=

N M 2H
3kB T

(2.10)

We see that I is inversely proportional to temperature. This behavior is known as
the Curie law.
For metals there exists an additional paramagnetism, known as Pauli paramagnetism. We can imagine the electronic density of states (DOS) as having two sides,
one for each spin state. As the conduction electrons flip their spin to align with the
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Figure 2.3:
paramagnet.

Magnetization vs field and susceptibility vs temperature for a

applied field, they are forced from one side of the DOS to the other. Equivalently,
one can imagine that the two sides are shifted relative to each other (see Figure 2.4)
The electrons continue to switch between bands, lowering their potential energy
by aligning with the field, but increasing their kinetic energy as they fill progressively
higher levels. This continues until the energy of the flipped electrons is

EH = 2µB H

(2.11)

and the number of electrons that have transferred between bands is

∆N = N↑ − N↓ = EH g(EF ) = 2µB H g(EF )

(2.12)

where N↑ is the number of spin-up electrons, and we have assumed that ∆N is small,
so that the electronic DOS may be treated as a constant equal to its value at the
Fermi surface. The net magnetization is then:

I = µB (N↑ − N↓ ) = 2µ2B H g(EF )
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(2.13)

Figure 2.4: Shifting of spin bands under an applied field.
and the Pauli contribution to the susceptibility is

χP = 2µ2B g(EF )

(2.14)

Pauli paramagnetism is proportional to the DOS at the Fermi surface. If the DOS at
the Fermi surface is large, a great many electrons may be transferred between spin
states before a significant increase in energy occurs, and the material will exhibit a
high susceptibility. On the other hand, a low DOS means that transferring just a
few spins will result in a high energy cost. Because the energy associated with dipole
orientation is quite low, and the Fermi energy is quite high, Pauli paramagnetism is
effectively independent of temperature.

2.2.4

Ferromagnetism

While all materials demonstrate diamagnetism, and most materials with localized
moments demonstrate paramagnetism, these states only occur while a field is being
applied. A material that demonstrates spontaneous magnetization in the absence
of an applied field is known as a ferromagnet. The behavior of a ferromagnet was
26

Figure 2.5: Langevin function graphed with linear term. The intersection of the
two is the amount of spontaneous magnetization. As the temperature increases, the
slope gets steeper, and the spontaneous magnetization is reduced.
described by Weiss by assuming that the atoms were subject to “molecular field”,
Hm that is proportional to the overall magnetization. The molecular field is then:

Hm = wI

(2.15)

One can think of this as an “applied” field spontaneously generated by the material
itself; w then characterizes the strength of the spontaneous molecular field. This is
analogous to the force acting on a classical dipole embedded in a polarized material,
but we shall see that the source of the molecular field is quantum in nature, rather
than classical. This molecular field can be used in place of the applied field in the
Langevin equation, Equation 2.9. Since the total magnetization now appears both
inside and outside of the coth term in Equation 2.9, the equation can no longer be
solved analytically, and either numeric or graphical methods must be used. A solution
must satisfy both the Langevin equation, and linear equation. See Figure 2.5
In general, a zero moment is an unstable solution, and even random fluctuations
will cause a slight preferred orientation, and the rest of the material will follow in
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runaway fashion until the stable magnetization is reached. While locally the preferred
state is ferromagnetic, over larger length scales there will be small ’domains’ of
magnetization at different orientations, in accordance with the classical picture. The
nature of this “molecular field” was first proposed by Heisenberg, and later clarified
by Pauli. Because the result is both subtle and important, it is reviewed here in
detail.
The effect can be understood most clearly for the case of ortho/para helium.
The first excited state of the helium atom excites one electron to the 2s orbital;
experimentally it has been found that the preferred state is with the spins parallel.
This is the “orthohelium” state; the “parahelium” state has antiparallel spins. The
reason is that the orthohelium state is lower in energy is due to the Pauli exclusion
principle, which requires that the overall wavefunction for the two electrons must
be antisymmetric. If the spacial part of the wavefunction is antisymmetric, then
the spins must be symmetric, and vice versa. For the antisymmetric function, the
probability must go to zero at the center of the function, and the electrons will have
a higher average separation in this condition. The potential energy due to Coulomb
repulsion between the electrons will be lower for wavefunctions that keep the electrons
separated. Thus, the potential energy for the system is lowest when the spatial part
of the wavefunction is antisymmetric, and this in turn forces the two spins to be
parallel.
It should be noted that the total difference in energy between the parahelium and
orthohelium states is slightly less than the potential energy difference due to reduced
Coulomb repulsion. While the orthohelium state has a lower potential energy, the
kinetic energy is slightly higher. This happens because the wavefunction has a steeper
slope as in the center, and since the momentum is proportional to the derivative of
the wavefunction, the kinetic energy is correspondingly increased. However, the total
energy E = T + V is still lower in the orthohelium state, and so this is the ground
state observed experimentally.
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More formally, this can be seen by considering the helium case mathematically.
Following the approach in Chapter 6 of Chikazumi (74), we assume that the total
wave function, ψ, can be separated into a spatial part, ϕ, and a spin part, ς. The
total wavefunction must be antisymmetric under a parity operation. This means:

ψ(q1 , q2 ) = ϕ(r1 , r2 )ς(σ1 , σ2 ) = −ϕ(r2 , r1 )ς(σ2 , σ1 )

(2.16)

thus, either ϕ or ς (but not both) of the two parts of the total wavefunction are
antisymmetric under parity. Choosing a simple wavefunction that can reflect both
symmetries, and examining just the spatial part, we have:
1
ϕs (r1 , r2 ) = √ [ϕ1 (r1 )ϕ2 (r2 ) + ϕ1 (r2 )ϕ2 (r1 )]
2

(2.17)

for the symmetric version (subscript s), and
1
ϕa (r1 , r2 ) = √ [ϕ1 (r1 )ϕ2 (r2 ) − ϕ1 (r2 )ϕ2 (r1 )]
2

(2.18)

for the antisymmetric version (subscript a). This choice of wavefunction is a crude
approximation that doesn’t allow any possible change in distance of the particles, but
still demonstrates the salient physics.
If we let the total Hamiltonian be:

Ĥ = Ĥ1 + Ĥ2 + Ĥ12

(2.19)

where

Ĥi = −

~2 2
2e2
∇i −
2m
4π0 ri

(2.20)

e2
4π0 |r1 − r2 |

(2.21)

and

Ĥ12 =
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then we see that the the first two terms are due to interaction of the electrons with the
nucleus, whereas the third term is due to the interaction between the two electrons.
We then find the total energy of the system in the usual way:
Z

ϕ∗ Ĥϕ dR
Z Z


1
=
[ϕ∗1 (r1 )ϕ∗2 (r2 ) ± ϕ∗1 (r2 )ϕ∗2 (r1 )] Ĥ1 + Ĥ2 + Ĥ12
2
× [ϕ1 (r1 )ϕ2 (r2 ) ± ϕ1 (r2 )ϕ2 (r1 )] dR1 dR2

U =

(2.22)

= E1 + E2 + K12 + J12
(2.23)
(2.24)
(2.25)

The E1 and E2 terms include the kinetic energy, plus the potential between
the electrons and the nucleus. The K12 term corresponds to the electron-electron
Coulomb repulsion. The J12 term is known as the “exchange” term; it has no direct
classical analogue, but can be thought of as the energy cost to switch the two electrons.
The values for the terms here will be different for the orthohelium and parahelium
cases. In the orthohelium case, the E1 and E2 terms will be a bit larger, due to the
increase in potential energy between the electrons and the nucleus (since they’re a bit
further away, on average), and also the increased kinetic energy† . The K12 term will
be a bit smaller in the orthohelium case, since the average separation between the
electrons increases. Ultimately, the difference between the various terms shows up in
J12 . It is a fictitious, if useful, energy term that serves in an accounting capacity. If
J12 is positive, then the spatially asymmetric case will be lower in energy, and the
spins co-aligned; if it is negative, then the spins will be antiparallel.
†

Although a real effect, our choice of wavefunction as a product of the unperturbed states doesn’t
admit this possibility.
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This principle can be extended, and in general, the system will have a choice
between a state that is spatially antisymmetric, which features higher kinetic energy
and lower potential energy (due to the increased separation between the electrons),
and a spatially symmetric state, which will have a lower kinetic energy and higher
potential energy (due to the reduction in volume). The spin part of the system is
then forced to be symmetric (parallel) or antisymmetric (antiparallel), respectively.
Make no mistake: energy considerations drive the spatial part of the electronic
configuration, and the spin system is simply along for the ride.

2.2.5

Itinerant electron magnetism

While our discussion up until now has tacitly assumed that the moments were
localized on individual atoms, here we discuss the possibility of magnetism within the
conduction bands, known as itinerant electron magnetism. This form of magnetism
is often found in alloys of iron, cobalt, and nickel; the 3d orbitals in these elements
are quite extensive, and the electrons are free to move from atom to atom.
This principle is evident in itinerant-electron systems, as first described by Stoner
(75). This theory extends the Pauli paramagnetic picture, but substitutes the Weiss
molecular field for the applied field. As before, the molecular field is

Hm = wI

(2.26)

I = M (N↑ − N↓ )

(2.27)

and w is the total magnetization is

However, for the ferromagnetic case we can not assume ∆N to be small, and must
take into account the general case that allows for the changes in both g(E) (the DOS)
and f (E) (the Fermi-Dirac distribution function). This gives
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Z
Nl =

g(E) f (EF ± M Hm ) dE

(2.28)

The electrons continue to change bands until the penalty in kinetic energy (described
by the Pauli paramagnetism) is equal to the reduction in potential energy (described
by the Weiss term). Calculating the final average moment requires detailed knowledge
of the DOS, but merely determining if ferromagnetism is stable or unstable can be
accomplished simply by considering the DOS at EF . The energy can be calculated
in terms of the magnetization, I, as the sum of the Pauli and Weiss terms

I2
wI 2
−
2χP
2
2
I
=
(1 − χP w)
2χP
I2
=
(1 − 2µ2B g(EF )w)
4µ2B g(EF )

E =

(2.29)
(2.30)
(2.31)

From this we see that system becomes spontaneously ferromagnetic when 2µ2B g(EF )w <
1. The w term is analogous to the exchange term in the local moment picture. If
the DOS at the Fermi surface is large, then many electrons can transfer from one
spin state to the other with only a small kinetic energy cost, and magnetism becomes
favorable. If the DOS is low, then even a modest transfer of electrons will rapidly
cause an increase in kinetic energy that offsets any lowering of the potential energy
of the system.

2.2.6

Antiferromagnetism

Within the local-moment picture, we see that J can be negative. In that case, adjacent
spins should be antiparallel, and an antiferromagnetic (AFM) state results. The
temperature at which ordering sets in is known as the Néel temperature.
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Figure 2.6: Various types of AFM ordering.
There are three types of AFM ordering, which can be categorized according to the
dimensionality of the ordering. In G-type, or “checkerboard” ordering, the sign of the
spin changes in all three directions. In C-type, or “stripe” ordering, the spin changes
sign in two directions but not the other. For A-type, or “planar” ordering, the spins
are ferromagnetically aligned within a plane, but adjacent planes have opposing spin
directions. Ferromagnetism may be considered the natural extension of this scheme,
since the spin orientation remains the same in all directions. See Figure 2.6.

2.2.7

Magnetic excitations

We now turn briefly to the subject of collective spin excitations. These so-called
“magnons” or “spin waves” are the magnetic analogue of phonons. Phonons are
displacements of the atoms from the equilibrium position; while each individual atom
undergoes an oscillation about its equilibrium point, the relative phase shifts slightly
with each successive atom. Spin waves are displacements of the magnetic moments
from their equilibrium positions; each moment undergoes some procession, and each
successive moment has a slightly different phase. See Figure 2.7. Spin waves may
occur in either ferromagnetic or AFM systems. They allow a disturbance to be spread
collectively amongst many atoms, and are regularly measured by neutron scattering.
In contrast, a “Stoner excitation” is a single spin flipped completely opposite to its
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Figure 2.7: Procession of atomic moment moving from atom to atom. This magnon
would have a wavelength of 22 atoms. Image from (9).
preferred orientation. Stoner excitations have been predicted, but have never been
observed because the associated energy is high, and the range of momenta so large,
that the intensity is below the threshold for detection.

2.2.8

Magnetostriction

Finally we discuss magnetostriction, or the change in the dimensions of a material
due to magnetism. The simplest form of magnetostriction is simply the stretching
of a material along the direction of an applied field, due to magnetic dipole forces.
This is accompanied by a constriction perpendicular to the applied field, keeping the
total volume of the material constant, as shown in Figure 2.8. This accounts for
the distinctive hum (approximately B[) near electrical transformers due to the 60
Hz power. The magnitude of this effect is comparable to the classical magnetic field
strength; the total fractional change in length is on the order of 10−5 .
A distinctly different phenomenon is that of volume magnetostriction. Volume
magnetostriction is a change in the actual volume of the sample due to magnetic
effects. In some materials, an applied field will actually increase the number or
magnitude of spins. In other materials, lowering the temperature will put more
electrons into a high volume / high spin state (for a discussion of the relationship
between energy, volume, and magnetic ordering, see section 2.2.4). As the high
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Figure 2.8: Alignment of local dipoles with applied field, changing the dimensions
(but not the volume) of the sample. Image adapted from (10).
volume states become occupied, the lattice expands. The volume magnetostriction
may be characterized as:

W =

M2
∆V
=C
V
B

(2.32)

where M is the magnetic moment, B is the bulk modulus, and C is a constant
representing the spin-lattice coupling.
This principle is the basis behind the Invar phenomenon. Invar is a iron-nickel
alloy, which exhibits a very small coefficient of thermal expansion over a wide range
of temperatures. Basically, as Invar is heated, more of the electrons are transferred
to the higher-energy (but low-spin / low-volume) state, and producing a negative
thermal expansion because of the magnetic factor. This balances the normal thermal
expansion coming from lattice/phonon effects, and the net result is almost zero
thermal expansion overall.
The magnetic contribution may be described using a “magnetic Grüneisen
parameter”. In the case of Invar, this parameter is comparable in magnitude to
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the lattice Grüneisen parameter (and of opposite sign).

There also exist “anti-

Invar” alloys, in which the coefficient of thermal expansion is larger than normal.
Separating the lattice and magnetic contributions can be a difficult task, but may
be accomplished by comparing alloys of similar composition, but widely-varying
magnetic properties. If no such alloys are available, researchers sometimes resort
to calculations in order to estimate the lattice contribution.
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Chapter 3
Experimental Methods
This chapter provides information on the experimental details of this work. Subjects
such as x-ray diffraction are familiar to most of the readers, so instead we focus
on those experimental methods less-commonly used.

We address first neutron

scattering in general, and then the technique of spin-polarized neutron scattering,
which provides information about the magnetic behavior of the sample. We then
address the little-known phenomenon of magnetovibrational scattering of neutrons.
We then show how the technique of spin-polarized neutron scattering, combined with
the magnetovibrational phenomenon, provides a unique opportunity to test for the
existence of spin-phonon coupling.

3.1

Neutron scattering

There are two widely-regarded books on the topic of thermal neutron scattering, one
by Squires (76), and a two-volume monograph by Lovesey (77; 78), to which we refer
the reader for further details. Most physicists are familiar with the fundamentals of
scattering (such as Bragg’s law) in the case either visible light or x-rays, so we instead
address the particulars of neutron scattering. Whereas x-rays interact solely with the
charge of the electron cloud, neutrons have two possible sources of interaction:
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1. Nuclear scattering - An interaction with the nucleus via the strong or weak
nuclear force. The spin state of the neutron is unchanged in this process.
2. Magnetic scattering - An interaction with the magnetic moment of an
unpaired electron. The spin state of the neutron is changed by ±1 in this
process (and the spin of the electron is changed by ∓1).

3.1.1

Separating magnetic and nuclear scattering

Neutron scattering is currently the only method available to determine the spatial
distribution of magnetic moments within a sample. Using polarized scattering (where
the spin of the neutron beam is determined before and after scattering with the
sample), it is possible to isolate the portion of the neutron scattering that comes
from magnetic interactions, and identify the structure of the “magnetic lattice”
within the system. In practice, the reduction in intensity that comes with spinpolarization means that its use is reserved for special situations. Most neutron
scattering studies are performed in an “unpolarized” mode (i.e., the spins of the
neutrons are isotropically distributed). In order to separate the magnetic signal from
the nuclear signal that is simultaneously being measured, researchers employ a variety
of techniques.
One of the most common methods is to study the temperature dependence.
Most magnetic systems become disordered as the temperature rises, so a signal that
becomes weaker with temperature is likely to be magnetic. The most dramatic
example of this temperature dependence is upon lowering through the magnetic
ordering temperature of an antiferromagnet.
Above the ordering temperature TN (Néel temperature) these systems are
generally paramagnetic. As the temperature lowers and the moments order, the
neutrons will begin to scatter from the magnetic moments located on the atoms, and
the system will develop new Bragg peaks due to the magnetic scattering. There can
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Figure 3.1: The blue circles represent Bragg peaks due to nuclear scattering. Below
the magnetic ordering temperature, additional Bragg peaks appear, due to magnetic
scattering (red circles). These peaks have same separation as the nuclear Bragg peaks,
but are offset by the ordering vector, and so appear at the Brillouin zone edge. They
are also entirely magnetic, with no nuclear component.
also be scattering from the spin of the nucleus, but since these are unordered except at
very low temperatures, they generally contribute only to the incoherent background.
Because adjacent spins are pointing in opposite directions, their scattering will
be out of phase, and so two adjacent spins will produce destructive, rather than
constructive interference. The Bragg condition for the magnetic scattering becomes
(n + 21 )λ = 2d sin(θ). This means that the overall spacing between the Bragg peaks
remains unchanged, at

λ
,
2d

but the AFM Bragg peaks will be displaced from the

nuclear Bragg peaks by the magnetic ordering vector, as shown in Figure 3.1. The
appearance of an entirely new set of Bragg peaks at the edge of the Brillouin zone is
a very clear indication of the onset of AFM order.
A less dramatic example is the enhancement of scattering due to phonons with
temperature. As the temperature rises, the amplitude of the phonons increase, and
they become more likely to scatter. In general, as the temperature increases, phonon
signals will go up, and magnetic signals will go down.
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Magnetic and nuclear signals may also be distinguished by their behavior as a
function of the momentum transfer Q = ki −kf . The intensity of scattering from nuclei
does not depend on Q, whereas magnetic scattering gets weaker with Q. The overall
scattering intensity is scaled by the Fourier transform of the real-space potential.
Nuclei are effectively point particles in real-space; their Fourier transform in reciprocal
space is a constant, and so the nuclear scattering exhibits no Q dependence. In
contrast, magnetic scattering from the electron cloud is extended in real-space, and
so the intensity falls off in reciprocal space. The function that describes the scaling
of the intensity is the “magnetic form factor”. The inverse Fourier transform of the
magnetic form factor is spin density function around the scattering atoms in real
space∗ .
While the previous methods are often used to make an educated deduction about
the source of a signal, they are indirect methods. The absolute gold standard for
identifying magnetic versus nuclear scattering is to use spin-polarized neutrons. This
is the only direct method for confirming the magnetic nature of a signal. The neutrons
that scatter due to some magnetic interaction will exchange spin with the sample, and
their spin orientation may be ’flipped’ (depending on the angle between the neutron
polarization and Q). Those neutrons scattering solely because of nuclear interactions
remain unflipped. This technique is discussed in detail in Section 3.2.

3.1.2

Triple-axis spectroscopy

Neutron scattering is widely used to study the structure and dynamics of various
materials. Because the wavelength and energy of “thermal” (i.e., room-temperature)
neutrons are on the same scale as the interatomic spacing and most lattice excitations,
they can be used to provide a wide variety of information about the dynamics of the
system through inelastic scattering. Neutron spectroscopy measures the scattering
intensity as a function of momentum and energy transfer, and allows the experimenter
∗

This discussion ignores the “structure factor”, which can have a significant effect on the phonon
intensity.
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to deduce the behavior of excitations within the sample. The classic example is the
use of neutron scattering to measure the phonon dispersion spectrum.
In order to study elementary excitations in a material, the energy transfer between
the neutron beam and the sample must be measured. One technique for this is tripleaxis neutron spectroscopy. As the name implies, a spectrometer requires three axes.
In such an instrument (see 3.2), a “white beam” of neutrons from the source is incident
upon a monochromator (the first axis), which selects a particular wavelength. This
single wavelength is incident upon the sample (the second axis) and scatters from
the sample towards the analyzer, which receives all wavelengths that are scattered
at angle 2θ, thus setting Q. The analyzer (the third axis) selects one particular
wavelength to be directed towards the detector, thus determine the energy transfer,
}ω.
Triple-axis spectroscopy is typically used to study either phonons or spin waves.
The technique allows direct measurement of the scattering function S(q, ω), which is
in turn related to the magnetic susceptibility.

3.2

Spin-polarized neutron scattering using

3

He

filters
Spin-polarized neutron scattering provides insight into the spin density distribution
surrounding the atoms, by examining the part of the signal that is scattered
magnetically.

A neutron-spin interaction only flips the spin of the neutron if

polarization and the magnetic moment are perpendicular. In contrast, a neutronnucleus interaction does not depend on orientation, and will never flip the spin of
the neutron. In order to completely separate the magnetic from the non-magnetic
interactions, a set of data must be collected in both spin-flip (SF) and non-flip (NF)
configurations for each of three neutron polarizations (x, y, z), and the data sets
subtracted and recombined. If the magnetic moment of the sample is isotropic, then
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Figure 3.2: Triple-axis spectrometer HB-3, located at HFIR (11).
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the analysis and data collection may be simplified considerably by measuring the SF
and NF signals with just a single polarization.
This experiment was conducted at the NIST Center for Neutron Research
(NCNR). Polarization of the neutron beam was achieved using 3 He filters. The 3 He
nucleus has a cross-section for neutron absorption (resulting in 4 He) that is strongly
dependent on spin-direction. The 4 He nucleus has zero spin, so if the 3 He gas is
polarized in the spin-up state, it will strongly absorb spin-down neutrons, and allow
spin-up neutrons to pass. Polarization analysis with 3 He filters varies slightly from
traditional analysis using Heusler monochromators. We review the basic principles
involved in polarized measurement before discussing the technical details for this
particular equipment.

3.2.1

Ideal experiment

In an idealized experimental setup as depicted in Figure 3.3, the incident neutron
energy is selected by the monochromator. The unpolarized monochromatic beam
is directed towards the sample. The polarizing filter is placed in the flight path
before the sample. A perfect filter would allow only spin-up neutrons to pass. The
polarized beam is scattered from the sample due to both spin-flip (SF) and non-flip
(NF) processes. The scattered beam passes through the analyzing filter, which rejects
spin-down neutrons. The remainder of the beam, consisting of spin-up neutrons, is
scattered from the analyzer crystal and onto the detector.
The incident polarized beam can be set into the spin-up or spin-down state by
means of a flipper placed between the polarizing filter and the sample. A flipper uses
a radio-frequency field to adiabatically rotate the spin of the neutrons; the frequency
and current requirements depend on the geometry of the flipper and the energy of
the incident neutrons. In this experiment, for NF scattering, the flipper is off, and
the neutrons incident on the sample remain spin-up. Turning the flipper on produces
SF scattering, and the incident neutrons are all spin-down. In this configuration, any
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Figure 3.3: Schematic of an ideal spin-polarized experiment using 3 He filters. The
incident beam is entirely polarized. The scattered beam comes from both SF (red)
and NF (blue) processes. The analyzing filter completely remove the spin-down
component, allowing perfect separation of the magnetic and nuclear signals.
neutrons passing through the analyzing filter must have undergone a SF interaction
with the sample.
The environment around the sample must have a “guide field” in order to define
an axis for spin-up and spin-down. Typically a field of ˜10 Gauss is sufficient. For
most samples, a field this small does not pose any special issues. In the case of some
superconducting samples, however, the flux lines from the guide field may become
trapped inside the sample. The neutrons can then scatter from the pseudo-lattice
generated by the trapped flux. For this reason, superconducting samples must be
cooled below Tc without any magnetic fields in the vicinity.
In this idealized scenario, the SF signal measured at the detector (if we set the
polarization direction parallel to Q) is precisely equal to the coherent magnetic crosssection, here abbreviated f . The SF signal is then:

SF = f · P↑ A↑ = f

(3.1)

where P↑ and A↑ are the transmission of the polarizing and analyzing filters for spinup neutrons, and in a perfect system, are equal to unity. The NF term measured at
the detector (which is strictly nuclear when the polarization is parallel to Q) is then:

N F = b · P↓ A↓ = b
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(3.2)

where b is used for any cross-section that does not flip the spin of the neutron. If
the polarization is perpendicular to the scattering vector, a neutron can experience a
magnetic scattering where the spin of the neutron is flipped from, e.g., left to right.
Since our polarizers (and the Heisenberg uncertainty principle) only allow us to define
one orientation, this interaction would then show up in the NF measurement.

3.2.2

Real-world experiment

Perfect filters would require no further corrections, but real filters require a number
of corrections. The filters themselves are cells of hand-blown glass. Inside the cell
is a 3 He atmosphere, as well as a slight doping of some alkali metal such as Rb or
K. The 3 He is polarized using the spin exchange optical pumping (SEOP) technique
(79), in which the alkali atoms are polarized by a laser, and the spin of those atoms
is transferred to the 3 He by collisions. The polarization is defined as:

Π=

N↑ − N↓
N↑ + N↓

(3.3)

and at present the maximum polarization achievable is around 75%, depending on
the particular cell used.
As the 3 He atoms bounce around inside the cell, they continually pass through the
stray magnetic fields found in the environment at large. If the field is inhomogenous,
then there can be some combination of location and velocity where the motion of the
3

He atom will cause it to see a field that is resonant with the transition energy to the

unpolarized state. A 3 He atom will then transition to the unpolarized state, and the
overall polarization of the cell gradually decreases. The less homogeneous the fields,
the more likely such a combination can occur, and the faster the cell will depolarize.
The polarization of the cell as a function of time is proportional to exp(− τt ), where
τ is known as the depolarization time constant. With the very homogeneous fields
available in the lab, the depolarization time constant can reach over 300 hours. The
environment at the beamline can not be controlled so easily; typical values for the
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Figure 3.4: Schematic of an realistic spin-polarized experiment using 3 He filters.
The incident beam is partially polarized. Neutrons from both primary current (spinup) and leakage current (spin-down) are incident on the sample. Both the spin-up
and the spin-down components of the incident beam are scattered due to both SF
and NF processes. The scattered beam passes through the analyzer, which filters out
most of the unwanted signal.
depolarization time constant were initially in the tens of hours, but now reach over
100 hours.
Because the polarization of the cells is not perfect, each cell allows some “leakage
current”, which is simply the transmission of neutrons in the non-preferred (spindown) state. This complicates things considerably, as seen in Figure 3.4. The NF
signal at the detector consists of several components:

N F = P↑ · (b · A↑ + f · A↓ ) + P↓ · (f · A↑ + b · A↓ )

(3.4)

the first term is due to the primary current through the polarizing filter. The spinup primary current incident on the sample undergoes scattering from either a NF
process (cross-section b, final state spin-up) or a SF process (cross-section f , final
state spin-down). The second term is due to leakage current through the polarizing
filter. The spin-down leakage current scatters from the sample either through a SF
process (final state spin-up), or a NF process (final state spin-down). Expanding the
products, the final signal at the detector is:

N F = b · P↑ A↑ + f · P↑ A↓ + f · P↓ A↑ + b · P↓ A↓
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(3.5)

where the first term is our primary interest, and the others are correspond to leakage
through the polarizing filter, the analyzing filter, or both.
The SF signal measured at the detector can be analyzed in a similar manner, and
is found to be:

SF = P↑ · (f · A↑ + b · A↓ ) + P↓ · (f · A↓ + b · A↑ )

(3.6)

The primary difference is that the primary current at the sample has passed through
the flipper, and is in the spin-down state. As before, the first term corresponds to
the primary current through the polarizer, and the second term corresponds to the
leakage current through the polarizing filter (which is incident on the sample in the
spin-up state). On expanding, we find that the four terms are:

SF = f · P↑ A↑ + b · P↑ A↓ + f · P↓ A↓ + b · P↓ A↑

(3.7)

the first two terms correspond to the primary current through the polarizing filter;
the first term is our primary interest, and the second term is NF scattering that
arrives at the detector due to leakage current through the analyzing filter. The third
and fourth terms come from the leakage of the polarizing filter, and correspond to the
leakage and primary current through the analyzer, respectively. There is an overall
transport efficiency coefficient that accounts for loss due to beam diverge, etc., and
has a loss typically much less than 5%. This term can be factored directly into the
transmission of the analyzing filter.
Provided the transmission of the filters can be measured, then we are left with
two unknowns in a system of two equations. The transmission of each filter can
be measured directly, by scanning a Bragg peak with no filters, just the polarizing
filter, and just the analyzing filter. This procedure is done when installing and
removing the filters. However, the polarization of the filters is time-dependent, and
the experimenter will generally want an estimate of the current beam polarization.
This can be obtained with a so-called “flipping-ratio” measurement, conducted with
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both filters in situ. A Bragg peak is scanned in both the NF and SF configurations,
to define a value of the flipping ratio:

R=

NF
P↑ A↑ + P↓ A↓
=
SF
P↑ A↓ + P↓ A↑

(3.8)

which can be obtained from the previous equations by setting either f or b to zero.
This does require that the Bragg peak be either purely magnetic, or purely nonmagnetic. The experimenter may then use the approximation:

which, with typical values for

P↑
P↓

f u SF −

NF
R

(3.9)

b u NF −

SF
R

(3.10)

and

A↑
A↓

of about 10, is accurate to around 5%.

In the case of inelastic scattering using fixed final energy, two other considerations
come into play. In the first case, the absorption of neutrons by 3 He is proportional
to the neutron wavelength λ, so the efficiency of the polarizing filter varies with
initial energy. This experiment used a fixed final energy, and so the efficiency of the
polarizing filter becomes a function of energy transfer. In this experiment, the initial
q
energy ranged from around 40meV to 30meV, and so λ varied by ∼ 40
∼ 1.15, large
30
enough to warrant a correction to the leakage current. In addition, since the flight
time through the flipper changes, the current needed to achieve a 180◦ rotation also
changes. While the former effect can be handled during the post-experiment data
analysis, the latter must be programmed directly into the experimental apparatus.
Both of these effects have been corrected for.
The situation is further complicated because the beam flux monitor is placed
after the polarizing filter. The fraction of flux passing through the monitor is equal
to P↑ + P↓ , and so the total counts at the detector, per monitor unit, consists of:
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f · (P↑ A↓ + P↓ A↑ )N F + b · (P↑ A↑ + P↓ A↓ )SF
NF
=
MN F
(P↑ + P↓ )N F

(3.11)

f · (P↑ A↑ + P↓ A↓ )SF + b · (P↑ A↓ + P↓ A↑ )N F
SF
=
MSF
(P↑ + P↓ )SF

(3.12)

and

where M is the monitor reading, and the subscripts SF and NF denote measurements
made in the SF and NF configurations, and the other variables have been previously
defined. The full correction must make use of the time-dependent polarization of the
filters for each datum acquired, as well as adjusting for the monitor. Solving the
above equations, the fully-corrected values are:
SF ·
f=



P↑ +P↓
M



−
SF

N F  P↑ +P↓ 
·
M
R
NF

(3.13)

1
(P↑ A↑ +P↓ A↓ )SF + ·(P↑ A↓ +P↓ A↑ )N F
R
and
SF  P↑ +P↓ 
·
−
NF ·
M
R
NF
SF
b=
1
(P↑ A↑ +P↓ A↓ )N F + ·(P↑ A↓ +P↓ A↑ )SF
R


P↑ +P↓
M



(3.14)

which are quite similar to the approximations given in Equation 3.9 and 3.10. There
is a program provided by the NCNR staff for combining and correcting multiple
datasets.

3.3

Magnetovibrational scattering of neutrons

The magnetic moment of the neutron allows for interactions not just with the atomic
nuclei, but also with unpaired electrons. Just as with nuclei, the neutrons transfer
momentum to the crystal, and may transfer energy as well.
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The phenomenon of magnetovibrational scattering may occur in any material
with static magnetic order. It is the creation or annihilation of a phonon when the
neutron scatters from the unpaired electrons, rather than the atomic nuclei. While
normally a phenomenon of little interest, it can be exploited to explore the possibility
of spin-phonon coupling. We first discuss the general behavior of magnetovibrational
scattering, and then examine the possibilities if there is spin-phonon coupling.

3.3.1

Cross-section for magnetovibrational scattering

In the general case, the cross-section for polarized (spin-flip) scattering from just the
atomic spins is given by Squires in Chapter 7 as(76):

X
k0 1 X
d2 σ
=
f
(Q)
(δ
−
Q̂
·
Q̂
)
F ∗ (Q) F (Q) ×
ab
a
b
0
dΩdE
k 2π} a b
l l0
Z∞

D
n →
o
n →
o
E
− →
−
− →
−
exp(iωt) exp −i Q · R l0 (0) Sla0 (0) exp −i Q · R l (t) Slb (t)(3.15)
dt

−∞

where

Slb (t) = exp(i

H
H
t) Slb exp(−i t)
}
}

(3.16)

In the preceding equation, the primed terms are final states, and the terms k and E
are the wave vector and energy of the neutron, a and b run over the directions x, y, z,
f (Q) is the magnetic form factor, F (Q) is the magnetic structure factor, Rl is the
position of the lth atom, and Slb (t) is the b-component of its spin at time t. The angle
brackets represent a thermal average of the system. We have ignored the part of the
spin-flip cross-section due to incoherent nuclear spin scattering.
With the simplifying assumption that the size and direction of the moments are
fixed, and that the spins travel rigidly with the atoms, then the argument of the
integral on the bottom line can be separated into two terms, one dealing with just
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the spins, and one dealing with just the displacements. Each of those terms has a
portion which is elastic (meaning no excitation is generated by an transfer of energy to
that part of the system) and a portion which is inelastic (meaning energy is transferred
and an excitation is generated). The product can then be expanded to create four
terms, each of which is the result of a separate physical process. They are:
• Magnetic elastic scattering (elastic for both the magnetic system and the
lattice) - This is either a magnetic contribution to a Bragg peak (in the
case of ferromagnets) or an entirely independent Bragg peak (in the case of
antiferromagnets).
• Magnetic inelastic scattering due to a spin excitation (inelastic in the magnetic
system, elastic for the lattice) - The creation or annihilation of a magnon, which
is the collective precession of magnetic moments. This is the sort of inelastic
magnetic scattering most commonly encountered. No phonons are excited, and
the positions of the atoms remain unchanged.
• Magnetic inelastic scattering due to a mixed mode (inelastic for both the
magnetic system and the lattice) - This term is the result of an interaction
between a magnon and a phonon branch. While this is another promising
avenue to search for unusual coupling, it is not the topic of this thesis.
• Magnetic inelastic scattering due to a lattice excitation (elastic in the magnetic
system, inelastic for the lattice) - The creation or annihilation of a phonon due
to momentum transfer between the neutron and the unpaired electrons. No
magnon is excited. This is the “magnetovibrational” scattering that is central
to this thesis.
We list these processes to emphasize that they are physically distinct. Because
polarized neutrons are used almost exclusively to study magnetic excitations, the
terms “inelastic magnetic scattering” and “spin excitation” have become almost
synonymous. However, magnetovibrational scattering is another form of inelastic
51

magnetic scattering (even if rarely studied). We reiterate that magnetovibrational
scattering is an excitation of the lattice, caused by scattering of the neutron from the
unpaired spins, and appearing in the spin-flip channel.
In the case of static magnetic order, then the magnetic moment is independent
of the atomic position, and the magnetovibrational cross-section is identical to the
standard phonon cross-section term, with the exception that the nuclear prefactor
σcoh
4π

has is replaced with the magnetic prefactor

1
4

(γn r0 F (Q))2 (1 − Q2z ) hSz i2 . This

is generally considered an undesirable signal (although we shall later see that in
this case it proves incredibly useful). It can be identified uniquely because of four
characteristics:
1. Since the scattering is from the spin density, rather than the charge density, it
would remain invisible to x-rays.
2. It has the same energy and dispersion within the Brillouin zone as a phonon,
but is seen only in the spin-flip channel.
3. In a crystal with a single magnetic axis, the polarization of the scattered neutron
is rotated 180◦ ; the polarization of the scattering from a magnon may be more
complicated (80).
4. The scattering intensity is proportional to both the magnetic form factor, and to
∼ Q2 (since the excitation is a phonon) (81), so the overall scattering intensity
exhibits a peak in Q. See Figure 3.5 for an estimate made using the iron F e2+
form factor

3.3.2

In AFM systems

In ferromagnetic systems, the magnetic Bragg peaks are coincident with the
nuclear Bragg peaks, and the nuclear phonon scattering is coincident with the
magnetovibrational scattering. As a result, spin polarized measurements are required
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Figure 3.5: Estimate of magnetovibrational scattering intensity as a function of
Q. Normalized for easy comparison of the various intensities. The form factor was
calculated using the coefficients provided by J. Brown in the Neutron Data Booklet
(12).
in order to separate the two contributions. However, in an AFM system, the the
Bragg condition becomes (n + 12 )λ = 2d sin(θ), and so the nuclear and magnetic
peaks are offset by the magnetic ordering vector. Since a Bragg peak corresponds to
the Γ high-symmetry point in the Brillouin zone, this means that the entire phonon
spectrum for magnetovibrational scattering is shifted as well. This effect has been
previously seen by Fernandez-Baca and coworkers in antiferromagnetic thulium (82).
An example is shown in Figure 3.6, which corresponds to a phonon spectrum
measured in the paramagnetic state. Acoustic phonons extend linearly from the
Bragg peaks (blue circles), and then flatten out near the zone boundary. Figure 3.7
shows the phonon spectrum measured below the Néel temperature. As the system
orders, magnetic Bragg peaks are formed (red circles) at the magnetic ordering vector
(1/2 in the one-dimensional case). From those magnetic Bragg peaks there extend
acoustic phonons, and in principle an entire replica of the phonon spectrum. These
are the phonons seen by magnetovibrational scattering.
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Figure 3.6: Phonon spectrum for nuclear lattice, in the paramagnetic state. The
phonons rise out of the Γ points (which are Bragg peaks), and flatten out near the
zone edge. These phonons are due to the standard nuclear scattering.

Figure 3.7: Previous phonon spectrum, below the Néel temperature. The
magnetic Bragg peaks serve as Γ points for magnetovibrational scattering. The
magnetovibrational spectrum (red branches) has precisely the same dispersion as
the nuclear spectrum (blue branches), but they are offset in reciprocal space. The
magnetovibrational spectrum consists entirely of spin-flip scattering.
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Figure 3.8: Overlay of the symmetry points for the nuclear (black) and magnetic
(red) lattices.
We have seen that the entire Brillouin zone for the magnetovibrational phonon
system is displaced from the nuclear phonon system by the magnetic ordering vector.
Thus the symmetry points for the magnetovibrational spectrum are offset as well.
Keeping track of the relationships between the two lattices is not trivial, and so we
provide an overlay of the two sets of symmetries in reciprocal space as Figure 3.8.

3.4

Spin-phonon coupling and magnetovibrational
scattering

In the previous section, we assumed that the magnetic lattice was fixed, and
that the spin density was carried rigidly with the ionic cores. However, the very
definition of spin-phonon coupling is that either the magnitude or direction of the
magnetic moments is correlated with the vibrations. One consequence of this is that
magnetovibrational scattering may occur even in the paramagnetic state, because the
phonons can temporarily impose a spin ordering (81).
In general, the effect of spin-phonon coupling can be seen in two ways. The first is
by measurement of the “dynamical form factor” associated with magnetovibrational
scattering.

The second is by observation of “forbidden modes” in the spin-flip

scattering channel.
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3.4.1

The dynamical form factor method

In the first method of searching for spin-phonon coupling, we assume that the motion
of the ion core can cause a dynamic shifting of the electrons between the T2g and
Eg orbitals.

Effectively, the ion cores would have different charge distributions

depending on their displacement. This would in turn influence the spin density
cloud, which would in turn result in a different magnetic form factor. Thus, a
measurement of magnetovibrational scattering provides information about the spin
density distribution associated with that phonon mode. This “dynamical form factor”
can then be compared to the static form factor. If the two coincide, then we conclude
that the spins are rigidly bound to the atoms. If, however, the dynamical form factor
does not coincide with the static form factor, then we can be assured that there is
significant spin-phonon coupling.
The dynamical form factor has been previously measured by Steinsvoll (83) in
iron and nickel in order to measure the form factor at arbitrary Q. While normally
the magnetic form factor can only be measured at those values of Q that produce a
Bragg peak, measuring the dynamical form factor associated with the phonons allows
for a nearly arbitrary choice of Q. In nickel, Steinsvoll found that the dynamical form
factor could be fit almost perfectly by smoothly extrapolating between the values of
the static form factor at the Bragg peaks. However, in iron, they found significant
deviations from the extrapolated value. They attributed this discrepancy to the
electrons shifting between orbitals as the ion core moved relative to its neighbors.
Later work by Petrillo and Sacchetti (84) in F eCo found a temperature dependence
of the magnetic form factor. Their measurements were made at a temperature of
1,000K, which was well below the Fermi temperature, but well above the Debye
temperature. The changes in the magnetic form factor could not be accounted for
by changes in the spin-up vs. spin-down populations. However, they were able to
explain the behavior by taking into account the increased thermal motion of the ion
cores, which induced a deformation of the electron distribution.
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The dynamical form factor is the first test for spin-phonon coupling. Provided that
the response time of the electrons is much faster than the phonons† , a discrepancy
between the dynamic magnetic form factor and the static magnetic form factor
provides direct evidence for the existence of spin-phonon coupling.

3.4.2

The forbidden mode method

The second technique to test for spin-phonon coupling is through observation of
spin-polarized “forbidden modes”. This technique is more subtle in origin, although
simpler to measure. This effect arises because one side effect of the coupling is that
the portion of the cross-section dealing with longitudinal versus transverse phonons
changes. Phonons that were invisible due to symmetry constraints become visible.
We review the mathematical details here.
In the work by Brown (81), the magnitude of the moments is assumed to be
linearly proportional to the atomic strain, and the motion of the electrons is assumed
very fast relative to the atomic motion. Recognizing that a larger volume allows for
a greater magnetic moment‡ , Brown and coworkers allowed the spin to be modified
by the nearest-neighbor distance. The portion of the cross-section that contains the
electron spin term is then rewritten as:
!
Si = Si0 1 − x

X

ηij (ui − uj )

(3.17)

ij

where x is the constant for the size of the moment with displacement, ηij is the strain
between nearest neighbors, and ui is the displacement of the ith ion from equilibrium.
This renormalized spin can then be used in the spin-flip cross section in the previous
section. The second term, which contains the strain, can be connected to the phonon
−
amplitude by rewriting with respect to the displacement →
u at lattice site j and the
−
nearest neighbor distance →
r:
†

Which has been shown by Reznik, as discussed in 1.4
Due to the increased electron separation, which lowers the potential energy and increases the
probability of magnetism (see section 2.2.4 for more information).
‡
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which has the standard phonon annihilation/creation operators as /a†s , polarization
εs , and is a sum over all occupied phonon states s. The original constant, linear in
displacement, has been rescaled by the strain, and is now ξ. This can be developed
in terms of new operators to identify the cross-section for the creation of a single
phonon as the result of magnetovibrational scattering:



d2 σ
dΩdE 0



= f (Q) (γn r0 F (Q))2
MV

X ((Q + qξr̂) · ε)2
k 0 (2π)3
exp(−2W 0 )
hns + 1i
k 2mv0
ω
s
s,G

×δ (E − E 0 − ωs ) × δ (Q + q − G)

(3.19)

which is essentially the normal cross-section for scattering from a phonon, but with
intensity term proportional to the magnetic, rather than nuclear, scattering. The
term qξr̂ is the contribution due to spin-phonon coupling; if ξ is zero, the equation
reduces to the cross-section for magnetovibrational scattering due to static moments.
One significant change that the reader should note is that the cross-section is not
proportional to the typical factor of (Q·ε)2 , where ε is the polarization of the phonon.
Rather, the term is now ((Q + qξr̂) · ε)2 , which has two interesting effects. First, since
the induced moment is presumed linear with nearest-neighbor displacement, there is
a dependence on the magnitude of the phonon wavevector q. The scattering will
typically be strongest at the zone boundaries, where atoms are generally moving 180◦
out of phase§ .
Second, in the usual case the (Q · ε)2 term means that there are positions in
reciprocal space where the scattering intensity will vanish due to the polarization of
§

This observation also holds true for the dynamical form factor method.
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the phonon mode relative to the scattering angle. In contrast, the spin-coupled crosssection ((Q + qξr̂) · ε)2 is non-zero everywhere except the Γ point. Thus, a phonon
that was normally not observable due to unfavorable polarization (for instance, a
c-axis longitudinal mode, which would normally be invisible when Q is in the ab plane) may be visible. It should then be possible to measure a dispersion that
is is “forbidden” in one orientation, but may be indexed to a mode with a different
polarization. Exactly this behavior was observed in the F e65 N i35 Invar system, where
the transverse acoustic phonon was observed while scattering in the longitudinal (001)
direction (81).
The observation of “forbidden” modes in the spin-flip channel is the second test
for spin-phonon coupling. Provided that the dispersion of such a mode could be
mapped well enough to index it to a particular phonon mode uniquely, this would
also be strong evidence for spin-phonon coupling.

3.4.3

Estimating the scattering strength

In general, the magnetovibrational scattering scales with the magnetic moment.
In a system with perfectly rigid moments, the intensity of the magnetovibrational
scattering can be estimated from the ratio of the Bragg peaks, and the intensity of
the nuclear phonon scattering as:

IM V = Iphonon

IAF M −Bragg
Inuclear−Bragg


(3.20)

In Ba(F e0.96 Co0.04 )2 As2 , the strongest nuclear Bragg peak has approximately 500
times the intensity of the strongest magnetic Bragg peak. If the moments were rigid,
the cross-section would be quite low. But in the case of strong spin-phonon coupling,
the factor ξ in Equation 3.19 can make the cross-section significant.
Experimental measurements (67) and theoretical predictions (64) have both placed
the change in static moment with the change in arsenic height at approximately 1µB
for a displacement of ∼ 0.06Å. The static moment in our sample was ∼0.2µB . We
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see that a displacement of 0.06Å would produce an enhancement of a factor of 5 over
the normal magnetovibrational scattering. The behavior of the dynamic moment
in this situation is not clear, but we note that DFT predictions generally place the
moment at 2µB . If the dynamic moment is indeed of this size, it would be a full
order of magnitude greater than the static moment, and produce a corresponding
increase in the magnetovibrational scattering. While this analysis is valid for acoustic
phonons, we are unaware of any reports of magnetovibrational scattering at optical
frequencies. However, this at least provides an order-of-magnitude estimate for the
scattering intensity.
The dependence on q indicates that the spin-coupled modes will generally be
most intense near the zone boundary. Zone boundary modes generally correspond
to nearest-neighbor atoms moving 180◦ out of phase. If the moment is non-linear
with displacement, then the magnetovibrational scattering may be very strong near
the zone boundary, but fall off quickly towards the zone center¶ . Referring back
to Figure 3.7, we see that the zone boundary of the magnetovibrational phonon
branches corresponds to the zone center for the nuclear phonon spectrum. If one was
unfamiliar with magnetovibrational scattering, this might seem like an unexpected
peak, appearing and disappearing without rhyme or reason. This is one possible
explanation for the results reported by Mittal.

¶

This holds true for any in-plane modes. However, given the two-dimensional nature of the
system, magnetovibrational scattering due to the arsenic Raman mode may be strongest at the Γ
point.
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Chapter 4
Results
The first connection we began exploring between the lattice and magnetism was that
of negative thermal expansion. In the course of that research, we became aware of
the magnetovibrational phenomenon, which had been encountered previously in the
Invar system. We saw its potential to be applied in this system, and gradually began
to understand the implications of the technique when working with an AFM material.
We discuss the results of both lines of research below.

4.1

Negative Thermal Expansion (NTE) in the
pnictide superconductors

Negative thermal expansion can be a sign of strong magnetic interactions with the
lattice.

We found the observation that many different compounds in the iron-

pnictide family exhibited NTE to be quite noteworthy. As a result, measurements
were performed which clearly demonstrate the existence of NTE in superconducting
compounds. Additional measurements on non-superconducting samples found no
evidence of NTE. The existence of NTE strongly suggests an increase in the timeaveraged size of the magnetic moment.
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4.1.1

NTE in optimally-doped Co-Ba122 and P-Ba122 by xray diffraction

The thermal expansion of various Ba122 samples was measured by high-energy x-ray
diffraction at beamline 6-ID of the Advanced Photon Source, located at the Argonne
National Laboratory. This beamline is often used for diffuse scattering measurements
with long counting times. It uses a Mar3450 area detector, which collects data over
a circular area with a radius of approximately 17.25cm. The detector was placed
approximately 1 meter from the sample, and the wavelength was 0.12398Å.
Single-crystal samples of BaF e2 As2 , Ba(F e1−x Cox )2 As2 and BaF e2 (As1−x Px )2
were grown using the self-flux method. The samples were grown by the Correlated
Electron Materials group at ORNL. Three samples from each series were grown:
under-doped, optimally-doped, and over-doped. The crystals were ground by hand
into a fine powder, and mixed with a small amount of NIST 640c silicon standard.
The resultant powders were mounted for transmission diffraction measurements. The
sample holders were copper plates approximately 1.5cm by 1.5cm by 750µm thick,
with a hole drilled through the center of the plate to create the sample volume. The
sample powders were packed into the hole, and sealed on both sides by Kapton tape.
Samples were mounted individually in a cryostat that used three separate
beryllium domes to achieve thermal isolation while still allowing adequate x-ray
transmission. The volume between the outer and inner beryllium domes was pumped
continuously to maintain a good vacuum and insure thermal isolation. The innermost
dome was sealed using indium wire to ensure that an airtight seal was formed. The
volume of the innermost dome was partially filled with helium as an exchange gas, and
a small slit was cut into each side of the Kapton tape to allow the helium exchange
gas to fully penetrate the sample volume. The system was capable of reaching as low
as 7K.
Knowing that this measurement would require a high precision, the sample was
allowed to equilibrate for at least five minutes after reaching the setpoint temperature.
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Figure 4.1: Thermal expansion of optimally-doped Co-Ba122.
Data were collected for two minutes at each temperature point. The MAR detector
takes several minutes to read, and the available scripts for controlling the equipment
would complete the entire read process before moving to the next step (this was fixed
by the last day of data collection). The combination of these factors meant that the
data collection rate was only around five points per hour. Over a course of three days,
five samples were measured at around 20-30 temperatures each.
Unfortunately, the samples contained impurities that were difficult to fit. The
phosphorus-doped system, for example, is capable of generating a whole range of
impurities of the type F e2 P1−x Asx . For this reason, as well as practical effects such
as powder homogeneity, the only samples that resulted in stable refinements were
optimally-doped Co-Ba122 (presented as Figure 4.1) and optimally-doped P-Ba122
(presented as Figure 4.2).
Examining the optimally-doped Co-Ba122 data, we see that upon cooling towards
Tc = 22K, the a-axis undergoes a sudden expansion, and then begins to contract again
as the temperature is lowered. The c-axis begins a gradual expansion that continues
from approximately Tc to base temperature. The overall combination is that material
clearly exhibits negative thermal expansion.
After conducting this study, we became aware of dilatometry measurements taken
on single-crystal samples of Co-Ba122. Dilatometry measurements in the 122 family
are difficult, because the platelet crystals tend to grow to only a few hundred microns
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Figure 4.2: Thermal expansion of optimally-doped P-Ba122
thick (59; 60; 61) . This introduces difficulties with the polishing process, and also
makes it difficult to be confident that the sample consists of a single domain. Overall,
the data presented here are consistent with those dilatometry measurements (59; 60;
61). While the x-ray diffraction technique is less accurate, it provides measure of the
average bulk structure that can not be guaranteed with dilatometry measurements.
The researchers conducting the dilatometry measurements found that the negative
thermal expansion was coincident with Tc . In one of the papers, the authors attributed
the NTE effect to shortening caused by some out-of-plane phonon mode, as occurs
in graphite (59). However, we do not find this explanation satisfactory. While
phonons can cause negative thermal expansion, an out-of-plane mode would result
in a contraction of the a-b axes and an expansion of the c-axis as the temperature
increased from 0K towards the volume minima. Instead, we find that the a-b axes
expand, and the c-axis contracts, as the temperature increases. It is unlikely that
this feature can be explained through a phonon mechanism.
The optimally-doped P-Ba122 data also display negative thermal expansion.
However, the volume minima in this system occurs at around 70K, well above
Tc = 31K. It is not clear if the datum at 80K is real, or the result of an unstable
refinement. The c-axis has a minima at approximately 40K, whereas the minima for
the a-axis is near 70K. This is in contrast to the data for Co-Ba122, in which the
minima for both axes are at approximately the same temperature. The a-axis does
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not exhibit the dramatic jump found in the Co-Ba122 data. There has not been any
dilatometry data taken for comparison. Nevertheless, the effect in general is clear.
Other measurements on La1111 made by our group, using the pair distribution
function technique, show that the bulk of this expansion happens between the ironarsenic layers. Combined, these two effects strongly suggest that the average magnetic
moment is increasing.

4.1.2

Thermal expansion of Cr-Ba122 by dilatometry

In addition to the x-ray measurements described above, we were able to perform
limited dilatometry measurements on sever samples of Cr-Ba122. This compound is
unusual because it does not seem to become superconducting at any doping level. This
is surprising, because other hole-doping techniques do produce superconductivity.
These samples were also provided by the Correlated Electron Materials group at
Oak Ridge National Laboratory. Like most of the 122 series, they grow naturally in
platelets. The maximum sample thickness was approximately 150µm, which limited
the measurements to just the c-axis. However, since in the other samples the c-axis
is the primary direction for negative thermal expansion, this still seemed to be a
worthwhile measurement.
The data are presented in Figure 4.3, for several doping levels. In all cases, the
c-axis increases monotonically with temperature, suggesting that negative thermal
expansion does not occur in this system.

4.2

Spin-polarized neutron measurements at BT-7

The spin-polarized measurements were conducted on the BT-7 triple-axis spectrometer at the NCNR. The neutron beam was polarized by the use of 3 He cells. For
this experiment, all measurements were made with the neutron polarization in the
z-direction, perpendicular to the scattering plane. In this configuration, the measured
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Figure 4.3: Thermal expansion coefficient of Cr-Ba122.
intensity values in the spin-flip (SF) and non-flip (NF) configurations are related to
the magnetic and nuclear scattering intensities as:

SF = My

(4.1)

N F = Mz + N

(4.2)

where N is the nuclear scattering, Mz is the scattering intensity from the component of
the magnetic moment perpendicular to the scattering plane, and My is the scattering
intensity from the component of the magnetic moment perpendicular to both Mz and
Q. We shall make the approximation that the spins are isotropic, and thus My = Mz .
In this work, we will present both the SF and NF data (correcting only for leakage
current), and for some data present the expected magnetic and nuclear components.
For convenience, the SF and magnetic data are always red; blue denotes either a
measurement in the NF configuration, or pure nuclear scattering. The reader is also
referred to Figure 3.8, which shows the scattering plane used for these measurements.
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The symmetry points for both the nuclear (black) and magnetic (red) lattices are
marked.
The sample was an array of 4 co-aligned single crystals, with a total mass of
approximately 2g. It has been previously studied in some detail (85). The sample
composition was Ba(F e0.96 Co0.04 )2 As2 , which undergoes a tetragonal to orthorhombic
transition at around 75K, with the onset of static AFM order setting in at around 58K.
The sample was mounted in the HH0-00L scattering plane (since the orthorhombic
distortion is too small to pick up with this instrument, we continue to use the
tetragonal notation). The static moment is estimated to be about 0.2µB in this system
(as opposed to 0.87µB in the parent compound (86)). Superconductivity occurs at
Tc =11K, and there is a concurrent reduction in static moment, with the spectral
weight being transferred from the magnetic Bragg peak to the so-called “resonance”
at around 4.5meV. All measurements were taken at 14K, just above Tc .
As a validation of the general approach, in Figure 4.4 we present data collected
at Q = (0.75, 0.75, 4). In the nuclear lattice, this corresponds to the point halfway
between Γ and M , and is predicted to have a phonon at E = 19meV, in excellent
agreement with these data. In the magnetic lattice, this corresponds to the point
halfway between Z and M , where there is no phonon predicted. In all scans with
fits, the SF and NF signals have been fit with Gaussians. Under the presumption
that the same peak appears in both channels, the Gaussians were constrained to have
the same width and center, but the amplitude and constant background were refined
separately.
The most likely candidate for spin-phonon coupling is the arsenic Raman mode
at Q = (0.5, 0.5, 8), shown in Figure 4.5. This is the Z point in the AFM lattice,
which is predicted to show the arsenic Raman mode at approximately 21meV, and
indeed, there is a SF signal. However, these data were taken before we were aware
of the subtleties involved with the offset between the nuclear and AFM lattices.
Unfortunately, there is another phonon predicted at almost the identical energy,
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Figure 4.4: Energy scan at Q = (0.75, 0.75, 4): Nuclear lattice midway along the
Γ − M line, AFM lattice midway along the M − Z line. A phonon is predicted for
the nuclear lattice at ˜ 19meV. No phonon is predicted for the AFM lattice.
coming from the M symmetry of the nuclear lattice. We believe that this accounts
for the bulk of the NF signal.
Next is an energy scan at Q = (0.5, 0.5, 4), shown in Figure 4.6. The intensity of
the peak in the SF and NF channels is almost identical, indicating that this signal is
entirely magnetic (the reader will recall that the NF channel has both a nuclear and
a magnetic contribution). This corresponds to the same symmetry point and energy
as the anomalous signal seen in the work by Mittal (7). Recent work by Delaire has
shown that certain parts of the iron partial DOS near this energy are highly sensitive
to pressure (13), and by extension, to magnetism. Consequently, we believe that this
feature is due to magnetovibrational scattering from the in-plane iron mode.
The astute reader will notice that this is the same symmetry point as the previous
data, and might wonder at the absence of the in-plane iron mode formerly seen at
19meV. We note that (0.5, 0.5, 4) is very near the peak of the magnetovibrational
scattering for the F e2+ state, whereas (0.5, 0.5, 8) is at approximately 40% of the
peak magnetovibrational intensity.
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Figure 4.5: Phonon at (0.5, 0.5, 8): Nuclear lattice symmetry M , AFM lattice
symmetry Z. The SF signal corresponds to the arsenic A1g phonon, and the NF signal
consists of both magnetic scattering from the A1g phonon and a (so far unindexed)
phonon from the M point of the nuclear lattice.
Another scan is presented in Figure 4.8. This is an energy scan at Q = (1, 1,
4), with a peak at E = 21meV (1meV ∼ 11K ∼ 4THz ∼ 8cm−1 ). There is no peak
predicted at the nuclear lattice for this energy and symmetry point. The SF and NF
peaks are about the same height, indicating that the signal is entirely due to magnetic
scattering. The phonon for this peak has not been positively indexed yet, but it is
an in-plane mode of some kind.
The data for this peak are somewhat noisy, because a spurious signal contributes
to the NF signal. It has been identified as Bragg peak occurring near the same
θ − 2θ angle as our signal. Inelastic scattering from the analyzer crystal generates
the spurious signal. When in the SF configuration, the scattering from this peak is
almost entirely removed by the 3 He analyzing filter, and so no contribution is made
to the SF signal.
An amalgam of scans in Q, varying along HH4 from (0.9, 0.9, 4) to (1.1, 1.1, 4)
is shown in Figure 4.9. The SF and NF components have been separated for clarity.
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Figure 4.6: Energy scan at (0.5, 0.5, 4): Nuclear lattice symmetry M , AFM lattice
symmetry Z. The SF and NF signals are almost identical, indicating that this peak
is entirely magnetic. The pure nuclear and pure magnetic scattering components are
plotted in the lower panel.
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Figure 4.7: Partial phonon DOS for iron under pressure in Ba122 (13). The inplane modes just under 20meV are quite sensitive to pressure, implying a relationship
to magnetism.
The spurious signal is confined to the NF channel. The peak is clearly distinct from
the local background.
If one is not aware of the magnetovibrational phenomenon, the existence of a
magnetic signal here is quite surprising. While the presence of magnetic behavior
at (0.5, 0.5, L) is widely known, it is believed to be a consequence of Fermi surface
nesting. There is no nesting vector associated with (1, 1, L), and so the presence of
this excitation is expected to be of considerable interest to other researchers, as this
demonstrates that the magnetic behavior still has some surprises in store.
As a general estimate of the strength of the spin-phonon coupling, we note that
the ratio of the (220) nuclear Bragg peak to the (0.5, 0.5, 1) magnetic Bragg peak
is approximately 500:1 in this sample. The fact that the intensities of the nuclear
and magnetovibrational phonons are even approximately comparable indicates that
the coupling must be strong enough to generate a magnetic signal tens of times what
would be expected from magnetovibrational scattering in the absence of spin-phonon
coupling.
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Figure 4.8: Energy scans at constant Q =(1, 1, 4): Nuclear lattice symmetry Γ,
AFM lattice symmetry M .
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Figure 4.9: Constant energy scans along HH4 with 0.9 ¡ HH ¡ 1.1
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Chapter 5
Conclusion
5.1

Discussion

Through the negative thermal expansion research, we have provided additional
evidence showing that there is a firm connection between the lattice and the spin
system.
Additionally, we have made use of magnetovibrational scattering to explore spinphonon coupling, and have for the first time extended the technique to include
antiferromagnetic materials. The data provides the first direct experimental proof
of spin-phonon coupling, and suggest that it is exceptionally strong. This provides
an explanation for many of the unusual inconsistencies in the literature.
The general dependence of the iron spin on the arsenic position might be
heuristically understood in light of a local-moment scenario. In the local moment
picture, the electrons occupy an antisymmetric spatial wavefunction because this
lowers the potential energy; the Pauli exclusion principle then requires the spin
part of the wavefunction to be symmetric (see Section 2.2.4). As the arsenic atom
gets closer to the iron plane, the preferred state for the 3d electrons changes. The
reduction in pnictide height might increase the potential energy of the electrons as
the orbitals become more hybridized. As a corollary, this restricts the volume the
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electron can occupy, which in turn increases its kinetic energy, eventually making the
energy penalty for co-aligned spins unfavorable.
As the temperature is lowered, the amplitude of the arsenic phonon decreases.
Measurements so far have not detected any anharmonicity in this mode, so we will
assume that the frequency of the mode remains constant. The dependence of the
moment on the arsenic height is highly non-linear. This non-linearity means that
the reduction in moment by the arsenic approaching the iron atom is greater than
the gain in moment when the arsenic moves away. The net result is that the timeaveraged moment increases as the arsenic amplitude gets smaller. This could increase
the overall moment, and may account for the observed negative thermal expansion.

5.2

Future work

There are many directions for future research. A systematic study of the NTE as
function of doping in various families would clarify the relationship between Tc and
NTE, and the role of charged versus isoelectronic doping. The 1111 system could be
studied by x-ray diffraction, and the 122 system by dilatometry.
Collaboration with theorists could quantitatively establish the strength of the
spin-phonon coupling, and allow for an estimate of the influence on Tc .
Magnetovibrational scattering could be used to search for spin-phonon coupling
in the cuprate superconductors.

There is a very recent report of a previously-

unknown magnetic signal in the cuprate system (87). The dispersion of this signal is
qualitatively similar to the dispersion of an optical phonon, as can be seen in Figure
5.1. While the authors of the study offer a different interpretation for this signal, it
is possible that it is a sign of spin-phonon coupling in the cuprates.
The magnetovibrational polarized beam analysis, scattering with all three orientations of the polarized beam to the sample, should be performed without making the
assumption of isotropic moments. We have made that assumption here, and normally
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Figure 5.1: Inelastic magnetic signal as presented by Li and coworkers (87). This
may be an indication of magnetovibrational scattering.
it is a very good one. However, there has been recent work showing that the resonance
feature in Ni-Ba122 has anisotropic spin moments (88).
Finally, the magnetovibrational work should be extended to map the dispersion
of one or more phonons to positively identify that this signal comes from a particular
phonon. In addition, the behavior should be examined as a function of temperature
and doping. Beamtime for this purpose has already been assigned, and plans are well
underway to continue this line of research.
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