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Abstract: A single-level multigrid algorithm is developed in which coarse-grid correction is performed on the fine grid. 
This negates the need for coarse grid storage allocation resulting in easy programmability. The algorithm differs from 
unigrid in that it mimics multigrid V(0, v) cycles which effectively overcomes the inefficiency of the unigrid technique. 
The single-level algorithm is therefore both easy to program and efficient. It is illustrated by two numerical examples 
and compared with unigrid and conventional multigrid. 
1. Introduction 
Multigrid techniques have been successfully applied as an efficient fast solver of the finite 
difference equations arising from a discretization of boundary-value problems in two or more 
dimensions [1,2]. However the multigrid algorithm is not easy to program due to its multi-level 
structure and it is a nontrivial matter to implement the algorithm into existing SOR codes. For 
this reason Holland, McCormick and Ruge [3,4] proposed an algorithm called unigrid, in which 
coarse-grid corrections are performed directly on the fine grid. Unigrid is conceptually simpler 
than multigrid, uses less storage, has a shorter code and is much easier to program particularly 
since grid transfers and coarse-grid operators are automatically determined. Furthermore, 
unigrid can easily be implemented into existing SOR programs. However, unigrid suffers from 
one major drawback in requiring considerably more arithmetic than multigrid. Typically, if there 
are N grid points on the fine grid, then one multigrid iteration takes O(N) arithmetic operations 
compared to 0( N log N) for unigrid in V-cycle mode. In this paper we consider an algorithm, 
which is derived from conventional multigrid, in which coarse-grid correction is performed on a 
fine level grid. The algorithm is identical to the multigrid V-cycle with zero relaxation sweeps 
before coarse grid correction, and hence the amount of computation is of the same order as 
multigrid. However, because all operations occur on the fine grid, it does not require the modular 
structure of multigrid software and can easily be programmed in a single program segment. The 
code is not quite as simple as unigrid but much simpler than multigrid. The algorithm is thus 
easy to implement and efficient. The algorithm is described in Section 2 and illustrated in 
Section 3. 
2. Single level multigrid 
Suppose we have the 
L*U*=F* 
u*=g* 
differential problem 
on domain L?, 
on the boundary of L? (i3Q) 
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where L is a linear differential operator and fi is in Rd. Suppose that (2.1) permits a series of 
discretizations 
LhUh = f” in L?, 
@k&h on ati 
(2.2) 
where h = H4 = 2qH,, q = O,l,. . . , m are the grid intervals and assume that, if uh is an 
approximation to Uh, (2.2) permit relaxation sweeps given by 
uh + Gh( z& f”) (24 
where + denotes replacement. If vi and v2 are the number of relaxation sweeps before and 
after coarse-grid correction then one multigrid iteration MG(v,, v2) is one multigrid cycle on 
level 0 where a multigrid cycle on level q is defined recursively as: 
0 <q<m, (i) uh+- Gh(uh, r”) vi times, 
(ii) r2h t Iih(rh - Lhuh), 21~~ t 0, 
(iii) y multigrid cycles on level q + 1, 
(iv) vh + vh + Ih v2h 2h Y 
(4 vh + Gh( vh, Y”) v2 times; 
(24 
q=m, vh + Gh( vh, r”) v1 + v2 times (or to convergence) 
where h = Hq, Ith and Ilh are restriction and prolongation operators, and y is the cycling 
parameter (y = 1 for V-cycle, y = 2 for W-cycle). The iteration uses two sets of arrays VHq, r”q, 
q = 0,l . . > m where we have identified uHo = vHo and f “, = rHo. 
If vt’= 0 then the left-hand side of replacements in (2.4) are used immediately, apart from two 
exceptions, with the result that they can be discarded. These exceptions are, firstly, the rh given 
by (ii) is required in (v) and, secondly, I$ = ~0” . IS required in (iv) on the fine level. Hence it is 
possible to perform the multigrid iteration using a few grids at the fine level. More specifically, 
we will let u (= u”“), v and r be arrays at the fine level which will hold the current 
approximation, the correction to the approximation and residuals of the approximation respec- 
tively. Using two arrays u and v overcomes the second exception- given above. The first 
exception can be overcome by having a residual restoration calculation just before (v) as follows. 
Step (ii) now becomes 
r +- 12hr h (2.5) 
where replacement occurs at coarse grid points only. If d = 2 and the restriction operator Iih is 
given by the weightings 
[ ;;; 5;; Z] (2.6) 
then the residual lost at a finer level due to (2.5) can be restored using 
r + Dlhr (2.7) 
where replacement again occurs at 
given by the weightings d 17 42 43 
[ I d 21 d,, d,, = 2 d d32 d33 a22 31 
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coarse grid points only and D&, is a restriction type operator 
- ali - a12 - a13 
-a21 1 -a23 . 
I 
(2.8) 
-a31 -a32 -a33 
4= 0, r+f Ho - LHou, (,I t 0. > 
O<q<m, (i) r + Iihr at coarse grid points only, 
(ii) one cycle at level q + 1, 
(iii) Y +- D;Fhr at coarse grid points only, 
(iv) v+& u, 
(2.9) 
(v) v + Gh(u, Y) Y times; 
q=m, u + Gh( v, r) Y times (or to convergence); 
4= 0, U+U+U. 
where h = H4 and y = 1 since MG(0, V) gives the same results whatever the value of y. In order 
that fHo is not calculated at the beginning of each iteration, it is good housekeeping to set these 
values in an array f, say. 
Then one single-level multigrid iteration SLMG( V) is one cycle on level 0 where a cycle on level q 
is defined recursively as: 
To make the scheme (2.9) more clear we consider d = 2 and 52 to be a rectangle (a, b) x (c, 
d) on which is placed a grid having N and M spacings in the two directions respectively where 
N and M are divisible by 2”. Thus U, U, r and f at grid location (a + iH,, c +jH,) are denoted 
by uij, uzj, ‘;, and f,j respectively and SLMG(v) is programmed by the following steps. 
Step I. Residual calculation 
rij +A.j - Lffouij, i=l(l)N-1, j=l(l)M-1. 
Step 2. Restriction 
For q = O,l, . . . , m - 1, 0 = 2q 
rijt C aklri+kt’,j+lb’, i = 28(28) N - 28, j=28(20)M-28 
1 <k.l<l 
Step 3. Coarse level initialisation 
0 = 2”, Ulj * 0, i=e(ti)N-8, j=e(e)M-8. 
Step4. For q=m, m-l,... ,O, 8 = 2q, if q = m go to (iii). 
(i) Prolongation 
‘ij t 5( vi+S,j + vi-O,j>T i=0(28)N-8, j=28(2B)M-28, 
‘ij c 4t”,, j+O + ‘i, j-e>, i=e(e)N--0, j=8(28)M-8. 
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(ii) Residual restoration 
‘i/ t C dklri+k13,jt18~ i=28(28)N-28, j=28(28)M-28. 
l<k,kl 
(iii) Relaxation 
For 
2=12 > ,*.*> VT 1, u. t GfHo (V r,!,Cjh 
i=0(0)N--0, j=i(e)M-13 
(or to convergence if 4 = m). 
Step 5. Update 
uij +- u,, + v 
‘J ’ 
i=l(l)N-1, j=l(l)M-1. (2.10) 
Steps 1 to 5 are repeated until the vii satisfy some given tolerance. Initially f,i are set to f * in 
the interior of the rectangle, uij set to g* on the boundary and any reasonable value in the 
interior, and vij is set to zero on the boundary. Prolongation is shown as bilinear interpolation 
but this can be replaced by any suitable prolongation operator. Similarly the relaxation sweep is 
lexicographically ordered but other orderings are possible. 
Such an algorithm can be easily programmed in a single program segment. If restriction is by 
simple injection then the program is even simpler since Steps 2 and 4(ii) are missing. 
In the next section we will compare the single-level algorithm with conventional multigrid and 
unigrid. For those unfamiliar with unigrid we give the following brief description. In the 
Guass-Seidel method the convergence is slow because the relaxation is point-wise, and hence a 
change in uHo at a given grid location will take many relaxation sweeps to affect all points in 6% 
In unigrid a change in u HQ is distributed over a wider area and hence information of this change 
is more quickly disseminated throughout 52. More precisely, when d = 2, a change in uHo at a 
grid location (i, j) on level q of the algorithm is accompanied by a change at neighbouring 
points proportional to the pyramid functions dHq where 
&+ (24- Ik-i1)(2q- II-j& 
’ i 
Ik-iI <2q, 11-jl < 2q, 
0, otherwise. 
The constant of proportionality is determined by requiring .that a weighted average 
residuals near (i, j) are relaxed to zero. A suitable weighting is to use the elements of 
given by (2.11) resulting in the relaxation 
u + Gh( u, dh) = u + 
( fHo - LHou,dh) dh 
(Lh%fh) 
where u is an array on the fine level holding the current approximation. Then one unigrid 
iteration UG( v) is one unigrid cycle on level 0 where a unigrid on level q is defined recursively 
as: 
O<qcm (i) u + Gh( u, dh) v times using (2.12), 
(ii) y unigrid cycles on level q + 1 (2.13) 
u +- Gh( u, dh) times (or to convergence) using (2.12) 
(2.11) 
of the 
dHq as 
(2.12) 
where h = Hq. 
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3. An illustrative example and conclusion 
To compare single-level multigrid with unigrid and conventional multigrid we consider the 
problem 
v2u +p(x, ~1% +4(x, y$j + r(x, Y)U =f(xl Y> in Q, 
u= g(x, y) on a1(2 (3.1) 
where Q is the unit square bounded by 0 < x < 1, 0 < Y < 1. An N X N grid is placed on a and 
(3.1) is discretized using the standard 5-point star for v*, central second-order differences for 
i3,Qx and a/aY and simple injection for p,q,r,f and g. Hence, the difference problem (3.1) is 
replaced by the algebraic problem 
(l + +hPij)ui+J,l - (l - fhPljjul-l.j + (’ + th4ijjuz,j+l 
+(1-+hqij)ui,j_1-(4-h2rij)uij=h2~j, l<i,j<N-1, (3.2) 
uij = gij if either i or j equals 0 or N, 
where uii 3 u( ih, j/z), h = l/N, with similar expressions for p, q, r, f and g. Setting N = 64 
permits 5 coarse levels (i.e. m = 5) and (3.2) was solved using 
(a) unigrid UG( Y), 
(b) single-level multigrid SLMG( Y), and 
(c) conventional multigrid MG( vi, y2) for the two test problems: 
(i) Poisson’s equation: 
p(x, Y) = 4(x, Y) = r(x, y> = 0. 
(ii) General equation: 
P(X, Y) = sin(x + 4y), 4(x, Y> = cos(x2 +y), r(x, y) = -ln(2 + 3x +y2) 
(3.3) 
and for both (i) and (ii) 
f (x, y) = e(“-Y), dx7 Y) = (x +yJ4. 
For methods (b) and (c) both full weighting and simple injection restrictions were used and the 
number of relaxation sweeps employed was in (a) and (b) 1 < v < 5, and in (c) 1 < v1 + v2 < 5. 
Let u!T) be the estimate for uij after s iterations <uI’,“’ was set to gij as given by (3.3) in the 
interior) then the dynamical error estimate R’“’ is given by 
R’“‘=~~(u!;‘-u/:-l))*, s=1,2 )... . 
ITJ 
(3.4) 
The iterations were continued until ) R’“’ ( < 3 x lo-” and the convergence factor p is esti- 
mated by 
,, = R’“‘/R’“- 1) 
(3.5) 
where s here denotes the last iteration. If T is the CPU time for one iteration, then we define the 
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Table 1 
Convergence factors and efficiencies for Poisson’s equation 
Relaxation Convergence factor p Efficiency E 
sweeps 
UG(v) SLMG( v),‘MG(O, v) UG(v) SLMG( v) MG(0, v ) 
V 
FW Injection FW Injection FW Injection 
1 0.404 0.320 0.956 5.64 0.91 17.61 1.09 17.15 
2 0.112 0.123 0.391 4.62 0.66 1.22 0,76 1.12 
3 0.063 0.096 0.024 5.41 0.73 0.38 0.80 0.37 
4 0.050 0.081 0.023 6.76 0.79 0.47 0.88 0.46 
5 0.039 0.064 0.037 7.96 0.83 0.64 0.94 0.62 
efficiency E as the CPU time required to reduce the dynamical error by a factor 10 and is given 
by 
E = - T/log,,p. (3.6) 
The relaxation sweeps, in each case, used Gauss-Seidel lexiographic ordering and the results, 
using a VAX 11/785 single processor, are given in Tables 1 and 2. For the most part MG(0, Y*) 
iterations were the most efficient of the conventional multigrid cases and are the only ones given 
here. Since SLMG(v) and MG(0, Y) are algorithmically the same the convergence factors are 
identical. 
Excluding injection when v = 1 we may observe the following from the tables: 
(i) The convergence factors of unigrid and the two multigrid iterations are similar, reflecting 
that unigrid is a multigrid algorithm in essence. 
(ii) The two multigrid iterations are much faster than unigrid. By comparing the most efficient 
entries in each column we find that the two multigrid codes are between 4.4 and 12.5 times faster 
than unigrid, depending on the problem and whether full weighting or injection was used. As 
expected injection is faster than full weighting. 
(iii) The two multigrid algorithms are, on average, equally efficient. Hence the extra arithmetic 
involved in residual restoration (Step 4(ii) in equations (2.10)) is negligible. 
Hence single-level multigrid is as efficient as conventional multigrid but in terms of program 
complexity single-level multigrid is much easier to program. First of all, single-level multigrid, 
like unigrid, is naturally programmable in a single segment but multigrid is better structured. 
Table 2 
Convergence factors and efficiencies for the general problem 
Relaxation Convergence factor p Efficiency E 
Sweeps 
UG(v) SLMG( v)/MG(O, v) UG(v) SLMG( v) MG(0, v ) 
V 
Fw Injection FW Injection FW Injection 
1 0.400 0.286 0.985 10.30 1.55 121.21 1.91 97.15 
2 0.097 0.161 0.306 8.00 1.56 2.39 1.78 2.00 
3 0.058 0.090 0.055 9.66 1.50 1.31 1.73 1.14 
4 0.048 0.064 0.054 12.01 1.63 1.60 1.86 1.43 
5 0.037 0.054 0.046 14.56 1.81 1.90 2.06 1.65 
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Secondly, the programs for unigrid and single-level multigrid with injection use about 80 Fortran 
statements each, with an extra 15 statements if full weighting is incorporated into the single-level 
multigrid program. Conventional multigrid, however, requires and extra 50 statements above 
this. These figures are for Poisson’s equation with, on average, an extra 10 statements for the 
general problem. Hence the single-level algorithm is as efficient as conventional multigrid but 
with a program simplicity approaching that of unigrid. 
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