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Summary
This thesis onsists of Chapters 1 and 2. The main results are ontained in the
two preprints and two published papers, listed below.
Chapter 1 deals with onformal invariants in the eulidean spae Rn, n ≥ 2,
and their interrelation. In partiular, onformally invariant metris and balls of the
respetive metri spaes are studied. Another theme in Chapter 1 is the study of
quasionformal maps with identity boundary values in two dierent ases, the unit
ball and the whole spae minus two points. These results are based on the two
preprints:
R. Klén, V. Manojlovi¢ and M. Vuorinen: Distortion of two point
normalized quasionformal mappings, arXiv:0808.1219[math.CV℄, 13 pp.,
V. Manojlovi¢ and M. Vuorinen: On quasionformal maps with identity
boundary values, arXiv:0807.4418[math.CV℄, 16 pp.
Chapter 2 deals with harmoni quasiregular maps. Topis studied are: Preserva-
tion of modulus of ontinuity, in partiular Lipshitz ontinuity, from the boundary
to the interior of domain in ase of harmoni quasiregular maps and quasiisometry
property of harmoni quasionformal maps. Chapter 2 is based mainly on the two
published papers:
M. Arsenovi¢, V. Koji¢ and M. Mateljevi¢: On Lipshitz ontinuity of
harmoni quasiregular maps on the unit ball in R
n
., Ann. Aad. Si. Fenn. Math.
33 (2008), no. 1, 315318.
V. Koji¢ and M. Pavlovi¢: Subharmoniity of |f |p for quasiregular harmoni
funtions, with appliations, J. Math. Anal. Appl. 342 (2008) 742-746

CHAPTER 1
Quasionformal Mappings
1. Introdution
Conformal invariane has played a predominant role in the study of geometri
funtion theory during the past entury. Some of the landmarks are the pioneering
ontributions of Grötzsh and Teihmüller prior to the Seond World War, and the
paper of Ahlfors and Beurling [AhB℄ in 1950. These results lead to farreahing
appliations and have stimulated many later studies [K℄. For instane, Gehring and
Väisälä [G3℄, [V1℄ have built the theory of quasionformal mappings in Rn based
on the notion of the modulus of a urve family introdued in [AhB℄.
In the rst hapter of this dissertation our goal is to study two kinds of onfor-
mally invariant extremal problems, whih in speial ases redue to problems due to
Grötzsh and Teihmüller, resp. These two lassial extremal problems are extremal
problems for moduli of ring domains. The Grötzsh and Teihmüller rings are the
extremal rings for extremal problems of the following type, whih were rst posed
for the ase of the plane. Among all ring domains whih separate two given losed
sets E1 and E2, E1 ∩ E2 = ∅, nd one whose module has the greatest value.
In the general ase these extremal problems lead to onformal invariants λG(x, y)
and µG(x, y) dened for a domain G ⊂ Rn and x, y ∈ G . A basi fat is that
λG(x, y)
1/(1−n)
and µG(x, y) are metris. Following losely the ideas developed in
[Vu1℄ and [Vu2℄ we study three topis: (a) the geometry of the metri spaes
(G, d) when d is λG(x, y)
1/(1−n)
or µG(x, y), (b) the relations of these two metris to
several other metris and () the behavior of quasionformal mappings with respet
to several of these metris. One of our main results is to present a revised version
of the Chart on p. 86 of [Vu1℄, taking into aount some later developments, suh
as [H℄, [HV℄, [Vu2℄.
Then we present an appliation to the geometry of balls in these metris. As a
speial ase we investigate λ metri in B2 \ {0}, ontinuing work of [H℄.
Another question we address is: if f : (Gi, mGi) −→ (G′i, mG′i) is uniformly
ontinuous (i = 1, 2), is (G,mG) −→ (G′, mG′) uniformly ontinuous (G = G1 ∪G2,
G′ = G′1 ∪G′2)?
Chapter 1 onludes with displaement estimates for K-q mappings whih are
identity on the boundary of G.
In the seond hapter we explore what additional information on a K-q map-
pings we get if we assume it is also harmoni. We all suh mappings hq-mappings.
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In ase n = 2 we show that hq map has the same type of moduli of ontinuity
on D as on ∂D.
A similar, for the Lipshitz ase, result is proved on Bn. Finally, we show, for
n = 2, that any hq map is bilipshitz in quasihyperboli metri.
2. The extremal problems of Grötzsh and Teihmüller
In what follows, we adopt the standard denitions notions related of quasion-
formal mappings from [V1℄.
We use notation Bn(x, r) = {y ∈ Rn : |x− y| < r}, Sn−1(x, r) = {y ∈ Rn : |x −
y| = r}, Hn = {(x1, . . . , xn) ∈ Rn : xn > 0} and abbreviations Bn(r) = Bn(0, r),
Bn = Bn(1), Sn−1(r) = Sn−1(0, r) and Sn−1 = Sn−1(1).
For the modulus M(Γ) of a urve family Γ and its basi properties we refer the
reader to [V1℄. Its basi property is onformal invariane.
For E, F,G ⊂ Rn let ∆(E, F,G) be the family of all losed urves joining E to F
within G. More preisely, a path γ : [a, b]→ Rn belongs to ∆(E, F,G) i γ(a) ∈ E,
γ(b) ∈ F and γ(t) ∈ G for a < t < b.
If G is a proper subdomain of Rn, then for x, y ∈ G with x 6= y we dene
(2.1) λG(x, y) = inf
Cx,Cy
M(∆(Cx, Cy;G))
where Cz = γz[0, 1) and γz : [0, 1) −→ G is a urve suh that γz(0) = z and
γz(t) → ∂G when t → 1, z = x, y. This onformal invariant was introdued by J.
Ferrand (see [Vu2℄).
For x ∈ Rn \ {0, e1}, n > 2, dene
(2.2) p(x) = inf
E,F
M(∆(E, F )),
where the inmum is taken over all pairs of ontinua E and F in Rn with 0, e1 ∈ E,
x,∞ ∈ F . This extremal quantity was introdued by O. Teihmüller (see [Vu2℄,
[HV℄).
For a proper subdomain G of Rn and for all x, y ∈ G dene
(2.3) µG(x, y) = inf
Cxy
M(∆(Cxy, ∂G;G))
where the inmum is taken over all ontinua Cxy suh that Cxy = γ[0, 1] and γ is a
urve with γ(0) = x and γ(1) = y. For the ase G = Bn the funtion µBn(x, y) is
the extremal quantity of H. Grötzsh (see [Vu2℄).
Let (X, d1) and (Y, d2) be metri spaes and let f : X → Y be a ontinuous map-
ping. Then we say that f is uniformly ontinuous if there exists an inreasing on-
tinuous funtion ω : [0,∞)→ [0,∞) with ω(0) = 0 and d2(f(x), f(y)) ≤ ω(d1(x, y))
for all x, y ∈ X . We all the funtion ω the modulus of ontinuity of f . If there
exist C, α > 0 suh that ω(t) ≤ Ctα for all t > 0 , we say that f is Hölder-ontinuous
with Hölder exponent α . If α = 1 , we say that f is Lipshitz with the Lipshitz
onstant C or simply C-Lipshitz. If f is a homeomorphism and both f and f−1
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are C-Lipshitz, then f is C-bilipshitz or C-quasiisometry and if C = 1 we say
that f is an isometry. These onditions are said to hold loally, if they hold for eah
ompat subset of X .
A very speial ase of these are isometries.
Let (X1, d1) and (X2, d2) be metri spaes and let f : X1 → X2 be a homeomor-
phism. We all f an isometry if d2(f(x), f(y)) = d1(x, y) for all x, y ∈ X1.
In this setion we introdue ve types of metris:
(1) Spherial (hordal) metri q.
(2) Quasihyperboli metri kG of a domain G ⊂ Rn.
(3) A metri jG losely related to kG.
(4) Seittenranta's metri δG.
(5) Apollonian metri αG.
The rst one is dened on Rn = Rn∪{∞}. The seond and the third ones are dened
in any proper subdomain G ⊂ Rn, both of them generalize hyperboli metri (on
Bn or Hn) to arbitrary proper subdomain G ⊂ Rn. Seittenranta's metri is natural,
Möbius invariant analogue of the jG-metri. Apollonian metri is dened in any
proper subdomain G ⊆ Rn whih boundary is not a subset of a irle or a line.
2.4. The spherial metri. The metri q is dened by
(2.5) q(x, y) =


|x− y|√
1 + |x|2√1 + |y|2 , x 6=∞ 6= y,
1√
1 + |x|2 , y =∞.
Absolute (ross) ratio of an ordered quadruple a, b, c, d of distint points in Rn
is dened
|a, b, c, d| = q(a, c) q(b, d)
q(a, b) q(c, d)
.(2.6)
Now we introdue distane ratio metri or jG-metri. For an open set G ⊂ Rn,
G 6= Rn we dene d(z) = d(z, ∂G) for z ∈ G and
(2.7) jG(x, y) = log
(
1 +
|x− y|
min{d(x), d(y)}
)
for x, y ∈ G.
For a nonempty A ⊂ G we dene the jG-diameter of A by
jG(A) = sup{jG(x, y) | x, y ∈ A}.
For an open setG ⊂ Rn, G 6= Rn, and a nonempty A ⊂ G suh that d(A, ∂G) > 0
we dene
rG(A) =
d(A)
d(A, ∂G)
.
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If ρ(x) > 0 for x ∈ G, ρ is ontinuous and if γ is a retiable urve in G, then
we dene
lρ(γ) =
∫
γ
ρ ds.
The Eulidean length of a urve γ is denoted by l(γ).
Also, for x1, x2 ∈ G we dene
dρ(x, y) = inf lρ(γ),(2.8)
where the inmum is taken over all retiable urves from x1 to x2.
It is easy to show that dρ is a metri in G.
Now we take any proper domain G ⊂ Rn and set ρ(x) = 1
d(x,∂G)
.
The orresponding metri, denoted by kG, is alled the quasihyperboli metri in
G. Sine,
ρ(ϕ(x)) =
1
d(ϕ(x), ∂ (ϕG))
=
1
d(x, ∂G)
= ρ(x),
for Eulidean isometry ϕ,
kG′(x
′, y′) = kG(x, y), where G′ = ϕ(G), x′ = ϕ(x), y′ = ϕ(y).
Now we introdue Seittenranta's metri δG [Se℄. For more details on Möbius
transformations in Rn see [B1℄. For an open set G ⊂ Rn with card∂G > 2 we set
mG(x, y) = sup
a,b∈∂G
|a, x, b, y|
and
δG(x, y) = log(1 +mG(x, y))
for all x, y ∈ G.
Consider now the ase of an unbounded domain G ⊂ Rn,∞ ∈ ∂G . Note that if
a or b in the supremum equals innity, then we get exatly jG metri. This implies
that we always have jG 6 δG.
We will also use Apollonian metri studied by Beardon [B2℄, (also see [AVV,
7.28 (2)℄) dened in open proper subsets G ⊂ Rn by
αG(x, y) = sup
a,b∈∂G
log |a, x, y, b| for all x, y ∈ G.
This formula denes a metri i Rn \G is not ontained in an (n− 1)-dimensional
sphere in Rn.
In general, the hyperboli-type metris an be divided into length-metris, de-
ned by means of integrating a weight funtion and point-distane metri.
Another group may again be lassied by the number of boundary points used
in there's denition. So for instane, the j metri is one-point metri, while the
Apollonian metri is two-point metri.
2.9. Denition. A domain A ⊂ Rn is a ring if C(A) has exatly two omponents,
where C(A) denotes the omplement of A ⊂ Rn.
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If the omponents of C(A) are C0 and C1, we denote A = R(C0, C1), B0 = C0∩A
and B1 = C1 ∩ A. To eah ring A = R(C0, C1), we assoiate the urve family
ΓA = ∆(B0, B1, A) and the modulus of A is dened by mod (A) = M(ΓA). Next,
the apaity of A is by denition capA = ωn−1( mod A)1−n.
The omplementary omponents of the Grötzsh ring RG,n(s) in R
n
are B
n
and
[s·e1,∞], s > 1, while those of the Teihmüller ring RT,n(t) are [−e1, 0] and [t e1,∞],
t > 0. We shall need two speial funtions γn(s), s > 1, and τn(t), t > 0, to designate
the moduli of the families of all those urves whih onnet the omplementary
omponents of the Grötzsh and Teihmüller rings in Rn, respetively.
γn(s) = M(Γs) = γ(s), Γs = ΓRG,n(s),
τn(t) = M(∆t) = τ(t), ∆t = ΓRT,n(t).
These funtions are related by a funtional identity [G1, Lemma 6℄
(2.10) γn(s) = 2
n−1τn(s2 − 1).
2.11. Denition. Given r > 0, we let RΨn(r) be the set of all rings A = R(C0, C1)
in Rn with the following properties:
(1) C0 ontains the origin and a point a suh that |a| = 1.
(2) C1 ontains ∞ and a point b suh that |b| = r.
Teihmüller rst onsidered the following quantity in the planar ase (n = 2):
τn(r) = infM(ΓA) = inf{p(x) | |x| = r},
where the inmum is taken over all rings A ∈ RΨn(r) and p(x) is as in (2.2). For
n > 3 it was studied in [G1℄ and in [HV℄.
2.12. Theorem. [V1, Theorem 11.7℄ The funtion τn : (0,∞) → (0,∞) has the
following properties:
(1) τn is dereasing,
(2) limr→∞ τn(r) = 0 ,
(3) limr→0 τn(r) =∞ ,
(4) τn(r) > 0 for every r > 0.
Moreover, τn : (0,∞)→ (0,∞) and γn : (1,∞)→ (0,∞) are homeomorphisms.
From the denition of τn and from the onformal invariane of the modulus, we
obtain the following estimate:
2.13. Theorem. Suppose that A = R(C0, C1) is a ring and that a, b ∈ C0 and
c,∞ ∈ C1. Then
M(ΓA) > τn
( |c− a|
|b− a|
)
.
Here equality holds for the Teihmüller ring, when a = 0, b = −e1, c = te1, t > 0
and C0 = [−e1, 0], C1 = [te1,∞).
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2.14. Theorem. Let C ⊂ Bn be a onneted ompat set ontaining 0 and x,
where |x| < 1. Then the apaity of a ring domain with omponents C0 = C,
C1 = {x : |x| > 1} is at least γn( 1|x|). Here equality holds for the ring with the
omplementary omponents [0, |x|e1] and Rn \Bn.
These theorems state the extremal properties of the Teihmüller and Grötzsh
rings and their proofs are based on the symmetrization theorem in [G1, Theorem
1℄.
3. Moduli of ontinuity
In this setion we investigate the moduli of ontinuity of the identity mappings
idG : (G, ρ) −→ (G, d) where ρ and d are hosen from the set of interesting metris
dened on G (like quasihyperboli metri k, modulus metri µ et.).
Hene, we are interested in results of type
(3.1) d(x, y) 6 ζ(ρ(x, y)) = ζdρ(ρ(x, y)), x, y ∈ G.
We give several estimates of this type, and then we ollet these results in a harts
at the end of this setion.
Note that in our harts we have λ−1G , as well as in the inequalities of type (3.1);
however reader should be aware that in general λ−1G is not a metri. In fat λ
1/1−n
G
is always a metri. For more details on this matter see [Vu4℄.
It is well known that jG(x, y) 6 kG(x, y), so ζ
j
k(t) = t.
3.2. Lemma. For x, y ∈ G
kG(x, y) > log
(
1 +
m(x, y)
min{d(x), d(y)}
)
> jG(x, y).
where m(x, y) = inf{l(γ) | γ is a urve joining x and y in G}.
Proof. We may assume 0 < d(x) 6 d(y). Choose a retiable ar γ : [0, s]→ G
from x to y, parametrized by ar length:
γ(0) = x, γ(s) = y;
obviously s > |x− y|. For any 0 6 t 6 s we have
d(γ(t)) 6 d(x) + t, (a key observation),
so,
lρ(γ) >
∫ s
0
dt
d(x) + t
= log
d(x) + s
d(x)
> log
d(x) + |x− y|
d(x)
= jG(x, y).

The reverse inequality is not true in general; domain G suh that there is a
onstant c > 0 suh that kG 6 c jG is alled uniform domain, so in that ase
ζkj (t) = ct.
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3.3. Lemma. [Vu1, Lemma 2.21℄ Let G be a proper subdomain of Rn. If x ∈ G,
d(x) = d(x, ∂G) and y ∈ Bn(x, d(x)) = Bx, x 6= y, then
(3.4) λG(x, y) > λBx(x, y) > cn log
(
d(x)
|x− y|
)
where cn is the positive number in [V1, (10.11)℄. There exists a stritly inreasing
funtion h1 : (0,+∞) −→ (0,+∞) with limt→0+ h1(t) = 0 and limt→+∞ h1(t) = +∞,
depending only on n, suh that
(3.5) λG(x, y) 6 h1
(
min{d(x), d(y)}
|x− y|
)
for x, y ∈ G, x 6= y. If x ∈ G and y ∈ Bn(x, d(x)) = Bx, x 6= y, then
(3.6) µG(x, y) 6 µBx(x, y) = capRG
(
d(x)
|x− y|
)
6 ωn−1
(
log
(
d(x)
|x− y|
))1−n
.
From (3.6) we get µG(x, y) 6 γ
(
d(x)
|x−y|
)
for x ∈ G and y ∈ Bx. It is equivalent
with µG(x, y) 6 γ
(
1
r
)
where r = |x−y|
d(x)
.
We an express jG(x, y) in terms of r: r = e
j − 1 and obtain
µG(x, y) 6 γ
(
1
ej − 1
)
.
This gives ζµj (t) = γ
(
1
et−1
)
loally.
3.7. Lemma. [Vu1, Lemma 2.39℄ For n > 2 there exists stritly inreasing fun-
tion h2 : [0,+∞) −→ [0,+∞) with h2(0) = 0 and limt→+∞ h2(t) = +∞ with the
following properties.
If E is losed and F is ompat in Rn then
(3.8) M(∆(E, F )) 6 h2(T ); T = min{jRn\E(F ), jRn\F (E)}.
In partiular, if G is a proper subdomain of Rn, then
(3.9) µG(x, y) 6 h2(3kG(x, y))
for all x, y ∈ G. Moreover, there are positive numbers b1, b2 depending only on n
suh that
(3.10) µG(x, y) 6 b1kG(x, y) + b2
for all x, y ∈ G.
From (3.9) we have ζµk (t) = h2(3t).
3.11. Lemma. [Vu1, Lemma 2.44℄ If E, F ⊆ Rn are disjoint ontinua, then
M(∆(E, F )) > c¯nmin{jRn\E(F ), jRn\F (E)}
where c¯n is a positive number depending only on n.
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3.12. Corollary. [Vu1, Corollary 2.46℄ If E and F are disjoint ontinua in Rn and
∞ ∈ F , then
M(∆(E, F )) > cnjRn\F (E).
3.13. Corollary. [Vu4, Lemma 6.23℄ Let G ⊆ Rn be a domain G 6= Rn and
onneted boundary ∂G. Then
(3.14) µG(a, b) > cnjG(a, b)
holds for a, b ∈ G. If, in addition, G is uniform, then
(3.15) µG(a, b) > B kG(a, b)
for all a, b ∈ G.
The rst part of this orollary gives ζjµ(t) =
1
cn
t if ∂G is onneted. (3.15) gives
ζkµ(t) = c t if ∂G is onneted and G is uniform.
3.16. Lemma. [AVV, Corollary 15.13℄Let G be a proper subdomain of Rn, x and
y distint points in G and m(x, y) = min{d(x), d(y)}. Then
(3.17) λG(x, y) 6
√
2τ
( |x− y|
m(x, y)
)
.
From (3.17) using again r = ej − 1, r = |x−y|
m(x,y)
, we have
√
2τ(ej − 1) > λG,
and then, sine τ is dereasing, ej ≤ τ−1
(
λG√
2
)
and from here
j 6 log
(
1 + τ−1
(
1√
2λ−1G
))
.
Finally we obtain ζjλ−1(t) = log
(
1 + τ−1
(
1√
2 t
))
.
3.18. Denition. A losed set E in Rn is alled a c-quasiextremal distane set or
c-QED exeptional or c-QED set, c ∈ (0, 1], if for eah pair of disjoint ontinua
F1, F2 ⊆ Rn \ E
(3.19) M(∆(F1, F2;Rn \ E)) > cM(∆(F1, F2)).
If G is a domain in Rn suh that Rn \ G is a c-QED set, then we all G a c-QED
domain.
3.20. Theorem. [Vu3, Theorem 6.21℄ Let G be a c-QED domain in Rn. Then
(3.21) λG(x, y) > cτ(s
2 + 2s) > 21−ncτ(s)
where s = |x−y|
min(d(x),d(y))
.
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From the rst inequality in (3.21), taking into aount s = ej − 1, we obtain
λ−1 =
1
λ
6
1
c
1
τ((s+ 1)2 − 1) =
1
c
1
τ(e2j − 1) .
This gives ζλ
−1
j (t) =
1
c
1
τ(e2t − 1) for c-QED domain G.
Combining ζjk and ζ
λ−1
j we estimate λ
−1
G in terms of kG, so ζ
λ−1
k = ζ
λ−1
j ◦ζjk = ζλ
−1
j .
In fat, we have
λ−1G 6
1
c
1
τ(e2j − 1) 6
1
cτ(e2k − 1) .
The elds ζλ
−1
µ , ζ
k
λ−1, ζ
µ
λ−1 are obtained in the same fashion as ζ
λ−1
k , namely as
ompositions of appropriate funtions ζdρ . We use following inequalities.
For ζλ
−1
µ we have
λ−1G 6
1
cτ(e2j − 1) 6
1
cτ(e2µ/cn − 1) =
1
cτ(ebµ − 1) ,
where the seond inequality follows from (3.14) and where b = 2
cn
.
For ζkλ−1 we have
kG 6 c jG 6 c log
(
1 + τ−1
(
1√
2λ−1G
))
and for ζµλ−1 we have
µG 6 γ
(
1
ej − 1
)
6 γ

 1
e
log
„
1+τ−1
„
1√
2λ
−1
G
««
− 1

 = γ

 1
τ−1
(
1√
2λ−1
G
)

 .
3.22. Theorem. [Se, Theorem 3.4℄ The inequalities jG 6 δG 6 2jG hold for every
open set G ⊂ Rn.
So, we dedue that ζjδ (t) = t and ζ
δ
j (t) = 2t.
3.23. Theorem. [Se, Theorem 4.2℄ Let G ⊂ Rn be a onvex domain, then jG 6 αG.
This means that ζjα(t) = t for onvex domains.
3.24. Theorem. [Se, Theorem 6.2℄ Let G be a domain in Rn, for whih card ∂G > 2
and ∂G is onneted. Then, for distint points x, y ∈ G,
µG(x, y) > τn
(
1
eδG(x,y) − 1
)
.
Solving for µ and using a fat that τn is dereasing we get:
τ−1n (µG(x, y)) 6
1
eδG(x,y)−1
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and from here
δG(x, y) 6 log
(
1 +
1
τ−1n (µG(x, y))
)
.
Hene, ζδµ(t) = log
(
1 + 1
τ−1n (t)
)
if ∂G is onneted and has at least two points.
3.25. Theorem. [Se, Theorem 6.5℄ Let G ⊂ Rn be a domain with ard ∂G > 2.
Then
λG(x, y) 6 τn
(
mG(x, y)
2
)
.
Expressing µG in terms of δG we get:
λG(x, y) 6 τn
(
eδG − 1
2
)
and from here we obtain
δG(x, y) 6 log
(
1 + 2τ−1n
(
1
λ−1G (x, y)
))
.
This means that ζδλ−1(t) = log
(
1 + 2τ−1n
(
1
t
))
for domains with card(∂G) ≥ 2.
At rst, we give a 4× 4 hart.
jG kG µG λ
−1
G
jG
1 2 3 4
ζjj (t) = t
ζkj (t) = ct
G  uniform
ζkj (t) = ϕ(t)
G  ϕ domain
ζµj (t) =
γ
(
1
et − 1
)
loally
ζλ
−1
j (t) =
1
cτ(e2t − 1)
G  c-QED domain
kG
5 6 7 8
ζjk(t) = t ζ
k
k (t) = t ζ
µ
k (t) = h2(3t) ζ
λ−1
k = ζ
λ−1
j
µG
9 10 11 12
ζjµ(t) =
1
cn
· t
∂G onneted
ζkµ(t) = c · t
G uniform
∂G onneted
ζµµ (t) = t
ζλ
−1
µ = ζ
j
µ ◦ ζλ−1j
G  c-QED do-
main
∂G onneted
λ−1G
13 14 15 16
ζjλ−1(t) =
log
(
1 + τ−1
(
1√
2 t
)) ζ
k
λ−1 = ζ
j
λ−1 ◦ ζkj
G uniform
ζµλ−1 = ζ
j
λ−1 ◦ ζµj
loally
ζλ
−1
λ−1 (t) = t
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Funtion ζµj an be written in a dierent form using the estimate of γ funtion.
We dene funtions Φ and Ψ as in [Vu2, 7.19℄ by
(3.26) γn(s) = ωn−1(log(Φ(s)))n−1, s > 1
(3.27) τn(t) = ωn−1(log(Ψ(t)))n−1, t > 0.
3.28. Lemma. [Vu2, Lemma 7.22℄ For eah n > 2 there exists a number λn ∈
[4, 2 en−1), λ2 = 4, suh that
(3.29) t 6 Φ(t) 6 λnt, t > 1
(3.30) t + 1 6 Ψ(t) 6 λ2n(t+ 1), t > 0.
From (3.27) we have that ωn−1(log(λ2n(t+1)))
1−n 6 τn(t) 6 ωn−1(log(t+1))1−n.
From (3.26) we have
ωn−1 (log λnt)
1−n
6 γn(t) 6 ωn−1 (log t)
1−n , t > 1.
Using the right side of this inequality we have
γ
(
1
et − 1
)
6 ωn−1
(
log
(
1
et − 1
))1−n
6 ωn−1
(
log
(
1
t
))1−n
.
This gives ζµj (t) 6 ωn−1
(
log
(
1
t
))1−n
loally.
4. Inlusion relations for balls
Eah statement on modulus of ontinuity has its ounterpart stated in terms of
inlusions of balls. Namely, if for some metris d1 and d2 holds
d1(x, y) < t⇒ d2(x, y) < ζ(t),
then
Dd1(x, t) ⊂ Dd2(x, ζ(t)).
A related question is to nd, for a given x ∈ G and t > 0, minimal ζ(x, t) suh that
Dd1(x, t) ⊂ Dd2(x, ζ(x, t)),
This is irumsribed ball problem for a xed x ∈ G .
The quasihyperboli ball Dk(x, r) is the set {z ∈ G | kG(x, z) < r}, when x ∈ G
and r > 0. By [Vu2, (3.9)℄, we have the inlusions
(4.1) Bn(x, r d(x)) ⊂ Dk(x,M) ⊂ Bn(x,R d(x)),
where r = 1− e−M and R = eM − 1.
It was proved in [AVV, 15.13℄ that if G is a proper subdomain of Rn and if
x, y ∈ G with x 6= y, then
(4.2) λG(x, y) 6 inf
z∈∂G
(λRn\{z}(x, y)) 6
√
2τn
( |x− y|
min{d(x), d(y)}
)
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4.3. Theorem. [H, Theorem 6.11℄ Let G be a proper subdomain of Rn and let
t > 0. We denote c1 =
1
(1+τ−1n (t/
√
2))
, c2 =
√
τ−1n (2t)
(1+τ−1n (2t))
and c3 = τ
−1
n (t/
√
2), then the
inlusions
(4.4) Dλ−1(a, t) ⊂ {z ∈ G | d(z) > c1d(a)},
(4.5) Dλ−1(a, t) ⊃ Bn(a, c2d(a)) ⊃ Dk(a, log(c2 + 1))
and
(4.6) Dλ−1(a, t) ⊂ Bn(a, c3d(a)) ∩G
are valid for all a ∈ G. If, in addition, t > √2τn(1), we have that
(4.7) Bn(a, c3d(a)) ⊂ Dk(a, log(1/(1− c3))).
To prove the inlusion (4.6), we apply (4.2) to obtain
λG(a, z) 6
√
2τn
( |z − a|
d(a)
)
.
From here with the assumption t 6 λG(a, z) we have |z − a| < τ−1n (t/
√
2)d(a).
Sine Dλ−1 ⊂ G, the inlusion (4.6) holds.
Inlusion (4.7) follows diretly from (4.1) after we notie that the ondition
t >
√
2τn(1) implies that c3 < 1 and hene that the ball B
n(a, c3d(a)) is inluded in
G.
4.8. Theorem. [H, Theorem 6.18℄ Let G be a proper subdomain od Rn and as-
sume that G has a onneted, nondegenerate boundary. Let t > 0 and denote
d1 = τ
−1
n (t)/(1 + τ
−1
n (t)), d2 = 1/γ
−1
n (t) and d3 = 1/τ
−1
n (t). Then, for all a ∈ G,
the following inlusions hold
(4.9) Dµ(a, t) ⊂ {z ∈ G | d(z) > d1d(a)},
(4.10) Dµ(a, t) ⊃ Bn(a, d2d(a)) ⊃ Dk(a, log(d2 + 1))
(4.11) Dµ(a, t) ⊂ Bn(a, d3d(a)) ∩G.
If in addition t < τn(1), then
(4.12) Bn(a, d3d(a)) ⊂ Dk(a, log(1/(1− d3))).
The numbers d1, d2 and d3 are best possible for these inlusions.
We prove (4.10) only, beause that part is used later on.
We assume that a, z ∈ G and that |z − a| 6 d2 d(a). Then, sine γ−1n (t) > 1, we
have d(z, a) < d(a). We onsider the following urve families.
ΓJ = ∆(Jaz, ∂G;G),
Γ = ∆(Jaz, S
n−1(a, d(a));Bn(a, d(a))),
and
(4.13) Γ˜ = ∆([z′,+∞), Sn−1;Rn \Bn),
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where z′ = d(a)|z−a| e1. Sine Jaz is a ontinuum whih joins a and z, we have
(4.14) µG(a, z) 6 M(ΓJ)
and sine Γ < ΓJ , we have that M(ΓJ ) < M(Γ).
Using Möbius transformations, we get
(4.15) M(Γ) = M(Γ˜) = γn
(
d(a)
|z − a|
)
,
and sine |z−a| < d2 d(a) and γn is a stritly dereasing homeomorphism, it follows
that
(4.16) γn
(
d(a)
|z − a|
)
< γn
(
1
d2
)
= t.
Combining all these inequalities, we get
µG(a, z) < t,
whih proves the left side of (4.10). The right side inlusion follows from (4.1).
Theorem 4.3 ((4.6) and (4.7)) gives
4.17. Theorem.
λ−1(a, b) <
1
t
⇒ k(a, b) < log 1
1− τ−12
(
t√
2
) , for t > √2τ2(1)
λ−1(a, b) < s⇒ k(a, b) < log 1
1− τ−12
(
1√
2s
) ,
ζkλ−1(s) = log
1
1− τ−12
(
1√
2s
) , s < 1√
2τ2(1)
.
Also we obtain λ−1(x, a) < 1
t
⇒ |x − a| < c3d(a) < diam(G) c3(1/t) and from here
ζ
|·|
λ−1(t) = τ
−1
n (1/(
√
2t)) diam(G) .
From Theorem 4.8 we dedue
4.18. Theorem. In a domain G with onneted nondegenerate boundary:
(4.19) Dµ(a, t) ⊃ Dk(a, log(d2 + 1)), d2 = 1
γ−1(t)
,
and µ(a, b) < t if k(a, b) < log(d2 + 1).
Also, ζµk (s) = γ(1/(e
s − 1)). If we put
s = log
(
1
γ−1(t)
+ 1
)
, we have es − 1 = 1
γ−1(t)
, t = γ
(
1
es − 1
)
.
4.20. Theorem. [Se, Theorem 3.8℄ If G ⊂ Rn is open, x ∈ G and t > 0 then
Dj(x, t) ⊂ Bn(x,R)
where R = (et − 1) d(x). This formula for R is the best possible expressed in terms
of t and d(x) only.
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Therefore, using d(x) 6 diam(G), we get ζ
|·|
j (t) = (e
t − 1) diam(G).
4.21. Theorem. [Se, Theorem 3.10℄ If G ⊂ Rn is an open set, x ∈ G and t > 0
then Dδ(x, t) ⊂ Bn(x,R) where R = (et − 1) d(x).
As above, we get ζ
|·|
δ (t) = (e
t − 1) diam(G).
From Lemma 3.7, we have that
ζµk (t) = h(3t).
Now, from [H, Lemma 2.30℄ we may hoose (the ase n = 2)
h(t) =
2piα
log 1
2t
, for t 6
1
4
.
From here we have that
ζµk (t) =
2piα
log
(
1
6t
) , for t 6 1
12
(more important ase)
α = max{1, γ}, γ = 9
8
log 2 > 1 , α = γ .
In the seond ase, where
h(t) = 36βpit2, for t >
1
4
.
we have h(3t) = 324βpit2, t > 1
12
.
β = max
(
1,
1
γ
)
= 1
ζµk (t) = 324pit
2, for t >
1
12
.
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jG kG µG λ
−1
G
jG
1 2 3 4
ζjj (t) = t
ζkj (t) = ct
G  uniform
ζkj (t) = ϕ(t)
G  ϕ domain
ζµj (t) =
ωn−1
(
log
(
1
t
))1−n
loally
ζλ
−1
j (t) =
1
cτ(e2t − 1)
G  c-QED domain
kG
5 6 7 8
ζjk(t) = t ζ
k
k (t) = t
ζµk (t) =
γ
(
1
et−1
)
∂G onneted,
nondegenerate
ζλ
−1
k = ζ
λ−1
j
µG
9 10 11 12
ζjµ(t) =
t
cn
∂G onneted
ζkµ(t) = c · t
G uniform
∂G onneted
ζµµ (t) = t
ζλ
−1
µ = ζ
j
µ ◦ ζλ−1j
G  c-QED do-
main
∂G onneted
λ−1G
13 14 15 16
ζjλ−1(t) =
log
(
1 + τ−1
(
1√
2 t
))
ζkλ−1(t) =
log 1
1−τ−1
2
(1/(
√
2t))
t < 1√
2τ2(1)
ζµλ−1 = ζ
j
λ−1 ◦ ζµj
loally
ζλ
−1
λ−1 (t) = t
This is improved 4× 4 hart.
4.22. Example. For G ⊂ Rn we hoose z0 ∈ ∂G, sequene xk ∈ G suh xk → z0
and sequene yk ∈ G suh that
(4.23) |yk − z0| < |xk − z0|
k
.
Clearly |xk − yk| → 0 and
(4.24) |xk − yk| > |xk − z0| − |yk − z0| > |xk − z0|
(
1− 1
k
)
.
But
jG(xk, yk) > log
(
1 +
|xk − yk|
|yk − z0|
)
> log
(
1 +
1− 1
k
1
k
)
= log(k)→ +∞.
Hene id : (G, | · |) −→ (G, jG) is not uniformly ontinuous. By this reason,
adequate elds in the hart are empty.
Also, for a xed small d > 0 we an nd x, y ∈ G suh that |x − y| = d and
d(x, ∂G) as small as we like.
So we get kG(x, y) as large as we like and there is no estimate of kG(x, y) in
terms of |x− y|.
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In other hand funtion ζ
|·|
k is obtained from:
kG(x, y) >
∫ |x−y|
0
ds
diam(G)
=
|x− y|
diam(G)
.
From here we get that modulus of ontinuity of id : (G, kG) −→ (G, | · |) is ζ |·|k (t) =
t diam(G) (where G is bounded).
All the remaining items are obtained by omposition of the above moduli of
ontinuity.
And nally we have following harts:
4. INCLUSION RELATIONS FOR BALLS 21
αG δG jG kG
αG ζ
α
α (t) = t
ζδα(t) = 2t
G convex
ζjα(t) = t
G convex
ζkα(t) = ct
G convex,
uniform
δG ζ
α
δ (t) = t ζ
δ
δ (t) = t ζ
j
δ (t) = t
ζkδ (t) = ct
G uniform
jG ζ
α
j (t) = 2t ζ
δ
j (t) = 2t ζ
j
j (t) = t
ζkj (t) = ct
G uniform
kG ζ
α
k (t) = 2t ζ
δ
k(t) = 2t ζ
j
k(t) = t ζ
k
k (t) = t
q | · | µG λ−1G
αG
ζqα(t) = (e
t−1) diam(G)
G convex
ζ
|·|
α (t) = (et−1) diam(G)
G convex
ζµα(t) = γ
(
1
et − 1
)
G convex, locally
ζλ
−1
α (t) =
1
cτ(e2t − 1)
G c-QED, convex
δG ζ
q
δ (t) = (e
t − 1) diam(G) ζ|·|δ (t) = (et − 1) diam(G) ζ
µ
δ (t) = γ
(
1
et − 1
)
locally
ζλ
−1
δ (t) =
1
cτ(e2t − 1)
G c-QED
jG ζ
q
j (t) = (e
t − 1) diam(G) ζ|·|j (t) = (et − 1) diam(G) ζ
µ
j (t) = γ
(
1
et − 1
)
locally
ζλ
−1
j (t) =
1
cτ(e2t − 1)
G c-QED
kG ζ
q
k(t) = t diam(G) ζ
|·|
k (t) = t diam(G)
ζµk (t) = γ
(
1
et − 1
)
∂G connected
nondegenerate
ζλ
−1
k (t) =
1
cτ(e2t − 1)
G c-QED
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αG δG jG kG
q Does not exist Does not exist Does not exist Does not exist
| · | Does not exist Does not exist Does not exist Does not exist
µG
ζαµ (t) = log
(
1 +
1
τ−1(t)
)
∂G connected
ζδµ(t) = log
(
1 +
1
τ−1(t)
)
∂G connected
card(∂G) ≥ 2
ζjµ(t) =
t
cn
∂G connected
ζkµ(t) = ct
G uniform
∂G connected
λ−1G ζ
α
λ−1
(t) = log
(
1 + 2τ−1(1
t
)
) ζδλ−1(t) =
log
(
1 + 2τ−1(1
t
)
)
card(∂G) ≥ 2
ζj
λ−1
(t) = log(1 + τ−1( 1√
2t
))
ζk
λ−1
(t) = c log(1+τ−1( 1√
2t
))
G uniform
q | · | µG λ−1G
q ζqq (t) = t
ζ
|·|
q (t) = ct
G bounded Does not exist Does not exist
| · | ζq|·|(t) = t ζ
|·|
|·| (t) = t Does not exist Does not exist
µG
ζqµ(t) =
diam(G)
τ−1(t)
∂G connected
ζ|·|µ (t) =
diam(G)
τ−1(t)
∂G connected
ζµµ (t) = t
ζλ
−1
µ =
1
cτ(ebt − 1)
G c-QED domain
∂G connected
λ−1G ζ
q
λ−1
= τ−1(1/(
√
2t)) diam(G)) ζ
|·|
λ−1
= τ−1(1/(
√
2t)) diam(G))
ζµ
λ−1
= γ
(
1
τ−1
(
1√
2t
)
)
locally
ζλ
−1
λ−1
(t) = t
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Sharper results an be obtained for speial domains, for example G = Rn \ {0}
was studied by R. Klen [Kl℄ in relation to jG metris.
We return to the question of moduli of ontinuity, from a dierent viewpoint, in
hapter 2, setions 2 and 3.
5. Removing a point
LetM be a olletion of metris on a domain G ⊂ Rn and Bm(x, T ) = {z ∈ G :
m(x, z) < T}, m ∈M. Let
rT = sup{r > 0 : Sn−1(x, r) ⊂ Bm(x, T )},
RT = inf{r > 0 : Sn−1(x, r) ∩Bm(x, T ) = ∅}.
The question is an we nd lower bound for rT and upper bound for RT .
5.1. Problem. (Radius of irumsribed ball)
It is evident from the denition of λG that adding new points, even isolated ones,
to the boundary of G will aet the value of λG(x, y) for xed points x, y ∈ G. We
study this phenomenon in the ase when G = R2 \ {0}.
We nd an upper bound for radius of irumsribed ball, where m = λ−1G .
We use notation
Bλ(1, T ) = {z ∈ C : λG(z, 1) > T−1}.
Let h(z) = z|z|2 be an inversion. Sine h : Bλ −→ Bλ (h is an isometry for λ metri)
we have
λG(1, z) = λG(1, h(z)).
From [SolV, (3.3), (3.22)℄ we have
(5.2) p(z) =
2pi
logM(2z − 1) , z ∈ C \ {0, 1} and
(5.3) logM(2eiθ − 1) = 2piK(sin
θ
4
)K(cos θ
4
)
K
2(sin θ
4
) + K2(cos θ
4
)
.
If we put z = eiθ we have
p(eiθ) =
K
2(sin θ
4
) + K2(cos θ
4
)
K(sin θ
4
)K(cos θ
4
)
.
For |z| = 1 we obtain λG(1, z) = p(z).
Choose θ suh that sin θ
2
= RT
2
. From here θ = 2 arcsin RT
2
. Now if we put
(5.4) y =
K(sin θ
4
)
K(cos θ
4
)
=
2
pi
µ(cos
θ
4
)
we have
p(eiθ) = y +
1
y
=
1
T
.
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Figure 1. Radius of irumsribed ball
We are interested for solutions y < 1 beause we want θ < pi. From here y =
2T
1+
√
1−4T 2 . Sine from (5.4)
θ = 4 arccos(µ−1(
piy
2
))
now we have
(5.5) θ = 4 arccos(µ−1
(pi
2
2T
1 +
√
1− 4T 2
)
) = 4 arccos(µ−1
( piT
1 +
√
1− 4T 2
)
).
Hene, the radius of the irumsribed sphere is
RT = 2 sin
θ
2
, T ∈ (0, 1
2
), θ from (5.5).
5.6. Open question. (1) Can we nd rT in the ase above?
(2) Can we estimate RT , where G is now bounded subset of C (instead of
R
2 \ {0})?
(3) Consider µG-balls where ∂G is onneted, say ∂G = [0, e1]. Can we nd a
lower bound for rT (upper bound for RT ) in this ase?
5.7. Problem. (Estimate for λB2\{0}(x, y)) Next we investigate the following situ-
ation: G ⊆ Rn is domain, a ∈ G, G′ = G \ {a}. Is λG(x, y) = λG′(x, y) true under
some additional assumptions, like x, y lose to ∂G?
We onsider a speial ase where G = B2 and a = 0.
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Figure 2.
In [LeVu, Lemma 2.8℄ is proven that if Γ0 = ∆([0, x], [y˜, x/|x|];B), where y˜ =
|y|
|x| x and if we put |x| = r, |y˜| = s, then we have
(5.8) M(Γ0) = τ
(
(s− r)(1− rs)
r(1− s)2
)
.
Further, from [Vu1, (2.6)℄ we have that if ∆0 = ∆([− x|x| ,−x], [x, x|x| ];B) and if
|x| = r as before, then
Figure 3.
M(∆0) =
1
2
τ
(
4r2
(1− r2)2
)
.
Also, using Möbius transformation Tr : B
2 −→ B2, T (r) = 0 we an map family
of urves ∆1 to family of urves ∆
′
1, where ∆1 = ∆([− x|x| ,−y˜], [0, x];B) and ∆′1 =
∆([− x|x| ,−y˜′], [−x, 0];B).
We know that
ρ(−s, 0) = ρ(−r,−t),
where r and s are as before and −t = Tr(−s). Further, this is equivalent to
(5.9) log
1 + s
1− s = log
1 + t
1− t
1− r
1 + r
.
Solving (5.9) in t we obtain t = s+r
1+sr
.
26 1. QUASICONFORMAL MAPPINGS
Now we have
M(∆1) = M(∆
′
1) = τ
(
(t− r)(1− tr)
r(1− t)2
)
= τ
(
s(1 + r)2
r(1− s)2
)
.
Figure 4.
The rst equality holds beause Tr is onformal map, the seond one follows
from (5.8) and the third one from the expression for t.
Now, if we put in last term that r = s, we obtain
M(∆1) = τ
((
1 + r
1− r
)2)
.
The question is when is M(∆1) >M(∆0). In other words, when is
(5.10) τ
((
1 + r
1− r
)2)
>
1
2
τ
(
4r2
(1− r2)2
)
?
Applying formula [AVV, 5,19 (5)℄:
1
2
τ(t) > τ((
√
t +
√
t+ 1)4 − 1)
for t = 4r2/(1− r2)2 we have
1
2
τ
(
4r2
(1− r2)2
)
= τ
(
8r(r2 + 1)
(1− r)4
)
.
Then (5.10) is equivalent to (
1 + r
1− r
)2
6
8r(r2 + 1)
(1− r)4 ,
sine τ is dereasing. The last inequality is equivalent to
r4 − 8r3 − 2r2 − 8r + 1 6 0.
This inequality holds for r ∈ [0.12, 1).
This gives the answer to the question: For whih values of |x| we have
λA(x,−x) = M(∆(E,−E;B2)),
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where A = B2 \ {0}, E = [x, x|x| ]?
A related result an be found in Heikkala's dissertation, [H, Theorem 7.3℄. In
fat, this theorem deals with the more general situation: If x and y are lose to the
boundary and far apart then λBn\{0}(x, y) = λBn(x, y). His theorem is:
5.11. Theorem. Let G = Bn \ {0} and let x, y ∈ G with |x− y| ≥ δ > 0. Then, if
min{|x|, |y|} ∈ (r1, 1) with r1 =
√
δ4+64−δ2
8
, we have that
λG(x, y) = λBn(x, y).
However, we have in the speial ase x = −y, better onstant (letting δ = 2|x|
and r1 = |x| in Theorem 7.3 gives equation r31+r21−1 = 0, and its real root is larger
than 0.75, and onsequently larger than 0.12).
6. Uniform ontinuity on union of two domains
6.1. Denition. Let {mD : D ⊆ Rn} be a family of metris. We say that this
family is monotone if D1 ⊆ D2 implies mD1(x, y) ≥ mD2(x, y) for all x, y ∈ D1.
6.2. Lemma. [Vu5, 2.27℄ Let G1, G2 be domains in R
n
with G1 ∩ G2 6= ∅, G1 6=
R
n 6= G2 and assume that there exists c ∈ (0, 1) suh that
(6.3) d(x, ∂G1) + d(x, ∂G2) ≥ c d(x, ∂(G1 ∪G2)),
for all x ∈ G = G1 ∪G2.
Suppose that f : G −→ fG is ontinuous, fG ⊆ Rn; that {mD : D ⊆ Rn} is a
monotone family of metris; and that
(6.4) mfGj (f(x), f(y)) ≤ ωj(kGj(x, y))
for x, y ∈ Gj and j = 1, 2. Then there exists ω : [0,+∞) −→ [0,+∞) suh that
(6.5) mfG(f(x), f(y)) ≤ ω(kG(x, y))
and limt→0+ ω(t) = 0 provided limt→0+ ωj(t) = 0, j = 1, 2.
Now we onsider a similar, but loal result, with j metri replaing k metri.
We an no longer use geodesis as was done in the proof of the above lemma.
6.6. Lemma. Let G1, G2 be domains in R
n
with G1 ∩G2 6= ∅, G1 6= Rn 6= G2 and
assume that there exists c ∈ (0, 1) suh that
d(x, ∂G1) + d(x, ∂G2) ≥ c d(x, ∂(G1 ∪G2)),
for all x ∈ G = G1 ∪G2.
Suppose that f : G −→ fG is ontinuous, fG ⊆ Rn; that {mD : D ⊆ Rn} is a
monotone family of metris; and that
mfGj (f(x), f(y)) ≤ ωj(jGj (x, y))
for x, y ∈ Gj and j = 1, 2. Then there exists ω : [0, δ) −→ [0,+∞), where δ =
log
(
1 + c
4
)
suh that
(6.7) mfG(f(x), f(y)) ≤ ω(jG(x, y))
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for x, y ∈ G, jG(x, y) ≤ δ and limt→0+ ω(t) = 0 provided limt→0+ ωj(t) = 0, j = 1, 2.
Proof. Let d(x) = d(x, ∂G) and jG(x, y) ≤ δ.
Then, we have |x−y| ≤ c
4
min{d(x), d(y)}. We may assume d(x) ≤ d(y). By the
hypothesis (6.3) of the lemma there exists i ∈ {1, 2} suh that d(x, ∂Gi) ≥ c2d(x),
i.e., Bn(x, c d(x)/2) ⊆ Gi. Without loss of generality, we may assume that i = 1.
Then
y ∈ Bn(x, c min{d(x), d(y)}/4) ⊆ Bn(x, 1
2
d(x, ∂G1)).
We have
jG1(x, y) = log
(
1 +
|x− y|
min{d1(x), d1(y)}
)
where d1(z) = d(z, ∂G1). By the above alulation, |x − y| ≤ 12 d1(x) and hene
d1(y) ≥ 12 d1(x). The last inequality now yields
jG1(x, y) ≤ log
(
1 +
2|x− y|
d1(x)
)
≤ log
(
1 +
4|x− y|
c d(x)
)
<
4
c
jG(x, y).
Conlusion:
(6.8) mfG(f(x), f(y)) ≤ mfG1(f(x), f(y)) ≤ ω1(jG1(x, y)) ≤ ω1
(
4
c
jG(x, y)
)
where also monotone property of the family {mD} was applied. 
6.9. Example. We present an example, due to J. Ferrand, of two domains G1, G2 ⊆
C, G1, G2 6= ∅ and an analyti funtion f : H −→ C, H = G1 ∪G2 suh that
(1) (6.4) holds in G1 and G2.
(2) (6.5) does not hold on H .
We set G1 = C\{p+iq : p, q ∈ Z} and G2 = C\({0}∪{p+1/2+iq : p, q ∈ Z}).
Note that G1∩G2 6= ∅ and G1∪G2 = H = C\{0}. We dene f(ξ) = e4piξ. This
is an entire funtion.
It is easy to see that f(G1) = f(G2) = f(H) = H . In fat f(Ωk) = H , where
Ωk = {x+ iy : k < y < k + 1}. Quasihyperboli distane in H satises
(6.10) kH(w1, w2) = inf
ez1=w1,ez2=w2
|z1 − z2|.
Also, for i = 1, 2 holds d(ξ, ∂Gi) 6 1/2, so the metri density
1
d(ξ,∂Gi)
exeeds
√
2
and therefore (by a line integration)
(6.11) kGi(ξ1, ξ2) >
√
2|ξ1 − ξ2|.
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Now, (6.10) tells us that f : Gi −→ H is Lipshitz with respet to eulidean metri
in Gi and quasihyperboli metri inH , and by (6.11) it is also Lipshitz with respet
to quasihyperboli metri in H and Gi.
But f is not uniformly ontinuous as a map (H, kH) −→ (H, kH): in fat we
have
lim
n→∞
kH(n, n+ 1) = log
n+ 1
n
= 0,
while
lim
n→∞
kH(f(n), f(n+ 1)) = log
e4pi(n+1)
e4pin
= 4pi.
Note that our domains fail to meet ondition (6.10) from [Vu5, Lemma 2.27 ℄.
Indeed for large |x| we have
d(x, ∂(G1 ∪G2)) = |x|
and
d(x, ∂G1) + d(x, ∂G2) 6 2
1√
2
=
√
2,
so there is no c ∈ (0, 1) suh that (6.10) is valid.
6.12. Remark. (1) It would be of interest to nd a homeomorphism f with
properties as in Example 6.9 due to Ferrand.
(2) It is natural to expet that there is a ounterpart of Lemma 6.6 for other
metris in plae of j.
(3) Is the ondition (6.3) invariant under the quasionformal mappings?
7. Quasionformal maps with identity boundary values
For a domain G ⊂ Rn, n > 2, let
Id(∂G) = {f : Rn → Rn homeomorphism : f(x) = x, ∀x ∈ Rn \G}.
Here Rn stands for the Möbius spae Rn ∪ {∞} . We shall always assume that
card{Rn \ G} ≥ 3. If K > 1, then the lass of K-quasionformal maps in Id(∂G)
is denoted by IdK(∂G). Here we use notation and terminology from Väisälä's book
[V2℄. In partiular, K-quasionformal maps are dened in terms of the maximal
dilatation as in [V2, p. 42℄ if not otherwise stated.
We will study the following well-known problem:
7.1. Problem. (1) Given a, b ∈ G and f ∈ Id(∂G) with f(a) = b, nd a lower
bound for K(f).
(2) Given a, b ∈ G, onstrut f ∈ Id(∂G) with f(a) = b and give an upper
bound for K(f).
O. Teihmüller studied this problem in the ase when G is a plane domain with
card(R2 \G) = 3 and proved the following theorem with a sharp bound for K(f).
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7.2. Theorem. Let G = R2 \ {0, 1}, a, b ∈ G. Then there exists f ∈ IdK(∂G) with
f(a) = b i
log(K(f)) > sG(a, b),
where sG(a, b) is the hyperboli metri of G.
7.3. Theorem. If f ∈ IdK(∂Bn), then for all x ∈ Bn
ρBn(f(x), x) 6 log
1− a
a
, a = ϕ1/K,n(1/
√
2)2,
where ϕK,n is as in (7.15).
7.4. Theorem. If f ∈ IdK(∂Bn), then for all x ∈ Bn, n ≥ 2, and K ∈ [1, 17]
(7.5) |f(x)− x| ≤ 9
2
(K − 1) .
For n = 2 we have
(7.6) |f(x)− x| 6 b
2
(K − 1), b 6 4.38.
The theory of K-quasiregular mappings in Rn, n ≥ 3, with maximal dilatation
K lose to 1 has been extensively studied by Yu. G. Reshetnyak [R℄ under the
name "stability theory". By Liouville's theorem we expet that when n ≥ 3 is
xed and K → 1 the K-quasiregular maps "stabilize", beome more and more like
Möbius transformations, and this is the ontent of the deep main results of [R℄ suh
as [R, p. 286℄. We have been unable to deide whether Theorem 7.3 follows from
Reshetnyak's stability theory in a simple way. V. I. Semenov [S℄ has also made
signiant ontributions to this theory. For the plane ase P. P. Belinskii has found
several sharp results in [Bel℄.
7.7. Problem. It seems possible that there is a new kind of stability behavior: If
K > 1 is xed, do maps in IdK(∂B
n) approah identity when n→∞? Our results
do not answer this question. This kind of behavior is antiipated in [AVV, Open
problem 9, p. 478℄.
7.8. Lemma. For x, y ∈ Bn let t =√(1− |x|2)(1− |y|2). Then for x, y ∈ Bn
(7.9) tanh2
ρBn(x, y)
2
=
|x− y|2
|x− y|2 + t2 ,
(7.10) |x− y| 6 2 tanh ρBn(x, y)
4
=
2|x− y|√|x− y|2 + t2 + t ,
where equality holds for x = −y.
Next, we onsider a dereasing homeomorphism µ : (0, 1) −→ (0,∞) dened by
(7.11) µ(r) =
pi
2
K(r′)
K(r)
, K(r) =
∫ 1
0
dx√
(1− x2)(1− r2x2) ,
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where K(r) is Legendre's omplete ellipti integral of the rst kind and r′ =
√
1− r2,
for all r ∈ (0, 1). The Hersh-Puger distortion funtion is an inreasing homeo-
morphism ϕK : (0, 1) −→ (0, 1) dened by
(7.12) ϕK(r) = µ
−1(µ(r)/K)
for all r ∈ (0, 1), K > 0. By ontinuity we set ϕK(0) = 0, ϕK(1) = 1. From (7.11)
we see that µ(r)µ(r′) =
(
pi
2
)2
and from this we are able to onlude a number of
properties of ϕK . For instane, by [AVV, Thm 10.5, p. 204℄
(7.13) ϕK(r)
2 + ϕ1/K(r
′)2 = 1, r′ =
√
1− r2,
holds for all K > 0, r ∈ (0, 1).
7.14. Speial funtion ϕK,n We use the standard notation
(7.15) ϕK,n(r) =
1
γ−1n (Kγn(1/r))
.
Then ϕK,n : (0, 1) −→ (0, 1) is an inreasing homeomorphism, see [Vu2, (7.44)℄.
Beause γ2(1/r) = 2pi/µ(r) by [Vu2, (5.56)℄, it follows that ϕK,2(r) is the same as
the ϕK(r) in (7.12).
7.16. The key onstant. The speial funtions introdued above will have a
ruial role in what follows. For the sake of easy referene we give here some well-
known identities between them that an be found in [AVV℄. First, the funtion
(7.17) ηK,n(t) = τ
−1
n (τn(t)/K) =
1− ϕ1/K,n(1/
√
1 + t)2
ϕ1/K,n(1/
√
1 + t)2
, K > 0 ,
denes an inreasing homeomorphism ηK,n : (0,∞) → (0,∞) (f. [AVV, p.193℄).
The onstant (1− a)/a, a = ϕ1/K,n(1/
√
2)2, in (7.5) an be expressed as follows for
K > 1
(7.18) (1− a)/a = ηK,n(1) = τ−1n (τn(1)/K) .
Furthermore, by (7.13)
(7.19) ηK,2(t) =
s2
1− s2 , s = ϕK,2(
√
t/(1 + t))
and
(7.20) ηK,2(1) ∈ (epi(K−1), eb(K−1))
where b = (4/pi)K(1/
√
2)2 = 4.376879... Note that the onstant λ(K) in [AVV,
10.33 p. 218.℄ is the same as ηK,2(1) .
For the proof of Lemma 7.29, we reord a lower bound for ϕ1/K,n(r) . The on-
stant λn is the so alled Grötzsh ring onstant, see [AVV℄.
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7.21. Lemma. ([Vu2, 7.47, 7.50℄) For n ≥ 2, K ≥ 1, and 0 ≤ r ≤ 1
(7.22) ϕ1/K,n(r) ≥ λ1−βn rβ, β = K1/(n−1),
(7.23) λ1−βn ≥ 21−βK−β ≥ 21−KK−K .
7.24. Lemma. (1) For all m,n > 1 there is M > 1 suh that the inequality
(7.25) log(2mx−m+1xnx − 1) 6 (2m log 2 + 2n)(x− 1)
holds for x ∈ [1,M ] with equality only for x = 1. Moreover, with t =
(m log 2− n)/(2n) , M an be hosen as
M =
√√√√(m− 1) log 2 + log (1 + (n+m log 2)2n )
n
+ t2 − t.
(2) Let p(x) = log(2mx−m+1xnx − 1), q(x) = (2m log 2 + 2n)(x − 1) and let us
use the above notation. Let a0 = M and an+1 = p
−1(q(an)) for n > 1.
Then the sequene an is inreasing and bounded. If a = limn→ an then the
inequality (7.25) holds for x ∈ [1, a] with equality i x ∈ {1, a}. For m = 3
and n = 2 we have a > 17.
Proof. Let
u(x) = (mx−m+1) log 2+nx log x, v(x) = log(eu(x)−1) = log(2mx−m+1xnx−1).
Then we have
v′′(x) = (log(eu(x) − 1))′′ =
(
u′(x) eu(x)
eu(x) − 1
)′
=
(u′′(x)eu(x) + (u′(x))2eu(x))(eu(x) − 1)− (u′(x) eu(x))2
(eu(x) − 1)2
=
eu(x)
(eu(x) − 1)2 · ((u
′′(x) + (u′(x))2)(eu(x) − 1)− (u′(x))2eu(x))
=
eu(x)
(eu(x) − 1)2 · (u
′′(x)(eu(x) − 1)− (u′(x))2).
Thus
v′′(x) 6 0 ⇔ u′′(x)(eu(x) − 1) 6 (u′(x))2.
Sine
eu(x) = 2mx−m+1xnx, u′(x) = n+m log 2 + n log x, u′′(x) =
n
x
,
we have
v′′(x) 6 0 ⇔ n
x
(2mx−m+1xnx − 1) 6 (n+m log 2 + n log x)2,
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therefore v′′(x) 6 0 is for x > 1 equivalent to
2mx−m+1xnx − 1 6 x
n
(n+m log 2 + n log x)2.
Let f(x) = 2mx−m+1xnx − 1 and g(x) = x
n
(n+m log 2 + n log x)2. Both funtions f
and g are inreasing on [1,+∞) and f(1) < g(1) beause
f(1) = 1 6 n =
1
n
· n2 < 1
n
(n+m log 2)2 = g(1).
By ontinuity of f we an onlude that there is M > 1 suh that f(M) 6 g(1).
For suh M
f(x) 6 f(M) 6 g(1) 6 g(x), x ∈ [1,M ].
This implies that v is onave on [1,M ] and onsequently
v(x) 6 v(1) + v′(1)(x− 1), x ∈ [1,M ]
i.e.
log(2mx−m+1xnx − 1) 6 (2m log 2 + 2n)(x− 1), x ∈ [1,M ].
The inequality f(x) 6 g(1) is equivalent to
(7.26) (mx−m+ 1) log 2 + nx log x 6 log
(
1 +
(n+m log 2)2
n
)
.
Beause
(7.27) (mx−m+ 1) log 2 + nx log x 6 (mx−m+ 1) log 2 + nx(x− 1)
the inequality (7.26) is the onsequene of the inequality
(7.28) (mx−m+ 1) log 2 + nx(x− 1) 6 log
(
1 +
(n+m log 2)2
n
)
.
In (7.27) equality holds only for x = 1. Beause
1 +
(n +m log 2)2
n
> 1 +
n2
n
= 1 + n > 2
the inequality (7.28) is a strit inequality for x = 1. By this reason, the greater root
of the quadrati equation
(mx−m+ 1) log 2 + nx(x− 1) = log
(
1 +
(n +m log 2)2
n
)
is greater than 1. If we denote this root with M the inequality (7.26) holds for
x ∈ [1,M ] with equality only for x = 1. The rst part of Lemma is proved.
Now we prove the seond part of the inequality. Both of funtions p(x) and
q(x) are ontinuous and inreasing. Consequently r(x) = p−1(x) is ontinuous and
inreasing. Beause
p(a1) = q(a0) > p(a0)
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using monotoniity of p(x) we an onlude that a1 > a0. Now, by indution and
monotoniity of r we an onlude that the sequene an is inreasing. Now for
x ∈ [an, an+1) we have
p(x) < p(an+1) = q(an) 6 q(x).
So p(x) < q(x) holds for x ∈ ⋃∞n=0[an, an+1) = [a0, a) and using already proved
inequality, p(x) < q(x) holds for 1 < x < a. For x > 1 holds mx −m + 1 > 1 and
xnx > 1 and onsequently
p(x) = log(2mx−m+1xnx − 1) > log(2 xnx − 1) > nx log x.
Beause p(x) > nx log x > (n log x)(x − 1) inequality p(c) > q(c) holds for c suh
that n log c > 2m log 2+2n. It is easy to see that it is true for c = 2
2m
n e2. It implies
that a is nite (for example a < 2
2m
n e2) and an is bounded. Letting n → ∞ in
p(an+1) = q(an) and using ontinuity of both funtions we onlude that p(a) =
q(a) . 
7.29. Lemma. If a = ϕ1/K,n(1/
√
2)2 is as in Theorem 7.3 then for M > 1 and
β ∈ [1,M ]
(7.30) log
(
1− a
a
)
≤ log(λ2(β−1)n 2β − 1) ≤ V (n)(β − 1)
with V (n) = (2 log(2λ2n))(2λ
2
n)
M−1
and for K ∈ [1, 17],
(7.31) log
(
1− a
a
)
6 (K − 1)(4 + 6 log 2) < 9(K − 1),
with equality only for K = 1. For n = 2
(7.32) log
(
1− a
a
)
= log
(
ϕK,2(1/
√
2)2
ϕ1/K,2(1/
√
2)2
)
6 b(K − 1)
where b = (4/pi)K(1/
√
2)2 ≤ 4.38 .
Proof. For β ∈ [1,M ] we have by (7.22)
log
(
1− a
a
)
≤ log(λ2(β−1)n 2β − 1) .
Further, we have
log(λ
2(β−1)
n 2β − 1)
β − 1 6 2
(2λ2n)
β−1 − 1
β − 1 6 (2 log(2λ
2
n))(2λ
2
n)
M−1.
The seond inequality follows from the inequality log(t) 6 t − 1 and the third one
from Lagrange's theorem and monotoniity of the funtion (2 log(2λ2n))(2λ
2
n)
x−1
.
This proves (7.30).
From (7.23) it follows that the onstant a satises the inequality
a ≥ 22(1−K)K−2K(1/
√
2)2K
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and also
1/a ≤ 23K−2K2K , K > 1.
By Lemma 7.24 we have
log(23K−2K2K − 1) 6 (4 + 6 log 2)(K − 1)
for K ∈ [1, 17] with equality only for K = 1. Now, from
1− a
a
< 23K−2K2K − 1, K > 1
we onlude that
log
(
1− a
a
)
6 (4 + 6 log 2)(K − 1) < 9(K − 1) .
For the ase n = 2 we an apply the identity (7.19) and the inequality in (7.20).

Figure 5.
7.33. Proof of Theorem 7.3. Fix x ∈ Bn and let Tx denote a Möbius trans-
formation of Rn with Tx(B
n) = Bn and Tx(x) = 0. Dene g : R
n −→ Rn by
setting g(z) = Tx ◦ f ◦ T−1x (z) for z ∈ Bn and g(z) = z for z ∈ Rn \ Bn. Then
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g ∈ IdK(∂Bn)with g(0) = Tx(f(x)). By the invariane of ρBn under the group
GM(Bn) of Möbius selfautomorphisms of Bn we see that for x ∈ Bn
(7.34) ρBn(f(x), x) = ρBn(Tx(f(x)), Tx(x)) = ρBn(g(0), 0).
Choose z ∈ ∂Bn suh that g(0) ∈ [0, z] = {tz : 0 6 t 6 1}. Let E ′ = {−sz : s >
1}, Γ′ = ∆([g(0), z], E ′;Rn) and Γ = ∆(g−1[g(0), z], g−1E ′;Rn).
The spherial symmetrization with enter at 0 yields by [AVV, Thm 8.44℄
M(Γ) > τn(1) (= 2
1−nγn(
√
2))
beause g(x) = x for x ∈ Rn \Bn. Next, we see by the hoie of Γ′ that
M(Γ′) = τn
(
1 + |g(0)|
1− |g(0)|
)
.
By K-quasionformality we have M(Γ) 6 KM(Γ′) implying
(7.35) exp(ρBn(0, g(0))) =
1 + |g(0)|
1− |g(0)| 6 τ
−1
n (τn(1)/K) =
1− a
a
.
The last equality follows from (7.18). Finally, (7.34) and (7.35) omplete the proof.

7.36. Proof of Theorem 7.4. We have
|f(x)− x| 6 2 tanh
(
ρBn(f(x), x)
4
)
6 2 tanh
(
log
(
1−a
a
)
4
)
6 2 tanh
(
(K − 1)(4 + 6 log 2)
4
)
6 (K − 1)(2 + 3 log 2) 6 9
2
(K − 1).
The rst inequality follows from (7.10), the seond one from Theorem 7.3, the third
one from Lemma 7.29 and the last one from inequality tanh(t) 6 t for t > 0.
For n = 2 we use the same rst two steps and planar ase of Lemma 7.29 to
derive inequality
|f(x)− x| 6 b
2
(K − 1). 
A lower bound orresponding to the upper bound in (7.5) is given in the next
lemma.
7.37. Lemma. For f ∈ Id(∂G) let
δ(f) ≡ sup{|f(z)− z| : z ∈ G} .
Then for f ∈ IdK(∂Bn), K > 1, α = K1/(1−n)
(7.38) δ(f) ≥ (1− α)αα/(1−α) > 1
e
(1− α).
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Proof. The radial strething f : Bn → Bn, n ≥ 2, dened by f(z) = |z|α−1 z, z ∈
Bn, (0 < α < 1) is K-q with α = K1/(1−n) [V2, p. 49℄ and f ∈ IdK(∂Bn) . Now
we have
|f(z)− z| = ||z|α−1z − z| = |rα − r|, |z| = r.
Further, we see that
δ(f) = sup
0<r<1
(rα − r),
where the supremum is attained for r = rα =
(
1
α
) 1
α−1
, so
δ(f) = (1− α)αα/(1−α) .
A rude, but simple, estimate is
δ(f) ≥ (1/e)α − (1/e) = 1
e
(
1
eα−1
− 1
)
=
1
e
(
e1−α − 1) > 1
e
(1− α) .

Figure 6.
7.39. Theorem. Let f : Rn −→ Rn be a K-q homeomorphism with f(∞) = ∞
and Bn(m) ⊂ f(Bn) ⊂ Bn(M) where 0 < m ≤ 1 ≤M . Then
η1/K,n
(
1 + |x|
1− |x|
)
6
M + |f(x)|
m− |f(x)|
and
m+ |f(x)|
M − |f(x)| 6 ηK,n
(
1 + |x|
1− |x|
)
for all x ∈ Bn where ηK,n(t) = τ−1n (τn(t)/K).
In partiular, if m = 1 = M , then we have
η1/K,n
(
1 + |x|
1− |x|
)
6
1 + |f(x)|
1− |f(x)| 6 ηK,n
(
1 + |x|
1− |x|
)
.
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Figure 7.
Proof. The proof is similar to the proof of Theorem 7.3. Fix x ∈ Bn and
hoose z′ ∈ ∂f(Bn) suh that f(x) ∈ [0, z′] and [f(x), z′) ⊂ f(Bn) and x z” ∈
∂f(Bn) suh that z′, 0, z” are on the same line, 0 ∈ [z′, z”], and {−sz” : s >
1} ⊂ Rn \ f(Bn) . Let Γ′ = ∆([f(x), z′], E ′;Rn), E ′ = {−sz” : s > 1} and Γ =
∆(f−1[f(x), z′], f−1E ′;Rn). Then
M(Γ′) ≤ τn
(
m+ |f(x)|
M − |f(x)|
)
while applying a spherial symmetrization with enter at the origin gives
M(Γ) > τn
(
1 + |x|
1− |x|
)
beause f−1E ′ onnets ∂Bn and ∞. Then the inequality M(Γ) 6 KM(Γ′) yields
τn
(
1 + |x|
1− |x|
)
≤ Kτn
(
m+ |f(x)|
M − |f(x)|
)
,
τ−1n (
1
K
τn
(
1 + |x|
1− |x|
)
) ≥ m+ |f(x)|
M − |f(x)|
(7.40)
m+ |f(x)|
M − |f(x)| 6 ηK,n
(
1 + |x|
1− |x|
)
.
The lower bound follows if we apply a similar argument to f−1 and the lower bound
M(Γ′) ≥ τn
(
M + |f(x)|
m− |f(x)|
)
.

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7.41. Remark. Putting x = 0, m = 1 = M in (7.40) we obtain by (7.18) for a
K-q homeomorphism f : Rn −→ Rn with f(∞) =∞ and f(Bn) = Bn that
|f(0)| ≤ 1− 2a , a = ϕ1/K,n(1/
√
2)2 .
Further, if we use the lower bound (7.23) from Lemma 7.21 we obtain
|f(0)| ≤ 1− 21−β41−KK−2K .
In the speial ase when n = 2 we have
|f(0)| ≤ 1− 23(1−K)K−2K ≤ (2 + 3 log 2)(K − 1) .
Note that this last inequality does not suppose that f ∈ IdK(∂Bn) , only the hy-
potheses of Theorem 7.39 are needed.
7.42. Maps of ylinder We next onsider the lass IdK(∂Z) for the ase when
the domain Z is an innite ylinder.
7.43. Theorem. Let Z = {(x, t) ∈ Rn : |x| < 1, t ∈ R}, f ∈ IdK(∂Z). Then
kZ(0, f(0)) 6 c(K) where c(K)→ 0 when K → 1.
Figure 8.
Proof. Let f(0) = (y, t), E ′ = [w, f(0)], F ′ = {w + s(y, 0) : s 6 0} where
w = (y/|y|, t), w = (−y/|y|, t). Then E ′ and F ′ are the omplementary omponents
of a Teihmüller ring and therefore writing Γ′ = ∆(E ′, F ′;Rn) we have
M(Γ′) 6 τn
(
1 + |y|
1− |y|
)
.
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The modulus of the family Γ = ∆(E, F ;Rn), E = f−1E ′, F = f−1F ′ an be
estimated by use of spherial symmetrization with the enter at 0. Note that E = E ′
beause E ′ ⊂ Rn \ Z and f ∈ IdK(∂Z). By [Vu2, 7.34℄ we have
M(Γ) > τn(1).
By K-quasionformality M(Γ) 6 KM(Γ′) implying
exp(ρBn−1(0, y)) =
1 + |y|
1− |y| 6 τ
−1
n
(
τn(1)
K
)
.
Figure 9.
Next we shall estimate t. Fix rst z in {w ∈ ∂Z : wn = 0} suh that |f(0)−z| is
maximal. Then hoose a point w on the line through f(0) and z suh that |z−w| = 1
and [z, w] ⊂ Rn \ Z. Let E ′ = [z, w] and F ′ = {f(0) + t(f(0) − z) : t > 0}.
Then E ′ and F ′ are the omplementary omponents of a Teihmüller ring and with
∆′ = ∆(E ′, F ′;Rn) we have
M(∆′) = τn(|f(0)− z|).
Observing that E ′ = f−1E ′, beause f ∈ IdK(∂Z) and arrying out a spherial
symmetrization with enter at z we see that if E = f−1E ′, F = f−1F ′ then
M(∆) > τn(1), ∆ = ∆(E, F ;R
n).
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By K-quasionformality we have
1 + t2 6 |f(0)− z|2 6 τ−1n
(
τn(1)
K
)2
.
The triangle inequality for kZ yields
kZ(0, f(0)) 6 kZ(0, (0, t)) + kZ((0, t), (y, t))
= t+ kBn−1(0, y) 6 |t|+ 2 ρBn−1(0, y)
6
√
τ−1n
(
τn(1)
K
)2
− 1 + 2 log
(
τ−1n
(
τn(1)
K
))
6
√
e18(K−1) − 1 + 18(K − 1).
The last inequality follows from (7.18) and Lemma 7.29. 
8. Distortion of two point normalized quasionformal mappings
Let η : [0,∞) → [0,∞) be an inreasing homeomorphism and D,D′ ⊂ Rn. A
homeomorphism f : D → D′ is η-quasisymmetri if
(8.1)
|f(a)− f(c)|
|f(b)− f(c)| ≤ η
( |a− c|
|b− c|
)
for all a, b, c ∈ D and c 6= b. By [V2℄ K-quasionformal mapping of the whole Rn is
ηK,n- quasisymmetri with a ontrol funtion ηK,n. Let us dene the optimal ontrol
funtion by
η∗K,n(t) = sup{|f(x)| : |x| ≤ t, f ∈ QCK(Rn), f(y) = y for y ∈ {0, e1,∞}}.
Vuorinen [Vu2, Theorem 1.8℄ proved an upper bound for η∗K,n(t), whih was
later rened by Prause [P, Theorem 2.7℄ for K < 4/3 into the following form
(8.2) η∗K,n(t) ≤


η∗K,n(1)ϕK,n(t), 0 < t < 1,
1 + 600
(
(K − 1) log 1
K − 1
)
, t = 1,
η∗K,n(1)
1
ϕ1/K,n(1/t)
, t > 1,
where
(8.3) η∗K,n(1) ≤ exp((4
√
2− log(K − 1))(K2 − 1)).
We also introdue a simpler estimate of η∗K,n(1) from [AVV, Theorem 14.8℄
(8.4) η∗K,n(1) ≤ exp(4K(K + 1)
√
K − 1).
A more rough upper bound for η∗K,n(t) an [Vu1, Theorem 7.47℄ be written as
(8.5) η∗K,n(t) ≤
{
η∗K,n(1)λ
1−α
n t
α, 0 < t ≤ 1,
η∗K,n(1)λ
1−β
n t
β, t > 1,
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where α = K1/(1−n) and β = 1/α. Furthermore, we an [Vu1, Lemma 7.50℄ estimate
(8.6) λ1−αn ≤ 21−1/KK and λ1−βn ≤ 21−KK−K .
8.7. Lemma. Let K ∈ (1, 2], f ∈ QCK(Rn), f(x) = x for x ∈ {0, e1}, α = K1/(1−n)
and β = 1/α. Then
1
c3
|x|β ≤ |f(x)| ≤ c3|x|α, if 0 < |x| ≤ 1,
1
c3
|x|α ≤ |f(x)| ≤ c3|x|β, if |x| > 1
for c3 = exp(60
√
K − 1).
Proof. Sine f is quasionformal it is also η∗K,n-quasisymmetri and by hoosing
a = x, b = 0 and c = e1 in (8.1) we have |f(x)| ≤ η∗K,n(|x|). Similarly, seletion
(a, b, c) = (e1, 0, x) in (8.1) gives |f(x)| ≥ 1/η∗K,n(1/|x|). Therefore
(8.8)
1
η∗K,n(1/|x|)
≤ |f(x)| ≤ η∗K,n(|x|)
for all x ∈ Rn \ {0}. Therefore by (8.5)
1
c2
|x|β ≤ |f(x)| ≤ c1|x|α, if 0 < |x| < 1,
1
η∗K,n(1)
≤ |f(x)| ≤ η∗K,n(1), if |x| = 1,
1
c1
|x|α ≤ |f(x)| ≤ c2|x|β, if |x| > 1,
for c1 = η
∗
K,n(1)λ
1−α
n and c2 = η
∗
K,n(1)λ
1−β
n . We an estimate max{c1, c2} ≤ c3 =
exp(60
√
K − 1) for K ∈ (1, 2]. 
We will onsider K- quasionformal mapping f : R
n → Rn with f(y) = y for
y ∈ {0, e1,∞} and our goal is to nd an upper bound for |f(x) − x| or similar
quantities in terms of K and n, when |x| ≤ 2 and K > 1 is small enough.
Fix x ∈ Rn \{0, e1} and assume that |x|−ε ≤ |f(x)| ≤ |x|+ ε and |x− e1|−ε ≤
|f(x)− e1| ≤ |x− e1|+ ε for ε ∈ (0,min{|x|, |x− e1|}). Now
(8.9) |f(x)− x| ≤ diam (A)
2
,
where
A = A(0, |x|+ ε, |x| − ε) ∩A(e1, |x− e1|+ ε, |x− e1| − ε) ∩ {z ∈ R3 : z3 = 0}
and
A(z, R, r) = Bn(z, R) \Bn(z, r).
We will now nd upper bounds for diam (A).
8.10. Theorem. For ε < 1 and A and x as in (8.9)
diam (A) ≤ √ε4(min{|x|, |x− e1|}+ 1).
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Figure 10. The set A.
Proof. Let us assume |x| ≤ |x−e1|. Now diam (A) is maximal when |x−e1|/|x|
is maximal. Therefore we may assume x = −s, where s > 0. Denote y = S1(0, |x|+
ε) ∩ S1(e1, |x − e1| − ε). Area of the triangle △e10y is (Im y)/2 and by Heron's
formula
(8.11)
Im y
2
=
√
p(p− 1)(p− |x| − ε)(p+ ε− |x| − 1),
where p = |x|+ 1. By (8.11) and the assumption ε < 1 we have
Im y = 2
√
(|x|+ 1)|x|(1− ε)ε ≤ 2√ε(|x|+ 1)
and the assertion follows sine diam (A) ≤ 2Im y. 
8.12. Theorem. Let A be as in (8.9), |x| < 2, |x−e1| ≤ |x| and ∡(1, 0, x) ≥ ω > 0.
Then
diam (A) ≤ ε
(
1 +
70
ω
)
for
ε < min
{
1,
1 + |x− e1| − |x|
2
,
|x|+ |x− e1| − 1
2
}
.
Proof. Let us denote by y the intersetion of S1(|x| + ε) and S1(e1, |x − e1|)
in the rst quadrant. The triangles △(0, 1, x) and △(0, 1, y) give by the Law of
Cosines
|x− 1|2 = |x|2 + 1− 2|x| cos γ
and
|y − 1|2 = |y|2 + 1− 2|y| cos δ,
where η is the angle ∡(1, 0, x) and ξ is the angle ∡(1, 0, y). Therefore
(8.13) cos γ =
|x|2 + 1− |x− 1|2
2|x|
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and
(8.14) cos δ =
|y|2 + 1− |y − 1|2
2|y| =
(|x|+ ε)2 + 1− |x− 1|2
2(|x|+ ε) .
By the Jordan inequality
| cos γ − cos δ| = cos δ − cos γ = 2 sin δ + γ
2
sin
γ − δ
2
≥ 2
pi2
(γ + δ)(γ − δ)
and by assumption
(8.15) |γ − δ| ≤ pi
2
2ω
| cos γ − cos δ|.
By the triangle inequality, the Jordan inequality, (8.15), (8.13) and (8.14)
|x− y| ≤ ε+ 2|x| sin |γ − δ|
2
≤ ε+ 2|x|
pi
|γ − δ|
≤ ε+ |x|pi
ω
| cos γ − cos δ|
= ε+
|x|pi
ω
ε(1 + |x− 1|2 + |x|(|x|+ ε))
2|x|(|x|+ ε)
≤ ε+ pi
ω
ε(1 + 32 + 2(2 + 1))
2(1/2 + 0)
= ε+
51ε
ω
.
Let us denote by z the intersetion of S1(|x|+ ε) and S1(e1, |x− e1|+ ε) in the
rst quadrant. If δ > ω/2, then we obtain
|x− y| ≤ |x|pi
ω
ε||y − 1|2 − |z − 1|2|
2(|x|+ ε) ≤
19ε
ω
.
Now
diam (A) ≤ |x− z| ≤ |x− y|+ |y − z| ≤ ε+ 70ε
ω
and the assertion follows. 
8.16. Lemma. Let n ≥ 2, K > 1, α = K1/(1−n), β = 1/α and c3 = exp(60
√
K − 1).
For t ∈ (0, 1)
(8.17) c3t
α − t ≥ t− t
β
c3
and for t > 1
(8.18) c3t
β − t ≥ t− t
α
c3
.
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Proof. To prove (8.17) it is suient to prove that f(t) ≥ 0, where f(t) =
c3t
α + 1
c3
t1/α − 2t and 0 < t < 1. Beause
lim
t→0+
f(t) = 0,
it is suient to prove f ′(t) ≥ 0 for 0 < t < 1, i.e.
(8.19) αc3t
α−1 +
1
αc3
t(1/α)−1 − 2 ≥ 0.
Using inequality between arithmeti and geometri means, we an onlude that
αc3 +
1
αc3
≥ 2
holds. In other words,
lim
t→1−
f ′(t) = αc3 +
1
αc3
− 2 ≥ 0.
By this reason, to prove inequality (8.19) it is suient to prove that f ′′(t) ≤ 0 for
0 < t < 1 i.e.
α(α− 1)c3tα−2 +
1
α
− 1
αc3
t(1/α)−2 ≤ 0,
or equivalently
t
1
α
−α ≤ α3c23.
The last inequality follows from
t
1
α
−α < 1 ≤ α3c23.
The rst inequality holds beause 0 < t < 1 and 1
α
− α > 0 (beause 0 < α < 1).
Now we prove α3c23 ≥ 1 to omplete proof. This is same inequality as
K3/(1−n)e120
√
K−1 ≥ 1,
or equivalently
e40(n−1)u ≥ u2 + 1
for u =
√
K − 1. Beause u ≥ 0, using Taylor series for ex we an onlude that
e40(n−1)u ≥ 1 + 40(n− 1)u+ (40(n− 1))
2u2
2
≥ 1 + u2.
The inequality (8.18) is equivalent to
(8.20) c3t
(1/α)−1 +
tα−1
c3
≥ 2.
Inequality (8.20) holds for t = 1. To prove inequality (8.20) for t > 1 it is suient to
prove that derivation of the left side of inequality is nonnegative. We have following
sequene of equivalent formulas:
c3
(
1
α
− 1
)
t
1
α
−2 +
α− 1
c3
tα−2 ≥ 0
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(1− α)c3
α
t
1
α
−2 ≥ 1− α
c3
tα−2
t
1
α
−α ≥ α
c23
.
The last inequality is true beause
t
1
α
−α ≥ 1 ≥ α
c23
and the assertion follows. 
8.21. Lemma. Let ε > 0. Then
|x| − ε ≤ |f(x)| ≤ |x|+ ε
for
1 < K ≤ max
{(
log(ε+ 1)
60
)2
+ 1, 2
}
.
Proof. Let us denote l(x) = c−13 max{|x|α, |x|β} and u(x) = c3 max{|x|α, |x|β}.
We will rst onsider the ase 0 < |x| < 1. By Lemma 8.16
max{u(x)− |x|, |x| − l(x)} = max
{
c3|x|α − |x|, |x| − 1
c3
|x|β
}
= c3|x|α − |x|
≤ exp(60√K − 1)|x|α − |x|
≤ exp(60√K − 1)|x|1/K − |x|
≤ exp(60√K − 1)− 1.
Now exp(60
√
K − 1)− 1 ≤ ε is equivalent to
(8.22) K ≤
(
log(ε+ 1)
60
)2
+ 1.
If |x| = 1, then
max{u(x)− |x|, |x| − l(x)} = c3 − 1
and therefore we want exp(60
√
K − 1)−1 ≤ ε for K ∈ (1, 2], whih is equivalent to
(8.23) K ≤
(
log(ε+ 1)
60
)2
+ 1.
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Let us rst onsider the ase 1 < |x| < 2. By Lemma 8.16
max{u(x)− |x|, |x| − l(x)} = max
{
c3|x|β − |x|, |x| − 1
c3
|x|α
}
= c3|x|β − |x|
≤ exp(60√K − 1)|x|β − |x|
≤ exp(60√K − 1)|x|K − |x|
≤ |x|(exp(60√K − 1)|x|K−1 − 1)
≤ 2(exp(60√K − 1 + (K − 1) log |x|)− 1)
≤ 2(exp(60(K − 1)3/2 − 1).
Now 2(exp(60(K − 1)3/2 − 1) ≤ ε is equivalent to
(8.24) K ≤
(
log(ε/2 + 1)
60
)2/3
+ 1.
By ombining (8.22), (8.23) and (8.24) we have
|x| − ε ≤ |f(x)| ≤ |x|+ ε
for
K ≤ min
{(
log(ε+ 1)
60
)2
+ 1, 2,
(
log(ε/2 + 1)
60
)2/3
+ 1
}
=
(
log(ε+ 1)
60
)2
+ 1
and the assertion follows. 
8.25. Lemma. For 0 < α < 1, c > 1 and t > 0
log(1 + cmax{tα, t1/α}) ≤
{
c
α
logα(1 + t), 0 < t < 1,
c
α
log(1 + t), t ≥ 1.
Proof. Let us rst assume t ≥ 1. Then max{tα, t1/α} = t1/α and by the
generalized Bernoulli inequality
(1 + t)c/α ≥ (1 + ct)1/α ≥ 1 + c1/αt1/α ≥ 1 + ct1/α
implying log(1 + ct1/α) ≤ c/α log(1 + t).
Let us then assume 0 < t < 1. Now max{tα, t1/α} = tα, we will show that
funtion
f(t) = log(1 + ctα)− c
α
logα(1 + t)
is nonpositive. We easily obtain
(8.26) f ′(t) =
αctα−1
1 + ctα
− c log
α−1(1 + t)
1 + t
.
Sine α− 1 < 0 and log(1 + t) ≤ t we have
(8.27) tα−1 ≤ logα−1(1 + t).
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By assumptions c > 1 ≥ t1−α and therefore
(8.28) ctα ≥ t.
By (8.26), (8.27) and (8.28) f ′(t) ≤ 0 is equivalent to (1−α)(1+t) ≥ 0 and therefore
f(t) is inreasing. Now we have f(t) ≤ f(0) = 0 and the assertion follows. 
8.29. Theorem. Let G = Rn \ {0}, f ∈ QCK and f(0) = 0. There exists c(K)
suh that
jG(f(x), f(y)) ≤ c(K)max{jG(x, y)α, jG(x, y)},
where α = K1/(1−n), and c(K)→ 1 as K → 1.
Proof. By symmetry we may assume x = e1 and |y| ≥ 1. Now
|f(y)− f(e1)|
|e1| =
|f(y)− f(x)|
|f(0)− f(e1)| ≤ η
( |x− y|
|0− e1|
)
= η(|x− y|)
and |f(y)− f(e1)|
|f(y)| =
|f(y)− f(x)|
|f(y)− f(0)| ≤ η
( |x− y|
|y − 0|
)
= η
( |x− y|
|y|
)
.
Therefore by Lemma 8.25
j(f(x), f(y)) = log
(
1 +
|f(x)− f(y)|
min{|f(x)|, |f(y)|}
)
= log
(
1 + max
{
η(|y − e1|), η
( |x− y|
|y|
)})
= log(1 + η(|y − e1|))
≤ log(1 + c3 max{|y − e1|α, |y − e1|1/α})
≤
{
c3
α
logα(1 + |y − e1|), 0 < |y − e1| < 1,
c3
α
log(1 + |y − e1|), |y − e1| ≥ 1.
By hoosing c(K) = c3/α we have c(K) → 1 as K → 1 by Lemma 8.7 and the
assertion follows. 
8.30. Problem. Is this Theorem true for kG instead of jG?
CHAPTER 2
Harmoni Quasiregular Mappings
It is well known that if f is a omplex-valued harmoni funtion dened in a
region G of the omplex plane C, then |f |p is subharmoni for p ≥ 1, and that in the
general ase is not subharmoni for p < 1. However, if f is holomorphi, then |f |p is
subharmoni for every p > 0. Here we onsider k-quasiregular harmoni funtions
(0 < k < 1). We reall that a harmoni funtion is quasiregular if
|∂¯f(z)| ≤ k|∂f(z)|, z ∈ G,
where
∂¯f(z) =
1
2
(
∂f
∂x
+ i
∂f
∂y
)
and ∂f(z) =
1
2
(
∂f
∂x
− i∂f
∂y
)
, z = x+ iy.
We prove that |f |p is subharmoni for p ≥ 4k/(1 + k)2 =: q as well as that the
exponent q (< 1) is the best possible (see Theorem 1.1). The fat that q < 1
enables us to prove that if f is quasiregular in the unit disk D and ontinuous on
D, then ω˜(f, δ) ≤ const.ω(f, δ), where ω˜(f, δ) (respetively ω(f, δ)) denotes the
modulus of ontinuity of f on D (respetively ∂D); see Theorem 2.1.
1. Subharmoniity of |f |p
1.1. Theorem. [KP℄ If f is a omplex-valued k-quasiregular harmoni funtion
dened on a region G ⊂ C, and q = 4k/(k + 1)2, then |f |q is subharmoni. The
exponent q is optimal.
Reall that a ontinuous funtion u dened on a region G ⊂ C is subharmoni
if for all z0 ∈ G there exists ε > 0 suh that
(1.2) u(z0) ≤ 1
2pi
∫ 2pi
0
u(z0 + re
it) dt, 0 < r < ε,
If u(z0) = |f(z0)|2 = 0, then (1.2) holds. If u(z0) > 0, then there exists a neighbor-
hood U of z0 suh that u is of lass C
2(U) (beause the zeroes of u are isolated),
and then we may prove that ∆u ≥ 0 on U . Thus the proof redues to proving that
∆u(z) ≥ 0 whenever u(z) > 0. In order to do this we will alulate ∆u.
It is easy to prove that If u > 0 is a C2 funtion dened on a region in C, and
α ∈ R, then next two statements holds
(1.3) ∆(uα) = αuα−1∆u+ α(α− 1)uα−2|∇u|2,
(1.4) |∇u|2 = 4|∂u|2 and ∆u = 4∂∂¯u.
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1.5. Lemma. If f = g + h¯, where g and h are holomorphi funtions, then
(1.6) ∆(|f |2) = 4(|g′|2 + |h′|2).
Proof. Sine |f |2 = (g + h¯)(g¯ + h), we have
∆(|f |2) = 4∂(h′(g¯ + h) + (g + h¯)g′)
= 4(h′h+ gg′)
= 4(|g′|2 + |h′|2).

1.7. Lemma. If f = g + h¯, where g and h are holomorphi funtions, then
(1.8) |∇(|f |2)|2 = 4(|g′|2 + |h′|2)|f |2 + 8Re(g′h′f 2).
Proof. We have
|∇(|f |2)|2 = 4|∂(|f |2)|2
= 4|∂((g + h¯)(g¯ + h))|2
= 4|g′f¯ + fh′|2
= 4(|g′|2 + |h′|2)|f |2 + 8Re(g′h′f 2).

1.9. Lemma. If f = g + h¯, where g and h are holomorphi funtions, then
(1.10) ∆(|f |p) = p2(|g′|2 + |h′|2)|f |p−2 + 2p(p− 2)|f |p−4Re(g′h′f 2)
whenever f 6= 0.
Proof. We take α = p/2, u = |f |2, and then use (1.3), (1.6) and (1.8) to get
the result. 
1.11. Proof of Theorem 1.1. We have to prove that ∆(|f |p) ≥ 0, where p =
4k/(1 + k)2. Sine p− 2 < 0, we get from (1.10) that
∆(|f |p) ≥ p2(|g′|2 + |h′|2)|f |p−2 + 2p(p− 2)|f |p−4|g′| · |h′| · |f |2
= p2|g′|2(m2 + 1)|f |p−2 + 2p(p− 2)|g′|2|f |p−2m
= p|g′|2|f |p−2[p(1 +m2) + 2(p− 2)m],
where m = |h′|/|g′| ≤ k. The funtion m 7→ p(1 +m2) + 2(p− 2)m has a negative
derivative (beause p < 1 and m < 1), whih implies that
(1 +m2)p+ 2(p− 2)m ≥ (1 + k2)p+ 2(p− 2)k.
On the other hand (1 + k2)p + 2(p− 2)k ≥ 0 if and only if p ≥ 4k/(1 + k)2, whih
proves that |f |q is subharmoni. To prove that the exponent q is optimal we take
f(z) = z + kz¯. By (1.10),
∆(|f |p)(1) = p2(1 + k2)(1 + k)p−2 + 2p(p− 2)(1 + k)p−2k.
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Hene ∆(|f |p)(1) ≥ 0 if and only if
p(1 + k2) + 2(p− 2)k ≥ 0,
whih, as noted above, is equivalent to p ≥ q. This ompletes the proof of Theorem
1.1. 
2. Moduli of ontinuity in Eulidean metri
For a ontinuous funtion f : D 7→ C harmoni in D we dene two moduli of
ontinuity:
ω(f, δ) = sup{|f(eiθ)− f(eit)| : |eiθ − eit| ≤ δ, t, θ ∈ R}, δ ≥ 0,
and
ω˜(f, δ) = sup{|f(z)− f(w)| : |z − w| ≤ δ, z, w ∈ D}, δ ≥ 0.
Clearly ω(f, δ) ≤ ω˜(f, δ), but the reverse inequality need not hold. To see this
onsider the funtion
f(reiθ) =
∞∑
n=1
(−1)nrn cosnθ
n2
, reiθ ∈ D.
This funtion is harmoni in D and ontinuous on D. The funtion v(θ) = f(eiθ),
|θ| < pi, is dierentiable, and
dv
dθ
=
∞∑
n=1
(−1)n−1 sinnθ
n
=
θ
2
, |θ| < pi.
This formula is well known, and an be veried by alulating the Fourier oeients
of the funtion θ 7→ θ/2, |θ| < pi. It follows that
|f(eiθ)− f(eit)| ≤ (pi/2)|θ − t|, −pi < θ, t < pi,
and hene ω(f, δ) ≤ Mδ, δ > 0, where M is an absolute onstant. On the other
hand, the inequality ω˜(f, δ) ≤ CMδ, C = const, does not hold beause it implies
that |∂f/∂r| ≤ CM, whih is not true beause
∂
∂r
f(reiθ) =
∞∑
n=1
rn−1
n
, for θ = pi, 0 < r < 1.
However, as was proved by Rubel, Shields and Taylor [RST℄, and Tamrazov
[TA℄, if f is a holomorphi funtion, then ω˜(f, δ) ≤ Cω(f, δ), where C is indepen-
dent of f and δ. Here we extend that result to quasiregular harmoni funtions.
2.1. Theorem. [KP℄ Let f be a k-quasiregular harmoni omplex-valued funtion
whih has a ontinuous extension on D, then there is a onstant C depending only
on k suh that ω˜(f, δ) ≤ Cω(f, δ).
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In order to dedue this fat from Theorem 1.1, we need some simple properties
of the modulus ω(f, δ). Let
ω0(f, δ) = sup{|f(eiθ)− f(eit)| : |θ − t| ≤ δ, t, θ ∈ R}.
It is easy to hek that
(2.2) C−1ω0(f, δ) ≤ ω(f, δ) ≤ Cω0(f, δ),
where C is an absolute onstant, and that
ω0(f, δ1 + δ2) ≤ ω0(f, δ1) + ω0(f, δ2), δ1, δ2 ≥ 0.
Hene, ω0(f, 2
nδ) ≤ 2nω0(f, δ), and hene ω0(λδ) ≤ 2λω0(δ), for λ ≥ 1, δ ≥ 0. From
these inequalities and (2.2) it follows that
(2.3) ω(f, λδ) ≤ 2Cλω(f, δ), λ ≥ 1, δ ≥ 0,
and
(2.4) ω(f, δ1 + δ2) ≤ Cω(f, δ1) + Cω(f, δ2), δ1, δ2 ≥ 0,
where C is an absolute onstant. As a onsequene of (2.3) we have, for 0 < p < 1,
(2.5)
∫ ∞
x
ω(f, t)p
t2
dt ≤ Cω(f, x)
p
x
, x > 0,
where C depends only on p. Finally we need the following onsequene of the har-
moni Shwarz lemma (see [ABR℄).
2.6. Lemma. If h is a funtion harmoni and bounded in the unit disk, with h(0) =
0, the |h(ξ)| ≤ (4/pi)‖h‖∞|ξ|, for ξ ∈ D.
2.7. Proof of Theorem 2.1. It is enough to prove that |f(z)−f(w)| ≤ Cω(f, |z−
w|) for all z, w ∈ D, where C depends only on k. Assume rst that z = r ∈ (0, 1)
and |w| = 1. Then, by Theorem 1.1, the funtion ϕ(ξ) = |f(w) − f(ξ)|q, where
q = 4k/(1 + k)2 < 1, is subharmoni in D and ontinuous on D, whene
ϕ(r) ≤ 1
2pi
∫
∂D
(1− r2)ϕ(ζ)
|ζ − r|2 |dζ |.
Sine, by (2.4),
ϕ(ζ) ≤ (ω(f, |w − r|+ |r − ζ |))q
≤ Cqω(f, |w − r|)q + Cqω(f, |r− ζ |)q,
we have
ϕ(z) ≤ Cqω(f, |w − r|)q + C
q
2pi
∫
∂D
(1− r2)ω(f, |r− ζ |)q
|ζ − r|2 |dζ |
= Cqω(f, |w − r|)q + C
q
2pi
∫ pi
−pi
(1− r2)ω(|r− eit|)q
|eit − r|2 dt.
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But simple alulation shows that
|r − eit| =
√
(1− r)2 + 4r sin2(t/2) ≍ 1− r + |t| (0 < r < 1, |t| ≤ pi).
From this, (1.2), and (2.5) it follows that∫ pi
−pi
(1− r2)ω(f, |r− eit|)q
|eit − r|2 dt ≤ C1
∫ pi
0
(1− r)ω(f, 1− r + t)q
(1− r + t)2 dt
= C1
(∫ 1−r
0
+
∫ pi
1−r
)(1− r)ω(f, 1− r + t)q
(1− r + t)2 dt
≤ C2 (ω(1− r))q + C2 (1− r)
∫ ∞
1−r
ω(f, t)q
t2
dt
≤ C3 (ω(f, 1− r))q
≤ C4 (ω(f, |w − z|))q.
Thus |f(w)− f(z)| ≤ C5ω(f, |w − z|) provided w ∈ ∂D and z ∈ (0, 1). By rotation
and the ontinuity of f , we an extend this inequality to the ase where w ∈ ∂D
and z ∈ D.
If 0 < |w| < 1, we onsider the funtion h(ξ) = f(ξw/|w|)− f(ξz/|w|), |ξ| ≤ 1.
This funtion is harmoni in D, ontinuous on D, and h(0) = 0. Hene, by the
harmoni Shwarz lemma, inequality (1.2), and the preeding ase,
|f(w)− f(z)| = |h(|w|)|
≤ (4/pi)|w| ‖h‖∞
≤ C6|w|ω(f, |w/|w| − z/|w| |)
≤ C7 ω(f, |w| | |w/|w| − z/|w| |)
= C7 ω(f, |w − z|),
whih ompletes the proof. 
3. Lipshitz ontinuity up to the boundary on Bn
It is known, even for n = 2, that Lipshitz ontinuity of φ : T → C, where
T = {z ∈ C : |z| = 1}, does not imply Lipshitz ontinuity of u = P [φ].
Here, for any n ≥ 2,
P [φ](x) =
∫
Sn−1
P (x, ξ)φ(ξ)dσ(ξ), x ∈ Bn
where P (x, ξ) = 1−|x|
2
|x−ξ|n is the Poisson kernel for the unit ball B
n = {x ∈ Rn : |x| <
1}, dσ is the normalized surfae measure on the unit sphere Sn−1 and φ : Sn−1 → Rn
is a ontinuous mapping.
Our aim is to show that Lipshitz ontinuity is preserved by harmoni exten-
sion, if the extension is quasiregular. The analogous statement is true for Hölder
ontinuity without assumption of quasiregularity.
54 2. HARMONIC QUASIREGULAR MAPPINGS
3.1. Theorem. [AKM℄ Assume φ : Sn−1 → Rn satises a Lipshitz ondition:
|φ(ξ)− φ(η)| ≤ L|ξ − η|, ξ, η ∈ Sn−1
and assume u = P [φ] : Bn → Rn is K-quasiregular. Then
|u(x)− u(y)| ≤ C ′|x− y|, x, y ∈ Bn
where C ′ depends on L, K and n only.
D. Kalaj obtained a related result, but under additonal assumption of C1,α
regularity of φ, (see [KA℄).
Proof. The main part of the proof is the estimate of the tangential derivatives
of u, and in that part quasiregularity plays no role. We hoose x0 = rξ0 ∈ Bn,
r = |x|, ξ0 ∈ Sn−1. Let T = Tx0rSn−1 be the n− 1 dimensional tangent plane at x0
to the sphere rSn−1. We want to prove that
(3.2) ‖D(u|T )(x0)‖ ≤ C(n)L.
Without loss of generality we an assume ξ0 = en and x0 = ren. By a simple
alulation
∂
∂xj
P (x, ξ) =
−2xj
|x− ξ|n − n(1− |x|
2)
xj − ξj
|x− ξ|n+2 .
Hene, for 1 ≤ j < n we have
∂
∂xj
P (x0, ξ) = n(1− |x0|2) ξj|x0 − ξ|n+2 .
It is important to note that this kernel is odd in ξ (with respet to reetion
(ξ1, . . . ξj, . . . , ξn) 7→ (ξ1, . . . ,−ξj, . . . , ξn)), a typial fat for kernels obtained by
dierentiation. This observation and dierentiation under integral sign gives, for
any 1 ≤ j < n,
∂u
∂xj
(x0) = n(1− r2)
∫
Sn−1
ξj
|x0 − ξ|n+2φ(ξ)dσ(ξ)
= n(1− r2)
∫
Sn−1
ξj
|x0 − ξ|n+2 (φ(ξ)− φ(ξ0))dσ(ξ).
Using the elementary inequality |ξj| ≤ |ξ − ξ0|, (1 ≤ j < n, ξ ∈ Sn−1) and
Lipshitz ontinuity of φ we get
∣∣∣∣ ∂u∂xj (x0)
∣∣∣∣ ≤ Ln(1 − r2)
∫
Sn−1
|ξj||ξ − ξ0|
|x0 − ξ|n+2dσ(ξ)
≤ Ln(1 − r2)
∫
Sn−1
|ξ − ξ0|2
|x0 − ξ|n+2dσ(ξ).
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In order to estimate the last integral, we split Sn−1 into two subsets E = {ξ ∈
Sn−1 : |ξ−ξ0| ≤ 1−r} and F = {ξ ∈ Sn−1 : |ξ−ξ0| > 1−r}. Sine |ξ−x0| ≥ 1−|x0|
for all ξ ∈ Sn−1 we have
∫
E
|ξ − ξ0|2
|x0 − ξ|n+2dσ(ξ) ≤ (1− r
2)−n−2
∫
E
|ξ − ξ0|2dσ(ξ)
≤ (1− r2)−n−2
∫ 1−r
0
ρ2ρn−2dρ
≤ 2
n+ 1
(1− r)−1.
On the other hand, |ξ − ξ0| ≤ Cn|ξ − x0| for every ξ ∈ F , so
∫
F
|ξ − ξ0|2
|x0 − ξ|n+2dσ(ξ) ≤ C
n+2
n
∫
F
|ξ − ξ0|−ndσ(ξ)
≤ C ′n
∫ 2
1−r
ρ−nρn−2dρ
≤ C ′n(1− r)−1.
Combining these two estimates we get∣∣∣∣ ∂u∂xj (x0)
∣∣∣∣ ≤ LC(n)
for 1 ≤ j < n. Due to rotational symmetry, the same estimate holds for every
derivative in any tangential diretion. This establishes estimate (3.2). Finally, K-
quasiregularity gives
‖Du(x)‖ ≤ LKC(n).
Now the mean value theorem gives Lipshitz ontinuity of u. 
3.3. Problem. (1) Can one prove similar result for other type of moduli of
ontinuity, as was done in Setion 2 in the planar ase?
(2) The same questions an be posed in other smoothly bounded domains.
4. Bilipshitz maps
Bilipshitz property of harmoni quasionformal mappings on the unit dis was
investigated in [MAT℄. A dierent approah to the following theorem is given in
[MAT1℄.
4.1. Theorem. Suppose D and D′ are proper domains in R2. If f : D −→ D′ is
K-q and harmoni, then it is bilipshitz with respet to quasihyperboli metris on
D and D′.
56 2. HARMONIC QUASIREGULAR MAPPINGS
Proof. Sine f is harmoni we have loally, representation
f(z) = g(z) + h(z),
where g and h are analyti funtions. Then Jaobian Jf(z) = |g′(z)|2 − |h′(z)|2 > 0
(note that g′(z) 6= 0).
Futher,
Jf (z) = |g′(z)|2
(
1− |h
′(z)|2
|g′(z)|2
)
= |g′(z)|2 (1− |ω(z)|2) ,
where ω(z) = h
′(z)
g′(z) is analyti and |ω| < 1. Now we have
log
1
Jf(z)
= −2 log |g′(z)| − log(1− |ω(z)|2).
The rst term is harmoni funtion (it is well known that logarithm of moduli
of analyti funtion is harmoni everywhere exept where that analyti funtion
vanishes, but g′(z) 6= 0 everywhere).
The seond term an be expanded in series
∞∑
k=1
|ω(z)|2k
k
,
and eah term is subharmoni (note that ω is analyti).
So, − log(1 − |ω(z)|2) is a ontinuous funtion represented as a loally uniform
sum of subharmoni funtions. Thus it is also subharmoni.
Hene
(4.2) log
1
Jf(z)
is a subharmoni funtion.
Note that representation f(z) = g(z) + h(z) is loal, but that sues for our
onlusion (4.2).
By the denition from [AG, Denition 1.5℄
αf(z) = exp
(
1
n
(log Jf)Bz
)
,
where
(log Jf)Bz =
1
m(Bz)
∫
Bz
log Jf dm, Bz = B(z, d(z, ∂D)).
In the ase n = 2 we have
(4.3)
1
αf(z)
= exp
(
1
2
1
m(Bz)
∫
Bz
log
1
Jf(w)
dm(w)
)
.
From (4.2) we have
1
m(Bz)
∫
Bz
log
1
Jf(w)
dm(w) ≥ log 1
Jf(z)
.
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Combining this with (4.3) we have
1
αf(z)
≥ exp
(
1
2
log
1
Jf(z)
)
=
1√
Jf(z)
and therefore √
Jf(z) > αf(z).
On the other hand, we have Theorem [AG, Theorem 1.8℄:
Suppose that D and D′ are domains in Rn if f : D −→ D′ is K-q, then
1
c
d(f(x), ∂D′)
d(x, ∂D)
≤ αf(z) ≤ c d(f(x), ∂D
′)
d(x, ∂D)
for x ∈ D, where c is a onstant wih depends only on K and n.
From rst inequality of this theorem we have
(4.4)
√
Jf (z) ≥ 1
c
d(f(x), ∂D′)
d(x, ∂D)
.
Note that
Jf(z) = |g′(z)|2 − |h′(z)|2 ≤ |g′(z)|2
and by K-qlity of f , |h′| ≤ k|g′|, 0 ≤ k < 1, where K = 1+k
1−k .
This gives Jf ≥ (1− k2)|g′|2. Hene,√
Jf ≍ |g′| ≍ |g′|+ |h′| = ||f ′(z)||.
Finally (4.4) and the above asymptoti relation give
||f ′(z)|| ≥ 1
c
d(f(x), ∂D′)
d(x, ∂D)
, c = c(k).
For the reversed inequality we again use Jf (z) ≥ (1− k2)|g′(z)|2, i.e.
(4.5)
√
Jf (z) ≥
√
1− k2|g′(z)|
Further, we know that for n = 2
αf(z) = exp
(
1
m(Bz)
∫
Bz
log
√
Jf(x) dm(w)
)
.
Using (4.5)
1
m(Bz)
∫
Bz
log
√
Jf(x) dm(w) ≥ 1
m(Bz)
∫
Bz
log
√
1− k2 + log |g′(w)| dm(w)
= log
√
1− k2 + 1
m(Bz)
∫
Bz
log |g′(w)| dm(w)
= log
√
1− k2 + log |g′(z)|.
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Now we have by harmoniity of log |g′|
αf(z) = exp
(
1
m(Bz)
∫
Bz
log
√
Jf(x) dm(w)
)
≥ exp(log
√
1− k2 + log |g′(z)|)
=
√
1− k2|g′(z)|
≥ 1
2
√
1− k2(|g′|+ |h′|)
=
√
1− k2
2
||f ′||.
Again using the seond inequality in [AG, Theorem 1.8℄
||f ′|| 6 c
√
Jf(z) 6 c αf(z) 6 c
d(f(z), ∂D′)
d(z, ∂D)
, c = c(k).
Summarizing
||f ′(z)|| ≍ d(f(z), ∂D
′)
d(z, ∂D)
.
This pointwise result, via integration along urves, easily gives
kD′(f(z1), f(z2)) ≍ kD(z1, z2).

4.6. Problem. Is Theorem 4.1 true in dimensions n ≥ 3?
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