Abstract: Two dimensional polyacrylamide gel electrophoresis (2D-PAGE) maps represent an unavoidable tool in many fields connected with proteome research, such as development of new diagnostic assays or new drugs. Unfortunately the information contained in the maps is often so complex that its recognition and extraction usually requires complex statistical treatments. Statistics accompanies many phases of 2D-PAGE maps management -from the spot revelation to maps matching, as well as the extraction and rationalisation of useful information. This review describes and reports the most recent achievements in the field of statistical tools applied to proteome research by two-dimensional gel electrophoresis (2D-GE). The first section is devoted to briefly describe the theoretical aspects of the multivariate methods mostly adopted in this field such as Principal Component Analysis, Cluster Analysis, Classification methods, Artificial Neural Networks. The most recent applications are then described explaining the analysis of spot volume datasets from standard differential analysis as well as the direct analysis of 2D maps images. Applications are also reported about the use of multivariate tools in the analysis of DNA and RNA profiles.
INTRODUCTION
Two dimensional gel-electrophoresis (2D-GE) has undergone a rapid development in the last few years for the separation and analysis of protein extracts in many fields of proteomic research, e.g. clinical chemistry, botany, microbiology, toxicology, food security and control. In spite of being a very powerful tool for protein analysis, 2D-GE is characterised by low reproducibility, particularly due to the complexity of the specimen and instrumental technique adopted to obtain the final electrophoretic maps. The same limitation also limits one-dimensional (1D) gel electrophoresis (Righetti et al., 2001) . The complexity of the sample covering a wide range of properties, structures and molecular weights contributes to the complexity of the final map. In addition, the instrumental technique itself (from sample preparation to the electrophoretic run) can further affect reproducibility of 2D-GE.
These limitations of 2D-GE made it mandatory to use the dedicated software packages to analyse the information contained in two-dimensional maps (2D-maps) allowing to take into consideration in some way the intrinsic uncertainty of the technique. Many software became available in the last few years for the comparison of 2D-maps (PDQuest, Progenesis, Melanie, Z3, Phoretix, Z4000, etc.) (Anderson et al., 1981; Mahon et al., 2001; Rubinfeld et al., 2003) . All commercial solutions available present advantages and disadvan *Address correspondence to this author at the Department of Environmental and Life Sciences -University of Eastern Piedmont -Via Bellini 25/G -15100 Alessandria, Italy; Tel: +39 0131 360272; Fax: +39 0131 360250; E-mail: marengoe@tin.it tages (Almeida et al., 2005; Campostrini et al., 2005; Molloy et al., 2003; Moritz et al., 2003; Raman et al., 2002; Rosengren et al., 2003; Voss et al., 2000; Wheelock et al., 2005) but they are almost all based on a multi-step procedure performing the analysis of sets of 2D-maps from the digitalised images of the gels themselves, obtained by laser densitometry, phosphor imaging and via a CCD camera. The analysis of digitalised images involves several steps (described here with particular reference to the PDQuest system (Garrels et al., 1979 (Garrels et al., , 1984 (Garrels et al., , 1989 ): 1) Scanning: it turns each gel image into pixel data and each pixel is characterised by x-y coordinates indicating its position on the 2D-image and a Z value corresponding to its signal intensity (optical density value -OD).
2) Filtering images: a pre-processing step eliminating noise, background effects, specks and imperfections.
3) Automated spot detection: a step identifying the spots present on each gel independently. The operator has to select: the faintest spot (to set the sensitivity and minimum peak value); the smallest spot (to set the size scale parameter); the largest spot (to set the maximum size of the spots to be detected). A final smoothing is applied to remove spots close to the background level. Spots are located on the gel image (i.e. each spot is identified by x-y coordinates indicating its position), substituted by ideal Gaussian distributions and quantified by the sum of the OD values within each Gaussian distribution.
4)
Matching of protein profile: sets of 2D-gels can be edited and matched to one another in a "match set". Each spot is matched to the same spot in all of the other gels of the set under investigation. For this purpose, landmarks are needed. Reference spots are used by PDQuest to align and position match set members for matching. The identification of the landmarks sets some parameters accounting for distortions existing among the gels to be compared.
5)
Normalisation: it is applied to the maps to compensate gel-to-gel variations due to sample preparation and loading as well as staining and destaining procedures etc.
6) Differential analysis: it allows the comparison of different sets of 2D-maps i.e. control and diseased samples.
Within each group of 2D-maps, a "sample group" is created containing the average values of all the spots identified. The comparison of the groups is carried out on "sample groups" to find differentially expressed proteins. Usually, only spots showing a two-fold variation are accepted as significantly changed (100% variation). This procedure allows to avoid differences due to the large experimental error rather than actual systematic variations.
7)
Statistical analysis: it is applied to identify the differentially expressed proteins. Statistical analysis is usually based on Student's t-test (p<0.05).
Since the final result of the overall procedure appears to depend on the accuracy of the software package adopted, the choice of the most suitable analysis software is critical. Thus the step of image analysis adds another source of uncertainty to the final result.
Commercial software packages are certainly powerful tools for 2D-maps analysis but they present two main disadvantages. The first one is related to human interference (introduced mainly in steps 2 and 3) and the second one is related to the problem of replicas. The comparison of groups of 2D-maps (i.e. control and diseased or control and drug treated) is usually performed on the basis of the "sample group" obtained for each class. In this way, single replicas are not considered and the information about the reproducibility of the maps is not taken into proper consideration.
In summary, the large number of spots present on each map and the low reproducibility of 2D gel-electrophoresis makes it worse to achieve a clear classification of samples and difficult to use 2D-PAGE maps for diagnostic/prognostic purposes or for drug-design studies. Mainly for these reasons, many papers have recently appeared in literature making use of robust multivariate statistical tools for the evaluation of sets of 2D-maps. The multivariate methods developed can be applied both to spot volume datasets coming from the differential analysis carried out by classical software packages or to the direct analysis of 2D-PAGE images.
This review reports the more recent applications of multivariate tools to the analysis of spot volume datasets (or to profiles of DNA and RNA fragments) as well as to the analysis of 2D-maps images. First, a section is devoted to give insight on the theoretical aspects of the most widespread multivariate tools applied in proteomics. Later, a section is devoted to some applications of artificial neural networks.
THEORY Principal Component Analysis
PCA (Massart et al., 1988; Vandeginste et al., 1998 ) is a multivariate pattern recognition method representing the objects, described by the original variables, into a new reference system given by new variables called Principal Components (PCs). Each PC is calculated so that it explains the maximum possible amount of residual variance contained in the original dataset. The PCs are calculated hierarchically. The first one explains the maximum variance and the second one carries the maximum residual variance and so on. In this way, experimental noise and random variations are collected in the last PCs (this is true if experimental noise represents a minor contribution with respect to systematic variations). In addition, PCs show other important features: they are related to the original reference system since they represent a linear combination of the original variables; they are orthogonal to each other thus containing independent sources of information; their hierarchical structure makes a dimensionality reduction of the original dataset possible considering only few PCs accounting for the most significant amount of variance.
The results of PCA provide two main tools for data analysis: the scores (the co-ordinates of the samples in the new reference system) and the loadings (the weights of the original variables on each PC). The analysis of score and loading plots (score and loadings represented on the space given by two PCs at a time) allows to reach two main targets: a) the identification of groups of samples (score plot) showing a similar or opposite behaviour (samples grouped together or in opposite positions with respect to the origin of the axes); b) the identification of the reasons (loading plot) for the similarities and diversities identified within the samples. Therefore, PCA is a very powerful visualisation tool which allows the representation of multivariate datasets by means of only few PCs identified as the most relevant.
Cluster Analysis
Cluster analysis techniques are unsupervised pattern recognition methods that allow to identify the existence of groups of samples or variables in a dataset through the investigation of the relationships between the objects or the variables. The most used clustering methods belong to the agglomerative hierarchical methods (Massart et al., 1983 (Massart et al., , 1988 Vandeginste et al., 1998) where the objects are grouped (linked together) on the basis of a measure of their similarity. The most similar objects or groups of objects are linked first. The final result is a graph (dendrogram) where the objects are represented on the X axis and are connected at decreasing levels of similarity along the Y axis.
The results of hierarchical clustering methods depend on the specific measure of similarity and on the linking method adopted so, different methods are usually applied to have a general idea of the number of groups present. Clustering techniques can be applied both to the original variables and to the results of PCA (scores of the significant PCs) thus achieving a clustering of the samples eliminating the contribution of experimental error and exploiting only useful sources of variation.
Classification Methods
Several multivariate supervised classification methods are available in literature; linear discriminant analysis (LDA), soft-independent model of class analogy (SIMCA) and partial least squares discriminant analysis (PLS-DA) will be briefly described below since they have recently been exploited for classification purposes in proteomic datasets.
Linear Discriminant Analysis
LDA (Eisenbeis et al., 1972; Klecka et al., 1980 ) is a Bayesian classification method performing the classification of the samples present in a dataset considering its multivariate structure.
In Bayesian classification methods, an object x is assigned to the class g for which the posterior probability P(g/x) is maximum:
where P g is the prior probability of class g; P k is the prior probability of class k (k g);
is the probability density function of class g;
is the probability density function of class k. Each class is usually described by a Gaussian multivariate probability distribution:
where P g is the prior probability of class g; S g is the covariance matrix of class g; c g is the centroid of class g; p is the number of descriptors.
The argument of the exponential function is the Mahalanobis distance between object x and the centroid of the class g and it takes into consideration the class covariance structure (i.e. its shape) since it contains the covariance matrix. Each object is classified in class g if the so-called discriminant score is minimum:
In LDA, the covariance matrix of each class is approximated with the pooled (between the classes) covariance matrix and all the classes are considered as having a common shape (i.e. a weighted average of the shape of the classes present).
The variables contained in the LDA model discriminating the classes present in the dataset can be chosen by a stepwise algorithm, selecting iteratively the most discriminating variables. As already mentioned for Cluster Analysis, LDA can be performed on both the original variables or on principal components.
Soft-Independent Model of Class-Analogy
SIMCA classification method (Wold, 1976 ) is based on PCA. Each class is described by its relevant PCs. The samples of each class are contained in the so-called SIMCA boxes defined by the relevant PCs of each class. Describing each class by its relevant PCs corresponds to classify the samples not taking into account the experimental uncertainty and spurious information. This method is also useful when small datasets are analysed (more variables than objects) since it performs a substantial dimensionality reduction.
SIMCA classification starts with a previous PCA calculated on each class independently with the identification of the relevant PCs for each class: they define the so-called class model. The classification rule of object i is based on a Fisher's F-test so that object i is classified in class g if:
where rsd ig is the residual standard deviation of object i on class g; rsd g is the residual standard deviation of class g; F critic is the critical value of F defining the SIMCA box; is the significance level (usually set at 0.05, corresponding to a probability level of 95%); 1 , 2 are the degrees of freedom of the numerator and denominator of the F-test respectively. SIMCA gives some important statistics useful for a deep analysis of the classification performed. The Modelling Power (MP) of each variable on each class model is a measure of the weight that each variable presents on each class model, i.e. the ability of the variable of describing and characterising the corresponding class, defined as: The Discrimination Power (DP) is instead a measure of the ability of each variable to discriminate between two classes (c and g) at a time. The greater the discrimination power, the more a variable weights on the classification of an object in class c or g. It is defined as: The discrimination power is defined positive, but can assume positive or negative values (it is not limited e.g. from 0 to 1).
Partial Least Squares -Discriminant Analysis (PLS-DA)
Partial Least Squares (PLS) (De Noord et al., 1994; Kleinbaum et al., 1988; Martens et al., 1989 ) is a multivariate regression method allowing to establish a relationship between one or more dependent variables (Y) and a group of descriptors (X). X-and Y-variables are modelled simultaneously to find the latent variables (LVs) in X that will predict the latent variables in Y and at the same time account for the largest possible information present in X. So, in this case the latent variables are selected on the basis of explaining contemporarily both descriptors and predictors. These latent variables are similar to the principal components calculated from PCA -the first one accounts for the largest amount of information followed by the other components that account for the maximum residual variance. As for PCs, the last LVs are mostly responsible for random variations and experimental error. The optimal number of LVs, i.e. modelling information in X useful to predict the response Y but avoiding overfitting, is determined on the basis of the residual variance in prediction. Cross-validation techniques are adopted for evaluating the predictive ability and select the optimal number of latent variables.
PLS was contrived to model continuous responses but it can be applied even for classification purposes by establishing an appropriate Y related to the belonging of each sample to a class. In this case it is called Partial Least Squares -Discriminant Analysis (PLS-DA). In the case of proteomic data, one response variable for each group of samples is usually adopted. Each response variable is assigned a 1 value for the samples belonging to the corresponding class and a 0 value for the samples belonging to the other classes.
Artificial Neural Networks
Artificial Neural Networks (ANNs) (Zupan and Gasteiger, 1993) are mathematical algorithms that allow to solve complex problems by simulating the human brain functioning. Back-Propagation Artificial Neural Networks (BPANNs) are mainly dedicated to model the behaviour of complex systems where they usually provide better results than Ordinary Least Squares (OLS) especially when non-linear relationships are present. The main problem connected with their application is due to the big risk of overfitting which must be handled with particular care.
A back-propagation network consists of:
-an input layer, where each neuron is associated to an experimental variable; -one or more layers of processing neurons, the so-called hidden layers;
-an output layer, where each neuron is associated to a response. The signal moves from the input layer towards the output layer ( Fig. 1) . In this process each neuron uploads all the neurons of the successive layers, transferring a portion of the value (signal) it has accumulated. The portion of signal that is transferred is regulated by a transfer function, usually having a sigmoid shape. For central values of the signal, the portion transferred is approximately proportional to the signal itself and at the extreme values of the signal, the portion transferred is either null or close to one. In every neuron of the hidden layers and of the output layer, the signals coming from every neuron of the previous layer are accumulated applying a multiplying weight. These weights are optimized during the network training by the back-propagation algorithm (Wythoff et al., 1993; Walczak et al., 1996; Goh et al., 1995; Zhang et al., 2002a Zhang et al., , 2002b which allows the determination of the weights associated to each couple of connected neurons providing a correct output when a certain input vector is entered. In this process, every experiment of the training set is presented in turn to the network and the weights are corrected to decrease the error committed by the network in estimating the corresponding responses. In each cycle which constitutes a learning epoch, all experiments are presented once to the network; the iterations of the learning epochs are repeated until the network produces satisfactory results.
The number of hidden layers and of neurons in each hidden layer and the geometry of the network (i.e. the connection of the neurons of different layers) must be selected in order to achieve a satisfactory fitting ability associated at the same time to a satisfactory predictive ability. By increasing the number of hidden layers and/or neurons in the hidden layers, it is possible to obtain very flexible ANNs with incredible modeling ability, but this may cause the network to learn the data by heart with no generalization of the rules which determines the system behaviour and functioning. So it is very important to check the predictive ability of the artificial neural networks by cross-validation techniques i.e. by partitioning the available dataset into training set and test set.
The optimal learning rate (which determines the speed at which the weights change) and momentum μ (which takes into consideration the correction made on the previous cycle in order to prevent damping oscillations around the network optimum) have to be optimized (usually by a trial and error procedure).
SPOT VOLUME DATASETS
Spot volume datasets generated by the differential analysis via dedicated software can be effectively analysed through multivariate statistical tools due to their large dimensionality (a large number of spots identified on each map) and the intrinsic difficulty of identifying small differences existing between groups of maps when a large number of spots are contemporarily detected on each sample.
Multivariate methods are therefore effective tools due to their ability in clearly representing the multivariate structure of the dataset achieving in the meantime the elimination of the contribution of the experimental error. Several methods have been recently applied in proteomics to spot volume datasets such as pattern recognition methods (PCA, Cluster Analysis), classification methods (LDA, SIMCA, PLS-DA) and artificial neural networks (ANNs).
PCA represents the first and most exploited tool in proteomic datasets analysis and it can be considered nowadays a quite classical approach. The first applications reported in literature are from the mid eighties (Anderson et al., 1984; Tarroux et al., 1987) .
However, the application of PLS-DA is more recent. One of the first applications (Jessen et al., 2002) demonstrated how information can be extracted from 2-DE data by discrimination PLS with variable selection. In this case, two examples were compared belonging to time course of post mortem proteome changes in muscle tissues of pigs. PLS was applied relating the volumes of the detected spots to a binary variable indicating each animal or the sampling time (increasing time after the animal death). PLS proved to be successful in the identification of the spots characterised by a systematic variation. A variable selection (Jack-knife) procedure was also adopted to identify only the spots with actual relevant variations.
From this starting applications, many papers appeared reporting the use of PCA, classification tools and PLS-DA to the analysis of proteomic datasets. Since the applications involve several fields in proteomics, the most interesting papers appeared in literature are presented hereafter according to the different application fields such as clinical proteomics, botany and food safety, microbiology and toxicology. The last paragraph describes the application of artificial neural networks to spot volume data.
Clinical Proteomics
Clinical Proteomics represents one of the most important fields in proteomic research and many applications of multivariate tools are reported in this area (Drew et al., 2006; Gottfries et al., 2004; Karp et al., 2005; Iwadate et al., 2004; Verhoeckx et al., 2004a Verhoeckx et al., , 2004b Marengo et al., 2004a Marengo et al., , c, 2006 Fujii et al., 2005) .
One of the most recent study is by Drew et al. (2006) , reporting the effect of salicylate on the oxidative stress in the rat colon. Salicylic acid, a dietary plant-based phenolic compound and also the main metabolite of aspirin, decreases oxidative stress and contributes to the colon protective effects of plant-based diets. In this study a rat was supplemented with salicylic acid (1 mg/kg diet) and 2D-PAGE was carried out from soluble colon protein extracts. PCA on a subset of 55 spots (out of a total of 124 spots), identified as relevant by a first differential analysis based on t-tests and ANOVA, showed the effective clusterisation of the samples according to the spots identified. PLS analysis was then applied to search for relationships between the protein expression and the dietary treatment and biochemical data.
Another interesting study was reported by Gottfries et al. (2004) who applied PCA and PLS-DA to two datasets -the first is represented by samples of cerebrospinal fluid from control and diseased individuals (12 control, 15 Alzheimer's disease, 15 Fronto-temporal dementia and 10 Parkinson's disease), giving a final dataset of 52 samples described by 96 spots identified; the second is represented by liver samples from normal and obese mice (6 groups of samples of 4 to 8 animals each), giving a dataset of 30 samples described by 603 spots identified. In both cases, the first three PCs were able to clearly separate the groups of samples present. The first latent variable computed by PLS-DA allowed the identification of the spots responsible for the differences existing between each pair of groups.
PLS-DA was applied also by Karp et al. (2005) to demonstrate its ability in identifying the differences existing in three proteomic datasets. The first dataset used brain samples from control individuals and patients of schizophrenia: ten gels were run for each group of samples and a total of 1505 protein spots were detected on the 20 maps obtained. The second dataset was obtained from mouse liver samples for a circadian time course study. Three separate time-points within a circadian cycle were chosen and three samples were used to describe each of these time points and a total of 1100 protein spots were detected in this case. A final dataset was inserted in the study for which no difference was expected between the two groups of samples. Twelve samples were obtained from Erwinia carotovora soluble proteins (1057 spots identified) and divided in two groups. PLS-DA proved to be successful in the identification of the differences between the groups of each dataset while no separation of the samples in groups was possible for the last dataset for which no difference was expected.
Discriminant analysis was applied by Iwadate et al. (2004) for the classification of human gliomas. 85 tissue samples (52 glioblastoma multiforme, 13 anaplastic astrocytomas, 10 atrocytomas, 10 normal brain tissues) were compared on the basis of their proteomic pattern. Cluster analysis was able to distinguish control samples from glioma tissues. Discriminant analysis extracted a set of 37 proteins differentially expressed based on histological grading.
PCA was applied to identify the differences due to macrophage maturation in the U937 human lymphoma cell line (Verhoeckx et al., 2004a) . PCA was able to identify the variations between samples belonging to different macrophage maturation times; usual t-tests identified a smaller number of biomarkers. A similar application of the multivariate procedure (Verhoeckx et al., 2004b) involves the characterisation of anti-inflammatory compounds.
Some studies by Marengo et al. (2004a Marengo et al. ( , c, 2006 ) make use of PCA coupled to both cluster analysis and classification tools to identify the differences between groups of maps. The first paper (Marengo et al., 2004a) describes the study of two different cell lines of control and drug-treated pancreatic ductal carcinoma cells. A total of 435 spots was identified from 18 samples. The first three PCs calculated by PCA allowed the clear separation of the four groups of samples. The results were further confirmed by cluster analysis.
The other two studies (Marengo et al., 2004c (Marengo et al., , 2006 describe the use of SIMCA to the classification of proteomic maps. The first application (Marengo et al., 2006) showed PCA effectiveness in the identification of the differences between adrenal glands proteomic profiles belonging to healthy and diseased nude mice. SIMCA was applied for the classification of the samples in the two classes and it was able to correctly classify all the samples (the first PC in the SIMCA model of each class) and allowed the identification of the most discriminating spots (analysis of the discriminating powers). 84 polypeptide chains were found to be up-or down-regulated out of a total of 700 spots detected. A similar approach was followed by the same authors for comparing the phenotypic expression of mantle cell lymphoma GRANTA-519 and MAVER-1 cell lines (Marengo et al., 2004c) . Even in this case, PCA and SIMCA were able to correctly classify the samples present and to identify the reasons responsible for the differences identified.
Finally, Fujii et al. (2005) studied the histological subtypes of lymphoid neoplasms over 42 cell lines from human lymphoid neoplasms. Different statistical methods were used to identify the discriminating spots: (i) Wilcoxon or Kruskal-Wallis tests to find the spots whose intensity was significantly (p<0.05) different among the cell line groups, (ii) statistical-learning methods to prioritize the spots according to their contribution to the classification, and (iii) unsupervised classification methods to validate the classification robustness by the selected spots. 31 spots resulted to be significant and 24 were also identified by mass spectrometry.
Botany and Food Safety
Two of the first applications of multivariate techniques to proteomic datasets in botany and in the field of food quality and control were by Dewettinck et al. (1997) and Alika et al. (1995) . In these applications, the samples were not described by the spot volumes (the authors applied SDS-PAGE) but by the volume profile along the SDS strip. The study by Dewettinck et al. (1997) reported the use of PCA and discriminant analysis for the comparison of SDS-PAGE profiles of four Belgian cheeses (Passendale, Wijnendale, Nazareth and Oud Brugge compared to other international brands) with different grades of maturity. PCA was able to separate Nazareth and Oud Brugge and in a minor way Passendale and Wijnendale. Discriminant Analysis allowed the correct classification of the four samples.
Another study by Alika et al. (1995) , was devoted to the characterisation of 27 maize accessions (Bendel State, Nigeria) through the different band mobility of maize zein protein in SDS-PAGE, coupled to PCA and cluster analysis. Cluster analysis identified five clusters while PCA separated the accessions with yellow kernels from those with early maturity. Moreover, samples from the same geographical area were grouped together.
More recently two different studies were done by Tuomainen et al. (2006) and Lilley et al. (2006) . Tuomainen et al. (2006) reported the application of PCA to the spot volumes of three plant accessions (Thlaspi caerulescens) at various metal (Zn and Cu) exposures in order to verify metal hyper-accumulation in plants. PCA was applied to verify the separation of the protein profiles of the three plant accessions at various metal exposures and to detect groups of proteins responsible for the differences. PCA allowed a clear separation of the samples according to the type of accession while the effects of metal exposures were less pronounced. 48 spots were identified as relevant in the differentiation of the groups of samples. The possible roles of some of the proteins in heavy metal accumulation and tolerance were also discussed. On the contrary, Lilley et al. (2006) reported the use of methods for quantitative proteomics for the characterisation of plant organelle.
Another interesting application in the field of food quality and control is by Kjaersgard et al. (2006) who studied the change in the proteomic profile of cod muscle samples during different storage conditions. The authors studied 11 storage conditions including the storage temperature (studied at two levels), the storage period (studied at 4 levels) and the chill storage period (studied at 5 levels). Each sample was replicated twice on different batches. The application of PCA allowed the separation of the samples according to the frozen storage time while no information emerged about the other two parameters. PLS-DA with variable selection (jackknife procedure) was then applied to identify the spots relevant for the differentiation of the samples according to the storage time.
Finally, Olias et al. (2006) investigated whether drycured hams from two European countries can be distinguished using SDS-PAGE. The dataset consisted of 37 commercial hams (19 Spanish, 18 French). 4 protein fractions were extracted from each sample (each fraction analysed in triplicate lanes). The complete extraction process was carried out in duplicate. In total, 118 gels were analyzed. The inter-gel registration was carried out using a genetic algorithm (GA). Feature selection was also performed using a GA to pass subsets of features to the LDA routine. Crossvalidated classification success rates were 84, 91, 81 and 85%, respectively for the four fractions. SDS-PAGE proved to be a sufficiently quantitative method and the authors con-cluded that it can be potentially used to verify the regional speciality dry-cured hams.
Microbiology
Some of the first applications of PCA and cluster analysis to the study of DNA and RNA fragments of several biological systems in the field of microbiology were done by Couto et al. (1995) , Johansson et al. (1995) and Boon et al. (2002) . The study by Boon et al. (2002) reported the diversity of bacterial groups of activated sludge samples that received waste water from four different types of industry by PCR-DGGE. Statistical analysis and Shannon diversity index evaluation of the band patterns were used to identify the differences between the samples. Cluster analysis, multidimensional scaling and PCA clearly clustered two of the four activated sludge types separately.
Other applications were from the group of Gadea (1999 Gadea ( , 2000 who studied the immunological diagnosis of hydatidosis. The first study (Gadea et al., 2000) reported the application of discriminant techniques to serological patterns obtained by Enzyme-linked Immuno-electro-Transfer Blotting (EITB) and by conventional immunological tests in order to differentiate the residual antibody patterns present in healed hydatidosis from the ones present in active hydatidosis. Discriminant analysis of the serological patterns obtained by EITB and conventional serology correctly classified 92.54% of patients (93.3% if patients are differentiated according to the time elapsed since surgery). This method detected the presence of active hydatidosis in 95.6% of patients for whom abdominal ultrasonography had confirmed the presence of active hydatid cysts. The global specificity was 88.9%.
A previous study from the same authors (Gadea et al., 1999) reported a similar case where the method was applied to 67 patients, 25 with active hydatid cysts (24 hepatic and 1 pulmonary) and 42 without a history of hydatid disease and was compared with the results obtained by conventional serology. IETB and discriminant analysis were more sensitive than conventional serological diagnosis and detected 100% of patients with an active hepatic hydatid cyst with a 100% specificity. However, this method failed to detect an uncomplicated hyaline pulmonary hydatid cyst. co-workers (1998, 2000) and De Moor and co-workers (2003) carried out some of the first applications of multivariate tools to microarray data. More recently, Correa et al. (2007) evaluated the effect of plant variety and Azospirillum brasilense inoculation on the microbial communities colonizing roots and leaves of tomato plants. Microbial communities of the rhizoplane and phyllosphere were analysed by DGGE of PCR-amplified 16S rRNA, sixty days after planting. Differences on the bacterial communities between the two tomato types were detected by PCA of the DGGE fingerprints. Webster et al. (2007) investigated the structure and composition of microbial communities inhabiting the soft coral Alcyonium antarcticum across three differentially contaminated sites within McMurdo Sound (Antarctica). Microbial communities were revealed at all sites using culture-based analysis, DGGE, 16S rRNA gene clone-library analysis and FISH. Multivariate analysis of DGGE band patterns and PCA of quantitative FISH data revealed no distinct differences in community composition between differentially contaminated sites. The study (the first investigation of microbial communities associated with Antarctic soft corals) suggests that spatially stable microbial associations exist across an environmental impact gradient.
Another application was by Shoji et al. (2006) who estimated the microbial community in a biological phosphorus removal process under different electron acceptor conditions by PCR-DGGE and PCA. A lab-scale sequencing batch reactor fed with municipal wastewater was operated under anaerobic-aerobic, anaerobic-anoxic-aerobic and anaerobicanoxic conditions. The results obtained from 16S rRNAbased PCA showed that little oxygen supply caused the deterioration of aerobic bacteria, including aerobic polyphosphate-accumulating organisms (PAOs). Moreover, it also reflects the existence of nitrate-utilizing denitrifiers.
Other two applications were by Licht et al. (2006) and Fry et al. (2006) . The study by Licht et al. (2006) reported the effects of selected carbohydrates on composition and activity of the intestinal microbiota. Five groups of eight rats were fed a western type diet containing cornstarch (reference group), sucrose, potato starch, inulin or oligofructose. Principal Component Analysis of profiles of the faecal microbiota obtained by DGGE of PCR amplified bacterial 16S rRNA genes as well as of Reverse Transcriptase-PCR amplified bacterial 16S rRNA, resulted in different phylogenetic profiles for each of the five animal groups. Even though sucrose and cornstarch are both easily digestible and are not expected to reach the large intestine, the DGGE band patterns obtained indicated that these carbohydrates indeed affected the composition of bacteria in the large gut. Also the two fructans resulted in completely different molecular fingerprints of the faecal microbiota, indicating that even though they are chemically similar, different intestinal bacteria ferment them.
The second study by Fry et al. (2006) , reported the relationship between prokaryotic community composition and biogeochemical processes in deep subseafloor sediments from the Peru Margin, by PCA on DGGE band patterns.
Toxicological Studies
Several studies have been carried out reporting the use of multivariate tools in toxicology. Kleno et al. (2004) studied the mechanism of action of hydrazine toxicity in rat liver samples by PCA and PLS. PCA was carried out on a dataset of 30 samples (5 animals x 3 doses of hydrazine x 2 times after the administration) described by 431 spots revealed on the 2D maps. PC 1 was responsible for sample differentiation according to the 3 dose levels while PC 4 allowed the separation of the two times after the administration but only for the largest dose level. Since the loadings analysis did not produce a clear identification of the most discriminating spots, a PLS-DA model was applied to model the dose level of hydrazine (variable selection according to Jack-knifing). PLS allowed the identification of the spots responsible for the differences between the samples according to the dose level administered. The results proved that some spots identified by PLS were not considered relevant by standard t-tests. Amin et al. (2004) , Heijne et al. (2003) and Anderson et al. (1996) applied PCA to toxicological studies. The study by Amin et al. (2004) was on gene expression profile played by three nephrotoxicants (cisplatin, gentamicin and puromycin) on rats, as a function of time after the initial administration. PCA and cluster analysis allowed the separation of the samples according to dose and time of administration and renal toxicity. The study by Heijne et al. (2003) reported the acute hepatotoxicity induced in rats by administration of bromobenzene. Control and treated samples could have been effectively separated by PCA for both protein and gene expression profiles. Some of the significant proteins (found to change upon bromobenzene treatment) were also identified by mass spectrometry. Finally, Anderson et al. (1996) investigated the effects of five peroxisome proliferators on the protein profile in the livers of treated mice at 5-and 35-day time points. PCA was carried out on a set of a total of 107 liver protein spots: the first PC was identified as a global measure of peroxisome proliferation by its correlation with enzymatic peroxisomal -oxidation, while PC 2 separated the samples on the basis of time of exposure.
Another study was done by Perrot et al. (2001) reporting the use of PCA to compare the protein expression of gelentrapped Escherichia coli cells exposed to a cold shock at 4°C with those of exponential-and stationary-phase free floating cells. The authors covered a total of 10 different incubation conditions, replicating each experiment 3 times and running each gel in duplicate. PCA was carried out on the 203 spots identified as significantly higher than those corresponding to the synthesis at 37°C using the average spot intensities for each experimental condition adopted. PCA pointed out that the protein response of immobilized cells after the cold shock is significantly different from those of exponential-and stationary-phase free-floating organisms. The analysis of the loadings identified 9 families of proteins.
Application of Artificial Neural Networks (ANNs)
More recently, some papers have appeared in literature reporting the use of ANNs to the study of proteomic spot volume datasets (Ramadan et al., 2005; Izawa et al., 2006; Bloom et al., 2007) .
The first application was by Ramadan et al. (2005) who applied PLS and Back-Propagation Artificial Neural Networks for the estimation of soil properties. The two multivariate calibration methods were applied to microbial community DNA to predict soil properties (%Sand, %Silt, %Clay, %Nitrogen, %Organic Carbon, DNA) in environmental soil samples. The microbial community DNA was extracted from 48 environmental soil samples and each sample was replicated in order to obtain a total of 256 DNA band patterns. Each band pattern was described by a total of 320 variables (volumes along the band pattern). The samples were divided into two groups: 171 samples for the training set and 85 for the test set. PLS did not provide the best results (R 2 < 0.80). ANN performed better than PLS (5 neurons in the hidden layer) but they performed even better if ANN is carried out on the first 39 PCs (R 2 > 0.85).
Another application (Izawa et al., 2006) used artificial neural networks to the recognition of culture state by twodimensional gel electrophoresis. Proteomic technologies were applied to the examination of nutrient components in culture broth. Natural nutrients are often used in fermentation processes such as in the production of baker's yeast, alcoholic beverages, amino acids, and pharmaceuticals. The catabolic activities of the microorganisms in these processes vary with the species used. A total of 23 gels were run: 7 from control E. Coli, 10 belonging to Fe-deficient E. Coli, 6 belonging to Mg-deficient E. Coli. More than 300 spots were identified on each final map. A three-layers ANN was used: 357 neurons in the input layer (i.e. one neuron for each spot), 100 neurons in the hidden layer and 3 neurons in the output layer (one neuron for each culture state). Leave-one-out cross-validation was adopted. Sensitivity analysis allowed the identification of about 20 spots as significant for the identification of the correct culture state of each sample.
The recent study by Bloom et al. (2007) reported the use of ANNs for the discrimination of six common types of adenocarcinoma. 2D-GE was used to analyze the proteomic expression pattern of 77 similarly appearing (histomorphology) adenocareinomas from 6 different types of sites of origin which were ovary, colon, kidney, breast, lung and stomach. Discriminating sets of proteins were identified and used to train an ANN, with leave-one-out cross validation. Different ANN structures were investigated by limiting the number of input neurons from 60 to 600 (input neurons were associated to differentially expressed spots ranked according to their significance in standard t-tests). The best accuracy was reached with an ANN architecture giving a final number of 227 spots relevant for classification. Some spots were identified as relevant for different classes of samples while other spots were identified as relevant only for one class.
The great number of applications of PCA, PLS and other multivariate tools in proteomics gives a clear idea of the importance of multivariate methods in this field. In fact, such techniques are able to identify a larger number of variables (spots) relevant for the discrimination between the classes of samples compared to the classical t-tests usually carried out by standard software packages.
IMAGE ANALYSIS
An alternative to the analysis of spot volume datasets is the direct analysis of proteomic 2D-maps images that can also represent an alternative to the use of standard software packages. Some methods are available in literature for the analysis of 2D-maps images not based on the standard approach presented in the introduction. These methods are not yet so much widespread to be included in common software packages. The different approaches present in literature describe the use of ANNs, fuzzy logic principles and the calculation of mathematical moments. Such procedures represent the frontier in bioinformatics and some of them are yet under further development. The main principles related to these methods will be presented below together with a review of the most interesting applications present in literature.
Fuzzy logic
As already pointed out in the introduction, 2D gelelectrophoresis is affected by a low reproducibility leading to differences recorded even among replicas of the same electrophoretic run. The differences can consist of changes in spots position, size and shape. The description of the position of each spot in terms of x-y coordinates is therefore difficult to accomplish. Marengo et al. ( b, c, d, 2004b proposed a procedure allowing to take into consideration the information about the uncertainty in spot position and shape, exploiting fuzzy logic principles coupled to multivariate statistical tools. The procedure develops in four main steps: 1) Image digitalization. Each map image is turned into a grid of a given step containing in each cell the optical density (OD) ranging from 0 to 1. The contribution to the signal due to the background is eliminated by turning the values below a selected threshold (e.g. 0.3/0.4) into 0.
2) Image de-fuzzyfication. The effect due to the destaining protocol is eliminated turning the digitalised image into a grid of binary values: 0 corresponds to a cell where no signal is detected and 1 to a cell where a value above the threshold is present.
3) Image re-fuzzyfication. The information about the spatial uncertainty eliminated in step 2 together with the contribution due to the destaining protocol, is reintroduced here. Each cell containing a 1 value is substituted by a 2-D probability function (2-D Gaussian function). The probability of finding a signal in cell x i , y j when a signal is already present in the cell x k , y l is then given by:
where is the correlation between 1 st and 2 nd dimension; (x i , y j ) is the position of the spot influencing the spot in position (x k , y l ); y is the standard deviation along the 1 st dimension; x is the standard deviation along the 2 nd dimension.
The parameter is usually set at 0 (complete independence of the two electrophoretic runs); x and y correspond to the standard deviations of the 2D Gaussian function along the x and y axis and they can be set identical (identical uncertainty along the two electrophoretic runs: = x = y ) or at different values, usually x = 1.5 y (uncertainty along the second dimension -molecular mass -about 50% larger than that along the first dimension). A change in the parameter corresponds to a change of the distance at which an occupied cell exerts its effect. When larger values are adopted, the perturbation operates at a larger distance; small values instead correspond to a perturbation operating at a smaller distance (spots acting a smaller effect on their neighbourhood and a more crisp final image). In general, best results are expected for intermediate levels of the parameters, corresponding to not too fuzzy maps (not too blurred final images). The value of the signal S k in each cell x i , y j of the final map is calculated by the sum of the effect of all neighbour cells x j' , y j' containing spots:
The procedure turns each digitalised image into a virtual map containing in each cell the sum of the influence of all the spots of the original 2-D PAGE. These virtual maps can be called fuzzy maps.
4)
Application of multivariate tools to fuzzy maps. The final fuzzy maps are then analysed by several multivariate tools for diagnostic/prognostic purposes. Marengo et al. (2003b) proposed this procedure based on fuzzy logic principles and presented two approaches for the evaluation of fuzzy maps: 1) the coupling of PCA and classification tools; 2) the use of Multi Dimensional Scaling techniques (MDS).
In the first approach (Marengo et al., 2003d) , PCA and LDA were applied to compare eight 2D-maps belonging to control and mantle cell lymphoma samples. PCA was applied to images by the previous unwrapping of each image i.e. turning each image into a series of variables describing the signal in each position of the map. The authors used 200 x 200 pixel images, giving a total of 40000 variables for each map. The significant PCs calculated were used to build a LDA model to classify the samples; the selection of the variables to be included in the LDA model was performed by a stepwise algorithm in forward search (F to-enter = 4.0). The procedure was repeated for increasing values of the parameter to identify the best value providing the completely correct classification of the samples and the smallest number of components in the LDA model. The best value ranged from 1.75 to 2.25 and the corresponding LDA model included PC 1 and PC 4 . The analysis of their loadings gave insight on the reasons for the differences between the two groups of samples.
The other two applications by Marengo et al. (2003c Marengo et al. ( , 2004b reported the use of Multi Dimensional Scaling (MDS). This technique performs a dimensionality reduction and an effective graphical representation of the data on the basis of the similarity calculated between couples of objects. MDS searches for the smallest number of dimensions in which objects can be represented as points, matching in the meantime as much as possible the distances between the objects in the new reference system with those calculated in the original one. As for the previous application, increasing values of parameter were investigated to identify the one providing the best classification. For each value, a similarity matrix was built, matching all couples of maps; the similarity between two fuzzy maps k and l was calculated as the ratio between the common signal SC kl (the sum of all signals present in both maps) and the total signal ST kl ,:
where n is the number of cells in the grid. S kl ranges from 0 (two completely different maps) to 1 (identical maps). In both the applications, the optimal values, could be effectively identified.
Moment Functions
Moment functions have been widely used in image analysis in applications related to invariant pattern recognition, object classification, pose estimation, image coding and reconstruction (Zenkouar et al., 1997; Yin et al., 2002; Hu et al., 1962; Teague, 1980; Li et al., 1991) . A set of moments computed from a digital image represents global characteristics of the image shape and provides a lot of information about different types of geometrical features of the image. Among moment functions, the first to be applied to images were geometric moments since they are quite easy to compute. Other moment functions were then introduced for image processing as orthogonal moments, rotational moments and complex moments which are useful tools in the field of pattern recognition and can be used to describe the features of objects such as the shape, area, border, location and orientation. Naturally each moment function has its own advantages in specific applications.
The most widespread moments are the orthogonal ones, e.g. Legendre (Chong et al., 2004; Mukundan et al., 1995; Zhou et al., 2002) and Zernike moments (Wee et al., 2004; Kan et al., 2002; Khotanzad et al., 1990 ) that can attain a zero value of redundancy measure in a set of moment functions so that these orthogonal moments correspond to independent characteristics of the image. Moments with orthogonal base functions can be used to represent the image by a set of mutually independent descriptors with a minimum amount of redundant information. Orthogonal moments have some important properties: they are more robust than nonorthogonal moments in presence of noise in the image; they allow the analytical reconstruction of an image intensity function from a finite set of moments using the inverse moment transform.
Among orthogonal moments, Legendre moments are the most widespread and can be implemented as feature descriptors for 2D-PAGE maps classification. The main advantages arising from the use of Legendre moments to cluster maps derive from the possibility to obtain invariance to translation, scale effects and rotation. The original maps can be used for classification without any further pre-treatment. Due to the large number of calculated moments, some moments are present that are not related to the purpose of classification and for them methods for variable selection should be applied (i.e. Stepwise Linear Discriminant Analysis).
The Legendre polynomials form a complete orthogonal set inside the unit circle. Moments with the Legendre polynomials as kernel functions were first introduced by Teague (1980 
where Legendre polynomial,
, of order p is given by:
The recurrence relation of Legendre polynomials, Legendre moments can be expressed in discrete form as:
where the normalizing constant is: The study by Marengo et al. (2005a) reports an interesting application of Legendre moments to a set of 2D-PAGE ) ) maps belonging to two different cell lines of control (untreated) and drug-treated pancreatic ductal carcinoma cells. The Legendre moments were used as discriminant variables to obtain the correct classification of the 18 samples. Each digitalised 2D-map was described by a 200x200 matrix of pixels (whose value ranges from 0 to 1, according to the corresponding staining intensity). Moments up to a maximum order of 100 were computed from each image. The final dataset was described by 18 samples and 10201 variables. LDA was applied with variable selection according to the stepwise algorithm in forward search (F to-enter = 4.0). The results showed that only six Legendre moments were necessary in order to correctly classify the 18 samples. et al. (2004) , together with the application of PCA and PLS to spot volume data, applied PCA to the analysis of gel images after their digitalisation and unwrapping. The choice of the alignment procedure for the sets of gels proved to be determinant for the final result. PCA proved to be effective in the identification of the groups of maps present. Pietrogrande and co-workers (2002 Pietrogrande and co-workers ( , 2003 Pietrogrande and co-workers ( , 2005 Pietrogrande and co-workers ( , 2006 developed a method for evaluating spot overlapping in 2D-PAGE maps based on the quantitative theory of peak overlapping previously developed and extended to 2-D separations (Pietrogrande et al., 2002 (Pietrogrande et al., , 2003 . The map is divided into many strips in order to obtain 1-D separations on which the statistical procedure can be applied. Several important informations can be extracted such as the number of proteins present, the model describing distribution of interdistance between adjacent spots in both separation dimensions and the presence of repeated interdistances in spot positions in the maps. The regularities suggest specific protein modifications. In a more recent paper , the same authors apply a mathematical method based on the study of the 2-D autocovariance function (2D-ACVF) computed on an experimental digitized map. The first part of the 2D-ACVF allows the estimation of the number of proteins present in the sample and of the separation performance. Moreover, the 2D-ACVF plot is a powerful tool in identifying order in the spot position and singling it out from the complex separation pattern. The results allow to obtain specific information such as sample complexity, separation performance and identification of spot trains related to posttranslational modifications.
Other Methods

Schultz
Another study was reported by Marengo et al. (2003a) who applied three-way PCA to the identification of the differences among groups of 2D-maps. Three-way PCA was preceded by data transformation to scale all the samples and make them comparable. For this purpose, maximum scaling was selected and the digitalized 2-D PAGE maps were scaled one at a time to the maximum value for each map. This method was successfully applied to datasets of human lymph-nodes and rat sera allowing the identification of the main differences existing among the sets of 2D-maps.
A more recent application uses Fast Fourier Transform to cluster proteomics data ( Bensmail et al., 2005) . This work presents new algorithms to cluster and derive meaningful patterns of expression from mass-spectrometry proteomic signals. Raw data were processed and transformed from a real space data-expression to a complex space dataexpression using discrete Fourier transformation. Then a thresholding approach was applied to denoise and reduce the length of each spectrum. Bayesian clustering was applied to the reconstructed data. The method provided very good results and was compared to other algorithms: K -means, Kohonen self-organizing maps, linear discriminant analysis.
CONCLUSIONS
As already pointed out in the introduction, the main disadvantages of 2D-GE are represented by the low reproducibility of the technique and the large complexity of the signal (complex 2D-maps with a large number of spots). The different methods presented here are useful to take into account one or both these aspects.
First of all, a decision must be made in selecting methods for the analysis of spot volume datasets or methods for the direct analysis of 2D-map images. In the case of spot volume datasets, each multivariate method applied is always sub-due to the first step of differential analysis carried out by dedicated software packages. In this case, the contribution due to human interference in the differential analysis is not avoided but it can be almost eliminated or at least taken into account in the subsequent multivariate analysis. PCA, PLS-DA and other robust multivariate tools allow to extract the most systematic amount of information by means of only the first PCs calculated thus eliminating human interference and random variations that are contained in the last PCs. This is true even for SIMCA that exploits the principles of PCA and for LDA when applied to the significant PCs. Therefore, the use of multivariate tools to spot volume datasets allows the effective treatment of the complexity characterising 2D-PAGE maps. Regarding the low reproducibility of the technique, several methods presented are more or less effective according to their abilities of being robust to random variations in the data. However, this approach does not completely avoid human interference. Different considerations can be given for methods for image analysis. They obviously appear complex but they take into proper consideration both the low reproducibility of the technique and the large complexity of the signal to be processed. Moreover, they avoid the first pre-treatment by standard software packages, thus limiting human interference.
A final conclusion can be drawn about the relevance to proteomics of the two types of methods reported here. Approaches based on spot volume dataset appear more immediate in the identification of the possible biomarkers i.e. spots characterised by significant differences between groups of samples. On the other hand, methods based on image analysis appear very promising for what regards the development of automatic tools for clinical diagnosis and in this perspective, it is the authors' opinion that they represent the most interesting applications. 
