Abstract. In this article we introduce the notion of a magnetic leaf-wise intersection point which is a generalization of the leaf-wise intersection point with magnetic effects. We also prove the existence of magnetic leaf-wise intersection points under certain topological assumptions.
Introduction
Let (N, g) be a closed connected orientable Riemannian manifold and τ : T * N → N be its cotangent bundle. We consider an autonomous Hamiltonian system defined by a convex Hamiltonian
with canonical symplectic form ω std = dp ∧ dq. Here (q, p) are the canonical coordinates on T * N , |p| denotes the dual norm of the Riemannian metric g on N and U : N → R is a smooth potential. This Hamiltonian system describes the motion of a particle on N subject to the conservative force −∇U . We consider a closed energy hypersurface F −1 U (k) := Σ ⊂ T * N in an exact symplectic manifold (T * N, ω std = dλ) such that (Σ, α := λ| Σ ) is a contact manifold. Σ is foliated by the leaves of the characteristic line bundle which is spanned by the Reeb vector field R Σ of α. Let φ Σ t : Σ → Σ be the flow of R Σ . For x ∈ Σ we denote by L x the leaf through x which can be parameterized as L x = {φ Σ t (x) : t ∈ R}. If L x is closed, we call it a closed Reeb orbit. If we take closed 2-form σ on N and consider the twisted symplectic form
then (T * N, ω σ , F U ) is called a twisted cotangent bundle. The additionally chosen data σ could be interpreted as a magnetic field. A 2-form σ on N is called d-bounded if its pull-back σ ∈ Ω 2 ( N ) is a differential of a bounded 1-form. In this article, we restrict ourselves to the case when σ is d-bounded. In order to introduce leaf-wise intersections with the above magnetic effect, we need the following definition. Definition 1.1. A magnetic perturbation m is a triple (β, σ, θ) which consists of the following data:
Let M be the set of such magnetic perturbations. We consider an S 1 -parameterized symplectic form as follows ω m = ω βσ := ω std + τ * βσ. Note that a leaf-wise intersection point is the σ = 0 case of a magnetic leaf-wise intersection point. The leaf-wise intersection problem asks whether a given diffeomorphism ϕ has a leafwise intersection point in a given hypersurface Σ. If there exist leaf-wise intersections one can ask further a lower bound on the number of leaf-wise intersections. This problem was introduced by Moser in [36] , and studied further in [11, 17, 25, 20, 16, 24, 47, 5, 6, 8, 9, 26, 27, 28, 33] . See [4] for the brief history of these problems. In this article, we investigate the approaches in [3, 30] and generalize their results.
To state the existence results, we need the following preparation. Let F : T * N → R be a Hamiltonian function. The Rabinowitz action functional A F : L × R → R is defined by
Here L = L T * N := C ∞ (S 1 , T * N ). If A F is Morse, by the work of Abbondandolo-Schwarz [2] and Cieliebak-Frauenfelder-Oancea [14] , we then have the following non-vanishing result when * = 0, 1.
Here FH * (A F ) is the Floer homology for A F and L N is the free loop space of N . A leaf-wise intersection points x ∈ Σ with respect to ϕ ∈ Ham c (T * N ) can be interpreted as a critical point of a perturbed Rabinowitz action functional This implies that there are infinitely many magnetic leaf-wise intersections or a periodic one which means that the leaf on which it lies forms a closed Reeb orbit. We exclude the latter case generically, as follows.
We call a hypersurface Σ ⊂ T * N non-degenerate if closed Reeb orbits on Σ form a discrete set. A generic Σ is non-degenerate, see [12, Theorem B.1] . If Σ is non-degenerate, then periodic leaf-wise intersection points can be excluded by choosing a generic Hamiltonian function, see [3, Theorem 3.3] . With the above generic Hamiltonian, Albers-Frauenfelder conclude that there are infinitely many leaf-wise intersection points on Σ, under the topological assumption dim H * (L N ) = ∞.
By the above reason, we only consider non-periodic (magnetic) leaf-wise intersection points. In this article, a generic (Hamiltonian) diffeomorphism or a generic pair means that a certain action functional is Morse and there is no periodic leaf-wise intersections. Precise conditions are listed in Definition 2.3. Thus we conclude the following existence result for magnetic leaf-wise intersections. Corollary 1.6. Let N be a closed connected orientable manifold of dimension n ≥ 2. Let Σ be a non-degenerate hypersurface in T * N . Suppose that dim H * (L N ) = ∞. If ϕ m ∈ Diff c (T * N, m) is generic then there exist infinitely many magnetic leaf-wise intersection points.
In order to state the further result, we need the following notion. Let L N be the free loop space of (N, g). The energy functional E g : L N → R is given by
1 Note that the action functional Bm does depend on the choice of a primitive θ and the choice of lifting u.
For the well-definedness of Bm, we fix a fundamental region N ⊂ N and assume that u(0) ∈ N .
Let Σ be a non-degenerate fiberwise starshaped hypersurface with a defining Hamiltonian F and ϕ = φ 1 X H ∈ Ham c (T * N ) be a generic Hamiltonian diffeomorphism. Given T > 0 let us define n Σ,ϕ (T ) := #{x ∈ T * N : φ Σ η (ϕ(x)) = x, 0 < η < T }. Theorem 1.7. Let N be a closed connected oriented manifold of dimension n ≥ 2. Let Σ be a non-degenerate fiberwise starshaped hypersurface in T * N . Let g be a bumpy Riemannian metric on N with S * g N contained in the interior of the compact region bounded by Σ. Assume that ϕ m ∈ Diff c (T * N, m) is generic. Then there exists a constant c = c(N, g, Σ, ϕ m ) > 0 such that the following holds: For all sufficiently large T > 0,
(1.5)
Under certain topological assumption on N , the right hand side of (1.5) grows exponentially with T . Denote by π 1 (N ) the fundamental group of N modulo conjugacy classes. Then the connected components of L N corresponds to the elements of π 1 (N ), hence the exponential growth rate of π 1 (N ) implies that lim inf
has also exponential growth with respect to T , see [32] . Then the following corollary comes from exponential growth of (1.6) and Theorem 1.7.
Corollary 1.8. Let N be a closed connected oriented manifold of dimension n ≥ 2. Let Σ be a non-degenerate fiberwise starshaped hypersurface in T * N . Suppose that π 1 (N ) has exponential growth. If ϕ m ∈ Diff c (T * N, m) is generic then n Σ,ϕm (T ) grows exponentially with T .
The main example of such N is any surface of genus greater than one. In these case, the magnetic field σ can be chosen by the volume form of that surface. Other candidates for N are the symplectically hyperbolic manifolds which will be discussed in Definition 3.1, Proposition 3.2.
1.1. Overview. We show Theorem 1.5 by constructing an explicit map between FC(A F H ) and FC(A m ). In this case, the main issue is a construction of the continuation map between two different symplectic forms by counting gradient flow lines. These type of symplectic deformation problem is studied in [10] . The above construction is deduced from a certain type of isoperimetric inequality for a d-bounded magnetic 2-form.
In proving Theorem 1.7, we heavily need the following result in [30] . With the same assumption as in Theorem 1.7 for a generic ϕ ∈ Ham c (T * N ), the following holds for sufficiently large T > 0:
Here FH (a,T ) (A f ) is the filtered Floer homologies for A f and a = a(ϕ) > 0 is a certain generic value which will not be explained here. In proving this result, Macarini-Merry-Paternain used the Abbondandolo-Schwarz isomorphism, the Morse homology theorem and a continuation map between a concentric family of fiberwise starshaped hypersurfaces, see [30, Section 4.2] . Especially, the authors use a certain version of Rabinowitz action functional A f , see Section 3.2. The additional data f in A f is crucial in constructing the latter continuation map.
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A perturbation of the Rabinowitz action functional
Let us begin with the defining Hamiltonian F of Σ = F −1
(2.1)
Therefore, the Hamiltonian vector field satisfy
We call such Hamiltonians defining Hamiltonians for Σ. Now, let Σ ⊂ T * N be a closed hypersurface with a defining Hamiltonian F ∈ D(Σ). Let m = (β, σ, θ) be a magnetic perturbation on T * N . Given ϕ m = φ 1
Critical points of A m satisfy
In the following proposition we interpret the critical point as a magnetic leaf-wise intersection point as in Definition 1.3.
Thus, x is a magnetic leaf-wise intersection point.
Therefore F U (u(t)) = k and since F −1
, 1] we have F (t, ·) = 0. Thus, the loop u solves the equation
) . Thus u( • ϕ m has no periodic leaf-wise intersection points.
For a given non-degenerate closed hypersurface Σ, ϕ m is regular for generic H ∈ H and β ∈ B. We discuss the generic property further in Appendix A and B.
Remark 2.4. In order to define gradient flow lines, we need an S 1 -parameterized almost complex structure J(t) which is compatible with the S 1 -parameterized symplectic form ω m . This means that
defines a S 1 -parameterized inner product on T * N . We denote the set of such almost complex structures as J m . Given J(t) ∈ J m , we denote by ∇ J A m the gradient of A m with respect to the inner product 5) where 
According to Floer's interpretation, this means that u and η are smooth maps u : R × S 1 → T * N and η : R → R satisfying
Proof. First choose a map f : S 2 → T * N , then it suffices to show that f (S 2 ) ω m = 0.
Theorem 2.7. Let w n = (u n , η n ) be a sequence of gradient flow lines for which there exists
Then for every reparameterization sequence µ n the sequence w n (· + µ n ) has a subsequence which converges in C ∞ loc (R, L × R). Proof. If we show the following analytic properties then the proof follows from standard arguments in Floer theory:
(1) a uniform L ∞ bound on u n ; (2) a uniform L ∞ bound on η n ; (3) a uniform L ∞ bound on the derivatives of u n .
The issue (1) and (3) are well-studied in usual Floer homology theory. The L ∞ bound on u n follows from the convexity at infinity of (T * N, ω m ). Suppose that η n is uniformly bounded then the L ∞ bound on the derivatives of u n follows in the following way. If the derivatives would explode we then obtain a non-constant holomorphic sphere as limit. But by Proposition 2.6 there is no non-constant holomorphic sphere. So we concentrate on the problem (2) in the following arguments.
Here λ m := λ + τ * βθ is a primitive of ω m on the universal cover T * N . We define
and denote the action spectrum of A H,m by
Proof. The proof consists of 3 steps.
Step 1 : There exist δ > 0 and a constant c
There exists δ > 0 such that
We compute 
Step 2 : There exists ǫ = ǫ(δ) with the following property. If there exists t ∈ [0,
Otherwise there exists t ′ ∈ [0,
Thus we may assume without loss of generality that 0 ≤ a < b ≤ 1 2 and
Since ∇F ∞ is bounded from above, we set ǫ(δ) := min{
}. This proves Step 2.
Step 3 : We prove the lemma. 
This proves the lemma.
By a simple computation one can check that
Proposition 2.11. Let w ± ∈ Crit(A m ) and w = (u, η) be a gradient flow line of A m with
Then there exists a constant κ = κ(w − , w + ) satisfying η ∞ ≤ κ.
Proof. Let ǫ be as in Lemma 2.9. For l ∈ R, let ν w (l) ≥ 0 be defined by
Then ν w (l) is uniformly bounded as follows,
Now, we set
Then we can use Proposition 2.9 to obtain the following estimate
By using the above estimate we get
The right hand side is independent of the gradient flow line w and l ∈ R. Let
then this proves the proposition.
Proof of Theorem 1.4. Now we are ready to define the Floer homology of A m . By choosing a generic pair (H, m) ∈ H × M, we may assume that A m is Morse. Take a critical point
Thus we can associate to u a well-defined integer the Conley-Zehnder index µ CZ (u). See [43] and [1] for the definition and details of the Conley-Zehnder index. Let us define µ(w) := µ CZ (u) and denote by Crit
For a generic almost complex structure J(t) ∈ J m and given w ± ∈ Crit (a,b) (A m ), we denote by
M(w − , w + ) := M(w − , w + )/R. The above R-action is given by translating the s-coordinate. Suppose further that the almost complex structure J(t) is generic, so that M(w − , w + ) is a smooth manifold of dimension
The boundary operator ∂ : FC
where # 2 means Z 2 -counting. When dim M(w − , w + ) = 1 the moduli space is compactified by adding broken trajectories and this gives us ∂ • ∂ = 0. In the A m case, the compactification of M(w − , w + ) is guaranteed by Theorem 2.7 with Proposition 2.11. Then the resulting filtered Floer homology group is defined by
By taking direct and inverse limit, we obtain 
Continuation map between FH(A
dt. Now we consider the (s, t)-dependent almost complex structure J(s, t) on T * N such that J(s, t) ∈ J m(s) for all s ∈ [0, 1] and J(s, t) is independent of s for s ≤ −1 and s ≥ 1. This almost complex structure induces the (s, t)-dependent inner product on
where
With the above metric, we obtain
with energy
In order to construct the continuation homomorphism Ψ m , it suffices to show that the Lagrange multiplier η and the energy of the time-dependent gradient flow line are uniformly bounded. For this purpose, we need the following preparations.
Here · s := g s (·, ·).
Proof. The proof is basically the same as in Lemma 2.9 by considering m(s) instead of m.
Here we omit the proof.
Definition 2.13. For a given magnetic perturbation m = (β, σ, θ), an isoperimetric constant
Note that C → 0 as β ∞ → 0.
Proposition 2.14. Let w − ∈ Crit(A F H ), w + ∈ Crit(A m ) and w = (u, η) be a gradient flow line of A m(s) with lim s→±∞ w = w ± . If β ∞ is sufficiently small then there exists a constant κ = κ(w − , w + ) such that
Proof. We prove the proposition in 3 steps.
Step 1 : Let us first bound the energy of w in terms of η ∞ .
(2.12)
We estimate the last term in (2.12) by using the isoperimetric constant
Here | · | s,t := g s,t (·, ·). From the gradient flow equation (2.10), we get
By inserting (2.14) into the last term in (2.13), we then obtain
Now by combining the above estimates (2.12) and (2.15), we deduce
If β ∞ is sufficiently small, then we may assume that C ≤ 
This finishes Step 1.
Step 2 : Let ǫ be as in Lemma 2.9. For l ∈ R let ν w (l) ≥ 0 be defined by
In this step we bound ν w (l) in terms of η ∞ for all l ∈ R as follows
(2.17)
Step 1 and the above estimate finish Step 2.
Step 3 : We prove the proposition. 
First set
By
Step 2 and (2.16), we get the following inequalities
Combining the above two estimates (2.18) and (2.19), we conclude the following
Since the above estimate is valid for all l ∈ R,
If we choose β ∈ B such that the induced isoperimetric constant C additionally satisfies 
. Then the following assertion meets:
Proof. By Proposition 2.14, the Lagrange multiplier η of the gradient flow line is uniformly bounded as follows
. Recall that K = max{−a, b} and ∆ = b − a. From the fact that E(w) ≥ 0 and (2.16), we obtain the following inequality
Now recall that the isoperimetric constant C was given by β ∞ θ ∞ . By choosing β ∈ B with a sufficiently small L ∞ -norm, we may assume the following conditions:
To prove the assertion (1), we first consider the case |b| ≤ a, a ≥ 1 9 .
In this assumption, we induce the following estimate from (2.24)
Now we want to exclude the case
But in this case (2.24) implies the following contradiction:
This proves the first assumption. To prove the assertion (2), we set
Then (2.24) also holds for b ′ and a ′ . Thus we get the following assertion from (1)
=⇒ −a ≥ − b 2 which is equivalent to the assertion (2). This proves the lemma.
Proof of Theorem 1.5. Recall the perturbation data m is a triple which consists of (β, σ, θ). First we subdivide β ∈ B into small pieces to have the following properties: We then define a map Ψ m i+1
Here # 2 means the Z 2 -counting and m i (w − , w + ). By the above 3rd condition for β ∈ B, we can use the argument of Proposition 2.14. Especially (2.16), (2.21) implies that the energy of time-dependent gradient flow lines are uniformly bounded. 
By taking the inverse and direct limit
, we obtain
Here
In a similar way, we construct Hence there exist infinitely many magnetic leaf-wise intersections.
On the growth rate of magnetic leaf-wise intersections
In [30] , Macarini-Merry-Paternain prove the exponential growth rate of leaf-wise intersections with respect to the period when π 1 (N ) grows exponentially. Recall that π 1 (N ) is the fundamental group of N modulo conjugacy classes.
3.1. Symplectically hyperbolic manifolds. In this section, we investigate the examples and the candidates for the above topological assumption. Proof. The proof consists of 2 steps.
Step 1 : π 1 (N ) has exponential growth if and only if a ball in N grows exponentially with respect to the radius.
Let us choose a Riemannian metric g on N and a base point x 0 ∈ N . Then we define ( N , ω N ) be the universal cover of (N, ω N ) and g be the Riemannian metric lifted from g. Take a fundamental region N ⊂ N with the base point x 0 ∈ N which is a lift of x 0 . If we consider the following set
Now we let
Then each s ∈ B π 1 (N ) (T ) corresponds to a deck transformation on ( N , g). Especially, we translate the fundamental region (N , x 0 ) via s ∈ B π 1 (N ) (T ) and denote it as s N ⊂ N . Let us denote by B ( N , x 0 ) (T ) the ball of radius T which is centered at x 0 ∈ N.
Here the volume form is given by ω n N . Obviously the above middle term has the same value with
This proves Step 1.
Step 2 : vol B ( N , x 0 ) (T ) grows exponentially with T .
Let θ ∈ Ω 1 ( N ) be a primitive of ω N and let X be the corresponding Liouville vector field on N . That is ι X ω N = θ. We may assume that the given g satisfies ω N g = 1, so the norm of X is uniformly bounded by C := θ g . Since vol = ω n N , we have
Let ψ : R → Diff( N ) be the flow given by the vector field X and B := B ( N , x 0 ) (1). We compute that the volume of the image ψ T (B) grows exponentially with T as follows
(n vol) = n vol(ψ s (B)). Hence we get vol(ψ T (B)) = e nT vol(B). Since B ( N , x 0 ) (2 C T + 1) ⊃ ψ T (B), we conclude that
= e nT vol(B). This proves Step 2.
As mentioned in the introduction, we are interested in the growth rate of π 1 (N ). It is known that π 1 (N ) has exponential growth rate when N is a 2-dimensional symplectically hyperbolic manifold. But we don't know the growth rate of π 1 (N ) for any higher dimensional symplectically hyperbolic manifold.
3.2.
Perturbed F-Rabinowitz action functional. In order to show the exponential growth rate of leaf-wise intersection points, Macarini-Merry-Paternain used the F-Rabinowitz action functional as follows
The above new ingredient f ∈ C ∞ (R, R) needs to satisfy the following properties:
(1) f is a smooth strictly positive, strictly increasing function.
(2) lim η→−∞ f (η) = 0 and f ′ satisfies 0 < f ′ (η) ≤ 1 for all η ∈ R. The additional data f (η) is crucial to the construction of continuation maps between a concentric family of fiberwise starshaped hypersurfaces, see [30, Section 4.2] . We denote by F the set of such f ∈ C ∞ (R, R) satisfying the above conditions.
If we additionally consider the magnetic perturbation, then the action functional becomes
One can check that a critical point of A f m satisfies
Since f ′ (η) > 0 for all η ∈ R, it is equivalent to
Given −∞ ≤ a ≤ b ≤ ∞, we adopt the following notations:
Since f ∈ F is a positive function, we only consider positive (magnetic) leaf-wise intersection points.
2 It would be convenient if f (η) = η on the action window (a, b) ⊂ R + we work with. 
Moreover, if there is no periodic magnetic leaf-wise intersection points then ev is injective. With this generic condition for ϕ m we then obtain the following estimate
Proof. Let (u, η) be a critical point of A f m , by the argument in Proposition 2.2, then u( 
) is a magnetic leaf-wise intersection point and its action value becomes
Since f ∈ F(a), we conclude that a < η < b.
For a given almost complex structure J ∈ J ω , let ∇ J A f m be the gradient of A f m with respect to the metric g J (·, ·) in (2.5). One can check that 
Here c = c(H, m) as in Definition 2.8.
Proof. The proof consists of 2 steps.
Step 1 : There exist constants δ, c
then (3.6) holds.
There exist δ > 0 such that
Now we compute
where λ m is the same as in Definition 2.8,
In a similar way, we get the following estimate
The above two estimates prove Step 1.
Step 2 : For any δ > 0 there exist
. By a similar argument as in Lemma 2. 9 Step 2, if F (u(t)) ≥ δ 2 for all t ∈ [0,
If we set ǫ = ǫ(δ, F ) := min δ 2 , δ 2 ∇F ∞ and use the fact that f ′ (η) ≤ 1 for all η ∈ R then this proves Step 2.
By combining Step 1 and Step 2, we immediately prove the lemma.
We need one more preparation. Now we consider a certain class of f ∈ F(a) with the following condition. Remark 3.8. Given a > 0, the set r>0 F(a, r) is non-empty and path-connected. An explicit construction of f ∈ r>0 F(a, r) exists. There also exists a homotopy between two different f 0 , f 1 ∈ F(a, r). All these things are explained in [30, Remark 3.24, Lemma 3.25] . Proof. For convenience, set
First define a function ν w : R → [0, ∞) for a given gradient flow line w = (u, η) by
Since lim s→∞ f ′ (η(s)) = 1 and lim s→∞ ∇ J A f m ((u, η)(s)) J = 0, ν w is well-defined. We get the following estimate
where i w (l) := inf l≤s≤l+νw(s) f ′ (η(s)). Hence we obtain
. By Lemma 3.6, we get the following estimate for any l ∈ R
and hence
This implies
Now suppose that there exists l 0 ∈ R such that η(l 0 ) < −A then there must be l 1 ∈ R with η(l 1 ) = −A. This induces the following contradiction by the chioce of f ∈ F(
So, we conclude that η(l) > −A for all l ∈ R. Now consider the upper bound. Start with a new function ν w : R → [0, ∞) by
By a similar argument as in (3.8) and (3.9), we see that
where the last inequality comes from (3.7) again. By Lemma 3.6, we get
This implies that η(l + ν w (l)) < 2a + 2b and by (3.10)
Thus we conclude that η ∞ < κ := 2a + 2b + A.
For simplicity, let us denote by 
For a generic almost complex structure J(t) ∈ J m and given w ± ∈ Crit The above R-action is given by translating the s-coordinate. Suppose further that the almost complex structure J(t) is generic, so that M(w − , w + ) is a smooth manifold of dimension
where # 2 means Z 2 -counting. By virtue of Proposition 3.9 with Theorem 2.7, ∂ satisfies ∂ • ∂ = 0. Then the resulting filtered Floer homology group is 
u(t))dt and m(s) is defined in (2.8).
With the same metric as in (2.9), the gradient flow line
In order to construct a continuation map, we need to check that the energy ∞ −∞ ∂ s w 2 s ds and the Lagrange multiplier η of gradient flow lines w are uniformly bounded. As in the A m case, we start with the fundamental lemma.
Proof. The proof is similar as in Lemma 3.6 with m(s) instead of m. So we omit the proof. With a simple computation, one checks that
Here δ is chosen satisfying
Proposition 3.12. Fix F ∈ D(Σ) and an action window (a, 2a) such that a ≥ 2. Let c ′ , ǫ > 0 be the constants from Lemma 3.11. Choose f ∈ F( 
). If β ∞ is sufficiently small then the L ∞ -norm of η is uniformly bounded in terms of a constant which only depends on w − , w + .
Proof. The proof consists of 4 steps.
Step 1 : The energy is bounded by f (η) ∞ .
By a similar argument as in Proposition 2.14 Step 1, we obtain
under the smallness condition on the isoperimetric constant
For convenience, we summarize the notations as follows
If we choose β ∈ B with small norm β ∞ then we may assume that C is sufficiently small. The smallness of C is important in the following steps.
Step 2 : η(s) is uniformly bounded from above.
In this step, without loss of generality, we work on the region that η(s) ≥ a 6 . Since f ∈ F( a 6 ), f (η(s)) = η(s) and f ′ (η(s)) = 1. Then Lemma 3.11 implies the following:
There exist ǫ, c, c
for all s ∈ R satisfying η(s) ≥ a 6 . Here ǫ, c, c ′ > 0 come from Lemma 3.11. Now define .17), we obtain the following estimate
By the gradient flow equation (3.11) and (3.16), we have
(3.17)
Let us note that the following inequality holds for all s ∈ R
By the definition of ν w (l) and the above estimates (3.15), (3.18) and (3.12) we get
Now combine (3.17) and (3.19), we then obtain 20) where for the last inequality we use (3.13) . Note that the last line of the above estimate (3.20) does not depend on the choice of a gradient flow line w and l ∈ R. If we choose a sufficiently small C > 0 such that
Since f (η(s)) = η(s) for s ≥ a 6 , this implies that κ is an uniform upper bound of η(s).
Step 3 : If β ∞ is sufficiently small then
. The above estimates (3.12), (3.13), (3.22) and ∆ < a imply that
If we choose a sufficiently small isoperimetric constant C > 0 such that
then we get the following estimate
where for the last inequality we use a ≥ 2. This proves Step 3.
Step 4 : η(s) is uniformly bounded.
First set ǫ := min ǫ, a 8c ′ , and define a function ν w : R → R ≥0 by
By similar arguments as in (3.8) and (3.9), we obtain the following estimates
By the definition of ν w , Lemma 3.11 implies that for any l ∈ R
(3.24)
The action estimate (3.18) and Step 3 give us the following estimate
Let us combine (3.24), (3.25) to obtain
As a consequence,
where the last inequality comes from (3.13) and (3.22) . If we choose C sufficiently small such that
here we use again ∆ < a. Since f ∈ F( a 6 , 2a+1 ǫ ), there exists A > 0 such that
Now suppose that there exists l 0 ∈ R such that η(l 0 ) < −A then by continuity there exists l 1 ∈ R such that η(l 1 ) = −A which leads to a contradiction via condition (3.7)
Thus we conclude that η(l) > −A for all l ∈ R, and hence η(l) ∞ ≤ κ := max{κ, A}. 
If β ∞ is sufficiently small, then
Proof. For notational simplicity, Let us denote by
Step 2 in Proposition 3.12, f (η) is uniformly bounded as follows,
Since E(w) ≥ 0, we obtain the following inequality from (3.13)
By taking a small isoperimetric constant C > 0 satisfying
(3.27)
we now get
This proves the assertion. 
Proof. Let us first construct Φ m . Let w be the gradient flow line of A f m(s) satisfying the limit conditions:
(3.28) Let M m (w − , w + ) be the set of such gradient flow lines. If µ(w − ) = µ(w + ), then we may assume that M m (w − , w + ) is discrete for a generic almost complex structure J(s, t) ∈ J m(s) . We now define a map
Note that a 1 determines the sequence and obviously {a i } is strictly increasing. The 3rd and 4th conditions are guaranteed for a generic a 1 . Let a be the set of sequences satisfying the above conditions. In order to compare dim
, we use (3.30) inductively. Choose {a i } ∈ a then the following holds:
But there exist missing action intervals for A f in the last term of (3.31). To cover the missing intervals, we first observe that if a ≥ 2 then the length of the action intervals for A
are positive and increasing functions with respect to a. By a simple computation, one can check that its ratio satisfies
for all a ≥ 2. This implies that there exist 4 sequences
Now we obtain the following estimate
This proves the lemma. 
holds for generic a, T such that
Now we recall that L N is the free loop space of (N, g). The energy functional E g : L N → R is given by
By 
If c := min{ 1 4 n , c ′ } > 0 then finally we obtain
This proves the theorem.
Appendix A. The perturbed Rabinowitz action functional is generically Morse.
In this section we study the Morse property of the perturbed Rabinowitz action functional. Note first that the action functional A m = A F H,m is determined by the following data F ∈ D(Σ), H ∈ H and m ∈ M. Especially m ∈ M consist of (β, σ, θ), see Definition 1.1. We claim that A m is Morse for generic H ∈ H and β ∈ B. The generic property for H ∈ H is well-studied in [4, Appendix A]. So we concentrate on the Morse property of A m with respect to the case of β ∈ B. First recall that
Theorem A.1. For a generic β ∈ B the perturbed Rabinowitz action functional A m is Morse.
A.1. Preparations. The proof of the genericity of the Morse property follows a standard method, that is, once it is shown that a certain linear operator is surjective then the theorem follows from Sard-Smale's theorem. In this proof we follow the strategy of [4, Appendix A]. First, let us recall the definition of the perturbed Rabinowitz action functional
where in this section, from now on L ≡ W (1,2) (S 1 , T * N ) is the completed loop space of T * N . For convenience we abbreviate N ) ), the space of W 1,2 vector fields along u and η ∈ R. Hence at a critical point w 0 = (u 0 , η 0 ) ∈ Crit(A m ) the Hessian equals
For a function P : [0, 1] × T * N → R, an S 1 -parameterized symplectic form ω m and the corresponding φ 1
the twisted loop space, and introduce the diffeomorphism Φ P,m : 0 =v 2 (t) =v 2 (0) +η 2 X F U (v 0 ) (A.9) By using equations (A.6) and (A.7) at t = 1, we deducev 2 (0) = 0. Now, put this into (A.9) we haveη 2 X F U (v 0 ) = 0 Since (v 0 , η 0 ) comes from a critical point (u 0 , η 0 ) of A m , we know F U (v 0 ) = F U (u(0)) = k, and we already assume that k is a regular value of F U . In particular, This proves the lemma.
