ABSTRACT
INTRODUCTION
Receivers used in wireless military communication systems must often operate in the presence of phase uncertainty. If the channel coherence time is sufficiently long, the lack of phase information can be alleviated by using pilot symbol assisted modulation (PSAM) or differential phase shift keying (DPSK) [I]. However, if the channel is subject to extreme Doppler spread, the channel coherence time might be on the order of a single symbol. For such systems, orthogonal moddation with noncoherent detection, as typified by noncoherent frequency shift keying (NFSK), i s a natural choice. Even if the channel coherence time is relatively long, an inexpensive system using Iow-cost oscillators might not be able to maintain phase coherence over a sufficiently large number of symbols. Again, noncoherent orthogonal modulation is a viable candidate for such systems. For instance, IEEE 802.15 task group 4 has proposed the use of orthogonal 16-ary modulation with noncoherent detection for low rate wireless personal area networks in the 2.4 GHz ISM band [Z] , Turbo codes are capable of approaching within 0.5 dB of the channel capacity of binary NFSK in AWGN [3] and within 0.7 dB of capacity in Rayleigh flat-hding [4] . However, the &/No required to achieve capacity using binary NFSK is quite large (in excess of G.7 dB). One of the benefits of using orthogonal modulation is that it allows for a tradeoff between energy-efficiency and bandwidth [5]. By using a higher order modulation, the required &/No is decreased. In systems that are limited by energy rather than bandwidth (e.g. many military systems and sensor network applications), larger values of M (the number of orthogonal signals in the signal set) are desired.
A pragmatic approach to coding for M -a y modulation with M > 2 is bit interleaved coded modulation (BICM) [6]. With BICM, a binary channel code is created, interleaved bit-wise, and then passed to a M-ary modulator. While slightIy infe rior to trellis-coded modulation (TCM) in AWGN, BICM is actually superior to TCM in fading because it maximizes the Hamming distance, which is more important than squaredEuclidian distance in fading 161. With conventional BTCM receivers, a demodulator produces soft estimates for each code bit which is then decoded with a standard soft-input decoder. Performance of BICM can be improved by feeding soft information from the decoder back to the demodulator, a process known as bit interleaved coded modulation with iterative decoding (BICM-ID) [7] . BICM-ID has been considered for several types of M-ary modulation, including 8-PSK [8, 91 and QAM [lo] . Most work on BICM-ID to date has focused only on twwdimensional modulation formats; BICM-ID used with M-ary orthogonal modulation has been virtually ignored. One notable exception is found in [ll] , which proposes an iterative noncoherent demodulator and turbo decoder for turbo coded orthogonal modulation. The receiver proposed in [11] uses the BICM-ID concept, although it never explicitly uses this term. Unfortunately, the one-page limit of the conference precluded a detailed e x p e sition. Furthermore, [ll] only indicates a performance improvement of 0.1 dB in the waterfall region of the turbo code when using 64-FSK. Results shown here (table I) indicate a gain of 0.87 dB for AWGN and Rayleigh fading for the same modulation order, indicating that perhaps the system proposed in [Ill was suboptimal.
In this paper, we consider iterative demodulation and decoding for turbo-coded noncoherent orthogonal modulation. We derive the optimal sok-input/soft-output (SISO) symbol-bysymbol demodulator for noncoherent orthogonal modulation. A log-domain expression is given that permits efficient and numerically stable implementation of the SISO demodulator for NFSK. Simulation results are given €or the rate R = 1/3 UMTS turbo code, and these results are compared to the corresponding channel capacity [12] .
Before proceeding further, let us stipulate some notational conventions. Bold lowercase letters will be used to denote vectors, e.g. x, and bold uppercase will be used for matrices, e.g. X. All vectors are row-vectors, but can be transposed into column vectors, e.g. xT. Vector elements are plain lowercase letters with subscripts beginning at zero, e.g. With orthogonal modulation, the mapping of code bits to symbols is unimportant since the symbols are equidistant, and thus a natural mapping suffices. In this case, the symbol s = e , E {eo, ..., e A l -1 ) where the index In addition, the BICM-ID demodulator has available extrinsic information v produced by the soft-output decoder, which is used by the demodulator as a priori estimates of the likelihood of the code bits. The demodulator interprets elements of v as the log-likelihood ratio
where & is the decoder's estimate of the probability that bk = 1; because this is extrinsic information, it is produced using information about all code bits other thun b k . If a noniterative BICM receiver [6] is used, the conditioning 011 V is removed (represented in Fig. 1 by removing the v input at the bottom of the demodulator block). As will be shown in (e)! the LLR can be decomposed into XI,
where z k is extrinsic information. To prevent the harmful positive feedback of probabilities, only z k is passed to the channel decoder.
The extrinsic information at the output of the deniodulator is deinterleaved and the resulting sequence z' = zI3-l is passed to a soft-input decoder which produces a vector U containing hard estimates of the message bits. The BICM-ID receiver requires that the decoder produces extrinsic information v' of the code bits, which is reinterleaved to form the input v to the demodulator. The details of the soft-output decoder will not be discussed here, as it has already been treated extensively in the literature. To obtain our simulation results, we used the soft-input/soft-output (SISO) algorithm of [14] implemented in the log-domain [15, 161. The BICM-ID receiver iterates between demodulation and decoding, with the reliability of the exchanged extrinsic information improved after each half-iteration. Gathering all these terms, we get for i E Sr)
p ( S i l G , b k = b)p(G,bk = b) = p(S,l?,bk = b)p(bk : blV)p(+).
Inserting this back into (4), cancelling common terms, and taking the p(bk = b14) term aut of the summation yields
where the last equality follows from (2). The demodulator outputs the extrinsic information Zk = x k -uk, or ,&s?) p(ylsi!a)p(silc, bk = 1)
Ci+-~p) p(Ylsi, a)P(silv, bk = 0 )
This expression clearly delineates the contribution of the channel observation, which influences only the p(ylsi, a ) term, and the contribution of the a priori information passed to the demodulator from the decoder, which affects only the p(sijC, b k ) term.
When the demodulator does not use a priori information from the decoder, as in a conventional BICM receiver, then p(siIC,bk) = p(silbk) = 2 / M , and since these terms are all equal, they cancel out in (7 Under the assumption of independent code bits (achieved by proper interleaving), the symbol probability is 
where Io(-) is the zeroth order modified Bessel function of the first kind. If the distribution of B is not uniform, as in Rician fading, then (10) needs to be calculated with respect to the corresponding p(B) [la] .
The soft demodulator output z k is found by substituting (8) and (10) into (7). However, this operation can be simplified by exploiting the fact that (7) contains a ratio of probabilities and thus many terms may cancel. For instance, the (1 + e u j )
in the denominator of (8) 
SIMULATION RESULTS
To illustrate the effectiveness of the proposed BICM-ID technique for M a r y NFSK, we conducted an extensive set of simulations. For the channel code, the full-length turbo code from the UMTS specification was used [IS] . This code has length ( N , K ) = (15354,5114), including tail bits, and is (roughly) rate R = 1/3. The BICM interleaver I 3 was inipleniented as a p by L block interleaver, with bits written into the interleaver row-wise and read out column-wise. Several other interleaver designs were also examined, including srandom interleavers and interleavers designed according to the three rules in [9] . We found, however, that performance was not significantly influenced by interleaver design, presumably due to the fact that the turbo code already contains its OWR internal interleaver.
We considered both AWGN and hilly-interleaved Rayleigh flat-fading. In all cases, it is assumed that the average value of &b/No is known at the receiver and in the fading case, the fading amplitudes a are known. Four values of the modulation order M were considered, M = 2,4,16, and 64. For M > 2, both BICM and BICM-ID were considered (€or M = 2, BICM-ID is equivaIent to BICM). In each case, 16
iterations of BICh4-ID decoding were performed (with a single local iteration of turbo decoding for each global iteration of BICM-ID). For every data point, the simulation ran until at least 30 frame errors were recorded. This implies that, although BICM-ID is marginally more complex per iteration than BICbI, a system using BICM-ID can actually be much less complex than BICM because it can achieve the same performance by running far fewer iterations. 
Rayleigh Fading
The corresponding curves €or the fully-interleaved Rayleigh flat fading channel is shown in Fig. 4 .
In Table I The gains in fading and AWGN were comparable. Despite the impressive gains due to using BICM-ID, performance is still further away from capacity than it is with binary NFSK. In AWGN, the gap to capacity increases from 0.58 dB for M = 2 t o 0.73, 1.25, and 1.83 dB for A!! = 4,16, and 64, respectively. In Rayleigh fading, the gap increases from 0.8 dB for M = 2 to 1, 1.5, and 2 dB for A4 = 4,16, and 64, respectively. As the performance improvement due to BICM-ID increases with M , so does the gap t o capacity, suggesting that further improvements to this process are possible.
CONCLUSIONS
The combination of binary turbo codes and binary noncoherent orthogonal modulation can approach the Shannon capacity to within a fraction of a dB. When the same binary turbo 
