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Implementation. The weighted likelihood method uses SAS/STAT procedure proc lo-
gistic to estimate the parameter. Then SAS/IML matrix language is used to compute the
parameter covariance matrix.
3.2. Pseudo likelihood
The pseudo likelihood approach utilizes a marginal outcome model for the phase one data
and derives stratum-specific outcome probabilities for the second phase data. Let γj denote
stratum-specific log odds, defined as γj = log(P(D = 1|S = j)/P(D = 0|S = j)), define
p1(j) = P(D = 1|S = j) and p0(j) = 1 − p1(j). Furthermore, let p1j(x) = P(D = 1|S =
j, x, Sample 2) denote the probability of sampling a “case” with covariate x from stratum j
of the second phase sample with n1j “cases” and n0j “controls”, p0j(x) = 1− p1j(x). Then
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By the method of Schill et al. (1993), θPL = (γ
>, α, β>)> is estimated by θ̂PL, which is















We note a minor change in the parametrization of the marginal model compared to Schill and
Drescher (1997).
The method of Breslow and Cain (1988) estimates θPL in two steps. First, the pseudo likeli-




, j = 1, . . . , J.
In the second step these estimates are plugged into the pseudo likelihood contributions of the

















. The resulting estimate is θ̂BC.
Implementation. The pseudo likelihood methods use SAS/STAT procedure proc logis-
tic to estimate the respective parameters. SAS/IML matrix language is used to compute the
parameter covariance matrices.
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3.3. Maximum likelihood via the EM algorithm
To compute ML estimates, Schill and Drescher (1997) justified the use of the EM algorithm
(Dempster, Laird, and Rubin 1977) applied to a Poisson likelihood. In this approach, the
(possibly unobserved) counts, Nijk say, are Poisson distributed with expectation
µijk =
{
exp(δjk + α+ x
>
jkβ) if i = 1
exp(δjk) if i = 0
. (2)
In the E-step the unobserved cell counts Nijk are replaced by their expectations conditional
on the observed data nijk and the current estimates of the parameters, giving
N̂ijk = nijk + (Nij − nij) (µ̂ijk/µ̂ij+) . (3)
The M-step then maximizes the Poisson likelihood as if the N̂ijk were the complete data. The
parameter to be estimated is θML EM = (δ
>, α, β>)>, δ> = (δ11, . . . , δJKJ ). δ represents a
discrete parametrization of the covariate distribution of X in {D = 0} and can be of high
dimension if the second phase data are extensive with a wide variety of covariate patterns.
The cost of using this extensively parameterized model is purely computational (Scott and
Wild 1991), especially no efficiency loss in estimating α and β is incurred.
Implementation The EM algorithm is written entirely in SAS/IML. To speed up conver-
gence, the proposal of Louis (1982) is implemented. Choosing good starting values for the
Poisson model is important. The algorithm works as follows:
 Set as starting value θ0 = (α0, β0, δ0), where α0 = log(N1+/N0+), β
0 is set to zero
and the components of δ0 are set to log(N0+/
∑
jKj), the log mean prevalence of
covariate patterns in “controls”. Let X denote the design matrix of the Poisson model
(Equation 2), compute µ̂ = exp(Xθ0).
 E-step: Compute “complete counts” N̂ijk according to Equation 3.
 M-step: Maximize the Poisson likelihood to obtain a new estimate of θML EM.
 Iterate E- and M-step until convergence.
The asymptotic variance-covariance matrix of θ̂ML EM is a by-product of the algorithm.
3.4. Maximum likelihood via profile likelihood
To avoid estimating a potentially high dimensional nuisance parameter, Scott and Wild (1997)
calculated the profile likelihood to obtain ML estimates for α and β of the underlying model
in Equation 1. They derived an iterative cycle based on a pseudo likelihood: The approach
fits a logistic regression model (the pseudo model) to the phase two data where the pseudo
model includes stratum specific offsets that are updated at each cycle. The probabilities p?ijk
of the pseudo model are








j = 1, . . . , J, k = 1, . . . ,Kj .
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The parameter to be estimated is θML SW = (α, β
>)>. Note that, if in stratum j say, phase
one and phase two sample sizes agree, i. e., n0j = N0j and n1j = N1j , the offset for this
stratum is zero.
Implementation. Estimation of θML SW is implemented as an iterated sequence of data-
and proc steps of SAS/BASE- and SAS/STAT software:






j = 1, . . . , J, and apply the pseudo model (Equation 4) to the phase two data.
 Update offsets via Equations 5.
 Estimate α and β using the pseudo model.
 Iterate until convergence.
The asymptotic variance-covariance matrix of θ̂ML SW is computed in SAS/IML.
3.5. Interrelations between methods
Depending on model specification, stratification and recruitment some relations between
methods may be established.
 If the model includes the stratum variable S as a factor, i. e., S is parameterized via
dummy variables, the two pseudo likelihood methods agree and give the ML estimates
of (α, β>)>.
 If the sampling fractions nij/Nij are constant, the WL- and BC-estimates of α and β
agree.
 In the complete data case we have Nij = nij for all i and j and weighted likelihood
and the Breslow-Cain method yield ML estimates: (α̂WL, β̂
>
WL)








If the validity of the non-differential error assumption is in question as in Example 1 (see
below), the weighted likelihood approach should be chosen. However, if this assumption
is fulfilled, the other approaches should be preferred and maximum likelihood is the most
efficient method. Furthermore, if the recruitment fractions for the second phase sample vary
widely over strata, the weighted likelihood approach can be badly inefficient (see Schill and
Drescher 1997; Breslow and Holubkov 1997; Breslow and Chatterjee 1999). With respect to
efficiency, there is not much to choose between the two pseudo likelihood methods: Because
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of the above stated relationships, we prefer the Breslow-Cain method if the marginal, stratum
specific parameters are of interest.
3.6. Retrospective first phase sample
If the first phase sample is retrospective (unmatched or frequency-matched case-control),
the meaning of the intercept parameter(s) changes: In the case of an unmatched study, all
methods estimate as intercept a parameter α0 = α + log(P(D = 1)/P(D = 0)) instead of α.
In this case, an offset log(N1+/N0+) has been added to the linear predictor.
4. The sas-twophase-package
The folder sas-twophase-package contains four directories:
 data – provides datasets for the enclosed examples,
 documentation – contains TPDocu.pdf (documentation and usage) and TPMethods.pdf
(methods and implementation),
 examples – contains three SAS programs that execute the examples given in TP-
Docu.pdf,
 macros – twophase.sas is the calling macro that must be included in the SAS program.
The folder contains also a preparatory program, some utility programs to enhance screen
output and the macros that perform the estimation methods. All of these macros are
called by twophase.
Usage. We give a brief introduction to using the package, for a detailed description refer to
TPDocu.pdf in the documentation folder. The package has to be stored somewhere on your
computer. It expects separate first and second phase datasets, where the first phase dataset
is a cross-tabulation of outcome and stratum variable. The second phase dataset contains
outcome, stratum and regressor variables and an optional weight variable. To employ the
various estimation methods, %include the program twophase.sas into a SAS program and
run the macro twophase by providing appropriate arguments. The results are saved in the
work directory and can optionally be viewed on the output screen.
5. Examples
The examples were executed with SAS 9.2 on a PC under Windows XP. The datasets of the
examples are part of the data-folder of sas-twophase-package.
Example 1. Carroll, Gail, and Lubin (1993) consider the problem of estimating the odds
ratio of a disease D in a case-control study where the binary exposure X is measured with
error. Table 1 presents data where exposure to Herpes Simplex Virus Type 2 (HSV-2) is
measured by a refined western blot procedure (X) and a less refined blot procedure (Z) in
women with cervical cancer (D = 1) and in controls (D = 0).
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Complete data Incomplete data
D X Z Count D Z Count
1 0 0 13 1 0 318
1 0 1 3 1 1 375
1 1 0 5 0 0 701
1 1 1 18 0 1 535
0 0 0 33
0 0 1 11
0 1 0 16
0 1 1 16
Table 1: Case-control data of Carroll et al. (1993).
We are interested in the association of X and D, i. e., in estimating β from the logistic model
P(D = 1|X = x) = 1/[1 + exp(−α− xβ)] using the complete and incomplete data. We want
to employ weighted likelihood and maximum likelihood.
In the following it is assumed that sas-twophase-package is stored on drive G:. The program
twophase.sas has to be included into the SAS program and the location of the data has to




Then some data manipulations are necessary to define the stratum variable, S say. Z is
not valid since stratum variables are required to attain values 1, . . . , J . Note that the first
phase data are the combination of complete and incomplete data of Table 1. A call of macro
twophase, where WL- and both ML-estimates are requested, could look like the following:
%twophase(folder = &path_tp,
path_ph1 = carr1, path_ph2 = carr2,
methods = wl ml_em ml_sw,
compare = 1, outest = 1,
caco = d, svar = s ,
counts_ph1 = count, weights_ph2 = count,
regr = x);
The results are as follows:
Weighted Regression ML (EM-Algorithm) ML (Profile Lik.)
estim stderr estim stderr estim stderr
X 0.60808 0.35034 0.95792 0.23659 0.95792 0.23659
_ALPHA -0.31383 0.18685 -0.51352 0.14142 -0.51352 0.14142
The considerable difference between the estimated log odds ratios under WL (β̂WL = 0.608)
and ML (β̂ML = 0.958) is noteworthy: We attribute this difference to the fact that the non-
differential error assumption (Section 3) is probably not met. In fact, as Carroll et al. (1993)
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Stratum
1 2 3 4 5 6 7 8
Cases 135 19 32 28 360 80 89 96
Controls 347 62 42 42 210 48 46 42
Table 2: HdA first phase data.
noted, there is a substantial amount of misclassification in these data and the sensitivity of
Z as a measure of X seems to be higher among cases: P(Z = 1|X = 1, D = 0) = 0.500,
P(Z = 1|X = 1, D = 1) = 0.783, p = 0.049 by Fisher’s exact test. Since the WL method
does not require the conditional independence assumption, one would rather rely on the WL
estimate.
Example 2. This example presents an analysis with a continuous covariate. The data are
derived from the “HdA study”, a two-phase case-control study of Pohlabeln et al. (2002) with
focus on lung cancer risk due to the intensity of occupational asbestos exposure. However, a
precise intensity assessment in terms of asbestos fibreyears was affordable only for a 20% sub-
sample (n0+ = n1+ = 164) of the original study (N0+ = N1+ = 839) . For the original study
the duration of occupational asbestos exposure was known (see Pohlabeln et al. (2002) for
details). We want to derive a smoking-adjusted effect of fibreyears on lung cancer incidence.
In this example, we take as stratum variable S the variable STRATA, constructed as cross-
tabulation of ‘duration of asbestos exposure’ (4 levels) and ‘heavy smoking’ (2 levels).
’STRATA=1’ then represents ’non- or mild smokers’ & ‘duration of asbestos exposure=0’,
. . ., ’STRATA=4’ represents ’non- or mild smokers’ & ‘long duration’, . . . ’STRATA=8’ is the
group of ‘medium- or heavy smokers’ & ‘long duration of exposure’ (Table 2).
The second phase dataset has additional information on smoking history (variable SMOKE
with levels 0 (non-smoker), 1 (mild smoker), 2 (medium smoker) and 3 (heavy smoker))
and the continuous variable FY, log(asbestos fibreyears+1). FY is deemed an appropriate
cumulative exposure measure in occupational epidemiology. We want to fit the logistic model
P(CASE = 1|FY, SMOKE) = F (α+ β1SMOKE1 + · · ·+ β3SMOKE3 + βFYFY) .
We have to perform the same preparatory steps as in Example 1. To demonstrate the meaning
of the marginal stratum parameters in the pseudo likelihood approaches, we include the
Breslow-Cain method. Furthermore, to illustrate the efficiency gain of the two-phase methods
over a so-called ‘’complete-case” analysis, where only the data of the second phase sample are
analyzed, the appropriate methods are chosen. A call of macro twophase could look like:
%twophase(folder = &path_tp,
path_ph1 = hdac1, path_ph2 = hdac2,
methods = pl_bc ml_em s2,
compare = 1, outest = 1,
caco = case, svar = strata,
counts_ph1 = count, weights_ph2 = count,
regr = smoke1 smoke2 smoke3 fy);
The results are as follows:
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PL (Breslow-Cain) ML (EM-Algorithm) Sample2-Analysis
estim stderr estim stderr estim stderr
FY 0.13211 0.07039 0.16389 0.05739 0.14560 0.08239
SMOKE1 0.94050 0.54140 0.84504 0.54383 0.89373 0.53473
SMOKE2 1.98080 0.47861 1.93990 0.47946 2.01755 0.52330
SMOKE3 2.41971 0.50837 2.40276 0.50382 2.44167 0.55246
_ALPHA -1.62627 0.45578 -1.61585 0.45468 -1.71063 0.47797
_S1 -0.94405 0.08891 . . . .
_S2 -1.18270 0.25764 . . . .
_S3 -0.27193 0.22951 . . . .
_S4 -0.40547 0.23904 . . . .
_S5 0.53900 0.07180 . . . .
_S6 0.51083 0.17592 . . . .
_S7 0.65999 0.17490 . . . .
_S8 0.82668 0.17844 . . . .
As we have also selected the (default) Breslow-Cain method, estimates of the marginal, stra-
tum log odds are displayed: For instance, _S4 - _S1 = 0.539 is an estimate of γ4 − γ1, the
marginal log odds ratio of ‘long asbestos duration’ vs. ‘no asbestos duration’ among ’non-
or mild smokers’. As noted in Pohlabeln et al. (2002), the complete-case analysis yields also
valid estimates in this example since recruitment into the phase two sample did not depend
on phase one variables. By comparing the results of two-phase- and complete case analyses,
one can see the information gain due to including the first phase data.
6. Discussion
The methods implemented in this package require a given stratification of the first and second
phase data. Stratification is a separate, important topic in the design of two-phase studies.
In Example 2, for instance, the stratification can be criticized because it not fully employs
the smoking information in the first phase data, which in fact would be available from the
original case-control study. The rationale for choosing the stratification based on STRATA
is to include into the stratification as much first phase information as possible on asbestos
exposure, which is the focus of the analysis. A cross-classification with a 4-level smoking
variable would lead to empty strata, a situation that the methods cannot cope with. However,
a more sophisticated stratification is possible: It assembles all non-smokers into one stratum
and then cross-tabulates the remaining with respect to ’smoking’ (3 levels) and ‘duration of
asbestos exposure’ (4 levels). Not only are the smoking parameters estimated more precisely,
but also a slightly more precise fibreyear estimate is obtained (data not shown).
Which variables should be used for stratification? The second phase data of Example 2 are
certainly not typical since they represent a systematic sub-sample of a case-control study in
that all enrollments of two years of follow-up were included. The two-phase design is especially
effective when ‘rare exposures’ can be over-sampled. Furthermore, if the second phase sample
arises by means of a survey, participation may depend on some other personal characteristics
like, for example, sex or age. Even if the outcome model would not include such variables,
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relevant exposures could be associated with these. In this case, such variables should also
be used for stratification. An illustrative example that also highlights some other topics is
provided by the pharmaco-epidemiological study of Behr, Schill, and Pigeot (2012).
We have implemented two approaches to obtain semi-parametric maximum likelihood esti-
mates. The EM algorithm uses a non-parametric estimate of the covariate distribution, which
can involve a large number of nuisance parameters, especially if continuous covariates are in-
cluded in the outcome model. Although Louis’ idea to speed up the algorithm is implemented
and works fine, the algorithm can still be time- and resource-consuming: In Example 2, for
instance, EM had to estimate approximately 150 parameters and used about 3 seconds on
a fast PC. In a series of computations around the paper of Behr et al. (2012), we generated
second phase datasets of size n = 500, 1000, 2000 and 10000 with continuous covariates and
different stratifications. Let nδ denote the number of nuisance parameters, i. e., the number of
distinct covariate patterns in the second phase dataset. With n = 500, we had nδ ≈ 480 and
the algorithm took approximately 3 minutes, with n = 1000, nδ ≈ 890 and approximately 25
minutes were necessary. With n = 2000, nδ ≈ 1560 and EM took 2–3 hours. With n = 10000,
the algorithm failed due to lack of memory. In conclusion, this form of the EM algorithm
shows acceptable performance for small or medium numbers of covariate patterns in the sec-
ond phase data. In other instances, the approach based on the profile likelihood should be
chosen. Like the weighted-and pseudo likelihood methods, nuisance parameters need not to
be estimated. Due to its implementation as a repeated cycle of data- and proc steps, however,
the algorithm usually needs a few seconds.
Estimating regression parameters by maximum likelihood for binary data in a two-phase set-
up is obviously not an easy task. Our package implements ML estimation by the EM algorithm
and via a pseudo model derived from the profile likelihood. The bin2stg() function of the
missreg package also uses the profile likelihood to obtain semi-parametric ML estimates. The
tps() function of the osDesign package solves a constrained maximization problem to obtain
ML estimates, the approach has been shown to be equivalent to the profile likelihood solution
(Scott, Lee, and Wild 2007). However, for certain data constellations tps() does not produce
ML estimates. Moreover, we observed slight differences in the standard error estimates of
tps() compared to bin2stg() or our package (the latter agree). In case of conflict we judge
results of bin2stg() as gold standard.
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