In this paper, a complete SSTA scheme is proposed to calculate the output waveform of a logic cell on any random selected point in the process variational space, or the mean value and variance of the output signal with very high accuracy and acceptable CPU cost. At first, Miller capacitances between the input nodes and internal nodes of a logic cell are introduced to construct the improved MCSM model so as to improve the modeling accuracy. Secondly, the stochastic collocation method jointed with the Modified Nested Sparse Grid technique is adopted for SSTA procedure to avoid the exponential increase of the collocation points number caused by tensor product. Thirdly, a Nominal waveform based Fast Simulation Method is developed to speedup the simulation on each collocation point. At last, Automatic Waveform Construction Technique is developed to construct the output waveform with the approximation points as little as possible to decrease the computational cost while guaranteeing high accuracy. Numerical results are also given to demonstrate the efficiency of the proposed algorithm.
Introduction
As IC technology is scaled down to a nanometer regime, great challenges have been induced for the conventional Static Timing Analysis (STA). First of all, the traditional voltage-based look-up table models for logic cells, which regards the propagation signal as a saturated waveform with arbitrary arrival time and slew rate, become less and less effective because of the signal integrity problem. The different input signal waveforms with identical arrival time and slew rate for a logic cell can result in very different propagation delays because of parasitic capacitance and crosstalk noise [1] , [2] . Secondly, delay of a logic cell could not be considered as a deterministic parameter anymore, but a statistic variable due to the uncertainties in the manufacturing of IC chips, such as variations of critical dimensions and the threshold voltage of MOSFET. Statistical Static Timing Analysis (SSTA) has been proposed to replace STA for timing closure in nanometer regime [3] , [4] .
On one hand, in order to capture the effect of input signal waveforms on the delay of logic cells, the first Current Source Model (CSM) named as Blade including a precharacterized current source I d is proposed in [5] to calculate the exact waveform of output signal similar to a SPICE simulation. To improve the modeling accuracy, a Miller capacitance C m between the input and output terminal and a output capacitance C o are introduced as two constants in CSM by Keller et al. [2] . Then lookup tables are used to model the nonlinear C m , C o and the parasitic input capacitor C i along with the output current source I d with respect to input and output voltages [1] to obtain the accurate output waveform being very close to the SPICE simulation result. However, all these models do not consider the multiple input switching (MIS) case and stack effect [6] . If all the inputs of a logic cell such as NOR2 arrive simultaneously, the cell delay could be significantly different from the case where one of the inputs has been stable at a non-controlling value for a while before the other input arrives [6] . To handle this MIS case, an extension of CSM, which models each input and output pin of the cell with a voltage-dependent current source and a nonlinear capacitor, is proposed in [7] . Then the effect of internal node is considered in [6] to capture the stack effect to set up the Multiple input switching CSM (MCSM) model. But compared with SPICE, there is still obvious modeling error for this MCSM as shown in Sects. 3.1 and 4. On the other hand, a lot of SSTA methods have been proposed to study the effect of process variations. Early works in this area focus on dealing with the conventional voltage-based cell delay model [3] , [4] and are restricted to noiseless ramp input [1] . The first statistical timing analysis method based on CSM is proposed by [1] which apply the sensitivity based look-up tables to model physical parameter variations. Then Hermite polynomials are developed in [8] so as to decrease the required memory space and traditional tensor product is used to create the needed collocation points in process variational space. However, the output waveform generation algorithm proposed in [8] is somewhat naive and could not set up the accurate waveform on the random selected process variational point. Furthermore, it should be noted that all these existing SSTA methods based on CSM did not consider the MIS case.
In this paper, a complete SSTA scheme is proposed for MIS case based on CSM with process variations. The general objective of the this SSTA scheme is to obtain the mean and variance of output signals with process variations and calculate the output waveform on any arbitrary sampling point in the process variational space. Four techniques listed in what follows is applied in the SSTA scheme to improve its efficiency.
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• With deterministic process parameters, an Improved MCSM (IMCSM) model combining MCSM and the Miller capacitances between all the input and internal nodes are established. According to the numerical results in Sect. 4, the accuracy of IMCSM is much better than that of MCSM [6] . The components of IMCSM should be regarded as functions of process variables with process variations.
• Stochastic collocation method jointed with the Modified Nested Sparse Grid (MNSG) technique [9] is utilized here to approximate the output waveforms of a logic cell with process variations. In order to calculate the approximation coefficients, IMCSM model with deterministic process variables should be established on each collocation point generated by MNSG at first. Then for a given input, the output waveforms on each collocation point in process variational space can also be calculated according to the corresponding IMCSM model, based on which the approximation coefficients of the logic cell output signal with process variations on each time point could be obtained by MNSG based multi-dimensional quadrature [9] . Compared with the tensor product technique utilized by [8] , MNSG technique could decrease the number of required collocation points dramatically while remaining the approximation accuracy. Consequently, the CPU cost consumed by IMCSM modeling and output signal calculation on all the collocation points could be reduced distinctly.
• In order to increase the computational speed of the output waveform with arbitrary input on the collocation point, a Nominal waveform based Fast Simulation Method (NFSM) is developed to take use of the obtained output signal on the nominal process variational point to enlarge the time step during the simulation so as to decrease the number of discrete time point and the consumed CPU time while remaining the accuracy. Compared with the traditional simulation algorithm, the speed up of NFSM could reach to 5X-7X.
• It is obviously the memory space and CPU time required for the output waveform construction on any given process variational point could be much considerable if all the approximation coefficients on every time point should be calculated. Therefore, Automatic Waveform Construction Technique (AWCT) is proposed at last to obtain the output signal on any process variational point based on the responses on all the collocation points. Compared with the technique applied in [8] , AWCT could obtain a much more accurate output waveform as shown in Sect. 4.
The rest of this paper is organized as follows. In Sect. 2, the existing MCSM [6] model and the SSTA method for the single input switching CSM proposed in [8] are reviewed briefly. Then, the proposed SSTA scheme with IMCSM is illustrated detailedly in Sect. 3, and numerical results are given in Sect. 4 to demonstrate the efficiency of the proposed scheme. Finally, conclusions are drawn in Sect. 5.
Background
In this section, CSM and MCSM models proposed in [6] and the SSTA method developed in [8] based on CSM for single input switching (SIS) case are reviewed briefly. For this MCSM model, the output waveform could be calculated by the following KCL equations while considering a capacitance C L is connected to node O as a load, 
Current Source Model
It is obvious that the MCSM model does not consider the parasitic capacitances between the input A/B and the internal node N. So there still be visible difference between the output waveforms obtained by MCSM and SPICE as shown in Sect. 4.
SSTA Method Based on CSM [8]
The SSTA method proposed in [8] is based on the single input switching CSM model given in Fig. 1 . Let ξ = [ξ 1 , ξ 2 , ..., ξ M ] denote a series of independent process variables with Gaussian distribution, the output waveform on any sampling point in the process variational space could be obtained by applying the following steps with this SSTA method [8] ,
Step 1 Set up the CSM with process variations. All the CSM components, C i , C m , C o and I o , are modeled as an orthogonal polynomial series in terms of V and ξ. The multivariate orthogonal polynomials adopted are obtained by taking tensor product of the univariate orthogonal basis. Legendre polynomials are used as the orthogonal basis for deterministic variables, such as V i and V o , while Hermite polynomials are used as orthogonal basis for ξ. The approximation coefficients could be calculated by multi-dimensional Gaussian quadrature or stochastic collocation method. It should be noted that the number of the generated collocation points, ξ i , i = 1, 2, · · · , N t , would increase exponentially with respect to the number of random variables M since tensor product quadrature is applied here [8] .
Step 2 Three special selected time points, t H (time at which V o reaches 0.9 VDD), t L (time at which V o reaches 0.1 VDD) and t M (time at which V o reaches 0.5 VDD) are expanded by a series of Hermite polynomials in terms of ξ. Then on each collocation point
Step 1 is utilized to obtain the corresponding output waveform on all the time points. Then, the expansion coefficients of t H , t L and t M can be calculated also by tensor product quadrature.
Step 3 To Construct the output waveform on any sampling point ξ k , the three time point t H , t L and t M can be calculated directly according to their Hermite polynomial expansions, based on which the arrival time corresponding to any other voltage level is obtained by a simple linear interpolation technique.
From the above procedure, it could be easily found out that the nonlinear property of the output waveform on ξ k could be easily lost since only 3 time points are approximated by orthogonal polynomials. If the singularity of the waveform on the other time point is especially very high as shown in Fig. 3 , there will be innegligible differences between the constructed wave and the real signal, which could result in unacceptable mistake during the waveform propagation. So, to avoid all these shortcomings of the existing methods, SSTA scheme combined with IMCSM model is proposed in the next section.
SSTA Scheme Based on IMCSM
In this section, IMCSM model for MIS case is introduced at first. Then the complete SSTA scheme is proposed. Two techniques, Nominal waveform based Fast Simulation Method (NFSM) and Automatic Waveform Construction Technique (AWCT), are also developed to improve the efficiency of the proposed SSTA scheme further.
IMCSM Model
Although MCSM model introduces a controlled nonlinear current source paralleled with a nonlinear capacitance to capture the internal nodes effect for MIS case, the error of MCSM based simulation compared with SPICE can not be ignored. For instance, Fig. 4 gives the SPICE simulation result of NOR2 shown in Fig. 2 Fig. 2(b) should be zero. But there is significant difference between the currents following through the ideal voltage source V DCN and the controlled current source I N as shown in Fig. 4 , while the formal one is obtained by SPICE simulation and the later is calculated by MCSM model. This means that other branches should be added in MCSM connected with node N to cover this current difference and guarantee the KCL rule. Therefore, the Improved MCSM model (IMCSM) could be established as shown in Fig. 5 , where two more Miller capacitances C ANm and C BNm between the input terminals A/B and the internal node N are introduced compared with CSM. With this IMCSM model, the output waveform on node O could be obtained by solving,
where
To solve this ODE system Eq. (2), a lot of time step control techniques have been developed to discretize time domain. For instance, the step size control algorithm presented in [10] aims to assure that the solution has constant error per unit time. Applying this method, once V O (t i−1 ) on the time point t i−1 has been calculated, the next time step size h i = t i − t i−1 should be selected to satisfy the inequality,
where E t (t i ) denotes the truncated error at time t i , t i−1 ≤ t ζ ≤ t i and δ t is the given truncated error tolerance per unit time. Practically, t ζ is usually set to t i−1 , which means,
Then the maximum value of h i can be obtained. It should be noted that when considering the effect of process variations, all the components of IMCSM should be regarded as functions of process variables ξ.
SSTA Scheme
For a given series of input signals, the object of SSTA scheme in this paper is to obtain the mean and variance of the output signals with process variations and calculate the output waveform on any arbitrary sampling point in the process variational space. With the consideration of process variations, the output waveform V O with the given inputs should be regarded as stochastic process in terms of ξ which can be approximated by a series orthogonal Hermite Polynomials by using the stochastic spectral method,
where h k ( ξ), k = 1, ..., K is the applied Hermite polynomials. Stochastic collocation method combined with Modified Nested Sparse Grids (MNSG) technique could be applied here to calculate the coefficients a k (t). Using this method, a k (t) equals the inner product of V O (t, ξ) and h k ( ξ), which could be obtained by modified nested Sparse grid based multi-dimensional quadrature [9] as,
where ξ j , j = 1, 2, ..., N S is the collocation point selected by MNSG with weight w( ξ j ). V O (t, ξ j ) is the output signal with the given inputs which should be calculated at first. To obtain V O (t, ξ j ), the logic cell such as Fig. 2(a) [8] can also be applied here. Since the number of collocation points generated by MNSG N S is much smaller than that generated by Tensor technique N T used in [8] according to [9] , the CPU cost could be much smaller for the IMCSM modeling and V O (t, ξ j ) calculation when compared with the method proposed in [8] .
However, there still exist two problems in this procedure. First, the calculation of V O (t, ξ j ) on all the collocation points is time consuming. Secondly, since the number of time points in V O (t, ξ) could be very large, a great challenge will be introduced for memory space and CPU time if the coefficients a k (t) should be calculated on each time point. Nominal waveform based Fast Simulation Method (NFSM) and Automatic Waveform Construction Technique (AWCT) will be discussed in the following to cover these two problems.
Nominal Waveform Based Fast Simulation Method (NFSM)
Nominal waveform based Fast Simulation Method (NFSM) is proposed to improve the calculation efficiency of output waveforms on all the collocation points by taking use of the output waveform V O (t, ξ norm ), where ξ norm is the mean value of ξ. Without loss of generality, the logic cells can be always considered as robust circuit designs, which means the output waveforms of the same logic cell with different process variations are always 'similar' as shown in Fig. 6 . Otherwise, these cells could not be applied because a little process variation may result in significant performance difference. However process variations are impossible to be avoid in nowadays nanometer IC technique. In Fig. 7 gives the second order derivative of V O (sample) − V O (norm), which is almost smaller than V O (sample) during the whole time space. Actually, the value of (V O (sample) − V O (norm)) is much smaller than that of V O (sample) on more than 75% time points in the whole region [0, 400 ps], which means (V O (sample) − V O (norm)) could be much smoother than V O (sample). Therefore, a delta-system could be set up as,
could be rewritten as Eq. (8) to figure out the next time point for Eq. (7),
Since ΔV O is much smaller than V O as shown in Fig. 7 Fig . 7 Second order derivative.
with the assumption that the output waveform of logic cell with different process variations are similar, the time step obtained by Eq. (8) could be much larger than that obtained by Eq. (4) with the same given tolerance δ t . Therefore, once V O norm and V N norm are obtained by solving Eq. (2) on the point ξ norm ), Eq. (7) and Eq. (8) could be used to calculate the output any sampling point much more efficient when comparing with Eq. (2) and Eq. (4). Hence, Nominal waveform based Fast Simulation Method (NFSM) includes two steps, calculate the output waveform on ξ norm ) by solving Eq. (2) and Eq. (4) at first, and then Eq. (7) and Eq. (8) can be adopted to obtain the output signal on any other sampling point in the process variational space to improve the simulation efficiency. Therefore, once the nominal response is obtained, NFSM could be applied directly to calculate the output waveform on all the collocation points generated in Sect. 3.2 with much high efficiency while guaranteeing the accuracy.
Automatic Waveform Construction Technique (AWCT)
In order to preserve the nonlinear property of the output waveforms, Automatic Waveform Construction Technique (AWCT) is developed as Alg.1. with the assumption that the output signals on different process variational point are similar. The target of AWCT is to search some Singular time points so that once the output value on these time points is calculated correctly, the output waveform could be constructed by simple linear interpolation directly during the whole time region. In Alg.1, CalCurva(t, V O ) is a function to calculate the curvature of V O on all the time points t based on the following equation.
T S conserves the selected Singular time points where the curvature is larger than the given tolerance δ r as shown in Line 7 or the 'accumulated' curvature is larger than δ r as in Line 9. Actually, the AWCT algorithm given in Alg.1 tries to find out the time points where the derivative of output waveform V O changes quickly. When these Singular time points are figured out, stochastic collocation method given in Sect. 3.2 could be applied to calculate the approximation coefficients a k (t) with a given input on these time points based on the output signal obtained on all the collocation points ξ j , j = 1, 2, ..., N S in process variational space. Then for any sampling process variational point, V O on these time points could be calculated by Eq. (5) and V O on the other time points could be obtained by linear interpolation. Then the mean and variance of the output waveforms in a given process variational space could also be calculated easily.
Numerical Results
In this section, numerical results are given to demonstrate 
end if 11: end for the efficiency of the proposed SSTA scheme. All the programs are implemented by MATLAB. Figure 8 gives the output waveforms obtained by the proposed IMCSM, MCSM [6] and SPICE with nonlinear inputs for NOR2 obtained from SMIC 65 nm lib as shown in Fig. 2(a) . Here the process variables are all set to their mean value. It is clear that the waveform of IMCSM is almost the same as the SPICE simulation results. Actually, the normalized mean square error of IMCSM is 1.4% while that of MCSM [6] is 8.22%. The normalized mean square error E NMS can be obtained as,
Accuracy and Efficiency of IMCSM
where V S PICE (t i ) is the SPICE simulation result on the time point t i , N t is the number of time points. V M (t i ) means the output signal calculated by one kind of methods or models, for instance, IMCSM or MCSM. The relative error of cell delay corresponding to 50%VDD of IMCSM is also much smaller than that of MCSM compared with the SPICE results, while the former is 0.81% and the later is 7.66%. It should be noted that since more elements are introduced into 
Accuracy and Efficiency of NFSM
In order to demonstrate the efficiency of NFSM, effective channel length L and threshold voltage of V th for all MOS-FETS of NOR2 given in 2(a) are considered to be random variables with Gaussian distribution whose relative variance is less than 10%. Figure 9 gives the output waveforms obtained with and without NFSM for IMCSM of NOR2 on one of the selected collocation point in process variational space. The two waveforms are almost the same. The normalized mean square error of NFSM is less than 5%. The CPU time cost by NFSM is 1.2 × 10 −3 s. But without NFSM, the CPU time is 8.9 × 10 −3 . Therefore, the speedup of NFSM could reach 7.42×. Therefore, NFSM could improve the computational speed effectively without losing much accuracy.
Accuracy and Efficiency of AWCT and the Proposed
SSTA Scheme Figure 10 gives the constructed output waveform of NOR2 obtained by AWCT algorithm and the selected Singular time points on a random selected process variational point. The expansion order for each time point is 2, and the number of used Hermite polynomials is 33. It should be noted that the number of Singular time points shown as the the red star on Fig. 10 applied here is just 23 while the total time point number is up to 400. The normalized mean square error for this constructed waveform is 3.17% compared with the results of SPICE. Furthermore, it could be found out easily that even t L , t M and t H discussed in Sect. 2.2 could be obtained without any error, the output signal constructed by [8] could be much different from the SPICE result because of the singularity of this waveform. Monte Carlo analysis with 10000 samplings are used here to compute the mean value and variance of the output signals of NOR2 shown by Fig. 11 and Fig. 12 respectively. The normalized mean square error of the mean value is 2.35% and of the variance is 8.42%. The number of used Singular time point here is still 23. Therefore, the proposed SSTA scheme could obtain the output signal waveforms with very high accuracy while the computational cost is acceptable.
Conclusion
A novel complete SSTA scheme is proposed in this paper to calculate the output waveforms of a logic cell in the process variational space or the corresponding mean value and variance. Four techniques are developed to improve the efficiency of this SSTA scheme. IMCSM model is introduced at first to raise the modeling accuracy for MIS case. Secondly, stochastic collocation method combined with Modified Nested Sparse Grid sampling technique is adopted to approximate the output waveforms with Hermite polynomials so that the number of required collocation points could be much smaller then that of the tensor product. NFSM technique is then developed to increase the simulation speed on all these collocation points based on the response on nominal process variational point. AWCT are also developed to construct the output signal automatically with the Singular time point as small as possible, with acceptable accuracy.
