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Abstract 
Virtual view rendering is one of the key technologies to realize Three-Dimensional Television (3DTV) system, but 
which still exists, such as false contour, holes and other issues. In this paper, these problems are been effective solved. 
First, we use the connection of pixel coordinate warping between reference image and virtual image in the rendering 
process, to make quick decision on the position of hole region and its edge and then utilize the way of outward 
expanding the edge of holes to cover residual or warping error pixels; then eliminate false contour by image synthesis 
with the left and right view images from rendering based on the location of holes; finally, we use mean filter and the 
image restoration method of total variation model to fill holes. The experimental results show that the proposed 
method improves the quality of virtual view images from rendering. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction
Recent researches have given much attention to 3DTV, more specifically to the Depth Image Based
Rendering (DIBR) approaches [1]. DIBR is a technology of using color image and its associated depth 
map, to generate virtual views [2]. At the video encoder, it only compresses or encodes color image 
information of fewer views, which greatly reduces the amount of data during encoding and transmission, 
moreover at the video decoder, it can get color image information of more views by quick virtual view 
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rendering to meet the demand of audience watching video from any view angles. The technology has 
been recognized by MPEG organization as an alternative for virtual view rendering in 3DTV system [3]. 
In recent years, scholars have been studying virtual view rendering based on depth map. Fehn [4] 
proposed the way of carrying out virtual view rendering with DIBR technology. Chen et al. [5] presented 
to use smoothing filter on the depth map at the boundary of object before rendering, which reduced the 
number of possible holes after rendering upon to obtain a good rendering quality, but this method may 
generate new holes after pre-processing of depth map. Based on Chen’s method, Liu [6] improved the 
method of filtering, the experimental results showed that his method could reduce lots of holes, but did 
not give an index value for the quality evaluation of fused image. Tanimoto et al. [7] proposed the 
reference software of depth estimation and view synthesis for 3DTV. 
To improve the quality of virtual view image, this paper proposes a virtual view rendering algorithm 
which presents DIBR mainly in the post-processing, including decision on location and edge of holes, 
elimination of false contour, holes filling and image restoration. 
2. Proposed virtual view rendering algorithm 
As shown in Fig.1, we can find that the virtual view rendering with the technology of DIBR plays an 
important role in the 3DTV system, which can generate many more view images than after the video 
decoding.
The core conception of virtual view rendering based on depth map is: (1) Re-warp all the pixels in the 
reference image to their corresponding 3D space points with depth information; (2) Then these 3D space 
points are warped to the target image plane. This process is called 2D to 3D image transform (3D image 
warping, as shown in Fig.2.  
                           
Fig.1,Simple 3DTV system.                                                Fig.2,Schematic diagram of 3D image warping. 
2.1. Proposed algorithm 
                     
Fig.3,Block diagram of proposed method.                                    Fig.4, Block diagram of post-processing. 
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Fig.3 illustrates the block diagram of proposed virtual view rendering algorithm, which is mainly 
obtained in the post-processing that includes the elimination of false contour, holes filling and image 
restoration of three parts. 
In Fig.4, it is the block diagram of post-processing. Before view synthesis, outward expand the edge of 
holes that has been marked, which is to eliminate the false contour that may arise after view synthesis; 
then use mean filter to fill holes; for the remaining holes after filtering, we use the method of image 
restoration to fill; finally virtual view image is got. 
2.2．Decision on the location of holes and the edge of holes 
Fig.5, Area of no-warping  Fig.6, Edge of holes  
Holes decision of the proposed method in this paper is as follows: 
(1)Judging pixel locations are whether or not identified by the corresponding pixel values in the 
process of warping; (2)If the point is identified on a map, the flag is 0; otherwise, the flag is 1;(3)The 
corresponding points of the left /right view warping are labeled by “L”/“R”;(4)When the labels of a pixel 
position are L = 0 and R = 0, this pixel location is a hole; otherwise, this pixel location is not a hole, as 
shown in Fig.5. 
By rendering many virtual view images, we find that at the edge of holes will produce false contour, 
which affects the subjective and objective quality and it’s difficult to remove, so we consider extracting 
the edge of holes, then eliminate false contour by separately treating. In this paper, the way to determine 
the edge of holes is as follows: 
In the warping map which has been marked the edge of holes, if the left/above pixel position of a pixel 
is identified and the right/bellow pixel location is not identified or the left/above pixel position of a pixel 
is not identified and the right/bellow pixel location is identified, we consider that the pixel location is on 
the edge of holes, as shown Fig.6. 
2.3. Elimination of false contour, Holes filling and Image restoration 
The proposed method of eliminating false contour is as follows: outward expand the edge of holes, 
which will cover the residual or error pixels caused by warping, and then fill the holes by view synthesis. 
This method can effective eliminate false contour, but will cause the evaluation index value about 
0.02dB-0.04dB (PSNR) drop around. The comparison between before and after elimination of false 
contour is shown in Fig.7. 
Since the holes may still exist after view synthesis, we improve the mean filtering by introducing the 
weighted value ω(x,y), which is connection with the distance between the current point and the target 
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wherew denotes the filter’s window size; _ ( , )flag hole x y can be determined at the section of “Decision on 
the holes”, if the location of the pixel is a hole, its value is 0; otherwise, its value is 1. 
After the mean filtering, there may be still holes, we use the way of image restoration to fill the 
remaining holes. In this paper, the model of image restoration is the classical total variation [10]. 
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(a)
(b) 
Fig.7, Before and after the elimination of false contour, (cam3, cam5 render cam4). (a) with false contour; (b) without false contour. 
3. Experimental results and discussions 
In order to verify the validity of the proposed method, we use video test sequence of 100 frames 
named "ballet" with color image and depth map provided by Microsoft Research (MSR)  and video test 
sequence of 100 frames named "Book Arrival" with color image and depth map provided by Germany 
HHI. "Ballet" is convergence of multi-view camera video sequence, "Book Arrival" is obtained by 
parallel multi-view camera, the images have a resolution of 1024×768. In order to measure quality of the 
images after rendering, PSNR and SSIM [12] are used to evaluate the algorithms. 
For "Book Arrival", we use the reference cam8, cam10 to render cam9; while for "ballet", we use the 
reference cam3, cam5 to render cam4, both rendering a total of 10 frames, frame 0 - 9. 
The obtained virtual view rendering image compared respectively with the software [13] (VSRS_3.0) 
which is provided by Nagoya University, shown in Fig.8. For parallel camera sequence, VSRS_3.0 
achieves a very good rendering quality compared with the proposed method, the mean PSNR is higher 
than the proposed method as a result of 4.37dB, the value of the mean SSIM is higher than the proposed 
method as a result of 0.04; however, for converge camera sequence, VSRS_3.0 may result in not very 
good rendering quality. The proposed method is higher than VSRS_3.0 about 11.8dB for mean PSNR, 
higher than VSRS_3.0 about 0.16 for mean SSIM. 
(a) (b) (c) (d) 
Fig .8,Cam8,cam10 render cam9 N0.0 frame.(a)VSRS_3.0, PSNR=35.66dB,SSIM=0.96;(b)proposed meathod, 
PSNR=31.75dB,SSIM=0.92; cam3,cam5 render cam4 NO.0 frame.(c)VSRS_3.0, PSNR=20.17dB,SSIM=0.76;(d)proposed meathod, 
PSNR=31.85dB,SSIM=0.93. 
This paper tests rendering quality changing with the distance of viewpoint, and compares the results 
with [9].Viewpoint distance, | | | |L Rd t t t t= − + − , where t , Lt  and Rt  indicate the need to render 
view, left and right view of the camera parameters of the translation vector.
In paper [9], it gave the rendering results of "ballet" sequence, but did not say which frame was the 
result from rendering, so in this paper, we render 70 frames, from frame 0 - frame 69. The comparison 
results are shown in Fig 9. 
1119Linwei Zhu et al. / Procedia Engineering 15 (2011) 1115 – 1119 Author name / Procedia Engineering 00 (201 ) 000–000 5
4. Conclusions 
This paper presents a simple and practicable way of determining the location of holes and the edge of 
holes, which does not need to pre-set threshold compared with Mori’s method, and accurately detects the 
edge of holes; for the elimination of the fused image, it obtains a better result; we propose to use the 
traditional mean filter and the image restoration method of total variation model to fill holes and get a 
better quality of rendering image. 
The next step, we will consider improving the method for the sequences from parallel camera, to 
achieve a better rendering quality; also rendering quality can not simply depend on PSNR or SSIM values 
for evaluating, because the virtual view rendering image does not exist in the actual application, we need 
to make a better virtual view image quality assessment method. 
Fig.9, Quality changes with the distance of view 
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