1. Introduction 1.1. Notation pertaining to the ground field F . We work over a locally compact field F , assumed to be nondiscrete, and we fix a nontrivial character ψ : F → C × on the additive group F . We make no restrictions on the characteristic of F . Finally we choose a separable algebraic closure F of F and put Γ := Gal(F /F ).
1.2. Notation pertaining to the group G. We consider a connected reductive group G over F . We write G ad for its adjoint group and G sc for the simply connected cover of the derived group of G. There are then canonical homomorphisms
We choose a quasi-split inner form G 0 of G. We also choose a maximal F -torus T 0 in G 0 having the property that there exists a Borel F -subgroup B 0 containing it. It is well-known that T 0 is unique up to conjugacy under G 0 (F ).
1.3. Three ingredients in the main theorem.
1.3.1. First ingredient. The first ingredient is the sign e(G) ∈ {±1} attached to G in [Kot83] . Now let T be a maximal F -torus in G. The remaining two ingredients are complex fourth roots of unity that depend on (G, T ).
Second ingredient.
The Galois group Γ acts on the cocharacter group X * (T ). Of course the action is trivial on some open subgroup of Γ. In any event X * (T ) R is a real representation of Γ, and X * (T ) C is a complex orthogonal representation of Γ.
We are interested in the complex orthogonal representations X * (T ) C and X * (T 0 ) C . Their difference X * (T ) C −X * (T 0 ) C is a virtual orthogonal representation whose dimension is 0. The second ingredient is the local epsilon factor ǫ L X * (T ) C − X * (T 0 ) C , ψ .
Here ǫ L is as in Tate's article [Tat79] : the subscript L indicates that epsilon factors are formed using the conventions of Langlands rather than those of Deligne. It would make no difference if we used X * (T ) rather than X * (T ), since we are dealing with self-contragredient representations.
Deligne's results [Del76] on local epsilon factors of virtual orthogonal complex representations of Γ are essential to our proof of the main theorem, as is a result of Jacquet-Langlands [JL70] giving an equality between certain local epsilon factors and certain Weil indices.
1.3.3. Third ingredient. The third ingredient is the Weil index γ(Q V , ψ) (see [Wei64] ) of a certain even dimensional, nondegenerate quadratic space (V, Q V ) over F . Because the dimension is even, the Weil index is a complex fourth root of unity.
The quadratic form Q V depends on (G, T ), and it lives on the Fvector space V defined as the unique T -invariant complement to t := Lie(T ) in g := Lie(G). Equivalently, V is the unique T sc -invariant complement to t sc in g sc . (As is customary, T sc denotes the preimage of T in G sc .)
How is the quadratic form Q V defined? Giving an explicit formula for it is possible only over the separable closure F . So, just for a moment, we extend scalars to F . We then have the root space decomposition
Even more useful to us is the coarser decomposition
where g ±α := g α ⊕ g −α . Our quadratic form Q V will be defined as the direct sum of quadratic forms Q ±α on the planes g ±α over F .
The value of Q ±α on v ∈ g ±α is defined as follows. We decompose v as the sum of v + ∈ g α and v − ∈ g −α . We regard v + and v − as elements in g sc , and then form their Lie bracket [v + , v − ] ∈ t sc . It is a standard fact that [v + , v − ] is a scalar multiple of the coroot for α, and we take this scalar (in F ) as the definition of Q ±α (v) . (Even when the characteristic is 2, the coroot H α is nonzero in t sc , which is why we moved from g to g sc before taking the Lie bracket.)
In summary, we define Q ±α (v) to be the unique scalar c ∈ F such that
where the subscript sc indicates that the Lie bracket is taken in g sc = t sc ⊕ V , and H α ∈ t sc is the coroot for α. If we replace α by −α, both sides of this equality are replaced by their negatives, but c does not change. So Q ±α depends only on the unordered pair {α, −α}. It is a canonically defined nondegenerate quadratic form on the plane g ±α . Now Q ±α is defined only over F , but the direct sum
is defined over F , and our discussion of the third ingredient is complete.
1.4. Statement of the main theorem. For any (G, T ) over F , we want to prove the following statement, an application of which can be found in Kaletha's paper [Kal15] .
Theorem 1.1. There is an equality e(G)γ(Q V , ψ) = ǫ L X * (T ) C − X * (T 0 ) C , ψ .
Organization of the paper.
In what follows we first sketch a proof of the main theorem, and then fill in the details. The body of the paper is not entirely self-contained, and the reader will need to be familiar with the material in the appendices, where some of the key notation is introduced. The appendices are largely review, so many proofs are omitted. However Proposition F.1, which gives a convenient method to recognize when Weil indices and local epsilon factors of orthogonal representations are equal, may be new. The same is true of Proposition G.2 for fields of characteristic 2. For fields of characteristic different from 2, Proposition G.2 is a result of Fröhlich [Frö85] .
2. Sketch of the proof of the main theorem 2.1. Reduction steps. We refer to the statement in the theorem as P (G, T ) in the reduction steps that follow.
2.1.1. Reduction 1. The statement P (G, T ) is true if and only if the statement P (G ad , T ad ) is true. Indeed, each of three quantities appearing in the statement remains unchanged when we pass from (G, T ) to (G ad , T ad ). (As is customary T ad is the maximal torus in G ad whose preimage in G is T .) 2.1.2. Reduction 2. If P (G i , T i ) is true for i = 1, 2, then P (G 1 ×G 2 , T 1 × T 2 ) is true. Indeed, each of the three quantities appearing in the statement is multiplicative in the pair (G, T ).
2.1.3. Reduction 3. Let E/F be a finite separable extension, and use ψ • tr E/F as additive character on E. Then, for any pair (G, T ) over E, statement P (G, T ) is true if and only if statement P (R E/F G, R E/F T ) is true. Here R E/F denotes Weil restriction of scalars. Indeed, each of the three relevant quantities is preserved by Weil restriction of scalars. ( We are using that local epsilon factors are inductive for virtual representations of degree 0.) 2.1.4. Reduction 4. It is well-known that T transfers to a maximal torus T ′ in the quasi-split inner form G 0 . Then, for any choice of T ′ (which is only well-defined up to stable conjugacy), the statement P (G, T ) is true if and only if the statement P (G 0 , T ′ ) is true. This reduction is a bit more complicated than the others. The local epsilon factor is of course the same for (G, T ) and (G 0 , T ′ ), and moreover e(G 0 ) = 1. So we need to show that
This statement is similar to a result of Gan [Gan98] relating e(G) to the Killing form. Now the difference between T and T ′ is measured by an invariant t ∈ H 1 (F, T ). By Corollary H.2 we just need to show that e(G) ∈ Br 2 (F ) = {±1} is equal to the image of t under the map
arising from the fppf short exact sequence
corresponding to the element λ V ∈ X * (T )/2X * (T ) defined in the discussion leading up to Corollary H.2. It is evident that λ V works out to the sum of the positive roots (for any choice of positive system), and therefore gives rise to the same connecting map as the one used to define e(G).
2.2.
Using the reduction steps to get down to the essential case. How do we use these reduction steps? Using the first one, we may assume that G is adjoint. Then G is a product of F -simple groups. By the second reduction we may now assume that G is F -simple. Then (G, T ) is of the form (R E/F H, R E/F T H ) for some E/F and some (H, T H ) over E with H absolutely simple. By the third reduction we may now assume that G is an absolutely simple group. Finally, the fourth reduction allows us to assume that G is also quasi-split over F .
Because G is quasi-split, e(G) = 1 and the main theorem reduces to the statement that
To prove this it suffices to check that the number
is independent of the maximal torus T in G. Indeed, when T = T 0 the number (2.2) reduces to ǫ L (X * (T ) C , ψ) −1 , because the Weil index of V 0 is automatically 1. Here V 0 is the analog of V for T 0 . (We have V 0 = V + ⊕ V − , where V + comes from B 0 -positive roots and V − comes from B 0 -negative roots. Both V + and V − are defined over F , and the quadratic form Q V 0 vanishes identically on both of them. So V 0 is a direct sum of hyperbolic planes, and its Weil index is 1.) 2.3. Rough sketch. We finish this section by giving a rough sketch of the rest of the proof. In subsequent sections we will fill in all the details. We are now working with a quasi-split absolutely simple adjoint group G. For any two maximal F -tori T ,T in G we must show that
Here, of course, g =t ⊕Ṽ is the analog forT of the decomposition g = t ⊕ V . How will we do this? The details depend on the type of the root system R of G. Types A, D, E (the simply laced ones) are the easiest to handle. Types B, C, F 4 will require extra effort in characteristic 2, and G 2 will require extra effort in characteristic 3, but in other characteristics the non-simply laced cases can be treated by a slight elaboration of the method used to handle types A, D, E.
Curiously enough the group E 8 is easiest of all: besides being simply laced, it has the property that the adjoint group is also simply connected. So we begin our sketch by considering the case of E 8 . Then there is a canonical G-invariant nondegenerate quadratic form Q G on g having the property that, for every maximal torus T in G, the restriction of Q G to V is equal to Q V . We then have
from which we conclude that
To complete the argument it remains only to show that
For this (see Corollary F.2) we need to show that
A general result of Fröhlich (see subsection G.4) can be used to show that the Hasse-Witt invariant on the left is equal to the Stiefel-Whitney class on the right, plus a correction term whose vanishing we must check. (In fact we will see that the correction term vanishes in all simply laced cases. In the non-simply laced cases it need not vanish, but it is canceled by another correction term coming from the fact that the restriction of Q G to V is no longer equal to Q V .) For other root systems there is no quadratic form Q G as well-behaved as the one for E 8 . Even in type A n , we don't really want to work with the adjoint group P GL n , and the simply connected form SL n isn't much better. We could use GL n , but we prefer a systematic construction that works perfectly for all simply laced groups and makes a significant improvement even in the non-simply laced case.
As a result of our reduction process, we happened to end up with a group of adjoint type. But, as we saw in the first reduction step, for general (G, T ) the truth of P (G, T ) is the same as that of P (G ad , T ad ). Since every maximal torus in G ad is of the form T ad for a unique maximal torus T of G, we are free to replace the adjoint form by one that is more convenient. Our choice will be one that has been used in various settings, e.g. Vinberg's work [Vin95] on reductive monoids.
So for the remainder of this sketch G will no longer be adjoint. It will still be quasi-split with irreducible root system, and, because Vinberg's construction yields groups with especially favorable properties, g will admit a canonical G-invariant quadratic form Q G that is often nondegenerate. It will turn out that Q G is degenerate only for B, C, F 4 in characteristic 2 and G 2 in characteristic 3.
In fact, now that we have moved from the adjoint form to a better behaved one, the approach sketched for E 8 continues to work for all groups of type A, D, E. For the other types, in which there are long roots and short roots, it is no longer true that the restriction of Q G to V coincides with Q V . In fact, V breaks up as a direct sum of two subspaces, one coming from the short roots, and one from the long roots. On the part coming from the long roots, Q G and Q V agree. On the part coming from the short roots, Q G agrees with ℓQ V , where ℓ is 2 in types B, C, F 4 and is 3 in type G 2 . As long as the characteristic of F is different from ℓ, a slight modification of the approach used for A, D, E still works.
When the characteristic of F is equal to ℓ, the quadratic form Q G is degenerate, and the representation of G on g is reducible. In fact there is a canonical short exact sequence
of G-modules, and we can achieve our goal by constructing nondegenerate quadratic forms Q g ′ , Q g ′′ on g ′ , g ′′ respectively, and then working with (g ′ , Q g ′ ) and (g ′′ , Q g ′′ ) rather than (g, Q G ). This completes our sketch. Now we resume giving a detailed proof. We start with some preliminary constructions over Z.
3. Discussion of the pinned group G over Z As we have seen, it is enough to treat quasi-split adjoint groups with irreducible root system. Such a group is obtained by twisting a split adjoint group using a homomorphism from Γ to the group of automorphisms of the Dynkin diagram. But, as we mentioned above, we are not obliged to stick with adjoint groups, and in fact it is advantageous to use Vinberg's construction, which produces groups G that are symmetrically located between G sc and G ad . We also need to construct the relevant quadratic forms, and for this it is best to start with pinned groups over Z. Only later we will extend scalars to F and make an outer twist.
3.1. Definition of the group G. We begin with a pinned group
over Z with G sc semisimple and simply connected. We use the same system of notation as in Appendix I, so the reader should at least glance at that appendix before continuing to read this section.
We assume that the root system R of T sc in G sc is irreducible. To R is associated ℓ ∈ {1, 2, 3} (see Appendix I).
Consider the connected reductive group G over Z obtained by putting
where Z(G sc ) is the center of G sc , embedded in (G sc × T sc ) via z → (z, z). We will also need the maximal torus T = (T sc × T sc )/Z(G sc ). The group G is useful for our purposes because, as we will see, there is an especially well-behaved quadratic form Q G on the free abelian group Lie(G).
Observe that
where T ad is the maximal torus T sc /Z(G sc ) in the adjoint group G ad of G. Here, as usual, we are using T sc → T ad to identify the root lattice X * (T ad ) with a subgroup of finite index in the weight lattice X * (T sc ), and similarly for the coroot lattice inside the coweight lattice.
We also put B := (B sc × T sc )/Z(G sc ), a Borel subgroup of G.
3.2. Definition of Q T . As in Appendix I we consider the Q-vector space a := X * (T sc ) Q = X * (T ad ) Q , and the quadratic form Q 1 on it. We define a canonical quadratic form Q T : a × a → Q by putting
We write B T for the symmetric bilinear form obtained by polarizing
We also view B T as an isomorphism from a × a to its linear dual.
The form Q T is invariant under the natural action of Ω × Ω on a × a, because Q 1 is invariant under Ω. (See Appendix I for the definition of Ω = W ⋊ Ω 0 .) 3.3. Integrality properties of Q T . We see from equation (3.1) that Λ := X * (T) is a lattice in the vector space a×a. We need to understand the integrality properties of Q T relative to Λ. We denote by Λ ⊥ the lattice perpendicular to Λ. By definition, we have
Now X * (T) is a lattice in a * × a * , and it follows immediately from the definitions that the isomorphism B T maps Λ ⊥ onto X * (T).
Lemma 3.1. The following statements hold.
(1) Q T takes integral values on the lattice Λ.
(2) ℓQ T takes integral values on the lattice Λ ⊥ .
Proof. This follows easily from Lemma I.2. Now, as we already mentioned, the quadratic form Q T is invariant under Ω × Ω. The lattice Λ = X * (T), however, is invariant only under W × W and the diagonal copy of Ω 0 . In any event, it makes sense to say that the quadratic form Q T on Λ is invariant under (W × W ) ⋊ Ω 0 .
3.4.
Values of Q T on roots and coroots. The root lattice inside X * (T) can of course be identified with X * (T ad ). The root α then becomes the pair (α, 0) in the description (3.2) of X * (T). The situation for the coroot lattice is parallel, and the coroot α ∨ becomes the pair (α ∨ , 0) in the description (3.1) of X * (T).
Lemma 3.2. There are equalities
In the first chain of equalities, we used the definition of ℓ(α ∨ ), and in the second we used Lemma I.1(2).
Corollary 3.3. When ℓ = 1, we have α ∨ = α and Q T (α ∨ ) = Q T (α) = 1. When ℓ = 2, 3, there are two root lengths, and we have
• Q T (α ∨ ) = 1 when α is long, and • (ℓQ T )(α) = 1 when α is short.
Proof. It follows from Lemma I.1(1) that α ∨ = α when ℓ = 1. The rest follows from Lemma 3.2.
3.5. The quadratic form Q G on Lie(G). In Appendix I we studied a certain quadratic form Q 2 on Lie(G sc ) = Lie(T sc )⊕V. In this subsection we extend Q 2 to a quadratic form Q G on Lie(G) = Lie(T) ⊕ V.
Let Q G be the unique quadratic form on Lie(G) such that
• Lie(T) and V are orthogonal, • Q G restricts to Q T on Lie(T), and
It is clear that Q G restricts to Q 2 on all of Lie(G sc ). It is also clear that Q G is invariant under G ad . Now Q 2 is invariant under all automorphisms of G sc , and Q T is invariant under Ω 0 (acting diagonally on a × a). It follows that Q G is invariant under the natural action of G ad ⋊ Ω 0 on Lie(G). (In greater detail, G ad is acting by the adjoint representation, and Ω 0 is acting by the action induced by the diagonal action on G sc × T sc .) In subsection I.4 a nondegenerate quadratic form Q V is defined, and in subsection I.5 there is a discussion of the orthogonal direct sum decomposition
as well as the relationship between the nondegenerate quadratic forms Q V ′ , Q V ′′ and the ones we obtain by restriction from Q G . From this discussion we conclude that (Lie(G), Q G ) decomposes as the orthogonal direct sum
(The direct summand V ′′ is zero in the simply laced case.)
4. The split F -group G and the quadratic form Q G on its Lie algebra 4.1. The pinned F -group G. We are almost done with our preliminary analysis of the situation over Z. We extend scalars from Z to F . In this way we obtain a pinned F -group (G, B, T, {η α }).
The quadratic forms
By extension of scalars the quadratic form Q G yields a quadratic form Q G on g := Lie(G). Similarly, we obtain from Q T a quadratic form Q T on t := Lie(T), and from (3.3) we obtain (V,
We will observe later that, when ℓ is invertible in F , the quadratic forms Q G , Q T are also nondegenerate. When ℓ is zero in F , we will need substitutes for Q G , Q T . We discuss these next.
In this subsection we assume that ℓ is zero in F . Then Q G is degenerate and is therefore not useful for proving the main theorem. We get around this difficulty by applying Lemma J.1 to (Lie(G), Q G ) and the three direct summands appearing in (3.4). For each of these four lattices Λ, Lemma J.1 provides a short exact sequence
as well as nondegenerate quadratic forms on the F ℓ -vector spaces Λ/ℓΛ ⊥ and Λ ⊥ /Λ. Now our assumption that ℓ is zero in F means that F ℓ is the prime field in F . So we may tensor (4.1) over F ℓ with F , obtaining short exact sequences of F -vector spaces
as well as canonical nondegenerate quadratic forms onΛ ′ andΛ ′′ . We need notation for all these objects. When Λ = Lie(G), we write
for the vector spaces and Q g ′′ , Q g ′ for the quadratic forms. Of course g is the Lie algebra of G. Observe that (4.2) is actually a short exact sequence of G ad -modules, and that Q g ′′ , Q g ′ are both invariant under G ad . From the remaining three lattices Lie(T), V ′ , V ′′ we obtain short exact sequences of N G (T)-modules
It needs to be stressed here that the nondegenerate quadratic forms on V ′ and V ′′ produced by Lemma J.1 really do agree with the forms Q V ′ , Q V ′′ discussed in the previous subsection. In other words, the factor of ℓ appearing in the last summand in (3.4) has disappeared.
4.4.
Spinor norm on the Weyl group. We are done constructing all the quadratic forms we need, and are almost ready to complete the proof of the main theorem. Before doing so, we are going to calculate some spinor norms (see section G.3 for a review of the spinor norm map δ) for elements in the Weyl group, thereby paving the way for applying Fröhlich's theorem. We begin by defining a sign character on W .
Definition of ε
′′ . On the Weyl group we have the usual sign character ε : W → {±1}. It takes the value −1 on every reflection w α = w α ∨ ∈ W . More useful for us, however, is another sign character ε ′′ on W , defined as follows. When ℓ = 1 (the simply laced case in which there is only one root length), we take ε ′′ to be ε. When ℓ = 1, so that there are two root lengths, we take ε ′′ to be the unique sign character such that
We will mainly need ε ′′ , but there will be one occasion when we will also need the sign character ε ′ defined through the equality
We will need it only when there are two root lengths, in which case
We will sometimes view ε ′ and ǫ ′′ as having values in the additive group F 2 , hence as elements in H 1 (W, F 2 ).
4.4.2.
Spinor norms for W when ℓ is invertible in F . Assume that ℓ is invertible in F . We work with the split F -group G. We are particularly interested in the nondegenerate quadratic space (t, Q T ). The action of the Weyl group preserves Q T and therefore yields a canonical homomorphism
For any root α the coroot H α is a vector in t, and the homomorphism (4.4) maps w α = w α ∨ to the reflection r Hα in that vector.
Composing the homomorphism (4.4) with the spinor norm homomorphism
we obtain a homomorphism
Lemma 4.1. The value of the homomorphism (4.5) on w ∈ W is equal to the square class of
In other words the homomorphism (4.5) is equal to the element
Proof. It is enough to prove this when w is a reflection w α = w α ∨ . Then w is sent to reflection in the coroot H α , whose spinor norm (see subsection G.5) is the square class of
4.4.3. Spinor norms for W when ℓ is zero in F . Now the Weyl group W acts as a group of automorphisms of the nondegenerate quadratic spaces (t ′ , Q t ′ ), (t ′′ , Q t ′′ ), so there are natural homomorphisms from W to O(Q t ′ )(F ) and O(Q t ′′ )(F ). As usual we denote spinor norm maps by δ.
Lemma 4.2. The composed maps
are both trivial.
Proof. Let w ∈ W and write w ′ (resp., w ′′ ) for the image of w in O(Q t ′ ) (resp., O(Q t ′′ )). It is enough to prove that the spinor norms of w ′ and w ′′ are trivial when w is a reflection. So let us consider the reflection w = w α = w α ∨ ∈ W . From Corollary 3.3 we know that
• Q T (α ∨ ) = 1 when α is long, and • (ℓQ T )(α) = 1 when α is short. So, when α is long (resp., short), Lemma J.2 implies that (w
, so (see subsection G.5) all the relevant spinor norms are indeed trivial.
5. End of the proof of the main theorem 5.1. The quasi-split F -group G and the quadratic form Q G . The Galois group acts trivially on Ω 0 , so 1-cocycles of Γ in Ω 0 are simply homomorphisms ϕ 0 : Γ → Ω 0 . As before we are interested in the diagonal action of Ω 0 on G sc ×T sc and the induced action on the quotient G. We use this action, together with ϕ 0 , to twist (G, B, T, {η α }). The result is a quasi-split F -group G equipped with an F -splitting (B 0 , T 0 , {η α }).
(One has σ(η α ) = η σα for all σ ∈ Γ.) We are writing T 0 for the twist of T by ϕ 0 in order to keep T in reserve as notation for an arbitrary maximal F -torus in G. The F -torus T 0 is of course very special, because there exists a Borel F -subgroup, namely B 0 , containing it. Now the action of Ω 0 preserves the quadratic form Q G , which therefore remains F -rational after twisting. In other words we may now view it as a canonically defined quadratic form, call it Q G , on g = Lie(G). See subsection G.6 for a review of twisting of quadratic forms.
It follows from Lemmas 3.1 and J.1, together with our comparison of Q 2 and Q V (see subsection I.3) that Q G is nondegenerate when ℓ is invertible in F .
What remains to be proved? For any two maximal
Applying Corollary F.2, we are reduced to proving that
(The expressions HW and SW appearing here are discussed in the appendices.)
The maximal torus T is obtained from T 0 by twisting by a 1-cocycle in the normalizer of T 0 in G. So T is obtained from T by twisting by a 1-cocycle of the form n σ ϕ 0 (σ) with n σ in the F -points of the normalizer N G (T) of T in G. The same goes forT , which is obtained from T by twisting by a 1-cocycle of the formñ σ ϕ 0 (σ).
At this point we need to consider two cases: either ℓ is invertible in F , or ℓ is zero in F .
5.3.
End of the proof when ℓ is invertible in F . We now assume that ℓ is invertible in F , which ensures that Q G is nondegenerate. We write Q T for the restriction of Q G to t = Lie(T ); it is obtained by twisting Q T . In fact the whole situation (g,
We let w σ denote the image of n σ under the natural homomorphism
Then ϕ is a homomorphism Γ → Ω, and it is also true that T is obtained from the split torus T by twisting by ϕ, viewed as a 1-cocycle of Γ in Ω, with Γ acting trivially on Ω. Similarly we obtainw σ ,φ fromT . In addition to ϕ,φ we will soon need the sign character χ on Γ defined by
To see that χ really is multiplicative in σ, one needs to notice that the sign character ε ′′ (defined in subsection 4.4.1) is invariant under the action of Ω 0 on W .
Twisting the decomposition V = V ′ ⊕V ′′ , we obtain a decomposition V = V ′ ⊕ V ′′ . When ℓ = 1 (the simply laced case) V ′ = V and V ′′ = 0. When ℓ = 2, 3 (the non-simply laced case) V ′ is the sum of the root spaces for the long roots of T , and V ′′ is the sum of the root spaces for the short roots of T . The twist of Q V coincides with the quadratic form Q V defined in subsection 1.3.3. We denote the restriction of
All these quadratic spaces are nondegenerate. From this orthogonal decomposition (and its analog forT ), we find that
is equal to its analog forT (see Appendix A for a discussion of the Wall homomorphism). It follows from Lemma C.2(2) that
To finish the proof of (5.1), it remains only to justify the following claims.
(
, and similarly for (T ,φ). Here χ is the sign character on W we defined (see equation (5.2)) using ε ′′ , ϕ andφ. The homomorphism ξ is defined in Appendix G. For item (1) we appeal to the result of Fröhlich which is reviewed (and extended to characteristic 2) in subsection G.4. We apply his result to ϕ, viewed as an orthogonal representation of Γ on the quadratic space (t, Q T ) over F . Fröhlich's result says that
and similarly with (T, ϕ) replaced by (T ,φ). It follows that
The last equality follows from Lemma 4.1.
For item (2) we apply Lemma A.6, bearing in mind equation (G.3), thereby obtaining
from which it follows that
So we just need to show that χ QṼ ′′ is the product of χ Q V ′′ and χ.
For this it is enough to prove that the following square commutes:
Let's call the top horizontal arrow t. It is clear that the composed map deg • t is trivial on the identity component T, so we are really trying to prove the equality of two sign characters on W . For this it suffices to show that they agree on every simple reflection. So, let α be a simple root, and consider n α ∈ N G (T) whose image in W is the simple reflection s α . We need to show that deg(t(n α )) is trivial (resp., nontrivial) if α is long (resp., short).
Recall that V ′′ is the direct sum of the root spaces for all of the short roots. Now the set R ′′ of short roots is the disjoint union of the sets
The action of s α on R interchanges α, −α. It also preserves the sets R + \ {α} and R − \ {−α}, as well as the set R ′′ . So, when α is long, s α preserves both R ′′ ∩ R + and R ′′ ∩ R − , and therefore the orthogonal transformation t(n α ) preserves the decomposition (5.4) of V ′′ as the orthogonal direct sum of two isotropic subspaces. It follows that deg(t(n α )) is trivial, as desired.
When α is short, similar considerations imply that deg(t(n α )) = deg(t ±α (n α )), where t ±α (n α ) denotes the image of n α in the orthogonal group of the hyperbolic plane Lie(G α )⊕Lie(G −α ). But n α interchanges these two root spaces, so the sign character deg for the orthogonal group of this hyperbolic plane is nontrivial on t ±α (n α ), as desired. The verification of item (2) is now complete.
Finally, for item (3) we appeal to Appendix K. We are now done with the case in which ℓ is invertible in F .
5.4.
The case when ℓ is zero in F . Now assume that ℓ is 0 in F , which is to say that the prime field of F is F ℓ . The canonical quadratic form Q G is then degenerate, so it does not have a Weil index, and we must modify the procedure used when ℓ is invertible in F .
Since the hypothesis that ℓ = 0 in F implies that ℓ is either 2 or 3, the irreducible root system R under consideration is not simply laced, and the group Ω 0 is necessarily trivial. So no twisting takes place, and G coincides with the split F -group G obtained from G by extension of scalars from Z to F . Moreover T 0 , Lie(T 0 ), g coincide with T, t, g respectively.
The maximal torus T is obtained from T by twisting by a 1-cocycle n σ in N G (T). As before we denote by w σ the image of n σ under N G (T) → W . Because T is split, the map ϕ : Γ → W defined by ϕ(σ) = w σ is a homomorphism.
Twisting the short exact sequences (4.3) by the 1-cocycle n σ then yields short exact sequences Observe that there are T -invariant orthogonal direct sum decompositions
To finish the proof we are going to use (g ′ ⊕ g ′′ , Q g ′ ⊕ Q g ′′ ) in the same way we used (g, Q G ) before. Observe that
So, although the notation is more elaborate, the situation is simpler in one respect: the restriction of Q g ′ ⊕ Q g ′′ to V ′ ⊕ V ′′ = V is precisely the canonical quadratic form Q V we need to understand.
Everything we have just done for T can also be done forT . Objects forT are always denoted by adding a tilde to the name of the corresponding object for T . From (5.6) and its analog forT we find that
To complete the proof of (5.1) it suffices to verify the following claims.
Here ϕ ′ (resp., ϕ ′′ ) denotes the orthogonal representation of Γ on t ′ (resp., t ′′ ) obtained from ϕ : Γ → W and the homomorphism W → O(Q t ′ ) (resp., W → O(Q t ′′ )).
To prove (1) we observe that
Here we applied Fröhlich's result to ϕ ′ ,φ ′ , using Lemma 4.2, which asserts that the spinor norm map is trivial on the image of W in O(Q t ′ ). Claim (2) is proved in the same way.
To prove (3) we need to consider the subcases ℓ = 2 and ℓ = 3 separately. When ℓ = 2, our field F has characteristic 2, and the only real content in (3) is that
. This is not quite as obvious as one might think, since the sign character deg on orthogonal groups in characteristic 2 is not given by the determinant. Fortunately the Weyl group is generated by reflections, so Lemma J.2 does the job. (In characteristic 2 it remains true that the sign character deg is nontrivial on reflections.)
It remains to prove (3) when ℓ = 3. We have three orthogonal representations of W , one on the C-vector space X * (T) C , one on the F -vector space t ′ , and one on the F -vector space t ′′ . It suffices to prove the equality
of elements in the group 1 + H 1 (W, F 2 ) + H 2 (W, F 2 ). Since ℓ = 3, our root system is G 2 . Therefore G sc = G ad , and T is simply the cartesian product of two copies of T sc . The second copy (the one that is central in G) has no effect on anything, so we are reduced to proving the equality
where u ′′ is the line in u := X * (T sc ) F generated by any long coroot, and u ′ is the quotient line u/u ′′ . (Remember that F has characteristic 3. The reflection representation u of W is reducible, but not semisimple. The unique W -invariant line is u ′′ ; it contains all the long coroots.) Recall from subsection 4.4.1 that the sign character ε on W is the product of two sign characters ε ′ and ε ′′ . One checks that W acts on the line u ′ (resp., u ′′ ) by the sign character ε ′ (resp., ε ′′ ). The Weyl group is dihedral of order 12. It is not difficult to see that
and this is the sum of SW (u ′ ) = 1 + ε ′ and SW (u ′′ ) = 1 + ε ′′ , as desired. The group law used here is the usual one:
Appendix A. Witt group and the Wall homomorphism
In this section we work over an arbitrary field F . By algebra we mean F -algebra, and by dimension we mean F -dimension. We choose a separable closure F of F and write Γ for the Galois group Gal(F /F ). Throughout Appendix A all quadratic spaces we consider are tacitly assumed to be nondegenerate, as these are the only ones relevant for the Witt group.
A.1. Quadraticétale algebras. Recall that anétale algebra is product of finitely many finite separable field extensions of F . A quadratić etale algebra is anétale algebra of dimension 2. A quadraticétale algebra E is either a separable quadratic field extension or else isomorphic to F × F . In either case there is a unique nontrivial automorphism of E over F , denoted by y →ȳ. There is a canonical quadratic form Q E on the 2-dimensional F -vector space E, given by Q E (y) = yȳ. Of course Q E is nothing but the norm mapping N E/F : E → F .
Attached to E is a canonical sign character χ E on Γ. When E is isomorphic to F × F , the character χ E is trivial. When E/F is a separable quadratic field extension, χ E is the composed map
(which is of course independent of the choice of embedding of E in F ).
A.2. Quaternion algebras. A quaternion algebra D is a central simple algebra of dimension 4. There are two possibilities. One is that D is a division algebra. The other is that D is split, i.e. isomorphic to M 2 F . In any case there is a canonical anti-involution y →ȳ on D. It is characterized by the fact that y +ȳ (resp., yȳ) is the reduced trace (resp., reduced norm) of y. There is a canonical quadratic form Q D on the 4-dimensional vector space D, given by Q D (y) = yȳ =ȳy.
A.3. The quaternion algebras D(E, a). There is a standard way of attaching a Z/2Z-graded quaternion algebra D = D(E, a) to a pair consisting of a quadraticétale algebra E and an element a ∈ F × . From now on we will write F 2 rather than Z/2Z. The isomorphism class of D(E, a) (as F 2 -graded algebra) depends only on a modulo norms from
Here is a description of D = D 0 ⊕ D 1 . As before we write e →ē for the unique nontrivial automorphism of E over F .
(1) The even part D 0 of D is E. So E is a subalgebra of D.
(2) The odd part D 1 of D is free of rank 1 as both left and right
Observe that x is a basis for D 1 as both left and right D 0 -module.
The canonical anti-involution on D preserves the F 2 -grading. It (1) acts on D 0 = E by the unique nontrivial automorphism of E/F , and (2) acts on D 1 = Ex by multiplication by −1. Because of the first item, there is no conflict in using y →ȳ to denote both the unique nontrivial automorphism of E/F and the canonical anti-involution of D/F .
A.4. Quadratic spaces. A quadratic space is a pair (V, Q) consisting of a finite dimensional vector space V and a quadratic form Q on V (i.e. Q is an element in the second symmetric power of V * ). We then obtain a symmetric bilinear form B on V defined by Q(x + y) = Q(x) + B(x, y) + Q(y). Note that B(x, x) = 2Q(x). Thus B is an alternating form when F has characteristic 2. A quadratic space (V, Q) is said to be nondegenerate when the bilinear form B is nondegenerate. In characteristic 2 a nondegenerate quadratic space is necessarily even dimensional. Throughout this appendix we tacitly assume that the quadratic spaces we consider are nondegenerate.
A.5. Even Witt group W 0 (F ). We write W 0 (F ) for the Witt group of even-dimensional quadratic spaces over F , and we call W 0 (F ) the even Witt group of F . Given an even dimensional quadratic space (V, Q) over F , we write [Q] for the class of (V, Q) in the even Witt group. We remind the reader that the equations
Given an even dimensional quadratic space (V, Q) over F , we write C(Q) for the Clifford algebra of Q. Then C(Q) is a central simple algebra of dimension 2 n , where n = dim(V ). Moreover C(Q) is an F 2 -graded algebra. It is a standard fact that
Here Q 1 ⊕ Q 2 denotes the orthogonal direct sum of Q 1 and Q 2 , and ⊗ s denotes the F 2 -graded tensor product of F 2 -graded algebras.
Here are some standard examples. The isomorphisms in the proposition are isomorphisms of F 2 -graded algebras.
Proposition A.1.
(1) Let E be a quadraticétale algebra and let a ∈ F × . Then C(aQ E ) is isomorphic to D(E, a).
(2) Let D be any quaternion algebra. Then C(Q D ) is isomorphic to the algebra M 2 (D) of 2 × 2-matrices with entries in D, graded by taking the diagonal matrices as the even part, and the antidiagonal matrices as the odd part.
Proof. In this proof we will use the following way of recognizing the Clifford algebra C(Q) obtained from an even-dimensional quadratic space (V, Q). Let A = A 0 ⊕ A 1 be an F 2 -graded algebra having the same dimension as C(Q). Then giving an isomorphism ρ : C(Q) → A of F 2 -graded algebras is the same as giving a linear map φ :
(The simplicity of the algebra C(Q) guarantees that ρ is injective, hence an isomorphism.)
First we prove (1). We abbreviate D(E, a) to D. Giving an isomorphism ρ : C(aQ E ) → D is the same as giving a linear map φ : E → D 1 such that φ(e) 2 = aeē. Taking φ : E → D 1 to be e → ex ∈ Ex = D 1 does the job. Here we are using the description of D(E, a) given earlier. Now we prove (2). Identify M 2 (D) with the F 2 -graded endomorphism algebra End D (M) of the F 2 -graded right D-module M = D ⊕ D, the first copy of D being given even degree, and the second copy being given odd degree. Giving ρ is then the same as giving an F -linear map
does the job.
A related fact is
Proposition A.2. Let E be a quadraticétale algebra and let a ∈ F × . Put D = D(E, a). Then Q D is the orthogonal direct sum of Q E and −aQ E . Consequently there is an equality
in the even Witt group.
Proof. As before we have
It is easy to see that the direct sum decomposition D = D 0 ⊕ D 1 is orthogonal, and that D 0 (resp., D 1 ) is isomorphic as quadratic space to (E, Q E ) (resp., (E, −aQ E )).
A.6. Wall's little graded Brauer group. The reference for this subsection is Wall's paper [Wal64] . Wall's little graded Brauer group is an analog of the usual Brauer group Br(F ). It is based on the F 2 -graded tensor product of F 2 -graded central simple algebras, just as the usual Brauer group is based on the ordinary tensor product of central simple algebras. The word "little" refers to the fact that one only considers F 2 -graded algebras whose underlying algebra is central simple in the usual sense.
Wall has determined the structure of the little graded Brauer group, which we denote by Br s (F ). (We consistently use a subscript s to indicate "super" analogs of standard concepts.) He did this by attaching two invariants to an F 2 -graded central simple algebra A = A 0 ⊕A 1 . The first is the sign character χ E associated to the quadraticétale algebra E = E(A) defined as the center of A 0 . The second is the class [A] of A in the ordinary Brauer group Br(F ). We will use additive notation for Br(F ) = H 2 (F, F × ). Likewise, we use additive notation in H 1 (F, F 2 ), which we identify with the group of (continuous) sign characters on Γ. (1) The map A → (χ E(A) , [A]) induces a bijection from Br s (F ) to the Cartesian product
(2) Use the isomorphism in the first part to put the structure of abelian group on H 1 (F, F 2 ) × Br(F ). The addition law is then given by
where ∪ is the cup-product pairing
induced by the pairing
Observe that the pairings occurring in this proposition are trivial when the characteristic of F is 2. In this case, the little graded Brauer group is isomorphic as abelian group to the cartesian product
We use the bijection in the proposition to identify Br s (F ) with H 1 (F, F 2 ) × Br(F ) set-theoretically. Thus, given an F 2 -graded central simple algebra A, we view the class [A] s of A in Br s (F ) as being the pair (χ E(A) , [A]).
Notice that the cup-product χ ∪ χ ′ occurring in the formula for the addition law always lies in the subgroup Br 2 (F ) := {x ∈ Br(F ) : 2x = 0} of the Brauer group. Therefore Br 2 (F ) s := {(χ, x) ∈ H 1 (F, F 2 ) × Br(F ) : 2x = 0} is a subgroup of the little graded Brauer group.
Remark A.4. Let (χ, x) ∈ Br s (F ). Then its inverse with respect to the group law is (χ, x + χ ∪ χ).
A.7. Wall homomorphism. Equation (A.1) implies that Q → [C(Q)] s induces a homomorphism from the even Grothendieck-Witt group to the little graded Brauer group Br s (F ). As an immediate consequence of Proposition A.1, one has Proposition A.5.
(1) For any quadraticétale algebra E and any a ∈ F
(2) For any quaternion algebra D
Here, in accordance with our convention of using additive notation, 0 stands for the trivial sign character on Γ. Taking E = F × F in the first part of the proposition, one sees that [C(Q)] s is trivial when Q is a hyperbolic plane. Therefore Q → [C(Q)] s induces a homomorphism
This homomorphism was studied by Wall; we will denote it by
Concretely, Wall(Q) is a pair (Wall 1 (Q), Wall 2 (Q)) with Wall 1 (Q) ∈ H 1 (F, F 2 ) and Wall 2 (Q) ∈ Br(F ). The image of the Wall homomorphism W 0 (F ) → Br s (F ) is equal to the subgroup Br 2 (F ) s .
A.8. Wall(aQ) versus Wall(Q). We denote by {·, ·} the pairing
in Chapter 14 of [Ser62] . The class of D(E, a) in the Brauer group is then {χ E , a}. The pairing {·, ·} is reviewed in greater detail in subsection G.1. We have the following corollary of Proposition A.5 (1). In the corollary we view Br 2 (F ) as a subgroup of Br 2 (F ) s via the injection x → (0, x). Lemma A.6. For any even dimensional quadratic space (V, Q) and any a ∈ F × there is an equality
where χ Q is the sign character Wall 1 (Q). Concretely, this means that
Proof. This follows from Proposition A.5 (1), because any even dimensional quadratic space is an orthogonal direct sum of ones of the form
Appendix B. Review of the Clifford group Cl(Q) of Q We consider a nondegenerate quadratic space (V, Q) over a field F . We write C = C(Q) for the Clifford algebra of (V, Q). It is a graded (i.e., F 2 -graded) algebra, and contains V as a linear subspace of C 1 . There is a canonical anti-involution x → x t on C such that
We write C ×s for the group of invertible homogeneous elements in C. For x ∈ C ×s we define an automorphism Int s (x) of the graded algebra C by putting Int s (x)(y) :
for all homogenous y ∈ C. There is a short exact sequence
where Aut s (C) denotes the group of automorphisms of the graded algebra C. By functoriality any element u in the orthogonal group O(Q) induces an automorphism u * of the graded algebra C, and u * preserves the subspace V of C 1 . It is easy to see that u → u * yields an isomorphism
The Clifford group Cl(Q) is defined to be {x ∈ C ×s : Int s (x)(V ) = V }. There is a canonical homomorphism ρ : Cl(Q) → O(Q); it sends x ∈ Cl(Q) to Int s (x)| V . The homomorphism ρ is surjective, so there is an exact sequence
of algebraic groups over F . The restriction of deg : C ×s → F 2 to Cl(Q) is trivial on G m , and hence induces a homomorphism of algebraic groups
whose kernel is the special orthogonal group SO(Q). Recall that Cl(Q) contains {v ∈ V : Q(v) = 0}, and that for v in this subset ρ(v) is equal to reflection r v in v.
There is a canonical homomorphism
, where x → x t is the anti-involution defined near the beginning of this subsection. The restriction of N to G m ⊂ Cl(Q) is the squaring map.
Appendix C. Wall invariants versus Hasse-Witt invariants
We work over an arbitrary field F , with separable closure F and absolute Galois group Γ. In this appendix we again tacitly assume that all quadratic spaces we consider are nondegenerate. C.1. Relative Hasse-Witt invariants. Let n be a positive integer. Consider two n-dimensional quadratic spaces (V, Q) and (V ′ , Q ′ ). The difference between them is measured by an element
One obtains a specific 1-cocycle representing inv(Q ′ , Q) by choosing an F -isomorphism u : (V, Q) → (V ′ , Q ′ ) and then putting a σ := u −1 σ(u). We write ∂ :
for the connecting map for the short exact sequence (B.1). Recall from equation (B.3) the homomorphism N : Cl(Q) → G m , which restricts to the squaring map on G m ⊂ Cl(Q). Using it, one shows easily that the image of ∂ is contained in the subgroup Br 2 (F ) of the Brauer group. We write deg * :
for the map induced by the homomorphism deg :
Definition C.1. The relative Hasse-Witt invariants of (Q ′ , Q) are defined as follows.
The following facts are helpful when one needs to manipulate HasseWitt invariants.
Lemma C.2. For any three quadratic spaces
C.2. Comparison of Wall 1 (Q), Wall 2 (Q) with the discriminant and classical Hasse-Witt invariant. In this paper we are primarily concerned with Wall(Q) and HW (Q ′ , Q), which have the advantage of working in a uniform way for all fields, even those of characteristic 2. In Appendix G, however, we will need to recast a result of Fröhlich, who excluded characteristic 2 and used invariants that make sense only in that context. This subsection reviews the dictionary between the two systems.
In this subsection we assume that the characteristic of F is not 2. For a 1 , . . . , a n ∈ F × we consider the quadratic form
We then have two classical invariants of Q, the discriminant
and the Hasse-Witt invariant
The invariants disc(Q) and hw(Q) are used in [Frö85] . In the case of quadratic forms of even rank, the Wall classes Wall 1 (Q), Wall 2 (Q) are different from, but carry the same information as, the invariants disc(Q) and hw(Q). In order to formulate a precise statement, we define an element SW (Q) ∈ Br 2 (F ) s by putting SW (Q) = (disc(Q), hw(Q)). The notation SW is meant to indicate that this is a truncated version of Delzant's [Del62] total Stiefel-Whitney class of Q, which lies in the multiplicative group
We also define a specific element z in Br 2 (F ) s by z := (z 1 , z 2 ) with
2 ) and z 2 = 0 ∈ Br 2 (F ). Observe that z is the class SW (Q F ×F ) of the hyperbolic plane (F × F, Q F ×F ).
Lemma C.3 (Wall) . Let (V, Q) be a quadratic space of dimension 2n. Then there is an equality
be two quadratic spaces of the same even dimension. Then there is an equality
in the abelian group Br 2 (F ) s .
Proof. Corollary C.4 follows from Lemma C.3 together with Lemma C.2(2).
Appendix D. Review of Weil indices
In this appendix we assume our ground field F is local and fix a nontrivial additive character ψ on F . We again make the tacit assumption that all the quadratic spaces we consider are nondegenerate. D.1. Weil indices for even dimensional quadratic spaces. For any quadratic space (V, Q) its Weil index γ(Q, ψ) is defined. It is a complex eighth root of unity. When V is even dimensional the Weil index is actually a fourth root of unity.
Weil [Wei64] proved the following properties of the Weil index.
(2) γ(Q, ψ) = 1 when Q is a hyperbolic plane. 
Proposition D.2 (Jacquet-Langlands)
. Let E be a quadraticétale algebra, and let χ E be the associated sign character on Γ. Then
Proposition D.1 (4) and Proposition D.2 can be combined into a single statement. For this we define objects χ Q and ζ Q associated to any even dimensional quadratic space (V, Q). First, χ Q is by definition the sign character on Γ obtained as Wall 1 (Q). Second, ζ Q is given by
We should recall that Wall 2 (Q) lies in Br 2 (F ), which for a local field is (1) cyclic of order 2 except when F is isomorphic to C, (2) trivial when F is isomorphic to C.
Proof. Unless F is isomorphic to R the Wall homomorphism W 0 (F ) → Br 2 (F ) s is an isomorphism, and the proposition we are now proving follows directly from Proposition D.1 (4) and Proposition D.2. The proof in the real case is the same, once one observes that the unitary character γ ψ on W 0 (R) is trivial on the kernel of the Wall homomorphism. Indeed the kernel of the Wall homomorphism is the infinite cyclic group generated by Q D ⊕Q D , where D is the Hamiltonian quaternion algebra, and
Appendix E. Orthogonal representations of Γ Let ρ be a (continuous) finite dimensional complex representation of Γ. Assume that ρ is orthogonal. Then the Stiefel-Whitney classes w n (ρ) ∈ H n (F, F 2 ) are defined (see Deligne [Del76] ). In fact they are even defined for virtual orthogonal complex representations, i.e. formal differences ρ = ρ 1 − ρ 2 of two orthogonal complex representations ρ 1 and ρ 2 .
We writew 2 (ρ) for the element in Br 2 (F ) obtained as the image of
Of coursew 2 (ρ) is always trivial when the characteristic of F is 2. Finally, we put
Following Deligne [Del76] , we want to write a formula for the local epsilon factor ǫ L (ρ, ψ) in terms of the first and second Stiefel-Whitney classes of ρ. To do so we define objects χ ρ and ζ ρ . First, χ ρ is by definition the sign character on Γ obtained as w 1 (ρ). More concretely, χ ρ is the sign character det(ρ). Second, ζ ρ is given by
We then have the following reformulation of Deligne's result:
Proof. Deligne proves this statement when ρ has dimension 0 and trivial determinant. In that case, since ǫ L (χ, ψ) = 1 when χ is the trivial character on Γ, the proposition simply says that
The general case follows from Deligne's result for the virtual representation ρ ′ = ρ − det(ρ) − V , where V is a direct sum of dim(ρ) − 1 copies of the trivial representation of Γ. The point is that w 2 (ρ ′ ) = w 2 (ρ).
Appendix F. Relation between Weil indices and local epsilon factors
Comparing Propositions D.3 and E.1, we arrive at the following conclusion. We again make the tacit assumption that the quadratic spaces we consider are nondegenerate.
Proposition F.1. Let (V, Q) be an even dimensional quadratic space, and let ρ be a virtual orthogonal complex representation of Γ. Assume further that Wall(Q) = SW (ρ). Then
Corollary F.2. Let (V, Q), (Ṽ ,Q) be two quadratic spaces of the same even dimension, and let ρ be a virtual orthogonal complex representa-
Proof. Apply the proposition to the quadratic formQ ⊕ (−Q).
Appendix G. Fröhlich theory in arbitrary characteristic
Let F be a field, F a separable closure, and Γ = Gal(F /F ). We are again interested in the abelian groups Br 2 (F ) ⊂ Br 2 (F ) s . We continue to make the tacit assumption that the quadratic spaces we consider are nondegenerate.
G.1. The local symbol {χ, b}. We need to review the local symbol {χ, b} (a standard reference is [Ser62, Chapter 14]) in greater detail. For χ ∈ H 1 (Γ, F 2 ) and b ∈ F × , we denote by {χ, b} the element in Br 2 (F ) obtained as the cup-product b ∪ δχ, where δ denotes the connecting homomorphism
It is evident that {χ, b} is additive in both χ and b. It follows that {χ,
When the characteristic of F is not 2, Kummer theory identifies
2 with H 1 (Γ, F 2 ), and we may view the pairing above as the Hilbert pairing
or as the cup-product pairing
All of this is explained in Serre's book. We are especially interested in characteristic 2, so the relevant pairing is (G.1). In order to formulate Fröhlich's result in a way that is valid even in characteristic 2, we need to view the pairing in an equivalent form. Let U be an F 2 -vector space, and view U as a Γ-module with trivial Γ-action. There are obvious (cup-product) homomorphisms
We claim that these homomorphisms are isomorphisms. Indeed, this follows from the fact that taking cohomology for a profinite group preserves direct sums (because it preserves finite direct sums and filtered colimits). Taking U to be F × /(F × ) 2 , we find that
so that we may view the pairing (G.1) as a homomorphism
When we do so, we have the equality
We are going to use ξ to extend Fröhlich's result to fields of characteristic 2. For such a field the squaring map is injective, so square roots are unique when they exist. The next result gives a more explicit description of ξ in characteristic 2.
Lemma G.1. Assume that the field F has characteristic 2. Let η be a
στ is a square in F × , and ξ(η) is represented by the 2-cocycle
Proof. Without loss of generality we may assume that η is of the form χ ⊗ a with χ ∈ H 1 (Γ, F 2 ) and a ∈ F × . Concretely this means that
2 . We need to compute ξ(η). To obtain a cocycle version of the connecting map H 1 (Γ, F 2 ) → H 2 (Γ, Z), one needs to choose a set-theoretic section of Z ։ F 2 ; our choice will be the liftings 0, 1 ∈ Z of 0, 1 ∈ F 2 . With this choice, ξ(η) ∈ Br 2 (F ) is represented by the 2-cocycle z
a if both χ(σ) and χ(τ ) are nontrivial, 1 otherwise.
Since the cohomology class of z σ,τ is obviously independent of the choice of lifting u σ , we are free to take
στ then coincides with z ′ , and the lemma is proved.
G.2. Stiefel-Whitney classes for orthogonal representations in arbitrary characteristic. Let k be an algebraically closed field, and let G be a profinite group. When the characteristic of k is not 2, Fröhlich attaches first and second Stiefel-Whitney classes to orthogonal representations of G on quadratic spaces over k. In other words, given a quadratic space (V, Q) over k, and a homomorphism ϕ :
with open kernel, Fröhlich defines an element SW (ϕ) in the abelian group 1+H
, 2) will be denoted by SW i (ϕ). For k = C these classes are the traditional Stiefel-Whitney classes w 1 , w 2 that Deligne uses in his paper on local epsilon factors for orthogonal representations.
Fröhlich defines the first Stiefel-Whitney class SW 1 (ϕ) to be the sign character det •ϕ. At the moment we are assuming that the characteristic of k is not 2, so there is a short exact sequence
of groups with trivial G-action, giving rise to a connecting map
and Fröhlich defines SW 2 (ϕ) to be the image of ϕ under this connecting map. (Here ϕ is viewed as a 1-cocycle of G in O(Q).) Now we want to extend Fröhlich's definitions to fields k of characteristic 2. We put SW 1 (ϕ) := deg •ϕ, where deg is the degree homomorphism from O(Q) to F 2 . When the characteristic is not 2, deg is equal to det, so our definition is compatible with Fröhlich's. We put SW 2 (ϕ) = 0 when k has characteristic 2. There is no real content in this definition, but it will allow for a uniform statement when we extend Fröhlich's result to characteristic 2.
G.3. Review of the spinor norm homomorphism. We consider a quadratic space (V, Q) over F . We are interested in its orthogonal group O = O(Q) and Clifford group Cl = Cl(Q). There is a short exact sequence (see equation (B.1))
as well as a canonical character N : Cl(F ) → F × (see equation (B.3)). Recall that the spinor norm homomorphism
is defined as follows. Let x ∈ O(F ) and chooseẋ ∈ Cl(F ) such that ρ(ẋ) = x. Then take δ(x) to be the square-class of N(ẋ).
G.4. Fröhlich's result. We want to extend a result of Fröhlich [Frö85] to fields F of arbitrary characteristic. Now consider an orthogonal representation ϕ : Γ → O(F ). Once again Γ is the absolute Galois group of F . There are two things we can do with ϕ. The first is to extend scalars from F to an algebraically closed field k containing F . In this way we obtain an orthogonal representation
of Γ over k. It is evident that the Stiefel-Whitney class SW (ϕ k ) is independent of the choice of k, so we may as well abbreviate it to SW (ϕ). We denote by SW (ϕ) the image of SW (ϕ) under the natural homomorphism from 1 + H 1 (Γ, F 2 ) + H 2 (Γ, F 2 ) to Br 2 (F ) s . The second thing we can do with ϕ is to twist (V, Q) (see subsection G.6 for a review), obtaining a new quadratic space (V ϕ , Q ϕ ) over F . The element inv(Q ϕ , Q) ∈ H 1 (F, O) is obtained as the image of ϕ under the natural map
We can then consider the relative Hasse-Witt invariant HW (Q ϕ , Q) ∈ Br 2 (F ) s . The following result of Fröhlich makes use of the spinor norm map
2 and the homomorphism ξ :
Proof. When the characteristic is not 2, an equivalent result is proved by Fröhlich. When his result is restated in terms of relative Hasse-Witt invariants, it becomes the slightly different looking statement given here, as one can check using Corollary C.4. Now we deal with the case when the characteristic is 2. It is clear that SW 1 (ϕ) = HW 1 (Q ϕ , Q). So the point is really to show that the elements SW 2 (ϕ), HW 2 (Q ϕ , Q) ∈ Br 2 (F ) differ by ξ(η), with η := δ•ϕ.
Now SW 2 (ϕ) and SW 2 (ϕ) are 0, so we need to prove that
To do so we make use of the exact sequence
We choose a finite Galois extension K/F such that ϕ is inflated from a homomorphism Gal(K/F ) → O(F ). For σ ∈ Gal(K/F ) we choosė ϕ(σ) ∈ Cl(F ) such that ρ(φ(σ)) = ϕ(σ). Since these liftings are fixed by the Galois group, the Hasse-Witt invariant HW 2 (Q ϕ , Q) is represented by the 2-cocycle
Next we need to calculate ξ(η). Applying the character N to the equation (G.4), we find that
. Now η(σ) is equal to the square class of u σ . So Lemma G.1 implies that ξ(η) is represented by the 2-cocycle u σ u τ u −1 στ = z σ,τ . Thus z σ,τ represents both HW 2 (Q ϕ , Q) and ξ(η), and the proof is complete. G.6. Review of twisting of quadratic forms. Let V be an F -vector space. Then F ⊗ F V carries a semilinear smooth Γ-action, given by σ(α ⊗v) = σ(α)⊗v, having V ⊂ F ⊗ F V as fixed point set. Conversely, given a vector space U over F , equipped with a semilinear smooth action of Γ, we obtain an F -vector space V = U Γ and a canonical isomorphism F ⊗ F V → U. Informally, then, giving an F -vector space is the same as giving an F -vector space equipped with a semilinear smooth Galois action. This is Galois descent theory.
In particular, given an F -vector space V and a continuous 1-cocycle σ → θ σ of Γ in Aut(V )(F ), we get a new semilinear action σ * := θ σ σ, and so get a new F -vector space
having the same dimension as V . One says that V * is a twist of V . Now suppose that we have a quadratic form Q on V , and suppose further that our 1-cocycle θ σ takes values in the subgroup O(Q)(F ) of Aut(V )(F ). Because Q is defined over F , it is fixed by σ. Because θ σ fixes Q, the action of σ * also fixes Q. In particular, the function Q : F ⊗ F V → F is F -valued on V * as well as V . In summary, twisting a quadratic space (V, Q) actually means that we twist the F -structure on V , while leaving the quadratic form unchanged. Nevertheless, we speak of "twisting the quadratic form Q by the 1-cocycle θ" and denote the twisted form by Q θ .
Appendix H. Relative Hasse-Witt invariants for twists by 1-cocycles in tori
Let (V, Q) be a nondegenerate quadratic space over F with V even dimensional. Let T be a torus, and suppose that we are given an action of T on V by orthogonal transformations. In other words we are given an F -homomorphism from T to the orthogonal group of V . Finally, suppose that we are given a 1-cocycle t of Γ in T . We can then twist (V, Q) by t, obtaining a new quadratic form Q t . Now we are going to use t to define an element in Br 2 (F ). We begin by defining an extension U of T by µ 2 . Such extensions are classified by Γ-invariant elements in the F 2 -vector space X * (T )/2X * (T ). We now use the orthogonal action of T on V to define a canonical such element, which we will denote by λ V .
Let us write the dimension of V as n = 2m. Because V is selfcontragredient as representation of T , we have dim V λ = dim V −λ for each λ ∈ X * (T ). (Here V λ is the weight space of λ in V ; it is defined over the separable closure.) So there exist λ 1 , . . . , λ m ∈ X * (T ) such that the n characters of T occurring in V are λ 1 , . . . , λ m , −λ 1 , . . . , −λ m . The m-tuple (λ 1 , . . . , λ m ) is well-defined up to permutations and sign changes. Therefore the sum λ V := λ 1 + · · · + λ m yields a well-defined element of X * (T )/2X * (T ). Our assumption that the torus action is defined over F implies that λ V is a Γ-invariant element in X * (T )/2X * (T ). Now, as we have already said, to λ V is associated an extension
This sequence of F -groups is exact in the fppf topology, so from it we obtain a connecting homomorphism
The source coincides with the Galois cohomology group H 1 (F, T ), and the target coincides with Br 2 (F ), so we may also view ∂ U as a homomorphism (H.1) Proof. We must prove that (1) HW 1 (Q t , Q) = 0, (2) HW 2 (Q t , Q) = ∂ U (t).
Without loss of generality we may assume that T is a maximal torus in O(Q). The first item follows from the fact that T lies in the kernel SO(Q) of the degree homomorphism O(Q) → F 2 . The second item follows from the well-known fact that the element of
Corollary H.2. Now assume that F is local, so that Weil indices are defined. Then
Proof. This follows from Lemma H.1 together with Lemmas D.3 and C.2(2).
Appendix I. Standard quadratic form Q 2 on Lie(G sc ) over Z I.1. Notation. In this appendix we consider a split group G sc over Z that is semisimple and simply connected. In it we choose a split maximal torus T sc , and a Borel subgroup B sc containing T sc . For each simple root α of T sc we choose an isomorphism η α from the additive group G a to the root subgroup G α . Thus (G sc , B sc , T sc , {η α }) is a pinned group over Z. Moreover, we assume that the root system R of T sc in G sc is irreducible. We write Z(G sc ) for the center of G sc , and G ad for the adjoint group G sc /Z(G sc ). We write W for the Weyl group of T sc in G sc , and put
It is well-known that Aut(G sc ) = G ad ⋊ Ω 0 . The group Ω := W ⋊ Ω 0 acts on T sc .
I.2. Standard quadratic form Q 1 on Lie(T sc ). We put
So we are now viewing
as an inclusion of lattices in a common rational vector space a.
Because the root system R is irreducible, the space of W -invariant quadratic forms on a is one dimensional. As basis element we choose the unique W -invariant quadratic form Q 1 whose values on coroots lie in the set {1, ℓ}, where
So, when all coroots have the same length, Q 1 takes the value 1 on them. Otherwise Q 1 takes the value 1 on short coroots, and takes the value ℓ on long coroots. The action of Ω preserves Q 1 . We put ℓ(α ∨ ) := Q 1 (α ∨ ) ∈ {1, ℓ}. Observe that ℓ is the same for R ∨ as it is for R. The bijection α → α ∨ from R to R ∨ sends long roots to short coroots, and vice versa, so there is an equality
Now polarize Q 1 to obtain an Ω-invariant symmetric bilinear form B 1 on a. Thus B 1 and Q 1 are related by the identities B 1 (x, y) = Q 1 (x + y) − Q 1 (x) − Q 1 (y) and Q 1 (x) = 1 2 B 1 (x, x). We may also view B 1 as an isomorphism B 1 : a → a * . It will always be clear from context which interpretation of B 1 is meant; the two interpretations are related by the identity B 1 (x, y) = B 1 (x), y .
(We always use ·, · to denote the canonical pairing between a module and its linear dual.) From now on we use B 1 to identify a * with a. This allows us to view roots as elements in a.
Lemma I.1. The following statements hold.
(1) There is an equality
There is an equality ℓQ 1 (α) = ℓ(α).
Lemma I.2. The integrality properties of Q 1 and B 1 are as follows.
(1) Q 1 takes integral values on the lattice X * (T sc ) in a.
(2) B 1 (x, y) ∈ Z when x ∈ X * (T sc ), y ∈ X * (T ad ).
(3) ℓQ 1 takes integral values on the lattice X * (T ad ) in a. (4) ℓB 1 (x, y) ∈ Z when x ∈ X * (T sc ), y ∈ X * (T ad ).
In the third and fourth parts, one must bear in mind that we have identified a * with a, so that X * (T sc ), X * (T ad ) may be viewed as lattices in a.
I.3. The standard quadratic form Q 2 on Lie(G sc ). The space of G ad -invariant quadratic forms on Lie(G sc ) is an abelian group that is free of rank 1. It has a unique generator Q 2 which restricts to Q 1 on Lie(T sc ) = X * (T sc ). Moreover Q 2 is invariant under all automorphisms of G sc . This is well-known, but we need to recall how it works. Start by extending scalars to Q. The space of invariant quadratic forms on Lie(G sc ) Q is 1-dimensional, and any nonzero invariant form (e.g. the Killing form) is nondegenerate over Q. Also, any invariant form is actually invariant under all automorphisms of G sc , since this is obviously true for the Killing form. Now we decompose the Lie algebra of G sc as
Both (I.2) and (I.3) are orthogonal decompositions with respect to any invariant quadratic form. The restriction to Lie(T sc ) = X * (T sc ) of any nonzero invariant form is W -invariant, hence is a nonzero rational multiple of Q 1 . So it is clear that there exists a unique invariant quadratic form Q 2 on Lie(G sc ) Q whose restriction to Lie(T sc ) = X * (T sc ) is Q 1 .
Next we are going to remind the reader why Q 2 takes integral values on the lattice Lie(G sc ) in Lie(G sc ) Q . The restriction of Q 2 to Lie(T sc ) is Q 1 , which takes integral values, so we just need to prove the integrality of the restriction of Q 2 to each subspace Lie(G α ) ⊕ Lie(G −α ).
So we need to understand what happens for SL 2 , with diagonal maximal torus. Then Q 2 is the quadratic form whose value on the matrix a b c −a is the negative of its determinant, namely a 2 + bc. Observe that the restriction of Q 2 to the direct sum of the two root spaces is the quadratic form bc. We can put this answer in more intrinsic terms by observing that for v = (x, y) ∈ Lie(G α ) ⊕ Lie(G −α ) the value of Q 2 on (x, y) is equal to c, where c is the unique integer such that the Lie bracket [x, y] is equal to cH α . (We write H α for the coroot α ∨ when we are viewing it in Lie(T sc ) rather than X * (T sc ).) Moreover Q 2 (H α ) = 1 for both roots of SL 2 .
Returning to the general case, there is still an obvious T sc -invariant quadratic form Q ±α on Lie(G α ) ⊕ Lie(G −α ), namely the one whose value on (x, y) is equal to the unique integer c such that the Lie bracket [x, y] is equal to cH α . The restriction of Q 2 to Lie(G α ) ⊕ Lie(G −α ) is necessarily some scalar times Q ±α . Our computation for SL 2 shows that the scalar must be the value of Q 2 on H α , namely ℓ(α ∨ ). In any case Q 2 does take integral values on Lie(G sc ).
I.4. Definition of the nondegenerate quadratic form Q V on V. In the last subsection, imitating what we did in subsection 1.3.3, we defined nondegenerate quadratic forms Q ±α for each unordered pair {±α}. We now define a nondegenerate quadratic form Q V on V as the direct sum of the various Q ±α . In the next subsection we compare Q V with the restriction of Q 2 to V.
I.5. The restriction of Q 2 to V. Our review of how Q 2 is constructed gives us a good understanding of the restriction of Q 2 to V. This restriction is equal to Q V if and only if the root system is simply laced. When the root system is not simply laced, V is the orthogonal direct sum of V ′ and V ′′ , where V ′ is the direct sum of the root spaces for the various long roots, and V ′′ is the direct sum of the root spaces for the various short roots. We denote by Q V ′ (resp., Q V ′′ ) the restriction of Q V to V ′ (resp., V ′′ ). The computations we made while discussing Q 2 show that
• the restriction of Q 2 to V ′ is equal to Q V ′ , • the restriction of Q 2 to V ′′ is equal to ℓQ V ′′ . (Long roots correspond to short coroots, and on these Q 2 takes the value 1.)
In the simply laced case it is convenient to make the convention that V ′ = V and V ′′ = 0. With this convention we have V = V ′ ⊕ V ′′ in all cases.
Appendix J. Some lemmas about lattices in rational quadratic spaces
The next lemmas are quite general in nature. In the body of the paper we apply them to the lattices Lie(G), Lie(T), V, V ′ and V ′′ .
J.1. Notation. In this appendix we consider a triple (Λ, Q, ℓ) that consists of • a Z-lattice Λ,
• a nondegenerate quadratic form Q : Λ Q → Q, • a positive integer ℓ, subject to the requirement that • Q takes integral values on Λ, and • ℓQ takes integral values on Λ ⊥ . As always, Λ ⊥ is the perpendicular lattice with respect to the symmetric bilinear form B obtained by polarizing Q, i.e. Λ ⊥ = {x ∈ Λ Q : B(x, y) ∈ Z ∀ y ∈ Λ}.
Once again we remind the reader that B(x, y) = Q(x+y)−Q(x)−Q(y). Proof.
(1) Our assumption that Q takes integral values on Λ implies that B takes integral values on Λ × Λ, which is to say that Λ ⊂ Λ ⊥ . Similarly, our assumption that ℓQ takes integral values on Λ implies that Λ ⊥ ⊂ ℓ −1 Λ (equivalently, that ℓΛ ⊥ ⊂ Λ). (2) We must check that Q(x + ℓy) is congruent to Q(x) modulo ℓ for all x ∈ Λ, y ∈ Λ ⊥ . This is indeed so, because Q(x + ℓy) − Q(x) = Q(ℓy) + B(x, ℓy), and Q(ℓy) = ℓ(ℓQ(y)) ∈ ℓZ, B(x, ℓy) = ℓB(x, y) ∈ ℓZ.
(3) follows from (2), applied to the quadratic form ℓQ and the lattice Λ ⊥ . (The perpendicular of Λ ⊥ with respect to ℓQ is ℓ −1 Λ.) (4) follows from the fact that, after tensoring with Z[1/ℓ], the inclusions in (1) become equalities.
(5) We begin by proving that Q ′ is nondegenerate. The bilinear form B takes values in ℓZ when one of its arguments lies in Λ and the other in ℓΛ ⊥ . Therefore B induces a symmetric bilinear form For the purposes of this paper we just need to understand how StiefelWhitney classes behave under reduction mod 2 and 3, but in this appendix we might as well treat a general prime number p. Consider a nondegenerate quadratic space (Λ, Q) over Z p . (When p = 2, the rank of the free module Λ is necessarily even.) Then O(Q), which we abbreviate to O, is a smooth group scheme over Z p . We choose algebraic closures Q p , F p of Q p , F p respectively.
Let Γ be a profinite group, and suppose that we are given a homomorphism ρ : Γ → O(Z p ) with open kernel. From it we obtain orthogonal representations ρ Qp : Γ → O(Q p ) and ρ Fp : Γ → O(F p ).
Lemma K.1. When p = 2, there is an equality SW (ρ Qp ) = SW (ρ Fp ) of elements in 1 + H 1 (Γ, F 2 ) + H 2 (Γ, F 2 ). When p = 2 there is an equality SW 1 (ρ Qp ) = SW 1 (ρ Fp ) ∈ H 1 (Γ, F 2 ).
Proof. We begin with the first Stiefel-Whitney class, which is obtained by applying the sign character deg : O → F 2 to the given orthogonal representation. Now deg is a homomorphism of group schemes over Z p , so the diagram
commutes, which proves that SW 1 (ρ Qp ) = SW 1 (ρ Fp ). Now assuming that p = 2, we need to show that the second StiefelWhitney classes of ρ Qp and ρ Fp coincide. For this we must compare the double covers Pin(k) → O(k) for k = Q p and k = F p . This is done using the commutative diagram
where Z p is the integral closure of Z p in Q p . The middle vertical arrow is surjective because Z p is a strictly henselian local ring and Pin → O is a surjective smooth morphism (by our assumption that p = 2). So the middle arrow is a double cover whose kernel µ 2 (Z p ) maps isomorphically to the kernels µ 2 (F p ), µ 2 (Q p ) of the other two double covers in the diagram.
