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Powerful spectroscopic techniques increasingly involve nonlinear processes that arise due
to the convolution of more than one electric field - input laser pulse. Analyzing the output of optical
processes like these demands the utilization of deterministic improvement tools. Three-color
coherent Raman scattering represents a complex non-degenerate four wave mixing process that
includes contributions from both resonant and non-resonant interaction of the three input fields to
generate a signal. In order to quantify these contributions, effective differentiation of the nonresonant (background) from the resonant (coherent signal) is required. These contributions can be
differentiated based on how the molecular vibrational modes are being excited by the input pulses.
The work described here demonstrates the ability of second-order correlation spectroscopy,
applied along with an all-Gaussian theoretical model to analyze three color coherent Raman
scattering processes. It is shown to discriminate between resonant versus non-resonant four wave
mixing processes successfully. A robust, femtosecond/picosecond coherent Raman spectroscope
is used to observe how the resonant signal builds up in a finite amount of time for different
specimens and how it is can be controlled by input laser pulse shaping. A closed-form solution
obtained via an all-Gaussian approach provides confirmatory theoretical proof of the experimental

results obtained. This technique is used to study hydrogen bonding, which is a vital molecular
interaction for bio-molecular systems and yet lacks a profound understanding of its ways of
forming complexes. Furthermore, a novel second-order one-dimensional correlation function is
introduced that replicates the results of the diagonal sum of the traditional synchronous twodimensional correlation function, thus reducing a two-dimensional analysis to one-dimension.
Along with the first demonstration of these analyses for coherent Raman scattering, a generalized
approach is described, which opens up research opportunities to investigate these optical processes'
dependence on multiple controlling parameters.
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CHAPTER I
INTRODUCTION
1.1

Motivation and Research Goals
There are several chemical and dynamic biological processes in nature that occur at a very

short time scale (order of picoseconds), which makes the investigation of these processes (live
imaging or even detection at times) a challenging task. The use of ultrafast lasing systems (to the
order of femtoseconds) provides a viable solution for these processes to be captured and resolved.
Ultrafast lasing systems provide an exceptional temporal and spatial resolution and have
demonstrated the detection of samples at low concentrations (in the order of pico or nanomolar).
Vibrational spectroscopy, such as traditional Raman spectroscopy, has several benefits
such as chemical specificity and label-free detection (without the need for any compound that
binds and thus labels the molecules in a given sample); however, it suffers from very low scattering
efficiency. On the other hand, coherent Raman spectroscopy has demonstrated enhancement of
scattered signal up to five orders. Although a robust enhancement technique, the most challenging
shortcoming of the coherent Raman technique is an unavoidable background due to the nonresonant mixing of incoming fields. Using an all-Gaussian theoretical model, the probing pulse's
optimal delay time for maximum enhancement of signal and minimal contribution from the nonresonant background has been predicted before. This dissertation aims to explore analytic and
theoretical models used in optimization and construction of an efficient technique that will enable
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the successful isolation of this non-resonant background based on novel parameters. It holds
hopeful quantitative analysis that focuses on experimental automation goals of the near future.
Prevalent in a convoluted form, such as the bonds between the double helix bands of DNA
or the most common form such as bonds between the water molecules, the complete
characterization of hydrogen bonding remains unexplored in the literature. The experimental
arrangements and the novel analytical technique: second-order correlation spectroscopy (SOCOS),
show a promising attempt to investigate its vibrational characteristics under additional
perturbations as found in the nature.
1.2

Background
The study of how matter interacts with electromagnetic waves has been used as a physical

and analytical chemistry tool since the early 1800s. After its invention, it has come a long way,
branching into different techniques depending upon the interaction under investigation. Some of
these techniques include mass spectroscopy, which is destructive and needs much calibration,
although it is very precise. Laser-induced breakdown spectroscopy (LIBS) is readily used but is
also destructive. Other techniques like absorption, fluorescence, near infrared and infrared (NIR
and IR), and ringdown cavity are nondestructive but are not species specific as Raman
spectroscopy. Since every compound in nature has a unique fingerprint due to its constituents and
existing states, its identification can be carried out using various methods. Raman spectroscopy
provides information about vibrational, rotational, and other low-frequency modes of molecules
in a system that can further be used to identify and quantify compounds in a label-free and
nondestructive way. The underlying principle (Raman scattering) was discovered in 1928 by C.
V. Raman [1], who won the Nobel prize for his work. Raman spectroscopy is used in many fields
where nondestructive, microscopic, chemical analysis and imaging are required. Another reason
2

Raman spectroscopy has been proposed for interplanetary exploration is that this method of
analysis can detect a wide range of inorganic and organic compounds. Spontaneous Raman
spectroscopy, however, is limited by the number of extremely low signal in the sample.
This dissertation describes and uses an enhancement technique for Raman spectroscopy
that has proven to increase the obtained scattered signal by 105 in intensity, namely, coherent
Raman scattering (both Stokes: red shifted and anti-Stokes: blue shifted). Coherent anti-Stokes
Raman scattering represents a non-degenerate four wave mixing process that includes both a nonresonant and resonant process, the contributions of which depend upon how the molecular
vibrational modes are being excited by the input laser pulses. Non-degenerate four wave mixing
processes are complex; thus, the development of quantitative analytical tools is needed. In this
work, a quantitative analytical tool has been adapted by introducing one- and two-dimensional
intensity-intensity correlation functions in terms of a traditional wavenumber approach introduced
in the easy 1900s by Isao Noda. Firstly, it is employed to study hydrogen bonding in-depth,
following which a new variable (probe pulse delay) and new perturbation parameter (probe pulse
linewidth) is introduced in chapter 5. Theoretical description of these analyses (second-order
correlation spectroscopy or SOCOS) has been given in chapter 4. The two correlations (one and
two-dimensional) are also correlated by depicting one as the latter's diagonal directional sum. The
present intensity-intensity correlation analytical tool shows promising potential in resolving and
visualizing resonant versus non-resonant four wave mixing processes for quantitative label-free
species-specific nonlinear spectroscopy and microscopy.

3

1.3

Order of the Dissertation
Chapter II begins with the background and theory pertinent to coherent Raman scattering.

Following which an all-Gaussian pulse model employed in this dissertation is elaborated with
mathematically supporting details. The chapter then progresses to explain how this all-Gaussian
pulse model in a degenerate coherent Raman scattering theory is used to predict a previously
overlooked yet fundamental characteristic of CARS signal buildup: namely deferred buildup. The
chapter completes by demonstrating theoretically how this deferral signal can be controlled by
laser pulse shaping and can be used to enhance the signal with minimal undesired background
experimentally.

Chapter III contains the explanation of the construction and working of the
femtosecond/picosecond coherent Raman spectroscopic experimental apparatus. Each section lays
out essential characteristics regarding the instrumentation employed for the construction of the setup. The chapter progresses further from a general layout to the experimental arrangement used to
prove the CARS process' unexplored characteristic, namely, deferred CARS buildup theoretically
explained in the preceding chapter.

Chapter IV introduces the background, importance and, theoretical description of one- and
two-dimensional correlation (collectively named, second-order correlation spectroscopy or
SOCOS) analyses used in this dissertation. The chapter concludes with a description of how onedimensional correlation graphs can be readily obtained via the diagonal directional sum of the twodimensional correlation contour maps (both synchronous and asynchronous). Not only do one-

4

dimensional plots contain spectral features found from the two-dimensional plots, but they also
have the potential to reveal other obscured information in two-dimensional contours.

Chapter V describes the importance of one and two-dimensional spectroscopic analysis
applied towards a better understanding of the asymmetrical shifts observed in CARS vs. CSRS
responses reported in pyridine water dilutions and observe the effect of hydrogen bonding
minutely. This chapter also includes the one-dimensional correlation function in the frequency
domain for synchronous spectra. After the application of SOCOS employing the traditional
variables (wavenumbers) and parameter (concentration), the chapter aims to introduce a
generalized approach to SOCOS proposing an application of one- and two-dimensional correlation
analysis using time delay as a variable and probe width as a parameter to visualize the deferred
signal property observed in chapter III.

Chapter VI lays out the summary of this dissertation along with conclusions.

5

CHAPTER II
THEORY OF COHERENT RAMAN SCATTERING
2.1

Introduction
This chapter aims to cover the theory pertinent to coherent Raman scattering processes that

have been employed in this dissertation. The chapter begins by summarizing the transition of
spontaneous Raman spectroscopy to coherent Raman spectroscopy and its current state of the art.
Following this, some scientific essentials involved in coherent Raman scattering are introduced,
including non-resonant background, the nonlinear susceptibility, Raman line width, and the
beating phenomenon. This section is followed by a concise demonstration of how the processes
are approached with electromagnetic and quantum mechanical equations pertinent to CARS'
mathematics. Various kinds of coherent Raman scattering methods are being used around the
world are also introduced. The chapter concludes with the first glance at a novel characteristic of
the CARS process: the deferred signal buildup and its significance. This characteristic of the the
processes and the equations leading to the buildup delay have been shown. This property of the
process has then been later demonstrated and verified experimentally in chapter 3.
2.2

Spontaneous versus Coherent Raman Spectroscopy
When light is scattered from a molecule or a crystal, most photons are elastically scattered.

The scattered photons have the same energy and wavelength as the incident photons. However, a
small fraction of light (nearly one in a million photons) is scattered at optical frequencies both
higher and lower in energy from the incident photons. This inelastic scattering process is termed
6

the Raman effect. Raman scattering occurs with a change in the vibrational, rotational, or
electronic energy of a molecule. If the scattering is elastic, the process is called Rayleigh scattering,
and if it is not elastic, depending on the energy (frequency) of the emitted photon, the process is
called Stokes or anti-Stokes Raman scattering, as shown in Fig. 1.1. The Raman effect arises when
a photon is incident on a molecule and interacts with the molecule's electric dipole [149].

Figure 2.1

Schematic representation of an energy transfer model of IR absorption, Rayleigh
scattering, Stokes and anti-Stokes Raman scattering

(Reprinted with permission from [149])

Absolute wavenumbers: Raman shift () is measured in cm-1
 [𝑐𝑚−1 ] =

107
𝜆 [𝑖𝑛 𝑛𝑚 ]

(2.1)

Example: A wavelength of 500 nm corresponds to 2000 cm-1 (wavenumber)
Relative wavenumber:


[𝑐𝑚−1 ]

107
107
=
−
𝜆𝑒𝑥𝑐 [𝑖𝑛 𝑛𝑚 ] 𝜆𝑠𝑐 [𝑖𝑛 𝑛𝑚 ]
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(2.2)

Example: A Raman band at 1020 cm-1 and excited with a laser wavelength of 500 nm (exc) scatters
light at a wavelength 527 nm (sc).
The full equation for an electric field propagating through a medium is written as
E (r, t) = 𝐸𝑜 (t)𝑒 (ikr − iωt)

(2.3)

where k is the propagation vector, ω is the frequency of light.
In molecules and crystals applied fields induce a polarization in the material governed by
the equation:
P(t) = 𝑜 χ E(t)

(2.4)

where o is the electric permittivity in a vacuum,  the susceptibility of the material
Scattered light in spontaneous Raman was found not be coherent, and the intensity of signals was
proportional to N (number of excited vibrations), which is the absence of coherently vibrating
molecules. The applicability of conventional Raman is also limited by inherently weak Raman
scattering signals (1 in a million) and is accompanied by a fluorescence background. A few years
later, frequency shifts due to molecular vibrations were re-observed when scientists inserted a cell
with liquid nitrobenzene in a pulsed ruby laser cavity. Unlike what Raman had observed, this
radiation showed well-defined phase relations. However, at this point, this phenomenon could only
be observed inside the laser cavity. A few years later, Maker and Terhune from Ford company
were able to detect this radiation outside of the cavity [2]. This marked the invention of coherent
Raman spectroscopy. They observed that when two laser beams were spatially and temporally
overlapped in both crystalline and isotropic samples, a coherent signal was generated that would
increase dramatically when the frequency difference was resonant with a molecular transition in
the sample. They presented experimental results and attributed their observations to the third-order
8

polarization induced by three applied electric fields. Begley and coworkers coined the term
“CARS” for coherent anti-Stokes Raman scattering [3] to describe this four wave mixing
phenomenon and applied it to study benzene and toluene mixtures using an Nd: YAG-pumped dye
laser to generate the frequency-shifted laser pulse, demonstrating a more applicable and accessible
technique for future spectroscopic studies. This phenomenon occurs when instead of one, two
fields (the pump and Stokes beam) drive molecules into their macroscopic coherent state. This
coherence is responsible for quadratic efficiency (N2) of the scattered signal by means of a third
probing signal. This is called a coherent Raman signal. This nonlinear four wave mixing process
has an unavoidable drawback of non-resonant background. Using laser pulse shaping, it will be
demonstrated in Chapter V and VI, how deferral of the CARS signal buildup is controlled. Besides
coherent Raman techniques, other methods have been employed to enhance Raman signals. The
N fold increase in the order of the intensity of the signals, has transpired a ton of research over the
years in this field. In 1973, Byer and group studied coherent signals for low concentrations [4]. In
1999, Andreas Zumbusch, from Washington, found the CARS images of live cells [5]. Following
which Eric Potma and Sunny Xie did in vivo imaging tissue using CARS in 2004 [6], [7]. CARS
resonances in various compounds were observed as early as the 1970s [8]. Considerable work has
also been done to combine other techniques with Raman spectroscopy, such as the delicate surface
or tip enhanced Raman spectroscopy (SERS or TERS) [9]–[12] associated with metal surface
plasmons. Techniques like surface-enhanced Raman spectroscopy and resonance Raman
spectroscopy are widely used to enhance the sensitivity or improve spatial resolution, but both
have limitations (such as real electronic state transfers and the need of a substrate, respectively)
that do not create a problem in coherent methods. Other nonlinear techniques include stimulated
Raman spectroscopy (SRS) [13], [14], inverse Raman spectroscopy [15], [16] and photoacoustic
9

Raman spectroscopy [14], [17]. Although Coherent Raman is a powerful technique, it is also very
complex that might lack spectral information. With the advances in Raman spectroscopy, without
changing the basic principle behind the experimentation, addition of some enhancement analysis
to the procedure have been able to yield a lot of hidden features. One of these is called Raman
Imaging spectrometry where, instead of one, multiple spatial locations are chosen to acquire data
in order to extract information by assigning different colors to different pixels of spectra [18].
Another very well-known technique is 2D correlation spectroscopy [19]. This technique was
initially developed by Isao Noda and has been widely used in many spectroscopic techniques like
nuclear magnetic resonance spectroscopy (NMR) and infrared spectroscopy (IR). In this technique,
an external perturbation is applied to the system to gain an additional parameter while the data is
analyzed. It has successfully been used in Raman spectroscopy in the last few years [20] to
segregate overlapping bands however, this dissertation explains its first application towards
coherent Raman spectroscopy.
2.3

About Coherent Raman Scattering Process
The conversion of laser power into anti-Stokes or Stokes radiation takes place in any

medium, including noble gases; however, Raman scattering efficiency can be enhanced by orders
of magnitude using molecular coherence. A process by which in contrast to spontaneous Raman
spectroscopy where only a few molecules are vibrating in accordance with the frequency of
incident radiation, two beams called the pump and Stokes are used to excite the molecules in a
coherently vibrating state (moving in unison). After this, a third beam called the probe pulse is
used to scatter off from the coherently vibrating molecules, producing coherent and enhanced
signals. When this occurs, both anti-Stokes (blue shifted with higher energy) and Stokes (red
shifted with lower energy) signals are obtained, which can be effectively selected using appropriate
10

filters. Previous studies have shown that signals are enhanced to five orders of magnitude using
coherence[21]. Although there are molecules that vibrate with the a frequency that equals the
difference between pump and Stokes, various other vibrations lead to an undesired non-resonant
background in both CARS and CSRS. Both processes, along with the non-resonant process, can
be seen in Fig. 2.1.

Figure 2.2

Resonant (a, d) and non-resonant (b,e) mixing of the three incoming fields in
CARS (first row) and CSRS (second row) process. CARS and CSRS signal
containing both resonant and non-resonant parts shown in third column (c,f)

CARS and CSRS both use four wave mixing to generate a signal beam, either blue or red
shifted with respect to pump and Stokes. In the present work, all beams are collinear; hence phase
matching is satisfied in an easy manner. For such a coherent process, excitation pulses are made
to overlap temporally and spatially to produce signals, which are proportional to the square
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modulus of the induced third-order nonlinear polarization. The induced nonlinear polarization is
also proportional to the nonlinear susceptibility χ(3) and electric field E (explained in section 2.3.3).
2.3.1

Non-resonant Background
Experiments requiring high sensitivity have to employ techniques for the removing

unnecessary background caused by the non-resonant mixing of the incoming fields. The resonance
signals come from the vibrational frequency of Raman modes targeted. The anti-Stokes field not
only drives vibrational frequency Raman mode but also drives the electron clouds to oscillate at
the frequency ωas coherently. This pure electronic oscillation is also the source of non-resonant
signals. Hence, the nonlinear susceptibility into the resonant and non-resonant part can be
separated for analysis (shown in the subsequent text). The non-resonant signal interferes or, in
some cases, totally overpowers the required coherent signal; hence suppressing it has been a
challenge. There are various methods used to suppress non-resonant background as being used by
researchers, including epi-detection (E-CARS) [22], polarization methods (p-CARS) [23], [24],
phase modulation methods [25], [26], maximum entropy methods [27], [28], heterodyne detection
[29]–[31], focus engineered CARS, interferometric CARS [32]–[34] and time-resolved CARS (trCARS) [35]–[37] which have been exploited in the current work. Generally, the difference in the
origin of the non-resonant signal suggests which method needs to be applied for its suppression
and discriminating the two signals. As mentioned before, during the coherent Raman process, the
first two beams excite the molecules into coherence. This coherence has a longer lifetime, typically
in picoseconds; the non-resonant background, on the other hand, is extremely short lived [75], and
that being the main reason for the expansion of research the area of suppression of non-resonant
background through time delay of the probing pulse.
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2.3.2

Nonlinear Susceptibility or Optical Response Function
Unlike spontaneous Raman scattering, where a single source is used to excite a molecule's

vibrational modes, coherent methods are relatively complex. When more than two waves mix, the
effective field is stronger, inducing a nonlinear polarization in the medium. Optical polarization,
in this case, is considered due to the products of the mixed electric field components given by the
equation:
𝑃 = 𝑜 (1) 𝐸 (1) + 𝑜 (2) 𝐸 (2) + 𝒐 (𝟑) 𝑬(𝟑) + ….

(2.5)

The above equation is simply the Taylor expansion of the polarization.
It is essential to note that (2) and all other even terms become zero in isotropic media such
as gases and liquids. The third term here is the third-order contribution of third order susceptibility
((3)) to the induced polarization, which is the first nonlinear and non-zero term responsible for the
CARS phenomenon. This term is referred to as P(3) in the rest of the dissertation. Under low
intensity fields, only the first term is essential for classical, linear optics, including spontaneous
Raman scattering. Most coherent Raman effects described can be all understood, resulting from
the third-order contribution to polarization. Thus, the magnitude of these effects is governed by
the strength of the incoming field's triple product and the amplitude of third-order susceptibility as
shown in Eq. (2.5). Physically, it simply means the CARS generation process depends on the
sample material's ability to respond to three optical frequencies by producing an oscillatory
electronic fourth frequency, which is a combination of the three incoming fields. This material
property is called the third-order nonlinear susceptibility. The third-order susceptibility is also
responsible for a third-harmonic generation composed of parts that depend on the presence of a
vibration mode and parts that are purely electronic in nature, known as the resonant and nonresonant contributions, respectively.
13

The diagnostic capacity depends critically on the physical understanding of CARS spectra,
and for this reason, one has to secure the information contained in the third-order nonlinear
susceptibility describing the emergence of an isolated CARS line. This optical response function
is very well-known, and is usually represented in the frequency domain as a fourth-rank tensor of
the kind
(3)

χ𝑖𝑗𝑘𝑙 (Δ) =

𝐾𝑖𝑗𝑘𝑙
Δ − iΓ ∕ 2

(2.6)

where 𝐾𝑖𝑗𝑘𝑙 contains the information about the Raman molecule (i.e., Raman frequency,
Boltzmann distribution of the molecular population, polarizability derivatives, and other molecular
parameters), Δ is the Raman detuning, and Γ is the Raman FWHM linewidth (whose value is of
paramount importance). It is then tempting to conclude that above equation leads to Lorentzian
profiles in CARS spectra where single Raman modes are isolated.
Another nonlinear effect occurring when intense light propagates through specific material
is called the Kerr effect. It originates through nonlinear polarization in the material that itself
modifies the propagation properties of light. It is an effect due to an instantaneously occurring nonlinear response, which can be described as modifying the refractive index. The Kerr effect was
discovered in 1875 by John Kerr, [38] a Scottish physicist. If n is the change in refractive index,
n2 is the nonlinear index and I is the optical intensity then
Δ𝑛 = 𝑛2 𝐼

(2.7)

For instance, fused silica has 𝑛2 = 3  10−16 𝑐𝑚2 /𝑊, which can be used to find the change in the
refractive index of the optical signal through it.
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2.3.3

Raman Linewidth and Decoherence Time
As mentioned in section 2.3, two fields are used to drive molecules in a coherently vibrating

state; however, this coherence fades away with time. The time it takes to fade away completely is
coined the term dephasing time or decoherence time. [39] This timing depends on the molecules'
molecular orientation and structure, which is also governed by the Raman line width of the
vibration. Depending on the material, the Raman line widths vary based on the material's
crystallinity [40]. It can be seen that the relation between the Raman line width of the vibration
and the dephasing time of the vibration is inversely proportional and hence play a significant role
in sample characterizations [41].
2.3.4

Beating Phenomenon
Consider a system with two closely packed excited (vibrational) states. If a laser pulse with

a pulse width larger (wider) than the spacing between the two excited states is used to excite the
system coherently, the system enters a coherent superposition state. This can be understood as
analogous to the representation of energy level diagram in Fig. 2.3.

Figure 2.3

Beating phenomenon where pr is the width of the probing field, |1> and |2>
correspond to the energy states of two vibrational modes, and b represents the
beat frequency between the two states
15

Quantum beats arise from the interference if different coherent vibrating modes and the
frequency of beating patterns correspond to Raman excited modes' energy difference [42]. When
the probe pulse is scattered off the coherent vibrations, the beat frequency is transferred to the
scattered signal.
2.3.5

Classical and Quantum Mechanical Approach for CARS
For the CARS process, excitation pulses have to overlap temporally and spatially to

produce the blue-shifted CARS signals. As stated above, there are two kinds of contributions of
CARS signals – resonance and non-resonance signals which can be written separately; hence the
total CARS intensity can be written as:
2

𝐼𝐶𝐴𝑅𝑆  |𝑃(3) | = |𝜒 (3) 𝑬𝑝 𝑬∗𝑠 𝑬𝑝𝑟 |

2

(2.8)

where Ep, Es*, and Epr are the strengths of pump, Stokes and probe fields. (* denoting complex
conjugate). This relation is derived by solving the Maxwell equations relating to the electric field
and polarization induced in a material [43]:
1 𝜕𝑩
𝑐 𝜕𝑡

𝛁 × 𝑬 = −
𝛁 × 𝑯 =

1 𝜕𝑬
𝑐 𝜕𝑡

(2.9)
(2.10)

𝛁. 𝐃 = 0

(2.11)

𝛁. 𝐇 = 0

(2.12)

where E, B, D and H stand for the electric field, magnetic field, electric displacement, and magnetic
flux density, respectively. Using the above equations, it is trivial to derive a relation between the
field E and polarization P:
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1 𝜕 2 𝑬(𝑟, 𝑡)
4𝜋 𝜕 2 𝑷(𝑟, 𝑡)
𝛁 × (𝛁 × 𝑬(𝑟, 𝑡)) + 2
= − 2
𝑐
𝜕𝑡 2
𝑐
𝜕𝑡 2

(2.13)

Derived into the frequency domain for a particular wavelength 𝜔𝑗 , this relation can be written as
[44]:
𝛁 × (𝛁 × 𝑬(𝑟, 𝜔𝑗 )) − (

𝑛𝑗 𝜔𝑗 2
𝜔𝑗 2
) 𝑬(𝑟, 𝜔𝑗 ) = 4𝜋 ( ) 𝑷(3) (𝑟, 𝜔𝑗 )
𝑐
𝑐

(2.14)

The solution of the above equation leads to the relation between polarization and electric field as
given in Eq. (2.8).
Resonant susceptibility is given by, (3)
= −(𝑤
𝑅

𝐴𝑅

𝑝 −𝑤𝑠 )−𝑖𝑅

, where AR is constant related to

the Raman scattering cross-section, ΓR is the half-width at half-maximum of the Raman peak
commonly known as Raman line width, and Ω is the center frequency of the vibrational frequency
of Raman peak and wp and ws are the frequencies of the pump and Stokes, respectively. In
literature, the Raman detuning frequency is given by:  =  − (𝑤𝑝 − 𝑤𝑠 ), thereby making
previous equation as: (3)

𝑅

1
 −𝑖𝑅

. The CARS intensity can be further written in a more detailed

form as [44]:
(3)

(3)

𝐼𝐶𝐴𝑅𝑆  | (3)
+ (3)
|2 𝐼𝑝 𝐼𝑠 𝐼𝑝𝑟 = {|𝑅 |2 + |𝑁𝑅 |2 + 𝑅𝑒((3)
) }  𝐼𝑝 𝐼𝑠 𝐼𝑝𝑟
𝑅
𝑁𝑅
𝑁𝑅

(2.15)

where, (3) are the third-order nonlinear susceptibilities and the subscripts ‘R’ and ‘NR’ stand for
resonant and non-resonant respectively. This notation for resonant and non-resonant responses is
consistent throughout this dissertation. CARS can be treated as a special case of the resonant four
wave mixing process; therefore it is traditionally described by deriving phenomenological thirdorder susceptibility χ(3). However, CARS' linewidth reflects a decoherence process between
coherently excited levels compared to Raman spectroscopy's linewidth that reflects the
population's relaxation.
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The time-dependent Schrödinger equation often describes the evolution of interaction
between matter and light :[44]
𝑖ℏ

𝜕𝜓𝑠 (𝑟, 𝑡)
̂ 𝜓𝑠 (𝑟, 𝑡)
= 𝐻
𝜕𝑡

(2.16)

where, 𝜓(𝑟, 𝑡) = ∑𝑛 𝑐𝑛 ψ𝑛 (𝑟, 𝑡) and 𝑐𝑛 are the projections of 𝜓 along any systems eigenstates and
H is the Hamiltonian with externally applied field:
̂= 𝐻
̂ 𝑜 + 𝑉̂ (𝑡)
𝐻

(2.17)

where H0 is the Hamiltonian of the system in the absence of external field and interaction. Modified
Hamiltonian is given by:
𝑉 = −𝜇 𝐸(𝑡)

(2.18)

The interaction (strength: 𝜇 = ∑𝛼 𝑒𝛼 𝑟𝛼 ) is governed by charged particles (electrons and nuclei) of
the material which are set in motion by this field. The target of this is basically to determine the
polarization in volume V, given from the expectation value of the dipole operator:
𝑃(𝑡) = 𝑁 < 𝜇(𝑡) ≥ 𝑁 < 𝜓(𝑟, 𝑡)| 𝜇 |𝜓(𝑟, 𝑡) >

(2.19)

where bra < 𝜓(𝑟, 𝑡)| and ket |𝜓(𝑟, 𝑡) > notation is used, and N is the number density in volume
V. The most general approach to find the driven wavefunction using approximate methods is based
on perturbation theory. Using the perturbation corrected wave function in the equation above
yields contribution to the polarization in various orders in the field. The density matrix treatment
is incredibly convenient in describing coherence between laser-excited levels and its time
evolutions [44].
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2.3.6

Types of Coherent Raman Scattering Spectroscopic Methods
Based on the properties such as the number of pulses involved or differing domain

considerations, some of the CARS setup variations are as follows; (i) Multiplex CARS [45], [46]
(MCARS, where the pump and probe are overlapped in the frequency domain). (ii) Another
approach referred to as hybrid cars which are a mixture of time and frequency resolved technique
introduced by Benjamin et al. [47] and Pestov et al. [48]. In this, ultrashort pulses pump and Stokes
prepare the molecules in a coherently vibrating state, but instead of a broadband pulse, a narrow
band probe pulse is scattered off the vibrating molecule. This technique is highly efficient in
reducing non-resonant four wave mixing background. Another advantage of this technique is the
simultaneous excitation of multiple Raman modes, and no scanning of the probe is required. Timeresolved CARS (also known as fast CARS), background free CARS, hybrid CARS, broadband
CARS are mere names of techniques that have one common special feature, which is broadband
excitation of the pulse and narrowband delayed probe pulse [37], [48]–[55]. This dissertation
follows the technique mentioned above throughout all applications described. When a common
broadband pulse is employed containing both pump and Stokes, with degenerate center
frequencies, this arrangement is called impulsive CARS, and its related research is reported in
[48], [56], [57]. As compared to impulsive CARS or two color CARS, tri-color CARS has not
only mathematically shown enhanced signals but also offers better chemical selectivity [28], [58],
[59].
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2.4
2.4.1

Prediction of Deferred Buildup of CARS Signal with All-Gaussian Pulses
Faddeeva Function
The complex error function, also widely known as the Faddeeva function, can be defined

as
2

𝑤(𝑧) = 𝑒 −𝑧 {1 +

2𝑖
√𝜋

𝑧

2

∫ 𝑒 𝑡 𝑑𝑡}

(2.20)

0

where z = x + iy is the complex argument. It is, in particular, related to the real and imaginary Voigt
functions as: 𝑤(𝑥+𝑖𝑦)=𝑉(𝑥,𝑦)+𝑖𝐿(𝑥,𝑦). It is a solution of the following differential equation,
𝑤 ′ (𝑧) + 2𝑧 𝑤(𝑧) =

2𝑖
√𝜋

, where the initial condition is given by w (0) = 1

The complex error function is a principal in a family of special functions and is written as F(𝜁𝑗 ) in
the rest of this dissertation. The function arises in various physical problems in describing
electromagnetic response in complicated media. Problems involving small-amplitude waves
propagating

through Maxwellian plasmas,

and

in

particular,

appear

in

the

plasma's permittivity from which dispersion relations are derived; hence it is sometimes referred
to as the plasma dispersion function [60] (although this name is sometimes used instead for the
rescaled function). Also, amorphous oxides' infrared permittivity functions have resonances (due
to phonons) that are sometimes too complicated to fit using simple harmonic oscillators. The
Brendel–Bormann oscillator form uses an infinite superposition of oscillators having slightly
different frequencies, with a Gaussian distribution. The integrated response can be written in terms
of the Faddeeva function. The Faddeeva function is also used to analyze EM spectral obtained
from the type used in AM radio [61].
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2.4.2

Mathematical Formulation
Time-delayed CARS or time-resolved CARS technique has gained much attention in the

past few decades due to the combination of ultrashort excitations using picosecond/femtosecond
systems with advantages of chemical selectivity and suppression of non-resonant background.
Time resolution and theoretical background, mathematical formulation, and as well as supporting
experimental proof of suppressed NR-FWM background using all Gaussian pulses is explained in
the following text.
Yuratich first suggested this spectral model for the calculation of CARS line shape of an
isolated Raman transition of linewidth (FWHM) [62] and, since then, it has been used in fs systems
in the context of fs-CARS for coherent control by means of spectral phase shaping [36], [63]. A
general equation for CARS polarization as a function of the time delay 𝜏𝑝𝑠 between the pump and
Stokes pulses and 𝜏𝑝 𝑝𝑟 between Stokes and probe pulses, [64] has been laid out in the time-delayed
Yuratich equation in terms of frequency envelops 𝜀 as
(3)

𝑃𝐶𝐴𝑅𝑆 (𝜔𝑎𝑆 , 𝜏𝑝𝑠 , 𝜏𝑝 𝑝𝑟 )
∞

∝ ∬ 𝑒 −𝑖𝜔𝑝 𝜏𝑝𝑠 𝑒 −𝑖𝜔𝜏𝑝 𝑝𝑟 ×
−∞

𝜀𝑝 (𝜔𝑝 )𝜀𝑠∗ (𝜔𝑝 − 𝜔)𝜀𝑝𝑟 ( 𝛿𝑎𝑆 − 𝜔)
𝑑𝜔𝑝 𝑑𝜔
𝑖𝛤
∆ − 𝜔− 2

(2.21)

0
0
with, 𝛿𝑎𝑆 = 𝜔𝑎𝑠 − 𝜔𝑎𝑠
showing the detuning from anti-Stokes frequency 𝜔𝑎𝑠
defined by the

carrier laser frequencies and Raman detuning: ∆= Ω − (𝜔10 − 𝜔20 )from vibrational frequency Ω.
Considering synchronous excitation of Raman response with pump and Stokes arriving
simultaneous in time and a delayed probe pulse. (𝜏𝑝𝑠 =0 and 𝜏𝑝 𝑝𝑟 = 𝜏). Looking at the above
equation, it becomes apparent how important the choice of pulse shapes is in order to interpret the
solution of these equations both in quality and quantity. In literature some known form of Fourier21

transform pair of probe pulses include Gaussian-Gaussian (GG) [35], [45], [65]–[67], ExponentialLorentzian (EL) [66], [68]–[70], Sinc-Square (SiSq) [36], [66], [71], [72] and its inverse Squaresinc (SqSi)[37]. Closed-form solutions of all these shapes is exemplified in Ref. [73]. GaussianGaussian formalism is indeed the easiest approach to get accurate formulas for the third-order
nonlinear processes. An exact closed-form solution using all Gaussian pulses was obtained by
Ariunbold et al. [74], [75]. The solutions proposed in [73] definition mentioned above are for an
isolated Raman line; however, it can be extended to multiple lines by taking summation of the
corresponding line terms as done by Ariunbold [76].
Starting with a theoretical description of third-order nonlinear process, for the sake of
simplicity, the authors in [75] assumed that the phase matching condition was satisfied, and any
other explicit propagation terms are discarded. The overall time-resolved CARS/CSRS signal
(3)

(3)

𝑃𝐶𝐴𝑅𝑆,𝐶𝑆𝑅𝑆 (ωaS, τ) can be expressed as a sum of the non-resonant four wave missing 𝑃𝑁𝑅 and
(3)

resonant four-wave mixing signal 𝑃𝑅 :
(3)

(3)

(2.22)

(3)

𝑃𝐶𝐴𝑅𝑆/𝐶𝑆𝑅𝑆 (𝜔𝑎𝑆 , 𝜏) = 𝑃𝑁𝑅 (𝜔𝑎𝑆 , 𝜏) + 𝑃𝑅 (𝜔𝑎𝑆 , 𝜏)
(3)
𝑃𝑅 (𝜔𝑎𝑆 , 𝜏)

∞

= ∫ 𝑑𝜔 (∑

(3)
𝑃𝑁𝑅 (𝜔𝑎𝑆 , 𝜏)

𝑗

−∞

∞
– 𝜔, 𝜏)
) ∫ 𝑑𝜔′ 𝐸𝑝 (𝜔′ )𝐸𝑆∗ (𝜔′ − 𝜔)
∆𝑗 − 𝜔 − 𝑖𝛤𝑗 /2
−∞

𝑁 𝛼 𝐸 (𝛿
𝑗 𝑝𝑟 𝑎𝑆

∞

∞

(2.23)

(2.24)

= 𝛼0 ∫ 𝑑𝜔𝐸𝑝𝑟 (𝛿𝑎𝑆 − 𝜔, 𝜏) ∫ 𝑑𝜔 ′𝐸𝑝 (𝜔′ )𝐸𝑠∗ (𝜔′ − 𝜔)
−∞

−∞

The exact closed-form solutions obtained from these equations are given as [76]:
(3)

𝑃𝑁𝑅 (ω, 𝜏) = c0EpES*Epr
(3)

∆𝜔𝑝 ∆𝜔𝑠 ∆𝜔𝑝𝑟
𝑊

𝜏2

× exp (− 2𝑡 2 −
𝑁𝑅

(−𝑖)

(3)

𝑃𝑅 (ω,𝜏) =𝑃𝑁𝑅 (ω, 𝜏) 𝛥𝜔
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𝑁𝑅

2ln2𝛿 2
𝑊2

∑𝑁
𝑗=1 𝑐𝐽 F (𝜁𝑗 )

+𝑖

2
𝜏𝛿∆𝜔𝑝𝑟

𝑊2

)

(2.25)
(2.26)

where the parameters above include time delay of the probe - τ; CARS detuning - δ; frequency of
CARS signal - ω; field amplitudes of the input Gaussian pulses - Ep (pump), Es (Stokes) and Epr
(probe); constant coefficients - c0 and cJ; spectral full widths at half maxima (FWHMs) - ∆ωp (
2
pump), ∆ωs (Stokes), and ∆ωpr (probe); parameter - 𝑊 2 = Δ𝜔𝑝2 + Δ𝜔𝑠2 + Δ𝜔𝑝𝑟
; effective width
2
2
of NRR - Δ𝜔𝑁𝑅
= (Δ𝜔𝑝2 + Δ𝜔𝑠2 )Δ𝜔𝑝𝑟
/ 𝑊 2 ; and effective time duration of NRR - 𝑡𝑁𝑅 =

√4ln2 / Δ𝜔𝑁𝑅 . The solution of Eq. (2.25) for pure non-resonant process remains Gaussian with
(3)

all-Gaussian input pulses, and it represents the non-resonant process, 𝐸𝑁𝑅 = 𝑃𝑁𝑅 and the sum of
pure non-resonant (Eq.(2.23)) and resonant (Eq. (2.25)) terms represents CARS process as
(3)

(3)

𝐸𝐶𝐴𝑅𝑆 = 𝑃𝑁𝑅 + 𝑃𝑅

(in this reason CARS is also referred to as resonant process). Eq. (2.26)

consists of vibrational Raman lines defined by the Faddeeva function. The Faddeeva function
2
2
F(𝜁𝑗 ) is an error function with complex argument 𝜁𝑗 = [(𝛿Δ𝜔𝑁𝑅
/Δ𝜔𝑝𝑟
− Δ𝑗 + 𝑖Γ𝑗 )𝑡𝑁𝑅 −

𝑖𝜏/𝑡𝑁𝑅 ]/√2 where Γj are FWHM of the jth Raman line, and ∆j is Raman detuning. This detuning
is small for the resonant driving and large for non-resonant driving. The above equation can also
be treated as a product of two Gaussian functions, one with the temporal width 𝑡𝑁𝑅𝑅 and one with
spectral width Δ𝜔𝑁𝑅 where are former depends on probe delay τ, centered at zero and the latter
depends on the CARS detuning δaS. The authors found out that if the probe pulse was delayed for
a time period comparable to its spectral width, the non-resonant four wave mixing signal was
efficiently suppressed. Presence of the CARS signal at this probe delay is a question that is
explained ahead.
The CARS buildup time delay equation was also theoretically introduced in the work to
explain the deferred buildup effect as [76]
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2

Γ𝑗 √4ln2
1
√4ln2
τ𝑗 =
(
)+ (
)
𝑎Γ𝑗 /Δωpr + 𝑏 ∆ω𝑁𝑅
2 ∆ω𝑁𝑅

(2.27)

In the simplest case of broadband pump and Stokes driving and narrowband probe pulse scattering
with assumptions such as ∆𝜔𝑝 , ∆𝜔𝑠 ≫ ∆𝜔𝑝𝑟 , and tNR ≈ √4ln2/∆ωpr, Eq. (2.27) is simplified to
𝜏𝑗 ≈ √4ln2/(aΓ𝑗 + 𝑏Δ𝜔𝑝𝑟 ), wherein CARS buildup is delayed more as the probe pulse width gets
narrower. The Raman line widths Γj are also important parameters to broaden varieties of this
process. Furthermore, when the probe width is close to the Raman line width, Γj ∼∆ωpr, then it
2
becomes 𝜏𝑗 ≈ √4𝑙𝑛2/[(a+𝑏) Δ𝜔𝑝𝑟 ] + 2𝑙𝑛2Γ𝑗 /Δ𝜔𝑝𝑟
∝ 1/Δ𝜔𝑝𝑟 .

This

is

a

first-glance

approximation that the buildup time delay is proportional to probe pulse duration and inversely
proportional to probe pulse width [76]. Thus, in a log-log scale, this dependence tends to have a
linear relationship. Nevertheless, generally, it is not the case for the entire probe width region, and
Eq. (2.27) needs to be employed instead.

Figure 2.4

Visual representation of CARS buildup delay
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2.5

Conclusion
As seen by Eq. 2.27, theoretically, there exists an optimum time delay of the probe pulse

when the CARS signal is maximized with minimal contribution from the non-resonant
background. This characteristic of the CARS signal buildup is relatively unexplored. It shows
promising application to minimize the non-resonant background (exploiting its dependency on the
probe spectral width) and use this buildup time delay dependence to be applied for improved
characterization of the samples under investigation (as from the equation, it is evident that this
buildup time also depends on the material's Raman line width, which is an intrinsic property). In
the following chapter, the all-Gaussian pulse model used in this chapter is employed to simulate
the theoretical results in order to corroborate with the experimental proof of the buildup delay time.
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CHAPTER III
EXPERIMENTAL REALIZATION OF BUILDUP DELAY IN CARS
3.1

Introduction
This chapter uncovers an essential characteristic of the CARS buildup delay process found

experimentally that was predicted theoretically in the preceding chapter. NR-FWM contamination
is an unavoidable byproduct when four wave mixing process takes place; however, with the help
of different pulse shapes in the time/frequency domain, effective suppression of this non-resonant
background is achievable to obtain pure resonant CARS/CSRS data. Before the actual experiment
explanation, each unit of the experimental setup and samples have been explicitly explained.
Following this, the experiment-specific apparatus has been briefed. The chapter concludes with a
successful result depicting the control of the deferred CARS signal buildup with laser pulse
shaping and its relevance in future spectroscopy.
3.2
3.2.1

Experimental Setup
Femtosecond Laser Unit
A regenerative amplified Ytterbium doped lasing system (Model: IMPULSE; MXR-Clark

Inc.) is used as the pump source that delivers a million pulses per second with a ten microjoule
energy per pulse and center wavelength 1035 nm. Pulse width and energy are adjustable from the
computer by changing the repetition rate ranging from 200 kHz to 2 MHz (our set up uses 1 MHz).
The maximum output power is about 10 W with a beam diameter of 5mm. Chirped pulse
amplification (CPA) is a technique for amplifying an ultrashort laser pulse up to the petawatt level
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as seen in literature (our setup is optimized for 10 W operation), with the laser pulse being stretched
out temporally and spectrally, then amplified, and then compressed again. The stretching and
compression use devices that ensure that the pulse's different color components travel different
distances. This can be seen in Fig. 3.1.

Figure 3.1

3.2.1.1

Functional diagram of the laser module

Why Ultrafast Laser Systems?
One of the significant benefits of employing ultrafast lasing systems in the CARS setup is

the control of pulse shaping in order to reduce the non-resonant four wave mixing signal. Most
techniques mentioned in section (2.3.7) to overcome this background are relying on the
preservation of polarization and /or phase, which helps the cause but also has limiting applications.
Short pulse duration, which is smaller than the dephasing time of laser-induced molecular
vibrations, allows for monitoring of the free induction decay dynamics [77], [78] of excited
molecules. Ultrafast fs/ps CARS allows for single-shot measurement capability with improved
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temperature accuracy over a broad range of rotational and vibrational temperature conditions. The
short duration of an ultrafast pulse also provides high peak powers, broad spectral ranges within a
single pulse, and high temporal resolution enabling the study of chemical kinetics [79] and
dynamics. Ultrashort pulses are generated when light waves with a large number of modes, or
integer multiples of half the light’s wavelength (λ), are coherently emitted through their in-phase
superposition, also known as mode-locking [80]. Continuous wave laser can and have also been
used to enhance signals, but they are still at least three orders of magnitude weaker than the
coherent Raman technique using ultrafast lasers, making it still impossible to trace species at trace
concentration of pico-molar and nano-molar. The lowest time resolution possible with these lasers
is in ns to ms. Shorter pulse duration allows for the investigation of ultrafast processes (~ fs) with
short dephasing time.
The choice of laser selection is based on various factors like the samples being used and
the experiments' desired results. As for the current setup, we chose this laser wavelength due to
mainly two reasons. For samples like biomolecules, laser in the infrared region helps to reduce
laser-induced thermal breakdown. Secondly, to use all Gaussian model, it is convenient if the
number of processes involved can be limited, for example: if the resonating frequency of some
chemicals is matching with the difference in pump and Stokes beam, besides coherent excitation
in which the molecules jump to a virtual energy level, there is actual electronic transfer to higher
energy states. This is called coherent resonance Raman [8], [81]. Although this enhances the
signal, it makes the process even more convoluted to work with. Keeping that fact in mind, we
chose this range thereby making closed form solution easy to obtain.
The energy delivered per pulse is simply the average power divided by the laser's repetition
rate, thereby implying its importance of choice. All of the groups working on ultrafast laser
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systems can be broadly divided into three categories based on the laser's repetition rates: the
kilohertz group or high energy group with energies in the millijoule range. The most significant
benefit of employing higher energy is increased coherence and enhanced signals; however,
working with such high energies carries the risk of burning the samples. In addition to that, Raman
imaging is not a viable option either, with these levels of energy. The next category is the low
energy groups with high megahertz repetition rates (~80MHz). This repetition rate corresponds to
energies in nanojoules, which enables the study of cells and bio tissues. Since the energy per pulse
is so low, sometimes multiple pulses are required in order to provide enough energy to excite
molecules. The model described in this dissertation falls into the medium energy with energy per
pulse in microjoule. Not many groups are working with this repetition rate. A medium level of
energy not only facilitate a non-destructive technique but is also most suitable for aquatic
environment. With slight change in the repetition rate our instrument currently holds the potential
to work in sub micro joule energy of each pulse.
3.2.2

Noncollinear Optical Parametric Amplifier
NOPA is a white light continuum seeded; non-collinear, optical parametric amplifier

capable of generating extremely short pulses when pumped by the primary laser module. To
generate short pulses, the IMPULSE laser beam is redirected into a NOPA, which splits into two
beams inside the NOPA enclosure. One of these beams is used to generate a very broad continuum
seed, after which it is amplified by the second, higher intensity beam from the main laser module
in a Beta Barium Borate (BBO) crystal in a noncollinear arrangement (hence the name!). The
conversion efficiency of NOPA is improved by having a longer, rather than shorter, seed pulse
because there is more overlap in time between the two beams. The initial seed beam has a very
broad bandwidth, the profile of which is preserved during the non-collinear amplification. This
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beam is later compressed using a pair of prism/chirped mirror compressor arrangement.
Noncollinear amplification is preferred for extremely short pulse generation since the resulting
pulse width depends only on the seed's bandwidth and not on the beam width of the beam from the
main laser module. The crossing angle in the NOPA crystal is determined by the center wavelength
that is desired to be amplified. Due to the high refractive index of BBO crystal, the precision of
this angle is very vital. Even in a 1 mm crystal, the crossing angle inside is substantially different
from the angle outside of it. The internal angle is the one that is determined by the phase matching
angle, the pump wavelength, and the signal wavelength. The external angle is the angle that is set
outside of the BBO crystal so that when the wavelength-dependent index of refraction of BBO
bends the pump and signal paths as they enter the crystal, they have the appropriate internal
crossing angle.
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Figure 3.2

NOPA schematic layout

As seen from the figure above, our experimental arrangements, the NOPA is used to
produce Stokes (1035 nm), pump (915 nm), and probe (520 nm) pulses. Pump is generated by the
BBO crystal and compressed inside the NOPA, as explained above. The pump and Stokes beams
are broadband and their full width at half maximum (FWHM) are ∼60 and ∼5 nm, respectively.
Spectra of the two beams is recorded via portable spectrometers (Ocean Optics Inc.)
3.2.3

Folded 4f-Pulse Shaper
Pulse shaping arrangements are commonly used in femtosecond/picosecond CARS

systems in order to generate probe pulse with adjustable temporal width [37], [82], [83]. 4-f pulse
shaper usually consists of a pair of gratings and lenses that are first used to disperse the input wave
31

into its spectral components on the Fourier plane of the lens and then recombined through a phase
or amplitude mask to manipulate the spatially dispersed optical Fourier components. Folded 4-f
pulse shaper (shown in Fig. 3.3), on the other hand, has a comparatively simplified geometry. It
incorporates a single grating (2400 line/mm) to disperse the input femtosecond pulse spectrally.
The dispersed pulse is collimated in the dispersion direction using a plano-convex cylindrical lens
placed (1 focal length, f) from the grating, and a broadband protected silver mirror is placed at the
Fourier plane, one f from the cylindrical lens. The theoretical dispersion [cm-1 /mm] can be
calculated for the grating/lens combination by first calculating the diffraction angle, β±, for
wavelengths λ± = λo ± Δλ with center wavelength, λo
𝛽±= 𝑆𝑖𝑛−1 {

𝑚𝜆
+ sin (𝛼)}
𝑑

(3.1)

where m is the diffraction order, λ is the wavelength (mm), d is the inverse of the groove density
(mm), and α is the input angle. The dispersed distance, D±, (for λ± = λo ± Δλ) can be computed
once the diffraction angle, β±, is known by the relationship: 𝐷± = 𝑓 tan(𝛽 ± 𝛽𝑜 ) (where f is the
focal length (mm) of the cylindrical lens.) An adjustable rectangular slit (Thorlabs) is placed on
the mirror's surface which allows a selectable portion of the total bandwidth to be reflected back
to the grating. The mirror is vertically tilted to position the reflected beam above the gratings’ input
beam, thus allowing the separation of the pulse-shaped beam. The probe beam can be shaped into
a narrowband with less than 1 nm spectral FWHM by using this homemade shaper.
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Figure 3.3

Homemade folded 4f- pulse shaper

Using the folded 4f- pulse shaper geometry described above, by varying the slit's width
before the mirror, the probe pulse width is varied for the application as will be shown in subsequent
sections.
3.2.4

Autocorrelator
An autocorrelation in femtosecond/picosecond systems is employed in order to measure

the pulse width in the temporal domain by calculating the autocorrelation of the pulse with a time
delayed copy of itself. The setup of an interferometric autocorrelator contains a Michelson
interferometer with a variable arm length difference. The polarization of the pulses remains intact.
An interferometric autocorrelation is obtained by recording the average power of the frequencydoubled signal obtained via a sum frequency generation crystal:
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𝐼𝑎𝑢𝑡𝑜 (𝜏) = ∫{𝐸(𝑡) + 𝐸(𝑡 + 𝜏)}4 𝑑𝑡

(3.2)

where the integration is over the temporal range corresponding to one pulse. This kind of
autocorrelation trace exhibits a fast oscillation with a period of half the optical wavelength. Results
from the autocorrelator constructed in the lab (shown in Fig. 3.4) reveal the pulse width of the
Stokes beam as ∼ 250 fs and the pump beam as ∼ 70 fs.

Figure 3.4

3.2.5

Homemade autocorrelator representation

Prism Pulse Compressor
Dispersions of ultrashort pulses outside the laser cavity are often compensated by means

of a prism pulse compressor. A prism compressor is used in the current setup to shorten an
ultrashort laser pulse duration by giving different wavelength components a different time delay.
It consists of two prisms and a mirror. Although the dispersion of the prism material causes
different wavelength components to travel along different paths, the compressor is built such that
all wavelength components leave the compressor at different times but in the same direction. If the
different wavelength components of a laser pulse were already separated in time, the prism
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compressor could make them overlap with each other, thus causing a shorter pulse. In the current
system, this kind of pulse compression is performed twice; once inside the NOPA, where the signal
was compressed, and second outside the NOPA, where the residual 1035 pump beam was
compressed. The prism pulse compressor arrangement used in the setup can be seen in the Fig.
3.5.

Figure 3.5

3.2.6

Homemade prism pulse compressor

Time-bandwidth Product
The time–bandwidth product of a pulse is the product of its temporal duration and spectral

width (in frequency space). The two benefits of ultrafast lasers, namely, probing molecules at very
small-time scales and simultaneously exciting multiple molecular vibrations can be interconnected
using the Heisenberg uncertainty principle. Siegman et al. and Hugo Weichel [84] have shown
how Heisenberg principle can be applied to pulses of light described in the frequency and time
domain. If a Gaussian pulse shape is considered in time, the complex envelope parameter, Γ, can
be defined as Γ = a − ib, as described in a study by Dedic (Iowa state) [85] where a is the real pulse
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envelope, and the complex coefficient b is a measure of the linear pulse chirp. Chirp occurring in
a pulse causes some frequencies to occur at different times. For example, for a pulse with a
negative linear chirp, the lower frequency components arrive in time after the higher frequency
components and vice versa for a positive linear chirp. Frequency modified by parameter b is given
by: ωi(t) = ω0 + 2bt (where, ω0 is the central carrier frequency). The full width at half maximum
(FWHM) of the pulse in time and frequency can be calculated from the electric field as
∆t =

√2𝑙𝑛2
𝑎

b 2
2ln2√ {1 + (a ) }
∆ν =

(3.3)

(3.4)



where ∆t and ∆ν are the pulse width in seconds and Hertz (time and frequency domain)
Using the above two equations, the time-bandwidth product linking the width of a Gaussian
pulse in time and frequency domain is found out to be:
b 2
√
∆ν ∆t = 0.44 1 + ( )
a

(3.5)

The time-bandwidth product is simply a restatement of the Heisenberg uncertainty principle. In
case of a transform limited pulse, otherwise known as unchirped pulse, the above product is simply
0.44.
3.2.7

Shamrock Spectrograph and Newton EMCCD
The Shamrock 500i is used to procure all the data obtained and presented in this

dissertation. It allows seamless integration in our set-up. A spectroscopy-dedicated software,
Andor Solis, that came along with the spectrograph is used to view the experiment's transgressions
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in real time and at the same time control and change parameters like the integration time groove
setting, modes of data, etc. The software has its programming language that enables control of the
Newport delay stages and the acquisition settings in Newton EMCCD. EMCCDs operate by
amplifying weak signal events (down to single photons) to a signal level that is well clear of the
camera's read noise floor at any readout speed. This ‘on-chip’ amplification process is realized
without sacrificing the photon collection capability of the sensor. Back-illuminated architecture
boosts Quantum Efficiency (QE) up to 95%, and the supercharged NewtonEM allows access to
the highest spectral rates without loss of sensitivity thanks to the EM amplification architecture.
3.2.7.1

Calibration of Spectrograph
Calibration of the spectrometer was done by comparing the spectra's characteristic peaks

obtained from helium and hydrogen bulbs (Mississippi State University) and the Raman spectra
of the two available in the literature [86]. The system was calibrated using an equation for a linear
fit [149]:
𝜈1 [𝑐𝑚−1 ] = 𝐼0 + 𝐶1 ∗ 𝜈2 [𝑐𝑚−1 ]

(3.6)

where 1 is the calibrated wavenumber, 2 is the uncalibrated wavenumber, I0 is the fit constant,
and C1 is the fit coefficient
Calibration using a helium lamp is demonstrated in Fig. 3.6 and 3.7.
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Figure 3.6

Uncalibrated helium spectra (red) along with theoretical helium characteristic
peaks (black)

Figure 3.7

Calibrated helium spectra (red) along with theoretical helium characteristic
peaks (black)

(Figures 3.6 and 3.7 are reprinted with permission from [149])

3.2.8

Generation of the CARS Signal
In order to generate CARS signal, all beams should spatially overlap on the sample, and

second, excitation pulses should overlap in time. This temporal overlap requirement is different in
the femtosecond laser CARS experiment than in CARS with narrowband lasers. For narrowband
excitations, the temporal overlap requirement is relaxed, if not automatically satisfied. Fig. 3.8
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shows the sum frequency generation of the two IR beams (pump and Stokes). The sum frequency
generated signal provides proof of perfectly overlapped beams. A BBO crystal (Type 1) is used
along with a portable spectrometer to achieve type-I phase-matching and record the spectrum,
respectively. Wavelengths of the second harmonic signals are 467.2 nm and 519.5 nm with an
FWHM of 10 and 5 nm respectively, and the sum frequency generated signal has a center
wavelength of 498.3 nm and a FWHM of 14 nm.

Figure 3.8

Sum frequency generation spectrum of pump and Stokes using BBO crystal (type-I
phase matching)
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3.3

Three-dimensional View of the Experimental Layout

Figure 3.9

3D view: schematic arrangement of the coherent Raman spectroscopy setup

Figure 3.9 depicts a three-dimensional final arrangement for the coherent Raman set-up,
where a Ytterbium-doped fs fiber laser (Clark-MXR: A) produces an initial beam with center
wavelength 1035 nm and average power 10W. This beam with a repetition rate of 1 MHz and 10
J energy per pulse is then directed to a noncollinear optical amplifier (NOPA: B), which produces
two new beams, probe (520nm) and pump (915 nm), in addition to the residual Stokes beam (1035
nm). The pump beam is compressed inside the NOPA using a prism pulse compressor, and its
wavelength is also tunable by changing the crossing angle in the NOPA crystal. The pump and
Stokes, both beams are broadband having a full width half maximum (FWHM) of 60 and 5 nm
respectively, whereas the probe is narrowband (FWHM ~ 1nm) which can be shaped using a
homemade 4-f pulse shaper (C) with grating (2400 grooves, Thorlabs Inc.). Beam durations are
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measured using an autocorrelator, (H) and two homemade Keplerian telescopes (F) are placed on
the path of pump and Stokes beams. The spatial overlap is taken care of by the beams' collinear
arrangement, and the temporal overlap is controlled using a motorized stage in the path of the
probe and pump (Newport Inc.: D). After the beams overlap spatiotemporally on the sample (G),
forward CARS signal is detected using a spectrograph with EMCCD. The main elements of the
set-up remain consistent throughout this dissertation; however, depending on the application, each
chapter describes how the set-up is modified in order to carry out different experiments.
Table 3.1

Beam Parameters

Beams

Wavelength (nm)

Power

Bandwidth

(at sample)

Pulse
Duration

Pump

915

32 mW

40 nm

70 fs

Stokes

1035

160 mW

5 nm

250 fs

Probe

520

4 𝜇W

1 nm

3 ps

(515 - 525)

(adjustable)

(variable)

(variable)

All the beams were S-polarized with a beam diameter of about 2 mm.
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3.4
3.4.1

Samples
Pyridine

Figure 3.10

Molecular structure of pyridine

Pyridine is a unique aromatic ring. Although pyridines are used industrially, pyridine
moieties are present in many natural products, such as vitamins, coenzymes, alkaloids, and also in
many drugs and pesticides. Pyridine moieties are often used in drugs because of their
characteristics such as basicity, water solubility, stability, hydrogen bond-forming ability, and
small molecular size. Because pyridine rings can act as the bioisosteres of amines, amides,
heterocyclic rings containing nitrogen atoms, and benzene rings, their replacement by pyridine
moieties is important in drug discovery. Pyridine rings are present in many natural products,
including vitamins such as niacin’s and vitamin B6, coenzymes such as nicotinamide adenine
dinucleotide (NAD), and alkaloids such as trigonelline. Some pyridine derivatives like paraquat
and diquat, and fluoridone are used regularly used as herbicides in agriculture and due to its
structural similarity to pyrimidine that governs the secondary structure of RNA and DNA. Two
main peaks for pyridine at 1 (ca. 992cm-1) and 12 (ca. 1032 cm-1), in Wilson’s notation [87],
[88] which correspond to ring-breathing and in-plane ring-bending, respectively. Fig. 3.11 shows
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the anti-Stokes Raman spectrum of pure pyridine sample at 3.4ps delay of the probe obtained via
the aforementioned apparatus.

Figure 3.11

3.4.2

Coherent anti-Stokes Raman spectrum of pyridine at 3.4 ps delay of the probe
pulse

Benzene

Figure 3.12

Molecular structure of benzene

Benzene is an organic chemical compound with the molecular formula C6H6. The benzene
molecule is composed of six carbon atoms joined in a planar ring with one hydrogen atom attached
to each carbon, respectively. As it contains only carbon and hydrogen atoms, benzene is classed
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as a hydrocarbon. Benzene is formed from both natural processes and human activities. Natural
sources of benzene include volcanoes and forest fires. Benzene is widely used in the United States
and is also a natural part of crude oil, gasoline, cigarette smoke, some types of lubricants, rubbers,
dyes, detergents, drugs, and pesticides. One point should be noted that pyridine is soluble in water
because pyridine can form strong dipole-dipole interactions (or hydrogen bonds) with water, while
benzene cannot. Benzene molecule exhibits a single Raman spectral peak (the breathing/stretching
mode) at ca. 992 cm−1, as shown in the Fig. 3.13. It shows the anti-Stokes Raman spectra of
benzene at 3.4 ps delay of the probe pulse.

Figure 3.13

3.4.3

Coherent anti-Stokes Raman spectrum of Benzene at 3.4 ps delay of the probe
pulse

Water

Figure 3.14

Molecular structure of water
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In a water molecule, the hydrogen atoms are close to two corners of a tetrahedron centered
on the oxygen. At the other two corners are lone pairs of valence electrons that do not participate
in the bonding. For our experiments, water plays a vital role in two ways; first, mixing chemicals
with water forms complexes whose nature can be investigated. Second, water can be used as a
reference as in our region of interest since it exhibits no Raman characteristics. Due to water's
universal nature, water interaction with chemicals and their behavior towards OH bonds are a
crucial study. A hydrogen bond is formed by a dipole-dipole force between an electronegative
atom and a hydrogen atom that attaches covalently with another electronegative atom of the same
molecule or a different molecule. Therefore, lastly, an important reason is that Coherent Raman
techniques thrive on the dipole interactions in the material under investigation, and hydrogen
bonding provides the strongest kinds of dipole-dipole interaction to be observed.
3.5

Experimental Arrangement for Realization of Deferred Signal Buildup
The present experiment's goal requires measurement of parameters such as the dephasing

rate of Raman line widths of the chosen chemicals; hence, a fs-laser system described in section
3.5, was employed in the present study. The two pyridine modes' dephasing rates differ slightly,
hence allowing further investigation of the Raman line width (Γj) dependence in Eq. (2.26). The
main input beam is passed through NOPA producing two new beams with parameters shown in
Fig. 3.15. Pump and Stokes beams are tuned to on-resonance driving ring modes of benzene and
pyridine molecules. The water molecule has no stand-alone Raman peak in this region of 1000
cm−1. Since the driving pulses are tuned away off-resonant to actual water molecular vibrational
energy, the NR process is expected for water.
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Figure 3.15

Experimental scheme

Table 3.2

Beam Parameters
Beams

Wavelength

Power at

Bandwidth

Pulse width (fs)

(nm)

sample

Pump

915

24 mW

40nm

50

Stokes

1035

24 mW

5nm

240

Probe

520

0.4 𝜇W

Variable

One of the most necessary arrangements in this procedure is the control of probe pulse
widths. The 520 nm beam from NOPA passes through a folded 4-f system, which is described in
section 3.4.3. The recorded spectra, with changing probe widths (from ca. 50 cm−1 to reach less
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than 10 cm−1), can be seen in Fig. 3.16. The spectra were recorded using a portable spectrometer
(Ocean Optics Inc.). Probe width is controlled by controlling the slit width.

Figure 3.16

Schematic of controlled pulse shaping (left) and variable probe widths

(Reprinted with permission from [76])

Every time the probe width was changed, the beam's power was also manually adjusted to
be consistent throughout all measurements. A 10 cm focal length achromatic lens is used to collect
the signal in the forward direction using a spectrograph attached to an EMCCD. The details of the
experimental setup are explained in previous sections. Adopting the CARS/CSRS spectroscopy
described in section 2.3, vibrational modes of pyridine are excited into their macroscopic
coherence, which involves three ultrashort pulses (the fs pump and fs Stokes pulses selectively
excite the pyridine ring breathing mode at ν1 (992 cm−1) and triangular mode at ν12 (1031 cm−1 )
with a separation of 39 cm−1, into their macroscopic coherence. The experiment was performed
using the main set-up described in section 3.5. For this experiment the probe delay stage varies
between -2 ps and 8 ps with an increment of 13 fs. At the -2 ps delay the probe pulse strikes the
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sample 2 ps before the arrival of the pump and Stokes pulses. While at 8 ps delay, the probe pulse
strikes the sample 8 ps after the pump and Stokes pulses. A set of 10 spectra are recorded, each
with an integration time of 0.2 s. A computer-controlled probe pulse delay with respect to the
arrivals of driving pulses, and at each delay position signal, spectra are recorded.
3.6

Results

Figure 3.17

Collection of spectrograms stacked together as probe width increasing from ca. 10
to ca. 50 cm−1.

(Reprinted with permission from [76])
The exact close form solution of the CARS signal with all Gaussian pulses is given as Eq.
(2.25) and (2.26). Using this formula, the second column of Fig. 3.17 is plotted. The top row of
the figure shows the spectrograms for non-resonant processes (water). Since water does not exhibit
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any stand-alone peak in this region, these spectrograms are symmetric with respect to zero delay
of the probe and are independent of the probe width. Row two and three, on the other hand, show
the resonant processes for benzene (row two) and pyridine (row three). It can clearly be seen in
these two cases that the CARS signal builds up gradually (maximum intensity is not at zero delay).
Its dependence on probe width can be seen; as the probe gets narrower, the buildup time delay for
pyridine and benzene is close to 2 ps for the narrowest probe with (10 cm-1).
Besides the ring bending mode (1031 cm-1), pyridine also exhibits a ring breathing mode
peak around 992 cm-1 as as breathing mode found in benzene. For narrow probe widths, these two
modes are well separated; however, when the probe width gets wider (>39cm-1: lower parts of the
spectrograms), quantum beating (see, section 2.3.5) between the two peaks of pyridine can be
observed. The beating period is measured directly from the spectrograms plotted. This beating
period is found out to be 0.855 ps, which matches a separation of 39cm-1 (the separation of the two
peaks). Theoretically speaking, depending on their dephasing rates, multiple Raman peaks of the
same species buildup at different delay positions. The decoherence time (dephasing time) is
measured using the slope in the logarithmic scale of the Gaussian peaks. For the present
experiment, difference in dephasing rates for these peaks is ca. 20%, which is not negligible in the
current situation. This difference can readily be used as one of the parameters in identifications
and chemical separation of unidentified vibrations obtained experimentally.
As seen from Eq. (2.25), the weak peak (the triangle mode that is also about ca. 20% weaker
in intensity than that of the other mode), which has a larger rate exhibiting a larger delay of buildup
and the second term in Eq. (2.26) supports this point. In addition, it is also because of their NR
contamination (associated with relative phases between non-resonant and resonant processes),
which contributes differently to the overall data. As for the present data, both resonant and non49

resonant processes contribute to the recorded data, even though the resonant signal is much
stronger than the non-resonant one. However, we observe that the triangle mode at ~1031 cm−1 is
less contaminated; thus, 𝐸𝐶𝐴𝑅𝑆 (ω𝑎𝑆, τ) ≈ 𝑃 (3) (ω𝑎𝑆, τ) and its buildup is directly compared to
formula Eq.(2.26) for the pure resonant process. These spectrograms exhibit visual evidence of the
deferred CARS buildup's existence that defies traditional assumptions that CARS always reach its
maximum when all pulses arrive simultaneously. An exciting feature, which is still under
speculation, is the wiggles (or oscillations), seen in the maxima’ of the peaks corresponding to the
experimental data (first row) in Fig. 3.17. These oscillations are absent from the simulated
theoretical data, which supports the fact that these oscillations, in fact, are present due to an
ongoing phenomenon in the experiment, such as laser fluctuation or an unidentified response from
the sample.

Figure 3.18

CARS buildup delay time as a function of probe delay

(Reprinted with permission from [76])
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Figure 3.18 shows the dependence of the buildup time of the CARS process with the probe
width. The vertical dashed line on the right side of the plot denotes the non-resonant processes
which have no buildup time, as mentioned before. The curve with diamond maxima represents the
results obtained from Eq. (2.26); on the other hand, curve with circle maxima are plotted using the
numerical simulations in which CARS maxima are obtained from theoretical data(diamonds).
Theoretical and experimental data seem to be in good agreement with a constant offset of 0.35ps.
It should be noted from the plot that, as the buildup time delay increases about to about five times,
the probe width corresponding to that has been diminished by five times compared to its original
value. This supports the aforementioned relation of buildup time delay and probe width. ( τ𝑗 ∼
1/∆𝜔𝑝𝑟 ). Keeping in mind that the detection limit for the current setup is 10cm-1, we believe that
the last three points for probe widths were even lesser than 10 cm-1 hence a saturation or all three
points being seen on the horizontal detection limit. This theory then removes the discrepancy
between theoretical and experimental data points in this region. Finally, it is important to mention
that no fitting free parameter has been applied here and all theoretical results for water, benzene,
and pyridine shown in Fig. 3.17, share the exact same common parameters as we start simulating
a single formula as a sum of Eq. (2.25) and (2.26).
3.7

Conclusion and Future Work
The present chapter observes how, with its closed-form solution, quantification of

essentials in the CARS signal and manipulation of its temporal evolution could be understood.
Experimental realization of the signal building gradually and its deferral being controlled by laser
pulse shaping was demonstrated. Driving pulses are tuned to the Raman-resonance onto the
vibrational ring modes of pyridine and benzene molecules. As a result, CARS buildup is deferred
in picoseconds more as delayed probe pulse width varies from 50 down to 10 cm−1. With off51

resonant driving of water molecules, this effect, on the contrary, does not occur. Temporal
manipulation of the CARS signal showed its ability to serve as a species-specific indicator which
can be used in machine learning applications for future nonlinear optical spectroscopy. This
chapter also demonstrates the possibility of other unknown parameters that can be employed to
control the deferral of the CARS signal buildup such as the spectral widths of other to beams. This
opens up wide doors for unexplored theoretical and experimental analyses.
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CHAPTER IV
SECOND-ORDER CORRELATION SPECTROSCOPY (SOCOS)
4.1

First-order and Second-order Correlation Functions
Correlation functions have been used for a long time to characterize electromagnetic field

responses (or spectroscopy). The degree of coherence is the normalized correlation of electric
fields. Its most straightforward form has been demonstrated to quantifying the coherence between
two electric fields, as measured in a Michelson interferometer. Before the Hanbury Brown-Twiss
experiment in 1950, the light was just considered an EM wave; after measuring the correlation
function, specifically the g(2) function in the time domain that relates two intensities, it can be said
to mark the birth of quantum optics. For example, in order to hear two clicks in the stream of light
simultaneously, a beam splitter is used with two photodetectors. A similar configuration was used
in the original experiment to test a new type of stellar interferometer, in order to measure the size
of star “Sirus”[59,60]. Over the years, the second-order correlation function in space and time has
been studied extensively, and its application has been extended to various complex systems
descriptions[91]–[93]. Recently (2018), in his publication Ariunbold [94] introduced a newly
defined second-order function in the frequency domain to study asymmetrical noise correlation in
CARS and CSRS spectra, which was also the diagonal sum of the synchronous plot in 2D
correlation spectroscopy. The correlation between pairs of fields, typically is used to find the
statistical character of intensity fluctuations. First-order correlation is the amplitude-amplitude
correlation, and the second-order correlation is the intensity-intensity correlation. Coherence can
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also be thought of as one kind of correlation and depending on the relative phases of the fields, the
term coherence is used. However, in the case of correlation, we correlate any two quantities based
on anything that they might have in common, not necessarily phase, could be dipole-dipole
interaction.
4.2
4.2.1

Two-dimensional Correlation Spectroscopy (2DCOS)
Current State of the Art
Typically, a probe is used to interact with the sample in a traditional spectroscopic method,

and the samples response is studied. The obscured information in these one-dimensional spectra
can be extracted using two-dimensional spectroscopic analysis. The basic concept of 2DCOS
spectroscopy was introduced almost 30 years ago in the field of nuclear magnetic resonance. As
2D spectroscopy began to grow and develop, optical spectroscopy began to be tested. Noda’s
development of 2D-FTIR [18] arose from relaxation studies because they were a much longer
timescale than vibrational relaxation. Once it was realized that vibrational spectra could be
analyzed via this method, the field began to flourish.

Figure 4.1

Flow chart representing 2DCOS analysis
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Two-dimensional spectroscopy involves measuring an optical signal as a function of two
optical frequencies. The data is then usually presented as 2D contour plots, where color intensity,
position and shape are often used to represent phase and amplitude. When both optical frequencies
are the same, it is equivalent to simply exciting and probing the sample with degenerate light, and
the resulting diagonal plot is identical to the one-dimensional spectrum. However, if two peaks in
the spectrum are coupled somehow, they will give rise to an off-diagonal peak. 2DCOS constructs
2D image as an optical analog to nuclear magnetic resonance imaging [95]. This technique has
extensively been used in a perturbation-based incoherent Raman spectroscopy to reveal the system
dynamics under external perturbations, for example, variations of temperature and/or
concentration. [19], [96]–[98]. Two-dimensional correlation spectroscopy (2DCOS) has emerged
as a powerful diagnostic tool in nuclear magnetic resonance (NMR), fluorescence, Raman, and IR
spectroscopies since its introduction in the early 1800s[99]–[102]. 2DCOS has been extensively
applied to protein science, pharmacy, biomedical applications, and nano research[98], [103], [104].
The main goal of 2DCOS investigations is to explore mutual correlations between perturbationinduced spectral responses in spectroscopy. In the last five decades, significant progress has been
demonstrated in developing two-dimensional correlation spectroscopy as an analytical tool to
enhance and reveal the synchronously and asynchronously correlated features on 2D data maps.
In the past, several techniques, such as moving window 2DCOS and null space projection, have
advanced comprehensive interpretation of 2DCOS results[105], [106]. For example, by spreading
the overlapped spectral features along a second dimension, the apparent spectral resolution is also
enhanced. Due to its application versatility, publication rates are about 180 articles per year, and
almost 2.5K articles on 2DCOS have been published so far [107].
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In the literature, the 2D hetero-spectral correlation analysis is divided into two categories:
One dealing with very similar spectroscopic analyses such as IR and Raman. An example of this
technique was done by Jung et al. [108] when they used both IR and Raman to investigate specific
amide signals in the secondary structures of β-Lactoglobulin in buffer solutions. 2DCOS was first
used on the protein, as well as 2D Raman, to assign peaks and propose a mechanism for a
concentration-dependent reaction. Since both spectroscopic techniques had a concentrationdependent external perturbation, the group tried two-dimensional hetero-spectral correlation
analysis to test the analysis method's legitimacy for protein research. They could detect small
amino acid bands that were not detected in either the 2D IR or Raman experiments. The other form
of 2D hetero-spectral correlation analysis dealing with completely different forms of spectroscopic
techniques. Because the techniques are so different, the external perturbation has to be the same in
this case. Unique physical or spectroscopic characteristics can be discovered through this method.
E.g., A study was performed using X-ray absorption, and Raman spectroscopy to find the
mechanism of a reaction involving lithium and cobalt oxide. This was a very similar study to that
of Jung et. al., in that 2D correlation was performed with both X–ray and Raman signals and a
mechanism were proposed using the asynchronous spectrum while getting a much better
resolution. Then, a 2D hetero-spectral correlation analysis was performed to confirm these
conclusions. Not only was the mechanism confirmed using this technique, but the complex band
assignments were also confirmed.
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Figure 4.2

Analytical probes, static perturbations, and most shared systems used in 2DCOS

Out of all the perturbations that have been used over the years, temperature and
concentration take up a major share. Temperature induced spectral changes have probably been
used as one of the most common ways to analyze two-dimensional correlation. For example,
temperature-dependent NIR spectra of decanal for hydrogen bonding study and rotational
isomerism detection were reported by Czarnecki et al. [109]. Czarnecki published a series of papers
on temperature- based 2D NIR analysis of associated liquids as well. The earliest work on the 2D
IR correlation study based on concentration variation was the covariance mapping study of
lysozyme found in a commercial detergent [110]. Concentration dependence of the IR spectra of
this detergent enzyme was analyzed by constructing a 2D covariance map. The use of
concentration variation as a form of system perturbation variable is gaining popularity as much as
the temperature effect. Numerous technical papers on concentration-based 2D spectroscopy have
been published in recent years. For example, biological samples, proteins, phospholipids, etc. as
studied by Czarnik-Matusewicz et al. [111], who reported the 2D NIR study of milk based on the
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concentration differences of fat and protein. The detection of buried spectral bands was noted, and
comparison was made to some chemometrics techniques. Abderak et al. [112] published the 2D
Raman study based on the concentration scan of phosphoric acid. Inter- and intramolecular
interactions in highly concentrated phosphoric acid could be detected. Ren et al. [113] described
polymers as the 2D Raman study of the compositional variation of PS/PPE blends. In their work,
the normalization of spectra based on the area under the curve within a fixed spectral region is
used. Although by far IR is used maximum as probe in two-dimensional spectroscopic analysis,
Raman spectroscopy

[114][115][116][117][118][119] [120][121], [122] [18] is also used

popularly in 2DCOS representing about 10% of the analytical probes found recently. Various
Raman spectroscopic techniques, such as surface-enhanced or tip-enhanced Raman spectroscopy
(SERS)[123], [124], UV resonance Raman (UVRR) spectroscopy [125], Raman optical activity
(ROA)[126], Raman microscopy[127], Raman imaging [128], and spatially offset Raman
spectroscopy(SORS) [129] were reported. The use of hetero-spectral correlation of Raman
spectroscopy with IR, Sum frequency generation(SFG) [130], [131], and MALDI-TOFMS [132]
were also reported. 2DCOS has also been applied to fluorescence spectroscopy in various fields,
such as a polymer, biomaterials, bio-derived, foods, environmental, and forensic etc. Especially,
many Chinese patents using 2D fluorescence as an analytical method for identification were filed.
2D hetero-spectral correlation of fluorescence with IR spectroscopy was also reported. Many
applications of 2DCOS in NMR spectroscopy were reported since 2D NMR spectroscopy based
on the generalized 2DCOS has been first reported by Eads and Noda. Hetero-spectral correlation
of NMR with near-edge X-ray absorption fine structure spectroscopy (NEXAFS) have been
investigated as well. 2DCOS is also widely used to enhance spectral resolution in order to help
differentiate highly overlapped spectral bands
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4.2.2

Theoretical Description
Suppose a discretely sampled set of spectra I (j, Mk) is obtained for a system measured

under the influence of an external perturbation, which induces changes in the observed spectral
intensities. The spectral variable j with j = 1, 2, ... n; could be, for example, wavenumber,
frequency, scattering angle, wavelength, etc., and the other variable Mk with k = 1, 2, ... m
represents the effect of the applied perturbation, e.g., time, temperature, concentration, and
electrical potential. Only the sequentially sampled spectral dataset obtained during the explicitly
defined observation interval between t1 and tm will be used for the 2D correlation analysis. For
simplicity, wavenumber and time are used to designate the two variables, but it should be
understood that use of other physical variables is equally valid [97]. Definition of two-dimensional
synchronous function is given as:
𝑀

𝑠𝑦𝑛𝑐
𝛷𝐼1𝐼2 (𝑣1 , 𝑣2 )

1
= ∑ 𝐼𝑗 (𝑣1 ). 𝐼2𝑗 (𝑣2 )
𝑀
𝑗=1

where 1 and 2 are the frequency at which the intensities, Ij, and I2j are being correlated.

Figure 4.3

Synchronous two-dimensional correlation spectra [19]
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(4.1)

Synchronous 2D contour map represents the simultaneous or coincidental changes of
spectral intensity variations measured at 𝑣1 and 𝑣2 during the interval between Mmin and Mmax
of the externally defined variable M. A synchronous spectrum is a symmetric spectrum with
respect to a diagonal line. The intensity of peaks located at diagonal positions corresponds
mathematically to the spectral intensity variations observed in the autocorrelation function. The
diagonal peaks are therefore referred to as auto peaks. The magnitude of an auto peak intensity,
which is always positive, represents the overall extent of spectral intensity variation observed at
the specific spectral variable n. Any regions of a spectrum that change the intensity to a great extent
under a given perturbation will show strong auto peaks, while those remaining near constants
develop few or no auto peaks. The definition of the two-dimensional correlation function is given
as:
𝑀

𝑎𝑠𝑦𝑛𝑐
Ψ𝐼1 𝐼2 (𝑣1 , 𝑣2 )

𝑀

1
= ∑ 𝐼𝑗 (𝑣1 ). ∑ 𝑁𝑗𝑘 . 𝐼2𝑘 (𝑣2 )
𝑀
𝑗=1

𝑘=1

where 1 and 2 are the frequency at which the intensities, Ij, and I2k are being correlated, and
Njk is the Hilbert-Noda matrix [190].
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(4.2)

Figure 4.4

Asynchronous two-dimensional correlation spectra [19]

The intensity of an asynchronous spectrum represents sequential or successive changes of
spectral intensities measured at 𝑣1 and 𝑣2 . An asynchronous spectrum is antisymmetric with
respect to the diagonal line. The asynchronous spectrum has no auto peaks, consisting exclusively
of cross-peaks located at off-diagonal positions. An asynchronous cross peak develops only if the
intensities of two spectral features change out of phase (i.e., delayed or accelerated) with each
other. This feature is especially useful in differentiating overlapped bands arising from spectral
signals of different origins. Even if bands are located close to each other, as long as the signatures
or the pattern of sequential variations of spectral intensities are substantially different,
asynchronous cross peaks will develop between their spectral coordinates. The signs of
asynchronous cross-peaks can be either negative or positive. The sign of an asynchronous cross
peak becomes positive if the intensity changes at 𝑣1 occurs predominantly before 𝑣2 in the
sequential order of M. It becomes negative, on the other hand, if the change occurs after 𝑣2 . This
rule, however, is reversed if 𝑣1 , 𝑣2 < 0. The example spectrum in Fig. 4.4, indicates that the
intensity changes (either increase or decrease) at bands A and C occur after B and D changes.
61

4.3

Theoretical Simulations
The following simulation was created in MATLAB using Gaussian functions. Fig. 4.5

shows the change in Gaussian amplitude, whereas Fig. 4.6 shows a frequency change.
Simultaneous frequency and amplitude change are common occurrences in such plots, the shapes
of the peaks of which can be drawn-out based on the two simulations below.

Figure 4.5

Amplitude shifts in Gaussian peaks visualized through synchronous (left) and
asynchronous (right) 2D contour plots

There are strong peaks along the self-correlation line (the diagonal line x=y, on which
variables correlate only with themselves This is expected of every synchronous 2DCOS because
the peak of the peak represents how in phase a particular data set is with another data set, and every
data soaks perfectly in phase with itself. Another peak represents the correlation between the two
Gaussian curves, the one on the top left expressing the correlation of the first curve to the second
and the bottom right expressing the correlation between the second curve and the first. It is
expected that these peaks be symmetric because in a synchronous 2DCOS, the order of the
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variables being correlated does not matter. Right side of Fig. 4.5 shows the asynchronous 2DCOS
of the same curves. There are no peaks along the self-correlation line because, in an asynchronous
2DCOS, the peak height represents how out of phase data are, and a data set cannot be out of phase
with itself. However, where this correlation between two different data sets, there can be peaks; in
this case, there are peaks in the upper left and the lower right, indicating that the data is somewhat
out of phase. Note that the upper left peak is positive, while the peak in the lower right is negative.
This indicates that the first peak is changing before the second peak, which in this case is not
changing.

Figure 4.6

Frequency shifts in Gaussian peaks visualized through synchronous (left) and
asynchronous (right) 2D contour plots

The second set of Gaussian curves is designed to demonstrate a frequency shift at a constant
intensity. The synchronous 2DCOS shows peaks in all the same spots as in the synchronous plot
in Fig. 4.5, but note that all the peaks, except the top right, have been smeared into an elliptical
shape. This indicates that at least one of the data sets is experiencing a frequency shift. The
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orientation of the ellipse can tell you which of the data sets is shifting. If the ellipse's major axis is
horizontal, it indicates that the data on the x-axis is shifting. If the major axis is vertical, it means
the data on the y-axis is shifting. If the angle is between vertical and horizontal, then both data sets
are experiencing a shift. You can determine which shift is more severe by looking at the angle of
the major axis. The peak at the lower left (along the self-correlation line) is angled at precisely 45
degrees from the x-axis. This is because the data on both the x- and y- axes represent the first peak
from. Thus, they are both shifting at precisely the same rate. It is also worth noting that by adding
intensity change in addition to the frequency change, the elliptical shape is distorted along the yaxis as a result of competition between those changes (not shown in this figure). The peak in the
upper left is angled perfectly horizontal. The correlation peak comes from the first, shifting peak
on the x-axis and the second, stationary peak on the y-axis. Thus, it is only smeared along the xaxis. The shape of the lower right peak is described through similar reasoning. The upper right
peak is a perfect circle because it is a representation of the self- correlation of the non-shifting
peak. The asynchronous plot (see the right plot in Fig. 4.6) shows a positive or a negative peak for
each of the synchronous plot peaks, excluding the one in the top right (again because it has no
shifting component). A positive asynchronous peak indicates that the data on the x-axis is leading
the data on the x-axis, and vice versa for a negative peak.
4.3.1

Method of Diagonal projection: 2D to 1D Correlation using the Normalized
Correlation Function
The one-dimensional correlation function used to investigate characteristic features of the

system is defined as below
(2)

𝐺I,I′ (∆𝑣) = 〈{𝐼(𝑣) . 𝐼 ′ (𝑣 − ∆𝑣)}〉
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(4.3)

This correlation function is introduced in the previous work by Ariunbold [94]. A simple
scaling factor could be employed sometimes enhances the spectral features. Example: Fine features
previously obscured by large variations of neighboring bands become more visible in the scaled
2D correlation spectra. It is also called normalized correlation function [133]–[135]. A fascinating
result introduced by Ariunbold and verified in the following section is the synchronous 2D map's
diagonal projection. By diagonal projection (or diagonal sum), it is simply meant the sum of on
and off elements along the diagonal. This projection yields the same results as the one-dimensional
correlation function defined above. To perform the aforementioned analysis, the raw data is
pretreated as before, and the following procedure is follows:
First, starting with our spectral intensities for ten perturbations, a matrix C is defined with
the dimensions A x B where A is the spectral intensity and B, or M denotes the number of columns
𝑠𝑦𝑛𝑐

attributed to concentration. Next, the synchronous function 𝛷𝐼,𝑃 (𝑣, 𝑣 ′ ), gives a two-dimensional
array multiplying the two discrete variables: intensity values throughout the ten columns and
averaging over the perturbative parameter (M or B). This new matrix attributed to the synchronous
spectra has the same dimensions A x B. It should be noted that the main diagonal elements contain
the spectral concentrations obtained from the recorded set of spectra, whereas off-diagonal
elements contain a correlation nature in the concentration. That being said, the diagonal projection
of the matrix defined above, i.e., a sum of matrix elements along on- and off-diagonal for the
synchronous correlations reduce 2D analysis into 1D analysis as follows:
Considering the matrix C (intensity X perturbations) elements and multiplying by
themselves, we obtain another matrix, each column of which is represented by the following
figure; however, intensities may vary. In the following example, the autocorrelation of the above
example with frequency shifted gaussian peaks is demonstrated.
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Figure 4.7

Dynamic spectrum of simulated Gaussian plots depicting frequency shifts

After obtaining the array discussed above (depicted in the plot above), it is divided into
two triangles on each side of the diagonal. The elements are added row-wise in each triangle
yielding a matrix with single dimension (lower plot of Fig. 4.10). The graph for the sum of upper
(left) and lower (right) triangle look as depicted in Fig. 4.8.

Figure 4.8

Sum of upper (left) and lower triangles of the spectrum
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When plotted, this single dimensional array gives the same results as obtained from the
definition of one-dimensional second-order correlation function defined above. This can be
visualized in the third dimension as the following mesh.

Figure 4.9

Diagonal projection of synchronous function (upper figure: mesh, lower figure: top
view)

The plot of the one-dimensional correlation function and the combined elements of the
diagonal sum can be seen below:
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Figure 4.10

The plot of correlation function (left) and the sum of diagonal elements of
synchronous plot (right)

Hence the two-dimensional analysis results of synchronous spectra were simply deduced
from the second-order correlation functional definition. The same approach is used to diagonally
sum the asynchronous 2D contour plot and compare it to the one-dimensional correlation function
definition for asynchronous plots.
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CHAPTER V
IMPLEMENTATION OF SECOND-ORDER CORRELATION SPECTROSCOPY
5.1

Introduction
This chapter encompasses the combination of the two second-order correlation analyses

briefed in the preceding chapter. The application of SOCOS experimentally was verified using a
traditional approach first in section 5.2. Here using wavenumber as the variable at which intensityintensity is correlated and concentration as the parameter to which coherently scattered responses
are analyzed, asymmetric shifts observed in the CARS, and CSRS (high and low energy) spectrum
as the concentration varies, are investigated. The varying water concentration is depictive of how
the vibrational responses change as the hydrogen molecules increase/decrease in the mixture.
Although second-order correlations have been employed in traditional Raman spectroscopy, this
chapter describes its novel application to coherent Raman spectroscopy. Following this, an
escalated dip in the dephasing time (or spectral broadening) at lower water concentrations has been
explained discretely via cooperative effect in section 5.4. After analyzing hydrogen bonding via
SOCOS, a generalized notation of the two analyses is presented that can be applied for multiple
variables and parameters governing the ongoing processes. As a practical example, the generalized
version of SOCOS is shown to distinguish resonant vs. non-resonant responses in the CARS signal
using probe spectral width as the perturbative parameter and probe time delay as the variable in
section 5.5. Diagonal directional sums are defined and used in both applications in the chapter as
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a tool that reduces both synchronous and asynchronous two-dimensional correlation spectroscopy
to one-dimensional plots, keeping the valuable analytical information.
5.2
5.2.1

Asymmetric Frequency Shifts in Hydrogen-bonded Pyridine-water Complexes
Background
Hydrogen-bonded mixtures with varying concentrations are a complicated networked

system that demand a detection technique with time and frequency resolutions. The ubiquitous
nature of hydrogen bonding in our surroundings, makes its study a vital topic. Not only the role of
hydrogen bonding plays in the properties of water itself [136] [137], it also is the backbone in the
interconnection of various biochemical interactions. Hydrogen bonding also helps enzymes bond
to substrate molecules, antibodies to antigens, and transcription factors to both DNA. One of the
most important is the connection of RNA and DNA to their purine counterparts through hydrogen
bonding [138], [139]. Pyrimidine forms the backbone of RNA and DNA and its structure closely
resembles that of pyrimidine, justifying our choice of sample and purpose [140], [141]. Pyridine–
water (Py-W) mixtures provide the perfect staging ground for studying hydrogen bonding. The
reorientation of pyridine is slow enough that the spectroscopic shifts rely solely on the vibrational
mode changes resulting from the hydrogen bonded Py-W complexes [180] - [181] . One of the
best ways to study hydrogen bonding is in Py-W mixtures by using vibrational spectroscopic
techniques because the reorientation of pyridine is so slow that it contributes nothing to the overall
spectral shifts. This means that any detected shift is necessarily a result of a change in the
vibrational mode due to hydrogen bonding [142]. On one hand, ordinary (incoherent) Raman
spectroscopic study provides data in frequency domain revealing spectral shifts observed. This can
be understood as a result of an ultrafast collective of pyridine molecules bound to water molecules.
Red shifts due to the hydrogen bonding, can be compared with the analyses obtained from density
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functional theory [144]. Vibrational dephasing times can be extracted from spectral profiles [142].
On the other hand, in coherent anti- Stokes Raman scattering (CARS) [2] spectroscopy, these
dephasing times can also be extracted by fitting the observed spectra. In multiplex (femtosecond)
time-resolved CARS[142], [145] the beatings due to unresolved ring modes observed and
separations of Raman peaks for the mixtures can be extracted, whereas in the interferometric
CARS [146] the ultra-precise measurement of Raman shifts can also be obtained in addition to
dephasing times. Hydrogen-bonded mixtures are a complicated networked system[87] that need
both time and frequency resolved detection technique. Simultaneous time and frequency resolved
detection in ultrafast CARS has been extensively reported [21], [36], [72], [74], [75], [147]–[150].
In particular, the combination of femtosecond excitation together with picosecond probing
technique (referred to as hybrid fs/ps CARS) was developed [52], [66]. The 105-fold enhancement
due to coherent excitation of the pyridine ring modes over standard incoherent Raman signal [51]
and detection of pyridine molecules in a gas at 30 ppm were demonstrated by this technique. The
theoretical and experimental works for simultaneous CARS and coherent Raman Stokes scattering
(CSRS) has been reported [46], [48], [74], [151], [152], and the fs/ps hybrid CARS technique has
been improved further by controlling asymmetry in the simultaneously recorded CARS and CSRS
spectra [94], [150] an offering a higher spectral resolution.
Raman spectroscopy occurs due to a molecular vibration causing a "change in
polarizability" of the molecule, therefore being an appropriate tool to investigate water's tectonic
behavior and its interaction in mixtures containing water and other molecules. Hydrogen bonding.
though, is one of the most abundantly found interactions in any form of bio-molecular systems,
yet its total understanding is still ambiguous and requires extensive testing and explanation [153]–
[156][157]. The Raman spectrum of water is mainly comprised of five sub-bands, which are
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located at 3014, 3226, 3432, 3572, and 3636 cm-1, and can be assigned to νDAA- OH, νDDAA-OH,
νDA-OH, νDDA-OH, and free OH symmetric stretching vibrations, respectively (D- donor, Aacceptor, OH- Oxygen Hydrogen)[149][158], [159]. This is another crucial reason for our choice
of water as the solvent for concentration dependence measurements since its characteristics do not
interfere with the pyridine mode peaks in our region. Since water does not affect the spectra in
even the most dilute concentration, coherent Raman scattering was an ideal technique to monitor
those changes [144], [160], [161]. Application of coherent Raman spectroscopy has been
previously employed in order to gain further understanding of hydrogen bonding [142], [146],
[162]. Since the scattered signal relies on the resonant excitation of a chosen frequency (by
choosing the pump), noise due to the spectrum of solvents such as water is further reduced [3].
Hybrid femtosecond/picosecond technique [74], [75] is ideal in order to retrieve background free,
spectrally resolved signals; in fact, the sensitivity of this technique was tested by Pestov et al. [51],
demonstrating 105-fold enhancement compared to spontaneous Raman signal. Concentrations like
30 ppm pyridine molecules in the gas phase was demonstrated by the same group [163]. However,
achieving high spectral resolution, effective noise removal, and sensitivity improvement are some
challenges that the CARS technique still faces in the effective extraction of features in a spectrum.
The study of complicated network systems such as pyridine-water mixtures calls for a new
approach to increase the existing techniques' resolution. In the following sections, we demonstrate
an improved hybrid fs/ps coherent Raman technique combined with higher-order correlation
functions in order to promote its resolution without losing sensitivity. Over recent years higherorder correlation functions have been employed to study complex spectral structures [164]–
[167][168]. For example, protein dynamics and food research where often overlapping bands are
incurred; were resolved using 2D correlation analysis combined with traditional spectroscopy
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[116], [168], [169]. Hydrogen bonding has also been investigated using 2DCOS analysis before in
varied applications [170]–[172]. Spontaneous Stokes and anti-Stokes Raman spectrum have been
investigated simultaneously for different systems [173], and 2DCOS for ordinary (incoherent)
Raman scattering has also been extensively studied [96], [97], [174].

Despite that, its

straightforward implementation in CARS spectroscopy has not been studied until recently [94].
Noise fluctuation has also been used as an additional variable in order to achieve higher spectral
resolution before [24], and its straightforward extension to a study cross-correlation between
coherent anti-Stokes and Stokes Raman spectra [36], [75] was demonstrated by Ariunbold defining
a new second-order correlation function in the frequency domain as follows
(2)

𝐺𝐶𝐴𝑅𝑆,𝐶𝑆𝑅𝑆′ (Δ𝑣) = {𝛿𝐼𝐶𝐴𝑅𝑆 (𝑣). 𝛿𝐼𝐶𝑆𝑅𝑆 (𝑣 − Δ𝑣)}

(5.1)

where δICARS(ν) and δI CSRS (ν −∆ν) are the spectral intensity variations for the coherent anti-Stokes
and Stokes Raman scattering (CARS/CSRS) at frequency ν and ∆ν = ν 2 − |ν1| is a difference
between the CSRS (ν2) and CARS(|ν1|) shifts. On one hand, to our knowledge, the straightforward
applications of 2DCOS in coherent anti-Stokes and Stokes Raman correlation spectroscopy have
not been demonstrated yet. On the other hand, the traditional second-order correlation function
defined either in time or space domain has been commonly used in both classical and quantum
optics [7], [175]–[177]. One of many advantages of the present CARS/CSRS cross-correlation
spectroscopy is that it has no fluorescence contamination, which is often a big issue in ordinary
Raman spectroscopy. In the present experiment using concentration as variable, both CARS and
CSRS (coherent Stokes Raman scattering) spectra that have improved capability compared to
spontaneous Raman spectra are detected simultaneously. These spectrums are used to study cross
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and autocorrelations of CARS and CSRS employing two-dimensional correlation spectroscopy, in
conjunction with one-dimensional correlation function in frequency domain.
5.3

Experimental Setup and Data Procurement
The schematics of the CARS setup (explained in section 3.5) with adjustments to the

current experiment, can be seen in Fig. 5.1.

Figure 5.1

Experimental arrangement of simultaneous CARS and CSRS signal procurement
of pyridine water mixtures

Pyridine solution with 99.8% purity purchased from sigma Aldrich is diluted using distilled
water with a high precision micropipette (VWR Inc.). Ten different samples are created with an
evenly decreasing concentration of pyridine (100% to 10%). Integration time used is 0.2 seconds
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with an average of over 10 data sets at 3 different time delays (2ps, 3.4 ps, and 4 ps). The probe
pulse had a duration of about 3 ps with approximately a sinc2 shape having the first node at 3.4ps
delay. The signal obtained from these mixtures contained an undesired four wave mixing signal
when all three pulses arrived simultaneously; however, this background first increases and then
exponentially diminished by delaying the probe pulse in picoseconds. This FWM reduction theory
has been extensively studied and proved in previous sections of this dissertation. For this particular
experiment, the background is drastically removed by delaying the probe pulse by 3.4 picoseconds.
At this delay, the maximum count for CARs signal is observed greater than 70000 counts with
probe power of 1 mW. Although this shows the extent to which the signal is enhanced in the
coherent Raman set-up, due to the usage of imperfect notch filters used, the unblocked probe beam
tended to saturate; hence, the probe beam power is reduced to a range of nanowatts and CARS and
CSRS signals are analyzed in the range of 300 counts. The pump beam wavelength is adjusted
inside the NOPA to maximize the frequency shift effects in both coherent Stokes and anti-Stokes
region of the spectra obtained from pyridine water mixtures. In order to do that a center wavelength
of 915 nm is chosen, which corresponded to a region in between the two peaks of pyridine. (ring
breathing mode: 992 cm-1 and ring bending mode 1031 cm-1). This arrangement also favors the
frequency shifts seen due to hydrogen bonding in the mixtures as the excitation is not perfectly
current with either of the modes of pyridine but in between them. All three beams are collinear
and recombined in a spatio-temporal manner on the sample after which the CARS and CSRS data
are acquired simultaneously by a spectrograph and EMCCD.
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Table 5.1

Beam Parameters
Beams

Wavelength

Power

Bandwidth

Pulse duration

(nm)

5.3.1

Figure 5.2

Pump

915

40 mW

40nm

50 fs

Stokes

1035

100 mW

5nm

240 fs

Probe

520

nanowatt

1nm

3 ps

Asymmetric Shifts in CARS and CSRS Spectrum with Concentration Change

The CARS (left) and CSRS (right) spectra are shown at differing concentration
levels of water in pyridine at 3.4 ps delay of the probe pulse relative to the molecular
coherence excitation with a 1035 nm Stokes and 915 nm pump broadband pulses.
The range goes from pure pyridine (bottom) to 90% water and 10% pyridine (top)
in 10% increments. The bars represent estimated contributions of different pyridine
water complexes fitted by several Gaussian functions (red curves)

Reprinted with permission from [150]
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In Fig. 5.2, the average and normalized (with respect to the highest peak in the spectra)
CARS (left) and CSRS (right) spectrums are shown with increasing pyridine concentration
(bottom to top) at 3.4 ps delay (time delay at which FWM contamination is most diminished).
Even though the CARS and CSRS spectra of the mixtures are obtained simultaneously, it is shown
separately in order to clearly differentiate the changes in them. The x-axis showing wavenumbers
was chosen as symmetric as possible for both CARS and CSRS with the intention to be able to see
the cross-correlation between them distinctly. Modulus of the blue shifts are used in the twodimensional correlation analysis in the following section. It can be seen in Fig. 5.2, that for pure
pyridine (no dilution), the Stokes and anti-Stokes shifts are coinciding, indicating that the
asymmetrical shifts seen in the diluted sample spectra are due to the pyridine water complexes.
When water is mixed with pyridine, it forms complexes that can be written in a notation as PynWm,
where n and m denote the number of each molecule present in the mixtures. Py1W1, Py2W1, Py1W2
are some of the pyridine water complexes that can be found in the literature[87], [144], [161]. In
our data, as shown in Fig 5.2, for 100% pyridine, the pairs of peaks are at v1 and v12, and the CARS
signal further experienced a blue shift, while the CSRS signal experienced a red shift more as water
was added to the Py-W mixture. Analogous to the two peaks of pure pyridine that are attributed to
ring breathing and ring bending mode, the PyW complexes also have a specific ring breathing and
ring bending mode, and the frequency shift observed does not actually change in the vibrational
mode of a complex but only the change in the intensity of that particular mode [88]. Like above,
there are various theories developed to explain these complexes' behavior, one of which being the
density functional theory, which states that at the occurrence of particular complexes of pyridine
in a mixture depends on the constituent variation in it. Which further implies that as the
concentration changes, the dominant mode would be creating an appearance of frequency shift.
77

E.g. Comparing to no apparent shifts seen in the 𝑣12 mode , shifts corresponding to Py2W, PyW,
PyW2, and PyW3 for 𝑣1 were approximated by Schlu ̈cker et al. as 8,10,13, and 18 cm-1
respectively [144].
For our instrument, the offset in the spectrograph calibration is measured to be < 2cm-1 or
1 pixel (see, calibration in section 3.2.7.1). The reason of this offset can be ascribed to conversion
from wavelength to wavenumber, which could reflect differently in the different regions (CARS
and CSRS). In order to see the CARS and CSRS spectrum simultaneously a 600 grooves per mm
grating optimized for 500 nm wavelength, within the spectral resolution of 0.13nm is used. Results
from 10% pyridine in water in Fig. 5.2, show that the blue shifts in CARS spectra are about 13 and
4 cm-1, respectively, while redshifts in CSRS are 10 and 4 cm-1, respectively. Taking our
spectrograph offset into account, these shifts, especially for the lowest pyridine concentration, do
not stand out substantially. Therefore, it is safe to assume that the shifts that are observed in the
data were only due to the leftover FWM contamination in the signal of CARS and CSRS procured.
That being stated, the relative variation in intensity observed that is observed in Fig. 5.2 can be
explained using the density functional theory that imputes this intensity ratio change between two
peaks on the complex being formed. To avoid complexity, only contributions of Py-W complexes
and Py are considered Gaussian fitting to separate the contributions of different complexes. For
10% pyridine concentration as observed by Schlu ̈cker et al., the largest shift in the peaks can be
seen, which were most likely due to Py-W but no substantial shift from pyridine peak alone.
Rigorous calculations are required to extract the exact contribution from different complexes using
DFT; however, a decent attempt to quantify these contributions can be seen in terms of bars (solid
red) in the graphs of Fig. 5.2. In order to find these, four different Gaussian peaks corresponding
to each vibrational mode of the pure pyridine and one for each vibrational mode of the pyridine78

water complex (PynWm or PykWq) are fitted into the spectrum. MATLAB software is used to
uncover the lease square method to find coefficients representing the contribution of each Gaussian
fit (widths of the fitted Gaussian function were kept constant). It has been pointed out in Zoidis et
al. [32] that the networked hydrogen-bonded contributions rather than a set of discrete complexes,
play a role in the Py-W system. Nevertheless, in the present study framework, the approximation
mentioned above is satisfactory, as demonstrated by the correlation analysis in the following
section.
5.3.2

SOCOS for CARS versus CSRS
The theoretical description of the two-dimensional correlation analysis has been given in

section 4.2.2. The conventional definitions of synchronous and asynchronous functions are tailored
to this chapters use and can be seen below. One of the main benefits of 2DCOS analysis is
visualizing the observed asymmetry between and two spectral responses. In the literature, when
two different types of probing methods are correlated, its analysis is coined the name “heterospectral 2DCOS analysis” [178], [179]. In the current work, we adopt a similar approach to
correlate the observed irregularity in the frequency and intensity of CARS and CSRS spectra
obtained simultaneously from pyridine with concentration as the variable. Although the CARS and
CSRS spectra are collected at the same time, the spectrum is processed after division into the
Stokes and anti-Stokes regions. These spectrum regions (CARS and CSRS) are two independent
variables used to form a plane (x,y), and the intensity of spectral responses is used as the third
variable perpendicular to this plane (z). In the pretreatment of the data, not only is the constant
background removed from each raw spectrum to avoid the isosbestic effect, it is essential to note
that the FWM contamination was also significantly diminished (by choice of probe delay). These
two factors enable us to adopt 2DCOS for the pretreated data directly. Moreover, only a few
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selected peaks are enhanced, and other ordinary Raman peaks (including the peaks for water
molecules) are dwarfed, making 2DCOS plots simple and easy to interpret. The x- or y-axis is
either Stokes or the modulus of anti- Stokes Raman frequency to ensure that CSRS and CARS
spectra coincide in the case of pure pyridine. Definition of synchronous and asynchronous function
in the frequency domain are defined as follows
1

𝑠𝑦𝑛𝑐

′ ′
𝛷𝐼,𝑃 (𝑣, 𝑣 ′ ) = {𝐼(𝑣). 𝐼 ′ (𝑣 ′ )} = 𝑀 ∑𝑀
𝑗=1 𝐼𝑗 (𝑣). 𝐼𝑗 (𝑣 )
𝑎𝑠𝑦𝑛𝑐

𝛹𝐼,𝐼′

1

𝑀
′
′
(𝑣, 𝑣 ′ ) = 𝑀 ∑𝑀
𝑗=1 𝐼𝑗 (𝑣) . ∑𝑘=1 𝑁𝑗𝑘 . 𝐼 𝑘 (𝑣 )

(5.2)
(5.3)

where 𝑁𝑗𝑘 are the discrete Hilbert-Noda transformation matrix elements defined as in Eq.
(5.12). Stokes Raman scattering and/or CSRS intensities 𝐼(𝑣) and 𝐼′(𝑣′) are defined as functions
of frequency 𝑣 and 𝑣 ′ , e.g., |𝑣𝐴 |, 𝑣𝑠 and ∆𝑣 = |𝑣𝐴 | − 𝑣𝑠 are anti-Stokes, Stokes Raman shifts,
and their difference, respectively. For correlation function Y, {Y} stands for averaging by
external parameter (in this work, it is concentration variation) as {𝑌} =

1
𝑀

∑𝑀
𝑗=1 𝑌𝑖 where M is 10

(from 100% to 10% for pyridine with 10% increment of pyridine concentration). Subsequently,
the normalized second-order correlation function for frequency domain is defined as Eq. (4.3)
(2)

𝐺I,I′ (∆𝑣) = 〈{𝐼(𝑣) . 𝐼 ′ (𝑣 − ∆𝑣)}〉

(4.3)

where I (ν) and I’ (ν −∆ν) are the spectral intensity variations for the coherent anti-Stokes and
Stokes Raman scattering (CARS/CSRS) at frequency ν.
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5.3.3

Results for Synchronous/ Asynchronous Auto and Cross-correlation of CARSCSRS

Figure 5.3

The contour plots for CARS/CARS autocorrelation are shown in the top row where
(a) is synchronous as in Eq. 5.2 and (b) is asynchronous as in Eq. 5.3. (c, d) The
corresponding theoretical models. (e, f) The synchronous and asynchronous plots
for CSRS/CSRS autocorrelation; (g, h) the theoretical models. (i, j) The synchronous
and asynchronous plots for the CARS (x-axis)/CSRS (y-axis) cross-correlation; (k,
l) the theoretical models. Color codes: the dark red and white colors represent
maximum (0.46 or 0.07) and minimum values (0 or 0.07), respectively. For
synchronous plots, zero is the minimum (white color); for asynchronous plots, zero
is the middle value in the region between negative (white 0.07) and positive (dark
red 0.07) maxima. Probe delay time is 3.4 ps

(Reprinted with permission from [76])
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Figure 5.3 shows the auto (first two rows: a-d and e-f) and cross (last/third row:j-i)
correlation of CARS and CSRS spectrum of pyridine concentration results at 3.4 ps delay. At this
delay, synchronous 2DCOS data for both CARS and CSRS are the symmetric indicating no FWM
contamination as expected. The first two columns show the experimental results complemented
by their theoretical simulated correlations in the last two columns. The theoretical data is obtained
𝑠𝑦𝑛𝑐
using Gaussian fits for the autocorrelation of CARS and CSRS (𝛷𝐴,𝐴 (|𝑣𝐴 |, |𝑣𝐴′ |) and
𝑠𝑦𝑛𝑐
𝑠𝑦𝑛𝑐
𝛷𝑆,𝑆 (𝑣𝑆 , 𝑣𝑆′ ) and cross correlation of CARS/CSRS (𝛷𝐴,𝐴 (|𝑣𝐴 |, 𝑣𝑆 )). By referring to the

discussion in the section above (5.4), it can be evidently seen that, in the synchronous
autocorrelation of CARS (a and c), there is a frequency shift seen in the smearing of the diagonal
elliptical peaks. These plots show that the overall frequency shift experienced by peak 𝑣1 is more
significant than the shifts for 𝑣12 , with increasing pyridine concentration. The asynchronous
autocorrelations (b and d) that show the sequential change also exhibit a butterfly shape (as
explained in section 3.2.2), which shows that with increasing pyridine concentration changes
experienced by the system are reflected in 𝑣1 peak before they can be seen in 𝑣12 . The second
row shows the synchronous and asynchronous autocorrelation data for CSRS where a similar trend
of shifts in the peaks are observed. The third row contains the most interesting and revealing plots
for CARS/ CSRS cross-correlation, where the blue shift is the x-axis and the red shift is the y-axis.
Because of their intensity (also width) rather than spectral shift variations, CARS/CSRS crosscorrelations are non-zero (not plain flat).

82

Figure 5.4

The synchronous 2DCOS contour plots for autocorrelation of CARS: first column,
CSRS: second column and their cross-correlation: third column for three delays of
the probe pulse (2 ps: top row, 3.4 ps: middle row and 4 ps: last row)

(Reprinted with permission from [150])

Figure 5.4 shows the experimental results of the autocorrelations of CARS/CARS (column
1), CSRS/CSRS (column 2), and cross-correlation of CARS/CSRS (column 3). The correlation
contours are plotted for three different time delays of the probe pulse (2 ps: top row, 3.4 ps: middle
row, 4ps: bottom row). The corresponding asynchronous 2DCOS results are not relevant to the
present discussion; hence, can be found in the Appendix section. It can be seen in both synchronous
and asynchronous results that at 2 ps delay of the probe, the FWM contamination of the Py-W
83

complex exhibits strong asymmetry, while it gradually disappears as the probe pulse is further
delayed. At the first node position of 3.4 ps (second row), and longer delay at 4 ps (third row), the
contour maps exhibit results which are almost identical confirming that: (1) data are reproducible;
(2) there is no interference effect between the two ring modes; and (3) there is negligible
contamination from the FWM background.
5.3.4

One-dimensional Correlation Function for CARS/CSRS

Figure 5.5

One-dimensional auto (blue: CARS, red: CSRS) and cross (black) correlation plots
using Eq. (5.10) for three different probe delays

(Reprinted with permission from [150])

The results in Fig. 5.5 show the one-dimensional auto (blue: CARS and red: CSRS) crosscorrelations functions at three different time delays (three rows). These functions are defined as
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(2)

(2)

(2)

𝐺𝐴,𝐴 , 𝐺𝑆,𝑆 and 𝐺𝐴,𝑆 respectively using Eq. (4.3). Autocorrelations are symmetric by definition and
exhibit three peaks. Maxima of the side peaks are at about ±34 cm-1 from the center. This number
is a little lower than expected, compared to the peak separation between the two peaks of pyridine
(±39 cm-1). This difference can be attributed to the fact that there is a considerable averaging
performed on the overall shifts for various complexes. At 2 ps, the asymmetry between the width
(2)

(2)

of the side peaks of 𝐺𝐴,𝐴 , and 𝐺𝑆,𝑆 (along with slightly shifted middle peak), which demonstrate
the asymmetry between blue and red shifts can be clearly seen to gradually disappear as probe is
delayed.
5.4

Ultrafast Dephasing in Hydrogen-bonded Pyridine-water Mixtures
In this work, the ring modes’ dephasing times and broadening were measured and analyzed

for varied concentrated pyridine in water. Particular interest is dedicated to the higher pyridine
concentration in water in context with collective emission phenomenon. This section has been
adapted from [180].
5.4.1

Methods and Data Analysis
For this experiment the probe delay stage is varied between -2 ps and 8 ps with an

increment of 13 fs. At the -2 ps delay the probe pulse strikes the sample 2 ps before the arrival of
the pump and Stokes pulses. While at 8 ps delay, the probe pulse strikes the sample 8 ps after the
pump and Stokes pulses. At each delay increment 30 spectral responses are procured by an
EMCCD with a spectrograph (Andor) and averaged with each sample having an integration time
of 0.2 s. This procedure is repeated for every volume concentration of pyridine in water. To plot
the data, the following steps are followed: (i) A background count of 300 is subtracted and then
the linear scale is converted into logarithmic scale, where the exponential function with a certain
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dephasing time, gets converted into a slope which can be measured; (ii) Normalization was then
performed against the highest peak in each mixture; (iii) The data was truncated at 1.5 ps for 18
cm-1 probe pulse width (or 3.4 ps for 10 cm-1 probe pulse width), discarding the rest of the data
from -2 ps to this particular delay time. Delay time of 1.5 ps and 3.4 ps are selected because these
are the node positions for the two selected probe width profiles and the said truncation is performed
because in this region data is irrelevant for current investigation.
5.4.2

Results

Figure 5.6

Mirror images of coherent anti-Stokes (top row in each set) and Stokes Raman
(bottom row in each set) signals as functions of probe pulse delay for pyridine
concentrations from 10 to 90 % in water with pure pyridine (far left) for
comparison with probe width as 18 cm-1
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Figure 5.7

Mirror images of coherent anti-Stokes (top row in each set) and Stokes Raman
(bottom row in each set) signals as functions of probe pulse delay for pyridine
concentrations from 10 to 90 % in water with pure pyridine (far left) for
comparison with probe width as 10cm-1

(Fig. 5.6 and 5.7 are reprinted with permission from [180])

Figure 5.6 and 5.7 are a spectral representation of CARS and CSRS data for dephasing
time along with FWHM versus probe pulse delay for different concentration of pyridine water
mixtures. These are plotted after the treatment of data as described in the preceding section.
In addition to the pretreatment, since four wave mixing plays an important role in the
aforementioned truncated region; for clarity on both symmetric and asymmetric aspect of CARS
and CSRS (CARS on top and CSRS on bottom), these are plotted in a mirrored fashion
respectively. The peaks showed a clear shift with concentration, starting from initial position of
992 cm-1 (𝑣1 ) and 1031 cm-1 (𝑣12 ) for 100% concentration of pyridine (pure pyridine). The
pyridine peaks are 39cm-1 apart and hence with a probe pulse with FWHM of 18 cm-1, a clear
87

spectral resolution was observed as expected. However, some blurring was observed because of
the low intensity of the probe, which resulted in creation of beating phenomenon. The clear shift
in beating frequency can be seen due to change in concentration. On the other hand, no beating
was observed for a probe pulse width of 10 cm 1, which is sufficiently narrow to resolve the two
characteristic peaks of pyridine.

Figure 5.8

Macroscopic coherence dephasing (in logarithmic scale) as a function of probe
delay for ν1 (linear fit: magenta lines) and ν12 (linear fit: green lines) peaks for
100% pyridine, 90% and 10% pyridine in water. The CARS and CSRS data are
shown in blue and red colors, respectively. The values of dephasing times (Td ) are
noted in each figure. Left (right) column are for probe pulse with 18 cm−1 (10
cm−1) width

(Reprinted with permission from [180])
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Figure 5.8 displays the data for 100%, 90% and 10% pyridine in water, giving a
macroscopic coherence dephasing versus pulse probe delays, corresponding to 𝑣1 and 𝑣12 . Blue
and red colors represent the CARS and CSRS data, whereas magenta and green lines show the
fittings for 𝑣1 and 𝑣12 respectively. Some noise can be seen for the plots corresponding to 10 cm-1
probe pulse width. Since only an average of 10 samples was taken, and thus 40 to 60% 𝑣12 peaks
were weak. On the whole, the dephasing times for CARS and CSRS signals were found to be the
same. With a slight shift of 0.2 ps between CARS and CSRS, whereas the dephasing rates, were
found to be the same for both probe pulses. An exception for 60% and 30% mixtures was also
observed, where the dephasing times were found to be different. From the data it was found, that
at lower concentration, the beating periods (Tp) for CARS and CSRS show a difference whereas
for pure pyridine in higher concentration no difference was found. Tp for pure pyridine was found
to be 0.85 ps (~corresponding to 39 cm-1 between the two ring modes) and is 0.97 ps (~34 cm-1 for
90% pyridine mixture). The peaks are actually shifting in the same direction, but 𝑣1 ′ is shifting
faster thus bringing both the peaks together by ~7 cm-1 (this is also reflected in the two-dimensional
correlation analysis in the preceding section). For 10% concentration CARS and CSRS beating
period were 1.05 and 0.99 ps respectively. (~ corresponding to 32cm-1 and 34 cm-1 respectively).
The error bars were found to be less than ±0.1 ps and ±0.02 ps for dephasing times’ and beating
periods respectively.
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Figure 5.9

Dephasing times in picoseconds for the ν1 and ν12 modes for CARS at various
volume concentrations of pyridine in water (blue curves) and FWHM in
wavenumber for these modes at 1.5 ps and 3.4 ps delay times for probe pulses with
18 and 10 cm−1 widths, respectively

(Reprinted with permission from [180])

Figure 5.9 gives the dephasing times for 𝑣1 and 𝑣12 for CARS results, for different
concentrations, along with FWHM broadening. The dephasing times for 𝑣1 mode, obtained from
Fourier transform of ordinary Raman spectra are already available and are consistent with the
present results up to a factor 2 as shown in Fig 5.9. However, in the present work, the dephasing
time 𝑣12 mode was found to shift from 2 ps (for pure pyridine) down to 1.4 ps (for 90%) and back
to 2 ps gradually for further decrease in concentration. This is not the same trend as reported before
and shall be explained later by the collective emission phenomenon.
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Figure 5.10

Normalized CARS spectra for ring bending mode of vibration

(Reprinted with permission from [180])

Figure 5.10 shows the normalized spectra for peak 𝑣12 or the ring bending mode of
pyridine. A peak broadening can be prominently seen to be more at 90% concentration as compare
to 100% or 10% values. Exceptions in this data exists due to weak signal for some concentrations
(60%, 50% and 40%), excited with probe pulse of 10 cm-1, where FWHM is found to be large.
Same is the case with 𝑣1 peak (red curves: Fig. 5.9), where the CSRS curves give additional
broadening and which is not again consistent with CARS data (Fig 5.9). It is to be noted that with
decrease in concentration, there is a change in Py-W stoichiometry, ie, Py1-W1, Py1-W2 and PY1W3 are more common as compared to PY2-W1 molecules as concentration decreases. Hence for
80 or 90% concentration, Py2-W1 in addition to pure pyridine are available, which is the main
reason for selective excitation of pyridine ring modes but not the ones for water. Hence there is an
appearance of collective emissions, from pairs of pyridine molecules, excited in phase and which
is the key characteristic measure of the collective effect. The same is observed in the present work,
and which also is the main result. Although the present system is not a two-level atomic system,
still the results are valid because of an analogy between coherent Raman scattering for multilevel
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systems and standard collective emission from two-level coherently prepared system. To explain
the trends of present results, once can relate to the theory of collective-emission, governed by
dipole-dipole interactions of two-state atoms. If ℘1 and ℘2 are dipole moments of two molecules
of phases 𝜙1 and 𝜙2 , respectively, then the effective dipole moment of the ensemble of this system,
can be written as [180]
℘𝑒𝑓𝑓 = (℘1 𝑒 𝑖𝜙1 + ℘2 𝑒 𝑖𝜙2 )/√2

(5.4)

Considering only the 𝑣12 mode, in the present system of pairs of molecules has been
simplified into a three-level system, and only the pyridine ensemble is assumed to be excited
effectively (though hydrogen bonding perturbations exist). The broadening observed totally
depends on the randomly perturbed pump and Stokes fields and these fields interacting with
phonons (ring modes) and water molecules. Hence the strength of interaction depends on the ℘𝑒𝑓𝑓 .
As long as the emission (or decay) time is much shorter from the spontaneous decay from
independent molecules, a collective emission pulse is observed from the ensembles when excited
by a laser to its phased coherent superposition of two states. Thus, for alkali molecules, the data is
available for picosecond collective emissions when excited by femtosecond laser pulses. If the
sapid dipoles (℘1 and ℘2 ) are far apart (meaning individual molecules) then the effective dipole
moment is given by [180]
|℘𝑒𝑓𝑓 |2 𝜙

1 𝜙2

= (|℘1 |2 + |℘2 |2 )/2 = |℘1 |2

(5.5)

This is because the average of random relative phases of the molecules have to be taken
into consideration. In this case individual molecules are responsible for the broadening and
coupling with pump and Stokes beams. However, with the case when molecules are close by, the
phases (𝜙1 and 𝜙2 ) are considered as same (𝜙1 ~𝜙2 ), the condition being that the distance between
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them is less than the wavelength range of the field (they are bound together by invisible H2O
molecules.) Similar is the case of two dye molecules which are placed close to a nanoparticle,
whose collective emission is due to two transitions, namely, sub-radiant and super-radiant states
that give rise to bi-exponential decays. Here the dipole gets doubled due to the two phases 𝜙1 and
𝜙2 being in phase and can be given as [180]
|℘𝑒𝑓𝑓 |2 𝜙

1 𝜙2

= 2|℘1 |2

(5.6)

This leads to an emission which is two times faster. Hence the main reason for enhancement of
CARS/ CSRS signals is the coherence of dipoles of two molecules.
5.4.3

Conclusion and Future Work
In conclusion, using the concentration variable in traditional two-dimensional

spectroscopic analysis in conjunction a hybrid fs/ps coherent Raman spectroscopic technique, the
complex nature of hydrogen bonding was investigated. Asymmetry in coherent Stokes and antiStokes Raman features was analyzed in-depth, utilizing a newly defined one-dimensional
correlation function. This asymmetry is measured as a result of the generated background of the
nonlinear optical processes of Py-W complexes. The strong asymmetry was observed at the shorter
delay where FWM contamination is still present. Cross-correlation of CARS versus CSRS
processes provided pivotal visualizations. Faster dephasing time for higher concentration of
pyridine was explained with an analogy to cooperative effect in ensembles of molecules. For future
work, better grating (for higher spectral resolution) can be used, but only for a limited frequency
range. As an extension of this work, the diagonal projection of the asynchronous plot is validated
with another definition of a one-dimensional correlation function as in Chapter V. In addition to
that, a degree of freedom in the terms of choice of variables can be used to study two-dimensional
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relations. E.g., instead of just being restricted to the frequency domain, other variable parameters
can be correlated as has been studied in the following sections.
5.5
5.5.1

Prediction of a novel method to distinguish resonant versus non-resonant nonlinear
optical processes by intensity-intensity correlation analyses
Background
This section aims a give an insightful introduction of new variables and parameters apart

from the ones used in traditional correlational analyses that will be used in future to describe the
association between the one-dimensional and two-dimensional correlated intensities in order to
investigate complex processes. Both (one- and two-dimensional) intensity correlations have
individually shown the capacity to improve the spectroscopic techniques in distinct ways in
previous work. However, the future work based on the prediction here will demonstrate the
exacting utility of two-dimensional correlations in conjunction with one-dimensional correlations
utilizing new (generalized) variables to segregate resonant vs. nonresonant signals in a four-wave
mixing process.
In the last three decades, significant progress has been demonstrated in developing 2DCOS
as an analytical tool to enhance and reveal the synchronously and asynchronously correlated
features on 2D contour maps. The technique has been repeatedly updated according to the
particular phenomenon under investigation [182]–[189]. The 2DCOS method has been extensively
adopted to incoherent Raman scattering processes but rarely used for coherent Raman processes.
Ariunbold applied the 2DCOS technique to the coherent anti-Stokes and Stokes Raman scattering
(CARS/CSRS) spectroscopy for studies of noise correlation [94] and hydrogen bonding in
pyridine-water mixtures as shown in section 5.3.4. The previous work shows promising results of
employing second-order correlated intensities to investigate a system's responses to convoluted
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spectroscopic methods such as the coherent Raman spectroscopy. That being said, in this work,
the dependence of a background-free CARS signal generation on an untraditional perturbation is
being proposed. In Chapter 2, the so-called deferred CARS buildup was observed and later verified
experimentally in Chapter 3. Studying how the signal gradually builds up as a probe pulse is
delayed with respect to pump and Stokes arrivals and how this deferral can be controlled via laser
pulse shaping is the motivation behind this section and the following future work. Exact closedform solutions for non-resonant 𝑃𝑁𝑅 (𝜔, 𝜏), resonant 𝑃𝑅 (𝜔, 𝜏) responses for nonlinear four wave
mixing processes and the CARS buildup time delay equation is given as following
(3)

𝑃𝑁𝑅 (ω, 𝜏, ∆𝜔𝑝𝑟 ) = c0EpES*Epr
(3)

∆𝜔𝑝 ∆𝜔𝑠 ∆𝜔𝑝𝑟
𝑊

𝜏2

× exp (− 2𝑡 2 −
𝑁𝑅

(−𝑖)

(3)

𝑃𝑅 (ω,𝜏, ∆𝜔𝑝𝑟 ) =𝑃𝑁𝑅 (ω, 𝜏) 𝛥𝜔

𝑁𝑅

2ln2𝛿 2
𝑊2

∑𝑁
𝑗=1 𝑐𝐽 F (𝜁𝑗 )

+𝑖

2
𝜏𝛿∆𝜔𝑝𝑟

𝑊2

)

(2.25)
(2.26)

2

Γ𝑗 √4ln2
1
√4ln2
τ𝑗 =
(
)+ (
)
𝑎Γ𝑗 /Δωpr + 𝑏 ∆ω𝑁𝑅
2 ∆ω𝑁𝑅

(2.27)

Parameters in the equations above have been discussed in section 2.4.2. It is apparent that
the intensity of the nonresonant and resonant processes can be given by 𝑰(𝜔, 𝜏, ∆𝜔𝑝𝑟 ) =
2

2

|𝑃𝑁𝑅 (𝜔, 𝜏, ∆𝜔𝑝𝑟 )| and 𝑰(𝜔, 𝜏, ∆𝜔𝑝𝑟 ) = |𝑃𝑅 (𝜔, 𝜏, ∆𝜔𝑝𝑟 )| respectively with dependence on an
additional parameter, ie, the probe spectral width or ∆𝜔𝑝𝑟 . The following image was plotted in
MATLAB considering theoretically simulated contributions of NR and resonant processes only.
The plots show superimposed spectra of intensities for different probe spectral widths and is
explained ahead.
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Figure 5.11

Intensities calculated from Eq. (2.25) (first column) and Eq. (2.26) (middle
column) as functions of probe time delay. Intensity trend for resonant (yellow
curve) and non-resonant (purple curve) processes in log scale (last column).

The figure above shows the intensity versus time delay plots of resonant and nonresonant
signal with varying probe widths in the first two columns. The third column however shows the
rate of decrease of the intensities of the two signals as the probe with is changing in logarithmic
scale. The figure in the first column was plotted using the spectral intensities of the signals non2

resonant contribution term |𝑃𝑁𝑅 (𝜔, 𝜏, ∆𝜔𝑝𝑟 )| at different spectral bandwidth of the probe.
Without taking into account the interference terms, the pure resonant signals for changing probe
2

widths are plotted in second column using |𝑃𝑅 (𝜔, 𝜏, ∆𝜔𝑝𝑟 )| where a shift in the peak position is
observed, i.e., showing the buildup time as probe width gets narrow, for solely resonant signals as
compared to non-resonant signals as probe time is delayed. Compared to non-resonant signals, the
resonant signals are asymmetric about zero temporal delays of the probe. The resonant responses
also become maximal at some positive probe delay and decrease at more considerable delays with
a decay rate determined by the dephasing time of molecular oscillations rather than the probe pulse
profile.
An all-Gaussian pulse model used results in the output signal, which is also a Gaussian in
the first column. Maximum FWHM and min FWHM of the curves seen were 3.04 ps for probe
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width 10 cm-1and 0.58 ps for probe width ~50 cm-1, which shows that width is in temporal FWHM
is decreasing as probe pulse duration increases. In the second column the resonant signal peaks at
0.7 ps for broadest probe width (50 cm-1) but as the probe width gets narrower the maximum
buildup time delay is found to be 2.25 ps for 10 cm-1 probe width. This shift in the CARS maximum
signal is coined the term deferred CARS buildup and is in the process of being investigated via
1D/2DCOS analyses.
The third column is a logarithmic plot showing the intensity change difference in the local
maxima of the isolated resonant and non-resonant contributions to the CARS signal to changing
probe width. The non-resonant curve shows a faster decay as compared to the resonant signal. The
maximum difference in the intensities of the resonant and non-resonant contribution for the probe
width range shown here can be approximated to 1 order.
5.5.2

Ongoing and Future Work
From the above discussion, it is safe to conclude that the best spectral contrast between the

two contributions into the nonlinear response and the suppression of the NR background without
a noticeable effect on the resonant signal peak intensity can be controlled by the probe width
remotely. Building further on this fact, two-dimensional correlation analysis is currently being
employed using probe pulse spectral width as perturbative parameter (compared to the
concentration in section 5.3.3) and probe pulse time delay as the variable (instead of traditional
frequency). The synchronous and asynchronous functions (Φ(𝑥𝑖 , 𝑥𝑗 ) and Ψ(𝑥𝑖 , 𝑥𝑗 )) are defined for a
general domain and used to segregate resonant versus non-resonant signals successfully (where 𝑥𝑖𝑗
represents probe pulse delay with respect of arrival of the two preparation pulses). This separation
is essential for clean chemical imaging in the future, hence employing 1D/2DCOS shows
promising results. In addition to the diagonal sum or diagonal projection of the synchronous plots
97

that yield results of the 1D correlation function (𝐺Φ(2) (∆𝑥𝑗 )) , an asynchronous 1D correlation
function (𝐺Ψ(2) (∆𝑥𝑗 )) is being investigated to yield the diagonal projection of the asynchronous 2D
contour plots in a generalized domain. Not only does this discussion demonstrate the ability of
1D/2DCOS for better spectral resolution, but it also opens doors for examining other parameters
that effect or can control the CARS signal buildup.
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CHAPTER VI
SUMMARY
This dissertation aims to describe the construction, optimization, and testing of a robust
time-resolved fs/ps coherent Raman spectroscopic analysis tool. An all-Gaussian theoretical model
was used to obtain closed-form solutions of the third-order polarization processes occurring at
ultrashort time scales. This third-order polarization though enhances the Raman signals but is also
a very complicated process that requires additional analytical technique to separate the underlying
processes. Second-order correlation spectroscopy (SOCOS) has been employed to enhance the
interpretation capability in data analysis. A novel method of diagonal projection of the
synchronous and asynchronous 2D plots have been validated with the newly defined second-order
one-dimensional correlation functions (for both synchronous and asynchronous functions).
Utilizing this time-resolved ultrafast coherent spectroscopic method in conjunction with secondorder correlation functions, hydrogen bonding is studied in pyridine-water complexes. The results
obtained are summarized as follows:
1) Time-resolved ultrafast probing method was successfully used to minimize the
contribution of non-resonant four wave mixing background to the overall signal. However, the
main result was the experimental observation demonstrating the control of this deferred CARS
signal build up delay time, using the probe spectral width. The results demonstrate a buildup time
delay for benzene and pyridine, which is seen to increase from zero delays for wider probe spectral
width (~50 cm-1) be about 2 ps delay of the probe pulse for narrow widths (~10 cm-1). Theoretical
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simulations for the data using the exact closed-form solutions match with the experimentally
observed data.
2) Water with no characteristic peaks in our region of interest is used represent the nonresonant processes along with pyridine and benzene that are representative of resonant processes.
Next, the definition of generalized two-dimensional spectroscopy is provided in a non-specific
format (i.e., for variables other than traditional frequency). These definitions are modified for time
delay as a variable and probe width as a perturbative parameter to observe the CARS signal
buildup's deferral property, as discussed in the previous section. This phenomenon is reflected in
the synchronous plots of resonant signals as a shifted off-center peak and a well-known butterfly
shape in the asynchronous plot that shows sequential changes (FWHM of the peaks the
synchronous and asynchronous plots confirmed the resonant versus non-resonant intensities
otherwise plotted). The definitions of the second-order, one-dimensional correlation function for
synchronous and asynchronous functions are also provided in a tailored format to be used with the
time delay variable. Compared to the autocorrelation of non-resonant processes, synchronous onedimensional plots for resonant processes demonstrate an additionally widened peak whose FWHM
was found to be the double amount of the time delay found using one and two-dimensional plots.
The x-axis denoting the difference in the time delays, justified the observed time delay widths. In
addition to one- and two- dimensional correlations for NR and resonant processes, proof of
principle for the double Hilbert-Noda transforms, which return the input's negative intensities, was
provided for the first time using coherent Raman intensities.
3) By adjusting the pump wavelength in the NOPA, pyridines’ vibrational modes are
excited (a wavelength of 915 nm is chosen that corresponds to the region between the ring
breathing and bending vibrations of pyridine molecules). The CARS and CSRS spectra for 10
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dilutions of pyridine with water are obtained simultaneously by the use of proper notch filters.
Three time delays (2 ps, 3.4 ps, and 4 ps) are chosen for the data analysis. The reason for choosing
these time delay values is to observe the effect of probe pulse delay on the non-resonant
background in the signal. The CARS vs. CSRS spectrograms plotted with decreasing pyridine
concentration depicted asymmetric blue and redshifts investigated using two-dimensional
correlation spectroscopy. Compared to our spectrograph offset (< 2 cm-1 or 1 pixel), the difference
in the asymmetric shifts for the lowest concentration of pyridine (CARS: 9 cm-1 and CSRS 6 cm1

) can be solely attributed to the residual non-resonant background interference in the pyridine-

water mixtures. Two-dimensional synchronous and asynchronous correlation maps are obtained
with frequency as variable and concentration as the perturbative parameter. The 2D map of
synchronous autocorrelations for CARS shows that the peak 1 experience a greater shift than peak
12 on the basis of a smeared elliptical-shaped peak. On the other hand, the asynchronous plots
show a butterfly shape that can be attributed to the fact that peak 1 experience changes in the
system before peak 12 experiences them. The cross-correlation 2D maps of the CARS vs. CSRS
exhibit peaks that are non-zero (not plain flat). Next, the one-dimensional correlation function in
the frequency domain are used to plot the auto and cross-correlations of CARS and CSRS data
obtained. These plots exhibit three peaks, where the difference in the side peaks to the central peak
is found to be 34 cm-1. This value is a little lower than the difference in the two modes of pyridine
(39 cm-1), the reason for which can be the considerable averaging performed on the overalls shifts
of the data obtained. The plot for 2 ps time delay of the probe shows asymmetric shifts in the
CARS and CSRS intensities via uneven side peaks in the 1D correlation plot attributed to the FWM
contamination at this delay of the probe. This asymmetry is seen to gradually disappear as the
probe is further delayed to 4 ps. The dephasing times of the two vibrational modes of pyridine
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were obtained and analyzed at each concentration. The beating period obtained for CARS and
CSRS signals showed a negligible difference for pure pyridine, however as the concentration
decreased, the beating period also changed. For pure pyridine, the beating period is found to be 85
ps, that corresponds to the difference in the vibrational modes: 39 cm-1, and for 90% pyridine, it
changed to 0.97 ps, corresponding to 34 cm-1. This shows that the peaks are actually shifting in the
same direction, but the shift for peak 1 is faster, bringing the two peaks closer. For the lowest
pyridine concentration, the CARS and CSRS beating periods are found to be 1.05 and 0.99 ps,
respectively. (The error bars for dephasing times and beating periods found were less than ±0.1
and ±0.02, respectively). An interesting observation, however, is that as the concentration is
decreased from 100 to 90 %, the dephasing time for peak 12 is decreased from 2 ps to 1.4 ps, and
on further decreasing the concentration, the dephasing time was seen to revert back to 2 ps for 10%
pyridine. This result can be attributed to the collective emission phenomenon for pyridine at 90%
concentration. Besides pure pyridine molecules, complexes such as Py2W1 are found more than
complexes like Py1W2 and Py1W3 in a higher concentration of pyridine. Although hydrogen
bonding perturbations exist, only the pyridine ensemble is assumed to be excited effectively for
12 mode. This property is also reflected as the additional broadening of the peak at 90%
concentration as compared to 100 and 10%.
To sum up, the three-color coherent Raman scattering process representing a complex nondegenerate four wave mixing process that includes the contribution from both the resonant and
non-resonant mixing of the three fields to produce a signal was studied using a high-resolution
analysis. Differentiation of this non-resonant background from the coherent signal was predicted
successfully which direct the future application of this technique to be used with different
parameters, other than the ones described in this dissertation. An all-Gaussian CARS model is used
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that contains all three beams as Gaussian pulses, which produces a resultant signal that also has a
closed-form Gaussian solution. Ubiquitous, yet mystifying, hydrogen bonding was understood
with the aid of second-order correlation spectroscopy (SOCOS) in pyridine-water mixtures.
Generalized two-dimensional spectroscopy that has been previously employed for spontaneous
Raman spectroscopy but was scarcely used in the coherent Raman methods is used validated as a
resolution improvement tool. It is also employed to realize the control of the deferred buildup in
the CARS signal using multiple variables in the future. A novel second-order one-dimensional
correlation function was introduced that replicates the diagonal sum of the synchronous and
asynchronous plots, thus reducing a two-dimensional analysis to one-dimension. This work's
overall goal was to develop and substantiate the use of second-order correlation spectroscopy in
coherent Raman scattering process to obtain high-throughput results for applications such as
chemical imaging in the future. This species-specific spectroscopic tool, along with a quantitative
closed-form solution, shows promising potential in experimental automation procedures
employing machine learning (neural networks) as well.
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Figure A.1

The contour plots for asynchronous 2D-COS function as defined in Eq. 5.3 are
shown. Color codes are the same as in Fig. 5.4. Data for 3 probe delays shown.

(Reprinted with permission from [150])

Figure A.1 shows the experimental results of the asynchronous autocorrelations of
CARS/CARS (column 1), CSRS/CSRS (column 2), and cross-correlation of CARS/CSRS
(column 3). The correlation contours are plotted for three different time delays of the probe pulse
(2 ps: top row, 3.4 ps: middle row, 4ps: bottom row). These plots reveal the sequential changes (in
terms of concentration) in pyridine water mixtures' two vibrational modes. Results discussed in
section 5.3.4 are supported by these plots. The features that have not been discussed, such as the
missing correlation peak in CARS autocorrelation, which is present during all three time delays,
in CSRS autocorrelation at the ring bending mode (1035 cm-1), are open for speculation [150].
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