We rely on a time-dependent variational approach to derive the dynamics of a trapped self-interacting Bose gas at finite temperature. We then analyze the static situation both at zero and finite temperature in the Thomas-Fermi limit. We derive analytic expressions for the condensate radius and the chemical potential at finite temperature and obtain encouraging results for the various density profiles. A novel image of the way the condensed and non condensed phases mix up emerges from our calculations.
Introduction
In a remarkable series of experiments on Rubidium and Sodium vapors [1, 2] , the Bose-Einstein condensation was first observed. Although having been predicted theoretically by Bose and Einstein a long time ago for noninteracting boson systems [3] , the experimental challenge was to demonstrate that a real gas can indeed be "bose condensed". Since then, a great effort was devoted by researchers all around the world in order to understand and predict the condensate properties. The main tools, beside the Monte-Carlo calculations [4] , were the Bogoliubov [5] , the Popov [6] , the Beliaev [7, 8] and the Hartree-Fock-Bogoliubov [9, 10, 11] approximations. These approximations all adopt ad-hoc assumptions about the various quantities involved in the problem, such as the order parameter Φ, or the condensate density n c ≡ |Φ| 2 , the non-condensed density or thermal cloudñ and the anomalous densitym. A major well-known drawback of these methods is that they cannot be easily extended to situations where their main assumptions fail.
In a previous paper [12] , we rely on a different approach, based on the time-dependent variational principle of Balian and Vénéroni [13] , which allows one to bypass some of the ad-hoc assumptions. We obtained a set of three coupled dynamical equations, which we called "Time-Dependent Hartree-Fock-Bogoliubov" (TDHFB) equations, governing the evolution of Φ,ñ andm. They were shown to generalize in a consistent way the GrossPitaevskii equation [14] .
The present paper is a first of a series which will be devoted to analyze the implications of our TDHFB equations. In this part, we will focus on the static solutions both at zero and finite temperature in the Thomas-Fermi (TF) limit. The interest is evident since there remains many unanswered questions such as the general dependence of the density profiles on the temperature and on the interaction strength and the effect of the interactions on the critical temperature. Furthermore, it is important to apprehend what happens in the static situations before going further into the analysis of the excitation spectrum or to the full dynamical case.
The paper is organized as follows. In section 2, we recall the main steps that have been used in [12] to derive the TDHFB equations. Then, we present the static solutions and discuss their properties at zero temperature. At finite temperature, the equations are much more involved and require a careful analysis. We present a simple method which allows for a self-consistent determination of the various density profiles as well as some other static properties of the condensate such as the chemical potential and the condensate radius.
In section 3, we present the results of our calculations. We discuss in particular the low temperature corrections to the condensate radius and to the chemical potential and we focus on the "robustness" of the condensate under variations of the temperature. We therefore present a new interesting image of the way the transition to the normal phase actually occurs.
Some concluding remarks and possible extensions are given at the end of the paper.
The TDHFB Equations and Their Static Solutions
The general TDHFB equations were derived in ref. [12] for a grand canonical Hamiltonian of trapped bosons with quartic self-interactions (with coupling constant g):
The quantity V ext (r) is the trapping potential and µ is the chemical potential. These equations read:
where we have introduced the volume V of the gas in order to ensure the correct dimensions. The static solutions are obtained by setting to zero the right hand sides of (2.2). In the standard TF limit [15] , the kinetic terms are neglected. This is particularly satisfied for trapped bosons since they are slowed down in order to obtain condensation. It is important to notice at this point that the neglect of the kinetic energy is a somewhat hazardous hypothesis for the thermal cloud [12] . However, a more detailed analysis, carried out in [16] , shows that lifting out this approximation does not alter significantly the main results depicted along this paper except perhaps near the transition, where the kinetic terms come out to play a major role. We will therefore maintain this approximation and postpone further details to a future work [16] .
The static equations corresponding to (2.2) now write
where n 0 ≡ n c0 +ñ 0 is the total density. We recall that the non-condensed densityñ 0 and the anomalous densitym 0 are not independent from each other. Indeed, as have been shown in [12] (Sect. 2), they are related by the "unitarity" relation:
where the Heisenberg parameter I is a measure of the temperature. For instance, I writes as I = coth 2 (hω/2k B T ) for a thermal distribution [12] and therefore equals 1 at zero temperature. In fact, one can show that √ I = 1 + 2 f B , where f B is the Bose-Einstein distribution. We therefore see that upon replacingñ 0 by its expression given in (2.4), the temperature appears explicitly in the static (as well as in the dynamic) equations.
These static equations (2.3) are naturally gapless and satisfy the Hugenholtz-Pines theorem [9] . Indeed, owing to the second equation in (2.3), one can easily show that at zero momentum, the relation µ = g(n 0 +ñ 0 − |m 0 |) is clearly satisfied without adding further assumptions, as is usually performed [9, 17] .
In order to solve these equations, we may distinguish two rather different situations. The first one is for T = 0. When all the atoms are condensed,ñ 0 =m 0 = 0, and n c0 equals the total density n 0 of the gas. The last two equations in (2.3) become therefore meaningless, and we are left with a simple expression for the condensate density
Upon defining the "size" of the fundamental state a 0 = (h/mω 0 ) 1/2 and the s-wave scattering length a = mg/4πh 2 , we obtain for a spherical trapping potential V ext (r) = 1 2 mω 2 0 r 2 , the condensate radius R c and the reduced chemical potential ν 0 = µ/ 1 2h ω 0 for a gas of N 0 bosons as
The preceding expressions show that the spreading of the condensate depends essentially on the balance between the self-interactions and the trapping potential. These results have also been obtained in [8, 11, 12] .
It is also interesting to observe that, even at zero temperature, a quantum "cloud" may manifest itself. This can indeed happen in our static equations since there also exists, at T = 0, a non-trivial solution with a quantum depletion. But, in the formalism we have developed (see below), this kind of solution should be treated in the same way as the T = 0 case (where we have alsoñ 0 = 0 andm 0 = 0). Hence, we will postpone the details concerning this particular static solution until the end of the section, where we will show that these effects are very small and are largely in favor of the previous results.
When 0 ≤ T < T BEC , we have of course n c0 = 0 andñ 0 = 0. A judicious combination of the equations (2.3) and (2.4) leads us to the remarkable expressions:
In Eqs.(2.7), we have introduced the quantities b and Y defined as 8) and Y is a solution of the quartic equation:
The solutions (2.7) are doubly implicit. Indeed, not only n 0 but also µ are still unknown. This last must be determined in a consistent way. Fortunately, the equation (2.9) does only depend on the parameter b and this allows for its direct analysis. Proceeding in this way, we may impose the following requirements:
1) The solution Y must be real;
2) It must lead to well-defined and positive values for n c0 ,ñ 0 and |m 0 |;
3) It must behave such as n c0 <ñ 0 for some b < b 0 and n c0 >ñ 0 otherwise.
These conditions which ensure a correct behavior of the condensed atoms and the thermal cloud as functions of the temperature, were found numerically to be fulfilled by only one solution, which exists only for b ≥ 1 and of which, for the sake of convenience only, we report here the best fit:
One may also work with the numerical values obtained from the resolution of (2.9) but this does not alter the results given below.
From the very definition (2.8) of b, we see that the condition of existence of this solution provides an upper bound for the radial distance r from the center of the trap. This limiting value may be understood as the extension of the gas. In fact, we will see that it is just the size of the condensate. Nonetheless, we will call it R g for a while and write it as
The presence of V in the denominator of Eq.(2.11) leads to an algebraic equation for R g :
which is easily solved to yield
, (2.13)
14)
The quantity J which appears in (2.13) and (2.14) is the integral:
In the Eqs.(2.13)-(2.14), R c and ν 0 are the condensate radius and the reduced chemical potential, both computed at zero temperature and given by (2.6). It is important to notice at this stage, that despite their suggestive forms, the expressions (2.13)-(2.14) have nothing to do with a perturbative development of any kind (low temperature, 1/N 0 -expansion,...). Thus, they may describe in principle the temperature dependence of R g and ν (and other properties as we will see shortly) in regimes far from the perturbative ones.
However, life is not so easy, since the computation of the J integral is compromised by the presence of R g in the expression of the parameter b. Indeed, upon transforming from b to x, we use both (2.8) and (2.12) to get the expression .
(2.17)
Then, J is shown to depend solely on η since
The expression (2.18) may now be computed numerically as a function of η. It can also be evaluated analytically by a power expansion (see the Appendix for details). Once this is done, we can extract the temperature dependence of η by means of (2.13) which now writes in terms of η alone
We can now go further by computing some other interesting properties of the condensate such as, the number N c of condensed atoms
the numberÑ of non-condensed atoms
and the depletion δ Before ending this section, let us return briefly to the T = 0 case in order to determine the non-trivial static solution with a quantum depletion. We notice that the previous equations remain unchanged except that now, √ I = 1. It is then obvious that in order to satisfy an equation like (2.19), η must be much greater than one (since N 0 ≃ 10 4 − 10 5 in typical situations) and hence J(η) ≃ −1/2 √ 3 (see the Appendix.) Therefore, η ≃ 5N 0 /2 is a good solution. The equations (2.13)-(2.14) reduce to (2.6). The condensed density is almost the same as the one given in (2.5). But now, the "cloud", even if it is very small (and largely homogeneous) compared to n c0 , is non-zero except at the boundaries where it vanishes exactly. Thus, in practice, the approximation of a null quantum depletion at zero temperature is largely justified.
Results and Discussions
Let us begin our discussion by looking at the densities given by (2.7). We see at first that the equation (2.9) has a doubly degenerate real solution Y = −1 when b = 1 (that is, x = 1). Hence, for r = R g , the condensate density vanishes and the non-condensed density equals the total densitỹ
where we recover, in particular the vanishing of the zero temperature quantum depletion at the boundaries.
The general result (3.1) deserves several comments. First of all, since n c0 (R g ) vanishes, the quantity R g , which we have at first glance considered as the spatial extension of the gas, is the size of the condensate itself and this in turn gives all its significance to a formula like (2.13). We have in fact anticipated this result in our previous discussions which provides now the temperature dependence of the condensate radius.
The expression (2.13) shows that R g is a slowly varying function of the temperature since N 0 is generally large and the integral J is a bounded function of η (see the Appendix). Indeed, for small values of √ I, we may expand (2.13) to first order in 1/N 0 to get the expression
which shows that the finite temperature correction to the condensate radius, although extremely small, is always negative. For R g to vary sensibly with the temperature, √ I must be of the order N 0 , which means a relatively high transition temperature. This in turn provides a column density quite insensible to the temperature. That means in particular that, upon rising the temperature, the condensate does not collapse abruptly. Secondly, the fact that the thermal cloud does not disappear at the boundaries brings up an interesting image of the way the two phases (condensed and non-condensed) mix up in the gas. The condensed atoms appear in this image as an "iceberg" surrounded by a (homogeneous) sea of excited atoms. The transition to the normal phase is therefore much more due to the invasion of excited atoms from the borders to the center of the trap, than to the collapse of the condensate itself.
On the other hand, the expression (2.14) for the reduced chemical potential shows that ν is also a slowly varying function of the temperature, but now, its finite temperature correction, given by
is much more problematic since it is positive for a certain range of temperature ( √ I > √ 3) and changes its sign in the regime 1 < √ I < √ 3. We believe that this is why many authors, while performing the low temperature expansion, have found quite opposite signs for the leading orders [19, 20] .
The previous image of the way the condensate disappears, exhibiting a certain robustness against the variations of the temperature, is nonetheless plagued with a number of drawbacks. The first one, lying in the borders of the trap, is the non vanishing of the thermal cloud there. The second is the quite uniform thermal cloud. Last but not least, is the relatively high transition temperature that we have inferred from the above considerations. In fact, we can evaluate it to be of the order of a hundred of µK.
We strongly believe that all these drawbacks are just artifacts of the TF approximation. Indeed, we have already performed a more elaborate calculation going beyond the TF approximation, that is, taking explicitly into account the kinetic terms present in (2.2) in their differential form. The results, which will be presented in a separate work [16] , show effectively that the thermal cloud does indeed vanish at the boundaries and that the transition temperature is seriously lowered (being of the order of a few nK). The thermal cloud remains however quite uniform inside the trap. Most importantly, the robustness of the condensate against variations of the temperature remains unchanged, therefore confirming the interesting image that has emerged from our calculations.
Concluding Remarks
We present in this paper a finite temperature analysis of the static TDHFB equations (derived in a previous paper) in the Thomas-Fermi limit for a gas of bosons in a harmonic trap. These equations generalize consistently the Gross-Pitaevskii equation and are naturally gapless since they satisfy the Hugenholtz-Pines theorem.
We first build a simple enough method that allows for the determination of the various density profiles. At zero temperature, we obtain familiar expressions for the chemical potential and the condensate radius. The standard Thomas-Fermi profile for the condensate density is also recovered. For finite temperatures and above the transition, we derive analytical expressions for the condensate radius, the chemical potential, the number of condensed atoms and the depletion as functions of the temperature.
We observe that the condensate radius and the column density are surprisingly very slow functions of the temperature. Furthermore, the non-condensed density, although being quite uniform inside the trap, grows rapidly with the temperature. These facts imply therefore that the condensed atoms are very strongly attached and exhibit a certain robustness against "decondensation". Moreover, the transition to the normal phase seems to be much more controlled by the thermal cloud which rapidly grows from the borders toward the center of the trap.
For this image to be trusted, it must persist if we lift out the TF approximation. It is precisely what we have done in a separate work [16] . Most of the previous results remain true, therefore confirming this original image of looking at the transition. Nonetheless, although the transition temperature becomes now comparable to the experimental values, the thermal cloud remains uniform which seems quite strange. Whether this is just a mean field effect remains a question which deserves a more careful analysis. It is to be emphasized that one also needs some experimental data on the condensate density which do not assume, a priori, a certain profile for the thermal cloud.
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