We propose an approach to constructing nested Latin hypercube designs. Such designs are useful for conducting multiple computer experiments with different levels of accuracy. A nested Latin hypercube design with two layers is defined to be a special Latin hypercube design that contains a smaller Latin hypercube design as a subset. Our method is easy to implement and can accommodate any number of factors. We also extend this method to construct nested Latin hypercube designs with more than two layers. Illustrative examples are given. Some statistical properties of the constructed designs are derived.
INTRODUCTION
In many fields of business, engineering and science, one may be interested in estimating the mean of the output of a deterministic computer code over a distribution of inputs. Various methods have been proposed to address this issue, including Latin hypercube designs (McKay et al., 1979) and their variants (Owen, 1992; Tang, 1993) , uniform designs (Fang et al., 2000) and randomized quasi-Monte Carlo sequences (Niederreiter, 1992; Owen, 1998) . We consider the problem of estimating the means of the outputs from a slow but expensive computer experiment and a fast but less accurate computer experiment and refer to the two as the high-accuracy and lowaccuracy experiments, as in Qian & Wu (2008) . These experiments are assumed to share the same set of inputs X = (X 1 , . . . , X q ) , where X k denotes the kth component of X . The random vector, X = (X 1 , . . . , X q ) , is assumed to have a uniform distribution F on the unit hypercube (0, 1] q . Let D h and D l denote the sets of design points for the high-accuracy and low-accuracy experiments, respectively. For either D h or D l , let X i denote the ith run and X k i denote the kth component of X i . Denote by h(X i ) and l(X i ) the responses from the high-accuracy and low-accuracy experiments at input value X i , respectively. We are interested in estimating μ h = h(X )dF and μ l = l(X )dF.
A simple approach is to independently draw two independent and identically distributed samples, one with m runs chosen as D h and another with n runs chosen as D l , m < n. Another straightforward method is to independently produce a Latin hypercube design of m runs and another Latin hypercube design with n runs as D h and D l , respectively. The main drawback of the second approach is that it requires imputation of some responses of the high-accuracy and low-accuracy experiments when the two sources are aligned together. To mitigate this difficulty, we propose a new approach to estimating μ h and μ l by using nested Latin hypercube designs. A nested Latin hypercube design with two layers is defined to be a special Latin hypercube design that contains a smaller Latin hypercube design as a subset, where the whole set is the first layer and the embedded smaller Latin hypercube design is the second layer. When such a design is 958 PETER Z. G. QIAN used for estimating μ h and μ l , the first layer is chosen as D l and the second layer as D h . A simple method for constructing this type of design is presented in § 2. In § 5, this method is extended to construct nested Latin hypercube designs with more than two layers. The proposed method works for any number of factors and is different from the optimization based approach by Husslage, Dam and Hertog in an unpublished Tilburg University paper on constructing a class of nested Latin hypercube designs for two factors, called nested maximin Latin hypercube designs. The two methods are compared in § 2.
Expectations, variances and covariances of the three methods discussed above are denoted by the subscripts IID, LHD and NL, respectively. With any of them,
are used to estimate μ h and μ l , respectively. There are several advantages of using nested Latin hypercube designs for estimating u h and u l . First, it is shown in § 3 that, asymptotically, var NL (μ h ) and var NL (μ l ) achieve the same degree of reduction as var LHD (μ h ) and var LHD (μ l ), respectively, indicating no variance reduction efficiency is lost by imposing the nested structure in such designs. A main justification of the nested relationship is the ease of adjustment as described as follows. Due to the differences of the high-accuracy and low-accuracy experiment data in terms of accuracy and size, it is desirable to refine the low-accuracy experiment data with the high-accuracy experiment data and then use the refined data to get an accurate estimatorμ h,l for μ h . This estimator can be more reliable thanμ h because of the paucity of the high-accuracy experiment data. This refinement entails fitting an adjustment model to link the high-accuracy experiment data to the low-accuracy experiment data. The nested relationship makes such fitting significantly easier because, for every run in D h , the responses from both the low-accuracy and the high-accuracy experiments are available; see § 4 for more details. Additional applications of nested Latin hypercube designs are provided in § 6, where comparisons with another type of nested design are also given. All proofs are deferred to the Appendix.
NESTED LATIN HYPERCUBE DESIGNS WITH TWO LAYERS
Some notation and useful definitions are given first. For an integer p 1, let Z p denote the set {1, . . . , p}, where a denotes an entry in Z p . For integers c b 1, U dis [b, c] denotes the discrete uniform distribution with support {b, b + 1, . . . , c}. For sets A and B, A/B denotes the intersection of A and the set theoretic complement of B. For a ∈ R, let a denote the smallest integer greater than or equal to a and a the largest integer less than or equal to a. In what follows, drawing a uniform permutation on a set of p integers means randomly taking a permutation on the set, all p! possible permutations being equally probable.
Following McKay et al. (1979) , let A = (a ik ) be a Latin hypercube of n runs for q factors that is an n × q matrix where each column is obtained as a uniform permutation on Z n and these columns are obtained independently. An n × q Latin hypercube design D based on A is generated through
where X 1 , . . . , X n denote the n runs, X k i is the level of factor k on the ith run and u ik are independent U [0, 1) random variables. We call such a design a standard Latin hypercube design to distinguish it from a nested Latin hypercube design.
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We now introduce a special type of permutation, serving as a building block for the construction of nested Latin hypercube designs. Throughout the paper, let m, t 1 be integers and define n = tm. A nested permutation with two layers, denoted by π np = {π np (1), . . . , π np (n)}, is defined to be a special permutation on Z n , where, concerning the collection of the first m elements, { π np (1)/t , . . . , π np (m)/t } is a permutation on Z m . For easier presentation, the first m entries of a π np are denoted by τ = {τ (1), . . . , τ (m)} and the rest n − m entries by ρ = {ρ(1), . . . , ρ(n − m)}.
We generate a π np in three steps:
Step 1. Draw a uniform permutation π = {π(1), . . . , π(m)} on Z m .
Step 2.
Step 3. Draw a uniform permutation ρ on Z n /τ . PROPOSITION 1. Consider a nested permutation π np as constructed above and a, b ∈ Z n . We have (i) the probability mass function for τ (i), i = 1, . . . , m, is
(ii) the probability mass function for
(iii) the joint probability mass function for τ (i) and τ ( j), i, j = 1, . . . , m, is
(iv) the joint probability mass function for τ (i) and
(v) the joint probability mass function for ρ(i) and ρ( j), i, j = 1, . . . , n − m, is
otherwise.
These probability mass functions are quite different from those of a uniform permutation on Z n used in the construction of a standard Latin hypercube design of n runs as done in (2). This implies that statistical properties of standard Latin hypercube designs as given in Loh (1996) , McKay et al. (1979) and Stein (1987) do not directly apply to nested Latin hypercube designs. Next, we construct a nested Latin hypercube A NL with two layers of n runs in q factors by taking its columns to be q independently generated nested permutations π np . Similar to (2), we then use A NL and U [0, 1) random variables to generate a nested Latin hypercube design D with two layers, where the first layer consists of all n runs and the second layer consists of the first m runs. Both layers of D have good space-filling properties. When D is projected onto each of the q factors, one and only one of the n design points, corresponding to the first layer, falls within each of the n intervals defined by (0, 1/n], (1/n, 2/n], . . . , ((n − 1)/n, 1], and precisely one of Example 1. Table 1 presents a nested Latin hypercube with two layers for five input factors in 10 runs. The whole set is a Latin hypercube in 10 runs. Rows 1-5, above the dashed line, become a Latin hypercube of five runs if the levels are collapsed according to the following scheme: any number a in Z 10 is projected to a/2 .
The following corollary is an immediate consequence of the construction of D and is also indicated by Proposition 1(i) and (iii).
COROLLARY 1. Consider the nested Latin hypercube design D constructed above. Then the first m rows of D form a standard Latin hypercube design with m levels.
Corollary 1 suggests an alternative approach to generating a nested Latin hypercube design with two layers. It works as follows. First, generate an m × q standard Latin hypercube design B = (b ik ) with m levels. Then construct an (n − m) × q matrix C = (c ik ) through
. . , nb mk ), and u ik are independent U [0, 1) random variables. By augmenting B and C, we obtain a nested Latin hypercube design with two layers of n runs in q factors. This alternative construction is in the same spirit as the n 2 -grid method in the report by Husslage, Dam and Hertog for constructing nested maximin Latin hypercube designs in two dimensions. Unlike our method, after a small Latin hypercube design on some coarse grids in two dimensions is generated, their method enlarges it to a larger Latin hypercube design on finer grids by solving a discrete optimization problem based on the maximin distance criterion (Dam et al., 2007; Johnson et al., 1990 ). For problems with two factors, nested maximin Latin hypercube designs have better space-filling properties than nested Latin hypercube designs constructed by our method. But their method can be computationally prohibitive for problems with a large, or even moderate, number of factors whereas ours works for any number of factors. Also, the use of random permutations in our construction makes it possible to derive sampling properties of the resulting designs.
In § 4, we will demonstrate that, when a nested Latin hypercube design with two layers is used for taking observations from high-accuracy and low-accuracy experiments, the nested relationship makes it easier in modelling the differences between the two sources.
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In this section, we present some results on nested Latin hypercube sampling. Take D to be an n × q nested Latin hypercube design constructed in § 2 by using nested permutations, where the n runs are denoted by X 1 , . . . , X n , the first layer consists of all runs and the second layer consists of the first m runs. Let D l and D h be the first and second layers of D, respectively. Here we are interested in deriving results forμ h andμ l defined in (1) based on this pair of D h and D l . It is apparent from the construction of D that, under nested Latin hypercube sampling,μ h andμ l are unbiased estimators for μ h and μ l , respectively. The issue of calculating the variances and covariances of the two estimators is more complicated. Some additional definitions are given first. Let σ 2 h = var{h(X )}, σ 2 l = var{l(X )} and cov hl = cov{h(X ), l(X )}. We assume that h and l are measurable functions and E[{h(X )} 2 ], E[{l(X )}] 2 } and E{h(X )l(X )} are well defined and finite. Let dF = q k=1 dF k and dF −k = j k dF j , where F k denotes the uniform distribution on (0, 1] in the dimension with respect to the kth factor. Let
and
Observe that if u is a multiple of m −1 , then for 0 z 1 , z 2 1
and for 0 z 1 , z 2 1
Next, we present some density functions for the runs X 1 , . . . , X n of the design D. et al. (1979) , the joint density function for X 1 and X 2 is
From Proposition 1(iv), the joint density function for X 1 and X m+1 can be shown to be
where e 0 = (t − 1)t −1 , e 1 = 1 and e 2 = −t −1 . From Proposition 1(v), the joint density function for X m+1 and X m+2 can be shown to be
where c 0 = (t − 1) 2 t −2 , c 1 = (t − 2)t −1 and c 2 = t −2 .
at University of Wisconsin General Library System on August 7, 2013 http://biomet.oxfordjournals.org/ Downloaded from 962 PETER Z. G. QIAN By using these joint density functions and tools developed in Loh (1996) , McKay et al. (1979) and Stein (1987) This theorem is analogous to the theorem in McKay et al. (1979) for standard Latin hypercube designs. For many computer models, the assumptions used in Theorem 1 do not hold. Lemma 1 and Theorem 2 give some general results without these assumptions.
and E{h(X )l(X )} are well defined and finite. Then, as n → ∞ with t fixed,
As an immediate consequence of Lemma 1, we have the following theorem.
The result in (7) indicates that var NL (μ l ) equals var LHD (μ l ) given in Theorem 1 of Stein (1987) . This suggests that, in addition to possessing a desirable nested structure, nested Latin hypercube designs can achieve the same degree of variance reduction as standard Latin hypercube designs.
AN ADJUSTMENT PROCEDURE
We now elaborate the discussion in § 1 on how to computeμ h,l with the pair of D l and D h defined in § 3. For all X i ∈ D h , consider the following model to link the low-accuracy and Nested Latin hypercube designs 963 high-accuracy experiment data:
where δ(X i ) represents the difference between h(X i ) and l(X i ) and is assumed to be a stationary Gaussian process with mean zero (Santner et al., 2003) . Because both l(X i ) and h(X i ) are available for every X i ∈ D h , we can use the data
, to directly fit a predictorδ for δ. Since δ(X i ) is taken as the response, no model assumption needs to be made for l(X i ) and h(X i ) in the fitting. This convenience would vanish without the nested relationship D h ⊂ D l . For illustration, consider modelling δ at a point X 0 for which l(X 0 ) is available and h(X 0 ) is not. Then the fitting of δ involves an extra step to impute the value of h(X 0 ). Because the number of the low-accuracy experiment runs is usually small, this imputation can be inaccurate, thus adversely affecting the accuracy ofδ. Based onδ, an enriched version of l(X i ) is given bỹ
for all X i ∈ D l . An attractive feature ofl is that, for every X i ∈ D h ,l(X i ) equals h(X i ) because of the interpolating property ofδ (Santner et al., 2003) . Finally,μ h,l is obtained as X i ∈D ll (X i )/n. Becauseμ h,l is computed by using both the low-accuracy and high-accuracy experiment data and incorporating elaborate adjustments, it can better estimate μ h thanμ l andμ h for many problems in practise. Nested designs were also used in Kennedy & O'Hagan (2000) , Qian et al. (2006) and Qian & Wu (2008) in building prediction models for high-accuracy and low-accuracy experiments.
GENERALIZATION
Now we discuss how to construct a nested Latin hypercube design with more than two layers. For an integer u 3, let n = For i = 1, . . . , u, perform the following two steps:
Step 1. Draw a uniform permutation π i = {π i (1), . . . , π i (m i − m i−1 )} on Z m i /C i , where C 1 is the empty set and C i is (
Similar to § 2, we can first construct a nested Latin hypercube using nested permutations with u layers and then use it, together with U [0, 1) random variables, to generate a nested Latin hypercube design D. The design D has u layers, where the ith layer consists of the first m u+1−i runs. All layers of D are Latin hypercube designs with good one-dimensional projection properties. When D is projected onto any dimension of the factors, precisely one of the points of the ith layer falls within each of the m u+1−i intervals defined
Example 2. Table 2 presents a nested Latin hypercube with three layers for five input factors in 24 runs. The whole set is a Latin hypercube with 24 levels. Rows 1-12, above the second dashed line, become a Latin hypercube with 12 levels after the levels are collapsed according to the following scheme: any a in Z 24 is projected to a/2 . Rows 1-6, above the first dashed line, become a Latin hypercube with six levels after the levels are collapsed according to the following scheme: any a in Z 24 is projected to a/4 . ------------------------------------------- 6. DISCUSSION When low-accuracy and high-accuracy experiments have similar levels of accuracy, it is better to generate a standard Latin hypercube design and split the design between the two experiments. As pointed out by one referee, a central limit theorem for nested Latin hypercube sampling can provide a base for constructing confidence intervals for estimators associated with this sampling scheme.
It is appealing to use a nested Latin hypercube design with two layers for obtaining observations from high-accuracy and low-accuracy experiments when the aim is to build a prediction model that can produce results close to the high-accuracy experiment (Goldstein & Rougier, 2004; Kennedy & O'Hagan, 2000; Qian et al., 2006; Qian & Wu, 2008) . This can be justified by good one-dimensional uniformity of such designs, not by the statistical properties in § 3 per se. When such a design is projected onto each of the factors, the points corresponding to any layer of the design are evenly scattered. This attractive feature ensures no redundancy of design points when some of the factors are negligible. Construction of nested Latin hypercube designs with better space-filling properties can be found in the unpublished 2005 technical report by Husslage, Dam and Hertog mentioned in § 1. This can also be done by extending the methods in Butler (2001) , Owen (1994) , Steinberg & Lin (2006) and Ye (1998) for constructing standard Latin hypercube designs with good multivariate properties. Following the same line in § 4, the nested relationship of such designs also makes it easier to align the data from the two sources in building an accurate prediction model.
Other statistical applications of the constructed designs are manifold. First, it is straightforward to use a nested Latin hypercube design with multiple layers for sequentially running a computer model. Second, a nested Latin hypercube design with two layers can be used in validating a computer model (Bayarri et al., 2007) , where the first layer is used for taking observations
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965 from the computer model and the second layer is used for collecting some field data. Third, nested Latin hypercube designs offer a fresh approach to solving stochastic optimization problems like stochastic programs and chance-constraint problems (Nemirovski & Shapiro, 2006; Ruszczynski & Shapiro, 2003) . This approach solves a stochastic optimization problem iteratively by approximating the integral in the objective function with different layers of a nested Latin hypercube design. Additional applications include multi-level fitting of nonparametric functions (Fasshauer, 2007; Floater & Iske, 1996) and linking parameters and sequential evaluations in many fields of engineering and sciences (Husslage et al., 2003) .
We conclude the paper by comparing nested Latin hypercube designs with another class of nested designs constructed in Qian et al. (2009a Qian et al. ( , 2009b . First, the construction methods for the two types of designs do not overlap; the former uses special permutations to construct nested Latin hypercubes, i.e. orthogonal arrays with strength 1, whereas the latter uses projections in Galois fields and other algebraic techniques to construct nested orthogonal arrays with strength 2. Second, the designs in Qian et al. (2009a Qian et al. ( , 2009b only exist for certain parameter values. In contrast, it is possible to produce nested Latin hypercube designs with very flexible run sizes and factor numbers. Finally, these two types of designs have different space-filling properties. For a nested Latin hypercube design with two layers, both layers achieve maximum uniformity in one dimension. For a pair of nested designs in Qian et al. (2009a Qian et al. ( , 2009b , both designs achieve two-dimensional stratification but the smaller design cannot achieve maximum stratification in one dimension.
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APPENDIX
Proof of Proposition 1
Proof . Since all of the probability mass functions given in Proposition 1 take nonzero values only when a, b ∈ Z n , here we assume a, b ∈ Z n . For any a, b ∈ Z n , a b, pr{ρ(i) = a} equals to pr{ρ(i) = b} (i = 1, . . . , m). Since Z n has n elements, this implies pr{ρ(i) = a} = n −1 for all a ∈ Z n (i = 1, . . . , m). Therefore, the conclusion in (i) holds. By replacing ρ(i) with τ (i), the above argument can be used to establish the conclusion in (ii).
By the exchangeability of τ 1 , . . . , τ m , it suffices to consider τ (1) and τ (2). For (a, b) with a/t = b/t , pr{τ (1) = a, τ (2) = b} = 0. Since there are (m 2 − m)t 2 pairs of (a, b) with a/t b/t , by symmetry we have pr{τ (1) = a, τ (2) = b} = {n(n − t)} −1 for any such (a, b) . Hence, the conclusion in (iii) holds. Let x 0 denote (1, . . . , m) and y 0 denote {1, t + 1, . . . , (m − 1)t + 1}. From the exchangeability of {τ (i), ρ( j)}s, it suffices to consider {τ (1), ρ(1)}. For a = b, pr{τ (1) = a, ρ(1) = b} = 0. Group all (a, b), a b, as follows:
where the two groups have mt(t − 1) and m(m − 1)t 2 members, respectively. For each group, by symmetry pr{τ (1) = a, ρ(1) = b} is the same for all its members. Hence, it suffices to consider p 1 = pr{τ (1) = 1, ρ(1) = 2} and p 2 = pr{τ (1) = 1, ρ(1) = t + 1} for a b. Since there are m! possible permutations of Z m , by symmetry
where the last equation follows from the fact pr(
Then by symmetry, for b = 3, . . . , t, pr{ρ(1)
From (A1), (A3) and (A4), p 1 = {n(n − m)} −1 and p 2 = n −2 . Hence, the conclusion in (iv) holds. Define a random vector w = (w 1 , . . . , w m ) with . . . , m) . From the exchangeability of ρ (1), . . . , ρ(n − m), it suffices to consider ρ(1) and ρ(2). For a = b, pr{ρ(1) = a, ρ(2) = b} = 0. As in the proof of the result in (iv), it suffices to consider q 1 = pr{ρ(1) = 1, ρ(2) = 2} and q 2 = pr{ρ(1) = 1, ρ(2) = t + 1} for a b. For i = 1, 2, express q i as
Here, for q 1 , b 1 = 2 and the summation is taken over m!(t − 2)t m−1 possible (x, y)s for which t x − y 1 or 2; for q 2 , b 2 = t + 1 and the summation is taken over m!(t − 1) 2 t m−2 possible (x, y)s for which t x − y 1 or t + 1. For both cases, pr{ρ (1
Proof of Theorem 1
Proof . The result for var NL (μ h ) in Theorem 1 follows immediately from Corollary 1 and the theorem in McKay et al. (1979) . Below we prove the part for var NL (μ l ). Our proof is inspired by the proof of the theorem in McKay et al. (1979) for standard Latin hypercube designs. We first claim that, for k = 1, . . . , q, the elements in each of three pairs, (X
, are negatively quadrant dependent to each other (Lehmann, 1966) . That is, for 0 u, v 1,
where from Lemma 1(i) all right sides equal uv . The inequality in (A5) follows immediately from Corollary 1 and the theorem in McKay et al. (1979) . For later use, we rewrite this inequality as
Similarly, we have 
where the first term equals λn −2 t − λt −1 m −2 = 0 and from (3) the second term equals
where u 0 = u − λm −1 and v 0 = v − λm −1 . Next, we show that the integral in (A10) is nonnegative case by case.
Case 1: v 0 1/m This case is clear because the integral under consideration equals
Case 2: 0 v 0 < 1/m, nv 0 nu 0 This case is also clear because the integral under consideration equals
Since
Therefore, the inequality in (A6) holds for u v. By treating u as v and v as u and using (4), this implies that the inequality holds for u > v as well.
From ( where the inequality follows from (A8) and (A9). Thus, the inequality in (A7) holds. To complete the proof, we then employ Theorem 1 in Lehmann (1966) to conclude that var NL (μ l ) var IID (μ l ).
Proof of Lemma 1
Proof . It follows from Corollary 1 and Theorem 1 of Loh (1996) , a multivariate version of Theorem 1 in Stein (1987) , that, as m → ∞, cov{h(X 1 ), l(X 2 )} = −m −1
Now the result for cov{h(X 1 ), l(X 2 )} in Lemma 1 follows from the fact that o(n −1 t) = o(n −1 ) and n → ∞ is equivalent to m = nt −1 → ∞ for any fixed t. By replacing h(X 1 ) with l(X 1 ), the above argument can be modified to establish the result for cov NL {l(X 1 ), l(X 2 )} in Lemma 1. The details are omitted.
From (6) + R 1 .
From Theorem 1 of Loh (1996) , as n → ∞ with t fixed, Similarly, it can be shown that R 1 = O(n −2 ). Then the result for cov NL {l(X m+1 ), l(X m+2 )} in Lemma 1 follows by applying (A14) to (A13) and using the fact + R 2 .
