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Abstract
In this dissertation, we consider wireless multi-hop networks, where the nodes
are randomly placed. We are particularly interested in their asymptotic prop-
erties when the number of nodes tends to infinity. We use percolation theory as
our main tool of analysis.
As a first model, we assume that nodes have a fixed connectivity range,
and can establish wireless links to all nodes within this range, but no other
(Boolean model). We compute for one-dimensional networks the probability
that two nodes are connected, given the distance between them. We show that
this probability tends exponentially to zero when the distance increases, proving
that pure multi-hopping does not work in large networks. In two dimensions
however, an unbounded cluster of connected nodes forms if the node density is
above a critical threshold (super-critical phase). This is known as the percolation
phenomenon. This cluster contains a positive fraction of the nodes that depends
on the node density, and remains constant as the network size increases. Fur-
thermore, the fraction of connected nodes tends rapidly to one when the node
density is above the threshold. We compare this partial connectivity to full con-
nectivity, and show that the requirement for full connectivity leads to vanishing
throughput when the network size increases. In contrast, partial connectivity is
perfectly scalable, at the cost of a tiny fraction of the nodes being disconnected.
We consider two other connectivity models. The first one is a signal-to-
interference-plus-noise-ratio based connectivity graph (STIRG). In this model,
we assume deterministic attenuation of the signals as a function of distance. We
prove that percolation occurs in this model in a similar way as in the previous
model, and study in detail the domain of parameters where it occurs. We show
in particular that the assumptions on the attenuation function dramatically
impact the results: the commonly used power-law attenuation leads to particular
symmetry properties. However, physics imposes that the received signal cannot
be stronger than the emitted signal, implying a bounded attenuation function.
We observe that percolation is harder to achieve in most cases with such an
attenuation function.
The second model is an information theoretic view on connectivity, where
two arbitrary nodes are considered connected if it is possible to transmit data
from one to the other at a given rate. We show that in this model the same
partial connectivity can be achieved in a scalable way as in the Boolean model.
This result is however a pure connectivity result in the sense that there is no
competition and interferences between data flows. We also look at the other
extreme, the Gupta and Kumar scenario, where all nodes want to transmit
data simultaneously. We show first that under point-to-point communication
and bounded attenuation function the total transport capacity of a fixed area
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network is bounded from above by a constant, whatever the number of nodes
may be. However, if the network area increases linearly with the number of
nodes (constant density), or if we assume power-law attenuation function, a
throughput per node of order 1/
√
n can be achieved. This latter result improves
the existing results about random networks by a factor
√
log n.
In the last part of this dissertation, we address two problems related to
latency. The first one is an intruder detection scenario, where a static sen-
sor network has to detect an intruder that moves with constant speed along a
straight line. We compute an upper bound to the time needed to detect the
intruder, under the assumption that detection by disconnected sensors does not
count. In the second scenario, sensors switch off their radio device for random
periods, in order to save energy. This affects the delivery of alert messages, since
they may have to wait for relays to turn on their radio to move further. We
show that asymptotically, alert messages propagate with constant, deterministic
speed in such networks.
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Re´sume´
Ce travail de the`se a pour but d’e´tudier les re´seaux sans fil, dans lesquels les
nœuds agissent comme relais pour les autres nœuds (re´seaux a` relais multiples).
Nous nous inte´ressons en particulier a` leur comportement asymptotique lorsque
le nombre nœuds tend vers l’infini. Nous utilisons principalement la the´orie de
la percolation pour parvenir a` cette fin.
Comme premier mode`le, nous faisons l’hypothe`se que les noeuds sont ca-
pable d’e´tablir une communication radio avec tous leurs voisins situe´s dans un
certain pe´rime`tre autour d’eux, mais pas plus loin (mode`le Boole´en). Pour les
re´seaux unidimensionnels, nous calculons la probabilite´ que deux nœuds peu-
vent communiquer (avec l’aide d’autres nœuds agissant comme relais), en fonc-
tion de la distance qui les se´pare. Nous montrons que cette probabilite´ tend
exponentiellement vers ze´ro lorsque la distance augmente. Ainsi, aucune com-
munication a` longe distance n’est possible dans les re´seaux unidimensionnels.
Dans les re´seaux bidimensionnels, si la densite´ de nœuds est suffisante (phase
sur-critique), une clique ge´ante de nœuds connecte´s se forme (phe´nome`ne de
percolation). Cette clique contient une fraction non-nulle des nœuds, laquelle
ne de´pend que de la densite´ de nœuds et de leur prote´e. De plus, cette fraction
tend rapidement vers 1 lorsque la densite´ augmente. Nous comparons cette con-
nectivite´ partielle a` la connectivite´ comple`te du re´seau, et montrons que cette
dernie`re est tre`s couˆteuse en termes de performance du re´seau. Par contre, la
connectivite´ partielle ne demande pas d’adaptation des parame`tres du re´seau
pour eˆtre maintenue lorsque celui-ci s’agrandit.
Dans ce travail, nous e´tudions deux autres mode`les de connectivite´, plus
sophistique´s. Dans le premier, on conside`re que deux nœuds peuvent e´tablir
une communication sans fil si le rapport signal-sur-interfe´rence-plus-bruit est
supe´rieur a` un seuil prescrit. Pour calculer ce rapport, nous faisons l’hypothe`se
que les signaux s’affaiblissent selon une fonction de´terministe de la distance
parcourue (fonction d’atte´nuation). Nous montrons que dans ce mode`le, le
meˆme phe´nome`ne de percolation a lieu, et nous de´crivons les conditions sous
lesquelles il se re´alise. Notamment, nous montrons que les hypothe`ses faites
sur la fonction d’atte´nuation ont un impact important sur la re´sultats. En
particulier, l’hypothe`se usuelle qui consiste a` prendre l’atte´nuation e´gale a` une
puissance ne´gative de la distance confe`re au mode`le des proprie´te´s de syme´trie
particulie`res, mais malheureusement irre´alistes, vu que la fonction d’atte´nuation
doit eˆtre borne´e pour des raisons physiques e´videntes.
Le second mode`le consiste a` de´clarer deux nœuds connecte´s s’il est possible
de transmettre de l’information de l’un a` l’autre avec un certain de´bit prescrit,
avec l’aide de tous les autres nœuds. Nous montrons que dans ce mode`le, il est
aussi possible de garder une fraction arbitraire de nœuds connecte´s entre eux,
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sans changer le de´bit prescrit, lorsque la taille et le nombre de nœuds du re´seau
augmente.
Les re´sultats ci-dessus sont des re´sultat de connectivite´ pure, vu que nous ne
regardons qu’une paire de nœuds a` la fois, et qu’il n’y a donc pas d’interfe´rence
entre plusieurs flots de donne´es. Dans une seconde e´tape, nous e´tudions le
mode`le initialement propose´ par Gupta et Kumar, dans lequel chaque nœud
veut transmettre des donne´es vers une destination de son choix. Nous montrons
que si le re´seau occupe une surface borne´e, et que la fonction d’atte´nuation est
aussi borne´e, le de´bit de donne´e alloue´ a` chaque nœud doit de´croˆıtre de fac¸on
inversement proportionnelle au nombre de nœuds dans le re´seau. Par contre, si
la densite´ de nœuds est constante, et que la surface augmente line´airement avec
le nombre de nœuds n, alors un de´bit e´gal et de l’ordre de 1/
√
n est re´alisable
pour chaque nœud. Ce re´sultat ame´liore la borne infe´rieur connue jusqu’ici d’un
facteur
√
log n.
La dernie`re partie de ce travail est consacre´e a` deux e´tudes portant sur le
temps de latence de re´seau de capteurs. Dans la premie`re e´tude, le re´seau doit
de´tecter un intrus qui se de´place en ligne droite et a` vitesse constante. Nous
calculons une borne supe´rieure a` la distribution du temps requis pour de´tecter
l’intrus, sous l’hypothe`se que l’intrus n’est de´tecte´ que quand il entre en contact
avec la fraction de nœuds connecte´s du re´seau. Dans la seconde e´tude, nous nous
inte´ressons a` un re´seau de capteurs qui, pour e´conomiser leur batterie, e´teignent
leur radio pour des pe´riodes ale´atoires, inde´pendamment les uns des autres.
Dans ce re´seau, un nœud e´met un message d’alerte a` tous les autres nœuds.
Comme certains nœuds ont e´teint leur radio, le message se propage jusqu’a` ce
qu’il ne puisse atteindre d’autres nœuds actifs; ensuite, il doit attendre qu’un
nouveau nœud devienne actif pour continuer. Nous prouvons que dans un tel
sce´nario, le rapport entre la distance parcourue par le message et le temps e´coule´
tend asymptotiquement vers une constante de´terministe.
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Chapter 1
Introduction
1.1 Motivations
Multi-hop wireless networks are a promising technology when fixed, centralized
infrastructure is not a good option. Currently, most wireless networks require
base stations to operate; the most common examples are cellular telephony and
IEEE 802.11 networks (in infrastructure mode). The idea of multi-hop net-
works is to exploit the possibility that the wireless devices (called hereafter
nodes) can connect directly with one another, like walky-talkies. However, di-
rect connection is only possible if the devices are close enough to each other.
To achieve longer range communications, intermediate nodes can be used to
relay the communications between the two end nodes. The possibility of using
several consecutive relays in a single communication yields the name “multi-hop
networks”.
Multi-hopping replaces therefore in theory the need for fixed infrastructure,
since the network is only made of similar devices collaborating to provide con-
nectivity, by acting as terminals and as relays simultaneously. Although it is
quite easy to implement such networks on a small scale, things become much
more complicated when the number of nodes is large. The first issue that comes
to mind is connectivity: is it always possible to find appropriate relays between
given source and destination in order to establish the communication? Or, are
there disconnected nodes in the network? Furthermore, since nodes act as re-
lays, they have to use their radio device not only for transmitting their data,
but also the data from other nodes. The channel may thus become very busy,
degrading the end-to-end throughput. The energy consumption of the nodes
may increase dramatically because of relay traffic. The use of several relays
implies also much greater end-to-end delays. If there are enough relays between
two end nodes, one still needs a protocol that is able to route the data through
the appropriate nodes to the destination. To do this, the routing protocol must
be able to identify and locate the destination accurately. Finally, collaboration
and fairness between nodes may also be an issue.
These different issues are more or less critical depending on the particular
setting and the kind of application. For example, if the node density is very
high, connectivity is less of a problem, whereas the throughput worsens as a
result of the high number of interferers. In this work, we address the issues of
1
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connectivity, throughput and in some particular scenarios latency. Our objective
is to explain the trade-offs between these features, and the conditions required
for good performance.
Since we address large scale networks, we mostly look at the network as a
macroscopic object with properties that are not observable on a small scale.
However, the network is still made of a multitude of small objects (the nodes)
interacting locally (direct links between them). This setting is in fact very
similar to the problems addressed in physics, where huge systems of particles
are studied. Therefore, in this work, we use a tool that was originally developed
by physicists, and that turns out to be very suitable for the study of multi-hop
wireless networks: percolation theory.
1.2 Dissertation outline
1.2.1 Connectivity
In a first approach, we use the Poisson Boolean model to describe the network,
as proposed initially in [GP60]. This model is very simple and implements the
following two basic assumptions: the users are located randomly and indepen-
dently of each other (Poisson point process) and they can connect to each other
through a wireless link only if the distance between them is no more than their
connectivity range.
This first model allows us to study fundamental connectivity properties of
the network. In Chapter 2, we consider three geometries –one dimension, two
dimensions and finite width infinite length strip– which model three of the most
important settings for wireless networks. The second geometry is the most
commonly used, and applies to most situations encountered in practice. The
first geometry would apply for example to a network between cars on a highway.
The third one would model users located in a strip-shaped area like a valley.
Under this model, the two-dimensional case exhibits a very interesting prop-
erty: given a radio range and above a certain critical density of nodes, a giant
cluster of (multi-hop) connected nodes appears. This phenomenon, known as
percolation, allows connectivity along unbounded distances only via multiple
hops. In one dimension and on a strip, this phenomenon does not occur, and
multi-hopping is not an option for long range communication.
Multi-hopping can also be used in networks with infrastructure. In this
case, nodes that are out of the coverage area of the base stations use the other
nodes to relay their data towards the covered area. We look at the improvement
provided by this technique, especially when pure multi-hopping is not efficient.
The major drawback of the Boolean model is that it does not allow inter-
ferences to be taken into account. When the number of nodes increases in the
network, the wireless medium becomes more and more solicited. This compe-
tition for the channel may prevent successful transmissions, which would occur
without the presence of interferences.
The physical justification for using the Boolean model and defining a “con-
nectivity range” is that the signal strength decreases over distance, and that it
must be still strong enough, compared to the background noise at the receiver.
The required ratio between the signal and the background noise (SNR) thus
defines the maximum possible distance between the transmitter and receiver. A
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natural way to take interferences into account is to add the sum of the interfering
signals coming from simultaneous transmissions to the background noise. We
then adopt a different criterion for the existence of a link, which is that this new
signal-to-interference-plus-noise-ratio (SINR) is above the threshold for success-
ful decoding. Under the SINR model, we investigate in Chapter 3 the existence
of a percolation phenomenon, and characterize the conditions under which it
occurs. Since this model explicitly involves the signal power attenuation as a
function of the distance, we also discuss how the choice of the model of power
attenuation over the distance affects the connectivity results.
When the density of nodes in the network is high, interferences become
stronger, since nodes are close to each other. We also investigate in the same
chapter the asymptotic behavior of the SINR model when the node density
increases to infinity. We find out that connectivity deteriorates, unless the
interferences are moderated by an increasingly efficient CDMA system.
1.2.2 Throughput
Apart from connectivity, a fundamental feature of a wireless network is the rate
at which it can transport data. When the bandwidth and emitting power of
the nodes are limited, there is clearly a trade-off between connectivity and the
throughput along links. For example, in 802.11, when two terminals are close
enough, the data rate reaches its maximum. On the contrary, when the terminals
are more distant, the protocol adjusts the rate to preserve connectivity. This
kind of trade-off is intrinsic to wireless networks. In comparison to single-hop
networks, multi-hop networks can also use the available bandwidth to relay
packets. As a result, the end-to-end throughput may be limited not only by the
length of the links (noise limited case) as in single hop networks, but also by
the competition with other transmissions (interference limited case).
We study the noise-limited case in Chapter 5, where we compute bounds
to the fraction of nodes that can be connected at a given rate provided that
there is only one transmission at a time. This is a very natural extension of
Chapter 2 that essentially treats noise-limited networks as well. The difference
is that in Chapter 5, we adopt a more throughput-oriented connectivity model:
we declare two nodes connected to each other if it is possible to relay data from
one to the other at some minimum given rate. The interest of this model is
that it requires no assumption on the transmission scheme, and is thus of a
truly information theoretic nature. In the Boolean model, on the contrary, we
implicitly assume point-to-point communication since we investigate the exis-
tence of paths between nodes which are essentially a sequence of point-to-point
connections. The model in Chapter 5 is much more general since it allows for ar-
bitrarily complicated relaying schemes as, for example, the use of several paths
simultaneously.
To measure how many simultaneous data flows can be sustained by the
network, the concept of transport capacity was introduced by Gupta and Ku-
mar [GK00]. As a first result, they showed that when the node density increases,
the total transport capacity of the network only increases like the square root
of the number of nodes. This implies a decreasing available transport capacity
per node. However, this result starts from the hypothesis that the strength of
the signals decreases like the negative power of the distance (power law). We
will see in Chapter 4 that power law attenuation functions gives very particular
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symmetry properties with respect to scaling to the SINR model. Thanks to
this symmetry, Gupta and Kumar’s upper bound can be directly applied to the
case where the network increases in size with a constant node density (extended
networks, as opposed to dense networks considered originally).
However, from a physical point of view, the attenuation function cannot take
values greater than one. Otherwise, the received power would be greater than
the emitted power. In Chapter 4, we thus investigate the transport capacity of
dense networks when the node density increases, assuming a bounded attenua-
tion function (for example truncated power law). We show that the result differs
greatly, and that the transport capacity is bounded from above by a constant
under this new assumption.
The transport capacity is a suitable tool for computing upper bounds on
the actual throughput experienced in different traffic scenarios. However, to
obtain lower bounds, one needs to provide an explicit scheme for transporting
packets from their source to their destination. In their paper, Gupta and Kumar
presented a scheme that achieves a rate of order 1/
√
n log n for each node in a
random network of n nodes, when each node wants to send data to a randomly
chosen destination (uniform traffic matrix). This result therefore achieves a total
transport capacity of order
√
n/
√
log n. There is thus a gap between the upper
and the lower bound. In Chapter 6, we come up with a scheme that achieves a
rate of order 1/
√
n per node under the same assumptions, thus closing the gap
between previous bounds. The idea of this scheme is to adjust the length of the
links in the network so that is becomes super-critical, but not fully connected.
Inside the giant cluster, we show that one can find enough routes to carry all
traffic with the desired rate. The fact that we do not require the network to be
fully connected in a first step allows to remove the
√
log n factor from the Gupta
and Kumar result, as already pointed out in [BBM03]. Next, in a separate time
slot, we use a draining scheme to carry packets from the disconnected nodes to
the giant cluster. In agreement with the results in Chapter 5, we show that the
rate of this draining is higher than 1/
√
n log n, and thus all nodes can be served
with the same throughput.
1.2.3 Latency
The last part of this dissertation is dedicated to a more specific kind of wireless
network. We consider networks that are designed for sensing an event, and
spreading a message describing this event. We focus on the the latency of such
networks, both in detecting the event and transmitting the message.
In chapter 7, we consider a network of sensors across which an intruder moves
with constant speed along a straight line. We use again the Boolean model,
and assume that the nodes can detect intruders within a range r. The sensed
area is thus a collection of disks, centered on the points of a Poisson process.
Furthermore, we make the simplifying assumption that the connectivity range
is equal to twice the sensing range so that two nodes are connected whenever
their sensing disks overlap. In this chapter, we are interested in the time delay
until the intruder gets detected. The distribution of the time before it enters
the range of a sensor is actually well known (see e.g. [SKM95]). However, since
we assumed that the sensors transmit the alarm in a multi-hop fashion, it is not
enough to hit a random sensor to be successfully detected by the system. The
sensor that detects the intruder must also be able to send the alarm message to
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some remote sink. In other words, only sensors that belong to the giant cluster
participate efficiently to the intruder detection. The appropriate question is to
know how long the intruder will travel before it gets detected, and is therefore
a new problem in percolation theory. We show that the probability that the
intruder does not get detected within the first t seconds is upper bounded by
an expression that decreases exponentially with t.
In Chapter 8, we look at a slightly different scenario. We consider again the
Boolean model, and assume that the network is well connected. In addition,
we add an energy saving mechanism in which nodes sleep for random periods
in a totally desynchronized fashion. This mechanism of course harms the con-
nectivity of the network, but is very simple to implement since it is purely local
and random. In this scenario, a source node wants to broadcast a message to
all other nodes (an alarm for instance). When the source starts to broadcast,
the message is relayed to all currently awake and connected nodes. The spread
of the message stops until some new nodes become active, allowing the message
to progress further into the network.
This mechanism can lead to two distinct situations. First, if enough nodes
are awake, the message can reach an unbounded number of nodes and therefore
never stops propagating. In the second case, the network made of active nodes
is disconnected, and the message propagates step by step when new nodes be-
come active. We investigate the propagation speed in this latter scenario, and
compute the asymptotic shape of the region of the network where the mes-
sage has already arrived. We prove that the distance traveled by the message
grows linearly with respect to the elapsed time. The propagation speed is thus
asymptotically constant, and can be predicted from the model parameters.
1.3 Related work
Connectivity has received quite a lot of attention in the previous decade already
in the context of packet radio networks, and has gained renewed interest recently
in the context of ad-hoc and sensor networks. Many results apply to the full
connectivity of a network made of a finite number of nodes. However, there are
also numerous papers on the connectivity of infinite networks.
In extended networks, the connectivity problem is related to percolation
theory, which is to find the probability that a node belongs to an infinite cluster
of nodes. The most popular model is the Poisson Boolean model, where node
locations follow a Poisson distribution, as in our work, but where only the
distance between two nodes determines the existence of a link between them.
This model is a particular case of the STIRG for γ = 0, and was introduced
by Gilbert [Gil61], who started the field of continuum percolation. Despite
the apparent simplicity of the Poisson Boolean model, the exact value of the
critical density λ∗ at which the transition occurs is still an open problem. Some
bounds on λ∗ have been obtained analytically in [Gil61], [MR96], [PPT89], and
numerically by many others [QTZ00].
Percolation of a clustered wireless network in which the users (clients), who
are distributed according to a Poisson process, are all covered by base stations
that can connect to each other by a wireless link is studied in [BBFM03]. This
model boils down to the Poisson Boolean Model if one base station is placed at
each client.
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The assumption that two nodes are connected to each other if and only
if their distance is less than or equal to some predefined radius is certainly
too simplistic. In reality, propagation in a real environment yields much more
complex and irregular coverage shapes than circles. Interestingly, it appears that
this irregularity makes the network percolate at lower values of the density than
the Boolean model [BBCF03]. The latter appears thus as a conservative model
for noisy channels. When interferences are taken into account however, this is
no longer true: for the same patterns, the Boolean model may have an infinite
component of the connectivity graph, whereas the STIRG could have no infinite
component, or even no connectivity at all [DBT03]. This physical model was
analyzed in [BB01] in the infinite plane case under Poisson assumptions within
the context of CDMA networks. The level sets defining the contours around
a node where the Signal to Interference has the same value can indeed have a
very convoluted shape.
In dense networks, the full connectivity of the graph has been shown to hold
with probability 1 when the distance r below which nodes can connect decreases
at a rate slower than
√
log n/n, with the number of nodes n tending to ∞ in
[GK98].
A similar problem, where the power of a node is adjusted so that it can have
a required number of neighbors, is studied in [XK04b]. When the node locations
are restricted to be at the vertices of a grid instead of being scattered on the
entire area as in the previous examples, results on the asymptotic connectivity
of the network have been obtained in [SSS03].
The capacity of wireless ad hoc networks belongs to the very difficult field
of multi-users information theory. In their seminal paper, Gupta and Kumar
[GK00] proved that the aggregate transport capacity, defined as the sum of all
the link capacities multiplied by the distances between the source and destina-
tion, is of the order of
√
n bit-meter per second for the case of dense networks
with point-to-point codes, a uniform traffic matrix and a power law attenuation
with a path loss exponent α > 2. This means that the rate per user decreases as
1/
√
n and eventually reaches 0 for n →∞. These results rely on the assumption
that the signal to noise and interference ratio exceeds some threshold β. This
assumption, which may make sense in practice but is not truly of an information
theoretic nature, is not needed, and Xie and Kumar [XK04a] have proved that
for attenuation functions of the type e−ax/xα, with either a > 0 or α > 3, the
aggregate transport capacity is of the order of n/
√
log n bit-meter per second
under the assumption that the minimum distance between any pair of nodes
is bounded below by some constant. This restriction forces the domain size s
to grow with n, and hence that capacity result applies to extended networks.
These results were extended to power law attenuation functions with α > 2 in
[LT04] for extended networks without the minimum distance restriction. They
encompass therefore the case where nodes are distributed as a Poisson process.
These general results are more optimistic if one considers some particular
scenarios. For example, if there is only one active source/destination pair, while
the n− 2 other nodes act as possible relays, the previous results would predict
a constant capacity, independent of n, whereas allowing arbitrarily complex
coding, this capacity is of the order of log n [GV02]. Another example is the
increased capacity obtained when the nodes are mobile: with one hop relaying,
the total transport capacity can be of the order of n [GT01]. Finally, the benefit
of hybrid multi-hop cellular networks is investigated for the so-called protocol
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model in [LLT03].
Since energy saving is central to sensor networks [Eph02], it has received a
considerable amount of attention, driving routing algorithms (see e.g. [CT00,
SWR98]), scheduling (see e.g. [PUBeG01, eGNP+02]), data collection and ag-
gregation (see e.g. [KEW02]) and MAC (see e.g. [SWR98, YH03]). Scheduling
strategies trading off energy saving and latency are devised in [YKP04], while a
Markovian model exploring the performance of a wireless network with on/off
periods is described in [CG04] under the assumption that there is a path from
any sensor to the sink.
1.4 Contributions
The main contribution of this work is to introduce percolation theory as an
efficient tool for studying large multi-hop wireless networks. The chapters of
this thesis give several examples of application of percolation theory leading to
novel results and new perspectives in the study of scaling properties of such
networks.
The detailed list of the contributions is as follows:
• In one-dimensional networks, we compute the probability that two nodes
are connected through multiple hops under the Boolean model.
• In two-dimensions, we study the number of disjoint paths in the Boolean
model. We derive a simplified version of the connectivity graph that con-
tains fewer vertices, but exactly the same connectivity (in terms of disjoint
paths) as the original graph.
• We study the connectivity under the Boolean model when we add fixed,
wired base stations in the network. We come up with analytical bounds
in the one-dimensional case.
• We study a third configuration, between the one-dimensional and two-
dimensional case, where nodes are located on a strip of infinite length and
finite width.
• We introduce a novel percolation model, based on the signal-to-inter-
ference-plus-noise-ratio (SINR), that is more realistic than the Boolean
model. We show that the same percolation phenomenon occurs in this
new model.
• We study in detail the domain of parameters of this new model for which
percolation occurs. We characterize the asymptotic behavior of the per-
colation threshold when the node density tends to infinity.
• We show that, in this model, the percolation threshold can always be
reached using a trivial time division multiple access (TDMA) scheme.
• We show that the assumption of power-law attenuation confers very spe-
cific scaling properties to the network. If the attenuation function does not
diverge at the origin, the results for high density networks are dramatically
different.
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• We show that if we assume point-to-point communication and a bounded
attenuation function, the total transport capacity does not increase with
the node density (in contrast to the power-law attenuation case, where it
increases like the square root of the number of nodes).
• We study an information theoretic model of connectivity, where nodes are
considered connected if it is possible to transmit data from one to the other
at a certain prescribed rate (possibly using all other nodes as relays). We
show that under this model, a constant fraction of nodes are connected
(independently of the network size), and we give bounds on this fraction.
• We present a new scheme that achieves a per node throughput of order
1/
√
n in the Gupta and Kumar setting with n randomly placed nodes.
• We show that in the Boolean model, the distance from an arbitrary point
to the giant cluster has a distribution that is bounded from above by an
exponential distribution. This result is applied to an intruder detection
problem.
• Under a desynchronized energy saving mechanism, we show that a broad-
cast message propagates with asymptotically constant and deterministic
speed.
Part I
Connectivity
9
Chapter 2
The Boolean model
In this chapter, we study the connectivity of wireless multi-hop networks in
the case where there are no interferences. The idea behind this assumption
is to identify all possible links in the network. Such an assumption applies to
networks where there is very little traffic (for instance signalization messages),
and where node reachability is more important than throughput between pairs
of nodes. A more general discussion about the duality between connectivity and
throughput will be made in Chapter 4.
As is it an essential feature, connectivity has received quite a lot of attention
in the previous decades already, in the context of packet radio networks, and has
gained renewed interest recently in the context of ad-hoc and sensor networks.
Most results apply to the full connectivity of a network made of a finite number
of nodes. A recursive formula giving the average number of hops between two
connected nodes is found in [CR89], whereas the probability that a given number
of nodes on a finite interval are all connected is computed in [SB02]. In the two-
dimensional setting, relations between k-connectivity (the property that the
graph has a minimal cutset equal to k ≥ 1) and the node degree are studied in
[Bet02], whereas this problem is addressed when the transmission powers of the
nodes are different in [XK04b]. In this chapter, we assume that the number of
nodes is not fixed nor on a bounded area, but that they are given as points of a
Poisson process over R, R2, or a strip R× [0, d]. We do not make assumptions
on its intensity, so that our results also apply to low density areas.
Since the number of nodes is not bounded, some of them will be disconnected.
The problem is then related to percolation theory, which is to find the probability
that a node belongs an infinite cluster of nodes. Since the pioneering work
of Gilbert [Gil61], which started the field of continuum percolation, the exact
value of this probability is still an open problem. Some bounds on the critical
intensity λ∗ below which it is zero have been obtained analytically in [Gil61],
[MR96], [PPT89] for the Boolean Poisson Model, and numerically by many
others [QTZ00]. Percolation of a clustered wireless network, in which the users
(clients), who are distributed according to a Poisson process, are all covered
by base stations that can connect to each other by a wireless link, is studied
in [BBFM03]. This model reduces to the Poisson Boolean Model if one base
station is placed at each client.
In the literature, connectivity of multi-hop wireless networks is often under-
stood as the full connectivity of all its nodes [GK98, Bet02, SB03, XK04b]. We
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will discuss in detail in Section 4.1 the differences between the approach in this
chapter and asymptotic full connectivity.
2.1 Model definition
2.1.1 Mathematical model
We start with a stationary Poisson point process in Rd of intensity λ. The point
of this process are denoted by {Xi}, and called germs. On each germ, we center
a random closed set, called grain, independent of the point process and the other
grains (the grains are said to be i.i.i.d). In this work, we only consider d = 1, 2
and disk shaped grains. Then the Poisson Boolean model B(λ,R) is just a union
of randomly scattered disks (see Figure 2.1), i.e., the coverage process defines
the occupied region
B(λ,R) .=
⋃
i
B(Xi, Ri),
where B(Xi, Ri) is the disk centered at Xi having radius Ri, and the radii Ri are
i.i.d., independent of the point process {Xi}, and distributed as some reference
random variable R.
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Figure 2.1: Poisson Boolean model in R2. Sub-critical intensity on the left and super-critical
intensity on the right.
The occupied region can be divided into disjoint clusters which are formed
by the overlapping disks. One way to measure the global connectivity is the
size of the largest cluster. Let us denote by W (A), A ⊂ Rd, the union of all the
occupied components that intersect A.
2.1.2 Specific model
In this chapter, we will assume that two nodes can communicate through a
wireless link if the distance between them is less than the range r of their radio
device. Furthermore, we will assume all nodes identical.
This situation can be modeled by a Poisson Boolean model, with fixed ball
radius R ≡ rb, denoted by B(λ, rb), where rb = r/2. This corresponds to
assuming deterministic and isotropic wave propagation in space. r is thus the
maximal range allowed by power constraints. Although these assumptions are
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very simplistic and unrealistic, the results presented below are still qualitatively
correct, since most of the percolation results we use still hold in the more general
model, where the ball radii are random. Moreover, it is shown in [FBC+05]
that randomness in the shape of the grains improves connectivity. It is even
conjectured that in two dimensions, disks are the worst shape for percolation.
Therefore, we consider that fixed range wireless links are a very conservative
(and even pessimistic) assumption.
One can associate with the Boolean model a random graph as follows: we
assign a vertex to each ball of B(λ, rb), and put an edge between two vertices if
the ball overlap (see Figure 2.2). We denote this graph by G(λ, r) = G(λ, 2rb).
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Figure 2.2: The Boolean model (left) and the associated graph (right).
Scaling property
An interesting property of this model is that it can be rescaled, so that for any
a > 0,
B(λ, arb) = B(adλ, rb),
where d is the dimension. The same is true of course for the associated graph,
so that G(λ, ar) = G(adλ, r). This property implies that the model has actually
only one degree of freedom. For convenience, one often uses the average number
of neighbors (or average node degree, in the context of the associated graph)
N = λpidr
d = 2dλpidr
d
b as a unique parameter, pid being the volume of the unit
ball in d dimensions.
2.2 Connectivity of a pure ad-hoc network
We begin with the connectivity of the Poisson Boolean model. More specifically,
our goal is to evaluate the probability Pc(x) that two arbitrary nodes i and j,
whose Euclidean distance in Rd is denoted by d(Xi, Xj) = x, are connected to
each other, as a function of λ, r and x.
2.2.1 One-dimensional case: line
We begin with the one-dimensional case, where two nodes at a distance x of
each other are connected if the entire interval between them is occupied. If
there is a vacant region, the information cannot be relayed from a node to the
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other. A hole appears if the interval between two consecutive nodes is longer
than r. As λ < ∞, the probability for a vacant interval to occur between two
consecutive nodes is strictly positive, whatever the value of λ and r. Since there
is an infinite number of intervals, and since their lengths are independent, the
probability of having no hole is zero. Hence limx→∞ Pc(x) = 0. The same result
can be obtained by considering the network as an M/D/∞ queue, in which the
arrival process is the actual Poisson point process, and the ”service” process
has fixed duration r. The occurrence of a hole is equivalent to a visit to the
empty-state of the queue. Since λ < ∞, this state will be visited almost surely
after a finite time.
Related results include the computation that a given number of nodes on
a finite interval are all connected to each other [SBV01]. A recursive formula
giving the average number of hops between two connected nodes is given in
[CR89].
Here we compute the probability distribution Pc(x) for an infinite domain.
Clearly, Pc(x) = 1 if 0 ≤ x < r. When x ≥ r, Pc(x) is the probability that
there is another node between Xi and Xj , located at a distance ξ from B, with
0 ≤ ξ < r, and that this node is connected to Xi. We use this argument to
condition Pc(x) recursively on Pc(x − ξ), with 0 ≤ ξ < r, and we establish the
following result.
Theorem 2.1 The probability Pc(x) that two nodes distant of x space units are
connected is
Pc(x) =


1 if 0 ≤ x < r∑bx/rc
i=0
(−λe−λr(x−ir))i
i!
−e−λr∑bx/rc−1i=0 (−λe−λr(x−(i+1)r))ii!
if x ≥ r
(2.1)
with bx/rc denoting the largest integer smaller than or equal to x/r.
Proof: If x ≥ r, Pc(x) is the probability that (i) the next node towards Node
i is located at a distance ξ from Node j, with 0 ≤ ξ < r, and that (ii) this new
node is connected to i. This second event occurs with probability Pc(x − ξ).
The interval separating two consecutive nodes has an exponentially distributed
length, whose pdf is thus λe−λξ for 0 ≤ ξ < x. Therefore
Pc(x) =
∫ r
0
Pc(x− ξ)λe−λξdξ (2.2)
= λe−λx
∫ x
x−r
Pc(y)e
λydy.
Taking the derivative of this expression with respect to x, we obtain
dPc
dx
(x) = −λe−λrPc(x− r) (2.3)
for x ≥ r. This is a first order linear delay differential equation, with initial
condition defined on the interval [0, r]. We know that Pc(x) = 1 for 0 ≤ x < r.
At x = r however, Pc(x) has a discontinuity: indeed, solving (2.2) for x = r, we
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find Pc(r) = 1− e−λr. Integrating (2.3) with this initial condition on [0, r], we
obtain, after some manipulations,
Pc0(x) =
n∑
i=0
(−1)i
(
λe−λr(x− ir))i
i!
−e−λr
n−1∑
i=0
(−λe−λr(x− (i + 1)r))i
i!
for nr ≤ x < (n + 1)r and n ∈ N. 
The following bounds on Pc(x) will be needed in Section 2.4.
Theorem 2.2 If x ≥ 2r,(
1− e−λr) e−λ(x−2r)e−λr − λe−λr ≤ Pc(x) ≤ (1− e−λr) e−λ(x−r)e−λr . (2.4)
Proof: Since Pc(x) is a decreasing function of x, Pc(x) ≤ Pc(x−r) for any x ≥ r.
Inserting this inequality in (2.3), we get the following differential inequality
dPc
dx
(x) ≤ −λe−λrPc(x) (2.5)
for x ≥ r. Since Pc(r) = 1 − e−λr, we have from the theory of Gronwall-type
differential inequalities (see e.g [LLM89, Chapter 1]) that the solution of (2.3)
is upper bounded by the solution of the linear ode (2.5), (with the inequality
sign replaced by an equality sign), which is
Pc(x) ≤
(
1− e−λr) e−λ(x−r)e−λr (2.6)
for all x ≥ r. This is the upper bound in (2.4).
To obtain a lower bound, let us note that (2.6) provides an upper bound on
Pc(x− r), by replacing x by (x− r) in this expression. Inserting it in (2.3), we
get
dPc
dx
(x) ≥ −λe−λr (1− e−λr) e−λ(x−2r)e−λr
which we integrate for x ≥ 2r to obtain
Pc(x) ≥ −λre−λr +
(
1− e−λr) e−λ(x−2r)e−λr
using the fact that Pc(2r) = 1 − e−λr − λre−λr because of (2.1). This is the
lower bound in (2.4). 
We can thus conclude that in one dimension, the network is almost surely
divided into an infinite number of bounded clusters, between which no commu-
nication is possible. A large-scale ad hoc network will therefore not work in one
dimension with constant range.
2.2.2 Two-dimensional case: plane
The picture is very different in two dimensions. For example, the existence of an
unbounded cluster does not imply full connectivity. The following result from
percolation theory is our starting point.
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Theorem 2.3 [MR96, pages 45–68] Consider a Poisson Boolean model B(λ, rb)
in R2 with fixed ball radius rb. There exists a critical density λ∗ > 0 such that
• in the sub-critical case, defined by λ < λ∗, all clusters are bounded almost
surely (a.s.)
• in the super-critical case, defined by λ > λ∗, there exists a unique un-
bounded cluster a.s.
In terms of networking, this means that the sub-critical case is similar to the
one-dimensional case, where the network is partitioned into an infinite number
of bounded clusters. In the super-critical case however, the result is much more
encouraging, because of the existence of an unbounded cluster. In the sequel,
we will denote by C∞ the unbounded cluster in B(λ, rb).
In the super-critical phase, one can divide the nodes into two categories:
those belonging to the unbounded cluster, and the others. We will denote by U
the set of the nodes in the first category. These nodes can communicate with
nodes located arbitrarily far away, whereas the others are restricted to a finite
area. Thus, the quality of the connectivity is related to the fraction θ of nodes
belonging to the first category. Note that θ is most frequently defined as the
probability of an arbitrary node to belong to the unbounded cluster, and is
called percolation probability:
θ
.
= P(|W ({0})| = ∞) .
Because of the spatial invariance of the Poisson process, the position of this
node can be taken, without loss of generality, at the origin.
One can easily derive a lower bound to Pc(x) using the percolation prob-
ability, by evaluating the probability that both end-nodes i and j belong to
U .
Pc(x) ≥ P(i ∈ U and j ∈ U)
≥ P(i ∈ U) P(j ∈ U) (2.7)
= θ2,
where Inequality (2.7) follows from the FKG inequality (see e.g. [MR96, Theo-
rem 2.2]). This lower bound becomes tight when x tends to infinity.
In the sequel, we will often refer to θ as a function of the average node degree
θ(λpir2). To date, there is unfortunately no explicit expression of θ(λpir2), nor
of λ∗. Bounds on λ∗ have been obtained in [Gil61, PPT89, MR96], whereas
θ(λpir2) can be evaluated by simulation, as shown in Figure 2.3. It is however
known that θ(λpir2) is continuous above the critical threshold, and tends to one
when λpir2 tends to infinity. This latter property confirms the intuition that
when nodes have a high degree in average, then most of the nodes are connected.
2.2.3 Two-dimensional case: strip
The last geometry we consider is a strip of infinite length and of fixed, finite
width d. Let us assume that the strip is horizontal, and that the node density is
λ. By projecting all nodes onto the x-axis, we obtain a one-dimensional Poisson
point process of finite intensity λd. As the distances are smaller in the projected
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Figure 2.3: Percolation probability θ in two dimensions as a function of the average node
degree λpir2. The critical density point is reached when nodes have roughly 4.5
neighbors in average. The presence of a tail below the critical threshold is due to
the finiteness of the domain, a simulation artifact.
space, for a constant ball radius, the existing connections are preserved, while
others are created. Since percolation never occurs in one dimension, we can
conclude that the strip never percolates.
The existence of an unbounded cluster requires thus the domain to be infinite
in both dimensions. Therefore, Pc(x) tends to zero when x tends to infinity.
However, it is intuitively clear that the behavior of Pc(x) for small distances
(typically when x  d) must be similar to the two-dimensional case.
2.3 Number of paths and bottlenecks
In the previous section, we discussed the existence of at least one path between
two nodes. In order to study the reliability of such a network, and to identify
possible bottlenecks, we now examine the number of disjoint paths, which do
not share any link with each other, in the super-critical phase. This amounts to
compute the size of the minimal cutset in the associated graph, between both
nodes.
2.3.1 Number of alternate paths between two nodes
Intuitively, the more distant two nodes, the lower the size of the minimal cutset
in the associated graph G(λ, r) between them. We consider first one of these
two nodes, call it i. Suppose that i ∈ U . We denote by Ni(p) the size of the
minimal cutset within a circle of radius p centered on Xi, that separates Node
i from the nodes located outside of this circle.
More formally, denote by Ci(p) the set of the closed curves surrounding a
node i, which are included in the disk of radius p centered on Xi. For each
curve C ∈ Ci(p), denote by E(C) the set of the edges of G(λ, r) intersected by
C. Function Ni(p) associated with each node i ∈ U is therefore given by
Ni(p) = min
C∈Ci(p)
card (E(C)) (2.8)
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This function is clearly decreasing in p because Ci(p1) ⊆ Ci(p2) if p1 < p2.
Furthermore, Ni(p) > 0, because i ∈ U . Therefore, Ni(p) admits a limit when
p →∞, which we denote N∞i :
lim
p→∞Ni(p) = infp>0
Ni(p)
.
= N∞i . (2.9)
This number can be seen as the size of the minimal cutset separating Node i
from what we call the “remainder of the network”, i.e. nodes located far away
from Xi.
Figure 2.4 shows typical values of Ni(p) (scaled to the number of immediate
neighbors of Node i, which is clearly equal to limp→0 Ni(p)).
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Figure 2.4: Average ratio between Ni(p) and the number of neighbors of Node i for sub- and
super-critical densities. For sub-critical densities, Ni(p) goes to zero, because Xi
belongs a.s. to a bounded cluster. For super-critical densities, Ni(p) tends to a
limit N∞i noticeably smaller than limp→0 Ni(p).
Thanks to this number, we can now compute the size of the minimal cutset
between two nodes i, j ∈ U . But we need first the following result.
Lemma 2.1 In the super-critical case, any unbounded1 curve C crosses an
infinite number of edges of the associated graph.
Proof: Consider a portion D of the curve C that does not cross any edge.
Denote by W = B(λ, r/2) the occupied region, and by V = R2\B(λ, r/2) the
vacant region of R2. Take a point x on D. Either x ∈ V, or x ∈ W. If x ∈ W,
it can be included in the ball of a node placed on either side of the curve, but not
on both, as otherwise, there would be an edge that crosses the curve. Let d be
the distance between this node and x. We are then sure that there is a vacant
region on the other side of the curve, at a distance r/2− d from x. Therefore,
there is always a vacant region at a distance smaller than r/2 from any point of
the curve.
1A curve C ⊂ R2 is unbounded if for any two points x,y on the curve, supx,y∈C d(x, y) =
∞ where d(x, y) is the Euclidean distance in R2 between x and y.
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One can thus draw a new curve D˜ such that for any point y of D˜, d(y,D) ≤
r/2 and y is in a vacant region. D˜ is thus included in a single vacant region.
However, there is no unbounded vacant region in the super-critical case [MR96,
pages 108–116]. Hence, D˜ must be bounded. As every point of D is at a finite
distance of D˜, D must also be bounded.
One can then conclude that the portion of curve between two crossings must
be bounded. As the curve C is unbounded, there are infinitely many crossings.

We can now compute the following lower bound on the size of the minimal
cutset, and thus the number of alternate paths, between two nodes i and j
belonging to the unbounded cluster.
Theorem 2.4 The number of alternate paths between two nodes i and j is
lower-bounded by min{N∞i , N∞j }.
Proof: We can assume without loss of generality that N∞i ≤ N∞j . Suppose that
there are less than N∞i paths from Node i to Node j. Then there exists a curve
dividing R2 into two parts, one including Xi and the other including Xj , and
that intersects less than N∞i edges. This curve is either closed and surrounds
Xi, either closed and surrounds Xj , or unbounded. The two first cases are
excluded by assumption. The third possibility is excluded by Lemma 2.1. 
The lower bound in Theorem 2.4 is tight. Indeed, since Ni(p) is an integer-
valued function, the infimum in (2.9) is reached for a finite p, which we denote
by Li. In other words,
Li = inf{p > 0 such that Ni(p) = N∞i }. (2.10)
If the distance between Xi and Xj is larger than max{Li, Lj}, then the number
of alternate paths is exactly equal to min{N∞i , N∞j }. It follows that the number
of paths between two nodes is limited by two local values (N∞i and N
∞
j ), which
depend exclusively on their respective neighborhoods.
2.3.2 Bottlenecks
In this section, we analyze the structure of the graph G(λ, r). In particular, we
would like to identify the possible bottlenecks that can occur in the network.
Parameter Li is important for locating hot spots and bottlenecks. Indeed, it
is the smallest distance from Node i at which the minimal cutset (which has size
N∞i ) with “the remainder of the network” is reached. A small value of Li means
that the number of alternate paths between Node i and a node located far away
is approximately equal to the number of paths between Node i and its close
neighbors. As a result, the number of paths is simply limited by the number
of immediate neighbors of the two end nodes. On the contrary, if Li is large,
then long-distance communications are constrained by bottlenecks located far
way from the end nodes.
As we can see on Figure 2.5, Li is on average larger than zero. In other
words, N∞i is in average less than the number of immediate neighbors of Node
i (what we had already observed on Figure 2.4). Nevertheless, Li tends to zero
when the density λ increases, for a fixed r. This means that for high densities,
the number of paths is simply limited by the number of immediate neighbors of
end nodes, and that “hot spots” do not occur, as already pointed out in [GK00].
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Figure 2.5: E(Li) as a function of λ. We see that Li goes to zero when the density increases,
meaning that N∞i tends to the number of neighbors of Node i
The case where λ is just above the critical density is the situation where
bottlenecks appear. The network appears then as a set of “islands”, inside
which nodes are well connected. Islands are however connected by a few links
only, those forming the minimal cutsets. Nodes belonging to different islands
are thus connected by a number of alternate paths given by Theorem 2.4. These
links are the bottlenecks of the network.
The remainder of this section is devoted to a formal definition of the concept
of island. We begin first by that, more general, of a domain of a node.
Definition 2.1 For each node i, consider the closed curve C i ∈ Ci(Li) with
card (E(Ci)) = N∞i that surrounds the minimum number of nodes. We call
domain of Node i the set Si of nodes surrounded by Ci.
For all nodes j in the domain Si of Node i we have N∞j ≤ N∞i , because Ci
surrounds also Xj . In other words, all the elements of Si share the same N∞i
paths to the “remainder of the network”.
Domain Si of Node i is called an island if no other domain contains Si. In
other words:
Definition 2.2 Let i ∈ U . Then Si is an island if there exists no node j such
that Sj ⊃ Si.
Islands are disjoint, and form a partition of the set U . It is a consequence of
the following lemma.
Lemma 2.2 Consider two nodes i, j ∈ U . Then either Si ∩ Sj = ∅, either
Si ⊆ Sj, or Sj ⊆ Si.
Proof: We discuss first the case where j ∈ Si. If Sj * Si, as illustrated in
Figure 2.6, Ci and Cj have two intersection points x and y.
If the number of edges cut by Ci between x and y is less or equal to the
number of edges cut by the portion of Cj located between x and y and inside
Si, then we can construct a new curve C ′j surrounding Xj by replacing, in Cj ,
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Figure 2.6: Curves Ci and Cj when j ∈ Ci.
the latter portion between x and y by the former one. This new curve cuts
fewer edges or surrounds fewer nodes, which is impossible by definition of C j .
If the number of edges cut by Ci between x and y is strictly more than
the number of edges cut by the corresponding portion of Cj , then one could
construct a new curve C′i surrounding Xi in the same way as above. This new
curve cuts fewer edges than Ci, what is impossible by definition.
Therefore, the situation represented in Figure 2.6 is not possible, and Curve
Cj is always surrounded by Ci. This implies Sj ⊆ Si. Similarly, i ∈ Sj implies
Si ⊆ Sj .
Let us discuss now the case where i /∈ Sj and j /∈ Si. Suppose that Si∩Sj 6=
∅. U is therefore partitioned into four disjoint sets, N = Si ∩ Sj , A = Si \ Sj ,
B = Sj \Si and U˜ = U \ (Si ∪Sj). Denote by nAB the number of edges between
elements of A and elements of B, by nAN the number of edges between elements
of A and elements of N , and so on (see Figure 2.7).
A N B
nNU˜
nAB
nAN nBN
nAU˜ nBU˜
U˜
Figure 2.7: Number of edges between sets A, B, N and U˜ .
Remember that Ci surrounds the elements of Si = A ∪ N . Consider now
a curve that surrounds the elements of A only. By definition of C i, this curve
must intersect strictly more edges than C i, because N 6= ∅. In other words, if
we count these edges, we must have
nAU˜ + nNU˜ + nBN + nAB < nAU˜ + nAB + nAN
and thus
nNU˜ + nBN < nAN . (2.11)
Similarly, by considering SB = B ∪ N , we obtain
nNU˜ + nAN < nBN (2.12)
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Combining (2.11) and (2.12) together, we obtain a contradiction, which
proves that N = SA ∩ SB = ∅ . 
A consequence of Lemma 2.2 is that for each node j ∈ Si, Sj ⊆ Si. It follows
then from Definition 2.2 and Lemma 2.2 that islands are disjoint. Moreover,
every node of U belongs to one (and only one) island:
Theorem 2.5 For each node i ∈ U , there exists a unique island Ii containing
i, and which is given by
Ii =
⋃
j:Sj3i
Sj . (2.13)
Proof: (i) Existence: We have to prove that the set defined in (2.13) is actually
an island. Consider j, k ∈ U with Sj 3 i and Sk 3 i. As Sj and Sk are not
disjoint, we know from Lemma 2.2 that either Sj ⊆ Sk or Sk ⊆ Sj . Thus, the
union in (2.13) is equal to Sl for some node l.
On the other hand, the condition in Definition 2.2 is verified by construction.
Ii is therefore an island.
(ii) Uniqueness. As islands are disjoint, two islands cannot contain Node i
simultaneously. 
Since every node of U belongs to an island, the set U can be partitioned
into islands. We can thus define a new simplified graph with islands as nodes,
and connections between islands as edges. This new graph, with a coarser
granularity than G(λ, r), describes the “backbone” structure of the unbounded
cluster. And example of a connectivity graph and its simplified version is given in
Figure 2.8. The interesting property of the simplified graph is that the minimal
cutset between any two nodes (provided that they are sufficiently distant) has
the same size in the original graph and in the simplified graph.
This division of the network into island suggests a very natural way of group-
ing nodes together (clustering). Such clustering is often required by protocols,
in order to deal with the large number of nodes. For example, many existing
routing protocols use a clustering algorithm. The interest of the islands is that
they are connected by bottleneck edges exclusively. Therefore, any algorithm
running on the simplified graph would address the limited resource directly, as
better connectivity is available inside the islands (by construction).
The development of algorithms for identifying the islands efficiently is how-
ever outside the scope of this work.
2.4 Hybrid Networks
The introduction of base stations allows distant nodes to communicate through
a fixed, wired infrastructure. It represents a trade-off between today’s cellular
networks and large-scale multi-hop networks. In the first case, every node con-
nects to the nearest base station. To prevent nodes from being isolated from
the network, base stations must therefore cover the whole space. In the second
case, as we have seen in the previous sections, the density and radius must be
large enough to keep the proportion of nodes which do not belong to U small
enough.
In this section we want to evaluate whether the introduction of base stations
is helpful in decreasing the probability that an arbitrary node remains uncon-
nected to the network, for the three geometries of a line, a plane and a strip.
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Figure 2.8: A connectivity graph G(λ, r) (upper graph) and the corresponding simplified graph
(lower graph). In the upper graph, edges connecting two islands together are
drawn in red. These red edges are also the edges of the lower graph, where all
nodes if each island are grouped into a single node (placed on the center of gravity
of the island, in this illustration). Note that multiple edges can connect the same
two vertices (not visible on the figure), when several edges connect the same two
islands in the original graph. To approximate an infinite domain, we used periodic
boundary conditions in this simulation.
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We assume here that the radius of connectivity of the base stations is the same
as the one of the wireless nodes.
2.4.1 Nodes and base stations on a line
Base stations are placed every L distance units, say at every nL for n ∈ Z, and
therefore define intervals [nL, (n + 1)L] of length L on the line R.
With no loss of generality, we only consider here nodes that are located in
the first interval [0, L]. Such a node is connected to the left (respectively, right)
base station if and only if all intervals separating any pair of consecutive nodes
located in [0, x] (resp., [x, L]) have a length less than r. Because of the Poisson
assumption, these intervals are independent, so that the probability that the
node located at position x be connected to both base stations is the product of
Pc(x) (the probability that the node is connected to the left base station) and
Pc(L−x) (the probability that the node is connected to the right base station).
Therefore the probability that an arbitrary node located at distance 0 ≤ x ≤ L
from the origin is connected to a base station is
Pcb(x) = Pc(x) + Pc(L− x)− Pc(x)Pc(L− x)
where Pc(x) is given by (2.1).
Of course, the closer we pick a node from a base station, the more likely it will
be connected. The average of the connection probability of a node to a base sta-
tion, over all positions that this node can have (which are uniformly distributed
over a given interval, because of the Poisson assumption) is
∫ L
0
Pcb(x)dx/L. A
more interesting value is a lower bound on Pcb, which is valid for the worst
possible location of a node, which is at mid distance between the base stations:
P+cb = inf0≤x≤L
{Pcb(x)} = Pcb(L/2)
= 2Pc(L/2)− P 2c (L/2). (2.14)
Using the bounds (2.4), we obtain the following lower bound on P +cb .
Theorem 2.6 P+cb is lower bounded by:
P+cb ≥ 1− (1 + λL/2)2 e−2λr. (2.15)
Proof: If 0 ≤ L ≤ 2r, then P+cb = 1, obviously: in this case, the base stations
cover the entire line. If 2r ≤ L ≤ 4r, then Pc(L/2) = 1 − e−λr − λLe−λr/2
because of (2.1). Inserting this value in (2.14) yields P +cb = 1−(1+λL/2)2 e−2λr.
Finally, if L ≥ 4r, we insert the bounds (2.4) in (2.14), which becomes
P+cb ≥ 2
(
1− e−λr) e−λ(L−4r)e−λr/2
−2λre−λr − (1− e−λr)2 e−λ(L−2r)e−λr
The expansion of the right hand side of this inequality in Taylor series yields
(2.15) after lengthy manipulations detailed in Appendix A.1. 
One deduces from (2.15) the maximal spacing between consecutive base
stations to keep the probability of finding a node not connected to a base station,
in an arbitrary interval, below a given value P +uc = 1 − P+cb . This spacing is
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at least equal to 2r, in which case the base stations do cover the entire line
(P+uc = 0). Combining this with (2.15), we see that the maximal distance
between base stations is lower bounded by the following expression(
L
r
)
max
≥ max
{
2,
2
λr
(
eλr
√
P+uc − 1
)}
. (2.16)
The distance between base stations can grow exponentially with λr, provided it
is large enough to bring the right hand side of this inequality above 2.
2.4.2 Nodes and base stations on a plane
We now place the base stations on the nodes of a square lattice, with edges
of length equal to L. In the two-dimensional case, Pcb cannot be computed
analytically. We compute it therefore numerically. Figure 2.9 shows Pcb as a
function of L in both the super- and sub-critical cases.
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Figure 2.9: Probability of connection Pcb in 2 dim. with base stations for a sub-critical density
λ = 2.1 · 10−5 and a super-critical density λ = 2.56 · 10−5.
For sub-critical densities, the probability of connection is now non-zero, but
still far away from one, except in the limit case where base stations cover al-
most the whole space. Connectivity is thus not significantly better than with
a standard cellular network, where only one hop is allowed between nodes and
base stations.
For super-critical densities, we can see that the probability of connection is
slightly better than without base stations. Furthermore, the probabilities take
almost identical values in both cases for high densities. Let us explain why.
If λ > λ∗, there exists a unique unbounded cluster C∞. This cluster is in
contact with a base station almost surely (the probability for each base station
to be connected to the unbounded cluster is positive, and there are an infinite
number of them). All nodes in U are thus connected to the base stations. The
situation for this subset of nodes is actually the same as that of a purely ad hoc
network. The difference comes from nodes that are connected to a base station
through a bounded cluster.
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The quantity in which we are interested is then the fraction of bounded
clusters connected to a base station. We know from [MR96] that the average
number of nodes contained in a bounded cluster tends to one when λ → ∞.
Therefore the probability that a bounded cluster is connected to a base station
tends to the fraction of space covered by the base stations, which is pir2/L2.
The total probability that an arbitrary node is connected is thus
Pcb
λ→∞' θ(λpir2) + (1− θ(λpir2))pir
2
L2
.
This shows that the gain of connectivity for high densities grows linearly with
the fraction of space covered by the base stations.
We saw in Section 2.3 that one can divide the unbounded cluster into islands,
and that the bottlenecks appear right between them. Inside an island, the
connectivity is better, meaning that if a base station is present inside an island,
the number of paths between the nodes of this island and the remainder of
the network will be increased. As the size of the islands is of order of Li,
we can see on the graph of Figure 2.5 that this size decreases quickly with
an increasing density, meaning the probability of an island to contain a base
station becomes small. In other words, for high densities, the benefit (in terms
of connectivity and number of paths) of inserting a fixed infrastructure of base
stations is small. For intermediate densities, the benefit needs further study.
One needs to investigate how the lattice of base stations covers the islands,
following probably the approach of [BB01, BBT02].
2.4.3 Nodes and base stations on a strip
The behavior of the network is very different in one and in two dimensions. It
is therefore interesting to explore the transition between these two behaviors,
thanks to the infinite strip of width d of Section 2.2.3. Remember that percola-
tion never occurs for d finite: one expects therefore to benefit from base stations
for connectivity. This will certainly be the case for very small values of d. On
the other hand, as d → ∞, one gets closer a network on R2, and the need for
base stations to ensure connectivity should vanish.
In Figure 2.10, we set the node density to λ = λ1d + λ2, so that the model
tends to a one-dimensional Poisson point process of intensity λ1 when d → 0,
and to a two-dimensional Poisson point process of intensity λ2 when d → ∞.
We computed by simulation the maximum distance L between base stations, as
a function of the strip width d, in order to achieve a probability of connection
larger than 90%. We chose λ2 > λ
∗, so that the 90% connectivity is achieved
without base station for d = ∞. The result in Figure 2.10 confirms our expec-
tation. One can see that L(d) grows regularly, meaning that there is continuous
transition between the one-dimensional and two-dimensional cases.
2.5 Simulation study of a non-homogeneous
node distribution
In this section, instead of generating the positions of the nodes with a Poisson
point process, we use node distributions that are based on real population data2.
2Source : Population census 1990, OFS GEOSTAT
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Figure 2.10: Maximal distance L between the base stations as a function of the width d of the
strip. r = 300 pixels, λ1 = 8 · 10−3 and λ2 = 2.3 · 10−5
We consider two regions of Switzerland: the Zurich area, and the Alpine Valley
of Surselva (Fig 2.11). The first region present a quite uniform population two-
dimensional density, whereas the second one has an almost one-dimensional
shape. We assume that each resident has a probability 0.01 to own a (turned-
on) device, and we simulate the network for different values of r.
Let us discuss the region of Zurich first. In the pure ad-hoc case, when r
increases, we do observe the phase transition predicted by the model (see Figure
2.12). Furthermore, when r is sufficiently large, nodes are connected with high
probability (more than 99.9% for r = 2500m). From a connectivity point of
view, a pure ad-hoc network would therefore be feasible in this region.
If we insert base stations every 5km, the gain of connectivity is not significant
above r = 1500 m. We actually obtain full connectivity only for r = 2500 m, as
with a pure ad-hoc network.
In the Surselva Valley, the picture is very different. In fact, without base
stations, we never observe clusters that spread from one end of the valley to
the other. It means that long range communication is impossible. If we add
base stations every 5km (i.e. 11 units), the probability of connection then
becomes much larger, already for transmission ranges of a few hundreds of
meters. However, a 99 % connection probability is only reached when base
stations cover almost entirely the area. To allow more distance between base
stations, one needs a larger fraction of active nodes than 0.01 in this little
populated region.
We can conclude from these simulations that the qualitative behavior of the
network remains the same with a realistic node distribution, as with a Poisson
distribution.
2.6 Conclusion
We reviewed in this chapter the connectivity properties of the Boolean model.
Many of the results presented above will be used in the next chapters, since
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Figure 2.11: Swiss population density in 1990. In the frames, the two considered regions of
Zurich (zoom at bottom left) and Surselva Valley (zoom at bottom right).
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Figure 2.12: Probability of connection in the region of Zurich without base stations and with
base stations every 5km as a function of r.
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Figure 2.13: Probability of connection in Surselva Valley with base stations every 5km as a
function of r.
continuum percolation is a central tool in this dissertation.
We found out that in one dimension, pure multi-hop relaying never allows
long range communication. We computed the probability that two nodes are
connected as a function of the distance between them, and showed that it is
an exponentially decreasing function. However, in one dimension, the use of a
sparse network of wired base stations improves dramatically the connectivity.
We also computed bounds on the probability that a node is connected in this
case.
The picture is very different in two dimensions. The percolation phenomenon
allows unlimited range communications for a certain fraction of the nodes. Fur-
thermore, this fraction converges rapidly to one when the node density increases.
The number of paths between two arbitrary nodes remains however limited by
some bottlenecks. Although it does not help much for connectivity in two di-
mensions, the presence of base stations can be a good answer to the problem of
low capacity at large node density [LLT03]. However, we will see in Chapter 6
that the cluster of connected nodes is sufficiently meshed, so that it can sustain
a throughput of the same order as on a regular lattice.
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Chapter 3
Impact of interferences
We have seen in Chapter 2 that the Boolean model is suitable for studying
connectivity, but requires the assumption that interferences are inexistent or
at least negligible. In the case where interferences cannot be neglected, the
Boolean model cannot be used anymore. In order to take them into account,
a model based on the signal to interference ratio was used in [GK00]. In this
last paper, which departs from a deterministic and finite population setting, all
stations are assumed to have the same power, and some attenuation function is
given. Station A can receive a signal from station B if the ratio of the power
it receives from B to the total power received from all other stations is above a
threshold.
The same physical model was analyzed in [BB01] in the infinite plane case
under Poisson assumptions within the context of CDMA networks. The corre-
sponding coverage process has connection with Poisson shot noise processes.
In this chapter, we study the connectivity of infinite wireless multihop net-
works under the physical model alluded to above. The parametric setting will
be that of an homogeneous Poisson point process. Our main goal within this
context is to learn whether the percolation phenomenon that was established in
Chapter 2 for the case without interference still holds within this more realistic
context.
By analogy with CDMA networks, we will introduce some orthogonality fac-
tor γ, which can vary from 0 to 1, and which stems from the imperfect orthogo-
nality of the codes used in CDMA. The case with γ = 0 (perfect orthogonality)
boils down to the case considered in Chapter 2.
As we will see, there are essential differences between the case γ = 0 and
γ > 0. In some natural cases, for the same patterns, the first case could have
an infinite component of the connectivity graph, whereas the second one could
have no infinite component, or even no connectivity at all.
We show in Section 3.2 that percolation holds under conditions similar to
those of the Boolean model provided the orthogonality factor γ is small enough.
In this sense, connectivity of wireless multihop networks scales well with the size
of the network even in the case of models that take interferences into account.
In Section 3.3, we study the asymptotic behavior of the model for large den-
sities. We show that the shape of the attenuation function l(·) has a crucial
impact on this behavior. In particular, we show that the most popular atten-
uation function, namely the power law function l(x) = x−α, where α is the
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path loss exponent enjoys particular scaling properties and a singularity at the
origin that lead to an increasingly good connectivity when the node density in-
creases. However, in the most realistic case where l(x) is bounded from above,
the network becomes disconnected when the node density is too high.
The vast majority of experimental power-law attenuation models are valid
at large scales, relatively far away from the emitting antenna. Experimental
models valid at a smaller scale (from a few meters to a few kilometers) are
usually piecewise power laws, with different path loss exponents, increasing
with the distance from the antenna [Has93]. For example, [BH96] found by
regression a piecewise power law with two segments, the first one having a path
loss exponent between 1.4 and 2 for a range of distances between 1 and 500
meters, and the second one having a path loss exponent between 4 and 10 for
a range of distances between 500 and 1000 meters. The attenuation function
decreases slower close to the origin than a strict power law, and is bounded
from above for physical reasons. For models neglecting interferences, and for
extended networks, these changes from a strict power law attenuation function
may be only second order effects on the performance of the network. For models
of dense networks taking interferences into account, such as the STIRG, we will
show that it is no longer so.
Since percolation may hold for very small values of γ > 0, narrow band
communications may not be possible if we let all nodes emit simultaneously. A
remedy is to use TDMA, so that each node is allowed to emit every t-th time slot.
We show in Section 3.4 that a very simple TDMA scheme achieves connectivity
similar to the previous one, with γ/t. We also look at the asymptotic behavior
of the number of time slots required for percolation, when the node density
increases, and show that it grow linearly with λ.
The type of random graphs that are introduced in this chapter are of in-
dependent interest. In particular, this class of random graphs which are built
on the points of a Poisson point process, may simultaneously have infinite com-
ponents, bounded range (each edge is of bounded length), and bounded degree
(each vertex is of bounded degree).
Note that the first proof of the existence of a percolation threshold in this
model was given in [DBT03]. However, this proof only holds under the assump-
tion of an attenuation function with a bounded support, and for sufficiently high
density. We give in this chapter a more general proof, that applies to a large
class of attenuation functions. We also show that the minimum node density
for percolation is exactly the same as the critical density of the Boolean model.
3.1 Model
We consider a multiple-hop ad-hoc network where nodes are distributed accord-
ing to a Poisson point process of constant spatial intensity λ. Depending on
its location, number of neighbors, and battery level, each node i will adjust its
emitting power Pi within a given range [0, P ], where P is the maximal power of
a node, which is finite. The power of the signal emitted by Node i and received
by Node j is PiL(Xi −Xj), where Xi and Xj are the positions of Node i and
j in the plane, respectively, and L(·) is the attenuation function in the wireless
medium.
To describe the available links between these nodes, we use the physical
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model as described in [GK00]. We define the signal to noise and interference
ratio (SINR) of the signal received by Node j from Node i as
βij =
PiL(Xi −Xj)
N0 + γ
∑
k 6=i,j PkL(Xk −Xj)
, (3.1)
where N0 is the power of the thermal background noise. The coefficient γ is
the inverse of the processing gain of the system, it weights the effect of interfer-
ences, depending on the orthogonality between codes used during simultaneous
transmissions. It is equal to 1 in a narrow band system, and is smaller than
1 in a broadband system that uses CDMA. The physical model of Gupta and
Kumar [GK00] assumes γ = 1; other models [GT01] allow γ to be smaller than
1.
Next, we make the assumption that two nodes are able to communicate
directly if the SINR of the signal they receive from each other is above a certain
threshold β:
Definition 3.1 There exists a link between Node i and Node j if
βij > β and βji > β (3.2)
With this definition, we obtain a non-oriented graph that describes the con-
nectivity of the network. We call this graph STIRG (Signal to interference
ratio graph), and study its properties throughout this chapter. In this work, we
choose to neglect unidirectional links, which are difficult to exploit in wireless
networks [RCM02].
As our model has many more parameters than degrees of freedom, we will
focus on the node density λ and the orthogonality factor γ. The other param-
eter are supposed constant in the sequel. We will thus denote by H(γ, λ) the
connectivity graph.
3.1.1 A Bound on the Degree of the Nodes
In the following theorem, we will prove that if γ > 0, the number of neighbors of
each node is bounded from above (note that this is not the case in the Boolean
Model with γ = 0).
Theorem 3.1 Each node can have at most 1 + 1/γβ neighbors.
Proof: Pick any node (called hereafter Node 0), and let N be the number of its
neighbors (i.e. the number of nodes to which Node 0 is connected). If N ≤ 1,
the claim is trivially proved. Suppose next that N > 1, and denote by 1 the
node whose signal power received by Node 0 is the smallest but is non zero,
namely is such that
P1L(X1 −X0) ≤ PiL(Xi −X0), i = 2 . . . N. (3.3)
Since it is connected to Node 0, (3.2) imposes that
P1L(X1 −X0)
N0 + γ
∑∞
i=2 PiL(Xi −X0)
≥ β. (3.4)
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Taking (3.3) into account, (3.4) implies that
P1L(X1 −X0) ≥ βN0 + βγ
∞∑
i=2
PiL(Xi −X0)
≥ βN0 + βγ(N − 1)P1L(X1 −X0)
+βγ
∞∑
i=N+1
PiL(Xi −X0)
≥ βγ(N − 1)P1L(X1 −X0),
from which we deduce that
N ≤ 1 + 1
βγ
.

In CDMA cellular networks, this kind of bound is known under the name of
pole capacity (see e.g. [VS99], [BB01]).
As a consequence of Theorem 3.1, we see that if γ > 1/β, each node has at
most one neighbor. This is a very general and restrictive condition, that imposes
the network to use efficient spread-spectrum encoding in order to keep γ small,
or to introduce a scheduling between nodes to avoid having them emitting all
the same time – we will investigate such a scheme in Section 3.4.
3.1.2 Shot-Noise
The sum in the denominator of (3.1) is a random variable that depends on the
position of almost all nodes in the network. We can write it as N0 + γJ(Xj)−
γPiL(Xi −Xj) where
J(x) =
∑
i,Xi 6=x
PiL(Xi − x) (3.5)
is the interference contribution. This kind of variable is called a Poisson shot-
noise. As it is an infinite sum, it may diverge to infinity, making connections
impossible.
If we assume that the sequence {Pi} is uniformly bounded from below by
a strictly positive constant, and that the attenuation function L(·) has the
form L(x) = l(||x||) (isotropic) where l(t) is a non increasing function of t,
the necessary and sufficient condition for the sum∑
i
PiL(Xi − x)
to be a.s. finite is given in [Dal71]:∫ ∞
y
l(t)tdt < ∞, for a sufficiently large y. (3.6)
This condition remains valid if inf i{Pi} = 0 but the sequence {1{Pi<ε}} is i.i.d.
and independent from the point process, for some ε > 0 (like in Section 3.4).
We notice that for free space propagation (i.e. l(t) = 1/t2), the integral in
(3.6) is divergent and thus no connection is possible in this case whenever γ > 0.
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This situation is similar to the setting of Olber’s paradox, according to which
the sky should be infinitely bright (see e.g. [Har87]).
By letting y = 0 in (3.6), we obtain the condition for integrability, which is
stronger. This last property holds for all stationary point processes with finite
intensity see e.g. [SKM95], and in particular in the homogeneous Poisson case.
3.1.3 Attenuation
For the attenuation, the most common function is
l(t) =
1
tα
, (3.7)
with α ranging from 3 to 6. It makes sense to assume the attenuation to be a
bounded function in the vicinity of the antenna. The following two functions:
• l(t) = A[max(t, r0)]−α,
• l(t) = (1 + At)−α,
with A > 0, are bounded modifications of the latter considered in [BB01].
3.2 Percolation
As our model is ergodic (it is a deterministic construction on a Poisson point
process), the probability that there exists a cluster of infinite size1 is either 0
or 1, depending on the parameters λ and γ. In the first case, as there are a.s.
only finite clusters, the network is said sub-critical, whereas in the second case,
it is said super-critical.
In the sub-critical phase, long range connections in multiple hops are not
possible, contrary to the super-critical phase. It is thus a crucial property to
establish in a network.
We begin this central section by noticing that the much simpler Boolean
model is a particular case for our model when γ = 0. We then make some pre-
liminary observations on simulations to show the difference between the graphs
obtained when the interferences are neglected (which amounts to set γ = 0) or
not (when γ > 0). In a third step, we prove that percolation occurs (i.e. an
infinite cluster exists) for small, but nonzero values of γ. We finally give some
asymptotic results for large node densities.
3.2.1 Existence of a percolation threshold for γ = 0
Let us first note that if we let γ = 0, the model described in Section 3.1 becomes
equivalent to a generalized Boolean model, where two nodes are connected if
and only if they are in a ball of radius r, independently from all the other
nodes. Assuming all nodes emit at the maximum power P , this radius r is then
constant and found from (3.1) and (3.2) to be
r = sup
{
ρ such that l(ρ) ≥ βN0
P
}
.
1We conjecture moreover that whenever it exists, the infinite cluster is also unique. The
proof of this conjecture is out of the scope of this work.
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Figure 3.1: An example of graph H(0, λ) with no interference (Boolean Model). As
the node density is super-critical (λ > λ∗), most of the nodes belong to the same
connected component. [This simulation was run in a square of 65,536 × 65,536
pixels with parameters λ = 9.311˙0−4, β = 1, γ = 0, N0 = 1, Pi = 100, 000 ∀i.]
For example, for the attenuation function (3.7) we obtain r = (P/(βN0))
1/α.
This is the model we have studied in the previous chapter, and for which many
results from continuous percolation theory apply [MR96]. The most important
one is mentioned above, namely that there is a critical density λ∗, above which
the graph contains an infinite connected component.
3.2.2 Some observations on the graph with γ > 0
If γ > 0, it is clear that for the same realization of the spatial point process
giving the position of the nodes, the graph obtained with γ > 0 misses some
edges in the graph obtained with γ ′ = 0. In other words, H(γ, λ) ⊆ H(0, λ). As
a result, it is not sure that percolation still occurs for nonzero values of γ. At
least, for λ < λ∗, we are sure that H(γ, λ) is always sub-critical. However, for
λ > λ∗, we know that
1. for γ = 0, the network is super-critical
2. for γ > 1/β, the network is sub-critical.
Therefore, there exists a critical value 0 ≤ γ∗(λ) ≤ 1/β at which a phase
transition occurs. The next subsection will prove that γ∗(λ) is strictly positive
for sufficiently large values of λ.
We have computed by simulation the value of the percolation threshold
γ∗(λ), with L(x) = max(1, ||x||)−3. The simulation results are shown in Fig-
ures 3.1, 3.2, 3.3 and 3.4. In the simulations, all nodes emit with the same power
P . We observe in Figure 3.1 and 3.2 that H(0.02, λ) ⊆ H(0, λ). We observe
in Figure 3.3 that γ∗(λ) exhibits a maximum at a certain density λ˜. Below λ˜,
increasing the node density helps for connectivity, whereas after the maximum,
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Figure 3.2: An example of graph H(γ, λ) with interferences (γ = 0.02). This simulation
was run with the same parameters as in Figure 3.1, except γ that is now nonzero.
Due to the interferences, the graph is split into many small components.
the impact of interferences becomes preponderant, and γ∗(λ) becomes decreas-
ing. Figure 3.4 illustrates that a value of γ slightly smaller than γ∗(λ) makes
the graph percolate.
3.2.3 Percolation for non-zero values of γ
We have shown above that if γ exceeds some finite, positive critical value, per-
colation does not occur. We want now to show that percolation can occur for
nonzero values of γ. We make the simplifying assumption that every node emits
at maximal power P : Pi = P for all i. This corresponds to the worst power
assignment for the interfering communications.
We make the assumptions that L(x) = l(||x||), and that l(·) fulfills the
following conditions:
1. l(x) < cx−α for some constants c < ∞ and α > 2.
2. l(0) > βN0P .
3. l(x) ≤ 1.
4. l(x) is continuous and strictly decreasing.
The first assumption ensures that the attenuation function verifies Inequality
(3.6). The second assumption is necessary for the existence of links. Otherwise,
even when nodes are very close to each other, the signal-to-noise ratio at the
receiver (' Pl(0)/N0) would be already too weak. These two assumptions
are necessary conditions for percolation. The two last assumptions have been
introduced for mathematical convenience, but clearly make sense in the real
world. In particular, the third assumption imposes that the received power
cannot be higher than the emitter power, as discussed in Section 3.1.3.
We can now state the main theorem of this chapter:
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Figure 3.3: Critical value of γ as a function of the node density λ. The curve shows
the critical value of γ below which the network percolates. [The parameters of
this simulation are β = 1, N0 = 104 and Pi = 10
5 ∀i.]
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Figure 3.4: A barely supercritical graph with interferences. This simulation was run
with the same parameters as in Figure 3.2, except that the node density is higher
(λ = 2.791˙0−3). The graph percolates despite the interferences because here
γ < γ∗(λ). One can observe that fewer edges are needed to achieve percolation
than in Figure 3.1.
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Theorem 3.2 Let λ∗ be the critical node density when γ = 0 (as defined in
Section 3.2.1) and assume that the attenuation function has the form L(x) =
l(||x||), with l(·) fulfilling assumptions [1–4]. Then for any node density λ > λ∗,
there exists γ∗(λ) > 0 such that for γ ≤ γ∗(λ), the connectivity graph H(γ, λ)
percolates.
The idea of the proof is the following: we fix the node density λ > λ∗, so that
the graph H(0, λ) is super-critical. As the difference λ− λ∗ is strictly positive,
one can increase a bit the value of N0 to N
′
0 = N0 + ε while keeping the graph
super-critical. Then we remove all points of the graph where the interference
term γ
∑
k 6=i,j Pl(||Xk −Xj ||) is larger than ε. By setting γ sufficiently small,
we remove an arbitrary small number of points. We finally show that the graph
without these points still percolates, i.e. that the origin still belongs to an
infinite cluster with positive probability.
To deal with the dependence between the links, we start the proof by map-
ping the problem onto a lattice. We end up with a dependent bond percolation
model, were the probability that an edge is open can be made arbitrarily large
by tuning the scale of the mapping (renormalization argument). This mapping
is chosen in a way that the existence of an infinite open component in the bond
percolation model implies the existence of a infinite connected component in
the original graph.
In a second step, we show that although the edges of the bond percolation
model are dependent, the probability that a collection of n edges are all closed
is less than qn, for a certain constant q < 2/9 independent of the choice of the
edges. This latter property implies the existence of an infinite open component.
The next two sections describe in detail these two steps.
Mapping on a lattice
As we just saw in Section 3.2.1, if we set γ = 0, we obtain a fixed radius Poisson
Boolean model, and thus
H(0, λ) = G(λ, 2rb),
with
2rb = l
−1
(
βN0
P
)
.
Since l is continuous and larger than βN0/P at the origin, we are sure that
l−1(βN0/P ) exists.
We consider next the Boolean model B(λ, rb) where the node density λ is
slightly higher than the critical value λ∗, and the nodes have range rb. This
graph is clearly super-critical. Moreover, by rescaling the model (see Section
2.1.2), we can establish that the critical radius for a node density λ is
r∗(λ) =
√
λ∗
λ
rb < rb.
Thus, the Boolean model B(λ, r) with r∗(λ) < r < rb is also super-critical.
We map this latter model on a discrete percolation model as follows. We
denote by L = d · L2 the two-dimensional square lattice whose vertices are
located at all points of the form (dx, dy) with (x, y) ∈ Z2. For each horizontal
edge a ∈ L, we denote by za = (xa, ya) the point in the middle of the edge, and
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Figure 3.5: A horizontal edge a that fulfills the two conditions for having Aa = 1.
introduce the random variable Aa that takes value 1 if the following two events
(illustrated in Figure 3.5) happen, and 0 otherwise:
1. the rectangle [xa − 3d/4, xa + 3d/4]× [ya − d/4, ya + d/4] is crossed from
left to right by an occupied component in B(λ, r), and
2. both squares [xa−3d/4, xa−d/4]× [ya−d/4, ya +d/4] and [xa +d/4, xa +
3d/4]× [ya−d/4, ya +d/4] are crossed from top to bottom by an occupied
component in B(λ, r).
We define Aa similarly for vertical edges, by rotating the above conditions by
90◦.
According to Corollary 4.1 in [MR96], the probability that Aa = 1 can
be made as large as we like by choosing d large. The variables Aa are not
independent in general. However, if a and b are not adjacent, then Aa and Ab
are independent: adjacent edges depend on the realization of the Poisson point
process on a common surface Ra∩Rb. These variables thus define a 1-dependent
edge percolation process.
We define now a second random field, Ba, a ∈ L, as follows: we define first
a shifted function l˜ of the attenuation function l as:
l˜(x) =
{
l(0) x ≤
√
10d
4
l(x−
√
10d
4 ) x >
√
10d
4
We define then the shot-noise processes I and I˜ as follows:
I(z) =
∑
k
l(||z −Xk||)
and
I˜(z) =
∑
k
l˜(||z −Xk||)
where z ∈ R2 is an arbitrary point.
We define now the second random field Ba that takes value 1 if the value
of the shot-noise process never exceeds a certain threshold M in the rectangle
R(za) = [xa−3d/4, xa+3d/4]×[ya−d/4, ya+d/4]. As the distance between any
point of the rectangle and its center za is at most
√
10d/4, the triangle inequality
yields that ||za−Xk|| ≤
√
10d/4 + ||z−Xk||, and thus that I(z) ≤ I˜(za) for all
z ∈ R(za). Therefore, I˜(za) < M is a sufficient condition for having Ba = 1.
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Percolation in the lattice
Now we have to prove that the percolation process defined by the product
Ca
.
= AaBa is super-critical for appropriate values of M and d. To do this, we
prove that the probability that the origin belongs to an infinite open cluster is
positive. This happens if in the dual lattice, the probability to find a closed
circuit that surrounds the origin is less than one. We will compute an upper
bound to the latter probability.
First, we consider a circuit of length n, and denote by {ai}ni=1 the edges
of this circuit (clearly, n has to be even). For the sake of simplicity, we will
abusively write Aai = Ai, Bai = Bi and so on.
p(n)
.
= P(C1 = 0 ∩ C2 = 0 ∩ · · · ∩ Cn−1 = 0 ∩ Cn = 0)
≤ P(C1 = 0 ∩ C3 = 0 ∩ · · · ∩ Cn−1 = 0)
There are n/2 events in the above probability. We have furthermore
p(n)
.
= P(C1 = 0 ∩ C3 = 0 ∩ · · · ∩ Cn−1 = 0)
= E((1− C1)(1− C3) . . . (1− Cn−1))
= E((1−A1B1) . . . (1−An−1Bn−1)) .
It is easy to see that
1−AiBi ≤ (1−Ai) + (1−Bi) .= A¯i + B¯i.
Let (ki)
n/2
i=1 be a binary sequence of length n/2, with ki = 0 or 1 for all 1 ≤ i ≤
n/2. We denote by K the set of the 2n/2 such sequences. Then we can write
p(n) ≤ E((A¯1 + B¯1)(A¯3 + B¯3) . . . (A¯n−1 + B¯n−1))
≤ E

 ∑
(ki)∈K
∏
i:ki=0
A¯2i−1
∏
i:ki=1
B¯2i−1


=
∑
(ki)∈K
E
( ∏
i:ki=0
A¯2i−1
∏
i:ki=1
B¯2i−1
)
≤
∑
(ki)∈K
√√√√E
( ∏
i:ki=0
A¯22i−1
)
E
( ∏
i:ki=1
B¯22i−1
)
=
∑
(ki)∈K
E
( ∏
i:ki=0
A¯2i−1
)1/2
E
( ∏
i:ki=1
B¯2i−1
)1/2
(3.8)
where the last inequality follows from Schwartz’s inequality, and the last equality
from the observation that A¯2i = A¯i and B¯
2
i = B¯i.
As the edges x1, x3, . . . , xn−1 are not adjacent, the events A1, A3, . . . , An−1
are independent. We have thus
E
( ∏
i:ki=0
A¯2i+1
)
=
∏
i:ki=0
E
(
A¯2i+1
)
=
∏
i:ki=0
(1− pA) (3.9)
Let us look at the second term. The events Bi are not independent, so we
need some more complicated argument.
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Lemma 3.1 For a sequence {ai}Li=1 of edges, L ∈ N, and the respective events
{B¯i} = {B¯ai}, we have
E
(
B¯1B¯2 . . . B¯L
) ≤ (1− pB)L
for some pB > 0.
Proof:
To simplify notations, we denote by zi the center zai of Edge ai. Using
generalized Chernov’s bound, we have for any s ≥ 0
E
(
B¯1B¯2 . . . B¯L
)
= P(B1 = 0, B2 = 0, . . . , BL = 0)
≤ P
(
I˜(z1) > M, I˜(z2) > M, . . . , I˜(zL) > M
)
≤ e−sLME
(
es
PL
i=1 I˜(zi)
)
Using Campbell’s theorem (see e.g. [Kin93, pages 28–31]), we obtain
E
(
es
PL
i=1 I˜(zi)
)
= exp
(
λ
∫
R2
(es
PL
i=1 l˜(||x−zi||) − 1)dx
)
. (3.10)
We need now to bound the exponent s
∑L
i=1 l˜(||x − zi||). As {zi} are centers
of edges, they are located on a square lattice with edge length d/
√
2. So, if we
consider the square in which x is located, the contribution to
∑L
i=1 l˜(||x− zi||)
coming from the four corners of this square is at most equal to 4, since l˜(x) ≤ 1.
Around this square, there are 12 nodes, each located at distance at least d/
√
2
from x. Further away, there are 20 other nodes at distance at least 2d/
√
2, and
so on.
On the other hand, l(x) ≤ c||x||−α because of Assumption [1] on the atten-
uation function, so that
l˜(x) ≤
(√
10d
4
+ c1/α
)α
||x||−α .= c˜||x||−α
with α > 2. Consequently,
L∑
i=1
l˜(||x− zi||) ≤
∞∑
i=1
l˜(||x− zi||)
≤ 4 +
∞∑
k=1
(4 + 8k)c˜
(√
2
kd
)α
= 4 +
∞∑
k=1
[
4c˜
(√
2
kd
)α
+ 8kc˜
(√
2
kd
)α]
≤ 4 +
∞∑
k=1

4c˜
(√
2
kd
)α
+
8
√
2c˜
d
(√
2
kd
)α−1 .= K.
Both sums converge as α > 2, and thus K < ∞.
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The computation made above holds for any s ≥ 0. We now take s = 1/K.
In this case, we have s
∑L
i=1 l(||x − zi||) ≤ 1, for all x. Furthermore, since
ex − 1 < 2x for all x ≤ 1, we have
es
PL
i=1 l˜(||x−zi||) − 1 < 2s
L∑
i=1
l˜(||x− zi||) = 2
K
L∑
i=1
l˜(||x− zi||).
Replacing this in (3.10), we obtain
E
(
e
PL
i=1 I˜(zi)/K
)
< exp
(
λ
∫
R2
2
K
L∑
i=1
l˜(||x− zi||)dx
)
= exp
(
2
K
L∑
i=1
λ
∫
R2
l˜(||x− zi||)dx
)
= exp
(
2Lλ
K
∫
R2
l˜(||x||)dx
)
=
[
exp
(
2λ
K
∫
R2
l˜(||x||)dx
)]L
.
Finally we have that
P
(
I˜(z1) > M, I˜(z2) > M, . . . , I˜(zL) > M
)
≤ e−sLME
(
es
PL
i=1 I˜(zi)
)
< e−LM/K
[
exp
(
2λ
K
∫
R2
l˜(||x||)dx
)]L
=
[
exp
(
2λ
K
∫
R2
l˜(||x||)dx− M
K
)]L
.
Defining
pB
.
= 1−
[
exp
(
2λ
K
∫
l˜(||x||)dx− M
K
)]
, (3.11)
the lemma is proved. 
Lemma 3.1 allows use to bound from above the second term of (3.8).
E

 ∏
k(i)=1
B¯2i+1

 ≤ ∏
k(i)=1
(1− pB).
Combining this bound with (3.9), we obtain
p(n) ≤
∑
(ki)∈K
∏
i:ki=0
(1− pA)1/2
∏
i:ki=1
(1− pB)1/2.
We observe that this last expression is the n/2-th power of a binomial. Indeed,
by grouping together the sequences (ki) that contain j zeros, we obtain
p(n) ≤
n/2∑
j=0
(
n/2
j
)
(1− pA)j/2(1− pB)(n/2−j)/2
= (
√
1− pA +
√
1− pB)n/2 .= qn
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where we defined q = (
√
1− pA +
√
1− pB)1/2.
We consider now the dual lattice L′ of L, obtained by placing a vertex at
the center of each face of L, and an edge between two vertices whenever the
two corresponding faces of L have a common edge. The main property of dual
lattices is the one-to-one relation between edges of the original lattice and the
edges of its dual. Furthermore, in our particular case, the dual lattice is also a
square lattice (see Figure 3.6), and we can set L′ = L+ (d/2, d/2) = {〈v,w〉 ∈
R4 : 〈v − (d/2, d/2),w − (d/2, d/2)〉 ∈ L}.
d
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Figure 3.6: Lattice L (plain) and its dual L′ (dashed)
We look at the number of possible circuits that surround the origin in the
dual lattice L′. Clearly, a circuit that surrounds the origin has to cross the right
half of the horizontal axis {(x, 0)|x > 0}. In the dual lattice, there is an infinite
number of edges that cross this axis (see Figure 3.7), but if the circuit has length
n, it has to contain one of the n/2 first such edges. Then, we can construct the
circuit, starting from this edge, and choosing one of the three possible directions
at each step. The number of circuits of length n is thus at most n2 3
n−1.
We can now bound the probability to find a closed circuit surrounding the
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O
Figure 3.7: Circuits in the dual lattice that surround the origin. All such circuits must contain
at least one of the bold edges.
origin:
P(∃ closed circ.) ≤
∞∑
n=4
P(∃ closed circ. of length n)
≤
∞∑
n=4
n
2
3n−1p(n)
≤
∞∑
n=4
n
2
3n−1qn
≤
∞∑
n=4
nq
2
(3q)
n−1
≤ q
2
∞∑
n=1
n (3q)
n−1
≤ q
2
(
1
1− 3q
)2
The latter expression is smaller than one if q < 2/9, i.e if
√
1− pA +
√
1− pB <
4/81. It is thus sufficient to have pA > 1 − 4/94 and pB > 1 − 4/94. We must
now choose d and M such that these conditions are verified. First, we know
that we can choose d sufficiently large so that pA > 1 − 4/94. Second, it is
easy to see in Equation (3.11) that one can choose M sufficiently large so that
pB > 1 − 4/94. It is thus possible to find appropriate parameters M and d to
have percolation in the bond percolation model.
Percolation in the STIRG model
To conclude the proof of Theorem 3.2, we must show that percolation of Ca
implies percolation in the SINR model, with appropriate γ. Actually, if Ba = 1,
the interference level in the rectangle R(za) is at most equal to M . Therefore,
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a
b
Figure 3.8: Two adjacent edges a (plain) and b (dashed) with Aa = 1 and Ab = 1. The
crossings overlap, and form a unique connected component.
for two nodes Xi and Xj such that ||Xi −Xj || ≤ r, we have
Pl(||Xi −Xj ||)
N0 + γ
∑
k 6=i,j Pl(||Xk −Xj ||)
≥ Pl(||Xi −Xj ||)
N0 + γPM
≥ Pl(2r)
N0 + γPM
.
As r < rb and as l(·) is strictly decreasing (Assumption [4] on the attenuation
function), we pick
γ =
N0
PM
(
l(2r)
l(2rb)
− 1
)
> 0 (3.12)
yielding
Pl(2r)
N0 + γPM
=
Pl(2rb)
N0
= β.
Therefore, there exists a positive value of γ such that any two nodes separated
by a distance less than r are connected in the SINR model. This means that in
the rectangle R(za) all connections of B(λ, r) also exist in the SINR model.
Furthermore, if Aa = 1, there exist crossings along edge a, as shown in
Figure 3.5. These crossings are designed such that if for two adjacent edges a
and b, Aa = 1 and Ab = 1, the crossings overlap, and they all belong to the
same connected component (see Figure 3.8). Thus, an infinite cluster of such
sites implies an infinite cluster in B(λ, r).
Here we have an infinite cluster of edges such that Aa = 1 and Ba = 1
simultaneously for each edge a. This means that the crossings exist in the SINR
model, and thus form an infinite connected component. 
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3.3 Asymptotic behavior of the critical thresh-
old for large node densities
3.3.1 Scaling properties
In this section, we study the symmetry properties of the STIRG model with
respect to scaling. We derive a number of useful tools that we will need later
to study its properties. Throughout this section, we keep the assumption that
all nodes emit with the same power P .
The Poisson point process
We start by defining the dilation operator ha of R2, with a ∈ R+ as follows:
ha : R
2 −→ R2
x 7−→ ax
Let us denote by Φλ the Poisson process over R2 of intensity λ (i.e. the
random set containing the points). If we apply ha to the Poisson point process,
we obtain another Poisson point process, but with density λ/a2:
haΦλ = Φλ/a2 .
Denoting by Ω the probability space, and by ω one of its elements, one can
define Φλ and Φλ/a2 such that if we apply ha to a particular realization Φλ(ω)
of Φλ, we obtain the same set as with the corresponding realization of Φλ/a2 :
haΦλ(ω) = Φλ/a2(ω) ∀ω ∈ Ω.
Thus if x1 and x2 are two points of Φλ,ω, ax1 and ax2 belong to Φλ/a2,ω. In
particular, the distance between these points is multiplied by a when we apply
ha.
This technique, called coupling, allows us to compare Poisson processes of
different density. Briefly said, decreasing the node density by a factor a2 is
equivalent to multiply all the distances by a (see [MR96, pages 28–31] for more
details on scaling and coupling).
The physical model
If we introduce now on top of the Poisson process our physical model, we can
derive its scaling properties. Let us construct the STIRG for a given node
density λ and attenuation function L(x) = l(||x||), and pick two nodes X1, X2
that are directly connected. In other words, (3.2) holds for i = 1 and j = 2.
We apply then ha to the entire graph. We want to show that the dilated (if
a > 1) or contracted (if a < 1) graph is another STIRG. We want thus to derive
a condition on aX1 and aX2 of the same form as (3.2). Let us try with a new
attenuation function l′(·). We want thus
P1l
′(||aX1 − aX2||)
N0 + γ
∑
k 6=1,2 Pkl′(||aXk − aX2||)
> β.
48 CHAPTER 3. IMPACT OF INTERFERENCES
This condition is always true if we choose l′ such that
l′(ax) = l(x).
Consequently, the STIRG H(λ, γ) with attenuation function l(x) is equivalent
by dilation to H′(λ/a2, γ) with l′(x) = l(x/a).
Scale-free attenuation functions
We saw that rescaling the STIRG model amounts to modify the attenuation
function. We now look for a specific category of these functions, such that if
there was no background noise (N0 = 0), the STIRG model would be invariant
with respect to ha. In other words, if Node 1 sends to Node 2, and Node 3 sends
to Node 4, we would like to have for all a, x, y > 0
l(||aX1 − aX2||)
l(||X1 −X2||) =
l(||aX3 − aX4||)
l(||X3 −X4||) ,
or equivalently
l(ax)
l(x)
=
l(ay)
l(y)
.
We show in Appendix A.3 that the only class of functions with this property
happens to be the commonly used power law function l(x) = cx−α. This implies
that the model acquires very specific symmetry properties with respect to scaling
when this class of attenuation functions is considered. In the scaled graph, we
have
P1a
−α||X1 −X2||−α
N0 + γ
∑
k 6=1,2 Pka−α||Xk −X2||−α
> β,
and thus
P1||X1 −X2||−α
aαN0 + γ
∑
k 6=1,2 Pk||Xk −X2||−α
> β. (3.13)
Rescaling the network in this case is therefore equivalent to multiply the back-
ground noise N0 by a factor a
α. The attenuation function remains unchanged.
3.3.2 Power law attenuation functions
As we saw in Section 3.3.1, when l(x) = x−α, the model acquires new scaling
properties. In particular, increasing the node density by a factor a2 is equivalent
to multiply the background noise by a factor a−α. We show in this section that
the critical value γ∗(λ) is an increasing function of the node density λ in this
particular case.
Theorem 3.3 For an attenuation function l(x) = x−α, α > 2, the critical
threshold γ∗(λ) for percolation of the STIRG model, if it exists, is an increasing
function of the node density.
Proof: Let λ1 and λ2 be two node densities such that λ1 ≤ λ2. We consider a
realization of H(λ1, γ), and pick an edge of the graph, say between Node i and
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Node j. We define also a =
√
λ1/λ2 ≤ 1. The SINR at Node j is
βij =
Pl(||Xi −Xj ||)
N0 + γ
∑
k 6=i,j Pl(||Xk −Xj ||)
=
Paαl(||Xi −Xj ||)
aαN0 + γ
∑
k 6=i,j Paαl(||Xk −Xj ||)
≤ Pl(a||Xi −Xj ||)
N0 + γ
∑
k 6=i,j Pl(a||Xk −Xj ||)
. (3.14)
On the other hand, if we apply the contraction ha to the graph, we obtain
a node density a2λ1 = λ2. The contracted graph is thus the corresponding
realization of H(λ2, γ). The condition for the existence of a link between Node
i and Node j in H(λ2, γ) is
β′ij =
Pl(||X ′i −X ′j ||)
N0 + γ
∑
k 6=i,j Pl(||X ′k −X ′j ||)
> β,
where the coordinates X ′k are measured in the contracted space. We have thus
for any node k
X ′k = aXk.
Therefore, because of (3.14),
β′ij =
Pl(a||Xi −Xj ||)
N0 + γ
∑
k 6=i,j Pl(a||Xk −Xj ||)
> βij > β.
This proves that any link in H(λ1, γ) also exists in H(λ2, γ). Super-criticality
of the first implies thus super-criticality of the second. However, we know that
H(λ1, γ) is super-critical if γ < γ∗(λ1). Therefore
γ < γ∗(λ1) ⇒ γ < γ∗(λ2).
We thus proved that γ∗(λ1) ≤ γ∗(λ2). 
Theorem 3.3 is quite a surprising result: even though all nodes are emitting
at the same time and thus interfere more and more, increasing the node density
helps for connectivity. This result is counter-intuitive, and is due to the very
particular shape of the attenuation function. In fact, as l(x) tends to infinity
when x becomes small, the signal level remains comparable to the interference
level when the node density increases.
The particularity of the power law attenuation function also affects the ca-
pacity of the network. The case of a finite area network with increasing node
density has been studied in [GK00], with this kind of attenuation function (in the
physical model). The result is that the total transport capacity of the network
grows at most like
√
n. This is a negative result, but we will see in Section 4.2.2
that the transport capacity remains constant when the node density increases
if the attenuation function is bounded.
We conclude that power law attenuation functions lead to scalable connectiv-
ity and “half-scalable” transport capacity in the case of dense ad hoc networks.
This is due to their invariance property with respect to dilation.
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Figure 3.9: Percolation domain computed by simulation, with l(x) = x−3 and l(x) =
min(1, x−3). The parameters are P = 100, 000, β = 1, and N0 = 10, 000
3.3.3 Bounded attenuation function
In this section, we address the case where the attenuation function is uniformly
bounded, namely:
l(x) ≤ 1, ∀x ∈ R+.
When the node density becomes high, the average level of interference in the
network becomes also high (its average grows linearly with λ). If we assume
that the attenuation function is bounded, we see intuitively that communica-
tion becomes impossible. One can observe that directly in the expression of the
signal-to-noise ratio, whose numerator is always bounded, while the denomina-
tor diverges:
bounded︷ ︸︸ ︷
Pl(||Xi −Xj ||)
N0 + γ
∑
k 6=i,j
Pl(||Xk −Xj ||)
︸ ︷︷ ︸
unbounded
.
We consequently guess that the critical value γ∗(λ) has to decrease to zero when
the node density λ increases. Simulation results confirm this intuition, as shown
in Figure 3.9. It is interesting to notice that for moderate densities, the bounded
attenuation function leads to a much higher critical threshold than the power
law. This is due to the fact that the boundedness at the origin also reduces the
interference term.
To see more precisely what happens, let us look at a simple example (de-
picted in Figure 3.10), with attenuation function l(x) = min(1, x−α): consider
a node (say Node 0) and assume that it is connected to its two first neighbors
(Nodes 1 and 2). We look at the SINR available from the third neighbor (Node
3). When Node 0 listens to Node 3, most of the interference comes from Nodes
1 and 2. If Node 3 is located at a distance greater than 1 from Node 0, the
strength of its signal at Node 0 is the same as with l(x) = x−α. However, if at
the same time Nodes 1 and 2 are located at a distance smaller than one (this
situation happens with a reasonable probability when λ has a suitable value),
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r = 1
Node 3
Node 0
Node 1
Node 2
Figure 3.10: A situation where the truncated attenuation performs better than the unbounded
one.
their signals (taken as interference here) have a magnitude bounded by 1. Thus,
Node 3 has more chance to be connected, than with an unbounded attenuation
function.
We will now study rigorously the asymptotic behavior of γ∗(λ) when λ goes
to infinity. We start by finding an upper bound and show that it tends to zero
when λ increases.
Upper bound
Theorem 3.4 If the attenuation function fulfills the same assumptions as in
Theorem 3.2, there exists a constant c1 < ∞ such that
γ∗(λ) <
c1
λ
. (3.15)
To prove this theorem, we will need the following simple lemma:
Lemma 3.2 Let X be a Poisson random variable of parameter µ, and 0 < ε < 1
a positive constant. Then
lim
µ→∞P[X ≤ (1− ε)µ] = 0.
Proof: Using Chebycheff inequality:
P[|X − µ| ≥ εµ] ≤ V ar(X)
ε2µ2
=
1
ε2µ
.
Thus
lim
µ→∞P[|X − µ| ≥ εµ] = 0,
which implies
lim
µ→∞P[X ≤ (1− ε)µ] = 0.

We also need to make the following observation: since l(0) > βN0/P by
assumption, and since l is continuous, there exists a real number δ > 0 such
that
l(x) ≥ βN0
P
∀x ≤ δ. (3.16)
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Figure 3.11: Mapping of the continuous STIRG model onto a site percolation model
We then map our network onto a lattice. We proceed as follows: we divide
R2 into squares of edge length δ/2, as depicted in Figure 3.11. The centers
of these squares form a lattice L′′. We assume furthermore, without loss of
generality, that the origin of R2 coincides with the origin of the lattice.
Because of the boundedness of the attenuation function, if there are n nodes
in a square, the sum of the interferences anywhere in the square is greater than
nP . Lemma 3.3 then follows:
Lemma 3.3 If there are more than
N ′ =
(1 + 2βγ)P
β2γN0
(3.17)
nodes inside a square, all nodes in this square are isolated.
Proof: Pick any node i inside the square, and another node j (inside or outside
the square). As L(·) is bounded from above by 1, we have
PL(Xj −Xi) ≤ P.
Because of (3.16), we also have∑
k 6=i,j
PL(Xk −Xi) ≥
∑
k in the sq.,k 6=i,j
PL(Xk −Xi)
≥
∑
k in the sq.
PL(Xk −Xi)− 2P
≥ N ′P βN0
P
− 2P
= βN ′N0 − 2P
Therefore we have:
PL(Xj −Xi)
N0 + γ
∑
PL(Xk −Xi) ≤
P
N0 + γ(βN ′N0 − 2P )
≤ P
γ(βN ′N0 − 2P )
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The above expression is clearly smaller than β when N ′ > (1 + 2βγ)P/β2γN0,
which implies that Node i is isolated. 
We can now define a site percolation model by declaring a square open if
it contains at most 2N ′ = 2(1 + 2βγ)P/β2γN0 nodes. It is declared closed
otherwise. It is clear that each square is open or closed independently from the
others. Therefore, the origin is a.s. surrounded by a closed circuit (i.e. a circuit
formed by closed squares) if:
P(a square is closed) > psite, (3.18)
where psite is the critical site percolation threshold, whose value is around 0.59
[Gri99, page 56]. The number of nodes inside a square is a Poisson random
variable of parameter λδ2/4. Lemma 3.2 implies that if
2N ′ ≤ (1− ε)λδ2/4, (3.19)
we have
lim
λ→∞
P(a square is closed) = 1,
which means that above a certain value of λ, Inequality (3.18) holds.
Inequality (3.19) is verified if:
2(1 + 2βγ)P
β2γN0
≤ (1− ε)λδ
2
4
, (3.20)
which can be recast as
γ ≥ 8P
β[(1− ε)βλδ2N0 − 16P ] .
When λ ≥ 16P/βεδ2N0, a sufficient condition is
γ ≥ 8P
(1− 2ε)β2λδ2N0
.
=
c2
λ
. (3.21)
We thus proved that for sufficiently high densities, if γ ≥ c1/λ, the origin is
a.s. surrounded by a closed circuit in the discrete model. We now have to prove
that in this case, the origin belongs to a finite cluster in the continuous model.
Because of Lemma 3.3, when a site is closed, the square centered on this
site contains only isolated nodes. Therefore, in the continuous model, when
γ ≥ c1/λ, the origin is surrounded by a chain of closed squares with no link
inside. To make sure that the origin belongs to a finite cluster, we have to prove
that no link can cross this chain.
Let us consider two nodes i and j, such that Node i is located inside an
open square surrounded by the chain, and Node j is also located inside an open
square, but on the other side of the chain. As these nodes are separated by the
chain of closed squares, the distance between them q
.
= ||Xi−Xj || is larger than
δ/2.
We consider two cases. First, we assume that δ/2 < q < δ. In this case
we construct the disk D1 of radius δ centered on Xi and the disk D2 of radius
δ centered on Xj , as depicted in Figure 3.12. As the chain of closed squares
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Figure 3.12: The chain of closed squares separating the two nodes.
separates Xi and Xj , there exists at least one closed square Q that has a non-
empty intersection with the segment [Xi, Xj ]. Moreover, the shortest distance
between [Xi, Xj ] and R2\(D1 ∪D2) is√
δ2 − q
2
4
≥
√
3
2
δ.
As the diagonal of the square Q has length δ/
√
2, Q cannot have a non-empty
intersection with [Xi, Xj ] and with R2\(D1 ∪D2) at the same time. Therefore
Q ⊂ D1 ∪D2.
Furthermore, we count the number of nodes inside three different subsets of
Q:
N1 = Φλ(Q ∩ (D1\D2))
N2 = Φλ(Q ∩ (D2\D1))
N3 = Φλ(Q ∩D1 ∩D2).
As Q is a closed square, we have by assumption N1 + N2 + N3 ≥ 2N ′. This
implies that either
N1 + N3 ≥ N ′
or
N2 + N3 ≥ N ′.
Let us assume without loss of generality that the first inequality holds. There
are thus at least N ′ nodes located inside D1. As D1 has radius δ and because
of (3.16), the signal received by Node i from each of these nodes is at least
PβN0/P = βN0. The SINR at Node i received from Node j is thus upper-
bounded by
βji ≤ P
N0 + γN ′βN0
.
Plugging the value of N ′ into this expression, we verify that
βji ≤ β,
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which means that no link between Node i and Node j exists. The same is true
if N2 + N3 ≥ N ′.
Let us now address the case where q > δ (the case q = δ appears with
probability zero). In this case, we draw the same disks D1 and D2, but with
radius q instead of δ. There exists at least one square Q of the chain such that
Q ⊂ D1∪D2. We define N1, N2 and N3 in the same way as above. Thus, either
N1 + N3 ≥ N ′ or N2 + N3 ≥ N ′.
Let us assume without loss of generality that N1 + N3 ≥ N ′. This implies
that there are at least N ′ nodes inside D1. Node j is, by construction, on the
border of D1. Therefore, all these nodes are closer to Node i than Node j. As
we assumed that l(x) is decreasing, the SINR at i from Node j is bounded above
by
βji ≤ Pl(q)
N0 + γPN ′l(q)
≤ 1
γN ′
.
From (3.16) and (3.17), we verify that
N ′ >
1
βγ
,
and therefore
βji ≤ β,
meaning that the link cannot exist.
Consequently, we have proved that if the origin is surrounded by a chain of
closed squares in the discrete model, then the continuous model is sub-critical.
We conclude that when (3.21) holds, the network is sub-critical. We have thus
obtained an upper bound on the critical value γ∗(λ) by proving that if γ ≥ c1/λ,
the origin belongs a.s. to a finite cluster.
Lower bound
To obtain a lower bound to the percolation threshold, we review the proof in
Section 3.2.3. First we note that in Equation (3.12), γ is defined as inverse
proportional to the parameter M . Second, M has been chosen so that pB is
greater than 1 − 4/94. We observe in Equation (3.11) that it is enough to let
M grow linearly with λ to keep pB constant. Therefore, the value of γ used
in the proof can be expressed with the form c2/λ. As the model percolates for
this value of γ, we have a valid lower bound to the critical γ∗(λ). In conclusion,
there exists c2 > 0 such that
γ∗(λ) ≥ c2
λ
.
Summary
As both upper and lower bounds on the critical threshold have this form, we
have obtained the asymptotic behavior of the threshold γ∗(λ) for λ →∞.
Theorem 3.5 For λ tending to infinity, the critical value of γ has the following
asymptotic behavior:
γ∗(λ) = Θ
(
1
λ
)
.
Figure 3.13 illustrates the typical shape of the function γ∗(λ), and summa-
rizes the known bounds on this function.
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Figure 3.13: Illustration of the bounds on the super-critical domain
3.4 A TDMA approach
We can conclude, from the previous sections, that unless γ can be made suffi-
ciently small, long-range communications are impossible if we allow all nodes
to emit simultaneously, because the graph H(γ, λ) may remain in a sub-critical
phase for all λ. Having a small γ requires nodes to use CDMA for transmission,
which can be complex to implement in an ad-hoc network (node synchronization
may be difficult in the presence of mobility). An alternative is to avoid having
all nodes emitting at the same time, and thus to use a TDMA scheme. We
assume that each time interval is divided into t time slots. An optimal TDMA
scheme poses also a quite complex challenge to assign the slots to each node,
which is clearly beyond the scope of this work. In this section, we keep the
strategy sub-optimal but very simple and totally decentralized: each node picks
randomly a number i between 1 and t, and only emits during the i-th time slot.
All nodes are listening at all times. We also assume, for the sake of simplicity,
that all nodes emit with the same power P . We denote by Ht(λ, γ) the graph
obtained by superposing the t graphs derived for each slot.
In Appendix A.2, we show that for bounded support attenuation functions
and fixed γ, one can reach the supercritical phase by choosing t large enough
(Corollary A.2). We conjecture that the same is true for attenuation functions
that satisfy assumptions [1–4] of Section 3.2.3. To prove this conjecture, we
need to modify the proof of Theorem 3.2 to take the time slots into account.
We leave this proof for future work.
By applying this TDMA strategy, we actually reduce the number of interfer-
ing nodes by a factor t. It is therefore interesting to compare the connectivity
of the graph obtained by superposing the t graphs derived for each slot, to that
of the original graph H(γ, λ) obtained when all nodes emit at the same time.
Let us introduce the following notations for the interference contribution, which
is another shot noise, at each time slot:
Ji(x) =
∑
k∈Si
PL(Xk − x)
where Si, i = 1, . . . , t is the set of the indices of the nodes that emit during the
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i-th time slot. It follows immediately that
t∑
i=1
Ji(x) = J(x).
The expected value of the interference term of (3.2) in the TDMA scheme
is t times lower than in the regular scheme
E[γJi(x)] =
1
t
E [γJ(x)]
We computed by simulation the critical threshold γ∗(λ) for this scheme.
Figure 3.14 presents the results, compared to those of the regular scheme. As
expected, we observe that the threshold in the TDMA scheme is about t times
higher. This means that introducing an t-slots TDMA system is somehow equiv-
alent to dividing γ by t.
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Figure 3.14: Comparison between the critical threshold in the TDMA case (t = 4 time slots)
and in the original model with all nodes allowed to emit simultaneously. To make
comparison easier, the critical value in the second case has been multiplied by 4.
[Simulation parameters are the same as in Figure 3.3]
3.4.1 Asymptotic behavior
In this section, we compute a lower bound on the necessary number of time slots
t∗(λ) to restore connectivity when γ = 1 (no CDMA).
Theorem 3.6 If the attenuation function verifies the same assumptions as in
Theorem 3.2, there exists a constant c3 > 0 such that
t∗(λ) > λc3.
The derivation of this lower bound is very similar to that of the Section
3.3.3. We start thus with the same assumptions on l(·). As each node chooses
its category randomly between 1 and t, the process formed by the nodes of a
particular category is still a Poisson point process, but with intensity λ/t.
We divide the plane into squares in the same way as above, i.e. as depicted
in Figure 3.11. We then construct a site percolation model on this grid by
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declaring a site of Z2 closed if the square centered on this site contain at least
2N ′ = 2(1+2β)M/βm nodes of each category. Thus, if a site is declared closed,
during each time slot, according to Lemma 3.3 (with γ = 1), the square is full
of isolated nodes.
We compute now the probability that a site is closed. The number of nodes
of each category in a square is a Poisson random variable of parameter δ2λ/2t.
Let us call Ni the variable counting the number of nodes of category i in the
square. We have
P(a site is closed) = P(
t⋂
i=1
{Ni > 2N ′})
=
t∏
i=1
P(Ni > 2N
′)
= Pt(Ni > 2N
′).
Therefore, if
P(Ni > 2N
′) > t
√
1− psite, (3.22)
where psite ∼= 0.59 is the site percolation threshold on Z2, we obtain
P(a site is open) < psite.
For having (3.22), the intensity of the Poisson random variable Ni has to be
large enough. Let µ be the minimal intensity of a Poisson random variable Xµ
such that P(Xµ > 2N ′) ≥ t
√
1− psite. Then a sufficient condition for having
(3.22) is
δ2λ
4t
> µ
or equivalently
t <
δ2λµ
4
.
We obtained thus the bound on t∗(λ) by proving that if
t < λc3
for some fixed constant c3 = δ
2µ/4, the network is almost surely disconnected.
This proves Theorem 3.6.
As each category has a node density λ/t, and as t > λc3, we conclude that
the node density of the nodes allowed to emit at each time slot is uniformly
bounded above by c3, independently from the number of nodes. This means
that good connectivity can be achieved, but that nodes can emit less and less
frequently. This result suggests that the rate throughput per node decreases
like 1/λ.
However, since our TDMA scheme is very simple, our negative result might
be possibly due to its sub-optimality. In Section 4.2.2, we study the transport
capacity of dense networks with bounded attenuation function in a much more
general context. We will see that the available rate per node has to decrease
like 1/λ, no matter what scheduling or power allocation is used.
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3.5 Conclusion
The STIRG H(γ, λ) is radically different from the graph obtained in the Boolean
Model, where γ = 0: the node degree is now bounded (Theorem 3.1), and the
existence of an edge between two nodes depends not only on the location of
these two nodes, but on the location of all others. We showed that if γ is too
large, all clusters are almost surely finite. Our main result is that percolation,
and thus long range communications, are however still possible if γ is small
enough, but non zero, as soon as the node density is greater than the critical
threshold of the Boolean model (Theorem 3.2). If this had not been the case,
it would have been a serious impediment for multiple hops large scale ad hoc
networks.
We also proved that when the node density λ tends to infinity, the critical
value γ∗(λ) decreases as 1/λ provided the attenuation function is bounded from
above and from below in a small neighborhood of the origin. The main result
of this chapter is a first picture of the shape of the region in the (λ, γ) plane
where percolation occurs.
This asymptotic behavior of the critical value γ∗(λ) has a very impor-
tant meaning: if the bandwidth is limited, decreasing γ means decreasing the
throughput on the links. Therefore, when the node density increases, one has to
decrease the throughput in order to maintain connectivity. Good connectivity
and high throughput are conflicting goals in wireless networks. We will see in
the next two chapters that this opposition is a fundamental property of wireless
networks, and study the involved trade-offs.
As a small value of γ requires very efficient and thus complex CDMA codes,
an alternative is to use a TDMA system, where each node emits during 1 slot
every t time slots. We showed that such a system led to a connectivity similar
to the original scheme with an orthogonality factor γ/t.
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Chapter 4
Connectivity vs
Throughput
In this chapter, we look at scaling laws for large finite networks, from the point of
view of connectivity and throughput. We show that under many circumstances,
these two properties have contradictory requirements.
Two factors essentially limit the performance of wireless networks: the am-
bient noise, which limits the capacity of the links, and interferences, which are
due to the nodes sharing the same wireless medium. In the two next sections,
we study these two limitations separately.
In practice, a wireless network is made of a finite number of nodes scattered
on a finite area. To study how their throughput and connectivity scale, we need
to make the number of node grow to infinity. There two ways of doing this.
We can first keep the network area constant, and increase the node density. We
speak then of a dense network. Such a network typically suffers more inter-
ferences than thermal noise, since nodes get asymptotically very close to each
other. Alternatively, we can keep the node density constant, and increase the
network area, to create an extended network, where the average number of nodes
grows proportionally to the area. This kind of network is more difficult to study,
as it can be noise or interference limited, depending on the traffic load. On the
other hand, the constant node density makes it quite insensitive to the behavior
of the attenuation function L(·) near the origin (near field effects), contrary to
a dense network.
4.1 Partial vs full connectivity in the Boolean
model
In this section, we assume that there is no competition between transmissions in
the network, i.e. only one link is active at a time in the whole network. In this
case, there is already an obvious trade-off between connectivity and throughput:
assuming a bounded emitting power, one has to make a compromise between
the length and the capacity of the wireless links. A very general information
theoretic model for this problem is presented in Chapter 5. In this section, as
an illustration, we discuss briefly the Boolean case, which corresponds to the
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case where a minimum SNR is required for connectivity, and that links with
very low throughput are ignored.
As we have seen in Section 3.3.1, the Boolean model can always be rescaled.
Contrary to the STIRG model of Chapter 3, there is therefore no difference,
from the connectivity point of view, between dense and extended networks. We
consider thus, without loss of generality, only extended networks in the sequel
of this section.
We consider a finite area network, and model the node distribution using a
2-dimensional Poisson point process of intensity λ (λ is thus the average number
of nodes per square meter). Full connectivity occurs when one can find a path
joining any two nodes.
As a first observation, it is clear that the probability that the network is fully
connected is always strictly less than one, whenever the diameter of the network
area is larger than r. Therefore, full connectivity can only be an asymptotic
property, in the sense that this probability can only tend to one. Moreover, if
one considers the (unrealistic) case where the network area is infinite, then the
probability that the network is fully connected is always exactly zero.
However, in the case of an ad hoc network, one can say that a network is
still well connected, if disconnected nodes may exist but always represent a small
fraction of the total number of nodes. We say that a node is disconnected if it
is not connected to the majority of the other nodes. In fact, in the context of
wireless multi-hop networks, we would like most nodes to belong to the same
huge connected component (which forms the network itself). A disconnected
node that is not connected to any other node is called an isolated node.
As already mentioned in Section 2.2.2, percolation theory addresses the case
where the network area is infinite, and the fundamental result is that if the
node density λ and the range r are such that piλr2 > N∗, for a special constant
N∗ ' 4.5, then the network is indeed formed by a huge connected compo-
nent (the network), plus a multitude of finite components (disconnected nodes).
Moreover, the fraction of connected nodes is a deterministic function θ of the
average node degree piλr2.
Therefore, this infinite network model is a good approximation for large net-
works. However, networks are never infinite, and one needs more specific results
for the finite case. Penrose and Pisztora [PP96] showed that for a large but fi-
nite area, the fraction of connected nodes is always close to the deterministic
function θ(piλr2). We call this partial connectivity.
Theorem 4.1 (Penrose and Pisztora 1996) Let B(m) denote the square
[0,m]2 and set Φλ,m
.
= Φλ ∩ B(m), a Poisson point process of intensity λ on
B(m). Suppose that λr2 > N∗. Let 0 < ε < 12 , and let E(m) be the event that (i)
there is a unique cluster Cb(B(m)) on Φλ,m containing more than ελθ(piλr
2)m2
points of Φλ,m, and (ii)
(1− ε)λm2θ(piλr2) ≤ card(Cb(B(m)) ∩ Φλ,m) ≤ (1 + ε)λm2θ(piλr2).
Then there exist constants c1 > 0 and m0 > 0, such that
P[E(m)] ≥ 1− exp(−c1m), m ≥ m0.
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We can observe in the above theorem that if we let the area of the network
m2 tend to infinity (and thus also the number of nodes), then the fraction of
connected nodes tends to the constant θ(piλr2). This result matches the first
percolation result for infinite networks. However, there is a slight difference
between the two: in the first one, we consider only an infinite network area,
whereas in the second one, we consider a sequence of finite networks, and derive
an asymptotic property when the number of nodes tend to infinity.
The same approach can be applied for full connectivity. As we only consider
(larger and larger but still) finite networks, full connectivity can happen with
positive probability. This approach is very frequent in the literature, and the
following result has been proved first by Penrose in 1997 [Pen97].
Theorem 4.2 (Penrose 1997) Let Mn denote the length of the longest edge
of the minimal spanning tree connecting all nodes in the network. Then
lim
n→∞P[piM
2
n − log n ≤ α] = exp(e−α), ∀α ∈ R.
It is now interesting to observe how these two results, namely the one about
partial connectivity (Theorem 4.1) and the one about full connectivity (Theorem
4.2), are related. We will start with an intuitive – but not rigorous – reasoning,
that allows to link the probability that the network is fully connected with the
function θ(piλr2). A rigorous and detailed version of this reasoning can be found
in [GK98].
We assume without loss of generality that nodes are distributed according
to a Poisson point process of unit density (λ = 1), and that the network area
increases and is equal to n. The total number of nodes in the network is therefore
approximately equal to n. We want to compute the critical range r(n) to keep
the network fully connected.
We start with the simple observation that the network is fully connected if
and only if no node is disconnected. So we obtain immediately a lower bound
on the probability that the network is connected:
P(the network is connected) ≥ 1− nP(node i is disconnected) .
Furthermore, we know from Theorem 4.1 that the probability that a given node
is isolated tends to 1−θ(piλr2) when the network area tends to infinity. Therefore
P[the network is connected] ≥ 1− n(1− θ(piλr2)). (4.1)
In order to have the above probability tend to one when n tends to infinity,
we must have θ(piλr2) → 1. This is only possible if piλr2 = piλr2(n) grows with
n.
To compute how fast r(n) should grow, we derive an approximation of the
function θ(piλr2) when piλr2 is large. According to Propositions 6.4-6.6 in
[MR96], when the average node degree is large, the ratio between the prob-
ability that a node is disconnected, and the probability that a node is isolated
(i.e. has degree zero) tends to one. Therefore, asymptotically, all disconnected
nodes are isolated nodes. The probability that a node is isolated is easy to
compute:
P[a given node is isolated] = exp(−piλr2).
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Figure 4.1: The fraction of disconnected nodes in the Boolean model.
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Therefore, when piλr2 is large, θ(piλr2) ' 1 − exp(−piλr2). Figure 4.1 shows a
simulation based evaluation of θ(piλr2) for large values of piλr2.
Using this approximation in (4.1), we obtain
P[the network is connected] ≥ 1− n exp(−piλr2(n))
The latter expression tends to one provided n exp(−piλr2(n)) tends to zero.
Taking the logarithm of this expression leads to the conclusion that the network
is asymptotically connected if
piλr2(n)− log n →∞.
In fact, the lower bound (4.1) is asymptotically tight, as when the number
of nodes becomes large, the events that different nodes are connected become
almost independent. Therefore we have
P[the network is connected] ' θn(piλr2),
making the above condition necessary and sufficient.
This means that the average node degree must grow approximately like
log n, when the number of nodes in the network increases. However, it appears
in this intuitive derivation of the critical range for full connectivity that the most
isolated node is determining the result. In fact, the network becomes connected
when the last node joins the network. This means that full connectivity is
not really a global property of the network; it just answers the question “how
isolated is the most isolated node”. As we just saw above, the distance to the
first neighbor of the most isolated node increases with the number of nodes.
But this is a pure statistical effect: we are taking a set of randomly distributed
distances, and pick the largest one. As we increase the sample set, the largest
element becomes longer and longer. This explains why the range of the nodes
has to increase, even though the node density remains constant.
This behavior is not only observed in the Boolean model, but also in large
noise-limited networks. We will see in Chapter 5 that the same results hold for
a much more general model.
4.2 Taking interferences into account
In this section, we discuss the case where several links compete for the shared
medium. The limitations of the network due to this factor are very difficult to
evaluate in general. However, more can be said if we consider specific commu-
nication models, rather than the general problem. Here, we discuss this issue in
the context of the STIRG model.
4.2.1 Extended networks
We consider a finite portion of the STIRG model. Although it was not formally
proved yet, we can conjecture that a similar theorem as Theorem 4.1 exists for
this model, and that for a finite network, the fraction of connected nodes tend
to the percolation probability when the network area grows. However, so far, we
did not discuss this probability in the context of the STIRG model, but only the
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Figure 4.2: Effective throughput across a piece of network, computed as the number of vertex
disjoint paths times γ. The maximum is reached for γ ' 0.25. The simulation
was run on a 65536 × 65536 domain, with 1, 000, 000 points. We took a power
law attenuation function with exponent 3, and the following parameters: Pi = 1,
N0 = 1.8 · 10−4, β = 2.5 · 10−2
percolation threshold. Let us start with some observations on the percolation
probability for this model, which we will denote here by θSTIRG(γ, λ).
Since we assume the node density fixed (extended network), the only pa-
rameter that can be tuned is γ. Clearly, θSTIRG(γ, λ) is a decreasing function
of γ, and we have
θSTIRG(0, λ) = θ(λpir
2
b ),
where θ(·) denotes the percolation probability of the corresponding Boolean
model, and 2rb = l
−1(βN0/P ) (see Section 3.2.1). It appears thus clearly that
the only way to improve the fraction of connected nodes is to reduce γ, until
the network becomes noise-limited, and nothing more can be done with inter-
ferences. The price to pay for reducing γ is throughput. Indeed, one needs
longer codewords to make them more orthogonal in a CDMA system. In fact,
the throughput of the system decreases linearly with γ.
We end up thus with the following situation: by reducing γ, we reduce the
throughput on the links, but make the network more connected, i.e. add more
links. As we have seen in Section 3.2, if γ is too large, the network is sub-
critical, and is therefore unable to transport packet over long distances (zero
throughput). On the other hand, if γ is very small, the rate on the links is
also very small, but the number of available links is bounded from above by the
Boolean connectivity graph that corresponds to the case γ = 0. Therefore, the
effective throughput also goes to zero. From these two extremes, we conclude
that there must be an optimal value for γ, that optimizes the density and rate
of the links.
A simulation of this trade-off is presented in Figure 4.2. In this simulation,
we counted the number of vertex disjoint paths from the left border to the right
border of a square simulation domain, and multiplied it by γ, to obtain a value
proportional to the effective throughput across the domain.
The transport capacity of a network is defined as the sum over all links of the
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product of their length and their rate. If we compute it in our STIRG model,
we end up with a constant spacial density of transport capacity, since the model
is stationary and ergodic. Therefore, the total transport capacity simply grows
linearly with the network area (and thus with the average number of nodes).
This transport capacity of order Θ(n) (where n denotes the number of nodes)
for extended networks does only give an upper bound to the amount of infor-
mation that can be carried in this point-to-point relaying fashion. However,
given a certain traffic demand, the available links may not be positioned at the
right place, and paths with sufficient capacity may not be found between sources
and destinations. The construction of a lower bound requires thus an explicit
routing scheme. This issue is done in Chapter 6 in the case of uniform traffic
matrix.
4.2.2 Dense networks
The picture is very different for dense networks. As seen in Section 3.3.1, if
we take a power law attenuation function, the network behaves similarly to
extended networks. But if we assume the attenuation function to be bounded,
which makes sense from a physical point of view, we obtain a very surprising
result: the total transport capacity of dense ad hoc networks is bounded above
by a constant, independently from the power allocation strategy and number of
nodes. This means that the actual throughput in the whole network is of the
same order as if we let each node transmit one after the other.
To prove this result, we consider a compact region S of R2, in which the net-
work is confined. We introduce furthermore the following technical assumption
on the attenuation function:
l(||x− y||) > 0 ∀x, y ∈ S. (4.2)
This condition is always verified if the attenuation is decreasing and has un-
bounded support.
Theorem 4.3 If the attenuation function is bounded and verifies (4.2), the total
transport capacity of the network is bounded above by a constant, independently
of the number of nodes.
Proof: As S is a compact set, we have
m
.
= inf
x,y∈S
l(||x− y||) > 0.
Hereafter, we will denote by Pi the actual power emitted by Node i, and by Ptot
the total power emitted in the network. Hence
Ptot =
∑
i
Pi.
Let us pick an arbitrary real number 0 < ε < 1/2, and call dominant the nodes
i such that Pi/Ptot > ε. Clearly, there are no more than 1/ε dominant nodes in
the network.
Let us now look at the transport capacity. As above, we assume that Node i
is transmitting towards a destination r(i) located at a distance δi. The available
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SINR at Node r(i) is
βi,r(i) =
Pil(δi)
N0 + γ
∑
k 6=i,r(i) Pkl(||Xk −Xr(i)||)
.
As l(||x − y||) > m inside S by assumption, one can bound the sum of the
interferences from below∑
k 6=i,r(i)
Pkl(||Xk −Xr(i)||) ≥ m(Ptot − Pi − Pr(i)),
and obtain a bound on βi,r(i)
βi,r(i) ≤ Pil(δi)
N0 + γm(Ptot − Pi − Pr(i)) .
Next, let us consider two distinct classes of nodes. The first class C1 contains
all nodes i that are not dominant and emit towards a destination r(i) that is
not dominant. For these nodes, we use the following looser bound
βi,r(i) ≤ Pil(δi)
γmPtot(1− 2ε) .
The second class C2 contains the nodes that do not belong to C1 (i.e. they are
either dominant, or emit towards dominant node, or both). For these nodes, we
use the following bound:
βi,r(i) ≤ Pmaxl(δi)
N0
.
We notice that the second class contains a finite number of nodes (this number
is smaller than 2/ε).
We can now sum the individual transport capacities, and obtain the total
capacity of the network. In a first step, we will add separately the transport
capacities of the nodes of the first class:∑
i∈C1
δiC(βi,r(i)) ≤
∑
i∈C1
1
2
δiβi,r(i)
≤
∑
i∈C1
δi
Pil(δi)
2γmPtot(1− 2ε)
≤ max
i
[δil(δi)]
∑
i∈C1
Pi
2γmPtot(1− 2ε)
≤ max
i
[δil(δi)]
Ptot
2γmPtot(1− 2ε)
=
1
2γm(1− 2ε) maxi [δil(δi)].
We next add up the transport capacities of the nodes of the second class:∑
i∈C2
δiC(βi,r(i)) ≤
∑
i∈C2
1
2
δiβi,r(i)
≤
∑
i∈C2
Pmax
2N0
δil(δi)
≤ Pmax
εN0
max
i
[δil(δi)].
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The total transport capacity is thus bounded above by
Ctot ≤
(
Pmax
εN0
+
1
2γm(1− 2ε)
)
max
i
[δil(δi)].
As l(·) is uniformly bounded and decreases at least as fast as x−2, the function
xl(x) is also bounded. This ensures that the above maximum exists and is
uniformly bounded, even if the number of nodes goes to infinity. 
We have therefore proved that the total transport capacity of the network is
uniformly bounded. Assuming a uniform traffic matrix for example, this implies
that the available bandwidth per node decreases like 1/n.
4.3 Conclusion
We have seen that in the Boolean model, full connectivity does not scale when
the network size increases. On the contrary, if we allow for a (possibly very
small) fraction of disconnected nodes, then the range does not need to be ad-
justed when the number of nodes tend to infinity.
When several flows have to share the available bandwidth and when inter-
ferences are critical, full connectivity turns out to be very costly in terms of
throughput. In fact, keeping the most isolated nodes connected consumes a lot
of resources, and affects greatly the overall performance of the network. This
situation leads to a trade-off between capacity and connectivity. Under sev-
eral models, keeping the connectivity graph quite sparse leads to an optimal
throughput.
This trade-off has been observed in Chapter 3 already, where we saw that in
dense networks, assuming a bounded attenuation function, one has to decrease
the throughput in order to keep the network connected. In this chapter, we
proved that this behavior holds with arbitrary power assignment, making this
opposition more general. Indeed, we showed that in such networks, under the
STIRG model, the total transport capacity is bounded from above by a constant.
This result differs greatly from the well known
√
n transport capacity bound,
and is the result of the boundedness of the attenuation function.
In the next chapter, we will show that full connectivity does not scale, even
if we release any assumption on the relaying scheme.
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Chapter 5
Information theoretic
definition of connectivity
We have seen in Section 4.1 that in the context of the Boolean model, requiring
partial connectivity instead of full connectivity allows to preserve the scalability
of the network. In this chapter, we consider a more information theoretic model
where there is only one active source-destination pair at any given time, while
the remaining nodes act as possible relays. It has been shown in [GV02] that the
transmission rate in dense networks can grow at most as1 O(log n), under the
assumption that around each of the two active nodes there is a dead zone of finite
nonzero radius without any node. For extended networks (and without dead
zone assumption) it has been shown that the rate decreases as O((log n)−dα),
where α > 2 is the exponent of the power attenuation function and d ∈ {1, 2}
denotes the dimension of the network [LS04].
The conclusion drawn from all these works is rather pessimistic, since the
rate offered to each node always tends asymptotically to zero as the number of
nodes grows —except for relay transmission in dense networks [GV02]. On the
other hand, the common requirement for all the works mentioned above, is that
every pair of nodes can be connected at that rate.
In this chapter we show that the price to pay to operate the network at a
given rate is precisely its full connectivity. We prove that if we allow an arbitrary
small fraction of the nodes to be disconnected, then a non-vanishing rate can
be achieved in two-dimensional extended networks and in the relay scenario
of [LS04]. On the contrary, it turns out that in the one-dimensional case, a
non-zero rate is impossible even if we allow an arbitrary large fraction of nodes
to be disconnected.
We want to spend here a few words on the intuition behind these results.
The original result of [GV02] for dense relay networks can be easily seen as an
application of the capacity formula for multi-antenna channels: the addition
of more nodes in a finite area, each of which is capable of working as a relay
transmitting at constant power, improves the transmission rate by a logarithmic
1We use the following notation throughout the next two chapters: f = O(g) if
lim supn→∞
f(n)
g(n)
< +∞; f = Ω(g) if g = O(f); f = Θ(g) if f = O(g) and g = O(f).
Thus all O(·) results are upper bounds, Ω(·) results are lower bounds and Θ(·) results are
sharp scaling estimates.
73
74 CHAPTER 5. INFORMATION THEORETIC CONNECTIVITY
factor of the total power. Our result for extended relay networks of constant
density can be seen as a consequence of percolation theory in the Boolean model:
by choosing the constant density of the nodes λ larger than a critical value λ∗,
a giant connected component forms. Inside this component every pair of nodes
can communicate at a constant bit rate. As seen in Section 2.2.2, percolation
theory tells us even more: this giant component contains a constant fraction of
the nodes that can be made arbitrarily close to one by an appropriate choice of λ.
This good news is counter-balanced by a corresponding pessimistic result that
immediately leads to a corresponding upper bound: in an extended network,
no matter how small the rate of transmissions, there will always be a non zero
fraction of the nodes that will not be able to communicate to the rest of the
network at that rate, even if we allow arbitrary cooperation between the nodes.
This is proved by recasting the constraint on a minimal rate from the source
to all other nodes, as a constraint on the value of a shot noise at the source
location, and by showing that the fraction of nodes verifying this constraint is
strictly less than one.
We point out that our bounds tend to zero when the fraction of the nodes
required to sustain the given rate tends to one, in agreement with [LS04]; and
that they diverge as the density increases, in agreement with [GV02].
5.1 Network model
We define connectivity as follows: we consider two nodes connected if one can
send data to the other at rate R > 0 and vice versa (possibly with the help
of all other nodes, as we assume that at each instant there is only one node
transmitting and one node receiving). We also say in this case that the end to
end throughput between the two nodes is at least equal to R. The two terms
“rate” and “throughput” are thus used interchangeably.
We assume that each node has a maximum emitting power P , and that the
power attenuation from Point x to Point y is deterministic, and given by some
function l(||y − x||), where || · || denotes the euclidean norm. We denote by N0
the power of the background white Gaussian noise added to each received signal
(AWGN). Furthermore, for technical reasons (see Section 3.1.2), we assume that
l is decreasing and such that∫ ∞
y
xl(x)dx < ∞ for y > 0.
We will make no further assumptions on the communication protocol and
look at information theoretical bounds on the fraction of nodes that can com-
municate at rate R with each other.
We consider one-dimensional and two-dimensional random networks. In one
dimension, we assume that nodes are scattered according to a Poisson point
process of unit intensity over the interval [0, n]. The average number of nodes
in the network is thus equal to n. Similarly, in two dimensions, we consider a
Poisson point process of unit intensity over the square [0,
√
n]× [0,√n], so that
the average number of nodes is also equal to n.
We look at asymptotic connectivity results when n tends to infinity, while
the node density remains constant (extended network). In the following, we
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will use the expression with high probability (w.h.p.) to qualify an event whose
probability tends to one when n tends to infinity.
5.2 One dimensional network
For one-dimensional networks, the results are similar for Boolean and informa-
tion theoretic connectivity. Namely, for any fixed rate R > 0, the fraction of
connected nodes tends to zero when n tends to infinity.
If a node is disconnected from the origin, then all nodes further away from
the origin are also disconnected. Thus, as the network size increases (and as
the node density remains constant), there are w.h.p arbitrarily large gaps in the
network, and thus we expect it to be eventually disconnected, for any fixed rate
R > 0. This intuition matches the result in [LS04], which shows that the rate
has to decrease to zero as a function of n.
Now if we require that only a (positive) fraction of the nodes has to be
connected, we can obtain the same negative result. Assume that for a given
rate R, nodes are connected until node x. Then all nodes in the interval [x, n]
are disconnected. In fact, the fraction of connected nodes is thus x/(n − x),
which tends to zero when n goes to infinity. Therefore, w.h.p, the fraction of
connected nodes is below any positive number.
The idea of requiring only partial connectivity does thus not help, and the
same asymptotic result holds. In fact, in one dimension, partial connectivity and
full connectivity are asymptotically equivalent. The picture is definitely not the
same in two dimensions, as we will show in the next section.
5.3 Two dimensional network
We look at the bounds on the rate at which a given fraction of the nodes can
exchange data with each other. In other words, if we discard a given fraction
of the nodes (the worst positioned), what are the bounds on the rate? We
will see that discarding the worst nodes (up to a given percentage, that can be
arbitrarily small) dramatically changes the asymptotic behavior of the rate, as it
then stays constant when n tends to infinity, in sharp contrast to the vanishing
rate obtained in one-dimensional networks.
5.3.1 Lower bound
We construct an explicit scheme that achieves a constant rate, for an arbitrary
(but smaller than one) fraction of the nodes. The following Theorem gives the
rigorous formulation of our result.
Theorem 5.1 For any 0 < θˇ < 1, there exists a rate R > 0 independent of n,
such that there exists a subset of nodes of size nθˇ in which each node can send
data to any other node at rate R w.h.p.
To prove Theorem 5.1, we need the two following lemmas (5.1 and 5.2). In
the first one, we consider the Boolean model G(1, r), whose node density is equal
to one, and where nodes have a connectivity range equal to r. We compute an
achievable throughput along the shortest path between two nodes that belong
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Figure 5.1: A shortest path from X to Y in a Boolean model. Filled balls do not overlap, and
neither do the empty balls.
to the same cluster. We show that this throughput only depend on r, and not on
the number of hops. Thus, the same throughput is achievable between arbitrary
distant nodes, if the Boolean model is super-critical.
Lemma 5.1 In a Boolean model G(1, r), the following throughput is achievable
along the shortest path between any two nodes of the same cluster:
R =
1
6
log
(
1 +
Pl(r)
N0 + P
∑∞
k=1 6(k + 1) l(kr)
)
.
Proof: We look first at the properties of shortest paths in Boolean models. By
construction, the distance between any two consecutive nodes on the path is
smaller than r. We observe furthermore that if we consider every second ball
along the path, these balls do not overlap. Otherwise, if they had overlapped,
they would have made it possible to take a shortcut between them, which would
have avoided at least one other ball and thus give a shorter path (see Figure
5.1), which is impossible. More generally, the same reason implies that any ball
can overlap only with its predecessor and its successor along the shortest path.
We color now the with three colors –say blue red and green– so that the
path follows the sequence blue red green blue red etc. Because of the above
observation, two balls of the same color never overlap. Using this coloring, we
can set up a three time slots TDMA scheme, where nodes of each color emit
successively with full power P .
Let us assume that blue nodes are currently emitting, and that red nodes
are listening to their blue predecessor along the path. We consider a particular
(red) receiver, and compute a lower bound on the signal-to-interference-plus-
noise ratio (SINR) at this node. First, the emitter is at distance at most r,
since the receiver listen to its predecessor. The power of the received signal is
thus at least Pl(r), since l(·) is decreasing.
We look now at the interferences. We notice that all interfering (blue) nodes
are located at distance at least r from the receiver. Furthermore, the interferers
are at distance at least r from each other (since blue balls do not overlap). Thus,
we can derive an upper bound to the power of the interferences by packing an
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infinite number of blue balls around the receiver’s ball. The optimal packing is
obtained by placing the nodes on the vertices of a honey comb lattice.
Let us compute the sum of the sum of the powers of interfering signals: in a
honey comb lattice, there are 6 neighbors at distance r, 6 at distance
√
3r, etc.
We obtain:
∞∑
i=1
Pl(||X2i −X0||) ≤ P [6l(r) + 6l(
√
3r) + 6l(2r) + 12l((2 +
√
3
2
)r) + . . . ]
≤ P
∞∑
k=1
6(k + 1)l(kr)
.
= PK(r).
The sum K(r) converges because
∫
xl(x)dx < ∞. Therefore, the SINR at the
receiver is at least:
SINR ≥ Pl(r)
N0 + PK(r)
where N0 is the power of the background noise. The following throughput is
thus achievable between the emitter and the receiver
1
2
log
(
1 +
Pl(r)
N0 + PK(r)
)
. (5.1)
The same bound applies to each red receiver, and by rotating the colors, to all
other emitter-receiver pairs in the two other time slots. Therefore, the overall
throughput of the TDMA scheme is equal to one third of the throughput in
(5.1), since we used three time slots. 
The second lemma follows from Theorem 4.1.
Lemma 5.2 In the Boolean model G(λ, r), for any 0 < θˇ < 1, there exists an
r < ∞ such that there is a connected cluster that contains a fraction of nodes
larger than θˇ.
Proof: θ(λpir2) is continuous for r > r∗ and tends to 1 when r tends to infinity,
see [MR96]. Thus, given 0 < θˇ < 1, one can choose r large enough so that
θ(λpir2) = θˇ/(1 − ε) for some ε > 0. Theorem 4.1 ensures that the number of
nodes inside the unbounded cluster U is at least (1 − ε)θ(λpir2)n w.h.p. Thus
the fraction of nodes inside this cluster is larger than θˇ. 
We can now prove Theorem 5.1.
Proof of Theorem 5.1: To prove this theorem, we use Lemma 5.2. Given θˇ,
this ensures that there exists r such that under the Boolean model, there exists
a connected cluster of size greater than nθˇ w.h.p.
Then, we use Lemma 5.1 to show that along the shortest path in the Boolean
model, the rate
R =
1
6
log
(
1 +
Pl(r)
N0 + P
∑∞
k=1 6(k + 1) l(kr)
)
is achievable between any two connected nodes. Therefore, a fraction θˇ of the
nodes can exchange data at rate at least R, independently of n. 
The simple TDMA construction of Lemma 5.1, along with the percolation
theory result of Lemma 5.2 have been enough to prove our theorem. A better
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bound on the throughput can be obtained using more complex schemes than our
simple TDMA strategy. One could use, for example, the multiple relay scheme
described in [XK04a] and [KGG03], that leads in our case to an achievable
throughput
R =
1
2
log
(
1 +
Pl(r)
N0
)
. (5.2)
However, the asymptotic behavior remains the same as the one of our very
simple scheme and only the pre-constant is improved.
It is also important to notice that the proof does not work for θˇ = 1, as the
fraction of connected nodes in a Boolean model is never equal to one. This is
consistent with the fact that the rate must decrease to zero if we want to keep
all nodes connected. It is therefore impossible to find a fixed rate R > 0 such
that the fraction of connected nodes is equal to one.
5.3.2 Upper bound
We now derive an information theoretic bound on the rate at which a given
fraction of the nodes can send data to any destination. This result does not
depend on the adopted strategy for transmitting information to the destination.
Theorem 5.2 For any rate R > 0, the fraction of nodes that can send data to
any destination at that rate is at most θˆ w.h.p., where
θˆ = P
(
I(0) ≥ N0
P
(
e2R − 1)) ,
where I(0) is the value of the shot-noise at the origin, defined by
I(0) =
∑
k
l(||Xk||) (5.3)
and {Xk} are the points of a Poisson process of unit density over R2.
Proof: To prove Theorem 5.2, we proceed in two steps. First, we show that the
rate at which a node can send data to any destination is bounded above by a
function of a shot-noise at its location. Then we show that the fraction of nodes
such that this shot-noise at their location is lower than a certain threshold is θˆ.
In the first step, we use the max-flow min-cut theorem 14.10.1 from [CT91].
Accordingly, we divide the network in the following way: on one side the sender
X0, and on the other side all the other nodes Xk, k 6= 0. The max-flow min-
cut theorem ensures that the maximum throughput between these two sides
can be upper-bounded by the multiple receiver Gaussian channel formed by the
emitting node and all others listening to it. The rate of this channel is computed
in [Tel99] and corresponds to the rate at which the emitter X0 can send data
to the rest of the nodes Xk:
R =
1
2
log
(
1 +
P
∑∞
k=1 l(||Xk −X0||)
N0
)
.
The sum in the above expression is a shot-noise process evaluated in X0, that
we will denote by S later on:
S(X0)
.
=
∞∑
k=1
l(||Xk −X0||).
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From this result, we conclude that a necessary condition for achieving rate
R from node X0 is
S(X0) ≥ N0
P
(
e2R − 1) .= M. (5.4)
We can then use Theorem B.1 in Appendix B.1 to compute the fraction of
nodes that fulfill the above condition. As the sequence of squares [0,
√
n]×[0,√n]
is a convex averaging sequence (see Definition B.1 in Appendix B.1), we conclude
from this theorem that the fraction of nodes that do not fulfill the condition is
equal to
P(I(0) < M)
.
= 1− θˆ
where I(0) is given by (5.3). As they do not fulfill the necessary condition (5.4),
a fraction 1− θˆ of nodes are unable to send data at rate R to any destination,
and are thus isolated. The fraction of connected nodes is therefore at most θˆ.

The bound given in Theorem 5.2 is not explicit, as it involves the cumulative
distribution function of a shot-noise. To obtain an explicit bound, we can use
Chernoff’s inequality. We know from Campbell’s theorem that [Kin93, page 28]
E[esI(0)] = exp
{
λ
∫
R2
(esl(||x||) − 1)dx
}
.
Therefore, Chernoff’s inequality yields
P[I(0) ≥ M ] ≤ inf
s∈R
e−sME[esI(0)]
= inf
s∈R
exp
{
λ
∫
R2
(esl(||x||) − 1)dx− sM
}
.
This bound gives a good approximation when R is large, but becomes loose
when R is smaller.
5.4 Discussion
We plot in Figure 5.2 the upper and lower bounds on the fraction of the nodes
that can connect to each other at a given rate R.
The lower bound indicates that when R is close to zero, the fraction of nodes
that can achieve this rate tends to one. This case corresponds to the results in
[LS04].
At the other extreme, if R is too large, the lower bound becomes zero. In
practice, our lower bound represents a percolation curve that marks a transition
at a critical rate value below which a non-zero fraction of the nodes in the
network can sustain a constant rate.
The upper bound computed by Chernoff’s inequality is not informative for
small values of R, but decreases to zero for large values of R. Contrary to the
lower bound, the curve has a tail for large rates. Although upper and lower
bounds are not tight, we believe that there is also a critical rate, above which
each node can only connect to a finite number of other nodes. This means that
under our definition of connectivity, the network would not percolate in this
case.
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Figure 5.2: Upper and lower bounds on the fraction of nodes that can achieve a given rate R.
The lower bound has been improved using the multiple relay channel result given
in (5.2), and the upper bound has been computed using the bound presented in
Section 5.3.2.
5.5 Conclusion
We saw in Chapter 4 that in the Boolean model, the requirement of full con-
nectivity results in bad scaling properties of the network. We showed in this
chapter that even in the most optimistic information-theoretic setting (arbitrary
complexity of the network encoding, all nodes acting as relay for one pair source-
destination arbitrarily picked in the network), if we want to impose a given rate
R > 0 to any possible transmission in the network, a fraction 1− θˆ(R) of nodes
will automatically be disconnected. This result is obtained using tools from shot
noise processes and information theory.
On the other hand, if we allow some non zero, but arbitrary small fraction θˇ
of nodes to be disconnected, then Theorem 5.1 shows that it is possible to find a
rate R(θˇ) that any other pair of nodes can enjoy in an arbitrarily large network.
The theorem is proved by continuum percolation techniques, and therefore holds
for two-dimensional networks, but not for one-dimensional networks, because
percolation does not occur in dimension 1.
These two results shed some new light on the throughput scaling laws of ran-
dom wireless networks. Relaxing the full connectivity requirement and allowing
a small fraction of the nodes to be disconnected is shown to be both necessary
(Theorem 5.2) and sufficient (Theorem 5.1) to have nodes communicating at a
non zero, positive rate, with other nodes acting as potential relays, on an arbi-
trary large network. Contrary to the full connectivity case, the dimensionality
of the network is now a crucial factor.
This connectivity model relies on the assumption that only one data flow
is active at a time. In the next chapter, we address the same question of the
throughput scaling, but in a case where all nodes are simultaneously acting as
a source.
Chapter 6
The throughput under
uniform traffic matrix
In their seminal paper [GK00], Gupta and Kumar showed that in a network
of n arbitrarily located nodes the throughput must go to zero, as n tends to
infinity, at least at rate 1/
√
n. They also showed that in a network of randomly
located nodes, a throughput of order 1/
√
n log n can be achieved. The purpose
of this chapter is to show that a 1/
√
n throughput is also achievable in networks
of randomly located nodes. Our result follows from a natural application of
percolation theory techniques [Gri99, MR96].
Following the work in [GK00], throughput scaling in wireless networks has re-
ceived considerable attention [eGMPS04, JVK04, KV02, LT04, TG04, XK04a].
As we have seen in Chapter 4, there are two ways of letting the number of nodes
n tend to infinity. One can either keep the area on which the network is de-
ployed constant, and make the node density λ tend to infinity (dense networks);
or one can keep the node density λ constant, and increase the area to infinity
(extended networks). In both of these settings, network theoretic lower bounds
on achievable transmission rates can be obtained constructively, for given com-
munication strategies and power attenuation laws; while information theoretic
upper bounds must be obtained allowing arbitrary communication strategies
and assuming only the power decay law in the propagation medium.
The work in [GK00] considered the dense network case, and a traffic sce-
nario where each node generates packets for a destination non-vanishingly far
away. Using a network theoretic approach based on multi-hop communication,
it showed a lower bound on the per-node rate of Ω(1/
√
n) bit/sec, if nodes are
arbitrarily located; and a lower bound of Ω(1/
√
n log n) bit/sec if nodes are
randomly located. These results rely on point to point connections delivering
higher power as nodes tend to be closer to each other. In practice, this holds
only as long as near field effects can be neglected. When the physical constraint
of bounded power in the near field is enforced, computed bounds reduce to 1/n,
as seen in Section 4.2.2.
For extended networks, near field effects do not play a fundamental role and
the power received by every node can be bounded without affecting the final
result. In this case, the work in [XK05] presents an information theoretic bound
of Θ(1/
√
n) bit/sec per node, for arbitrarily located nodes satisfying a minimum
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distance constraint, random phase fading and a power attenuation function
that exhibits a power law behavior with exponent α > 4, or an exponential
attenuation. When nodes are randomly located, the work in [LT04] shows an
upper bound of O(1/n1/2−1/α) that holds for α > 2.
Constructive strategies proposed for networks of randomly located nodes
[eGMPS04, GK00, KV02, TG04] achieve only Ω(1/
√
n log n) per-node bit rate,
somehow suggesting that at least a
√
log n factor is the price to pay for ran-
domness. Instead, we show the contrary, namely that it is possible to achieve a
per-node throughput capacity of Ω(1/
√
n) in random networks. Hence, nodes
in a random network can transmit at the same rate than nodes in an arbitrary
network and there is no price to pay —at least asymptotically— for the addi-
tional randomness present in the system. Our result holds in the same setting
of [GK00], i.e., for dense networks, as long as near field effects are negligible. It
also holds in the more general case of extended networks with bounded transmit-
ted and received power, assuming only a power decay law whose tail exhibits a
power law behavior with exponent α > 2, or an exponential attenuation (which
is typical if there is absorption in the medium [FBS04]). The proposed rout-
ing also achieves the optimal average delay required for a packet to reach its
destination, as defined in [eGMPS04].
Finally, we want to spend few words on the connection we establish with
the field of percolation theory. In this chapter, we construct a mapping such
that the open grid edges of a percolation model correspond to the presence of
wireless transmitters in certain locations of the plane, and the open percolating
paths represent a wireless backbone that is used to multi-hop packets across the
network. Accordingly, to maximize throughput, we want to operate at p > 1/2,
above the percolation threshold, so that we can guarantee the existence of many
paths that traverse the network, but also have p < 1, so to avoid overcrowding
and excessive interference. We show that controlling the parameter p corre-
sponds in the wireless network to controlling the transmission bit-rate of the
nodes as n →∞, and we find that the optimal scaling law corresponds to some
1/2 < p < 1.
6.1 Main results
We construct a random extended network by placing nodes according to a Pois-
son point process of unit intensity on the plane and focus our attention to the
square [0,
√
n] × [0,√n]. Similarly, we construct a dense network by placing
nodes according to a Poisson point process of intensity n over a square of unit
area. We are mainly concerned with events that occur inside these squares with
high probability (w.h.p.), that is, with probability tending to one as n → ∞.
We denote the Euclidean distance between two nodes i and j by dij . We pick
uniformly at random a matching of source-destination pairs, so that each node
is the destination of exactly one source. We assume all nodes transmit at con-
stant power P , and that node j receives the transmitted signal from node i
with power Pl(i, j), where l(i, j) indicates the path loss between i and j. In
this chapter we are concerned with lower bounds on achievable rates, hence, we
assume a model of multi-hop communication such that two nodes can establish
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a direct wireless link of capacity
C(i → j) = 1
2
log
(
1 +
Pl(i, j)
N0 +
∑
k 6=i Pl(k, j)
)
bps/Hz,
where N0 is the ambient noise power at the receiver.
The per-node throughput capacity T (n) of the network is defined as the
number of bits per second that every node can transmit w.h.p. to its destination.
The per-packet delay D(n) is the sum of the times the packet spends at
each relay node. When we measure this, we scale the packet size by T (n). In
this way the transmission delay at each node is constant and the per-packet
delay corresponds to the number of hops needed to reach its destination. In
practice, thanks to scaling, D(n) captures the dynamics of network and not of
the transmission delay, see also [eGMPS04].
Our results are the following.
Theorem 6.1 Assuming a power attenuation function of the type l(i, j) =
min{1, e−γdij /dαij} with α > 0, γ > 0 or α > 2, γ = 0, a per-node through-
put capacity of
T (n) = Ω(1/
√
n) bit/sec
is achievable in a random extended network, with a corresponding average packet
delay at most
E(D(n)) = O(
√
n).
Theorem 6.2 Assuming a power attenuation function of the type l(i, j) =
e−γdij /dαij with α > 0, γ > 0, or α > 2, γ = 0, a per-node throughput capacity of
T (n) = Ω(1/
√
n) bit/sec
is achievable in a random dense network, with a corresponding average packet
delay at most
E(D(n)) = O(
√
n).
Note that the result of Theorem 6.2 relies on an ideal power attenuation
function l(·) that is singular at the origin. In practice, this result holds as
long as near field effects are negligible and it is presented for completeness, as it
matches the dense network model of [GK00]. The per-node throughput in dense
networks and in presence of bounded attenuation function cannot scale better
than 1/n, as we saw in Section 4.2.2. Most of the chapter is devoted to the
proof of Theorem 6.1, while Theorem 6.2 is proved in Section 6.6, by adapting
a few steps of the main proof.
6.2 Overview of the solution
(extended networks)
The main idea of our proposed solution is to have a wireless backbone of nodes
that carry packets across the network at constant rate, using short hops, and to
drain the rest of the traffic to the wireless backbone using single hops of longer
length. See Figure 6.1 for a schematic representation.
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Figure 6.1: Nodes inside a slab of constant width access a path of the wireless backbone in
single hops of length at most proportional to log
√
n. Packets are carried across a
distance
√
n along the wireless backbone in constant-length hops.
Since all nodes transmit at the same power, we expect the longer hops that
access the backbone to have a lower bit-rate, due to higher power loss across
longer distances; however, one needs to take into account other components
that influence the bit-rate: namely, interference, and cost of relay packets from
other nodes. It turns out that when all these components are accounted for, the
bottleneck is due to the traffic on the backbone.
The wireless backbone consists of paths of constant length hops. We will
show that the interference caused by nodes sufficiently far away along the path
is small enough to allow a constant transmission rate along the path. Each
path, however, needs to relay packets coming from other nodes that access
the backbone in single hops. This traffic is at most proportional to
√
n, if we
associate to each path only nodes that are within a slab of constant width that
crosses the network area, see Figure 6.1. Hence, the per-node throughput on
the backbone can be only of order 1/
√
n.
Now, let us look at the throughput of the nodes that access the wireless
backbone in single hops. We will show that these single hops are of length at
most proportional to log
√
n and can sustain a rate higher than 1/
√
n, even
in presence of exponential power attenuation. Furthermore, there is no relay
burden for nodes accessing the backbone in single hops. It follows that the
bottleneck is represented by the nodes on the backbone that transmit at a rate
of 1/
√
n.
There are three key points in our reasonings: i) there exist paths of constant
hop length that cross the entire network forming the wireless backbone, ii) these
paths can be put into a one to one correspondence with
√
n slabs of constant
width, each containing at most a constant times
√
n number of nodes, and iii)
these paths are somehow regularly spaced so that there is always one within a
log
√
n distance factor from any node in the network.
In the following, Theorem 6.3 ensures the existence of many paths using
percolation theory arguments. Theorem 6.4 shows that each path in the wireless
backbone can transport packets at a constant rate, and that packets can be
drained to the backbone at a rate higher than
√
n. Finally, Lemmas 6.3 and 6.4
are needed to bound the number of nodes that access any given path.
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Figure 6.2: Construction of the bond percolation model. We declare each square on the left-
hand side of the picture open, if there is at least a Poisson point inside it, closed
otherwise. This corresponds to associate an edge to each square, traversing it
diagonally, as depicted on the right-hand side of the figure, and declare the edge
either open or closed according to the state of the corresponding square.
6.3 Percolation results
In this section we establish the percolation results that are needed to show
existence of a cluster of nodes forming the wireless backbone. The objective is
to formally construct a mesh of paths that can simultaneously carry information
across the network at a constant rate, independent of the number of nodes n.
We call this mesh the highway system, and will use it to carry packets over most
of the distance.
To begin our construction, we divide the area into squares of constant side
length c, as depicted in the left-hand of Figure 6.2. By adjusting c, we can
adjust the probability that a square contains at least one point:
P(a square contains at least one point) = 1− e−c2 .= p. (6.1)
We say that a square is open if it contains at least one point, and closed other-
wise; note that the status of the squares is i.i.d.
We now map our construction to a bond percolation model. We draw an
horizontal edge across half of the squares, and a vertical edge across the others,
as shown on the right-hand side of Figure 6.2. In this way we obtain a lattice of
horizontal and vertical edges, each edge being open, independently of all other
edges, with probability p. We call a path open (resp. closed) if it contains
only open (resp. closed) edges. Note that, for c large enough, our construction
produces winding open paths that cross the network area, see Figure 6.3. Next,
we turn to the question of how many of these paths there are.
Throughout the proof, we will introduce several subdivisions of the networks
and other objects of different sizes. We summarize them in Table 6.1 to ease
the reading of the proof.
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Figure 6.3: Horizontal paths in a 40× 40 bond percolation model obtained by computer sim-
ulation. Each square is traversed by an open edge with probability p (p = 0.7
here). Closed edges are not depicted. We find seven disjoint open path crossing
the area from left to right.
Object Size Lattice size Nb. of objects
Whole network area
√
n×√n m×m 1× 1
Rectangle Rn
√
n×√2cκ log
√
n√
2c
m× κ log m 1× mκ log m
Slab (Lemma 6.4)
√
n×
√
2c
β m× 1β 1× βm
Table 6.1: Divisions of the network. Recall that m =
√
n/
√
2c.
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m
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Figure 6.4: The network area is divided into m/κ log m horizontal rectangles of lattice size
m× κ log m. A left to right crossing of rectangle Rn is shown.
6.3.1 Number of disjoint crossing paths
Let us divide the network area into horizontal rectangles Rn, of size
√
n ×√
2cκ log
√
n√
2c
, for some constant κ > 0, see Figure 6.4. Each of these rectangles
has thus lattice size m× κ log m in the bond percolation model, with m =
√
n√
2c
(as the edges have length
√
2c). We want to show that there exist many disjoint
open paths from left to right inside such rectangles.
Theorem 6.3 For any constant κ > 0 and if c is so large that
c2 > log 6 +
2
κ
, (6.2)
then there exists a strictly positive constant β = β(c, κ) such that w.h.p. there
exist βκ log m = βκ log
√
n√
2c
disjoint open paths inside each rectangle Rn, that
cross it from left to right.
In order to prove this theorem we need some preliminary results expressed by the
lemmas below. We denote by Pp the product measure with open edge density
p.
Lemma 6.1 Let Sn be a square lattice of size n × n and 0 < p ≤ 1. The
probability that there exists an open path from the center 0 of Sn to its boundary
∂Sn is upper bounded by
Pp(0 ↔ ∂Sn) ≤ 4
3
(3p)n.
Proof: If a path starts at 0 and touches ∂Sn, its length is at least n. Thus,
denoting by N(n) the number of open paths of length n starting at the origin:
Pp(0 ↔ ∂Sn) ≤ Pp(N(n) ≥ 1).
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As paths of length n are open with probability pn, we can bound this probability
by
Pp(N(n) ≥ 1) ≤ pnσ(n),
where σ(n) denotes the number of paths of length n starting at the origin. This
number is obviously not larger than
σ(n) ≤ 4 · 3n−1.
Combining these three inequalities, we obtain
Pp(0 ↔ ∂Sn) ≤ 4 · 3n−1pn = 4
3
(3p)n.

The next well known results follows directly from Theorem 2.45 in [Gri99]
and the remarks thereafter.
Lemma 6.2 Let Rn be a rectangle embedded in the square lattice. Let An be
the event that there exists an open path between the left and right sides of Rn
and Ir(An) the event that there exist r edge-disjoint such crossings. We have
1− Pp(Ir(An)) ≤
(
p
p− p′
)r
[1− Pp′(An)]
for any 0 ≤ p′ < p ≤ 1.
Proof of Theorem 6.3: We consider bond percolation in the rectangle Rn,
with each edge having probability p′ to be open, independently of all other
edges. Let the dual graph of Rn be obtained by placing a vertex in each square
of the percolation lattice, and joining two such vertices by an edge whenever the
corresponding squares share a side, see Figure 6.5. An edge of the dual is open
if it crosses an open edge of the original lattice, it is closed otherwise. Let An be
the event of having at least one open path inside Rn that crosses it from left to
right, and let Bn be the event that a closed path crosses the rectangle vertically
in the dual lattice. We have An
⋂
Bn = ∅, because if both An and Bn occur,
then there must be an intersection between an open edge of Rn and a closed
edge of its dual, which is impossible. Moreover, whenever An does not occur
then Bn occurs (one can be convinced of this again by looking at Figure 6.5).
It follows that An and Bn are disjoint events which partition the sample space,
and hence Pp′(An) + Pp′(Bn) = 1.
We index the nodes at the base of the dual graph by index i, and denote by
i ↔ Rn the existence of a closed path in the dual from node i to the opposite
side Rn at the top of the dual graph. As Rn has width κ log m, we have for
any 0 ≤ q ≤ 1:
Pq(i ↔ Rn) ≤ Pq(0 ↔ ∂Sκ log m).
Therefore, as edges are closed with probability 1− p′,
Pp′(Bn) ≤
m∑
i=1
P1−p′(i ↔ Rn)
≤
m∑
i=1
P1−p′(0 ↔ ∂Sκ log m)
≤ 4m
3
(3(1− p′))κ log m
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Figure 6.5: A picture of Rn (solid line) and its dual graph (dotted line) . Note that if there
is no open path traversing the rectangle from left to right, then there is a closed
path in the dual graph traversing it from top to bottom.
where the first inequality is a union bound, and the third inequality follows from
Lemma 6.1.
Now we look at the event that βκ log m disjoint paths exist. We apply
Lemma 6.2 to rectangle Rn with r = βκ log m, obtaining
1− Pp(Iβκ log m(An)) ≤
(
p
p− p′
)βκ log m
Pp′(Bn), (6.3)
for any p′ < p. Let us choose p′ = 2p− 1. We have thus
p
p− p′ = e
c2 − 1 < ec2 ,
and
1− p′ = 2(1− p) = 2e−c2 .
Hence, Equation (6.3) becomes
1− Pp(Iβκ log m(An)) ≤
(
ec
2
)βκ log m
Pp′(Bn)
≤ mβκc2 4m
3
(6e−c
2
)κ log m
= mβκc
2 4m
3
m−κc
2+κ log 6
=
4
3
m(β−1)κc
2+κ log 6+1.
The probability to find at least βκ log m paths in Rn is thus
Pp(Iβκ log m(An)) ≥ 1− 4
3
m(β−1)κc
2+κ log 6+1.
As this happens independently in each of the mκ log m rectangles, the probability
of having βκ log m disjoint paths in each rectangle is
Pp(Iβκ log m(An))
m
κ log m ≥
(
1− 4
3
m(β−1)κc
2+κ log 6+1
) m
κ log m
.
Finally note that if (β − 1)κc2 + κ log 6 + 1 ≤ −1, the above expression tends
to 1 when m goes to infinity. Thus, if c2 > log 6 + 2/κ, one can choose
β(c, κ) = 1− κ log 6 + 2
κc2
> 0
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such that the above condition is fulfilled. 
Joining all the rectangles together, we obtain β
√
n paths in the whole net-
work. The same is true of course if we divide the area into vertical rectangles
and look for paths crossing the area from bottom to top. Using a simple union
bound argument, we conclude that there exist β
√
n horizontal and β
√
n vertical
disjoint paths simultaneously with high probability. These paths form a grid,
that we call the highway system.
6.4 Capacity of the percolation cluster
Along the paths of the highway system, we choose one node per edge, that relays
the packets. This is possible as the paths are formed by open edges, which are
associated to non-empty squares. The paths are thus made of a chain of nodes
such that the distance between two consecutive nodes is at most 2
√
2c.
To actually transport packets along the paths, we set up a TDMA scheme.
When a node transmits, other nodes that are sufficiently far away can simul-
taneously transmit, without causing excessive interference. Theorem 6.4 makes
this precise, ensuring that a constant rate R, independent of n, can be achieved
on all the paths simultaneously as n →∞. Note that this theorem gives a more
general result, that will be useful also in Section 6.5.
Theorem 6.4 For any given integer d > 0 there exists a TDMA scheduling,
such that one node per square can transmit to any destination located within a
radius of d squares (in Manhattan distance) with fixed rate R(d) independent of
n.
When d goes to infinity, the asymptotic behavior of the rate is given by
R(d) = Ω
(
d−α−2e−γcd
)
.
Proof: We take a coordinate system, and label each square with two integer co-
ordinates (in our construction, the axis of the coordinate system are diagonal).
Then we take an integer k, and consider the subset of squares whose two coor-
dinates are a multiple of k (see Figure 6.6). By translation, we can construct k2
disjoint equivalent subsets. This allows us to build the following TDMA scheme:
we define k2 time slots, during which only nodes from a particular subset are
allowed to emit. We assume also that at most one node per square emits at the
same time, and that they all emit with the same power P .
Let us consider one particular square. We suppose that the emitter in this
square emits towards a destination located in a square at distance at most d.
We compute the signal-to-interference ratio at the receiver. First, we choose the
number of time slots k2 as follows:
k = 2(d + 1)
To find an upper bound to the interferences, we observe that with this choice,
the emitters in the 8 first closest squares are located at a distance at least d + 2
(in squares) from the receiver (see Figure 6.7). This means that the Euclidean
distance between the receiver and the 8 closest interferers is at least c(d + 1).
The 16 next closest squares are at distance at least 3d + 4 (in squares), and the
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k
Figure 6.6: A set of squares assigned to a given time slot.
k=2(d+1)
d
8 squares
16 squares
Figure 6.7: Construction of the lower bound on the interference term.
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Euclidean distance between the receiver and the 16 next interferers is therefore
at least c(3d + 3), and so on. The sum of the interferences I(d) can be bounded
as follows:
I(d) ≤
∞∑
i=1
8i P l(c(2i− 1)(d + 1))
=
∞∑
i=1
8i P min{1, [c(2i− 1)(d + 1)]−α}e−γc(2i−1)(d+1)
≤
∞∑
i=1
8i P [c(2i− 1)(d + 1)]−αe−γc(2i−1)(d+1)
= P [c(d + 1)]−αe−γc(d+1)K(d).
where
K(d) =
∞∑
i=1
8i (2i− 1)−αe−γc(d+1)(2i−2).
The latter sum clearly converges if α > 2 or γ > 0.
Now we want to bound from below the signal received from the emitter. We
observe first that the distance between the emitter and the receiver is at most√
(cd)2 + c2 ≤ c(d + 1).
The strength S(d) of the signal at the receiver can be thus bounded by
S(d) ≥ Pl(c(d + 1))
= P min{1, [c(d + 1)]−α}e−γc(d+1).
Finally, we obtain a bound on the signal-to-interference ratio
SINR(d) =
S(d)
N0 + I(d)
≥ P min{1, [c(d + 1)]
−α}e−γc(d+1)
N0 + P [c(d + 1)]−αe−γc(d+1)K(d)
.
As the above expression does not depend on n, the first part of the theorem is
proven.
We now look at the asymptotic behavior of the SINR for large d. If c(d+1) ≥
1, we can remove the minimum and write
SINR(d) ≥ P [c(d + 1)]
−αe−γc(d+1)
N0 + P [c(d + 1)]−αe−γc(d+1)K(d)
=
1
N0[c(d + 1)]αeγc(d+1)/P + K(d)
.
The first term grows like dαeγcd when d goes to infinity, whereas K(d) decreases
to zero. The whole fraction therefore decreases like 1/dαeγcd. The throughput
on each link is given by log(1 + SINR(d)), and therefore also decreases like
1/dαeγcd.
Now we have to divide this throughput by the number of time slots k2 used
in the TDMA scheme. As k = 2(d + 1), the number of time slots increases like
d2. So, finally, the actual throughput available in each square decreases like
d−α−2e−γcd. 
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Corollary 6.5 For any given integer d > 0 there exists a TDMA scheduling,
such that one node per square can receive from any emitter located within a
radius of d squares with fixed rate R(d) independent of n.
When d goes to infinity, the asymptotic behavior of the rate is given by
R(d) = Ω
(
d−α−2e−γcd
)
.
Proof: This result is obtained by switching the role of emitters and receivers
in the above proof. Distances remain the same, and all equations still hold. 
6.5 Protocol
In this section, we describe the actual routing protocol and show that it achieves
the desired Ω(
√
n) throughput capacity.
The protocol uses 4 separate time slots: a first one for draining packets to
the highway, a second one to transport packets on the “horizontal” highways
connecting the left and right edges of the domain, a third one to transport
packets on the “vertical” highways connecting the top and bottom edges of the
domain, and a fourth one to deliver packets to the destination. The draining and
delivery phases use direct transmission, while the highway phases use multiple
hops. We show that the throughput bottleneck is in the highway phase that
can sustain a rate per node proportional to 1/
√
n bit per second.
We start by proving two simple lemmas that will be useful for the capacity
calculation. They are followed by three propositions that prove our main result.
Lemma 6.3 Divide the network area in n/c2 boxes of side length c. The prob-
ability that there are less than c2 log n nodes in each box tends to one when n
goes to infinity.
Proof: The number of nodes in each square is a Poisson random variable of
parameter c2. Let us denote one of these variables by X. Chernoff’s inequality
implies that
P
(
X > c2 log n
) ≤ e−sc2 log nE(esX) ,
for any s > 0. We choose here s = 2/c2 and obtain
P
(
X ≤ c2 log n) ≥ 1− n−2ec2(e2/c2−1).
As the numbers of nodes in all of the n/c2 squares are i.i.d, we have
P
(
X ≤ c2 log n) nc2 ≥
(
1− e
c2(e2/c
2−1)
n2
) n
c2
.
The latter expression tends to one when n goes to infinity. 
Lemma 6.4 Divide the network into horizontal slabs of constant width
√
2c/β.
The probability that each slab contains less than 2c
√
2n/β nodes tends to one
when n goes to infinity.
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Proof: The number of nodes in the i-th slab is a Poisson random variable of
parameter c
√
2n/β, that we denote by Ni here. We apply Chernoff’s inequality:
P
(
Ni > 2
c
√
2n
β
)
≤ e−2 c
√
2n
β sE
(
esNi
)
= e−2
c
√
2n
β sec
√
2n/β(es−1)
= e
c
√
2n
β (e
s−2s−1).
Thus, if we take s = 1,
P
(
Ni > 2
c
√
2n
β
)
≤ e c
√
2n
β (e−3).
The probability that each of the β
√
n/
√
2c slabs contains less than 2
√
2nc/β
nodes is thus
P
(
Ni ≤ 2c
√
2n/β, ∀i
)
≥
(
1− e c
√
2n
β (e−3)
) β√n
c
√
2
.
The latter expression tends to one when n goes to infinity. 
Proposition 6.1 (Draining Phase) Each node can transmit packets to the
highway system with rate of order
Ω
(
(log
√
n)−α−2(log n)−1n−cκγ/2
)
,
for any constant κ > 0 and if c is so large that (6.2) holds.
Proof: We consider carrying packets from sources to the highways. We start by
dividing the network area into β
√
n/
√
2c horizontal slabs. As there are exactly
as many slabs as horizontal edge-disjoint paths, we can impose that nodes from
the i-th slab send their packets to the i-th horizontal path. Note that each
path may not be contained in its corresponding slab, but it may deviate from
it (recall Figure 6.1). However, Theorem 6.3 bounds the amount of deviation.
More precisely, to each source in the i-th slab, we assign an entry point on
the i-th horizontal path. The entry point is defined as the node on the horizontal
path closest to the vertical line drawn from the source point, see Figure 6.8. The
source then transmits its packet to the entry point in a single hop. Theorem 6.3
ensures that the distance between sources and entry points is never larger than
κ log m = κ log
√
n√
2c
squares. This is because each rectangle Rn of width κ log m
contains βκ log m paths, and therefore each source finds its highway within the
same rectangle.
To compute the rate at which nodes can send their packets to entry points,
we let d = κ log
√
n√
2c
in Theorem 6.4. We obtain that one node per square can
send packets to its entry point with rate
R(κ log
√
n√
2c
) = Ω
(
(κ log
√
n√
2c
)−α−2e−γcκ log
√
n√
2c
)
= Ω
(
(log
√
n)−α−2e−cκγ log
√
n
)
= Ω
(
(log
√
n)−α−2n−cκγ/2
)
.
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Highway entry point
Source
Figure 6.8: Draining of packets to the highways
But as there are possibly many nodes in the squares, they have to share this
bandwidth.
Using Lemma 6.3, we can conclude that the transmit rate of each node in
the draining phase of our protocol is at least R(d)/c2 log n, which concludes the
proof. 
Proposition 6.2 (Highway Phase) Along the highway packets can be relayed
at rate at least β/2k2
√
n bits/sec per-node.
Proof: We now compute the rate that can be sustained during each highway
phase of our protocol. Each node generates packets at constant rate W and we
must carry these packets towards the point on the vertical highway appropriate
for delivery.
We divide horizontal and vertical traffic, adopting the following simple rout-
ing policy: packets are carried along horizontal highways until they reach the
crossing with their target vertical highway. Then, they are carried along vertical
highways until they reach the appropriate point for delivery.
We start considering the horizontal traffic. We consider a node sitting on the
i-th horizontal highway, and compute the traffic that goes through it. Actually,
a packet will travel through this node if it was generated in the i-th slab, and
has a destination on the other side of the node. So, at most, our node will relay
all the traffic generated in the i-th slab.
According to Lemma 6.4, a node on a horizontal highway must therefore
relay at most 2Wc
√
2n/β bits per second. As the maximal distance between
hops is constant (2
√
2c), the throughput along highways is independent of n (see
Section 6.4), one can set the rate per node to W = Ω(1/
√
n) without overloading
links, with high probability.
The problem for vertical traffic is the dual of the previous one. We can
use the same arguments, except that W now describes the receiving rate of the
nodes. Since each node is the destination of exactly one source, the throughput
per node becomes the same as above. 
Proposition 6.3 (Delivery Phase) Each destination node can receive pack-
ets from the highway at rate
Ω
(
(log
√
n)−α−2(log n)−1n−cκγ/2
)
,
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for any constant κ > 0 and c so large that (6.2) holds.
Proof: The delivery phase consists in bringing the packets from the highway
system to the actual destination. We proceed exactly in the same way as in
Proposition 6.1, but in the other direction (horizontal delivery from the vertical
highways).
We divide the network area into β
√
n/c
√
2 vertical slabs, and define a one-
to-one mapping between slabs and vertical paths. We assume that packets have
been transported by the highway system to their exit point, which is defined
as the node of the vertical path closest to the horizontal line drawn from the
destination. Again, the distance between exit points and destination is at most
κ log
√
n√
2c
squares. We can thus let d = κ log
√
n√
2c
in Corollary 6.5, and conclude
that each square can be served with rate R(d) = Ω
(
(log
√
n)−α−2n−cκγ/2
)
. As
there are at most c2 log n in each square (Lemma 6.3), the throughput per node
is at least equal to R(d)/c2 log n. 
We are now ready to complete the proof of Theorem 6.1.
Proof of Theorem 6.1: We observe in Propositions 6.1 and 6.3 that if cκγ/2 <
1/2, the asymptotic throughput per node decreases slower than 1/
√
n. In this
case, the overall throughput of the protocol is limited by the highway phase
only, and the first part of Theorem 6.1 immediately follows from Proposition
6.2. We thus have to make sure that we can choose values of c and κ such that
Inequality (6.2) is verified, and such that
cκγ
2
<
1
2
.
A possible choice is c > 2γ +
√
4γ2 + log 6 and κ = 12cγ . We remark that these
choices depend on the physical attenuation factor γ.
As for the second part of the theorem, we note that since we route packets
along wandering paths of the highways, it may seem possible to have a delay
higher than the optimal
√
n, which is achieved by straight line routes [eGMPS04].
However, a simple counting argument can show the opposite.
First, we can bound the average number of hops of a packet in the network.
This is given by the number of hops on the highways, which is at most twice
the length of a crossing path in the rectangle Rn. As there are βκ log m disjoint
crossing paths in Rn, we have
E(number highway hops)
≤ 2
βκ log m
E
(
βκ log m∑
i=1
path lengthi
)
≤ 2κm log m
βκ log m
=
2
β
m,
where the last inequality holds because the total number of little squares in
rectangle Rn is κm log m and the crossing paths are disjoint. Since the packet
size scales with the throughput, each packet is forwarded in a constant time at
each relay, and the average delay is at most proportional to
√
n, as m =
√
2n/c.

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6.6 Dense Networks
In this section, we consider the model where nodes are distributed according to
a Poisson point process of intensity n over a square of unit area. Furthermore,
we take an attenuation function l of the form
l(d) = d−αe−γd.
In this case, we divide that network into squares of size c/
√
n. We obtain
thus the same number of little squares as in the previous model. The average
number of nodes in each little square is also the same, namely c2. Therefore, all
the percolation results above still hold for this model, and we can find as many
highways as above.
To derive the lower bound on the capacity, we have to compute the through-
put along the highways, as well as the rate at which nodes can send data towards
the highways. In fact, both of these throughputs were computed using Theorem
6.4, so it is enough here to give an adapted version of such theorem.
Theorem 6.6 For any given integer d > 0 and when n is sufficiently large,
there exists a TDMA scheduling, such that one node per square can transmit
to any destination located within a radius of d squares (in Manhattan distance)
with a fixed rate independent of n.
When d goes to infinity, the asymptotic behavior of the rate is given by
R(d) = Ω(d−2).
Proof: We set up the same TDMA scheme as in Theorem 6.4, with k2 time
slots, where k = 2(d + 1). Similarly, the 8 closest interferers are located at least
d + 2 squares away from the receiver, the next 16 interferers at distance 3d + 3,
and so on. The difference here is that squares have size c/
√
n here. The sum of
the interferences at the receiver can be bounded as follows:
I(d, n) ≤
∞∑
i=1
8i P l
(
c[ki− (d + 1)]√
n
)
=
∞∑
i=1
8i P l
(
c(2i− 1)(d + 1)√
n
)
=
∞∑
i=1
8i P
(
c(2i− 1)(d + 1)√
n
)−α
e−γc(2i−1)(d+1)/
√
n
≤ P
(
c(d + 1)√
n
)−α
e−γc(d+1)/
√
nK ′(d),
where
K ′(d) =
∞∑
i=1
8i (2i− 1)−αe−γc(2i−2)(d+1)/
√
n.
The latter sum clearly converges to a constant Kˆ if α > 2 or γ > 0.
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As the receiver is at most d squares away from the emitter, the Euclidean
distance between them is less than c(d + 1)/
√
n. The strength S(d, n) of the
signal at the receiver reads thus
S(d, n) = P
(
c(d + 1)√
n
)−α
e−γc(d+1)/
√
n.
The SINR is thus
SINR(d, n) =
S(d)
N0 + I(d)
≥
P
(
c(d+1)√
n
)−α
e−γc(d+1)/
√
n
N0 + P
(
c(d+1)√
n
)−α
e−γc(d+1)/
√
nK ′(d)
=
1
N0
(
c(d+1)√
n
)α
eγc(d+1)/
√
n/P + K ′(d)
When n goes to infinity, we observe that the first term of the denominator tends
to zero, whereas the second term tends to Kˆ. The whole fraction tends thus to
1/Kˆ, and thus
lim
n→∞SINR(d, n) ≥
1
Kˆ
.
It means that for any ε > 0, when n is large enough, the rate
R′ =
1
2
log(1 +
1
Kˆ
− ε)
is achievable by this scheme during each time slot. This proves the first part of
the theorem.
Now if d increases with n, we notice that the above limit still holds whenever
(d + 1)/
√
n tends to zero. Therefore, if d = O(
√
n), the rate R′ is achievable
for each active transmission when n is large enough. However, as there are
k2 = 4(d+1)2 time slots in our TDMA scheme, the actual throughput available
for each square is R(d) = R′/k2, and thus
R(d) = Ω(d−2).

6.7 Conclusion
We have found that the capacity of wireless networks of randomly located nodes
has the same asymptotic behavior of the capacity of arbitrary networks: nodes
in a random network can transmit at the same rate than nodes in an arbitrary
network and there is no price to pay —at least asymptotically— for the ad-
ditional randomness present in the system. This result closes a previous gap
between upper and lower bounds on the optimal per-node transmission rate that
consistently appeared in different proofs proposed in the literature.
It is interesting to link this result with the one in the previous chapter.
Indeed, we obtained a throughput of order Ω(1/
√
n) far all the nodes in the
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network. This implies that they are all connected. The surprise is that full
connectivity comes for free in this scenario. We saw that the throughput per
node has to decrease like 1/
√
n as the number of nodes n increases because
of the relay traffic. Therefore, according to the results seen in Chapter 5, the
fraction of connected nodes increases to one, making the network asymptoticly
fully connected. In the scheme described in this chapter, full connectivity is
realized by the draining phase of the protocol.
100CHAPTER 6. THROUGHPUT UNDER UNIFORM TRAFFIC MATRIX
Part III
Latency
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Chapter 7
Intruder detection
In this chapter, we consider a wireless multi-hop sensor network whose task
is to detect the intrusion of a moving object in the area in which the sensors
are deployed. The first question that comes to mind is to know how far the
object can move in the monitored area before being detected by a sensor. When
the object moves along a straight line, stochastic geometry provides the answer
under the name of linear contact (or hit) distribution function (see e.g. [SKM95,
page 80]). For example, when the spatial distribution of the sensors is Poisson,
this function decreases exponentially with the distance traveled by the object.
The sensor that has detected the intruder needs however to convey this in-
formation to a monitoring station that collects the sensed data, the sink. Nodes
between the detecting sensor and the sink act as relays for the message. How-
ever, various sources of noise, battery failures in the nodes or simply their ran-
dom locations, will inevitably result in having some sensors disconnected from
the network. If the sensor that detected the intruder is not connected to the
sink, the intruder can continue to progress in the monitored area without actu-
ally being detected by the central sink. Consequently, a second, more difficult
question is to know the distance that can be traveled by the intruder until the
sink (and not only any sensor) can be notified. This chapter addresses precisely
this question.
Tracking and detecting a moving object is an important application of a
sensor network, and has thus received some attention. Most of the work is so
far devoted to the problem of computing the linear contact (or hit) distribution
function, i.e. the distance traveled by the intruder until detection by a sensor
without checking that the sensor that spawns the alarm is actually connected
to the network. The simplest case is to compute this distance when the network
is modeled by a Boolean model; it is known to be exponentially distributed (see
e.g. [SKM95], p.80). More results from this approach are derived in [LBD+05].
When the motion of the object does not follow a straight line, but a Brownian
motion, explicit formulas and/or bounds are obtained in [KKP03]. To save
energy, nodes periodically switch off their batteries, which implies trade-offs
between the speed of detection of an intruder and the energy savings incurred
by rendering many nodes into sleep mode. This trade-off is examined in [GM04].
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Intruder
Figure 7.1: The intruder moving along a straight line across the sensor network. Since it is
moving with constant speed, the time it takes before the intruder gets caught is
proportional to the distance from its starting point to the giant cluster. In this
figure, disconnected clusters are represented in gray.
7.1 Model
We assume that the sensor network can be described by a 2-dimensional Pois-
son Boolean model B(λ,R): nodes (sensors) are distributed according to a 2-
dimensional homogeneous Poisson process of intensity λ, and their connectivity
range 2Ri are randomly and identically distributed, independently from all other
nodes and from the Poisson process. We also assume that λ > λ∗, so that there
exists a giant cluster of connected sensors (see Chapter 2). Furthermore, we
assume that the sink belongs to the giant cluster, so that it can be reached by
messages from most of the sensors.
Each sensor i can sense the intruder within a certain sensing range, which
is assumed here to be exactly equal to Ri, half of its connectivity range. In this
way, we can use the same Boolean model B(λ,R) to describe connectivity and
detection capacity. Indeed, two nodes are connected when their sensing range
overlap.
We suppose that the intruder starts at the origin and moves along a straight
line with constant speed in any arbitrary direction, as shown in Figure 7.1. The
time needed by the network to detect the intruder is therefore proportional to
the distance from the origin to the giant cluster along the direction chosen by
the intruder.
Without loss of generality, in this chapter, we will assume that the intruder
moves along the positive part of the x-axis {(x, 0) : x > 0}.
7.2 Theorem formulation and insight of the
proof
We consider the set of vertices Z2, and denote by L2 the set of the edges joining
all adjacent vertices (i.e. L2 = {〈x, y〉 ∈ Z4 : |x1 − y1| + |x2 − y2| = 1}). We
construct the standard independent bond percolation model by declaring each
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edge open with probability p, independently of all the other edges, and closed
with probability 1− p. We say that two vertices are connected if there exists a
sequence of contiguous open edges that joins them. This definition yields the
partitioning of Z2 into connected components (or clusters).
We know from percolation theory that if p is greater than the percolation
threshold p∗ = 1/2, then the probability θ(p) that the origin belongs to an
infinite cluster is strictly positive. Furthermore, in this case, the infinite cluster
(also called giant cluster) is unique a.s..
Our main result states that the distance between the origin and the infinite
cluster is upper bounded by a geometric random variable. We denote by N
the coordinate of the first vertex on the right part of the horizontal axis that
belongs to the giant cluster. Thus, if the origin belongs to the giant cluster, we
have N = 0.
Theorem 7.1 When p > p∗, there exist constants c1 and c2 ∈ R+ such that
Pp(N > n) ≤ c1 exp(−c2n).
7.3 Construction and its independence proper-
ties
To prove Theorem 7.1, we will perform the following construction: we start at
the origin, and look at the set of points of the half-plane H = Z+ × Z = {x =
(x1, x2) ∈ Z2 | x1 ≥ 0} (all the points located on the right hand side of the
vertical axis) that are connected to it. If this set is infinite, then N = 0. If not,
we look at the size of this connected component. More precisely, if we denote by
∂B+(n) the set of vertices x = (x1, x2) of H such that x1 = n or |x2| = n, and
by {0 ↔ S} the event that the origin is connected to some element of the set S,
we look at the events {0 ↔ ∂B+(n)}, n ∈ N, and find the first integer n such
that this event is not true. Note that this can be done iteratively, starting with
n = 1 and increasing its value one by one. Therefore, if we define the variable
M = min{n > 0 : 0 = ∂B+(n)}, the event {M = n} only depends on the state
of the edges inside the box B+(n) = [0, n]× [−n, n].
Once we have found the value of M , we iterate the same procedure, starting
at the point (M, 0), and looking at the connected vertices in the half-plane
H+(M, 0) = {x = (x1, x2) ∈ Z2 | x1 ≥ M}. Clearly, the outcome of this second
step is independent of what happened in the first step, because we only look at
the half-plane located to the right of the box B+(n).
Then we iterate this algorithm until we hit an infinite connected component
in the half-plane. The coordinate of the stopping point of the algorithm (denoted
hereafter by N ′) gives an upper bound of N .
However, we have to check that this algorithm stops after a finite number
of steps a.s. whenever an infinite cluster exists in the whole plane. In fact, it is
enough to show that the probability θ+(p) that the origin belongs to an infinite
cluster in H is strictly positive (in this case, the number of steps before stopping
is a geometric random variable). This result follows directly from Theorem 7.2
in [Gri99]. Let B(k) = [−k, k]d be the box with side length 2k centered at the
origin.
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Figure 7.2: The construction of the proof. Starting from the origin, the first cluster we meet
is finite. We have that 0 = ∂B+(4). Thus, M = 4 in this example. Then we
move to (4, 0) and look only at the edges on the right, that are independent of
M . The cluster at (4, 0) is also finite, so we move to (7, 0). The cluster at (7, 0)
is infinite, and therefore (7, 0) belongs to the giant component. We conclude that
N ′ = 7, and thus that N ≤ 7.
Theorem 7.2 [Gri99, page 148] For d ≥ 2, let F be an infinite connected
subset of Zd with percolation threshold p∗(F ) < 1. For each η > 0 there exists
an integer k such that p∗(2kF + B(k)) ≤ p∗ + η.
By choosing F = H we have p∗(2kF + B(k)) → p∗ as k → ∞ and the
theorem implies that this is true when p∗(F ) = p∗ (this result is also given in
[Gri99, page 162]). In other words, the percolation threshold is the same in the
right half plane H as in the entire plane Z2.
7.3.1 The size of finite clusters
According to our algorithm, the random variable N ′ is the sum of a random
number (the number of steps) of i.i.d variables (identical to the variable M
above). In this section, we derive a bound on the probability that M is larger
than a given number n. Note that this amounts to bounding the radius of a
finite cluster in the half-plane.
Let C+ be the open cluster at the origin on the half-plane H and consider
the event of an open path from the origin to the surface ∂B+(n) when C+ is
finite. We claim that there exist finite constants k1, k2 > 0 for p
∗ < p < 1 such
that
Pp(0 ↔ ∂B+(n), |C+| < ∞) ≤ k1n2e−k2n for all n.
This result is a fairly straightforward extension of Theorems 8.18 and 8.21
in [Gri99]. For the open cluster C at the origin of Z2 and the box B(n) =
[−n, n]d with surface ∂B(n), the theorems state that there exist finite constants
A(p, d), σ(p) > 0 for d ≥ 2 and p∗ < p < 1 such that
Pp(0 ↔ ∂B(n), |C| < ∞) ≤ A(p, d)n2e−σ(p)n for all n.
In our case, the cluster C+ in H results from the restriction of the cluster C
in Z2 to its vertices and edges lying in H.
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We proceed by modifying the construction proofs for Theorem 8.18 and
Lemma 8.27 of [Gri99], so that the result applies to the the cluster C+ when
|C+| < ∞. Rather than repeating the entire proof here, we refer the reader
to [Gri99] and highlight the necessary modifications. Firstly, we replace C in
the proof with the cluster C+ where x1 ≥ 0 for every (x1, x2) ∈ C+. The
cluster has minimum and maximum extremities in the horizontal coordinate
direction L1 = min{x1 : (x1, x2) ∈ C+} and R1 = max{x1 : (x1, x2) ∈ C+}
(similarly L2 and R2 for the vertical coordinate) and diameter diam(C
+) =
max {Ri − Li : 1 ≤ i ≤ 2}. We follow the same construction of two finite clusters
whose widths in the horizontal coordinate direction are m and n such that the
clusters only lie in the half-plane, one to the right of the other. Following the
proofs of Lemma 8.27 and Theorem 8.18 of [Gri99], we obtain the same upper
and lower bounds for diam(C+) as for diam(C). In particular, we find the bound
Pp(diam(C
+) = k) ≤ d
2
p2(1− p)2d−2 (2k + 1)
de−(k+2)σ(p).
Since the diameter of C+ is at least as large as its radius, for the half box
B+(n) = [0, n]× [−n, n] we have
Pp(0 ↔ ∂B+(n), |C+| < ∞)
≤ Pp(n ≤ diam(C+) < ∞)
≤ d
2
p2(1− p)2d−2
∞∑
m=n
(2m + 1)de−(m+2)σ(p).
This equation gives us the constants k1 and k2 = σ(p).
To show that k2 > 0 when p > p
∗, we must consider Theorem 8.21 in [Gri99]
(which, for the case d = 2, is implied by Theorem 11.24), and show that it is
also true for the finite cluster on the half-plane. We refer the reader to the proof
of Theorem 11.24 which shows that 0 < ξ(p) = ξ(1 − p) < ∞ when p > p∗,
where ξ(p) = σ−1(p) is known as the correlation length. We adapt the proof by
considering the whole plane Z2 but treating edges on the left half of the plane as
closed with probability 1 to imply results on H. Consider the vertex en = (n, 0)
and let τf+p (0, en) denote the probability that the origin lies in a finite open
cluster containing the vertex en in H. We need to find an upper bound to this
probability. We slightly modify the definition of the event An [Gri99, page 298]:
denoting by Y + = {(− 12 , k + 12 ) : k ≥ 0} and by Y − = {(− 12 ,−k − 12 ) : k ≥ 0}
the two vertical half-axes, we define the events An (respectively Bn) that some
vertex in Y + (respectively Y −) is joined by a closed path in the dual lattice to
some vertex in X+d . Using the BK inequality [Gri99, Theorem 2.15], we have
that
τf+p (0, en) ≤ Pp(An)Pp(Bn) = Pp(An)2,
because Pp(An) = Pp(Bn). Now,
Pp(An) ≤
∞∑
k=0
∞∑
l=n
Pp
(
(−1
2
, k +
1
2
) joined to (l +
1
2
,
1
2
)
by a closed dual path)
≤
∞∑
k=0
∞∑
l=n
P1−p ((0, k) ↔ (l, 0)) .
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However, 1− p < p∗ since p > p∗, and hence
P1−p ((0, k) ↔ (l, 0)) ≈ e−(l+k)/ξ(1−p)
as k + l →∞, from which we deduce, as in [Gri99],
σ(p) = lim inf
n→∞
{
− 1
n
log τf+p (0, en)
}
≥ 2
ξ(1− p) .
7.3.2 Final computation
In the two previous subsections, we showed that there exist k1, k2 > 0 such that
Pp(M > n) ≤ k1n2e−k2n for all n. (7.1)
As k2 > 0, we can choose a new constant e
−k2 < p1 < 1, and find a constant
k3 ∈ N such that
k1n
2e−k2n ≤ (1− p1)pn−k31 . (7.2)
Let us define a sequence of i.i.d geometric random variables {Xi}i∈N of pa-
rameter p1, whose probability mass function is P(Xi = n) = (1 − p1)pn1 for all
n ∈ N. Since P(Xi > n− k3) = pn−k31 , combining (7.1) and (7.2), we have that
P(M > n) ≤ P(Xi + k3 > n) .
Moreover, the variable N ′ (describing the stopping point of the algorithm
of the beginning of Section 7.3) is the sum of K independent variables Mi,
identically distributed as M (note that M1 = M), where K is the number of
steps in the algorithm:
N ′ =
K∑
i=1
Mi.
As the algorithm stops when we hit an infinite cluster in H, and this hap-
pens with independent probability at each step (denoted by θ+(p)), we have
P(K = n) = θ+(p)(1 − θ+(p))n. Thus, K is also a geometric random variable
with parameter p2
.
= 1− θ+(p). We can write
P(N ′ > n) = P
(
K∑
i=1
Mi > n
)
≤ P
(
K∑
i=1
(Xi + k3) > n
)
= P
(
K∑
i=1
Xi + k3K > n
)
. (7.3)
The rest of this section is devoted to the computation of the above proba-
bility, and is purely technical.
We define an auxiliary random variable N ′′ =
∑K
i=1 Xi. Its generating
function is GN ′′(z) = GK(GX(z)), where GK and GX denote the generating
functions of K and Xi, respectively. We have thus
GN ′′(z) =
p2
1− (1− p2) p11−(1−p1)z
= p2 + (1− p2) p3
1− (1− p3)z ,
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where p3 = p1p2/(1 − p1 + p1p2). We see that N ′′ is a geometric variable of
parameter p3, with some extra weight on {N ′′ = 0}. To obtain the probability
in (7.3), we must consider the sum of N ′′ and k3K. The tail of the distribution
of this sum decreases exponentially, as fast as the slowest term. Here, depending
on the value of p1, p2 and k3, either N
′′ or k3K dominates the sum in (7.3). In
all cases, there exists k4 ∈ N such that
P(N ′′ + k3K > n) ≤ pn−k44 ,
with p4 = max{p3, p1/k32 } < 1. Finally as
P(N > n) ≤ P(N ′ > n) ≤ P(N ′′ + k3K > n) ,
we have
P(N > n) ≤ pn−k44 = c1 exp(−c2n),
for c1 = p
−k4
4 and c2 = − log(p4).
7.4 Extension to the continuous case
In this section, we address a different percolation model –the Poisson Boolean
model– defined as follows: we consider a homogeneous Poisson point process of
intensity λ over the plane R2. On each point of the process we center a ball,
whose radius R is also random, independent of and identically distributed as the
other balls’ radii. This divides the plane into an occupied region, and a vacant
region, which is not covered by any ball.
Given the distribution of R such that E
(
R2
)
< ∞, there exists a critical
density λ∗ such that if the actual density λ of the point process is greater
than λ∗, then the probability that the origin belongs to an unbounded occupied
connected component is strictly positive. Furthermore, above the threshold, the
unbounded occupied connected component is unique a.s..
In the following theorem, we show that the distance between the origin and
the unbounded component along a given direction can be bounded from above
by an exponential random variable.
Theorem 7.3 Let D denote the coordinate of the first point on the positive part
of the horizontal axis that belongs to the unbounded component (D = 0 if the
origin is already in the unbounded component). There exist c3 and c4 ∈ R+ such
that
P(D > x) ≤ c3 exp(−c4x).
We prove this theorem by mapping the continuous model onto a (discrete)
bond percolation model, and applying Theorem 7.1.
7.4.1 Mapping
We use a mapping similar to that used in Section 6.3. We declare each edge
〈x, y〉 ∈ L2 open if the conditions below are fulfilled in the Boolean model (we
assume without loss of generality that x1 ≤ y1 and x2 ≤ y2, see Figure 7.3):
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PSfrag replacements
x1d y1d (y1 + 1)d
x2
(y2 + 1)d
Figure 7.3: A horizontal edge 〈x, y〉 that fulfills the three conditions.
• There exists an occupied crossing in the rectangle
[x1d, (y1 + 1)d]× [x2d, (y2 + 1)d] in the direction of its longest edge.
• There exists a vertical and an horizontal crossing in the square
[x1d, (x1 + 1)d]× [x2d, (x2 + 1)d].
• There exists a vertical and an horizontal crossing in the square
[y1d, (y1 + 1)d]× [y2d, (y2 + 1)d].
These conditions depend on a parameter d, that determines the size of the
rectangle. We know that if the Boolean model is supercritical, the probability
that the three conditions are fulfilled tends to one when d tends to infinity (see
e.g. Corollary 4.1 in [MR96]). However, in this mapping, the status of two
contiguous edges are not independent. We constructed thus a dependent bond
percolation model that has the desired property that any of its connected compo-
nents corresponds to a connected component in the Boolean model. Therefore,
if the first point on the horizontal axis that belongs to the infinite cluster has the
horizontal coordinate N in the discrete model, then there exists a point of the
Boolean model in the interval [Nd, (N +1)d] that belongs to the infinite cluster.
It follows from this observation that if Theorem 7.1 is valid in this dependent
bond percolation model, so is Theorem 7.3.
7.4.2 Domination of the dependent model
To validate Theorem 7.1 in the above dependent bond percolation model, we use
the results in [LSS97]. Let (N, 0) be the first point of Z+×{0} (i.e. the one with
the smallest coordinate) that belongs to the infinite connected cluster. Consider
the 1-dependent bond percolation model defined above, where edge e is open
with some probability 0 ≤ p′ ≤ 1 independently of edges separated by distance
greater than 1. The claim is that P(N ≤ n) ≥ α(n) for the 1-dependent model
is implied when it is true for the independent model. That is, the probability to
hit the infinite open cluster within n steps is at least as great on the dependent
graph as on the independent graph.
We show this by employing Theorem 0.0 in [LSS97] which states that the
k-dependent random field of {0, 1} random variables (Xs)s∈Z2 stochastically
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dominates a translation invariant product random field (Ys)s∈Z2 of density p′′ >
0, whenever p′ is sufficiently large. Furthermore, p′′ → 1 when p′ → 1. If we
consider the indicator function 1{N≤n} for the event {N ≤ n}, where 1{N≤n}
is an increasing function on our state space Ω, the theorem tells us that by
stochastic domination∫
1{N≤n}dPp′ ≥
∫
1{N≤n}dPp′′ . (7.4)
The result of integration gives Pp′(N ≤ n) ≥ Pp′′(N ≤ n). Finally, by
increasing the mapping parameter d, one can make p′ large enough, so that
p′′ > 1/2 and Theorem 7.1 becomes valid for the field (Ys)s∈Z2 .
7.5 Conclusion
In this chapter, we showed that the distance traveled by an object moving
along a straight line in a supercritical percolation model until it hits the giant
component is bounded from above by a (shifted) exponential variable. It was
already known that the distance before hitting any connected component is
exponentially distributed. With the results of this chapter, we now have a lower
and an upper bound for the distribution of the distance traveled before hitting
the giant component.
This distribution is very relevant in the context of detection of an intruder
in wireless sensor networks, as outlined in the introduction, as well as that of
connectivity in mobile ad hoc networks. Indeed, finite connected components are
essentially disconnected parts of the network, as they cannot exchange data with
the vast majority of the other nodes (those who belong to the giant component).
Therefore, from the point of view of a mobile user, the value of interest is the
time before connecting to the giant component. The bound computed in this
work provides some guarantee about connectivity in this very simple mobile
scenario.
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Chapter 8
An uncoordinated power
saving mechanism
In this chapter, we consider a wireless multi-hop network with a particular en-
ergy saving mechanism. To reduce their consumption, nodes periodically turn
off their radio device and therefore disappear from the wireless network. The
on/off transitions happen at random times, independently for each node. To
describe this scenario, we introduce an extension of the static Boolean model
called blinking Poisson Boolean model. We are interested in the delays intro-
duced in the network by this mechanism, and study the propagation speed of a
broadcast message in this new model. As we will see in the sequel, this problem
is closely related to first passage percolation.
The motivation for this study is the following. We assume a wireless sensor
network, made of a large number of nodes with limited processing and commu-
nication capabilities. Each node performs some sensing of a particular confined
area, and sends the result to a data collecting node (called sink) in a multi-hop
fashion, using other nodes as relays. These networks need to provide at the
same time a good coverage of the area to be monitored and a good connectivity
of the network.
Since sensors are usually cheap devices, compared to their deployment costs,
it is not necessary to have full connectivity. As we have seen in Section 4.1,
we can set the node density so that a large fraction of the sensors are well
connected. At the contrary, energy consumption is often a much more critical
variable, because of the limited battery that can be put in a sensor as well as
of the cost of replacing a node that has failed. Energy is consumed by sensors
in their sensing, processing and communicating tasks. Sensing has to be done
at a periodicity dictated by the monitored event. The energy it consumes can
be reduced if the area covered by a single sensor is small (and therefore if
the number of sensors is large enough). Processing and communication energy
consumption depends on the hardware, but also on the way data is aggregated
and medium is accessed. This consumption is the one offering probably the
largest potential for reduction. Indeed, nodes spend a considerable amount of
energy in listening to their neighbors, and as long as none of these neighbors
transmits any data, this energy is simply wasted. Data collection and medium
access control (MAC) schemes need therefore to incorporate energy saving as a
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primary goal, and proposals for such algorithms have recently emerged in the
literature, which show indeed that significant energy savings can be achieved. In
particular, most proposals for energy saving MAC schemes for sensor networks
introduce a sleeping mode for nodes, during which practically no energy is spent
[SC01, WHE02].
Introducing a sleeping mode does however come at some cost. A solution
is to use a Time Division Multiple Access (TDMA) scheme, but this requires
nodes to synchronize with each other quite tightly, which can be a quite com-
plex task in large networks with random node locations and imperfect (drifting)
clocks. Letting the nodes set their wake-up and sleeping times in a decentral-
ized fashion reduces this complexity, but this increases the delay (also called
latency) to transfer information between the sink and a distant node. Pushing
the decentralization to an extreme where nodes go to sleep independently from
each other, which is the solution we adopt in this model, eliminates the com-
plexity of having synchronized clusters of nodes, but at the same time raises
concerns about an increase of the latency of the network. More importantly,
it will not only increase the average latency itself, but it will also increase the
variance of this latency. For some applications, such as spatial data collection
for statistical purposes, this is certainly acceptable, but not for many others
that are much more time-critical. A typical and important example of such a
scenario is the use of sensor network for monitoring an area and sending an
alarm when an abnormal event is sensed occurs (such as in the scenario con-
sidered in Chapter 7). Even if some fixed amount of latency can be tolerated,
a highly variable latency due to the random position of the nodes, the random
radio range, the non-synchronized or even random sleeping and active periods
is much more problematic, and must therefore be studied.
In this chapter, we will show that the ratio between the time elapsed and
the distance traveled by the broadcast message tends to a deterministic con-
stant. Moreover, the asymptotic shape of the region flooded by this broadcast
is circular.
8.1 Decentralized energy saving mechanism
The general strategy we adopt to save energy and yet bound the latency of the
network is as follows.
In the absence of any incoming event or message from a neighbor, nodes
switch between their sleeping and active phases independently from each other.
To save energy, we assume that the sleeping times are much longer than the
active times.
Once a node has sensed an event, it stays active, and keeps sending repeat-
edly this information to its immediate neighbors, which can be reached within a
single hop. The neighbors will only be able to hear the message when they turn
their radio on. When all the neighbors have heard that message, the sensing
node can turn off its radio, and resume its regular on/off schedule. In order to
avoid synchronization, the phase of the on/off schedule is drawn according to
the stationary distribution. The other nodes will then remain active until all
their neighbors have received the message, and so on, until the sink eventually
receives the message.
Remember that nodes are scattered over the domain that needs to be moni-
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tored, according to a Poisson process. We suppose that there is a large number
of nodes, so that the sensing radius can be set to a small value without impact-
ing the coverage of the network. However, since nodes switch between the two
phases independently from each other, there may be quite few active nodes at
any given time t, so that the set of simultaneously active nodes at any particular
time t is always disconnected. This set of simultaneously active nodes represents
however only a snapshot of the network at this particular time. By waiting long
enough, a sufficiently large number nodes will have passed by an active phase, so
that the superposition of all the different snapshots of the network at all times
within an interval becomes supercritical. On this cumulative graph, there is a
path between any sensor and the sink with high probability. While it is rela-
tively easy to show that indeed the network will pass by a supercritical phase if
we wait long enough (as we will show in Proposition 8.2), it is much more diffi-
cult to find how long we have to wait before this path is almost surely present,
that is, to compute the latency. Clearly, the larger the distance between the
sensing node and the sink, the larger the latency. But how does it depend on
this distance? The bounds on the latency, which we establish in Theorem 8.1,
show that it is linear, under the conditions stated in the introduction. The
simulations, run under more general conditions (including propagation delays
on the links, and a random connectivity radius) confirm this finding.
8.2 Blinking Poisson Boolean model
In order to take into account the alternation between the sleeping and active
modes, we introduce a dynamic Poisson Boolean model, where the dynamics is
due to the “blinking” of the nodes. As far as we know, only few dynamic percola-
tion models have been researched mathematically. In the lattice, dynamic bond
percolation have been studied by Ha¨ggstro¨m, Peres and Steif [HPS97, PS98].
Poisson Boolean models with moving points have been studied by van den Berg
et al. [vdBMW97].
The blinking Poisson Boolean model B(λ,R,Z) is a simple modification of
the static Poisson Boolean model. As in the static Poisson Boolean model, the
positions of the nodes are determined by a Poisson point process with intensity λ.
At each node, we attach a disk whose radius is distributed as R (deterministic
or i.i.d. random radii). The dynamics follows from the assumption that the
nodes alternate between on-state and off-state with periods determined by the
stationary i.i.d. Bernoulli processes Z(i), (Z(i) = 1 means that Node i is on and
Z(i) = 0 means that Node i is off ). The distributions of these processes are
equal to the distribution of process Z.
We assume that the lengths of the on/off periods are independent, with the
off periods either constant or exponentially distributed with mean toff , and the
on periods distributed according to an arbitrary distribution with mean ton.
The only purely technical assumption we require for the on periods is that they
have always nonzero length, which we can write as
lim
δ→0
P
[
min
t∈[s,s+δ)
Zt = 1
∣∣ Zs = 1] = 1. (8.1)
This is always the case in practice. On the other hand, assuming that δ < toff ,
116 CHAPTER 8. UNCOORDINATED POWER SAVING MECHANISM
the off periods satisfy
P
[
max
t∈[s,s+δ)
Zt = 0
∣∣ Zs = 0] = { e−δ/toff , if exp-distributed,1− δtoff , if constant. (8.2)
The stationary distribution of Z is given by
pioff
.
= P(Z = 0) =
toff
toff + ton
and pion
.
= P(Z = 1) =
ton
toff + ton
.
Assume that the node density is supercritical, that is, λ > λ∗. From the
point of view of sensor networks, it is interesting to know whether the network
remains connected all the time, despite the alternation between sleeping and
active states. If there is no unbounded connected component of active nodes at
any snapshot, then another question is how long one has to wait in order to get
a completely connected network in the cumulative coverage process. The two
situations are visualized in Figure 8.1 and answers are given by the following
propositions.
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Figure 8.1: Snapshots of the Blinking Poisson Boolean model at some particular time t. The
black disks are the coverage area of the active nodes, the gray ones of the sleeping
nodes. On the left λ > pionλ > λ∗, i.e., there is always an unbounded active
cluster. On the right, pionλ < λ∗ < λ, i.e., all the active clusters are finite a.s.
Proposition 8.1 Assume λ > λ∗. If the Z(i) are stationary on/off processes
with exponential or constant off times and on periods satisfying (8.1), then
P(an infinite cluster exists for all t ≥ 0) = 1, if λ∗ < λpion,
P(there is no infinite cluster for all t ≥ 0) = 1, if λ∗ > pionλ.
Proof: A slightly modified proof from [HPS97]. Let us assume first λpion > λ
∗.
Let  > 0 such that (1− )pion > λ∗/λ and take δ > 0 such that
P
[
min
t∈[0,0+δ]
Zt = 1
∣∣ Z0 = 1] > 1− .
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Then pδ
.
= P
(
mint∈[0,δ] Z
(i)
t = 1
)
> (1− )pion > λ∗/λ for an arbitrary i. Since
events {inft∈[0,δ] Z(i)t = 1}, i = 1, 2, . . ., are mutually independent, we can
consider a thinning of a Poisson process where we take only the nodes which
are active the whole interval [0, δ]. These nodes are distributed according to a
Poisson process with intensity pδλ > λ
∗. Thus
P(an infinite cluster exists for all t ∈ [0, δ]) = 1.
The argument can be repeated for the intervals [kδ, (k + 1)δ] with integer k.
Denote Ek the event that an infinite cluster exists for all t ∈ [k, (k + 1)δ], and
Eck its complement. Then
P
(⋂
k
Ek
)
= 1− P
(⋃
k
Eck
)
≥ 1−
∑
k
P(Eck) = 1.
If λpion < λ
∗, then we consider the nodes which are not sleeping during the
whole interval [0, δ]. By Equation (8.2), for small enough δ,
P
(
max
t∈[0,δ]
Zt = 1
)
< pion + pioffδ/toff < λ
∗/λ.
Thus the intensity of those points is less than the critical intensity and there is
a.s. no unbounded cluster. Again, the countable additivity completes the proof.

Even if pionλ < λ
∗ we can still a have some form of connectivity if we take
into account the cumulative coverage process. Let us define the cumulative
Blinking Boolean model as the the area which has been covered by some active
disk within [0, t].
Proposition 8.2 Assume λ > λ∗. If the Z(i) are i.i.d. stationary on/off pro-
cesses with exponential off-times, then the cumulative connectivity graph on [0, t]
has almost surely an infinite connected component whenever t > toff log
λ−λ∗
λ−λpion .
If the off periods last constant time then the condition is t > toff
λ∗−λpion
λ−λpion .
Proof: The probability that process Z visits at least once the on-state within
[0, t] is
P
(
max
s∈[0,t]
Zs = 1
)
= P(Z0 = 1) + P
[
max
s∈[0,t]
Zs = 1
∣∣ Z0 = 0]P(Z0 = 0)
= 1− pioffP
[
max
s∈[0,t]
Zs = 0
∣∣ Z0 = 0] .
The points of the Poisson process, where the corresponding on/off processes visit
the on-state during [0, t], form a thinned Poisson point process with intensity
1−pioffP
[
maxs∈[0,t] Zs = 0
∣∣ Z0 = 0]. The corresponding Poisson Boolean model
has an unbounded cluster a.s. if λ
(
1− pioffP
[
maxs∈[0,t] Zs = 0
∣∣ Z0 = 0]) > λ∗.
In order to complete the proof, apply Equation (8.2). 
The next section shows how these results are useful for determining the
coverage and connectivity of the network.
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8.3 Sensing coverage and transmission connec-
tivity
Figure 8.2: A sensing coverage on the right and the corresponding transmission network on
the right when transmission radius is 5 times bigger than the sensing radius.
We assume that the radio equipments are alternating between sleep and
active states with mean sojourn times toff and ton and stationary distributions
pioff and pion. The sensing apparatus are either active all the time or they also
interchange according to some on/off processes, with parameters tsoff and t
s
on
and stationary distributions pisoff and pi
s
on.
For the sensing model, we let the radii be random, but for the transmission
model the radii are assumed to be constant and denoted by r = 2rb. Note that
if two disks of radius rb overlap, then the centers are at most r apart. Thus the
radio connectivity graph is determined by Boolean model with disks of radius
rb.
8.3.1 Sensing area
For some networks, the covered fraction of the area is the key property, for others
the probability of unwatched routes through the network. Thus, depending on
the application, either the mean area coverage or the existence of a percolation
cluster are the characteristics which give the conditions for the minimal density
of the sensors.
Assume that each sensor can monitor a disk whose radius is distributed as
R. As explained in the previous section, the mean fraction of area covered is
given by 1 − exp (−λpisonE(R2)). To ensure a covered fraction at least equal
to pA, the average number of active sensors per unit area λpi
s
on has to satisfy
λpison ≥ −1piE(R2) log(1− pA).
Regarding unwatched routes, percolation theory gives the critical intensities
guaranteeing that there is an unbroken net guarding any passage through the
network. To ensure a connected covered area at all instants, it is enough to have
λpison > λ
∗, according to Proposition 8.1.
If alarms are triggered by, for example, slowly moving events, then it is
enough to obtain connectivity over a longer time period. In this case, Propo-
sition 8.2 gives the sufficient conditions with respect to the intensity and the
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mean lengths of the on/off periods. More details on the coverage properties of
sensor networks can be found in [LT03, LBD+05].
8.3.2 Radio connectivity
Connectivity can be seen as the probability that an arbitrary node is connected
to most of the others.
If we assume that the radio range of the devices is significantly larger than
their sensing range, the conditions on the node density given in the above section
lead to a highly super-critical radio connectivity graph (see Figure 8.2). In fact,
almost all the nodes are connected in this case, and there exist highly redundant
routes between nodes. This redundancy is the motivation for letting the nodes
turn off their radio device sporadically.
In our mechanism, at each time instant, the number of nodes with active ra-
dio device is pionλ. This defines a new static Poisson Boolean model B(pionλ, rb).
Depending on the value of pion, the new model can be either super-critical, either
sub-critical, as shown in Proposition 8.1. In order to spare as much battery as
possible, in this work, we choose pion so low that the resulting process is sub-
critical. Even in this case, messages can be carried from almost any node of
the network to almost any other node. More precisely, messages can be ex-
changed between any two nodes that belong to the infinite cluster of B(λ, rb).
The transmission latency with respect to the distance between source and des-
tination nodes is studied in detail in Section 8.4. The case where pion is high
enough to keep the network super-critical at all times will be addressed in future
research.
8.4 Latency
Assume that the node sensing the incoming event is placed at the origin. This
node starts sending an alarm message at time 0. All the active nodes, within
transmission radius 2rb or less, receive the message and they also begin to
broadcast over their own transmission areas. Assuming no propagation delays,
at t = 0 the message has spread to the cluster containing the origin (see Figure
8.3a). A sleeping node inside the set that was already covered by the broadcast
message and that changes its state is called a bridge After the bridge has started
its broadcast, all the new active nodes who receive the message, either directly
from the bridge or via a multi-hop path, are added to the original cluster (see
Figure 8.3b). If the origin belongs to the infinite cluster of B(λ, rb) the process
continues forever, otherwise it stops after finitely many steps.
8.4.1 Linear spreading of alarm messages
In this section we state our main result. Assume that alarm messages are
transmitted over a blinking Poisson Boolean model B(λ, rb, Z). Remember that
it means assuming a constant transmission range 2rb for each sensor. First, we
show that if an alarm occurs in a random place inside the infinite connected
component of B(λ, rb), the latency is asymptotically linear with respect to the
distance to the sink. Secondly, the maximum distance from where the alarm
message can be heard is also behaving asymptotically linearly.
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a) b)
Figure 8.3: Message spreading is shown in gray area. In this picture the disk radii are rrad =
2r. White nodes are sleeping, black nodes active and a bridge is indicated by the
box.
These results allow us to dimension the transmission part of a sensor network.
First of all, they give us tools to tune up the alternation between sleep and active
phase so that the speed of alarm detection meets the predefined requirements.
In addition, if one wants to analyze the interference due to separate alarms
appearing about the same time, maximum message distance can be used to
approximate the area where the messages collide.
Assume that two nodes, located at X and Y , belong to the infinite cluster of
B(λ, rb). Denote by T (X,Y ) the time it takes to transmit an alarm message from
X to Y . The first part of Theorem 8.1 shows that T (X,Y ) is asymptotically
linear in distance |X−Y |. In the second scenario, we fix only the source X, and
denote by GXt the nodes which have received the message at time t. G
X
t is called
the message cluster. Then max |GXt | = max{|y − X| : y ∈ Gt} measures the
maximal transmission distance. This value is shown to be also asymptotically
linear.
Theorem 8.1 If two nodes, located at X and Y , belong to the infinite cluster of
the Poisson Boolean model B(λ, rb), resulting from a blinking Poisson Boolean
model B(λ, rb, Z) with λ > λ∗ > pionλ and Z stationary on/off process with
exponential or constant off-times, then there is a finite strictly positive constant
η such that
(1− )η ≤ T (X,Y )|X − Y | ≤ (1 + )η (8.3)
for any  > 0 whenever |X − Y | is large enough. Moreover, there are finite
strictly positive constants µ and µ such that
µ ≤ max |G
X
t |
t
≤ µ, (8.4)
whenever t is large enough.
We will prove this theorem in the two following subsections. The linearity of
the transmission time between a given pair of points is based on Liggett’s sub-
additive ergodic theorem. The linear growth of the message cluster is proved
by coupling it with a continuum growth model.
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It is important to notice that the constant η only depends on the parameters
of the network — namely λ, r, ton and toff — but not on the random disposition
of the nodes. This value can thus be estimated by simulation, given a set
of parameters, and used to predict the performance of the network before its
deployment.
Proof of Equation (8.3)
We consider first passage percolation in the random graph G(λ, 2rb). Assume
that the random variables Ti satisfy
P(Ti = 0) = pion,
P(Ti > t) = pioff P
(
Zs = 0 ∀s ∈ [0, t]
∣∣ Z0 = 0) ,
i.e., Ti is the time until a node inside the message cluster turns active. If needed,
the propagation delays could also be included in the random variables Ti. To
each oriented edge (Xi, Xj) of the random graph, we attach a time coordinate
(or “delay”) Tj . It is easy to couple the models in such a way that the message
transmission time in a blinking Poisson Boolean model and the first passage
time in the weighted graph are equal, i.e.,
T (X,Y ) = inf
w(X,Y )

 ∑
Xi∈w(X,Y )
Ti


where w(X,Y ) is an arbitrary path joining X and Y . However, notice that the
other paths, except the fastest connection, may arise later in the static delay
model. In the blinking model, when a node turns active inside the message
cluster more than one new link can join the connectivity graph.
Without losing generality, we consider the first passage percolation in the
direction of the x-axis. For any (x, 0) ∈ R2, we denote the index of the nearest
node in the infinite cluster C∞ by i(x) = argmini{|(x, 0)−Xi| : Xi ∈ C∞}. Let
X˜(x) = Xi(x) and T˜ (x, y) = T (X˜(x), X˜(y)) (see Figure 8.4). Next define the
collection of indexed variables by Tm,n = T˜ (mx, nx), for some constant x > 0
Using Liggett’s sub-additive ergodic theorem (Theorem 8.2), we can prove
the following proposition.
Proposition 8.3
lim
n→∞
T˜ (0, nx)
n
= lim
n→∞
T0,n
n
= η(x) a.s.
where η(x) = infn≥1 E
(
T˜ (0, nx)
)
/n.
Theorem 8.2 [Lig85, Liggett’s sub-additive ergodic theorem] Let {Tm,n} be a
collection of random variables indexed by integers satisfying 0 ≤ m < n. Suppose
{Tm,n} has the following properties:
(i) T0,n ≤ T0,m + Tm,n.
(ii) For each n, E(|T0,n|) < ∞ and E(T0,n) ≥ cn for some constant c > −∞.
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(iii) The distribution of {Tm,m+k : k ≥ 1} does not depend on m.
(iv) For each k ≥ 1, {Tnk,(n+1)k : n ≥ 0} is a stationary sequence.
Then:
(a) η
.
= limn→∞ E(T0,n) /n = infn≥1 E(T0,n)/n.
(b) T
.
= limn→∞ T0,n/n exists a.s.
(c) E(T ) = η
Furthermore, if k ≥ 1, {Tnk,(n+1)k : n ≥ 0} are ergodic, then
(d) T = η a.s.
As T0,m is the first passage time from X˜(0) to X˜(mx), and Tm,n the pas-
sage time from X˜(mx) to X˜(nx), it is clear that T0,n is at most T0,m + Tm,n.
Condition (i) is thus verified.
T(0,x)~
T(0,y)~
T(x,y)~
X(x)~
X(y)~X(0)~
0 x y
Figure 8.4: First passage percolation paths. The routes correspond to the fastest paths be-
tween points X˜(0), X˜(x) and X˜(y).
As a first passage time cannot be negative, we have E(Tm,n) ≥ 0, ∀m,n. To
compute an upper bound of E(Tm,n), we consider the shortest path (in distance)
from X˜(mx) to X˜(nx) in B(λ, rb). A sub-optimal strategy is to follow this path,
and wait at each step that the next hop becomes active. In the worst case, the
message has to wait in average toff seconds at each step. We have thus
E(Tm,n) ≤ toffE
(
LX˜(mx),X˜(nx)
)
,
where LX˜(mx),X˜(nx) denotes the length in hops of the shortest path between
X˜(mx) and X˜(nx). Proposition 8.4 will ensure that the latter expected value is
always finite, and thus that Condition (ii) is verified. To prove this proposition,
we need the following two preliminary lemmas.
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x
d
3d/2
d/2y
Figure 8.5: A good rectangle associated with a horizontal edge. It contains a left-right crossing
and a top-bottom crossings in both sub-squares at its ends
Lemma 8.1 [Gri99, page 295] In an independent bond percolation model of
open edge density p˜ > 1/2, we denote by An the event that there exists an
open path in the rectangle Rn = [0, 4n] × [0, n] that joins its left and right
borders ( left-right crossing). There exist constants α < ∞ and γ > 0 such that
Pp˜(An) ≥ 1− αne−γn.
Lemma 8.2 In B(λ, rb), we denote by Cn the event that the origin is sur-
rounded by an occupied circuit (i.e. a circuit entirely included in the occupied
region) that is contained in the frame Fn = ([−n, n] × [−n, n])\([−n/2, n/2] ×
[−n/2, n/2]). There exist constants α < ∞ and γ > 0 such that P(Cn) ≥
1− αne−γn.
Proof: We use a renormalization argument to map the Boolean model to a
discrete model, in a similar way as in Section 6.3. We start by constructing a
square lattice over the plane, with edge length d. For each edge (x, y) of the
lattice, with y = x + (d, 0) or y = x + (0, d), we consider the rectangle [x1 −
d/4, y1+d/4]×[x2−d/4, y2+d/4], as depicted in Figure 8.5. We call a horizontal
rectangle good if there exist in B(λ, rb) an open cluster that crosses it from left
to right, an open cluster that crosses [x1 − d/4, x1 + d/4]× [x2 − d/4, x2 + d/4]
from bottom to top, and an open cluster that crosses [y1−d/4, y1 +d/4]× [y2−
d/4, y2 + d/4] from bottom to top. We define good vertical rectangles in the
same way, except that we exchange left-right with top-bottom. As B(λ, rb) is
supercritical, for any probability p < 1, one can choose d large enough so that
a rectangle is good with probability at least p (see [MR96, Corollary 4.1]).
We then declare an edge open if it is surrounded by a good rectangle, and
closed otherwise. We obtain thus a dependent bond percolation model. How-
ever, if two edges have no common vertex, their states are independent. Our
model is thus a 1-dependent percolation model, which is known to percolate if
p is large enough. More precisely, one can find a product measure µp˜ on this
model, where each edge is open with probability p˜ > 1/2, that is stochastically
dominated by our 1-dependent measure µp [Gri99].
We assume without loss of generality that the vertices of the lattice have the
form (i, j), for i, j ∈ Z. In the bond percolation model with product measure, we
look for left-right crossings in the rectangles [−k, k]× [−k,−k/2] and [−k, k]×
[k/2, k] (their actual size is thus 2kd × kd/2) for some k ∈ N. The probability
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a)
k/2
2k
b)
X
Y
Figure 8.6: a) A frame that surrounds the origin. The four crossings form a circuit. b) The
shortest path from X to Y . It is made of a chain of balls, that cannot overlap any
other ball than their predecessor and successor.
that such a crossing exists is given by Lemma 8.1. The same is true for top-
bottom crossings in [−k,−k/2]× [−k, k] and [k/2, k]× [−k, k]. The probability
that there is a crossing in each of these four rectangles simultaneously is bounded
by
Pµp˜(4 crossings) ≥ 1− 4α′ne−γ
′k. (8.5)
As these crossings overlap at each corner, the origin is surrounded by an open
circuit that is contained in
([−k, k]× [−k, k])\([−k/2, k/2]× [−k/2, k/2])
(see Figure 8.6a). Since the product measure µp˜ is dominated by the 1-dependent
measure, the crossings appear with higher or equal probability than in the in-
dependent case. Therefore,
Pµp(4 crossings) ≥ Pµp˜(4 crossings).
Moreover, our construction is such that the existence of an open circuit in the
discrete model implies that B(λ, rb) ∩ ([−kd, kd] × [−kd, kd])\([−kd/2, kd/2] ×
[−kd/2, kd/2]) contains a component that surrounds the origin, which is the
event we want. The final result is obtained by letting α = 4α′ and γ = γ′/d in
(8.5). 
Proposition 8.4 If X and Y are two points of a Boolean model, located at
finite distance, that belong to the same cluster, and let LXY be the number of
hops in the shortest path between them. Then E(LXY ) is finite.
Proof: We assume without loss of generality that X = (x, y) and Y = (−x,−y),
and consider a frame Fn, as defined in Lemma 8.2, with n > 2
√
x2 + y2. If this
frame contains an occupied circuit, then the shortest path from X to Y is
included in the square [−n, n]× [−n, n].
On the other hand, the shortest path is made of a chain of balls of radius
r, and it is impossible that a ball overlaps more than two other balls of the
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path. Otherwise, one could remove one ball and shorten the path. Therefore,
a ` hops path must contain at least `/2 disjoint balls (see Figure 8.6b). The
surface occupied by the path is thus at least pir2`/2. As the path is contained
in a square of surface 4n2, the length of the path cannot exceed ` ≤ 8n2pir2 .
Therefore, P
(
LXY ≤ 8n2pir2
)
≥ P(Cn). Combining this with Lemma 8.2 gives
P
(
LXY >
8n2
pir2
)
≤ 1 − P(Cn) ≤ αne−γn. Thus, we can find m large enough so
that for k ≥ m, P(LXY > k) ≤ αbr
√
kpi/8ce−γbr
√
kpi/8c. We can finally upper
bound the expected value of the length of the shortest path:
E(LXY ) =
∞∑
k=0
P(LXY > k)
=
m−1∑
k=0
P(LXY > k) +
∞∑
k=m
P(LXY > k)
≤ m +
∞∑
k=m
αbr
√
kpi/8ce−γbr
√
kpi/8c < ∞.

Conditions (iii) and (iv) are clearly verified, as Tm,n is defined in a station-
ary way. The following lemma is to prove that the sequence {Tn,n+1} is ergodic.
In fact, we show that it is mixing (i.e., roughly speaking, asymptotically inde-
pendent), which is a stronger property.
Lemma 8.3 The sequence {Tn,n+1}, n ≥ 0 is mixing.
Proof: We compute T0,1 by the following construction: we consider the square
Bk of edge length kx centered at the origin. We denote by Ck the largest
occupied connected component of Bk ∩ B(λ, rb), and by
X˜(k)(y) = Xargmini{|(y,0)−Xi|:Xi∈Ck}
the closest point to (y, 0) of Ck. We then define T
(k)
0,1 as the transmission time
from X˜(k)(0) to X˜(k)(x). We observe that when k goes to infinity, as B(λ, rb) is
supercritical, the largest occupied component in Bk is C∞ ∩Bk. Moreover, as a
consequence of Proposition 8.4, the shortest path between X˜(k)(0) and X˜(k)(x)
is finite. Thus we have that limk→∞ T
(k)
0,1 = T0,1 almost surely and therefore,
lim
k→∞
P
(
T
(k)
0,1 < t
)
= P(T0,1 < t) , ∀t ∈ R.
We consider now the translation S(x,0) over the vector (x, 0) in R2. Clearly
we have Sn(x,0)(T0,1) = Tn,n+1. Similarly, we define T
(k)
n,n+1
.
= Sn(x,0)(T
(k)
0,1 ). The
same property is true for the translated variables
lim
k→∞
P
(
T
(k)
n,n+1 < t
′
)
= P(Tn,n+1 < t
′) .
The same is true for the combination of two events
lim
k→∞
P
(
(T
(k)
n,n+1 < t) ∩ (T (k)m,m+1 < t′)
)
= P((Tn,n+1 < t) ∩ (Tm,m+1 < t′)) .
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Finally, we can show that the sequence {Tn,n+1} is mixing by setting m = n+2k:
lim
k→∞
P((Tn,n+1 < t) ∩ (Tn+2k,n+2k+1 < t′))
= lim
k→∞
P
(
(T
(k)
n,n+1 < t) ∩ (T (k)n+2k,n+2k+1 < t′)
)
= lim
k→∞
P
(
T
(k)
n,n+1 < t
)
P
(
T
(k)
n+2k,n+2k+1 < t
′
)
= P(Tn,n+1 < t) P(Tn+2k,n+2k+1 < t
′) , ∀t, t′ ∈ R.
The second equality follows from the fact that T
(k)
n,n+1 and T
(k)
n+2k,n+2k+1 are
independent, as they depend on the realization of the blinking Boolean model
on two disjoint squares. 
Now we have seen that Tm,n satisfies all the conditions of Theorem 8.2
and thus proved Proposition 8.3. Proposition 8.5 presented in the next section
ensures that η(x) > 0.
Finally, we should show that ∆nx = X˜(nx)− (nx, 0) does not play any role
asymptotically and that the discrete limit can be replaced by a continuous one.
Although both claims are quite evident, we give a short sketch of their proof.
Lemma 8.4 limy→∞
T (X˜(0),X˜(y))
|X˜(0)−X˜(y)| = η a.s.
Proof:(Sketch) For independent bond percolation with p > p∗(Zd), d ≥ 2,
there exists α > 0 such that P(Bk ∩ C∞ = ∅) ≤ e−αk (see e.g. [GM90]). Using
Borel-Cantelli and the same mapping from Poisson Boolean model to discrete
percolation as in Lemma 8.2, shows that ∆nx/nx → 0 a.s.
Consider rational tn = nq = nk/m, k,m ∈ Z+ and denote T t = T˜ (0,tx)t .
Then Tnk → η(x), since {T nk} is a subsequence of {T n} which converges to
η(x) by Proposition 8.3. Also by Proposition 8.3, T˜ (0,nqx)n → η(qx) a.s. Thus
Tnq → η(qx)/q a.s. Since {T nk} ⊂ {T nq}, they have the same limit, i.e.,
η(qx)/q = η(x). Thus
lim
tn→∞
T˜ (0, tnx)
tnx
= η(1)
.
= η a.s.

Proof of Equation (8.4)
The lower bound in Inequality (8.4) follows directly from (8.3). The next propo-
sition gives the upper bound. Assuming a source at the origin, let Gt denote
the nodes which have received the message at time t and St the area covered
by these nodes if a disk of radius 2rb is attached to each of them. Naturally,
Gt ⊂ St.
Proposition 8.5 Consider the blinking Poisson Boolean model B(λ, rb, Z) with
λ > λ∗. If pionλ < λ∗, then there is µ > 0 such that almost surely
max |St|
t ≤ µ
for all sufficiently large t.
The claim is proved by showing that St can be bounded above by a con-
tinuum growth model (see Appendix C.1) which is driven by a Poisson point
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process with intensity λpioff/toff and an exponentially bounded disk size distri-
bution.
Set T0 = 0. At time epochs Ti > 0, i = 1, 2, . . . one of the off-nodes
inside STi−1 , denoted by Xi, changes its state and St possibly grows. C(Xi)
.
=
STi\STi−1 determines the new area which receives the message at time Ti (shown
in light gray in Figure 8.7). We will first show that C(Xi) can be bounded by
disks B(Xi, Di) with i.i.d. Di. This follows from the cluster size distribution in
a sub-critical regime of a Poisson Boolean model.
Let A B denote the event that sets A and B intersect the same cluster.
Lemma 8.5 [MR96, Theorem 2.4] Consider Poisson Boolean model B(λ,R)
where R satisfies 0 ≤ R ≤ r for some r < ∞. Assuming E(diam(W ({0}))) < ∞
then there exist positive constants C1 and C2, depending on λ and the dimension
d, such that
P(S  B(0,m)c) < C1 exp(−C2m)
for an arbitrary bounded set S.
Lemma 8.6 If pionλ < λ
∗, then C(Xi) ⊆ B(Xi, Di) a.s., where Di are i.i.d.
with
P(Di > a) < C1 exp(−C2a) (8.6)
for some positive constants C1 and C2.
Proof:
Figure 8.7: Conditioned (light gray), unconditioned increments (black circles) and the cou-
pling disk (the largest circle). The radii of the disks are r = 2rb.
Let Φ be an arbitrary point process. For a Boolean model with disks centered
according to Φ and radii rb, let Wrb(A, Φ) denote the union of the occupied
clusters intersecting set A and W˜rb(A, Φ)
.
= {x : |x − (A ∪ Wrb(A, Φ))| ≤ rb}
the set where the message is heard.
When S grows at t = Ti, all the possible new points, except the bridge
Xi, are outside STi−1 . In S
c
Ti−1 the active nodes are distributed according to
a stationary Poisson point process with intensity λpion which we denote by Φi.
Thus
C(Xi) = W˜rb(B(Xi, rb), Φi(S
c
Ti−1)) \ STi−1.
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This set can be drawn without any information about nodes in ScTi . Thus the
increments C(Xi) can be determined using a sequence of i.i.d. Poisson processes
Φi. Moreover,
C(Xi) ⊆ W˜rb(B(Xi, rb), Φi)
since neglecting the conditions with respect STi−1 gives naturally a larger set
(see Figure 8.7).
Finally, let Di = diam(Wrb(B(Xi, rb)) + 4rb so that
C(Xi) ⊆ B(Xi, Di).
Applying Lemma 8.5 yields that Di satisfies (8.6). 
Next we show that the process indicating when and where a bridge appears
can be stochastically bounded by a Poisson process in R3. In other words, the
Poisson point process includes all the bridges (plus infinitely many more), it
preserves the opening order, and each bridge opens earlier than it was originally
scheduled.
Lemma 8.7 If the sleeping periods are either constant or exponentially dis-
tributed, then the bridge process can be coupled with a stationary Poisson point
process in R3 of intensity λpioff/toff .
Proof: Let {X0i } denote the bridges in S0 with opening times {T 0i }. At time
t = 0, the Xi are distributed according to Poisson point process with intensity
λpioff . If Ui ∼ Uniform(0, toff), then points (X0i , Ui) ∈ S0×[0, toff ] are distributed
according to a Poisson point process with intensity λpioff/toff . Thus if the T
0
i
are uniformly distributed then we know that they all appear according to a
Poisson process on S0 × [0, toff ]. On the other hand, if the T 0i are exponentially
distributed, they can be coupled with the Ui by
T 0i = −toff log(1− Ui/toff) ≥ Ui
and thus with the Poisson point process with intensity λpioff/toff .
The same reasoning holds for any new set added to the cluster. 
Proof: (For Proposition 8.5) By Lemma 8.6, we bound each new set added
to the message cluster by disks with i.i.d. radii with cumulative distribution
satisfying (8.6). By Lemma 8.7, each of the bridges originating an increase of
the message set are included in a Poisson point process in R3 with intensity
λpioff/toff . Thus applying Theorem C.1 (shown in Appendix C.1) completes the
proof. 
8.4.2 Duration of a transmission phase
When a node receives or generates a message, it keeps transmitting until its
neighbors have received the message. From an energy consumption point of
view, it is important to know how long this transmitting phase will last. As-
suming that the node is connected to the infinite cluster, then — in principle —
it would be enough that the “optimally” located neighboring nodes receive the
message. However, in order to maximize the speed at which messages travel,
we define the broadcast duration as the time until all the neighboring nodes
have received the message with probability pb. Furthermore, we assume here
that the emitter ignores its neighborhood and receives no feedback from the
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receivers. Although it would be easy to achieve better conditions by designing
an appropriate protocol, we only consider this simple mechanism.
Given the transmission radius r = 2rb of the sensors, there is a Poisson
distributed number of sensors inside its transmission range. In a worst case
scenario, we assume that all the nodes are in sleeping mode at the time when the
broadcast starts. If the sleeping periods are of constant length, then the natural
and 100% safe broadcasting duration is toff + ∆, where ∆ is the propagation
delay. Otherwise, we assume that the off periods of the neighbors, Tk, k =
1, . . . , N , are exponentially distributed and N ∼ Poisson(λpir2). In order to be
pb sure that every node receives the message, the broadcasting time tb has to
satisfy
P
(
max{Tk}Nk=1 < tb
)
=
∞∑
k=0
(λpir2)k
k!
e−λpir
2
(1− e−tb/toff )k
= exp
(
λpir2e−tb/toff
)
< pb.
Thus, if the broadcasting time tb satisfies
tb ≥ toff log
(
λpir2
− log pb
)
+ ∆,
then it is pb sure that every node in its neighborhood gets the message.
8.4.3 Simulation studies
We have performed a series of simulations to validate the results concerning
latency presented in Section 8.4.1. These numerical studies clearly agree with
the analytical results on the linear spreading rate. Although Theorem 8.1 is
stated only for constant transmission radii, the simulations suggest that it is
also valid for random transmission radii.
All the simulations were run with intensity λ = 3. The sleeping periods
were drawn from an exponential distribution with mean toff . The size of the
area which is reached by the message at time t is measured by max |Gt| =
argmax{|x| : x ∈ Gt} and the spreading rate is estimated by
µˆ =
E(max |Gt|)
t
.
Simulations of the growth of the message cluster with varying period lengths
ton and toff are shown in Figures 8.8 and 8.9. In principle, only the ratios
ton/(toff + ton) and toff/(toff + ton) matter. By a simple time scaling argument
toff (or ton) can be taken as the time unit. This mapping, of course, changes the
actual value of µ. For fixed toff , decreasing the lengths of the active periods does
not really worsen the performance when ton is small enough. This is natural,
since for very small values of ton, almost all the sensors are sleeping when the
message arrives in their range so that the time to wait for a wakeup determines
the transmission speed.
When ton is fixed, increasing toff naturally decreases the message spreading
velocity. However, toff is the determinant factor for energy saving, especially if
switching on the radio is costly. Therefore, the lower part of Figure 8.9 presents
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Figure 8.8: Maximum connection distance from the origin for different active periods. Ten
independent simulations with parameters λ = 3, rb = 1, toff = 1, and ton =
0.1, 0.2, 0.3
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Figure 8.9: Estimation of growth rates. Parameters λ = 3, rb = 1. 100 independent simula-
tions per estimate.
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the real trade-off in this mechanism. We observe that the curve decreases very
fast at the beginning, meaning that allowing the nodes to sleep for some time
costs a lot of latency. But afterward, increasing the sleeping period has less
impact, as the curve becomes flatter.
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Figure 8.10: Maximum connection distance from the origin for the models with constant or
Uniform(0.5, 1.5) distributed radii. Ten independent simulations with parameters
λ = 3, toff = 1, ton = 0.1
The effect of allowing random radii can be seen in Figures 8.10 and 8.11. The
main difference between constant and random radii models is that in the latter
longer jumps are possible. The other difference is that the mean covered area
is larger in the random case, since E
(
R2
) ≥ (E(R))2. This naturally results in
better connectivity. However we observe that the qualitative behavior is similar.
Actually, most of the proofs presented in this chapter can be easily extended
to the random radii model, and we conjecture that all our results hold for this
model.
Figure 8.12 shows the impact of propagation delays on the message spread-
ing. The asymptotic behavior is qualitatively conserved, as predicted. The
quantitative impact is also tiny, if we consider the realistic case where delays
are short compared to ton and toff .
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Figure 8.11: Models with rb = 1 and R ∼ Uniform(0.5, 1.3). Estimated maximum growth
rates. Parameters λ = 3, toff = 1, ton = 0.1
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Figure 8.12: Model with propagation delays. Maximum connection distance from the origin.
Ten independent simulations with parameters λ = 3, rb = 1, toff = 1, ton = 0.2
and ∆ = 0, 0.05, 0.5, 5.
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Figure 8.13: Model with propagation delays. Estimated growth rates. Parameters λ = 3,
rb = 1, toff = 1, delays 0.05, 0.5 and 5. Estimates based on 100 independent
simulations.
8.5 Conclusion
The blinking Poisson Boolean model is suited for sensor networks where nodes
switch between a sleeping and an active phase. Even though their switching
on/off schedules are not coordinated at all, their positions are random, and
the average durations ton and toff are such that the number of active nodes at
any particular time is so low that the network is always disconnected, we have
proved that any message (alarm) generated by a sensor will reach the sink in a
time proportional to the distance between the sensor and the sink. The value
of the rate of this linear growth does not depend on the random locations of the
nodes, but only on the parameters λ (node density), r (connectivity range), ton
and toff (average active and sleeping durations).
Chapter 9
Conclusion
Throughout this dissertation, we have been applying percolation theory to in-
vestigate the structure and properties of wireless multi-hop networks. When the
number of nodes becomes large, the network must be considered as a macro-
scopic object, that acquires properties that are not observable at a smaller scale.
We saw in Chapter 2 that the dimensionality of the network plays a crucial
role in the connectivity of the network. In one dimension, the use of base
stations is necessary for keeping the network connected. On the contrary, in
two dimensions, the percolation phenomenon implies the existence, under some
conditions, of a unique unbounded cluster of connected nodes. This cluster
forms the actual network, whereas other (bounded) clusters provide no useful
contribution, and are said to be disconnected.
We proved in Chapter 3 that such a cluster may exist even in very pessimistic
conditions, namely when all nodes emit at the same time. Moreover, the fraction
of nodes belonging to the unbounded cluster can be made arbitrarily close to
one by adapting the parameters, independently of the network size. In other
words, the fraction of connected nodes remains constant when the network size
increases. This partial connectivity is thus a perfectly scalable property, as
opposed to full connectivity, which is very costly in terms of network resources.
We showed in Chapter 5 that partial connectivity also scales under a very general
information theoretic definition of connectivity.
The quality of connectivity has however a cost. We have seen in Chapter
4 that there is a clear trade-off between connectivity and throughput between
sources and destinations. Indeed, long range links cannot achieve a high data
rate because of the background noise and interferences.
The result presented in Chapter 6 is a good example of this trade-off. We
showed that a throughput per node of order 1/
√
n is achievable in the random
networks scenario introduced by Gupta and Kumar [GK00]. This throughput
can be achieved by adjusting the connectivity at the right level. In the proposed
scheme, we require that only a fraction of the nodes participate to the relaying
of the packets, allowing for some disconnected clusters. This allows to keep
the node’s connectivity range bounded, thus preventing excessive interference.
However, we showed that the giant cluster has sufficient regularity properties to
allow for deterministic routing. This choice optimizes the overall throughput of
the network, achieving a better bound than in previous works.
We studied further properties of the unbounded cluster in Chapters 7 and 8.
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We looked first at the distance between an arbitrary location and the giant com-
ponent, and proved that this distance is bounded from above by an exponential
variable. This result can be applied to sensor networks, for bounding the time
before a mobile object hits a network of interconnected sensors. In Chapter 8,
we looked at the unbounded cluster in a multi-hop network using first passage
percolation. This approach differs from the standard percolation approach be-
cause it does not only look at connectivity, but at the shortest paths length in
a weighted graph. The result we obtain in this chapter confirms that the giant
component exhibits some regularity properties (from a macroscopic viewpoint),
since these lengths are proportional to the actual distance traveled. We applied
this result to the case where nodes implement a uncoordinated energy saving
mechanism, and proved that messages travel with an asymptotically constant
speed in such networks.
9.1 Future research
There are still many possible promising applications of percolation theory to
wireless multi-hop networks. In this section, we give three directions, that could
be natural extensions of this work.
Synchronization and stability
In Chapters 6 and 8, we intensively used the properties of the giant cluster to
show our results, once in the context of throughput and once in the context of
propagation delay. The structure of the giant cluster can however still be ex-
plored in other contexts. For instance, it would be very interesting to study the
behavior and stability of a synchronization mechanism: assume that nodes ex-
change locally their current time, in order to synchronize their reference clocks.
What would be the critical density for having coherent time throughout the
whole network? Intuitively, we guess that below a certain threshold, even if the
network is still super-critical, the interaction between nodes may be too weak to
maintain a stable state. Several islands, each having its own time, may appear.
There should thus be a new threshold, below which the protocol is unstable.
Furthermore, in the stable case, there are still many questions that can be
addressed using percolation. For example, what is the maximum time difference
between two nodes located at a certain distance from each other? It would also
be interesting to check whether this difference is proportional to the distance.
Clock synchronization is only an example, and the same questions apply to any
protocol that intends to establish an kind of consensus in the network.
Mobility
In Chapter 7, we looked at a scenario with some (very limited) mobility. An
open question is what happens if all sensors are moving. What is the impact on
the detection time? It is already well known that under mild mobility models
(including constant speed straight line motion addressed in this work), the node
distribution if still Poisson at any instant, and the giant cluster exists a.s. at
any instant as well. The same problem could thus be addressed in the fully
mobile case, and we expect similar results.
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Moreover, the choice of mobility model may affect the results. It would thus
be interesting to study other mobility models, like Brownian motion, which
would be a good counterpart to straight line motion.
More generally, connectivity in mobile multi-hop networks is not well under-
stood yet, and few papers address this issue. In particular, the computation of
the distribution of the connected and disconnected epoch of the nodes is still
an open problem.
Directed connectivity graphs
In this work, we assumed isotropic wave propagation. We argued that this as-
sumption is very conservative, in terms of connectivity, since non-circular shapes
percolate better than disks. Therefore, it would be clever to use of directional
antennas in multi-hop network, to intentionally make wave propagation non-
isotropic, even with random directions.
It would thus be interesting to study connectivity with non-isotropic atten-
uation functions. The first option for doing that is to use the Boolean model
with non-circular grains. However, this approach does not model the antenna’s
directive gain appropriately. We think that there is a need for a new model
here.
Furthermore, the use of directional antennas certainly leads to a large pro-
portion of unidirectional links in the connectivity graph. Such links are usually
considered useless, because of protocol issues (for example acknowledgments).
The study of the size of the loops in directed graphs would thus help deciding
on the usability of those links. Very simple protocols without acknowledgments
could also make use of unidirectional links, for broadcasting or synchronization
purpose for example. Percolation in directed graph is thus a valuable research
topic, and has, to our knowledge, received very little attention so far.
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Appendix A
Appendices for Part I
A.1 Derivation of the lower bound to the prob-
ability of connection in one-dimensional hy-
brid networks
We start from the expression
P+cb ≥ 2
(
1− e−λr) e−λ(L−4r)e−λr/2
−2λre−λr − 1 (1− e−λr)2 e−λ(L−2r)e−λr .
The right-hand side can be put in the following form:
P+cb ≥ 1−
(
1− (1− e−λr)e−λ( L2 −r)e−λr
)2
−2(1− e−λr)e−( λL2 −2r)e−λr
[
e−λre
−λr − 1
]
− 2λre−λr. (A.1)
Observing that for any x > 0 and α > 0, we have
1− (1− αe−x)2 ≥ 1− (1− α(1− x))2 ,
we can transform the first line of (A.1) as follows:
1−
(
1− (1− e−λr)e−λ( L2 −r)e−λr
)2
≥ 1−
(
1− (1− e−λr)(1− λ(L
2
− r)e−λr)
)2
= 1− e−2λr
(
1 + λ(
L
2
− r)(1− e−λr)
)2
= 1− e−2λr
(
1 +
λL
2
−
(
λr +
λ(L− 2r)
2
(1− e−λr)
))2
139
140 APPENDIX A. APPENDICES FOR PART I
By developing the square, and rearranging the terms, we obtain a bound to the
first line of (A.1)
1−
(
1− (1− e−λr)e−λ( L2 −r)e−λr
)2
≥ 1−
(
1 +
λL
2
)2
e−2λr + 2λre−λr + λ2r(L− 3r)e−2λr + 2λ2r2e−2λr
+λ(L− 2r)(1− e−λr)e−2λr
(
1 +
λ(L− 2r)(1 + e−λr)
2
)
. (A.2)
The second line of (A.1) can be expanded using Taylor series:
1−
(
1− (1− e−λr)e−λ( L2 −r)e−λr
)2
≥ 2(1− e−λr)
(
1− λ(L
2
− 2r)e−λr
)(
1− (1− λre−λr + (λr)
2
2
e−2λr)
)
−2λre−λr
Developing and rearranging the terms, we obtain
1−
(
1− (1− e−λr)e−λ( L2 −r)e−λr
)2
≥ −2λre−2λr − λ2r(L− 3r)e−2λr(1− e−λr)
+λ3r2(
L
2
− 2r)e−3λr(1− e−λr) (A.3)
Combining (A.2) and (A.3) we obtain
P+cb ≥ 1−
(
1 +
λL
2
)2
e−2λr + λ2r(L− 3r)e−2λr + +2λ2r2e−2λr
λ(L− 2r)(1− e−λr)e−2λr
(
1 +
λ(L− 2r)(1 + e−λr)
2
)
+λ3r2(
L
2
− 2r)e−3λr(1− e−λr)
≥ 1−
(
1 +
λL
2
)2
e−2λr
A.2 Percolation in the STIRG model with
bounded support attenuation function
The existence of a percolation phenomenon in the STIRG model was proved for
the first time in [DBT03]. The proof presented in this paper, however, requires
the assumption that the attenuation function L(·) has a bounded support. Fur-
thermore, the existence of a giant component in H(γ, λ) for non-zero γ was
proved only for node densities higher than a certain value λ′. We know from
Section 3.2.3 that there exist non-zero values of γ such that the model percolates
whenever λ > λ∗, where λ∗ is the percolation threshold for the Boolean model
H(0, λ).
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Figure A.1: Mapping
The assumptions in [DBT03] make indeed the model much simpler, since
the dependence between edges has a limited range; only nodes in a bounded
neighborhood of the receiver can interfere with a given transmission. The proof
presented initially in [DBT03] makes extensive use of this finite range depen-
dency. In this appendix, we present an alternative proof for the same result,
that is particularly simple and elegant. This proof was proposed by Artyom
Sapozhnikov, and requires the following assumption on L(·):
1. L(x) ≤ 1 for all x ∈ R2.
2. L(x) = 0 for all x ∈ Ac, with A a bounded subset of R2.
3. There exists d > 0 such that ||x|| ≤ d implies L(x) ≥ m, for some m > βN0P
We prove then the following theorem.
Theorem A.1 Suppose that the attenuation function L(·) satisfies the assump-
tions [1–3]. There exist a density λ′ < ∞ and a function γ∗(λ) > 0 such that if
λ > 0 and γ < γ∗(λ), then H(γ, λ) contains an unbounded connected component.
Proof: (sketch) We start by mapping the STIRG model onto a site percola-
tion model as follows. We set D
.
= diam(A), where A is the bounded set of
Assumption [2], and
s
.
= 1 +
⌈
2
√
5D
d
⌉
.
Thus we have
||x|| > D ⇒ L(x) = 0.
Next, we divide the plane into squares of size ds/
√
5. Then, each square can be
re-divided into s2 little squares of size d/
√
5, as depicted in Figure A.1.
We declare each big square open if it fulfills the two following conditions:
C1 Each little square of the central column and of the central row contains
at least one point (see Figure A.1).
C2 The square contains no more than M points.
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We will specify the value of M later. The attentive reader will notice that the
two conditions are incompatible if M < 2s− 1.
The probability that Condition C1 is fulfilled (denoted here by P(C1)) can
be made arbitrarily close to one by increasing the node density λ. Then, once
we chose λ, we can make P(C2) arbitrarily close to one by increasing the value
of M . Since P(C1 ∩ C2) ≥ P(C1) + P(C2) − 1, we can choose λ and M such
that P(C1 ∩ C2) > psite, where psite is the critical threshold for site percolation.
By construction, the squares are declared open independently from each-
other, since Conditions C1 and C2 regard the realization of the Poisson point
process inside each square only. Thus we can choose λ and M such that the
squares form a super-critical site percolation model.
To conclude the proof, we have to show that if there is an unbounded clus-
ter of open squares in the site percolation model, then H(γ, λ) contains an
unbounded connected component for some strictly positive value of γ. Let us
choose
γ =
1
2β(M − 1)
(
m− βN0
P
)
. (A.4)
We have clearly γ > 0 because of Assumption [3]. We consider now two open
adjacent squares, and the sequence of little squares joining the two centers, as
depicted in Figure A.2. As there are at most 2M nodes in the two big squares,
the interference inside the little squares is at most (2M −2)P , since the emitter
and receiver are counted in the 2M nodes, and since L(x) ≤ 1. On the other
hand, since each little square contains at least one node, and since the distance
between two nodes Xi and Xj in consecutive little squares is less than d, the
SINR reads
PL(Xi −Xj)
N0 + γ
∑
k 6=i,j PL(Xk −Xj)
≥ Pm
N0 + γ(2M − 2)P
=
Pm
N0 +
P
β
(
m− βN0P
)
= β,
This means that there is a link between the nodes of each pair of adjacent little
squares of the sequence, joining the two centers. Therefore, the centers of all
adjacent open big squares are connected in H(γ, λ), and an unbounded cluster
of open squares implies an unbounded connected component in H(γ, λ). 
A little modification of the above proof allows to show that percolation
occurs also in the TDMA scheme presented in Section 3.4.
Corollary A.2 Suppose that the attenuation function L(·) satisfies the As-
sumptions [1–3]. There exist a density λ′ < ∞ and a function t∗(λ) > 0 such
that if λ > 0 and t > t∗(γ, λ), then Ht(γ, λ) contains an unbounded connected
component.
Proof: The result is obtained by replacing Condition C2 with the following:
C2’ During each time slot, the square contains no more than M active points.
An important difference is that here, since γ is fixed, we cannot choose M .
Instead, we compute M similarly as in (A.4)
M = 1 +
⌊
1
2βγ
(
m− βN0
P
)⌋
.
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Figure A.2: Two adjacent open squares
The new condition C2’ is in fact t times Condition C2 applied to a point
process of intensity λ/t. Therefore, the probability that C2’ is verified can be
computed as follows:
P(C2’) = P(C2)t
= P(N ≤ M)t
≥ P(N ≤ 1)t
=
[
exp
(−λd2s2
5t
)
+
λd2s2
5t
exp
(−λd2s2
5t
)]t
=
(
1 +
λd2s2
5t
)t
exp
(−λd2s2
5
)
.
We observe that this expression tends to one when t goes to infinity. Therefore,
P(C2’) can be made arbitrarily close to one by choosing t sufficiently large. The
remainder of the proof is identical to the proof of Theorem A.1. 
A.3 Invariance with respect to scaling
We consider a function that fulfill the following property:
l(ax)
l(ay)
=
l(x)
l(y)
∀x, y, a > 0
It follows from the above equality that
l(ax)
l(x)
=
l(ay)
l(y)
= c(a),
because x and y can be arbitrary chosen. Thus we have
l(ax) = c(a)l(x), ∀a, x 6= 0.
By letting x = 1 in this last equality, we find that
c(a) =
l(a)
l(1)
,
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and thus
l(ax) =
l(a)l(x)
l(1)
∀a, x 6= 0
Let us consider now a transform of l:
L(x)
.
= log (l(ex))
This new function is affine:
L(x + y) = log
[
l(ex+y)
]
= log [l(exey)]
= log
[
l(ex)l(ey)
l(1)
]
= log [l(ex)] + log [l(ey)]− log[l(1)]
= L(x) + L(y)− L(0),
and thus
L(x) = αx + L(0)
for some constant α. We finally compute then the original function l(x):
l(x) = exp {L [log(x)]}
= exp [α log(x) + L(0)] = l(1)xα.
Appendix B
Appendices for Part II
B.1 Shot-noise
We start this section by introducing some notation. For a set A ⊂ Rd and a
point x ∈ Rd, we define the set A + x as follows:
y ∈ A + x iff y − x ∈ A.
Then we define the shift operator Sx as follows: for a random measure N and
a Borel set A,
SxN(A) = N(A + x).
We define now formally the shot-noise process built on a two-dimensional
Poisson point process, and prove an ergodic result in Theorem B.1.
Let Φ be a Poisson point process of intensity λ in Rd, and denote by {Xk}
the points of this process. We define the shot-noise as
I =
∫
Rd\{0}
f(x)Φ(dx) =
∑
k
f(Xk)
for some positive function f such that∫
Rd
f(x)dx < ∞.
Given a constant M > 0, we define by Y the random counting measure that
counts the number of points of Φ such that the value of the shot-noise at this
point is less than M :
Y (A) =
∫
A
1E(SxΦ)Φ(dx)
where E is the event
E = {I < M}.
The mean density of the new point process Y is clearly equal to the intensity
of Φ, namely λ, times the Palm probability P0(E) of the event E. Because of
the properties of the Poisson point process, the Palm probability of this event is
equal to the regular probability P(E). The mean density of Y is therefore equal
to λP(E).
Before stating the main theorem of this Appendix, we need the following
definition:
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Definition B.1 A sequence {An} of bounded Borel sets in Rd is a convex av-
eraging sequence if
1. each An is convex
2. An ⊂ An+1 for n = 1, 2, . . .
3. r(An) →∞, where r(A) = sup{r : A contains a ball of radius r}.
Theorem B.1 For a convex averaging sequence {An} of Borel sets in Rd, as
n →∞ we have
Y (An)
`(An)
→ λP(E),
where `(An) denotes the area of An.
This theorem follows directly from Theorem B.2 stated below, and the obser-
vation that the point process Y is stationnary and ergodic, since the underlying
point process Φ is stationnary and ergodic. Then we use Proposition 10.3.III in
[DVJ88] to prove that Y is also metrically transitive, since it is ergodic.
Theorem B.2 (Corollary 10.2.V in [DVJ88]) Let ξ be a stationary and
metrically transitive random measure on Rd with finite mean density m, and
{An} a convex averaging sequence of Borel sets on Rd. Then as n →∞,
ξ(An)/`(An) → m (a.s. and in L1 norm).
Appendix C
Appendices for Part III
C.1 Continuum growth model
Continuum growth model is a model for a spreading infection. Assuming that an
infection has spread to set St at time t, the time until the next outburst occurs
somewhere in St is exponentially distributed with parameter λvd(St) and the
location of the outburst is uniformly distributed over St. Outburst are assumed
to be balls with i.i.d. random radii. This model was first studied by Deijfen
[Dei03] (see also Deijfen, Ha¨ggstro¨m and Bagley [DHB04]).
Formally, Continuum growth model is defined as follows. We start with a
stationary Poisson point process N = (Xk, Tk)k ∈ Rd+1 with Xk ∈ Rd. The
Poisson process has intensity λ and the points laying inside a set G are denoted
by N(G) = G ∩N . For each Xk we attach a ball B(Xk, Dk) = Bk ⊂ Rd which
is centered at Xk and has a random radius Dk. Assume the radii Dk i.i.d. with
a common cumulative distribution function F .
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Figure C.1: Continuum growth model in R2. St is shown by the shaded area.
Let us enumerate points of N as follows. Let X0 = 0, T0 = 0, D0 = γ, and
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S0 = B(0, γ) = B0. Given (Xk, Tk, Dk), k = 0, . . . , n,
Tn+1 = inf
k
{Tk : Tk > Tn, (Xk, Tk) ∈ N(
n⋃
i=0
Bi × R)}.
For each Tn there is (a.s. unique) Xn and a random radius Dn.
Continuum growth process St ⊂ Rd is a Markov process which is constructed
from the sequence of the Bi:
St =
n(t)⋃
i=0
Bi,
where n = infk{k : Tk ≥ t}. Figure C.1 shows an example where St ⊂ R.
For our purposes, the main property of Continuum growth model is that the
size of the infected area grows asymptotically linearly.
Theorem C.1 [DHB04] Fix d ≥ 1 and consider the d-dimensional continuum
growth model with rate λ. Assume that∫ ∞
0
e−ϕrdF (r) < ∞ (C.1)
for some ϕ < 0 and let S0 ⊂ Rd be arbitrary but bounded with strictly positive
Lebesgue measure. Then there exists a real number µ > 0 such that for any
 ∈ (0, λµ−1), almost surely
(1− )B(0, λµ−1) ⊆ St
t
⊆ (1 + )B(0, λµ−1)
for all sufficiently large t. Moreover, the time constant µ is given by
µ = lim
n→∞
E
(
T˜ (n)
)
n
= lim
n→∞
T˜ (n)
n
,
where n = (n, 0, . . . , 0) and T˜ (x) = inf{t : B(x, γ) ⊆ St}.
Notations
Expression Definition Page
{Xi}∞i=0 The points of a Poisson point process. 12
B(x, r) The closed ball centered on x of radius r 12
B(λ,R) The union of all balls of a Poisson Boolean model
(also referred as occupied region). λ denotes the
intensity of the underlying Poisson point process,
and R is the reference random variable that give
the distribution of the radii of the disks.
12
B(λ, rb) Same as B(λ,R), but with constant disk radii rb. 12
B(λ,R,Z) Blinking Poisson Boolean model. Based on B(λ,R),
disks appear and disappear according i.i.i.d. on/off
processes. The distribution of these processes is
equal to the distribution of Z.
115
G(λ, r) The connectivity graph associated with the Boolean
model B(λ, r/2)
12
λ∗ Critical node density for percolation in the Boolean
model
15
p∗ Percolation threshold in the independent bond per-
colation model.
104
W (A) Union of the connected components of B(λ,R) hav-
ing non-empty intersection with the set A.
12
C∞ The unbounded component in B(λ,R) 15
U The set of nodes belonging to the unbounded cluster 15
θ(·) Percolation function. In the Boolean model, gives
the probability that the origin belongs to the un-
bounded cluster as a function of the average number
of neighbors λpiE
(
R2
)
.
15
Ci(p) The set of the closed curves surrounding Node i,
which are included in B(Xi, p)
17
E(C) The set of edges of G(λ, r) that are cut by the closed
curve C.
17
Ni(p) The size of the minimal cutset within a circle of
radius p centered on Xi.
17
N∞i Minimal number of edges to remove in order to dis-
connect Node i from U .
17
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150 NOTATIONS
Expression Definition Page
Si Domain of Node i. The set of the nodes that are
still connected to Node i when the N∞i edges have
been removes (see definition of N∞i above)
20
Ii Island of Node i. The largest domain that contains
i.
22
L(x) Attenuation function. x is a vector of R2, represent-
ing distance traveled by the signal.
32
l(x) Isotropic attenuation function. x is a real number
representing the distance.
34
I(x) Poisson shot-noise process. I(x) =
∑
k L(Xk − x). 40
βij Signal-to-interference-plus-noise ratio (SINR) at
Node j of the signal received from Node i.
32
β SINR threshold for successful decoding. 32
N0 Power of the ambient noise at any receiver 32
γ Inverse processing gain of the CDMA system.
Weights the interference term in the SINR expres-
sion.
32
γ∗(λ) Maximum value of γ for percolation, when the node
density is λ. This function is only defined for λ >
λ∗.
36
H(γ, λ) The connectivity graph associated with the STIRG
model
32
Ht(γ, λ) The same as above, but with a t-slots TDMA
scheme
56
L2 The set of edges joining adjacent vertices of Z2.
L2 = {〈x,y〉 ∈ Z4 : |x1 − y1|+ |y2 − x2| = 1}
39, 104
L The two-dimensional square lattice with edge length
d. L = d · L2, i.e. L = {〈v,w〉 ∈ R4 : v = dx,w =
dy and 〈x,y〉 ∈ L2}
39
L′ Dual lattice of L, obtained by shifting L by a vector
(d/2, d/2).
43
O(·) f = O(g) if lim supn→∞ f(n)g(n) < +∞. 73
Ω(·) f = Ω(g) if g = O(f). 73
Θ(·) f = Θ(g) if f = O(g) and g = O(f). 73
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