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Abstract 
·Basic theorems in the theory of nlDJlbers involving certain 
polynomials of the form xn·+ 1 n X - 1 , • 1S a and where n 
positive integer, are discussed. Brief historical statements sur-
rounding certain of the theorems are included in order to establish 
their chronological relationships. Chapters I, II, and IV make 
extensive use of Gauss's theory of congruences. Many theorems known 
before Gauss's time can b~ expressed conveniently using congruence 
' 
--notation and are now usually written in that forn1. The theorems of 
Fermat, Euler, and l'Ji lson, iihich appear in this paper, are examples. 
Chapter I begins with Wilson's theorem, its converse, and 
certain closely related theorems. The remainder of the chapter is 
devoted to developing enough theory of congruences to prove Gauss's 
generalization of Wilson's theorem. 
In Chapter I I, Fern1at' s theorem is discussed, fol lowed by 
Euler's phi function and Eu}er•s theorem, which is a generalization 
of Fermat's theorem. Then. although the direct converse of Fermat's 
theorem is false, a properly restricted converse of it is found to be 
true. Chapter II closes with Lagrange's theorem and two more proofs 
of Wilson's theorem. 
Chapter III deals primarily with certain of the nth roots of 
-
unity; namely, the <J>(n) primitive nth roots of unity. Their product, 
-
called the cyclotomic polynomial of index n, is irreducible. 
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Eisenstein's criterion is used to prove this fact for prime n. \: 
.. In Chapter IV, examples of quadratic residues and non-residues 
are given for both prime and composite moduli, but the theorems are 
concerned only with primes. The main theorem is Euler's criterion • 
.. The chap\er, and paper, concludes by showing how Euler's criterion 
gives another proof of Wilson's theorem and of Fern1at' s theorem. 
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I •. Wilson's Theorem 
I ' 
I• 
I 
l I . 
,4 ,, Edward Waring, the· eighteenth century English mathematician, 
had a student named John Wiison (1741-1793) who reportedly discovere.d 
the following relation: 
For any prime p tl1e quotient 
l • 2 • • • • • (p-1 ) + 1 
p is an integer. 
This was publfshed in \\Taring' s l\fedi tationes Algebraicae in Cambridge 
in 1770. Lagrange gave the first proof shortly after that time. 
Leibniz apparently noticed the s~1e relation somewhat earlier but did 
not publish it. In order to \vrite tl1e theorem in cg_ngruence form, con-
sider the definition introdu~ed by C~rl Friedrich Gauss in 1801: Two 
integers a and b shall be said to be congruent for the modulus m 
-
when their difference a-b is divisible by the integer m. This is 
written 
a = b{mod m) 
• 
Hence l~i Ison' s theorem becomes : 
For any prime p (p-1)! - -1 (mod p) -
' 
- • 
•• "I'_ Let us verify the theorem for the smaller . primes: 
2: (2-1)! ·-· l! I - -l(rnod 2) p - - - -- -
p - 3: (3-1)! - 2! - 2 =. -1 (mod 3) - -
' 
S: (5-1) ! ='4! 24 = -!(mod 5) p - -
' 
p - 7: (7-1) ! - 6! - 720 = -1 (mod 7) - -
• 
T.o prove the theorem we need some preliminary results and the following 
agreements: 
"p I a" means "p di vi des a." 
"d = (a,b)" means "d is the greatest coJDJnon divisor of the 
' 
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non-zero integers a and b tt • I 
,, 
When (a,b) = 1 and b ·· are said· to be relatively • There 
~-........ a prime. , 
exist integers 
~ 
s and t· such that (a,b) = sa + tb: indeed, ca,bJ 
· is the smallest positive integer so expressible. 
Lemma 1: I f (a, c) = 1 and c f ab , then cf b 
• 
Proof: Since (a,c) = 1 , . there are integers s and t such 
that 
Then 
1 = sa + tc • 
b = sab + tcb ,. I 
0 
and since cfab and cfc, c divides the right hand side of the 
second equation. Hence cfb • Q. E. D • 
LeDllila 2: The congrttence ex = b (1110d m) has an integral solution x 
I 
if (c,m) = 1, and any two solutions x1 and x2 are con-
gruent (mod m) 
• 
-..-, Proof: Since (c,m) - 1 there are integers s and t such - ' 
that 1 - SC + tm 
• 
. ...,,., ... 
Therefore b - (b.s) C + (bt)m or b = (bs) c (mod m) implying that - I 
' 
X : bs is a solution (mod m) • Now suppose and are two 
solutions. 
Then 
Thus 
ex 1 = b and cx2 = b (mod m) , 
mfc(x1-x2) where (t,m) = 1; 
S-0 : cx2 (mod m) • 
by Lemma 1, mf (xl-x2) ' 
Q. E. D. 
\ 
or 
Note: We say that there is a "single" solution of the·congruence 
ex : b (mod m) · if al 1 solutions are congruent (,nod m) • 
-1.. 
. I 
Proof of Wilson's Theorem: 
--- - ---- ----
The case p = 2 has been verified directly. 
Let p be some prime /> 2, and let a be one of the numbers 
·• 
.. • 
4 
.·.,J_. ' . 
.. ., •, 
--
--
- ·- .... - ';: - < 
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<"' 
• • • ,· .p-1 • Since p is prime, (a,p) = 1 and·· thus the· con.;.·· 
gruence ax : l(mod p) has a single solution, say x = b{mod p) • For 
each value of a we ti1erefore have a unique value of b , . 1 < b < p-1 , 
- -
·such that ab = 1 (mod p) • 
'<::.:::Q Sfnce the number b corresponds to • a 1n 
the same way, and p > 2 is odd, then the p-1 numbers can be divided 
into pairs a ,b such that ab :· 1 (mod p) • If there is a pair of the 
,... ' .~. . 
C form x,x, in which the two ntnnbers are equal, we must have xx= l(rnod p) , 
o·r x
2 
- 1 = (x-1) (x+l) = O(mod p) • Since p is prime, Lemma 2 implies 
that either 
x-1 : 0 or x+l = O(mod p) 
' 
or, , x ~ 1 or x ~ •l: p-l(mod p) • 
That is, the only pairs of the form x,x are those with x = 1 and 
X = p-1 • Now fonn the produc~ {p-1)! • The pairs with a, b will 
give products ab : l(mod p) , while the remaining two numbers 1 , 
p-1 have a product congruent to -l(mod p) • Thus 
(p-1) ! : 1 • ( -1) = -1 ( mod p) • Q. E. D • 
Converse of ivilson 's "Theorem: 
---- - ---- ----
(rn-1) ! = -1 (mod m) , 
, 
If m > I ts an integer such that 
then m is a prime. 
Proof: ··If m is composite, then rn has a prime divisor 
q ~ m-1. Hence qf (m-1)! , so qJ[(m-1)! + l] becaust no prime 
, 
divides I • Therefore neither does m ditvide (1n- l) ! + I , for m 
is a multiple of q. Thus if mf [{m-1)! +· I] , then 
Results related to Wilson's theorem follow • 
Theorem 1: For a composite number n- , 
(n-1)! = O(mod n) ~xcept when n = 4. 
5 
... ,, 
. II 
-~ . 
•· 
'·1. 
. . 
m · 1s a prime. 
:·. ·' 
;\· 
Q. E. D. 
-- ,• 
..... 
. -· .. 
. (, 
- ' -
• 
. ·•. 
;. 
• • '(·1·., -Proof: Write n ~ pq where p 1s a prime.. If p )_ .. ,_qr 1, bQth 
p and ~.... I q appear as factors in (n-1)! , so that n (n-1)! • 
I 2 . ' If p =: ..... 9.. - so that n = p , conside! two cases: 
(1) p > 2. In this case n = p2 > 2p + 1 so that n-1 > 2p "; 
and ~herefore both p and 
Th 2 2p2 us p• p = divides 
2p are factors in (n-1)! • 
(n-1)! , implying that p2 ; n 
divides (n-1) ! • ... I 
.. 2 (2) p = 2 If p = 2 and n - p then n = 4 • 
' 
• 
<':' 
.... 
( 4-1) ! 3! 6 = 24o(mod 4) the·re .. exception - - so 1S an -
' 
when n = 4. Q. E. D. 
Note: Theorem 1 shows that (q-1)! ~ -l(mod q) for any composite q; 
~hence it establishes the converse of Wilson's theorem in another way. 
Theorem 2: p+l 
(-1) 2 (mod p) 
if p is an odd prime. 
' 
Proof: p-1 p+l (p-1)! = 1•2• ••• • - • • ••• •(p-2)•(p-l) 2 2 ~ 
1 
- 1•2• • E-1 ·(-P;l }· • ( - 2) • ( -1) (mod p) -- • • • 2 • • • 
E-1 2 \ 
- (-1) 2 (1•2• .E-1 ) (mod p) -- • • • 2 
..... -·-~· 
\ 
By Wilson's theorem, 
i;!. 
(p-1)! = -l(mod p) , so multiplying the third line 
by (-1) , we get 
p-1 p+l 
(-1)(-1) 2 = (-1) 2 = [{P; 1 )}]2 (mod p) 
• Q. E. D • 
c.: 
For the next theorem we observe that every odd prime p. is 
congruent (mod 4) to either 1 or 3. 
Theorem 3: (a) When p is a prime of the fonn 4n+l , then the con-
g~ence .x2 + 1 ~ O(mod p) is solvable with the roots 
6 
• 
l 
Jt 
I • 
.. 
,: 
•· 
. • •, . 
' 
~-~- ... 
.. 
"!' -· •• 
.,,. 
.< 
•f . 
0 
• 
x : t (P;1) ! (mod pJ • 
(b) I \lhen . • of p 1S a prime 
. ( p; 1) ! -- ±l(mod p) .. - • -
Proof: (a) From Theorem 2 
2 E.:!. 
= (-1) 2 = (-1) 
·, .. y . '\, .~. . .. ·~~ 
the form 4n.+3 I 
~ 
and p - 4n+l we 
4n+2 
2 
= (-l)2n+l = 
' ) 
then 
I . 
'-<_·· 
have 
-1 (mod p) • 
. Thus the congruence x2 = -l(mod p) , where p = 4n+l , has the roots 
X : p-1 t( 2 )! • Now 5 is the smallest prime of the foi,n 4n+ 1 , so .. the 
two roots are distinct. As we shall see by Lagrange's theorem (Chapter 
PI), a quadratic congruence can have at most two different roots for a 
prime modulus, so the stated solutions <!re always the only ones. 
_ {b) From Theorem 2 and p = 4n+3 \'le have 
p+l 4n+4 
. 2 ( ( P; 1 ) !J : ( -1) 2 = ( • l) 2 = ( -1) 2 ( n + 1) = 1 ( mod p) 
so c¥) ! : tl(mod p) if p = 4n+3 • 
Examples: 
Q. E. D. " 
' 
p 
3 
5 
- 1 or 
= 3(mod 4) cP;h I reduced (mod p) 
11 = l(mod 3) 
2 [(P;1 ) n reduced (mod p) 
11 
13 
17 
19 
23 
~-: 
3 \_ 
1 
3 
3 
1 
1 
3 
3 
• • 
. . 
2 ! = 2 (mod 5) 
l• 
3 ! = -1 ( mod 7) 
5 ! : -1 (mod 11) 
61 = 5 (mod 13) 
8 I = l 3(mod 1 7) 
91 = -l(mod 19) 
11! = l(mod 23) 
·7 
.... ~-- - --- -
12 = l(mod 3) 
22 : -l(mod 5) 
(-1) 2 = f (mod 1) 
(-1) 2 = l(mod 11) 
52 = -1 (1nod 13) 
132 = -l(mod 17) 
(-1) 2 = !(mod 19) 
\ 1 2 = 1 (mod 2 3) 
,. 
·;_~.-· .. ·· 
Ip,.;· 
:_..,, 
\' 
f 
.) 
. t 
' 
fl''. ,.,. -
( ·I , . 
.. .,;., .. , -
., 
1 ' . 
.. 
.. ~., 
.......... ,~ ·--
·-· 
Wilson's theorem· is a special case of the following J!lOre 
general re~ult ~ab lished by Gauss, which appeared in his DisguiSi tiones 
/ 
Arithmeticae (1801), and whose proof we shall present later: 
Gauss's Theorem (generalization of Wi Ison' s theorem) : · For a given 
modulus m , let P denote the product of positive intt:gers less· than 
m which are relatively prime to 11!. • Then P = 1 (mod m) except for 
these cas.es when P = -1 (mod m) : 
(1) · m = 4 
' 
. " 
(2) m - is a power of an odd prime, and 
''.< 
(3) m is twice the po\._rer of an odd prime. 
In order to prove Gauss •s theorem we shall now develop certain 
of the basic rules for working with congruences. 
Theorem 4: a= b(mod m1) and a= b(mod m2) if and only if 
a = b (mod ~1), where M is the least common multiple 
·of m1 and m2 • 
Proof: ): Dividing a-b by M , we have 
·' 
a-b = M• q + r , 0 < r < M 
• 
-
Now since each di vi des a-b and M , each must also divide 
r . But M is the smallest conunon multiple of m1 and rn2 , and 
r < ~1 ; therefore r 1nust be O :· Hence __ Ml (a_-b) , or a!: b(mod ~1) • 
{-. 
• If a= b(mod M) , then MI (aJb) • 
m1 I ~I and m2 I ~1 • Thus it follows that 
• 7 
m1 f (a-b) and m2f (a-b) , or a: b(mod m1) and a= b(mod m2) • Q. E. D. 
Co.rollary 4.1: a= b(mod mi) , i = 1, 2, ••• , r , if and only if 
. ' 
a : b (mod ·l\·1) , where ' M = [ m 1, m2, • • • , mr] is the least common 
,. 
multiple of the r moduli. ~ 
u 
I 
·, 8 
... / ) ,,. 
.. 
', I 
\, ,' ' 
·' 
' .,
' 
' 
( 
) 
..... ----
. ,
•• .,,...~ I 
' 
' ~--· 
., 
I 
. ti 
..... ~:~--~ .. 
:~. 
. . : . ' . . . I , . 
"""'l""Jr.lll,l~!'--.,.,....._fV·-'"~·~· 
. ~ I. r 
~ 
., 
- ,, -··. 
• Proof: the proof follows the same pattern as above, hence is 
Q.- E. D. 
• 
omitted. 
Colollary 4 .• 2: a= b(mod m.) , i = 1, 2, ••• , r _, where-the moduli 
. ~ 1 
m.. are relatively· prime in pairs, if and only if 1 
a = b (mod m1rn 2 ••• mr) • 
Proof: The least common multiple of relatively prime numbers 
is their product, so the result follows fro1n Corollary 4.1. 
Corollary 4. 3: Express modulus m in its prime factorization, 
Q. E. D. 
m = 
• • • • Then if and only if 
Cl • 
1 a = b (mod p . ) , 1 2, • • • , k • 
Proof: The moduli 
i -= 1, 
a. 
1 p. 
1 
are relatively prime by pairs, so 
the result follows from Corollary 4.2. 
Example: 
244 - 4 (mod 84) " 2 ; 84 = 2 • 3• 7 
, 
J 
• 
244 - 0 - 4(mod 22) 
and 244 - 1 - 4 (mod 3) 
but 244 - 6 ~ 4 (mod 7) J so 244 ~ 4(mod 84) 
Q. E. D. 
• 
Next we seek the solutions of linear congruences, but this 
requires an understanding of linear Diophantine equations, which are 
general linear equations in two or more unknowns \-vith integral 
coefficients and solutions restricted to integers. 
Theorem 5: A necessary and sufficient condition for the linear Dio-, .. , .. 
.., 
phantinc equation ax+ by= c to have a solution in integers 
'· . 
·.\. 
x,y 1s that (a,b)lc 
-==): When x Proof: 
.·• 
• 
and y are integers, ax+ by = C 
-
9 
.J. 
-. i 
_.., 
I ., 
_- \ 
·. /,. 
,, . 
' ' 
. ,, 
............ ~--~-~"' -· ~"""?~,"1<-,,\o;,,:-,,:0,..,,. .'\o,>;<','..-< '.~-:, ""~i.-.-,;,~r',:,.l,•c:"·'-"'"....._"'C>P<'~·•~c >•c·,-~~,-,,,,...c,-,·,-,:-,,._,." •1<~,· •a,,_.~-.-,~ '.--\~;:, __ .: .. ,.,r•~,,., ,,, • , ts'--'i'e·· ,,.,0 ,.-. ,•. ,•, -.,· ,,\:,;_., .;«\--~ -·-•·-,.,,.._ ";~'-"'ij;.:.v-·.,,.:. \.~·. ,0 •0 .- -- .,"·,.,,~-~- .·-· "J'',_,_. ,::,,• , -.·, , . . . . 1 • 
.. 
-,,_ 
• I 
'l" 
,, . I j I -· -
. ((-
L 
l'I 
must be an ioteger; and (a,b) "- ~ di vi des both ax and by , so 
(a,b)lc • 
,, <=· 
• Suppose (a,b) ·f c .. • Dividing through the equation 
r. 
h ~-by (a,b) a'x + b'y = c' where (a' ,b') 1 There we ave - are 
' 
- • J 
integers x' and y' such that a'x' + b'y' - 1 and therefore - J 0 0 0 0 
a'(c'x') + b 1 ( C' Y ()) - c' or x = c'x' and Yo - c'y' form one I -0 · 0 0 0 
solution in integers. Q. E. D. 
Corollary 5.1: If the equation ax+ by= c has one solution x0 , y0 
in integers, it has infinitely many; and these solutions are 
'\ 
of the form x b =XO+ d t' a y=yo-cft, where ~ = (a,b) 
and t is an arbitrary integer. 
Proof: From a'x + b'y = c' subtract a'x + b'y = c' , 0 0 
so that a'(x-x0) + b'(y-y0) = o , or a' (x-x ) = -b' (y-y0) . 0 • Since 
' 
(a',b') = 1, then b'l(x-x0) , or x-x0 = b't for some integer t. 
b r Thus x = x0 + b't = x0 + d ~. Substituting this value of x in the 
equation in the second line and solving for y, we get 
a'(x + b't - x) 0 0 = -b' (Y-Yol ' or a'b't = -b'(y-yo) • or 
or y = y - a't 0 
a 
= y - - t 0 d • Thus every solution is of 
this form; and by substituting this pair x,y in the original equation 
ax + by = C 
I 
. while letting t be an arbitrary integer, we find that every such pair 
" . a solution: V' 1S 
a(x0 + ~ t) a + byo + b(y - - t) = ax - C -··} • d 0 d 0 
-r.V 
Hence there are infinitely many solutions, one for each integer t, 
~/ 
when there is one solution. 
10 ... , .... , 
...... r; 
\ 
' 
~· .... 
I ... 
• .. 
,. 
I • 
'· 
·., 
' 1 
,,, 
••. I 
I 
• 
" 1·. 
I 
• 
. . . 
-,(· . 
. ,· . 
., ·----------- 1 
Note: 
I ._ .. 
Oystein Ore gives this geometrical interpretation of the pre- 1 
ceding theorem and corollary: If the graph of a linear equation with 
integral coefficients (a straight i'ine) contains one lattice point, it 
contains infinitely many of them. They occur regularly, with t\'IO 
a neighboring lattice points' abscissas differing by J and their 
ordinates by b -d • 
Now we are ready for the following theorem: 
. Theorem 6: A linear congruence ax= b(rnod m) is solvable if and only 
if (a,m)lb • .. 
Proof: ax : b (mod m) if and only if mr(ax-b) , if and only 
if ax-b = my for some integer y; that is, ax-my= b • But this 
is a linear Diophantine equation, \vhich has a solution if and only if 
(a,m)lb • Q. E. D • 
. 
Corollary 6.1: When the congruence ax= b(mod m) is solvable, it has 
exactly d = (a,m) solutions (mod m) • 
Proof: In the equation ax-my = b , assume that d = (a,m) 
divides b. (a,m) divides a and m, a rn b SO d X - d y = d ' or 
a 
-x d 
b m 
- d {mod d) , where 
• Let be \a solution of 
\ 
a m b d x - d y =cl. Then, by Corollary 5.1, the general solution x,y . 15 
of the form x or x m . 
= XO + d t ' 
- !. t ,y - Yo+ d ' where t is an arbitrary integer. 
Thus is the general solution of the congruence 
ax E b(mod m) • Since is arbitrary, let it be the smallest non-
1
oystein Ore, Nwnber Theory and its History, pp. 151-152 • 
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.. fl··· neg~tive solution. Then < ' . that is positive XO - asswn1ng m a d ' 
modulus. Let t - o, I, d-1 Then X - XO + ~t yields the - • • • 
' 
• d 
d solutions -:1··. '? 
m m m 
XO' XO + - XO + 2 ,r, • • • , XO + (d-1)- • d' d 
These d sqlutions all incongruent (mod m) • they are are 
' 
since 
smaller than rn , and any· other value of t gives a solution congru-
ent (mod m) to one of these. Hence there are exactly d solutions 
(mod m) • Q. E. D. 
Note: ~hen d = 1 there· is just one solution. This special case 
't.• '-1, 
was given as Lemma 2, used in proving \\'ilson's theorem. 
The emphasis of Theorem 6 and its corollary is on the existence 
of solutions of linear congruences rather than the determination of 
these solutions. Tl1eoreti cal ly, one can always detennine a solution by 
checking the 2 m pairs of numbers x,y where 0 < X < m and 
-
0 ~ y < m, but this is not practical for large m. Theorem 5 and 
Corollary 5.1 show one pr~ctical way of finding a solution by converting 
the congruence to an equation. The integers 
Theorem 5 in the equation a'x' + b'y' = 1 0 0 
x' and 0 y' mentioned in 0 
can be found by applying 
Euclid's algorithm or, in simple cases, by inspection~ A slightly 
2 different approach is illustrated in the follo\1ing example : 
.. 
Solve the congruence 34x = 60 (rno<l 98) • There are two solutions 
i 
since (34,98) = 2 and 2160 • The congruence may be written 
34x - 98y = 60 , or l 7x - 49y = 30 • The. idea is to solve for the 
unknown with the smaller coefficient, ultimately getting an equation in 
which one coefficient is 1 • Therefore, X = 49y + 30 = 3y + 2 _ 2y+4 • 17 17 ' 
l:i./ 
21Hllia111 J. LeVeque, Topics in Number Theory, Vol. I, pp. 32-33. 
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and • and, to b~ integers, • 2r+4 = t Thus, since X y are so 15 17 • 
~ 
2y = 17t - 4 St - 2 t and t 
.,. 
also integer, y = + - - = z 15 an or , 'J , 2 
-
· t = 2z • t wi 11 be ah integer whe.never z • 1s • Suppose z = 0 • Then 
t = 0, y = -2 , and x =- 3(-2) + 2 = -4. Henc~ x = -4(mod 49) 
the single solution of 17x: 30(mod 49) , and hence x: -4 and 
x = -4 + 49 = 45 are the two solutions (mod 98) • 
As pointed out by fvlelvin 1-lausner ,- what we really did in this 
example was to solve the linear equation for the modulus equal to the 
11 ff . . 3 sma er coe 1c1ent -. That is, 
-49y : 30 (mod 17) ., 
2y - -4(mod 17) and • (2, 17) 1 or - • since --
' 
- • 
~: then y : 
-2 (mod 17) • 
Now substituting y = -2 + 17k • the equation I7x - 49y 30 and 1n -
solving for X 
' 
we get 
30 + 49,-2 + 17k) 68 49k 
-4 + 49k X = = -- + -17 17 
' 
or x = -4(mod 49) • 
• 15 
. Therefore the two solutions of the original congruence are x: -4 = 94, 
x = -4 + 49 = 45 (n1od 98) 
• 
Our next step is to investigate simultaneous linear congruences, 
for which the following rule is useful. Recall that '[rn,n]' designates 
the least conunon multiple o·f m and n • 
Lenuna 3: [m,n] mn for positive ,:..:ro· - m·,n - (m,n) • 
n = 
Proof: Let d = (m,n) • dfm and dfn 
' 
so m = m~d and 
n1d for positive integers and, Any multiple of • ml nl • m 15 
3
Melvin Hausner, "Your turn," Product Engineering (September 16,v 
1963), p. 151. 
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If hm is also to b.e a multiple of n =· n1d, then ', n1d must divide 
w 
(n11 ,n1) = I 
' 
so 
"1 
hm = hm1d, or n1 must divide hm1 • But 
· has to divide h; that is, h = n1k for some integer k • Th~s any 
common multiple 1 of m and n has the form 
The least conunon multiple occurs when k = 1, 
nm 
= 
-!"( m-,-n~J • Q. E. D. 
• 
mn 
so lk=l = [m,n] = d 
• 
:_~ 
Theorem 7: Two simultaneous congruences x = a(mod m) and x = b(mod n) 
are solvable if and only if a= b(mod (m,n)) , in which case_ 
there is a solution which is unique modulo [m,n] • 
Proof: x = a(mod m) if and only if there is an integer t 
such that x =a+ mt. This value of x simultaneously Satisfies the 
.,. 
second congruence if and only if a+ mt= b{mod n) , or 
(1) mt - b-a(mod n) 
• 
This congruence in t has a solution if and only 'if d = (m,n) divides 
b-a, or a: b(mod d) • Therefore we may divide (1) by d, getting 
m t _ b-a n d .. = d {mod d) • 
Since m n (d'd) = I , the solution t is ,unique n (mod d) • 
'·,,!, 
Let t 0 be 
a particular solution. Then t = t 0 (mod JJ ts the general solution, 
n .. 
or t = t 0 + u d for. some integer u. Now x0 =a+ mt0 
• lS a 
solution of the two original simultaneous congruences, and ·the general \ 
solution is 
14 
--· I 
"tiur, 
.. ,., 
'·ir,. 
t 
I .. ' 
t 
• 
\" ' 
-~ 
X = 
-. . .._ ."''i --: ·. -·· -, ...... , .. ~- -. -- --~.---
" 
--.J--;o:_- --- .• ~ -- ...... -'-'< .... --. 
.. . . .. 
.,..D r·r.rt;JtJ. .... , .~ . ·, 
=,a+ in(t0 
n a + mt t u - )· = d 
. ' 
a·+ mt0 _ + 
mn 
u-
' d 
or X - XO + u[m,n] or X : x0 (mod[m,n]) ' • Q. E. D. 
-in order tq prove the corollary which generalizes this 
result, we need another rule. 
,. 
Lel1ll11a 4 : For any three integers 
(a,[b,c]) = [(a,b),(a,c)] 
a, b, and C , 
• 
Proof:· We shall show that the prime factorization for each 
side of the equation is the same. Let p be a prime \'lhich divides 
a,b, and c , so that p is a factor of both sides. Let a, B, and 
y be the exponents of p in the prime factorizations of a, b, and 
c , respectively. We may assume that S ~ y because [b,c] = A[c,b] 
'. 
and [ (a,b), (a,c)] = [ (a,c), (a,b)] • Then the exponent of p in the 
facto ri z at'i on of [ b , c] is 8 • 1-len ce the 1 e ft hand s i de contains the 
factor p min(a,B) • Now (a,b) contains min(a,S) p and (a,c) 
contains min(a,Y) p • Since B > y ( , then min(a,8) ~ min(a,y) , 
and so the right hand side also contains 
arbitrary, the res,ul 't fol lows. 
min(a,B) p • Since p 
Q. E. D. 
Corollary 7.1: A necessary and sufficient condition for a set of 
• 1S 
-
simultaneous congruences x = a. (mod m.) , 
1 1 
i = I, 2, ••• , r, 
to have a solution is that for any pair· i,j , where 
i = .l , 2 , • • • , r and j = 1 , 2 , • • • , r 
' 
a. = a . ( mod ( rn. , m . ) ) • 
1 J 1 J 
In this case there is a solution which is unique modulo 
.. , 
· Proof: ~=): If the set of simult~neous congruences is 
solvable, they are solvable by pairs, so the result follows from Theorem 
,, 
7. 
.. ·-·, 
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,~ .. ·- (::::::, We shall ~ve the condition sufficient by induction. 
Theorem 7 verifies tf;~\ case ' r = 2 • 
Asswne that there exists a solution XO= a. (mod m.) for l 1 ( .. 
l, 2, r-1 and that any othe,r solution • of the 1 = asswne X- 1S 
• I 
, .. - ... 
• • • , , 
·form X : xo~(mod [ml, m?'. • • • , mr-1]) , or X : x0 (mod ~tr-l) • Now ,. 6-
if this general solution x is to satisfy all r congruences simul- g 
. ·-. .1 taneously, we must also have X = a (mod m ) • r r By Theorem 7, 
x = x (mod ~1~ ) and x = a (mod m ) have a- common solution only if 0 r-1 r . r 
x0 = a (mod(M 1,m )) , in which case there is a solution which is r r- r 
wtique modulo [~1 ,m ] = ~l • r-1 r r \ 
·By Lemma 4 we know that (f\1 1 , m ) = ( [ m 1 , • • • , m 1] , m ) r- r r- r 
(m 1 ,m )]) r- r ' which, by Corollary 4.1, · 
is equivalent to the set of simultaneous congruences, 
x0 = a (mod(m.,m )) , i = 1, 2, ••• , r-1. But these con-r 1 r 
gruences all hold because of the hypotheses x0 = ·a.(mod m.) , 1 1 
., i = 1, 2, ••• , r-1 , and a. = a. (mod(m. ,m.)) , \vhere we may fix 1 J 1 J 
j = r. Now reversing these steps we have that the condition is 
sufficient for the set of simultaneous congruences to have the unique 
solution XO for the mo_dulus ~I • Q. r E. D. 
"" When all moduli • 1, 2, relatively r m. 1 - r are 
' 
••• 
' ' 
1 
"~ 
• . • • Corollary 7.1, then the corollary states that there 
prime 1n pairs 1n 
is a single solution for the modulus M equa·l to the product m1m2 ••• mr. 
The method of obtaining this solution is called the Chinese remainder 
theorem, or the Chinese method, ·w·hich will be used in proving Gauss's 
theorem.- Note that the Chinese remainder theorem shows the existence of 
,. · . 16 
·"'· 
,. . .. ' . . ~ ~ .. , . .,. 
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• 
• 
a solution in Corollary 7.1 for the special case when the moduli are-
• 
~.'Jo 
relatively prime in pairs. \ 
Chinese remainder theorem: Let a set of simultaneous congruences 
a. (mod m.) • 1, 2, be given, for which (m. ,m.) -X = 1 - r - ••• 
' 
1 1 ' J 1 J 
• , • 
where • • I, 2, The solution of the set of 1 J l,J - r ' - • • • , • ,. j) 
• M M M 
albl where congruences . 1s X : -+ a2b2 nS" + ••• + a b - {mod M) 
' 
ml r rm 
M 
b . - = I ( mod m. ) 1 m. .. 1 
1 
and b. , 
1 
• 
r 
is the solution of 
Proof: M We first show that b. - = I (mod m.) has a solution 
1 m. 1 
for all 
.that • 1s, 
• I, 2, 1 - r • • • 
' 
• 
that c!!.. m.) 1 -
' 
-m. 1 
1 
M 
- • ml m. • • • m. Im. 1 1- 1+ 1 
It 
• 
• • • 
1 
• sufficient to show that cf ,mi)/ l 15 
1 
--
'' 
m ' r which is divisible by all the 
moc;iµli except m. • 
l· m. 1 does not divide it because the moduli are 
pairwise relatively prime. M (- , m.) = 1 • m. 1 l·lence 
.I 1 
We already know that a single solution exists for the modulus 
M. Now we verify that the stated value of x is that solution by 
\ 
\ 
showing that it is a solution of all r congruences. It is sufficient 
to verify it for an arbitrary one, x : a. (mod m.) 
1 1 • 
t\1 
1 
Since m. f !!. 
1 m. for al 1 j ~ i , and·" b. - = 1 {mod m1.) , 1 m. then 
• • • 
a solution. 
J 
~1 
+ a.b. -
· 1. 1 m. 
1 
+ ••• + 
M 
ab - = r rm 
r 
1 
M 
a.b. - : 
1 1 m. 
1 
Q. E. D. 
a. (mod m.) 
1 1 
• 1S 
Dil'ectly from the Chinese reiltainder theorem we see that solving 
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n 
an algebraic congruence 
f(x): O(mod m) 
. . 
... ,. f 
.,:-
.• 
----· 
_, 
-.. -.... , 
is equivalent to expressing m B1 . Br in its prime decomposition_ m = p1 .- •• Pr 
and solving the set of si1nultaneous congruences 
B-
f ( x) :: 0 ( mod pi 1 ) , i = 1, • • • , r , 
'. 
since the moduli are pairwise relatively prime. We apply this fact to 
obtain one final result to be used in the proof of Gauss's theorem. 
Lenma. 5: 
·, 
2 The congruence x : 1 (mod m) , where the modulus has 
B 
piime decomposition m = 2ap1 
1 "Br 
• •. Pr 
2r solutions when 
~ 
2r+l solutions when 
and 2r+2 solutions when 
Proof: 2 x = 1 (mod m) 
x
2 
- I = O(mod 
' 
a = 0 
a --
Cl > 
or. a = 
2 J 
2 • 
written 
Br 
• -. • Pr ) 
' 
will have 
1 J 
• 
By our previous remarks we need only coRsider x2 - 1 = O(mod p0 ) 
' 
the 
where (). p is an arbitrary prime po\'ler factor in the decomposition of m • 
x
2 
- 1 = (x-l)(x+l) ~ O(mod p0 ) means p0 1 (x-l)(x+l) , or Pl (x-l)(x+l) • 
Since p is a pri~e, this means Pl (x-1) or pf (x+l) 
• 
If p > 2, p can divide only one of the two factors because 
they differ by only two uni ts •. Hence either x-1 Cl - O{mod p) or -
-
x+l : O(mod pa) 
' 
but not both. Thus for p > 2 J X : ± 1 (mod pa) • 
If p = 2 
' 
there are three cases. 
(1) 1: 2 - l(motl 2) implies 1 : -1 { mod 2) 0 • • a = X - X : -
(2) 2: 2 - 1 (mod 4) implies X~: 1, 3(mod 4) a - X . --
' 
or r-,x = :t 1 {mod 4) 
• 
(3) a > 2: We ma,ke use of the fact· that p = 2 divides both 
• 
~·1' 
....... 
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factors, since their difference is 2. It follows that only one of 
the factors is divisible by hi.gher powers of 2 , which we are 
,considering in the third case. Hence eitl1er x+l or x-1 is t.he 
factor whicl1 contains only the first power of 2. In either case, 
2a-l then divides the other factor. That is, either 2a-lj(x+l) , 
implying that x: -l(mod 2°- 1) , or 2a-lj(x-l) , implying that 
a-1 x = 1 (mod 2 }"' • These conditions mean 
or 
for some integer k , which is either even or odd. If k • 15 even, 
k = 2j and 
,$, 
X = :t l + 2j • 2a-l = :t 1 + . 2a J. 
_, 
or X : ±!(mod 2a) 
• 
If k • odd, k 2j+l and 15 --
±1 a-1 :t I a-1 . 2a X = + (2j +l}• 2 · - + 2 + J • -- , 
±1 a-1 ± (1 2a-l) (mod 2a) or X = + 2 = + . fl>~ i 
• 
••• 1 • 
These four solutions are distinct a (mod 2 ) because the difference 
any two of them is not divisible by 2a 
• 
of 
By the Chinese ren1ainder theoren1 we know that the solutions 
the original congruence are linear combinations of the particular 
s. 
·' 
of 
solutions for the moduli 2q and p. 1 , i = 1, 2, ••• , r . If 
1 ~ 
a = 0 , then m contains only primes 
and two solutions for each modulus p. 
1 
s . 
1 
> 2. There are r of these 
' 
r making a total of 2 
soluti9ns~ If a= 1 , there is just one solution (mod 2) , hence a 
total of 2r solutions.· If a= 2, there are two solutions (mod 22) , 
making a total of 2•2r = 2r+l 
• If a > 2 , there are four solutions 
Q. E. D. 
,. 
•. 
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Gauss's -Theorem: For a given modulus m ~~et- P denote the product 
of positive integers less than m w11ich. are relatively prime to m • 
~ 
Then P = 1 (n1od rn) exsept for these cases when)/ P = -1 (mod m) : 
(1) m = 4 
' 
•' 
(2) m is a power of an odd prime, and 
(3) m is t,\ice the power of an odd prime • 
(' ' 
Proof: As in the proof of Wil.son's theorem, for each positive 
integer a < m and relatively prime to m , there is an integer b , 
1 < b < m-1 , such that ab = 1 (mod rn) • b- ,- I 
Suppose a; b. Then the integers a and b do not affect 
·• 
the product P , since their product is congruent t'o 1 (mod m) • 
Hence consider the alternate case, a= b ; that is, consider 
the solutions of the congruence x2 : l(mod m) _. ivhen m = 2 
' 
x = 1 = -l(mod 2) is the only solution, and therefore P - 1: -l(mod 2) • 
hben m > 2 and .a is a solution, so is 
-a 
' 
and a f -a(mod m) for 
m ~ 2 • Thus a(-a) = -a2 = -1 (mod rn) appears in the product P • Now 
the product of an even number of such pairs a, -a will still be 1 , 
and therefore -1 appears in P only when the number of solutions of 
2 
x = l(mod m) is not divisible by 4 • The theorem is established by 
applying the preceding lenuna to the: possible values of a • Recall that 
r denotes the number of distinct odd prime factors of m. 
( 1) 
,(2) 
• 
a= 0: Ther..e, are 2r solutions. 4 y2r 1 . f 1 on y 1 r < 2 ; 
assllIIling .. m -,. 1 , then · r = 1 • .Hence m = p8 , the 
,.P~wer of an odd prlme. 
a - 1: There are 2r solutions~ 
If r = 0 , rn = 2 ; if r = 1 , 
power of an odd prime • 
• 
20 
4) 2r only if r < 2 • 
m = 2p8 , twice the 
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(3) . CJ = 2: Ther.e are 2r+l. sol,utions. 4 i 2r+l . . 1 on y if 
r = 0 • Then m = 22 = 4 • I 
rl. 
(4) There 2r+2. solutions. 4f2r+2 for all a >-2: are 'V 
•.. ___ J 
.... 1, .. 
possible r • Q •. E. D. 
l: The integers m for which p : 
-l(mod m) are those for 
which the congruence x2 = ~(mod m) has only two solutions, 
x = :1: 1 (mod m) • 
Proof: By Gauss's theorem there are three cases for which 
P = -1 ( mod m) : 
(1) m = 4: Referring to the proof of Lemm, S, we found that 
there are two solutions, X :: ±l(mod 4) 
• 
(2) rn = B. p . p is odd and hence > 2 • Again by Lemma S, 
±l(mod p8) ' there are two solutions, X :: 
• 
(3) s m = 2E : All solutions must satisfy the moduli 2 and 
a p simultaneously, so (3) reduces to (1) and (2) • 
The proof of Lemma 5 includes all possible~solutions, and there are'no 
integers m, other than the one stated, for which the congruence 
x2 : l(mod m) has only two/solutipns, x ~ ±l(mod m) • Q. E. D. 
~~ Corollary 2: Gauss's theorem imp lies \Vi lson' s theorem. 
Proof: Since p is-prime, every positive integer less than p 
is relatively prime to p • Thus P = (p-1) ! = ±!(mod p) ; but since p 
is either 2 or an odd prime, P = -l(mod/p) 
• Q. E. D • 
·.•· 
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II. Euler's Theorem , ' 
' ln 1640 Fermat, stated a theorem .which, in congruence terminology, 
may be written as follows: 
For a given prime p and any integer. a not divisible 
r 
I b~ p, there exists some positive exponent 
d 
a -1 ~ O(mod p) ; and this df (p-1) • Hence 
p 1 ' 1 
( 1) a - -1 : 0 (mod p) • 
d such that 
Congruence (I) is now known as Fermat's theorem, or the little theorem 
of Fermat, The exponent d and the proof that dj (p-1) will be 
discussed later. 
Multiplying through (1) by a, we have 
,(2) aP: a(mod p) 
• 
If p I a , (2) still holds; if pja J then (a,p) = 1 and therefore 
aP-a = p-1 0 (1nod p) implies p-1 O(rnod p) Thus we can a(a~ -1) : a -1 -- • -
state and prove the following cornn1on version of 
Fermat's theorem: For a prime p and any integer a , aP : a(mod p) • 
Proof: The proof is by induction, Let P(n) be the proposition 
that nP = n(mod p) , P(O) and P(l) hold for all p , In t·he 
binomial expansion of 
"'-·. 
.• 
.,· (n+l)p = nP + p-1 p(p-1) ••• (p-k+l) p-k + pn + 
1
, pn + ••• + k! n + ••• 
p divides every coefficient except the first and the last, since p > k 
. ·-· 
for all interior coefficients. Therefore, (n+ll : nP+l(mod p) , Sirrte 
nP = n(mod p) by P(n) , then (n+l)p: n+l(mod p) , which is 
P(n+l) • Q. E. D. 
Fermat did i:iot give a proof of his theorem. Leonha·rd Euler 
(1707.;,1783) published the first proof of it in 1736, almost a century 
.... , 22 
I ,. •. 
···-·· ··---~----·-· ••.. 1 .• , ··-· •• .,.~--......... ~-·'-··-····- .. .., •.•.... , .. ,., .• ~···· - ·-··· ········"·~-·-·-······ .•••.•.. ,., 
. .. - ·' ~- - '•. 
t 
. <11,,.,~::.L - , -
\ 
. ·., 
.,.._. .. , 
.. 
-
. .,, 
,, 
.• 
.. 
.., 
~·,' ' ' 
., ', 
f i .. 
• 
' I 
later. Fermat's theorem is a spe~ial case of a morf!.. general result 
established by Euler in 1760 and now known as Euler's theorem. Be.fore 
looking at it we need the following definition: 
For each positive integer 1n , the nwnber of positive integers 
< m which are relatively prime to m is called <P (m). , Euler's phi 
-
ft1nction. It has also been called the totient of m or indicator of m • 
---- - - -
~(l) is defined to be 1 • 
~example/the natural numbers relatively prime to 15 are 
1, 2 , 4 , 7 , 8 , 11 , 13 , and 14 , so q, ( 15 ) = 8 • 
An interesting property of <p(m) is given in the following 
theorem: 
Theorem 8: If the distinct • factors·of an integer prime m are 
'---. 
then 1 1 P1• • • • , Pr ' ct,(m) = m(l - -) ••• (1 -- ) • pl Pr -
Proof: The proof is by induction. / 
If m has just one prime factor, so that m =pa, then only 
the Pa- l 1 . I f 1 ·mu tip es o p , name y, a-1 p' 2p, • • • ' p p J 
factor in common with m, 30 
a 1 1 · p (1--).= m(l --) p p 
·a B If m has two prime factors, so that m = p q 
' 
• 
have a 
and ~ (m) p 
denotes how many natural numbers < m are not divisible by p , then 
, 
exactly as in the above case, . -··- .\. 
· m 1 ~ (m) = m - - = m(l - - ) p p p • 
To find the number of'positive integers < m 
-
neither p nor ·q, we must exclude from those ~ (m) p 
divisible by 
natural numbers 
< m not divisible by p every integer divisible by · q • Among the 
-
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first m natural numbers there are--'!!!. multiples of q , but some of q. 
these are also multiples of p, 
m 
.... pq. 2pq; • • • ' pq pq 
Thus we subtract from ~ (m) p 
, (m) • Hence p,q 
• 
namely, the 2!!..multiples of pq, pq 
to obtain 
1 m 1 1 1 q, (m) = m(l --.) -- (1 ---) = m(l -- )(1 -- ) p,q p q p ' p q • 
· Now assume that if P1• P2, ••• 'Pr-1 are the distinct primes 
·dividing, rn, then 
(1) 
' (m) P1,•••,Pr-l • • • 
(1 - 1 ) 
Pr-1 
• 
To obtain ~ (m) , we must subtract from (1) the number of 
P1,•••,Pr 
mult~ples of Pr 
' 
2p J m Pr' • • • 
' 
pPr r 
r 
which have not·already been excluded. ap , where 
r 
a= 1, 2, 
. . . ' 
.. 
m 
-
Pr 
has been eli1ninated previously if and only if a is divisible by one of 
' 
the primes p1, ••• , pr-l • Since (1) is the.number of posftive integers y 
~ m which are not divisible by any of the primes p1, ••• , pr-l, then 
if we replace by m find that there m 
-
we are 
Pr ' 
(2) m 1 (l 1 ) - (1 - - ) -••• Pr P1 Pr-1 
w 
values of a which are not divisible by P1• ' Pr-1 Hence ' • • • • 
... 
"v cp (m) - (1) - (2) 
P1,•••,Pr 
,I, 
I"' ) 
= m(l - ...!... ) 
P1 • • • 
c 1 - 1 ) - .!!!...c 1 - ...L l . . . c 1 - 1 l 
· Pr-1 Pr Pr Pr-1 
,. 
.. .. '"' .,.. ........ 
= m(l - ...!.. ) 
' p 
. 1 
(1 - 1 )(1 - ..!_I) 
. · Pr-I Pr 
••• 
· 24 
•' 
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1· /' 
... 1.., 
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' I 
•,' .. · 
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.. 1·' 
,'\· 
I 1 • ' ,·~·'1· 
. I 
' ..• ; 
·~ 
al Now if m = P1 
·a ,, r 
• • • Pr ' 
.. ····- . 
anJ one-0f the first m natural· I 
' . 
numbers is relatively prime to m if an·d only if none of the primes 
p 1, ...... , pr ~ivides it. Therefore 1 1 ~ (m) = m(l - -) ••• (1 - ~ ) • 
P1 Pr 
Q. E. D. 
;,I' Example: Earlier we fo1:,lild directly that cp(lS) = 8 • By this _theprem, 
since 15 = 3 • 5 , we get . <f> (15) = 15 ( 1 - j") (1 - i) = 15 •} f = 'g • 
El 
When the integer a is divided by the modulus m, we know 
that there are integers and r such that ,. a= mq + r, q 
-Consequently, every integer a is congruent (mod m) to one of the 
m distinct remainders O, _1, ••• , m-1. The set of integers congruent 
to the same remainder is said to be a residue class for the modulus m. 
Any set of m numbers which are pairwise incongruent 'is said to form · 
a complete residue system (mod 1n) • Any set of numbers consisting of 
one representative from each of those residue classes whose members are 
relatively prime to m is ~alled a reduced residue svstem (mod m) • 
Thus this latter system has q, (m) members. We are now ready to prove 
Euler's generalization of Fermat's theorem. 
Euler's theorem·: If (a,m) = 1, then a~(m) = l(mod m) 
• 
~. Proof: Let the <P (m) remainders < m which are relativerly 
• to' be denoted prime m 
(1) rl, r2, • • • I r$(m) • 
This • a reduced 15 residue system. Let a be any number relatively prime 
to m • We shall sho\v that 
r, 'l 
also is a reduced residue system. Di~iding each integer in (2) by m, 
we get 
(3) ar. = mq. + r! 1 1 1 . 1 1 = ' 
. 25 
i., .... ' ~'ct, (m) 
' 
.. 
.. 
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where r! 
1 
.' i 
\. I 
is the least positive remainder, or 
(4) ar. , = r! (mod m) 1 1 • 
... , ,. ' ••i:i ' 
' 
'· 
l • 
.,, . --
ri must be.relatively prime to m because in (3) _,. a-J'c~mmon factor of 
m and r! would ditvide ar. , contradicting the fact that l 1 
( r . , m) = 1 • Th us . r ! 
1 1 
is ·one of the numbers in (1) • ( a , rn) : ::;: 1 and 
Also, there are <I> (m) distinct remainders r! 
1 
because r' = r! (mod ·m) • i - J 
i ; j • implies, by (4), that ar. : ar. (mod m) ; and since 1 . J (a,m) = I ; 
then r.: r.(mod m) , a contradiction. Hence (2) is a reduced residue 1 J 
~-
system. It follows that the numbers (2) a!e, modulo m, a permutation 
,( 
of the nwnbers (1) • 
The product of the numbers in (1) must be congruent (mod m) 
to the product of the nwnbers in (2) ; that . 15., 
• Since (r.,m) = 1 , 
. . .. 1 
• 
= 1, 4> (m) then we may cancel to get 1 • • • J J rlr2 • • • r 4> (m) 
acp (m) : ,.___ 1 (1nod m) • Q~ E. D. 
E;l(antple: Again, let 15 ct, (m) 8 Let a = 7 . (7,15) m = - since • • 
' 
Then 78 = l(mod 15) 8 (72)4 494 = 44 (42)2 162 : • 7 = - - -• -
= I (mod 15) 
• 
Since we have discussed linear congruences previously, the 
following corollary is of interest: 
Corollary 1: When (a,m) = 1, the solution of the linear congruence 
_,_.....ll·,. 
/ 
ax = b (mod m) is x a ba~(m)-l(mod m) 
• 
Proof: ~lultiplying both sides of the given congruence bi 
a+(m)-l ~d applying Euler's theorem, we have 
12 
-
-
, 
aHm)-lax = a<j>(m)x: x: baHm)-l (mod m) 
• Q. E. D • 
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. S~.~le: · Solve 3x = 7(mod 8) • Since . cp(8) = 4 , and (3,8) = 1 _, 
the solt1tion is 3 2 , · x = 7.3 = 21.3 = s.1. = S(mod 8) • 
Corollll!l 2: Euler's theorem implies Fermat's theorem: ap-l :: l(mod p) 
if p is prime and pia. 
Proof: For a prin1e p, every positive·integer < p • 1S 
·~ relatively prime to )P , so q,(p) = p-1 • More formally, Theorem 8 
states that q,(p) = p(l --,: t") = p ... l • Also, if p{a , then (a,P) = 1 
for prime p. Hence a$(P) = ap-l - l(rnod p) • Q. E. D. 
Example: (a) ap-1 =- 1 (mod p) if pf a : Let p = 17 and a= 2, 
• since 
• = ~
4) 4 = 164 = (-1) 4 = 1 (mod 17) • 
(b) aP = a(mod p) , any a : Let p = 17 and let a be a 
16 16 multiple of 17, say 34. Then 34 = O = O - 34{mod 17) • 
Recall now Fermat's assertion, stated earlier: 
. For a given prime p and ~integer a not divisible 
by p, there exists some positive exponent d such that 
ad-1 = O(mod p) ; and this di (p-1) • 
·Fermat's theorem establishes the .. ·existence of such a d ; it is no 
,; larger than rp (p) = p-1 • In fact, for any modulus m and an integer 
a relatively prime to m, there exists some exponent n such that 
,,., n 
. 
,, 
. a -1 = O(mod m) , by Euler's theorem. T}ae least positive exponent n J 
for which this is true is called the order of a (mod m) 
-
or the exponent 
~ which ! · belongs (mod m) • Clearly, the order of a (mod m) is 
~ q,(m) ; it m~y be strictly < ~(m) for certain a • For e_xample, if 
m - 10. , then - 1, 3, 7, and 9 -
0 
r , are the remainders relatively prime to . ._. 
10 so 4>(10) - 4 3 and 7 ' • belong to the exponent 4, but 1 and 
9 b~long to the exponent_ 2 • \ 
. . ·· (• 
27 
.I 
' ' 
' t-
\ 
• 
.. 
•• 
-~~---,-~--------~----------...----.... -----•:•. •t -!-... -----! ·-
·I' 
··.::· 
' 
.c 
'~ .. ~ 
- !--·· . 
--
/ 
... 
• r 
' 
~- ' ' 
.. 
The second part of Fermat's assertion, that d I (p-1) · • ._fol lows 
from this_ theorem and corollary: 
Theorem 9: If the order of a(mod m) is n and if N is some number 
such that N a -1: O(mod m) , then nfN. 
Proof: We can express N as N = nq + r, 0 < r < n. By 
-
hypotli:'esis, n a : l(mod m) • Then aN = anq+r = n qr r ( a ) a = _a = 1 (mod rn) .•.. 
Since n was the smallest positive integer such that 
then r must be O • Hence nf N • 
n 
a = l(mod m) , 
Q. E. D. 
Corollary 9.1: TI1e order of a(rnod m) divides' ~(m) • 
Proof: One of the values N may assume is . ct,(m) • 
The direct eonverse of Fermat's theorem is not true: 
Q. E. D. 
that 
m-1 
- I (mod m) for some such that (a,m) 1 does not necessarily a a ---
~ 
• . For example, mean m JS prime • 
2340 
- I (mod 341) where 341 11·31 • composite; - lS -- J . I 
390 
- l(n1od 91) where 91 7•13 • composite; antl - l.S ' --
' 
3120 
- l(mod 121) where 121 11 2 • composite. - = 15 - J 
However, first noted by the Frenchman E. Lucas • 1876, restricte'ti as 1n a 
version of the direct converse is true. 
Theorem 10 (Lucas): If there • number such that m-1 l(mod m) 15 a a a --
-
while at l l{mod m) for all t: 0 t < m-1 then • < I m 1S a 
. prime. 
().~' 
Proof: ·The order of a(mod m) which must be q, (m) • I < I 1S 
-
' 
m-1 J by hypothesis. Clearly, cp (m) < m-1 • Thus cp(rn) = m-1 • \Ve know 
that if P1• • • • 
' 
Pr · are 
is any one of them, then 
ct, {m) = m(l - _!_) 
··P1 
-
the distinct • factors .or1me 4 
/ 1 1 
••• (1 - - ) < m(l - ~ ) = 
.Pr - p 
• I 
28 . i 
of m.' and 
m 
m - - < m-1 p-
.. 
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Now since 4>(m) = m-1 , then it follows that . m - ! • a-1 1 implying that 
m 1 • Q. E. .o. - = 
' 
or m = ~ 
' 
a prime. p 
( 
•' In cas·e we know the prime factors of m-1 
' 
then a more 
convenient form of Theoren1 11 for determining the primal i ty of 1 arge 
m , because of the smaller nun1ber of values t to investigate, is the 
following version of Lucas's theorem: 
Corollary 10.1: 
·m-1 • 
Let p 1 , ••• , Pr be the distinct prime divisors of 
./ If there is a nwnber a for which m-1 a - !(mod m) 
--~-m....~··1 
... -in· 
• while 
p 
a 1 ~ 1 (mod m) for all . 1 1 = , • • • ' r" ' then m 1s 
• a prime. 
Proof: It suffices to show that t a 4 1 (mod m) for all 
t: 0 < t < rn-1. Suppose at: l(rnod m) for one of these values of 
t • Then a belongs to some exponent d(mod m) which is < m-1 • 
Theorem 9,- df (m-1), and since d < m-1, then m-1 = dq for some I 
q > 1 • llence q is the 
follows that d divides 
m-1 
p. 
then a 1 = !(mod m) , 
all t: 9 < t < m-1. 
product of primes common to m-1 , and it 
m-1 d for some p .• Since a : l(mod m) , p. 1 1 
a contradiction. ~lence at f l(mod m) -for 
Q. E. D • 
.. 
By 
-
Fennat 's theorem plays a pa·rf in determining the number of roo.ts 
I of a certain congruence and in giving another proof of Wilson's theorem. 
:i 
In order to discuss these applications of Fermat's theorem, we need to 
know the definitions and the three theorems which follow: 
... 
n-1 The congruence f(x) = 0 (mod m) where' f(x) n - a0x + a 1x ' -
+ + a • s~id to be of degree if 4 O(mod m) If • • • lx + a , 15 n ao • n-. n -
-
f(x) and g(x) are two polynomials with integral coefficients such that 
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' the coefficients of corresponding powers of x are congruent (mod m) , 
then .f(x)· and g(x) are said to be identically congruent modulo ~- , .. 
written ~(x) = g(x)(mod m) • The following theorems involve identical 
congruences. 
Theorem 11 (Factor theorem): Th.e integer a is a root of the congruence 
of degree n f{x) = O(mod.m) if and only if 
f(x) : (x-a}f 1 (x) (mod m) , where f 1 (x) is a polynomial of 
degree n-1 • 
. - . -
Proof:\ Dividing f(x) · by x-a , we have the identity 
f(x) = (x-a)f1(x) + R ·, where R is an integer and the degree of f1(x) 
is one less than the degree of f(x) • Now put x =a: f(a) = 0 + R = R. 
When · a is a root of the given congruence., that is, when f(a) : O(mod m) , 
then R = O(mod m) , which in1plies that f(x) : (x-a)f1 (x) (mod m) • 
Conversely, if f(x) = (x-a)f1(x)(mod m) , then by putting 
x = a , we get f(a) = O(mod m) • Q. E. D. 
Note: Since f(x) is identically congruent (mod m) to (x-a)f1(x) , 
then the proof shows that the existence of f 1(x) implies the existence 
of another £2 (x) such that f(x) and (x-a) f 2 (x) have their corres-
ponding coefficients equal, not merely congruent, except for the constant 
terms, which are merely congruent. 
\Ve can extend this idea for a prime modulus: 
Theorem 12: If p is a prime and the congruence of degree n 
, __ ______ 
f(x) : O(mod p) has r different roots 
" 
x = a 1 , • • • , x = a r ( mod p) , 
··A . ·•, 
( . 
then f(x) ~ (x-a1) ••• (x-ar)fr(x)(mod p) , where 
polynomial of degree ' . n-r. 
f (x) 
r 
Proof: The proof is by induction. The preceding theorem 
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verifies the case r = 1. Suppose that the theorem is true for· r-1 
. , incongruent solutions: 
where the degree of f l(x) 
r-
is n-(r-1) • 
~ ,.. \ { • f ' J • j • r • I· -i ' 
Because a is a root of r 
the congruence f(x) - O(mod p) , then f(a ) : (a -a1) ••• (a -a . 1)f 1(a ) r r r r- r- r 
~ O(mod p) • Since p is prime, it must divide one of the factors. 
( pf (a -a.) , i = 1, ••• , r-1, because the roots are incongruent, r 1 
& 
so it follows that fr-l (ar) =. O(mod p) • Thus ·by Theorem 11, 
fr_ 1(x) = (x-ar)fr(x)(mod p) , where the degree of fr(x)r is one less 
than that of f 1(x) • Therefore, (1) may be written r-
where f (x) is a polynomial of degree n-(r-1)-1 = n-r • . Q. _E. D. r 
Lagrange's theorem: The congruence of degree n f(x); O(rnod p) , 
where p is a·prime, has at most· n different solutions, unless all 
the coefficients in f(x) are divisible by p. 
Proof: Let x: a1, ••• , x = an be n incongruent solutions 
of the given congruence. By Theorem 12, 
(1) f ( x) : ( x - a 1 ) • • • ( x- a ) f ( x) ( mod p) J:t n ' 
where f (x) is of degree n-n = 0, hence an integer, say c. If n 
there were another solution y distinct from the first n ones, then 
-<!7 we would have f ( y) : ( y - a 1) ••• ( y-a ) c = 0 ( mod p) • Since all the roots . n 
II 
'are incongruent (mod p) and p, being a prime, must divide one of 
the fact.ors, we have c: O(mod p) • This implies, from (l), that 
f(x) = O(mod p) identically, or p divides all coefficients ·of f(x) ~ 
Q. E. D. 
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Note: This theorem • false 1S 
the second 4egree c~ngruence 
x
2
-1 = O(rnod 12) . 
. I? 
for a composite modulus. · For instance, 
has the four incongruent roots· x = 1, S, 7, 11 (mod 12) • 
No\'/ we shal 1 cqnslider the two conseq.u~nces of Fermat's theorem 
·mentioned previously. 
. Theorem 13: If p is prime and df (p-1) , then there are exactly d 
roots of the congruence xd: l(mod p) • 
Proof: Since d I (p-1) , 
p-1 d x - 1: (x ~l)q(x)(mod p) (1) 
' 
where q(x) is a polynomial of degree p-1-d. By Lagrange's theorem, 
the congruence q(x): O(mod p) has ·at most p-1-d different solutions. 
By Fermat's tl1eorem, the congruence p-1 x - 1: O(rnod p) has exactly 
p-1 distinct solutions, since ~ (p) = p-1 • It follows from (1) that 
the congruence xd-1: O(mod p) must have at least p-1-(p-l-d) = d 
• 
solutions. By Lagrange's theorem, it can hav·e at most this many. Hence 
. .,. it has exactly d solutions. Q. E. D. 
Theorem 14 (~Vi lson 's theorem) : If p is prime, then {p-1) ! = -1 (mod p) .~ 
Proof: As in the proof of Theorem 13, Fermat's theorem implies 
that the congruence xp-l - 1 = O(rnod p) has the p-1 distinct roots 
X : 1, 2., • • • 
. (1) 
, p-l(n1od p) • 
p-1 
By Theorem 12, we have identically that 
x - 1: (x-l)(x-2) ••• (x-(p-l))c(mod p) 
• 
Comparing the coefficients of xp-l on the t\io sides, we see that 
1 = c(mod p) , so we may asswne c = 1. The constant terms must be 
congruent: -1 - (-1) (-2) ••• (-(p-1)) = (-!)p-l(p-1) ! (mod p) • If 
p · ls odd, then -1 = (p-1) ! (mod p) • If p = 2 , then 1 (p-1) ! = 1 = -l(mod 2) • 
··f 
........ --:,· 
" .. __,..,. 
.,, 
' 
' ' ... 
'I 
-1 
-~· 
... 
I 
I -
I. 
r, • 
Or, by taking· x = p in (1), we get ~ediately that 
-· 1 · l 
,- - i = · -1 = (p-1) ! ( mod p) • Q. E. D ~ 
1 
__ , 
There. is another way to prov.e Wilson's· theorem. · Any number 
which for a prime modulus belongs to the exponent p.~1 • called p 15 
a primitiye root of p • Let g be a primitive root of p . ' Then 
"' 
2 p-2 these ¢(p) = p-1 of 1, fonn power, g J g, g 
' 
• • • , g a 
reduced residue system (mod p) • So do the nwnbers I, 2, • • • 
' 
p-1 
-
Therefore, (l+p-2) (p-2) n-1 
... ,. 
v'" 
• 
(p-1) ! = l•gl+2+ ••• +(p-2) = g 2 2 (p-2). = g (mod p) 
E.:.!. E.:! 
P-1 2 2 g - 1 = (g - l)(g + 1) = O(mod p) p ·> 2--, 
,,.. 
For 
and p must divide one of the factors. p -cannot divide 
because the order of g is p-1 , so we have 
p-1 
2 I ) g = -l(mod p • 
\ 
. Since p-2 is odd for every prime p > 2, then 
n-1 
--~ - (p-2) 
g 2 ·= -l(mod p) , 
... 
or (p-1)! = -l(mo<l p) for p > 2 , 
and we know that the theorem is true for p = 2. 
' 
.,. 
., 
a 
..... ·,: 
"\:. 
. "~\. 
r,.,.,,,., .... ,, ,:··=-1·. 
.'~ 
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Ill. Cyclotomic Polynomials. 
Consider the algebraic equation 
(1) n z - 1 = 0 
where n is a positive integer. Over the field of complex numbers, 
(1) has the n distinct roots 
(2) m • • m. e: = cos 2n - + 1 sin 2w -m n n J m = 0, 1, • • • , n-1 • 
These n complex numbers are called the nth roots of unity. The ~ 
l 
roots are real if n = 1 or 2. For n > 2, they are the vertices 
of an n-sided regular polygon inscribed in the unit circle in the 
complex plane in such a way that e: = 1 0 is always a vertex. If 
n > I , an nth root of ~nity may also be a kth root of unity, wher~ 
k < n • z = e: = 1 0 is a solution of equ~tion (1) for 
' - ' 
For example, 
• every 
unity. 
n •. Also, 1 = is an 8th root ·of unity and a 4th root of 
for some 
When an nth root of unity e: is not also a kth root of unity m 
k < n , then is called a prim-iti ve nth root of unity. 
Examples: (a) When n = 1 , e: 0 = l is the (primitive) first root of 
unity. 
(b) When n = 2 , El = -1 is the primitive second (square)-
root of---unity. 
Since the only possib~e real nth roots of unity for any n are 1 and .- .•. ,. ..... 
-1 
' 
then 1 and 2 are the only values of n for which a primitive 
nth root • real. 15 
. ,. 
Cc) When .. n = 3 , both e: 1 and £2 are primitive third 
{cubic) roots of unity. \ 
(d) When = 4 • and • primitive n , £ = 1 e: 3 = -1 are 1 ,, 
fourth roots of unity. 
I 
34 
' 
r 
... 
" .. -·•• 
"l • 
.. 
·., .. , 
' 
' ,· ,. 
(j' 
I 
.I 
. . 
·< 
• 
,·, .. 
,· 
"4- ·, 
.. 
The·next theorem gives an equivalent definition of a primitive 
nth root of unity. 
• 
Theorem. 15: E is a primitive nth~root of unity if and only if the 
m,......__,_ 
tinct, 
by Em 
q 
-____ __________... 
n powers of t , 
m -\ 
0 1 2 
( 3) e:m ' Em ' e:m ' • • • 
' 
' 
are all distinct. 
Proof: ==): Suppose two of the powers of E are not dis-
m 
,• r q 
where 0 n-1 Dividing both sides say Em - Em < q < r < -
' 
• 
-i)> 
V 
have 1 r-q which implies that • not we - e:m Em 1S , , 
primitive because r-q < n • 
<- - • We • 
are all distinct, then 
is primitive. 
know 0 £. 
m 
and if the of - 1 • n powers -
' 
for all k: 0 < k < n , so 
Q. E. D. 
Note: \Vhen Em is a primitive nth root of unity, it follows that the 
nwnbers (3) are exactly the nth roots of unity. 
There are primitive nth roots of unity for each n. In· 
particular, for n > 1, e: 1 is a primitive nth root of W1ity, according 
to the following theorem, because (l,n) = 1 • 
•, .. 
Theorem 16·: Em is a primitive nth root of unity if and only if (m,n) = 1 • 
Proof: 
Ill 
and n 
- -
are d d 
n 
-d 
Em -
= 
-
-
-
., 
-==). 
• 
--
Let (m,n) = d. Suppose d ~ 1. Then d > 1, 
positive integers, and n -< n d • \1 From (2) we have 
n 
-
(cos 2n m . sin .. 2,r ~)d -+ 1 
n n 
n m • • n m C.05 - 2n -+ 1 sin - 2,r 
-d n d n (by deMoi vre • s theorem). 
,,. 
2n m • . 2n m cos -+ 1 sin 
-d d 
2n 1 0 cos - - Em -
' l ,. 
,;_: 
lot 
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·' so that not all the .numbers (3) are distinct, ~d thus ·em is not a 
primitive nth root of unity. 
<~-===~: Suppose. em is not a primitive nth root of 
unity. Then £ k = 1 
m 
for some O<k<n. 
. Theorem of de\loivre, 
e k = cos 2n km + i sin 2n km m n n • 
By· (2) and the 
, .. 
' -
Q ' 
Since £ k = 1, 
m 
h km b . ten --- must e an integer. n k < n , so n has \ . ' . 
some prime factor which is· not common to k and which therefore divides 
m, implying (m,n) I 1. Q. E. D. 
It is evident from the preceding theorem that there are ~(n) 
primi ti v.e nth roots of unity. We may denote them w1, w2, • • • , w, (n) • 
The product of these roots, 
F (z) = 
n 
<P (n) 
IT 
j = 1 
(z - w.) 
J ' 
is a polynomial of degree ~(n) and is called the cyclotomic polynomial 
of index 
----
4 
n. As we have noted, Z = E = 1 0 is a solution of equa~ -
tion (1) for every n and is a primitive nth root of unity only when 
n = 1 • Hence for n > 1, the primitive nth roots of unity are among 
the zeros of the polynomial of degree n-1, 
' 
. , 
n 
z -1 qn(z) = 
z-1 
n-1 
= z n-2 + z + ••• + z + 1 
' 
which in the theory of equations is called a cycl~~omic polynomial but 
is not to be confused with our definition of the tenn. Since <P(p} = p-1 
fo.r a prime p , it follows that F (z) = q (z) • p p We shall now 
~ 
establish Eisenstein's criterion and use it to show that F (z) p . 
J 
4T:r;ygve Nagell, Introduction to Nmber .Thet:>ry, p. 158. 
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Eisenstein's.Irreducibility Criterion: Let p be a given prime. Let 
n n-1 a(z) = anz ·+ an_ 1z + ••• + a1z + a0 be ·a polynomial with integral 
coefficients. If· 
· an 4 O(mod p) , 
an-1 4 an-2 4 • • • f ao (mod p) and 
. 2 
a0 4 o (mod p ) , 
then a(z) is irred'ticible over the· field of rationals. 
Proof: Suppose a(z) is reducible, where the degrees of the 
factors are, m and k • Then 
d 
a(z) = (b zm + b~ zm-l + 
m m-1 • • • 
( 4) n = m+k 
' 
0 < m < n 
' 
0 < k < n 
• 
It may be asswned that the coefficients of both factors are integers. 
and 2 a0 l O(mod p ) • 
' 
thus and so p ( b0 
\ 
I • or p ( c0 because p is a prime. Suppose that p ( b0 while p I c0 • 
' Let r < k be the smallest index such that 
-
p ~ C r so 
. .. ( 
• 
' 
+ brco - b0cr (mod p) Since • • and we· asswned that P ( bo - p 1S a prime - • 
.,c<;~ 
and p ? C I then P ¥ a I or a ~ O(n1od, p) 
• From the hypothesis r r r 
we see that r must equal n because only a l O(mod p)'~ Also, r n 
is a value of k. Therefore k = n, which contradicts (4). Hence 
a(z) is irreducible. 
· Q. E. D. 
Theorem 17: F (z) is irreducible for a prime p •. p 
Proof: Let z = w + 1 • Using the binomial expansion, we get 
37 
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F (z) p 
•.. ,1,1.r:· "" 
zP-.1 
-
, z-1 
= (w+l)p ..:. 1 = ! wP + .E. wp.:1 + p(p-1) 
w · w w w•1•2 
~ + !. - l 
f w w 
p-1 - p-2 p(p-1) - p-3 
• w + pw + 1•2 w + ••• + p • 
[ ' 
.. ;, . ·-- ' 
p-2 w + .. •· 
Now a = ·1 f O(mod p) ; p is a factor of all the other coefficients, n 
since p is prime- and every factor of the denominator is < p , and 
thus a
0
_ 1 : ••• : a0 : O(mod p) ; and a0 =pf O(mod p2) • Hence 
by the Eisenstein criterion, 
·• 
.t..:> 
'I 
,. 
F (z) p 
38 
is irreducible. Q. E. D. 
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_:----._~ quadratic Residues 
" · ·For a given modulus m there are cp (m) positive integers 
less than m which are relatively prime to m. Let them be 
(1) a1 , a2, • • • , a~ (m) 
and let a be any given one of them. 
The quadratic congruence 
(2) 2 x = a(mod m) 
• .... i _., .... 
-··-~·· ·• .... 
' ' 
may have a solution for a particular a or it may not have. Now 
(a,m) = 1 and thus (x2 ,m) = 1 , so (x,m) = 1 if there is a solution 
x; hence the only possible solutions are congruent to one of the 
numbers (1). For instance, let m = 4, a non-prime. a1 = 1, a2 = 3. 
a1
2 
= 1: l(mod 4) and a2
2 
= 9 = l(mod 4) • This means that there is 
\ 
a solution for 1 but not for a = 3 Let 5 • 
~l - m = a prime. - • , 2 
-:J •• 
1 a2 = 2,, a = 3 = 4 
2 1 - l(mod S) 2 - 4 = 4(mod 5) a = a4 al - - a2 
' 
I • - , - -I 3 
"' 
2 
= 9 = 4(mod 5) and 2 16 - l(mod 5) Thus. there are solutions a3 a4 - -
' 
- • 
for I and 4 but not for 2 and 3 a = a4 - a2 - a3 -- - -I • 
.,;.L 
Since for any we have (l ,m) 1 it • clear that m - 15 con-
' 
gruence (2) will always have a solution for al - I The values of a - • 
for which (2) has a solution .are called quadratic residues, of ~, and 
the values of a for which (2) has no solution are called quadratic non-
residues of m. 
----- -
Note that we are applying these terms·· only to integers which 
.... are relatively prime to the modulus m • · As s;hown by Nagel!, 5 the solva-
bility of the congruence, x 2 = a(mod m) , where a = O, 1, . . . ' m-1 
' 
5Ibid., pp. 132-133. \ 
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is completely determined by examining the congruence x2 : a(mod m) , 
where (a,m) = 1 • Thus son1e authors apply the ter1ns "quadratic 
C, 
............... 
"'""'··•i., 
residue" and "quadratic non-residue" only to those values of a which 
are relatively prime to m , while .others allow the nwnber. a • 1n 
congruence (2) to be any integer. Since the theorems in this chapter 
are concern.ed only with prin1e moduli, the only one of the numbers 
O, 1, ••• , m-1 which our definition eliminates is O. 
Theorem 3, which \ias a result of Wilson's theorem, actually 
established that -1 is a quadratic residue of a prime modulus of the 
fonn 4n+l and a quadratic non-residue of a prime modulus of the fonn 
4n+3. This is an inunediate consequence of the following condition, 
. ' ' 
given by Euler, for a to be a quadratic residue of any odd prime 
modulus: 
Euler's criterion: Let o 
• 
is~ quadratic residue of p 
be an·odd prime and _fa,p) = 1 • Then 
if and only if aP:;f : !(mod p) • 
Proof: ). Suppose is a quadratic residue of a p • • 
the 2 - a(mod p) has a solution congruent to one congruence X - X -
the nwnbers 
• 
(3) 1, 2, E-1 E+l 
' p-2, p-1 • • • I 2 ' 2 ' ••• ' 
which are congruent to the nwnbers 
1, 2, E-1 
-
E-1 
-2 -1 ••• I 2; t' 2 ' • • • I I • 
Thus x2 • congruent to one of the numbers lS 
a 
Then 
of 
12, 22, (P;l 2 Also, - x2(mod p) Therefore, ) a -• - • ••• I 
'. 
E-1 {p-1) .. 2 _ 2 2 _ p-1 
- l(mod p) (by Fermat's theorem). a : X = X --
~ 
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Suppose a is a quadratic non-residue of p. lben 
x
2 4 a(m'od p) for all x. Each x is·congruent to some 
pOS,i ti Ve integer less"' than p I and since (X, p) = 1 for X ! 0 < X < p , . · 
there is a solution y: 0 < y < p for the congruence"'---../ 
(4) xy = a(mod p) 
for each such x 4 y(mod p) • each of these (4) X • 1n one congruences 
2 
a(mod p) E-1 (4) required because X ·f Hen~e just congruences are • 2 
to have 
product 
~ 
each of the numbers (3) 
of all p-1 2 congruences 
p-1 
(p-1) ! = a 2 
' 
represented once by X or y • The 
• 1S 
and thus by \Vilson's theorem, 
p-1 
2 
a = -1 1 l{mod p) • Q. E. D • 
An alternate proof of the first part is: 
, 
If a is a quadratic residue of p, then a = 2 b (mod p) for 
some b: 0 < b < p. 2 2 2 Then a = p - 2pb + b = (p-b) (mod p) , too. 
(p-b) 1 b(mod p) , so the two roots are distinct and must be the only 
ones, according to Lagrange's theorem. The remaining p-3 numbers 
p-3 (3) may be paired in 2 congruences (4), as above, so that 
p-3 p-3 E.:.!. 
-1 = (p-1) ! = a 2 b (p-b) : -a 2 b2 : -a 2 (mod p) , or 
,"'·. p-1 
a 
2 
: l(mod p) ~ 
Example: Let p = 17 and test a = 2 
17-1 
2 
= 162 : (-1) 2 = l(mod 17) , so 2 is a quadratic residue of 17. 
, so 3 is a quad-
ratic non-residue of 17. 
n-1 Corollary h If p is an odd prime, there are 7" quadratic residues 
" 
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Proof; In the proof of Euler's criterion we found that if a 
is a. qua~ratic residue of an odd prime p, 
2 
one of the numbers 12, 22, ••• , (P;1 ) 
then a 
These • 
all distinct (mod p) because if 2 2 . X - y (mod p) , -
-
·' 0: 
is congruent to 
p-l 
2 numbers are " 
then either 
X : -y(mod p) , or X·: y(mod p) 
• But X ~ -y(mod p) because 
0 < p-1 E-1 
- p-1 < p • and X l y(mod p) because x+y ~2 + 2 
' 
:•; 
0 
~. fx-yf ~ E2-l - 1 ~- p-23. < £.2 would 1·m 1 that x y wh1·ch 1·s false PY :; , · • 
p-1 . Thus there are - 2 
p-1 there are p-1 --2 
distinct quadratic residues; and since 
-- p-1 
- 2 quadratic non-residues. 
cf, (p) = p-} I 
Q. E •• D. 
Note: It· is now clear that \vhen detern1ining ·the quadratic residues a 
p-1 of an odd prime p, · it suffices to square only the first -
2 
positive 
integers. For instance, in the earlier example for p = 5 , 
and (mod 5) give the quadratic residues 1 and 4 , and 
hence the quadratic non-residues 2 and 3, for the odd prime 5 • When 
... 
p = 7 ' p-1 -2 - 3 ' so 22 _ -- 4 d , .an 2 3 : 2(mod 7) are the 
quadratic r.esidues, and therefore 3, S, and 6 are t.he quadratic non-
residues of 7. 
The alternate proof of the first part of Euler's criterion gives 
yet another proof of Wilson's theorem if we alter the proof slightly: 
We found that when a is a quadratic residue of an odd prime 
p ' then p-1 
(p-1) ! 
- -a 2 (mod p) 
.. 
• 
We observed earlier that a= 1 is always a qlladratic residue (p. 39), 
Hence (p-1) I : -1 (mod p) for an odd prime, and the case p = 2 ha,s been 
,. ·f 
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terified. 
. Q. E. D. 
' 
. I When the alternate proof of the first part of Euler's criterion 
is used, then Euler's criterion is established without using ·Fermat's 
,. .. --~--theorem, and thus· the criterion furnishes another proof of Fermat's .,1 ,,• ·- ·~- ' 
-~ 
theorem, as follows: 
P.:.! 
a· 
2 
= -l(mod p) if a is a quadratic non-residue of an odd 
prime p , and 
. ' E:.!. 
a 
2 
= 1 (mod p) if a is a quadratic residue. If a is not 
divisible by p ' then (a,p) = 1 and so a satisfies one of the two 
congruences above. Hence if p ( a 
' 
then for an odd prime p ' 
( p-1 2 
' p-1 2 
= l(mod p) . ' a = a 
' 
~ and for p = 2, Fermat's theorem is easily verified. Q. E. D. 
,, 
i. 
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