S2
Analogue ensemble (AE) 1 The analogue method has been widely used as a downscaling methodology since Zorita and 2 von Storch (1999) . This approach is based on the assumption that similar large-scale 3 atmospheric patterns can result in similar meteorological conditions. The objective is to 4 identify historical years with similar large-scale circulation conditions as the current year, up 5 to the forecast issue date, and then assume that their subsequent weather evolutions are likely 6 realisations over the coming forecast period. In this study we use a period of 1 to 6 months 7 prior to the forecast issue date to identify the analogue years. This choice is motivated by the 8 fact that it will cover the period when snow is accumulated in the catchments and that similar 9 climate behaviour during this period could induce similar snow accumulation. Each identified 10 individual year is an analogue year and a group of them will compose an analogue ensemble. 11
As compared with the CE method, this approach aims at identifying a reduced ensemble that 12 will provide input to the hydrological model and thus generate the SFV forecast ensemble. To 13 restrict the large number of degrees of freedom of the atmospheric circulation, that would 14 require an unreasonable number of years in the historical data set, two methods are used for 15 the selection of the analogue ensemble. The first one is based on teleconnection climate 16 indices (TCI; Sect. S2.1) and the second on circulation patterns (CP; Sect. S2.2). After 17 selection, the procedure described in Sect. S1 is followed but with the analogue instead of the 18 full historical ensemble in step 2. 19
The performance of the analogue method is heavily affected by whether the climatic features 20 in the forecasting data were encountered in the training period dataset. This prospect is related 21 to both the archive length available and the presence of non-stationarities. In this study, the 22 archive consists of gridded daily T and P time series in the catchment from 1961 to 1999. This 23 40-year period is limited in this context, but it is what we have available. Concerning non-24 stationarities, we here assume climatic stationarity, i.e. that all years in the historical period 25 are equally representative of the climate in the study period (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) . Any 26 historical trends would imply that years in the latter part of the historical period are more 27 representative than years in the former part. Analyses of P, T and Q data in Vindelälven, 28 however, fail to reveal any significant trends in the historical period. Further, it has previously 29 been shown that using a more recent period in the CE method does not improve performance 30 as compared with using the full historical period (Carlsson and Sjögren, 2003) .
Concerning the size of the analogue ensemble, if a large fraction of the total number of years 1 in the archive is selected the AE method will converge toward the CE baseline method and no 2 additional skill will be attained. If only a few years are selected, on the other hand, the 3 uncertainty of the reduced ensemble will be very large. In this study we have not put any 4 restrictions on the ensemble size but used what the methods found. On average ~15% of the 5 archived years were identified as analogues, although it varied between 0% and almost 50% 6 (Table S1 ). 7
S2.1 Selection based on teleconnection climate indices (TCI) 8
The northern hemisphere teleconnection patterns are recurring air pressure and circulation 9 anomalies identified by Barnston and Livezey (1987) using a Rotated Principle Component 10 Analysis (RPCA) of standardised geopotential height anomalies. The prospect of using 11 climate indices for identifying analogue years in a hydrological forecasting context has been 12 previously explored by e.g. Hamlet and Lettenmaier (1999) . 13
The three selected teleconnection indices can be characterized as follows. 14 -North Atlantic Oscillation (NAO): the positive phase of the NAO is associated with above 15 average temperature (T) and precipitation (P) over Scandinavia during winter (mild, wet 16 winters), while the negative phases tend to be associated with below average T and P (cold, The choice of climate indices is motivated by the fact that each of them represents a specific 28 atmospheric circulation that is known to impact the T and P in Scandinavia, and so, its 29 hydrology. As described before, different circulation patterns have different impacts on the 30 Scandinavian T and P. Patterns occurring concomitantly may increase or decrease their 1 impact on T and P so that it is important to take into consideration the state of different 2 circulation patterns, and thus different climate indices, at the same time. (Table S1) . 13
S2.2 Selection based on circulation patterns (CP) 14
Circulation-pattern (CP) analysis is a commonly used tool in climatological and 15 meteorological studies (Hay et The method is generally applied to reliable upper-air data at multi-grid, e.g. sea level pressure 20 and geopotential height, to explain recorded observations of e.g. P and T. By differentiating 21 historical observations into several representative CPs, each CP is supposed to represent 22 specific climate conditions in the study area. The CPs are defined based on either professional 23 knowledge of atmospheric motions (subjective classification) or statistical characteristics 24 derived from the observations (objective classification). As the subjective classification is 25 only available in a limited number of regions, the objective classification has been widely 26 developed and used. The objective classification is a semi-automated or automated technique 27 that pertains to mathematical approaches, e.g. hierarchical methods (Johnson, 1967), k-means 28 methods (Mac-Queen, 1967), cluster analysis (Kyselý and Huth, 2005) and correlation 29 methods (Yarnal, 1984) . The method that is proposed and investigated here is based on fuzzy-30 rule logic. 31
Fuzzy-rule-based classification is built on the concept of fuzzy sets (Zadeh, 1965) , using 1 imprecise statements to describe a certain system, in this case the climate system. The 2 classification scheme for CPs follows four steps: 1) transformation of large-scale data; 2) 3 definition of the fuzzy rules; 3) optimisation of the fuzzy rules; and 4) classification of CPs. A 4 detailed description of the methodology used here can be found in Bárdossy et al. (2002) and 5 it is only summarised in the following. 6
In this work, the anomalies of daily mean sea level pressure (MSLP), g(i,t) , from reanalysis 7 data (ERA40 or ERAINTERIM; Sect. 2.2), serves as a predictors according to 8
where h(i,t) is daily MSLP at grid cell i and time t. Variables µ(i,t') and σ(i,t') denote its 10 climatological mean and standard deviation at grid cell i on Julian date t'. The anomaly g(i,t) 11
indicates the deviation of daily MSLP from the long-term climatology. 12
Every g(i,t) is categorized into one of five groups using fuzzy logic: large positive deviation, 13 small positive deviation, no deviation, small negative deviation and large negative deviation. 14 To determine the fuzzy rule sets best describing the CPs, every rule is optimised with a local 15 variable using a well-designed objective function that explains its statistics in a given region. 16
In this study, P observations in Vindelälven during 1961-1990 are used as local observations. 17 
where the two weighting factors w 1 and w 2 are determined subjectively to adjust for relative 5 differences in magnitude as well as importance. A higher value of O 3 indicates a better, more 6 distinct classification. 7 Figure S1 illustrates how the best possible set of CPs is obtained. At each iteration, a set of 8 fuzzy rules is randomly generated. They describe every CP by defining randomly selected 9 membership functions (i.e. degree of daily MSLP anomaly deviated from long-term mean 10 values) at randomly selected locations. Thereafter, the CP time series is generated in order to 11 carry out the performance evaluation in which probability of precipitation and its amount, 12 conditioned on classified CPs, are taken into account. The optimization procedure uses a 13 simulated annealing algorithm. Steps (3) and (4) In a very few cases the CP method, as implemented here, was not able to identify any 25 analogue year (Table S1 ) and then it was replaced by the CE forecast to have a complete time 26 series of forecasts for the multi-method. This has a negligible impact on the results. On 27 average, 6 analogue years were identified by the CP method. 28
S3 Dynamical modelling (DM) 29
In this approach, the daily T and P ensemble of seasonal forecasts from ECMWF (Sect. 2.2) 30 were converted into HBV input. This was done by mapping the daily forecasts from the IFSgrid onto the HBV sub-catchments. The mapping was done by areal weighting, based on the 1 catchment fractions covered by different IFS grid cells. The resulting sub-catchment average 2 P and T values were then adjusted to represent different altitude fractions within the 3 catchment. After conversion, the ECMWF forecasts were used to feed the HBV model from 4 the same initial state as used in the current CE procedure, thus following the procedure in 5
Sect. S1 but with forecasts instead of historical years in step 2. As in the CE procedure, the 6 final forecast used in the evaluation is defined by the ensemble median. 7
S4

Statistical downscaling (SD) 8
Statistical downscaling is a widely accepted methodology used to connect coarse-scale 9 climate data from GCM to local-scale climate. In this case, large-scale circulation In this work, hindcasts for the predictors and historical observations for the predictands were 29 used to define the statistical relationship between them i.e. to calibrate the model. To 30 maximise the robustness of the forecast, multiple forecasts are made with different predictorsof large-scale circulation variables with a 2°×2° resolution from two different GCMs (Sect. 1 2.2) for the 3 months following the forecast issue date (Figure 3) . The period used for 2 developing the statistical model (that express the statistical relationship between predictors 3 and predictand) was from 1982 until the year prior to the year being forecasted; thus the 4 training period increased in length with each step forward through the study period. 5
The initial set of predictors to be evaluated were selected by an initial screening based on 6 previous literature (Nilsson et al., 2008; Foster and Uvo, 2010) followed by an analysis of 7 predictive skill in the historical period. The three best performing predictors for each station 8 and forecast date were selected to comprise the SD ensemble (Table S2) . 9 Figure S3 illustrates how the predictors are selected and the statistical model developed. Each 10 SVD analysis calculates the heterogeneous correlations, how the spatial pattern of one field is 11 correlated with the time series of the other (Fig. S4) , and a matrix of regression coefficients 12 relating both fields. The heterogeneous correlations are used as a selection metric and the 13 three highest ranked predictors are chosen to be used in the SD model chain. Thereafter, 14 seasonal forecasts of the selected predictors are downscaled (Fig. S5 ) using the applicable 15 regression coefficients, obtained during the SVD analysis, where after they are combined to 16
give the forecast of the SFV. 17
It should be noted that whereas the other methods generate daily discharge time series over 18 the spring flood period, from which SFV is estimated, the SD method directly forecasts the 19 SFV. Therefore forecasts from the SD method are of most interest in the early forecast issue 20 dates and of less interest closer to the spring flood period, as they are not able to provide 21 information about the flood profile. 22 Table S1 . Ensemble sizes generated by the different single methods. Table S2 . Final predictors used in the SD method (with atmospheric model in parentheses). 1 
