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Abstract
We compare the nondeterministic state complexity of unary regular languages and that of their
complements: if a unary language L has a succinct nondeterministic ﬁnite automaton, then non-
determinism is useless in order to recognize its complement, namely, the smallest nondeterministic
automaton accepting the complement ofL has as many states as the minimum deterministic automa-
ton accepting it. The same property does not hold in the case of automata and languages deﬁned over
larger alphabets. We also show the existence of inﬁnitely many unary regular languages for which
nondeterminism is useless in their recognition and in the recognition of their complements.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
In the last few years, we observed a renewed interest for research in automata theory (for
a discussion, we address the reader to [9,23]).
Some aspects of this ﬁeld that were only partially considered in the early developments
of the theory are now extensively and deeply investigated. Two such aspects are the descrip-
tional complexity of automata and the analysis of unary languages.
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Descriptional complexity studies the costs of the description of objects (e.g., languages)
by different formal systems (e.g., deterministic or nondeterministic automata, grammars,
etc.). Furthermore, in this area formal systemswith the same expressive power are compared
with respect to their conciseness. Probably the ﬁrst and most widely known result of this
kind is the simulation of nondeterministic ﬁnite automata (nfa) by deterministic ones (dfa).
While these two models share the same computational power, i.e., they characterize the
class of regular languages [21], from the point of view of descriptional complexity they
are very different. In fact, nfa’s can be exponentially more succinct than dfa’s, i.e., for any
nonnegative integer n there is a language accepted by an n-state nfa that requires 2n states
to be accepted by a dfa [17,18]. For a recent survey on descriptional complexity, we address
the reader to [4], while for descriptional complexity of regular languages some recent works
are [24,3,7].
Languages and automata are calledunarywhen they are deﬁnedover a one-letter alphabet.
Some interesting properties of unary automata were studied by Chrobak [2], showing many
important differences with respect to the general, i.e., “nonunary” case. These studies have
been recently deepened, mainly in connection with descriptional complexity issues (see,
e.g., [3,6,16,19,20]).
This paper continues this stream of research. In particular, we study some questions re-
lated to the complement operation. While it is trivial to show that any regular language and
its complement can be recognized by dfa’s with the same number of states, in the case of
nfa’s the situation can be totally different: the only known standard way to achieve comple-
mentation is to convert an nfa accepting a given language to a dfa, and then complement
the set of ﬁnal states. This may lead to an increment from n to 2n in the number of states.
This gap was originally proved to be optimal for a four-letter alphabet by Birget [1] and,
recently, for a two-letter alphabet by Jirásková [11], who showed that for each integer n
there exists a language L accepted by an nfa with n states such that each nfa accepting the
complement of L has at least 2n states. In this paper, we consider the same problem for
unary languages. Our main result states that if a unary regular languageL has a succinct nfa
(i.e., an nfa with the minimum possible number of states with respect to the periodicity of
the accepted language [10]), then nondeterminism is useless in order to recognize its com-
plement, i.e., each nfa accepting Lc has at least the same number of states as the minimum
dfa accepting it. Roughly speaking, succinct nfa’s witness the optimality of the simulation
of n-state unary nfa’s by e(
√
n ln n)
-state dfa’s proved in [2]. A similar result does not hold
in the general case. In fact, we prove that, without the unary restriction, for each integer
n2, there is a language L accepted by an nfa with n states such that the minimum dfa
accepting it must have 2n states (i.e., L is a witness of the state gap between nfa’s and dfa’s
in the general case) and the complement ofL is accepted by an nfa with n+1 states. In other
words, in the general case there are languages with small nfa’s accepting them and their
complements.
We further deepen this investigation by proving the existence of unary languages
for which nondeterminism is useless in their recognition and in the recognition of
their complements. In particular, we show that for each integer n2, there
exists a language L such that all nfa’s accepting either L or its complement must
have at least the same number of states n as the minimum dfa’s accepting
them.
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We complete the paper by showing a class of languages for which the complementation
of nfa’s can be easily done, without increasing the number of states, and we discuss the
possibility of extending our main result.
2. Preliminaries
In this section, we recall some basic notions, notations and facts used in the paper.
Given a set S, S denotes its cardinality, and 2S the family of all its subsets. As usual, we
let N (N+) be the set of nonnegative (positive) integers. The absolute value of a number z
is denoted by |z|. For any z > 0, ln z denotes the natural logarithm of z.
In the paper, wewill use some notions and results from number theory.We refer the reader
to books on this subject for proofs and details, e.g., [5]. The greatest common divisor of
integers a1, . . . , as is denoted by gcd(a1, . . . , as). Their least common multiple is denoted
by lcm(a1, . . . , as).
Throughout the paper, whenwewrite that an integer z > 1 factorizes as z = pk11 ·pk22 ·· · ··
p
ks
s , we will refer to the factorization in prime powers given by the Fundamental Theorem
of Arithmetic, where, for i = 1, . . . , s, pi is a prime number and ki ∈ N+. We recall that
such a factorization is unique up to a permutation of the indices.
In the paper, we will make use of linear Diophantine equations.We are not going to recall
general results on this subject. For our purposes, the following lemma is enough (a proof
for a more general result can be found in [16]):
Lemma 2.1. Given two positive integers a, b the set
{ax − by | x, y ∈ N}
coincides with the set of all integer multiples of gcd(a, b).
Finally, we recall the following result, related to modular arithmetic:
Theorem 2.1 (Chinese Remainder Theorem). Let m1,m2, . . . , ms denote s positive inte-
gers that are pairwise relatively prime, and let a1, a2, . . . , as denote any s integers. Then
the congruences x ≡ ai (MODmi), i = 1, . . . , s, have common solutions. Any two solutions
are congruent modulo m1 ·m2 · · · · ·ms .
Given an alphabet , ∗ denotes the set of strings on , with the empty string . Given a
string x ∈ ∗, |x| denotes its length. A language L is said to be unary (or tally) whenever
it can be built over a single-letter alphabet. In this case, we let L ⊆ a∗.
The reversal of a string x = a1a2 . . . a|x|, ai ∈ , i = 1, . . . , |x|, is the string a|x| . . . a2a1
and it is denoted as xR.The reversal of a languageL, denoted asLR, is the set of the reversals
of the strings belonging to L. As usual, the complement of a language L ⊆ ∗, i.e., the set
∗ \ L, will be denoted as Lc.
Let us take a brief look at the computational model of ﬁnite automata. For a detailed
exposition, we refer the reader to [8]. A one-way nfa over an input alphabet  is a 4-
tuple A = (Q, , q0, F ), where Q is the ﬁnite set of states,  : Q ×  → 2Q is the
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Fig. 1. A unary dfa.
transition function, q0 ∈ Q is the initial state, F ⊆ Q is the set of ﬁnal states. The transition
function  can be extended to strings in a standard way. The language accepted by A is
the set L(A) = {x ∈ ∗ | (q0, x) ∩ F = ∅}. The one-way automaton A is dfa if and only
if (q,) = 1 for any q ∈ Q and  ∈  (this implies that deterministic automata are
assumed to be complete).
We recall that the state complexity of a regular language L, written sc(L), is the number
of states in the smallest deterministic ﬁnite automaton accepting L (see, e.g., [24]). The
nondeterministic state complexity of L, denoted by nsc(L), is the minimum number of
states in nondeterministic automata accepting L.
In this paper, we will consider mainly unary automata, namely, automata deﬁned over a
one-letter input alphabet  = {a}. It is easy to observe that the transition graph of a unary
dfa consists of a path which starts from the initial state and is followed by a cycle of one or
more states (see Fig. 1).
As in [2], the size of a unary nfa A is the pair (,), where 1 and 0 denote the
number of states belonging to the cycles and those not belonging to any cycle, respectively.
Observing the shape of unary dfa’s it is not difﬁcult to conclude that unary regular
languages correspond to ultimately periodic sets of integers:
Theorem 2.2. Given a unary regular language L and two integers 1, 0, the follow-
ing statements are equivalent:
(i) L is accepted by a dfa of size (,);
(ii) for any integer m, am ∈ L if and only if am+ ∈ L.
A unary dfa is said to be cyclic when its graph is a cycle, i.e., when it is of size (, 0)
for some 1. To emphasize the periodicity of the accepted language L we also say that
L is -cyclic. The language L is said to be properly -cyclic if and only if it is -cyclic but
not ′-cyclic for any ′ < , namely, the minimum dfa accepting L consists of a cycle of 
states.
A language L accepted by a unary dfa of size (,) is said to be ultimately -cyclic.
L is said to be properly ultimately -cyclic if and only if it is ultimately -cyclic but not
ultimately ′-cyclic for any ′ < . This is equivalent to say that the length of the cycle in
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Fig. 2. An nfa in Chrobak normal form.
the minimum dfa accepting L is . For a properly ultimately -cyclic language the number
 is also called its period.
The following lower bound was proved for unary nfa’s in [10] (the result was extended
in the case of two-way automata in [15]):
Theorem 2.3. Each nfa accepting a properly ultimately -cyclic language L, where 
factorizes as  = pk11 ·pk22 · · · · ·pkss , has at least pk11 +pk22 + · · · +pkss states in its cycles.
Hence, nsc(L)pk11 + pk22 + · · · + pkss .
An nfa is in Chrobak normal form if its graph consists of an initial path and a set of
disjoint cycles. The last state of the path is connected via a leaving edge to one state in
each cycle: this is the only nondeterministic choice in the automaton. In Fig. 2 an nfa in
Chrobak normal form is depicted. The interest for this particular structure is related with the
fact that, although making limited use of nondeterminism, each n-state unary nfa A can be
transformed into an nfaA′ in Chrobak normal form of size at most (n,O(n2)) [2].Actually,
a closer investigation of the proof for this result shows that the number of states in the cycles
of A′ can be bounded by that of the states in the cycles of A.
As shown in [2], given an automaton in Chrobak normal form an equivalent dfa can be
obtained by just replacing the cycles with a unique cycle of length equal to the least common
multiple of the lengths of the cycles in the given automaton. This implies that the period
of the language accepted by an nfa in Chrobak normal form coincides with or divides the
least common multiple of the lengths of the cycles.
Using this observation and the above mentioned fact that each n-state nfa A can be
transformed into an nfa in Chrobak normal form of size bounded by (n,O(n2)), it turns
out that A can be simulated by a dfa whose number of states is bounded by the following
function (see [2] for the details):
F(n) = max {lcm(x1, . . . , xs) | x1, . . . , xs ∈ N+ and x1 + · · · + xs = n}.
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Evaluating the growth rate of F(n) is known as Landau’s problem [12,13]. Several approx-
imations for F(n) are given in the literature, the best one known being contained in [22].
For our purposes it is enough to know that 1
Lemma 2.2. F(n) = e(
√
n ln n).
3. Nondeterministic state complexity and language complements
It is well known that the simulation of nfa’s by dfa’s deﬁned by the subset construction
is optimal, i.e., for each integer n there is a language accepted by an n-state nfa such that
the minimum dfa accepting it has 2n states. As shown in [2] in the unary case the optimal
cost of this simulation reduces to F(n).
From another point of view, given an integer which factorizes as  = pk11 ·pk22 · · · · ·pkss ,
each properly -cyclic language is accepted by aminimum dfa of  states, while, as stated in
Theorem 2.3, each nfa accepting it requires at least pk11 +pk22 +· · ·+pkss states in the cycles.
Given  it is easy to exhibit a language matching this gap as, for instance, the language
L = {am | ∃i, 1 is, pkii |m},
which is accepted by an nfa with s cycles of lengths pk11 , . . . , p
ks
s .
On the other hand, it is possible to prove that the complement of this language requires
 states even to be accepted by an nfa (see, e.g., [6]). In other words, nondeterminism is
useless in order to accept Lc.
Ourmain result generalizes this observation to each ultimately properly -cyclic language
L: if L has a “small” nfa then each nfa accepting Lc must have at least  states.
Theorem 3.1. Let L be a properly ultimately -cyclic unary language, where  > 1 fac-
torizes as  = pk11 · pk22 · · · · · pkss . If L is accepted by an nfa with pk11 + pk22 + · · · + pkss
states in the cycles, then each nfa accepting Lc contains a simple cycle of length a multiple
of .
Proof. Let A be the given nfa accepting L and A′ be an nfa accepting Lc.
We recall from Section 2 that any nfa can be turned into one in Chrobak normal form
without increasing the number of its cyclic states. Furthermore, the period of the language
accepted by an automaton in this form must divide the least common multiple of the cycle
lengths. SinceL is a properly ultimately -cyclic language, this allows us to supposewithout
loss of generality that the automaton A is in Chrobak normal form and it contains exactly s
disjoint cycles, of lengths pk11 , pk22 , . . . , pkss , respectively.
For i = 1, . . . , s, let us consider the ith cycle of A, whose length is pkii . Let mi be an
integer such that ami is accepted in a state belonging to this cycle and ami+piki−1 /∈ L. Such
an mi exists, since otherwise the cycle could be removed (if it does not contain any ﬁnal
1 The bound F(n) = O(e
√
n ln n) given in [2] was recently corrected by giving the estimate of Lemma 2.2.
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state) or reduced to length piki−1 (if for any az accepted in the cycle, the string az+piki−1
belongs to L) and L would not be properly ultimately -cyclic.
By Theorem 2.1, there exists an integer m such that, for i = 1, . . . , s:
m ≡ mi + piki−1 (MOD pkii ).
Furthermore, this integer m can be chosen so it is greater than the number of states of the
automata A and A′. This last condition assures that any computation on am for A′ must go
through a cycle and that it must end in a cycle for A.
In particular, considering the automaton A, the states of the ith cycle reached on input am
and on input ami+piki−1 coincide. Since ami+piki−1 /∈ L, for i = 1, . . . , s, this implies that
am /∈ L. Hence, am is accepted by A′.
Let us now consider the length p of a simple cycle in A′ that contains a state visited
during an accepting computation on am. Then, for any y ∈ N, it holds that am+py ∈ Lc.
We are going to prove that for all i = 1, . . . , s, piki divides p. Since ami is accepted by A
in the ith cycle, we also have, for any x ∈ N, ami+piki x ∈ L. Now consider the equation
m+ py = mi + piki x. (1)
Since m = mi + hpiki + piki−1, with h an integer, Eq. (1) may be rewritten as
hpi
ki + piki−1 = piki x − py.
By Lemma 2.1 piki x − py with x and y ranging over N yields exactly all multiples of
gcd(piki , p). We thus have integer solutions for Eq. (1) if and only if gcd(piki , p) divides
pi
ki−1, but having a solution, saym′, for this equation implies both am′ ∈ L and am′ ∈ Lc,
which is a contradiction. Hence, in order to avoid that gcd(piki , p) divides piki−1, we must
have that piki divides p. This allows us to conclude that  divides p, i.e., the nfaA′ accepting
the complement of L contains a simple cycle of length a multiple of . 
We observe that with  = 1 the sum of the prime factors of  is zero. If we have an
nfa accepting L with a cycle of 0 states, then this means that L is ﬁnite and this obviously
implies that an nfa accepting Lc must have a cycle of length at least . Thus, the result of
Theorem 3.1 can be extended to this trivial case.
As a consequence of Theorem 3.1, if a properly ultimately -cyclic language has a small
nondeterministic state complexity, then the nondeterministic state complexity of its com-
plement coincides with the deterministic one, i.e., it is at least .
We now prove that the same result does not hold in the case of non-unary alphabets:
Theorem 3.2. For each integer n1 there exists a language L such that
• nsc(L) = n, i.e., the smallest nfa accepting L has n states;
• sc(L) = 2n, i.e., the minimum dfa accepting L has 2n states;
• nsc(Lc)n+ 1, i.e., there is an (n+ 1)-state nfa accepting the complement of L.
Proof. In [14] it is shown that given n1, there is a language X accepted by a dfa A with
n states such that the reversal of X requires 2n states. We point out that this automaton A
has only one ﬁnal state which coincides with the initial state. It is thus possible to get an
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n-state nfa from A accepting XR. By considering L = XR, this implies that nsc(L) = n
and sc(L) = 2n.
To complete the proof we want to ﬁnd an (n+ 1)-state nfa accepting Lc. To this aim we
observe that Lc = (XR)c = (Xc)R. By complementing the set of ﬁnal states of A we can
get an n-state dfa accepting Xc.
It is known than given an n-state (deterministic or nondeterministic) automatonA accept-
ing a language L, it is easy to build a nondeterministic automaton AR accepting LR. The
states of AR are the same as A plus one extra state (used as an initial state). Hence, AR has
n + 1 states. However, if A contains only one ﬁnal state, the extra state is superﬂuous: in
this case AR can be found with n states.
Thus, from the resulting automaton acceptingXc we can get an (n+1)-state nfa accepting
the reversal, i.e., the language Lc = (Xc)R. This completes the proof. 
We remark that the automaton A presented in [14] used to prove Theorem 3.2 is deﬁned
over an alphabet of three symbols. The authors do not knowwhether or not Theorem 3.2 can
be strengthened by considering witness languages deﬁned over a two-letter alphabet. For
all two-letter examples presented in the literature witnessing the optimality of the subset
construction (see, e.g., [17,18]), the nondeterministic state complexity of the complement
seems hard to compute. However, in the two-letter case we have an example which is close
to the gap: the language {a, b}∗a{a, b}n−1 is accepted by a (n + 1)-state nfa, while the
minimum dfa accepting it has 2n states (see, e.g., [6]). Furthermore, it is not difﬁcult to
show that its complement is accepted by an nfa with 2n+ 1 states.
Whereas Theorem 3.1 states that if nondeterminism allows to obtain a very small nfa in
the recognition of a language, then it is useless in that of its complement, we now show that
there are unary languages such that nondeterminism can help in neither case.
Theorem 3.3. Given an integer  > 1 factorizing as  = pk11 · pk22 · · · · · pkss , consider the
language
L = {am | #{i | pkii divides m} is even}.
Each nfa acceptingL and each nfa acceptingLc contains a simple cycle of length a multiple
of .
Proof. Let A be an nfa accepting the language L. We split the proof in two parts, depending
on whether the number s is odd or even.
If s is even, then the word aH belongs to the language L for each H ∈ N.
LetH be sufﬁciently large, in such a way that aH is accepted after going through a cycle,
hence after visiting at least one state belonging to a simple cycle. Let  be the length of this
simple cycle. Then, for each h0, aH+h is accepted by A, i.e., aH+h ∈ L.










j+1 · · · · · pkss . (2)
We observe that for i = j ,pkii divides both  and hj and, hence, dividesH+hj too. Ifp
kj
j
does not divide  then it does not divideH+hj, namely,H+hj has an odd number of
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divisors among pk11 , . . . , p
ks
s , which would imply the contradiction aH+hj  ∈ L. Hence,
each pkjj divides , i.e.,  is a multiple of .
For s odd we consider the number
t = 
ps
= pk11 · · · · · pks−1s−1 · pks−1s .
For any integer H such that gcd(H, ) = 1 the word aHt belongs to L. Like in the previous
case, let H and  be such that aHt is accepted by crossing a simple cycle of length . Then
each word aHt+h must belong to L for h0.
Also in this case we will prove that each prime power pkjj divides , for j = 1, . . . , s.
For j < s we consider hj as in (2). We observe that pkss divides hj but does not divide Ht.
Hence pkss does not divide Ht + hj. On the other hand, for each i = j , pkii does divide
Ht +hj. Since aHt+hj  ∈ L, pkjj must divideHt +hj. Since pj does not divide hj , but
p
kj
j divides t, this implies that p
kj
j divides , for j = 1, . . . , s − 1.
Now we consider j = s. Let k be the integer such that gcd(pkss , ) = pks . Hence, kks
and pks divides . We will show that k = ks . Suppose, by contradiction, that k < ks . Then,
gcd(pkss , ) divides Ht and by Lemma 2.1 there are nonnegative integers hˆ, kˆ such that the
equalityHt+ hˆ = kˆpkss holds.Ht+ hˆ is thus a multiple of pkss . Since it is also a multiple
of all other prime powers pkjj this implies the contradiction aHt+hˆ /∈ L. Hence  is a
multiple of pkss . This permits us to conclude that  divides .
The proof for nfa’s accepting Lc can be obtained just exchanging the case of s odd with
the case of s even. 
Among unary regular languages with nondeterministic state complexity equal to the
deterministic one, each language L considered in Theorem 3.3 seems to be harder in the
sense that its complement has high order nondeterministic state complexity too. On the
other hand, if we consider two-way deterministic or nondeterministic automata it is not
difﬁcult to see that the language L can be accepted by using O(pk11 + · · · + pkss ) states.
4. Conclusions
It is quite natural to try to extend Theorem 3.1 in order to give a general result relating
the nondeterministic state complexities of a unary regular language and its complement.
This does not seem to be very easy.
We brieﬂy discuss the following examples:
L′ = {am | ∃k0 (m = 4k ∨m = 6k)},
L′′ = {am | ∃k0 (m = 4k ∨m = 6k + 1)}.
Both L′ and L′′ have period 12. For both the languages it is possible to build an accepting
nfa in Chrobak normal form consisting of an initial path containing only one state and two
cycles of lengths 4 and 6, respectively.
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The complement of L′ is the language
L′c = {am | 6 and 4 do not divide m}.
It is possible to verify that each nondeterministic automaton accepting it has a cycle of 12
states. Then the smallest nfa for L′c coincides with the minimum dfa for it, deﬁned by a
cycle of 12 states.
We now show that in the case of L′′ nondeterminism allows both the language and its
complement to be accepted by nfa’s smaller than the minimum dfa.
We observe that L′′ is the disjoint union of the following two cyclic languages:
L1 = {am | ∃k0 (m = 4k)},
L2 = {am | ∃k0 (m = 6k + 1)}.
In particular L1 = L′′ ∩ EVEN and L2 = L′′ ∩ ODD, where EVEN = {aa}∗ and
ODD = a{aa}∗. Using these equalities we can derive that L′′c can be expressed by
complementing L1 with respect to the set EVEN and by complementing L2 with respect to
the set ODD:
L′′c = (Lc1 ∩ EVEN
) ∪ (Lc2 ∩ODD
)
= {am | ∃k0 (m = 4k + 2 ∨m = 6k + 3 ∨m = 6k + 5)}.
From these equalities it is easy to conclude thatL′′c, likeL′′, can be accepted by an nfa with
two cycles of lengths 4 and 6. The only difference is, of course, in the set of ﬁnal states.
In particular, in each cycle, the set of ﬁnal states is chosen by complementing that of the
corresponding cycle in the nfa accepting L′′ with respect to the set EVEN or ODD.
We now generalize this example in order to consider languages deﬁnable with respect to
suitable partitions.
Let L ⊆ {a}∗ be a unary language and P = {P1, P2, . . . , Ps} a partition of {a}∗, i.e.,⋃s
i=1 Pi = {a}∗, and Pi ∩ Pj = ∅ for i, j = 1, . . . , s with i = j . Let L1, . . . ,Ls be
the languages obtained by splitting L according to the partition P , i.e., Li = L ∩ Pi , for







Li ∩ Pi. (3)
From these equalities, using the fact that P is a partition of {a}∗, we can prove that the




Lci ∩ Pi. (4)
We are now going to use equalities (3) and (4) in order to show a class of unary languages
for which nfa’s can be easily complemented, without increasing the number of states.
In particular, we consider languages L that may be described as the union of properly
cyclic languages L1,L2, . . . ,Ls of periods 1, 2, . . . , s such that a partition
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P = {P1, . . . , Ps} of {a}∗ can be found with the following properties:
• for i = 1, . . . , s, Pi is a cyclic language;
• for i = 1, . . . , s, Li ⊆ Pi , i.e., Li = L ∩ Pi ;
• for i = 1, . . . , s, the period of Pi divides i .
If these conditions hold, then it is possible to build nfa’s accepting L and Lc with the
same underlying graph. In particular, this graph consists of s independent cycles of lengths
1, 2, . . . , s and one extra state, the initial state, connected via a leaving edge to each
cycle. In other words, this graph corresponds to the Chrobak normal form, where the initial
path consists only of the initial state.
In the automaton A for L, the ith cycle is used to accept the language Li ; so the ﬁnal
states are chosen according to this language. In the automaton Ac for Lc the ﬁnal states
on the ith cycle are obtained by just complementing this choice with respect to the set Pi .
More precisely, a state q on the ith cycle is ﬁnal in A if and only if it is reachable by reading
a word am ∈ Li (this implies also that am ∈ Pi). In the automaton Ac the state q is ﬁnal if
and only if it is reachable by reading a word am ∈ Pi such that am /∈ Li .
The two examples presented at the beginning of this section display two opposite sit-
uations. Actually, it is possible to present many very different situations. Hence it seems
to be difﬁcult to get a precise relationship between the sizes of a minimal nfa accepting a
language and its complement, generalizing that of Theorem 3.1.
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