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ABSTRACT 
If A is an n X n matrix over an infinite field F, k is a positive integer. and R is 
an arbitrary n x k matrix RI 
[ 1 R2 Over the field F. where R, is a nonsingular k x k 
matrix, we give a necessary and sufficient condition which guarantees that the 
similarity class of A contains [R, S] for some n X (n - k) matrix S over the field F. 
This result extends a result of Bar& and Halmos. 
If M,,(F) denotes the ring of n X n matrices over the field F, then 
A, B E M,,(F) are called similar, or conjugate, if there exists an n x 11 
invertible matrix C E M,,(F) such that C-‘AC = B. In this note (A), 
denotes the similarity class of A in M,,(F). 
If R is an arbitrary n X k matrix over the field F, we will investigate 
conditions for [R, S] to belong to ( A}F, for some matrix S E M,, x (n kJ( F). 
Certainly, {A}, contains a matrix whose first column is [l, 0, 0, . . . , 01' if and 
only if 1 is a eigenvalue for A. However, if A is not scalar, it is easy to verify 
that (A}, contains a matrix whose first column is [0, 0, . . , 0, lit. Due to this 
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observation, we impose the following condition on R: R is an arbitrary n X k 
matrix RI 
I 1 R, over the field F, where R, is a nonsingular k X k matrix. 
Our main result is 
THEOREM 1. lf F is an infinite field, A E M,,(F), and k is an integer 
u‘ith 1 =G k < n, then the following are equivalent: 
(i) k Q [n/2] and tF( A) = maxdim ker[ A - AZ] < n - k, where A runs 
over the spectrum of A in F. 
(ii) For an arbitrary matrix 
R= 
Rl 
[ 1 R2 E MflXk(F)~ 
where R, is a nonsingular k X k matrix, there exists a matrix S E 
M nx(n_kj(F) such that [R, ~1 belongs to { A}F. 
The following lemmas will lead to the implication (i) * (ii) of our main 
result. 
LEMMA 1. Let A E M,,(F), k be an integer with 1 Q k Q [n/2], and R 
an n X k matrix 
where R,, R, E MkXk(F), R, E Mcn_ekjxk(F), and R, is invertible. Then 
there exists an invertible matrix C E M,(F) and a matrix S E M, X (,, _ k)( F) 
such that C-lAC = [R, S] if and only if there exists a matrix C, E M,,,(F) 
such that rank[C,, AC,] = 2k. 
Proof. If C is an n x n matrix, write C = [C,, C,, C,] where C,, C, E 
M,,,(F) and Ca E Mnxo-~kj (F). Then C-IAC = [R, S] if and only if 
AC = C[ R, S] for invertible C. This is true if and only if, for an invertible C, 
AC, = CR and A[C,, c,] = CS. If we can find an invertible C solving the 
first of these equations, then we can use the second equation to obtain S, 
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namely, S = C-‘A[C,, C,]. But AC, = CR if and only if 
AC, = [C1,c,,c,l = C,R, + C,R, + C,R,, 
and, as R, is invertible, AC, = CR precisely when C, = (AC, - C, R, - 
C,R,)R;‘. Hence AC, = CR, with invertible C, if and only if [C,,C,, 
(AC, - C, R, - C,R,)R,‘] is invertible. But 
[C&&G - C,R, -C&R,‘] 
and 
[’ 1 ral] and r 1 ..,I 
are each invertible. Hence [C,,C,,(ACr - C,R, - C,R,)R,‘] is invertible 
if and only if [C,, C,, AC,] is invertible. Since we are free to choose C,, 
[C,, C,, AC,] is invertible if and only if rank[C,, AC,] = 2k for some 
C, E M, xk( F). This establishes the result. ??
LEMMA 2. Let F be an infinite field, E an extension field of F, A E 
M,(F), k an integer with 1 < k < [n/2], and R an n X k matrix R, 
i I 
R 
2 
where R, E MC,_,,,,(F), R, E Mkxk(F), and R, is invertible. Then there is 
a matrix in {Ah with first k columns R if and only if there is a matrix in { A}E 
with firSt k columns R. 
Proof. Suppose there is a matrix with first k columns R in {A},. By 
Lemma 1 there is a matrix C, E M,,,(E) such that rank[C,, AC,] = 2k. 
We can then find a matrix C, E M,,(,_2kj(E) such that det[C,, C,, AC,] f 
0. Let the n X k matrix X and the n x (n - 2 k) matrix Y be matrices of 
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algebraically independent indeterminates over E. Then det[Y, X, AX] is a 
polynomial p( X, Y >, with coefficients in F, in the variables of X and Y. As 
&, C,) f 0, p(x, Y 1. 1s a nonzero polynomial. Since F is infinite, there are 
elements of F which, when substituted for the variables of X and Y, make 
this polynomial nonzero. (See, e.g. [2, p. 1361.) There are then matrices 
D, E M,,,(F) and D, E Mnx(n_Bkj(F) such that det[D,, D,, AD,] # 0. 
Hence rank[ D,, AD,] = 2k, and, by Lemma 1, there is a matrix in { A}F with 
first k columns R. 
The opposite direction is immediate. 
Lemmas 3 and 4 determine when rank[C,, AC,] = 2k. 
LEMMA 3. Let A = diag{]r(O), JZ(0), . . . , Jl(0)] E M,(F), where 1 =G 
k Q [n/2], 1 = n - k, and Ii(O), for 1 Q i < 1, are the Jordan blocks for the 
eigenvalue 0. Then there exists a matrix C E M,, k( F) such that 
rank[C, AC] = 2k. 
Proof. Actually 
A= 
0 b, 0 ..a 0 
0 0 b, ... 0 
. . . . . . 
0 6 6 ... b,:, 
0 0 0 ..* 0 
where bi = 0 or 1 and exactly k of the b, are 1. Let oi = (cil, ci2,. . . , cik) 
for i = 1,2 ,..., n. Then 
[C, AC] = 
a! n- 1 b ‘(Y n-l n 
ff,, 0 
Consider the last k columns. Since exactly k of the bi are 1, by renaming 
these vectors, if necessary, and shifting them to the upper right block we can 
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write 
P 41) 
P[C, AC] = i(k) p 
u(k+ I) 
P’ (T(n) 
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Pl 
Pk 
0 ’ 
; 
where P is a permutation matrix and (T is a permutation of {1,2, . . . , n}. 
Choose p,,..., & to be a basis of the k-dimensional space Fk. Some of 
these vectors may appear in the lower left block of P[C, AC], which, without 
loss of generality, we may assume to be 
Pl 
Bs 
Y r+ 1 
ik 
Choose ys+r = p,+r ,..., yk = PI;, yk+r = 0 ,..., yn_k = 0. Then the first 
2 k rows of P[ C, AC ] are linearly independent. Therefore rank P[C, AC ] = 
2k. Since P is invertible, we have rank[C, AC] = 2k. ??
LEMMA 4. Suppose 1 < k < [n/2] is a posistive integer, and A E 
hi,,,(F) in Jordan form with Jordan blocks Jll(A,), . . . , Jll,(A,), J21(h2), 
. . . ,JzrJA2), . . . , Jm,(h,>, . . . , Jr ,,,,, $A,,), where A,, . . . , A, are distinct and 
1<1,,< ... < 1, < 1, < n - k. Then there exists a matrix C E M,,,(F) 
such that rantiC, AC] = 2k. 
Proof. Since rank[C, AC] = rank[C, AC - C(pIk)] = rank[C, (A - 
&,)C] for any number p, we can, without loss of generality, assume A, = 0 
and AZ,..., A,,, are distinct nonzero eigenvalues of A. 
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If n = 2, then k = 1, and we can list all possible situations for A and 
[C, AC]. Either 
and [C, AC] = 
or 
and [C, AC] = 
In either case it is clear that cl1 and csr can be chosen so that rank[C, 
AC]=2. 
If n = 3, then k = 1 and we can again list all possible situations for A 
and [C, AC], and thus obtain the same conclusion in a similar way. 
We proceed by induction on n, assuming the result for values less than n, 
with n > 4. We investigate the following cases separately. 
Case 1: m = 1. In other words, 0 is the only eigenvalue of A. 
(i) I, = n - k. The conclusion follows from 
(ii) 1, < n - k. A must have at least one 
Then we can assume 
Al A3 
A= 0 A,' I 1 
where 
b = 0 (if t = 2) or 1 (if t > 2), and A, has 1, 
. . . 0 
. . . 1 0 ’ 
- 1 blocks (if t = 2) or Z, 
blocks (if t > 2). However, 1, - l<Z,<n-k-l=(n-2)-(k-1) 
and k - 1 < [(n - 2)/2]. If k = 1, Let C = [0, l,O, . . . , Olt, so rank[C, 
AC] = 2, while if 1 Q k - 1 there exists a matrix C, E Mzx ,( F) such that 
rank[C,, Arc,] = 2, and a matrix C, E Men _ zJx ck_ 1j( F) such that 
rank[C,, A,C,] = 2(k - l), by the inductive assumption. Let 
Lemma 3. 
t x t block, where t > 2. 
Cl 0 c= 0 [ 1 c E MnxdF). 2 
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is column equivalent to 
c, ALCI 0 A$, 
0 I 0 C, A&, ’ 
This last matrix clearly has rank 2k. 
Case 2: m 2 2. In other words, there exist nonzero eigenvalues of A. 
(i) There exists at least one 1 X 1 O-block, and at least one 1 X 1 
&-block. Then we can assume 
A, 0 
A= 0 I 1 A ’ 2 
where 
0 0 
Al = 0 A2 ’ [ I 
and A, has 1, - 1 O-blocks, 1, - 1 &-blocks, I, &blocks,. . . , I,,, &,-blocks. 
However, Z2 - 1 < I, - 1 < n - k -- 1 = (n - 2) - (k - l), 1 < I,,, < ... 
< I, < min(l,, n - 1, - ZJ < (n - 2) - (k - l), and k - 1 < [(n --.‘ 
2)/g]. Hence we can use the same method as in case l(ii) to obtain the 
conclusion. 
(ii) There is at least one 1 X 1 O-block, and no 1 X 1 &block. Then we 
can assume 
A, 4 
A= o I 1 A > 2 
where 
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b = 1, and A, has I, - 1 O-blocks, 1, &-blocks,. . . , Z,, A,-blocks. How- 
ever, 1, - 1 < R - k - 1 = (n - 2) - (k - 11, 1 < Z,, < *** < I, Q I, Q 
min(Z,,(n - Z,>/2] < (n - 2) - (k - 11, and k - 1 < [(n - 2)/2]. Hence 
we can use the same method as case l(ii) to obtain the conclusion. 
(iii) There exists no 1 X 1 O-block, but at Zeast one 2 X 2 O-block. Then 
we can assume 
A= 
where 
and A, has Z, - 1 O-blocks, 1, &-blocks,. . . , I, Am-blocks. However, 
I, - 1 < n - k - 1 = (n - 2) - (k - 11, 1 < I, < --* < 1, Q I, Q 
min(Z,, n - 21,) < (n - 2) - (k - l), and k - 1 < [(n - 2)/2]. Hence we 
can use the same method as in case l(ii) to obtain the conclusion. 
(iv) There does not exist any 1 X 1 O-block or any 2.X 2 O-block. In this 
case we must have n > 4. We can suppose 
Al A3 
A= o I 1 A > 2 
where 
A=O1 [ 1 0 *-- 0 1 0 0’ 0 a** 0 I ’ 
and A, has 1, O-blocks, Z, &-blocks,. . . , 1, &-blocks. If n = 4, k = 1, and 
c = [O, 1, 0, . . . ) OIt, then rank[C, AC] = 2. If n = 4 and k = 2, then we can 
use the same method as in case l(n) to obtain the conclusion in this case. If 
n > 5, then k + 1 < [n/2] + 1 < 2n/3. Therefore 1 < I, < *** < I, < 
1, < n/3 < (n - 2) - (k - 1) and k - 1 Q [(n - 2)/2]. Since A, satisfies 
the condition about numbers of Jordan blocks, we can again use the same 
method as in case l(ii) to obtain the conclusion. ??
We need one more lemma. 
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LEMMA 5. Suppose F is an infinite jeld, E is an extension field of F, 
A E M,(F), and k is an integer with 1 f k < [n/21. Zf t,( A) < n - k then 
t,(A)<n-k. 
Proof. Suppose A E E is an eigenvalue for A and that A P F. As A is 
algebraic over F, the minimal polynomial g(x) for A over F is of degree at 
least two. Each invariant factor of A is either divisible by g(x) or relatively 
prime to g(x) (see [3, p. 5571). If A, E E is a root of g(x) with A # A,, we 
can thus conclude that dim ker(A - AZ) = dim kel(A - A, I). Hence, in 
this case, dim kel( A - AZ) < [n/2] < n - k. 
If g(x) has no roots distinct from A, then F must be of characteristic 11, 
for some prime p, and g(x) = (X - A)p’ for some positive integer r [3, 1). 
2471. Using the invariant factors of A again, we can conclude that each 
Jordan block J(A) for the eigenvalue A has at least pr rows, and thus 
dim ker( A - AZ) < [n/p’] < n - k. This completes the proof of the lemma. 
??
We can now combine the previous lemmas to prove our main theorem. 
Proof. The implication (i) 2 (ii): Let E be the algebraic closure of F. 
From Lemma 5, t,(A) < n - k. Lemmas 4 and 1 now imply that there is a 
matrix in { A)s having R as its first k columns. By Lemma 2 there is then a 
matrix in {A}, having R as its first k columns. This completes the proof of 
this implication. 
The implication (ii) * (i): If k > n/2, th en YI - k + 1 < k. Choose 
R, = O(,IPkjxk and 
for any nonzero A E F. Therefore A is similar to 
R(A) = 
RI * 
[ 1 Rd A) * . 
It is clear that A is an eigenvalue for R(A). S’ ‘mce F is infinite, we conclude A 
has infinitely many eigenvalues. The contradiction shows that k < rr/2. 
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0 kxk 
B = o(n-2k)xk 
[ I . Ikxk 
Then A is similar to 
For any eigenvalue A of A in F, A - AZ, is similar to 
Therefore rank(A - AZ,) > rank Zk = k, which implies t,(A) = 
max dim ker( A - AZ) < n - k, where A runs over the spectrum of A in F. 
??
The following theorem of Barn’s and Halmos [l] is a corollary of Theo- 
rem 1. 
THEOREM 2 (Barria and Halmos). Zf F is an infinite field, A E M,(F), 
and k is an integer with 1 < k < n, then the following two statements are 
equivalent: 
(i) k<n/2andt,(A)<n-k. 
(ii) For an arbitra y matrix R E M, x k(F), ( A}F contains a matrix 
We point out one more consequence of the theorem. In the construction 
of C, in the proof of Theorem 1, we found that the values for the first n - k 
columns of C could be chosen independent of the matrix R. This informa- 
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tion, when translated into linear transformation terminology, gives the follow- 
ing theorem. 
THEOREM 3. Let V be an n-dimensional vector space over an infinite 
field F, k a positive integer with k < [n/2], and T : V + V a linear transfor- 
mation with t,(T) < n - k. Then there exist linearly independent vectors 
w,,w2,. . . , w,,_~ such that if 
with R, E L’$,_~)~~ (F) and R, E M,,,(F) invertible, then there are vectors 
W n-k+l~w,,-k+2”..> w, with u: 1, u>~, . . . , w,, a basis of V, and the matrix of 
T with respect to this basis has R as its first k columns. 
The authm-s thank the referee for many useful suggestions and for 
inf+ming them of the paper of Bar&a and Hahrws. 
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