The optimal pebbling number of staircase graphs by Győri, Ervin et al.
The Optimal Pebbling Number of Staircase Graphs
Ervin Gyo˝ri∗1,2, Gyula Y. Katona†3,4, László F. Papp‡3, and Casey Tompkins§1
1Alfréd Rényi Institute of Mathematics, Budapest, Hungary
2Department of Mathematics, Central European University, Budapest, Hungary
3Department of Computer Science and Information Theory, Budapest
University of Technology and Economics, Hungary
4MTA-ELTE Numerical Analysis and Large Networks Research Group,
Hungary
October 20, 2018
Abstract
LetG be a graph with a distribution of pebbles on its vertices. A pebbling move consists
of removing two pebbles from one vertex and placing one pebble on an adjacent vertex.
The optimal pebbling number of G is the smallest number of pebbles which can placed on
the vertices of G such that, for any vertex v of G, there is a sequence of pebbling moves
resulting in at least one pebble on v. We determine the optimal pebbling number for several
classes of induced subgraphs of the square grid, which we call staircase graphs.
1 Introduction
Graph pebbling is a game on graphs introduced by Saks and Lagarias. The main framework is
the following: A distribution of pebbles is placed on the vertices of a simple graph. A pebbling
move removes two pebbles from a vertex and places one pebble on an adjacent vertex. The goal
is to reach any specified vertex by a sequence of pebbling moves. We begin with some notation
which we will need to state our results.
Let G be a simple graph. We denote the vertex and edge set of G by V (G) and E(G),
respectively. A pebbling distribution P is a function from V (G) to the nonnegative integers.
We say that G has P (v) pebbles placed at the vertex v under the distribution P . We say that a
vertex v is occupied if P (v) > 0 and unoccupied otherwise. The size of a pebbling distribution
P , denoted |P |, is the total number of pebbles placed on the vertices of G.
Let u be a vertex with at least two pebbles under P , and let v be a neighbor of u. A
pebbling move from u to v consists of removing two pebbles from u and adding one pebble to
v. That is, a pebbling move yields a new pebbling distribution P ′ with P ′(u) = P (u) − 2 and
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Figure 1: Solvable distribution of the square grid.
P ′(v) = P (v) + 1. We say that a vertex v is k-reachable under the distribution P if we can
obtain, after a sequence of pebbling moves, a distribution with at least k pebbles on v. If k = 1
we say simply that v is reachable under P . More generally, a set of vertices S is k-reachable
under the distribution P if, after a sequence of pebbling moves, we can obtain a distribution
with at least a total of k pebbles on the vertices in S.
A pebbling distribution P on G is solvable if all vertices of G are reachable under P . Simi-
larly, P is k-solvable if all vertices are k-reachable. A pebbling distribution on G is k-optimal
if it is k-solvable and its size is minimal among all of the k-solvable distributions of G; when
k = 1 we simply say optimal. Note that k-optimal distributions are usually not unique.
The optimal pebbling number of G, denoted by piopt(G), is the size of an optimal pebbling
distribution. In general, the decision problem for this graph parameter is NP-complete [8].
We denote with Pn and Cn the path and cycle on n vertices, respectively. The Cartesian
product GH of graphs G and H is defined in the following way: V (GH) = V (G)×V (H)
and {(g1, h1), (g2, h2)} ∈ E(G H) if and only if {g1, g2} ∈ E(G) and h1 = h2 or {h1, h2} ∈
E(H) and g1 = g2.
The optimal pebbling number is known for several graphs including paths, cycles [1, 2,
7], caterpillars [3] and m-ary trees [4]. The optimal pebbling number of grids has also been
investigated. Exact values were proved for Pn  P2 [1] and Pn  P3 [9]. The question for
bigger grids is still open. We gave a construction, which is restated in the next paragraph, for
big square grids in [5]. Furthermore, we are going to improve the lower bound on the optimal
pebbling number of these grids in a forthcoming paper [6].
The distribution P which gives the current best upper bound for the optimal pebbling num-
ber of the square grid takes groups of seven consecutive diagonals and places pebbles on the
middle one (see Figure 1). Using these pebbles, it is possible to reach any vertex on any diagonal
in the group.
We conjecture that P is optimal, however we do not know a proof for this. Can we at least
show that the induced distributions on these smaller graphs are optimal? If this was not the
case, it would refute the conjecture. These considerations provide the main motivation for the
present paper.
We investigate a family of graphs which we call staircase graphs. These graphs are con-
nected induced subgraphs of the square grid. The width seven instances correspond to the
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Figure 2: Slashes in the three-wide staircase graph.
groups of seven diagonals discussed above.
Let SGn,n = Pn  Pn and let SG = P∞  P∞ be the infinite square grid where P∞ is the
doubly infinite path with vertex set Z and edge set {{i, i+ 1} : i ∈ Z}.
For any k ∈ Z, we say that D+k = {{i, j} ∈ V (SG) : i− j = k} is a positive diagonal of
SG. Similarly we define the negative diagonal: D−k = {{i, j} ∈ V (SG) : i+ j = k}. A stair-
case graph will be defined in terms of the intersection of a set of consecutive positive diagonals
in SG with a set of consecutive negative diagonals. When the number of diagonals taken in
each direction is odd, there will be two nonisomorphic graphs to consider.
If m is odd, let S ′m,n be the graph induced by the vertex set
(∪mj=1D−j ) ∩ (∪ni=1D+i ), and let
Sm,n be the graph induced by
(∪mj=1D−j ) ∩ (∪n−1i=0D+i ).
If m is even, let Sm,n be the graph induced by the vertex set
(∪mj=1D−j )∩ (∪ni=1D+i ). In this
case we have only one isomorphism class.
Note that S ′m,n ∼= Sm,n in case when n is even. We also remark that Sm,n ∼= Sn,m; neverthe-
less, we say that the first and the second parameters are the width and the length of the staircase
graph, respectively, and generally assume that n ≥ m. We will refer to the graphs Sm,n and
S ′m,n as m-wide staircase graphs.
For simplicity, we call a nonempty intersection of a staircase graph and a positive diagonal
a slash (See Figure 1 where each dashed ellipse is a slash).
The optimal pebbling number of ladders is proved by a technique based on induction and
cutting. We use this technique for narrow staircase graphs and extend it for wider ones.
2 Results
2.1 Three-wide staircases
The results in the 3 and 4-wide cases depend on the value of n modulo 4. Therefore we write
4k + r instead of n, where r ∈ {0, 1, 2, 3}.
Theorem 2.1 When 4k + r ≥ 2, then
piopt(S3,4k+r) = 3k + r,
piopt(S
′
3,4k+r) =
{
3k + 2 if r = 3
3k + r otherwise.
We also note that piopt(S3,1) = 1 and piopt(S ′3,1) = 2, since these cases may appear in our
induction. Before we present the proof we establish some lemmas. Each of them utilizes the
one preceding it, and the first one strongly relies on the following theorem from [1].
Theorem 2.2 ([1]) A 2-optimal distribution of the n-vertex path contains n+ 1 pebbles.
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Figure 3: Optimal distributions of S3,n and S ′3,n when n ≥ 5.
Lemma 2.3 Let G be Sm,n or S ′m,n and suppose there is a solvable distribution P on G such
that |P | < n+ 1. Then there is a slash in G which is not 2-reachable under P .
We are going to use the collapsing technique introduced in [1]. Let G and H be simple
graphs. We say that H is a quotient of G, if there is a surjective mapping φ : V (G) → V (H)
such that {h1, h2} ∈ E(H) if and only if there are g1, g2 ∈ V (G), where {g1, g2} ∈ E(G),
h1 = φ(g1) and h2 = φ(g2). We say that φ collapses G to H , and if P is a pebbling
distribution on G, then the collapsed distribution Pφ on H is defined in the following way:
Pφ(h) =
∑
g∈V (G)|φ(g)=h P (g).
PROOF: Let φ be a mapping which maps each slash in G to a vertex in Pn in such a way
that consecutive slashes are mapped to adjacent vertices. It is easy to see that if a slash was
2-reachable under P , then its collapsed image is also 2-reachable under Pφ. P and Pφ have less
than n+1 pebbles. Therefore, Theorem 2.2 yields that Pφ is not 2-solvable, therefore there is a
vertex in Pn which is not 2-reachable under Pφ and the corresponding slash is not 2-reachable
under P .
Lemma 2.4 Let G be Sm,n or S ′m,n and suppose there is a solvable distribution P on G such
that |P | < n− 1. Then there is slash in G which is neither the first nor the last slash and is not
2-reachable under P .
PROOF: If there are only two slashes which are not 2-reachable under P , then we put a pebble
on a vertex in both slashes and all slashes are 2-reachable with less than n + 1 pebbles. This
contradicts Lemma 2.3. Therefore, there are at least three slashes which are not 2-reachable
under P . One of them is neither the first nor the last slash.
Lemma 2.5 If slash k is not 2-reachable under a distribution P and it is not the first or the last
slash, then there is no possible pebbling move between either slash k − 1 and k or slash k and
k + 1.
PROOF: Since slash k is not 2-reachable, it is impossible to make a pebbling move starting at
a vertex from slash k. It follows that the pebbling distributions which can be obtained on the
slashes numbered less than k do not depend on the pebbling distribution on slashes numbered
greater than k and vice versa. If slash k could be reached from a pebbling move from both
slashes k − 1 and k + 1, then these moves could be performed independently and it would
follow that slash k is 2-reachable, a contradiction.
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Figure 4: Optimal distributions of small S3,n and S ′3,n graphs.
If there is no possible pebbling move between slashes k and k+1 then, after the deletion of
the edges between them, each vertex of the resulting graph is still reachable under P . Hence P
induces a solvable distribution on each connected component. We will use this fact during later
proofs.
Claim 2.6 Let G be Sm,n or S ′m,n, and assume that there is a solvable distribution on G with
less than n− 1 pebbles. Then, there is a c such that 1 ≤ c < n and:
piopt(Sm,n) ≥ piopt(Sm,c) + piopt(Sm,n−c) if c is even
piopt(Sm,n) ≥ piopt(Sm,c) + piopt(S ′m,n−c) if c is odd
piopt(S
′
m,n) ≥ piopt(S ′m,c) + piopt(S ′m,n−c) if c is even
piopt(S
′
m,n) ≥ piopt(S ′m,c) + piopt(Sm,n−c) if c is odd.
If m is even, we have only one inequality:
piopt(Sm,n) ≥ piopt(Sm,c) + piopt(Sm,n−c).
PROOF: An optimal pebbling distribution P has at most n − 1 pebbles and so we can apply
Lemma 2.4 and Lemma 2.5. Hence there is a slash k, which is neither the first nor the last,
such that we cannot move a pebble between slashes k and k + 1 or k and k − 1. We choose c
to be k in the first scenario and k − 1 in the second. Then, we delete the edges between these
slashes and obtain two smaller graphs with solvable distributions. The sum of the sizes of these
two distributions is the same as |P |. The size of a solvable distribution is always at least as big
as the optimal pebbling number. This gives us a lower bound. The types of the two resulting
graphs depend on the type of the original graph and the parity of c.
PROOF OF THEOREM 2.1: The upper bound comes from solvable distributions shown in Figure
3.
We prove the lower bounds for S3,n and S ′3,n simultaneously by induction on n. The cases
where n ≤ 7 are shown in Figure 4. It can be checked by hand or computer that these are
optimal distributions.
Therefore, we will assume that n ≥ 8 and the lower bound is true for values smaller than
n. In this case we can apply Claim 2.6. Unfortunately, we do not know the value of c, hence
we have to check all the possible values to prove a lower bound. The formulas which we want
to prove and use as an inductive hypothesis are quite complicated and depend on the value of
n modulo 4. Therefore, we have several cases. We will see that some of these cases are not
possible if P is optimal.
First, consider S3,n. We remind the reader that n = 4k + r, where r ∈ {0, 1, 2, 3}. We cut
between the slashes c and c + 1, where c = 4l + q and q ∈ {0, 1, 2, 3}. Similarly, assume that
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n − c = 4j + p where p ∈ {0, 1, 2, 3}. Note that l + j equals k when q + p < 4 and k − 1
otherwise. Furthermore, the parity of c and q are the same. When q is even:
piopt(S3,n) ≥ piopt(S3,c) + piopt(S3,n−c) = 3l + q + 3j + p = 3(l + j) + q + p
=
{
3k + r if q + p < 4
3(k − 1) + 4 + r if q + p ≥ 4.
Note that the second case in the inequality is not possible because it would give a bigger lower
bound on piopt(S3,n) than the known upper bound.
When q is odd and p 6= 3, we obtain the same estimate on piopt(S3,n) except in the case when
j = 0 and p = 1 where the right-hand side is larger by 1 which is not possible for an optimal
P . If q is odd and p = 3, then p+ q = 4 + r, therefore:
piopt(S3,n) ≥ piopt(S3,c) + piopt(S ′3,n−c) = 3l + q + 3j + p− 1 = 3(l + j) + 3 + r = 3k + r.
Now we consider S ′3,n. We may assume n is odd because S
′
3,n
∼= S3,n when n is even. If
r = 3, then:
piopt(S
′
3,4k+3) ≥ piopt(S ′3,4l) + piopt(S ′3,4j+3) ≥ 3l + 3j + 2 = 3k + 2 if q = 0
piopt(S
′
3,4k+3) ≥ piopt(S ′3,4l+1) + piopt(S3,4j+2) ≥ 3l + 1 + 3j + 2 = 3k + 3 if q = 1
piopt(S
′
3,4k+3) ≥ piopt(S ′3,4l+2) + piopt(S ′3,4j+1) ≥ 3l + 2 + 3j + 1 = 3k + 3 if q = 2
piopt(S
′
3,4k+3) ≥ piopt(S ′3,4l+3) + piopt(S3,4j) ≥ 3l + 2 + 3j = 3k + 2 if q = 3.
Finally, when r = 1:
piopt(S
′
3,4k+1) ≥ piopt(S ′3,4l) + piopt(S ′3,4j+1) ≥ 3l + 3j + 1 = 3k + 1 if q = 0
piopt(S
′
3,4k+1) ≥ piopt(S ′3,4l+1) + piopt(S3,4j) ≥ 3l + 1 + 3j = 3k + 1 if q = 1
piopt(S
′
3,4k+1) ≥ piopt(S ′3,4l+2) + piopt(S ′3,4j+3) ≥ 3l + 2 + 3j + 2 = 3k + 1 if q = 2
piopt(S
′
3,4k+1) ≥ piopt(S ′3,4l+3) + piopt(S3,4j+2) ≥ 3l + 2 + 3j + 2 = 3k + 1 if q = 3.
We have checked each case and the resulting lower bound is at least as strong as the desired
one, hence the proof is complete.
2.2 Four-wide staircases
In this case the proof is simpler because S ′4,n is isomorphic to S4,n.
Theorem 2.7
piopt(S4,4k+r) = 3k + r
except in the following small cases: piopt(S4,1) = 2, piopt(S4,2) = 3.
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Figure 5: Optimal distributions of small S4,n graphs. For the n ≤ 3 cases refer to the previous
figures.
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PROOF: The optimal distributions of small graphs are shown in Figure 5. For larger n, we
obtain a solvable distribution of S4,n in the following way: We partition S4,n into k − 1 copies
of S4,4 and one copy of S4,4+r for some r, and we use the optimal distributions shown in Figure
5 in each of the parts. This gives the required upper bound.
To obtain the lower bound for n ≥ 8, we assume that the statement is true for all values
below n. We have piopt(S4,n) ≤ n− 2 by the upper bound so Claim 2.6 can be applied yielding
piopt(S4,n) ≥ piopt(S4,c) + piopt(S4,n−c) ≥ 3l + q + 3j + p ≥ 3k + r,
where n = 4k + r, c = 4l + q, n− c = 4j + p and r, q, p ∈ {0, 1, 2, 3}.
2.3 Five-wide staircases
In this case we again must distinguish between the graphs S5,n and S ′5,n when n is odd. For-
tunately, we are in a simpler situation than in the three-wide case because the formula optimal
pebbling number of both these graphs turns out to be the same. The formula depends on the
value of n modulo 5, so in this section let n = 5k + r where r ∈ {0, 1, 2, 3, 4}.
Theorem 2.8
piopt(S5,5k+r) = piopt(S
′
5,5k+r) = 4k + r,
except for n ∈ {1, 2, 3, 7}. piopt(S5,3) = piopt(S ′5,3) = 4 and piopt(S ′5,7) = 7.
PROOF: The smaller cases can be seen in Figure 6. Solvable distributions with the given sizes
can be constructed with the proper concatenation of the optimal distributions of S5,4, S5,5, S5,6,
S5,7, S5,8, S5,9, S ′5,5 and S
′
5,9. For large n use many copies of S5,5 and S
′
5,5 in the middle and
suitably extend it on the ends with the other distributions.
We can still apply Claim 2.6 when n ≥ 10. The formula is the same for S5,n and S ′5,n,
therefore we introduce the notation S∗5,n to denote either S5,n or S
′
5,n. We can formalize the
statement of Claim 2.6 in one inequality:
piopt(S
∗
5,n) ≥ piopt(S∗5,c) + piopt(S∗5,n−c) = 4l + q + 4j + p ≥ 4k + r,
where n = 5k + r, c = 5l + q, n− c = 5j + p and r, q, p ∈ {0, 1, 2, 3, 4}.
2.4 Six-wide staircases
To handle this case and the seven-wide case we need some additional tools. We start by recalling
some known results about the path.
Lemma 2.9 ([1]) A 2-optimal distribution of Pn consists of prime segments separated by single
unoccupied vertices, where a prime segment is a subpath of one of two possible types. Either
all but one of the vertices have one pebble and one vertex has two pebbles or there are three
consecutive vertices with zero, four and zero pebbles, in that order, and the remaining vertices
having one pebble.
A corollary of this lemma is that under a 2-optimal distribution no vertex is 5-reachable,
and if a vertex is 3-reachable, then it has to contain 4 pebbles. The neighbours of a vertex v
having 4 pebbles can get pebbles only from v. Similarly, each of the neighbours of a vertex u
containing exactly 2 pebbles can get only one pebble and only from u. Using these facts we
obtain the following statement for staircases.
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Figure 6: Optimal distributions of small S5,n graphs. For the cases where n ≤ 4 refer to the
previous figures.
Lemma 2.10 Let G be a staircase graph with n slashes. If P is a pebbling distribution on G
with n+ 1 pebbles, such that each slash is 2-reachable under P , then:
• Each slash contains at most 4 pebbles.
• If a slash is 3-reachable, then it contains 4 pebbles.
• if a slash has at least one pebble, then at most one pebble can be moved to that slash with
a pebbling move.
• If a slash contains 4 pebbles, then the adjacent slashes have no pebbles, furthermore they
can get pebbles only from this slash.
• If a slash contains 2 pebbles, then a pebbling move can only be performed ending in that
slash if a pebbling move was first performed beginning on that slash.
PROOF: We simply apply the collapsing function defined in the proof of Lemma 2.3. The
collapsed distribution on Pn is 2-optimal so Lemma 2.9 applies. All of the statements then
follow from easily observable facts about prime segments.
Theorem 2.11
piopt(S6,n) = n,
except for n ∈ {1, 2, 3, 4, 8, 9}. piopt(S6,3) = piopt(S6,4) = 5, piopt(S6,8) = 9 and piopt(S6,9) =
10.
To prove the lower bound we cannot use exactly the same method which we used for the
narrower staircases because Lemma 2.4 does not apply when |P | ≥ n − 1. We can overcome
this difficulty with the next lemma.
Lemma 2.12 There is no solvable distribution P on S6,n with size at most n, such that each
inner slash is 2-reachable.
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Figure 7: Optimal distributions of small S6,n graphs. For n ≤ 5 cases check the previous
figures.
u1 v1
u2 v2 w1
u3 v3 w2
w3
Figure 8: Labelling of the vertices
PROOF: Indirectly assume that such a P exists. The size of P can be either n−1 or n, otherwise
an inner slash must be not 2-reachable according to Lemma 2.4. Without the loss of generality,
we assume that the first slash is not 2-reachable.
Since P is solvable, we can reach all vertices of the first slash. If the first slash has exactly
one pebble, then we need to move another pebble to reach its unoccupied vertices. This means
that it is 2-reachable, therefore the first slash cannot have a pebble.
Put a pebble on the first slash and, in the case of |P | = n− 1, another one at the last slash.
This results a new distribution P ′ and each slash is 2-reachable under it. Therefore |P ′| = n+1
and, if we collapse the graph into Pn with φ, then the collapsed distribution P ′φ is a 2-optimal
distribution.
We will require some additional notation. Vertex names are shown in Figure 8. Now we
exploit Lemma 2.10.
The first slash contains exactly one pebble under P ′. By Lemma 2.10 (points 2 and 4) the
second slash cannot be 3-reachable under P ′. So it has at most two pebbles. v3 has to be 2-
reachable under P and P ′ because u3 can be reachable only from this vertex. The reachability
of u1 requires that v1 or v2 is also 2-reachable.
If the second slash has two pebbles, then it is clear from the last statement of Lemma 2.10
that at most one vertex in that slash is 2-reachable. This contradicts that v3 and one of v1 or v2
are 2-reachable.
When the second slash has exactly one pebble, then the third statement of Lemma 2.10
implies at most one vertex is 2-reachable in the second slash, which is not enough.
So neither the first nor the second slash contain a pebble under P , but the reachability of
the first slash requires that the third slash is 4-reachable under P ′. According to Lemma 2.10
the third slash must contain exactly 4 pebbles. Every vertex in the first three slashes must be
reachable using only the 4 pebbles on slash three, but this is impossible (in particular we cannot
reach both u3 and v1).
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PROOF OF THEOREM 2.11: For small optimal distributions see Figure 7. Solvable distribution
with n pebbles in cases when n ≥ 10 can be created by combining the optimal distributions of
S6,5, S6,6 and S6,7.
Assume that the lower bound is proved for each integer less than n. Let P be an optimal
distribution. We know that the size of P is at most n. By Lemma 2.12 we have that some inner
slash is not 2-reachable. Then we can apply Claim 2.6 and the induction hypothesis, which
gives that |P | ≥ c+ n− c = n. This completes the proof.
2.5 Seven-wide staircase graphs
Lemma 2.13 There is no solvable distribution P on S7,n with size at most n, such that each
inner slash is 2-reachable.
PROOF: Assume the contrary. We have a solvable distribution P on S7,n with size n, such that
each inner slash is 2-reachable.
Now we collapse S7,n to S6,n by mapping the first and the third negative diagonal of S7,n to
one diagonal of S6,n. For an example see Figure 9.
1
2
4
42 1 2 4
6
1
1P
φ
φ(P )
Figure 9: Collapsing S7,6 to S6,6.
Each pebbling sequence which is executable under P determines an executable pebbling
sequence in Pφ which moves the same amount of pebbles to the slashes and moves at least as
many pebbles to the same vertices except for the deleted ones. Therefore, Pφ is solvable and
each inner slash is 2-reachable. This contradicts Lemma 2.12.
Theorem 2.14 Let S∗7,n be S7,n or S ′7,n, then
n+ 1 ≤ piopt(S∗7,n) ≤ n+ 3.
The lower bound is sharp for graphs S7,5, S7,6, S7,7, S7,8 and every S ′7,n where n ≡ 3 mod 4.
The proof of the lower bound is slightly different compared to the previous proofs. The
main reason is that we do not have a tool for handling distributions with n + 1 pebbles. n + 1
pebbles is enough to construct a 2-solvable distribution on the n-vertex path, so we can not
guarantee a cut which creates a smaller instance of the problem.
We overcome this difficulty with an indirect assumption. We assume that there is a minimal
counterexample with at most n pebbles. In contrast, we show that it is not minimal.
Unfortunately we cannot apply this idea for values larger than n + 1. Therefore we cannot
prove an exact formula for piopt(S∗7).
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Figure 10: General pattern to make solvable distributions for large graphs with n+O(1) pebbles.
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Figure 11: The optimal distributions of small S7,n and S ′7,n graphs are pictured. For the n ≤ 6
cases, see the previous figures.
PROOF: We prove the upper bound first. For solvable small distributions see Figure 11, and for
a general pattern see Figure 10.
The optimal distribution for S ′7,4k+3 is obtained by putting 1 pebble on the vertices neigh-
boring the degree 1 vertices, and 4 pebbles at k vertices as shown in the general pattern. The
solvable distribution of S ′7,4k+1 is the concatenation of S
′
7,6 and S
′
7,4(k−2)+3, which has 4k + 3
pebbles. Similarly the solvable distribution of S7,4k is the concatenation of S7,5 and S ′7,4(k−2)+3,
which has 4k + 2 pebbles. The solvable distribution of S7,4k+1 is given by the general pattern
with 4k + 4 pebbles. We add two more slashes to this such that the first has two pebbles to
obtain a distribution for S7,4k+3 with 4k + 6 pebbles. For S7,4k+2 the optimal distribution of
S ′7,4k+3 can be used with 4k + 4 pebbles.
To prove the lower bound, assume that the statement is not true, and we let G = S∗7,n be the
smallest counterexample. This means that there is a solvable distribution on G with n pebbles.
By Lemma 2.13 and Lemma 2.5 we can break the graph into two smaller parts, and P induces
a solvable distribution on both. One of the graphs has at most as many pebbles as slashes, but
this means that we found a smaller counterexample, which is a contradiction.
Conjecture 2.15 Each solvable distribution which was mentioned in the proof is optimal, which
implies the following when n ≥ 10:
piopt(S7,n) =
{
n+ 2 if n ≡ 0 mod 2
n+ 3 if n ≡ 1 mod 2
piopt(S
′
7,n) =
{
n+ 2 if n ≡ 1 mod 4
n+ 1 if n ≡ 3 mod 4.
11
3 Wider staircases
Question 1 What is the optimal pebbling number of S8,n?
We determined the asymptotic behavior when n ≤ 7, but we think that the general behavior of
the eight-wide case differs from the seven-wide case. We obtained piopt(S8,8) = 11 by computer
search. Unfortunately, even the n = 9 case requires more computational power than an average
PC has. We have some partial results:
Let P be an optimal distribution of Sm,n. Expand Sm,n with an additional m+ 1th negative
diagonal to obtain Sm+1,n. Construct P ′ from P by placing additional pebbles at intersections
of the mth negative diagonal and every fourth slash starting from the second one. Put a pebble
to the last vertex of the mth negative diagonal if it has not obtained one yet. For an example see
Figure 12.
2
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Figure 12: A solvable distribution of S8,8. Note that it is not optimal.
Claim 3.1 P ′ is a solvable distribution of Sm+1,n.
PROOF: The vertices where we placed additional pebbles are 2-reachable under P ′. Each vertex
of the 8th negative diagonal is adjacent to such a vertex, thus it is reachable.
We believe that if for each optimal pebbling distribution P for S7,n we form the distribu-
tion P ′, then these distributions will have size equal to the optimal pebbling number of S8,n
asymptotically.
Conjecture 3.2
piopt(S8,n) =
5
4
n+O(1).
Finally, it seems that by simply duplicating an optimal distribution for S7,n k times, we can
obtain a distribution of asymptotically optimal size for S7k,n.
Conjecture 3.3 For all k ≥ 1, we have
piopt(S7k,n) = kn+O(1).
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