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Sur l'approximation d'une fonction à plusieurs 
variables. 
Par CH. JORDAN à Budapest. 
§ 1. Approximation d'une fonction à plusieurs variables 
indépendantes par la formule de Bravais, selon le principe 
des moments. 
La formule de BRAVAIS1) à 5— 1 variables indépendantes est 
la suivante : 
(1) où f = 
i = i j = i 
Les quantités et sont les écarts entre les variables x, et 
certaines grandeurs Mit divisés par un nombre <a convenablement 
choisi : 
(2) e ^ ^ f r - M , ) . 
Étant donnée une fonction P=P(xly x 2 , . . x , _ j ) à s—1 
variables indépendantes, il s'agit d'obtenir une approximation en 
se servant de la formule de BRAVAIS et en adoptant le principe 
des moments. 
On disposera des paramètres C, M{ et au contenus dans la 
formule (1) de manière que les premiers moments de la 
l ) Voir C. JORDAN, Problema delle prove ripëtute a più variabili inde-
pendenti, Giornale deil'Istituto degli Attuari, 1933, p . 3 5 0 — 3 6 8 ; C.JORDAN, 
inversione délia formula di Bernoulli relativa al problema delle prove ripetuté 
a più variabili, Giornale deil'Istituto dei Attuari, 1933, p. 5 0 5 - 5 1 3 ; C. JORDAN, 
Teoria délia perequazione e dell'approssimazione, Giornale deil'Istituto dei 
Attuari, 1934, p. 81—107. 
206 Ch. Jordan 
fonction P soient identiques aux moments respectifs de ia fonction 
( 1 ) d e BRAVAIS. 
Lorsqu'on dispose des M{ de jnanière qu'ils soient égaux 
aux moments du premier ordre de P relatifs aux x{, alors, à la 
suite de (2), les moments du premier ordre de P par rapport 
aux seront nuls. 
Il faut donc que les moments correspondants de P soient 
nuls aussi. On verra plus loin que cette condition est satisfaite. 
Nous distinguerons deux cas : 
A) Les variables de P varient d'une manière continue. 
Dans ce cas il n'y a aucune difficulté. Le moment d'ordre zéro 
sera 
00 00 
Ai„ = J . . . J* Pdxx... dx,_,. 
- 00 - 00 
Pour simplifier, on suppose P multiplié par un facteur con-
venable pour avoir toujours M0 = 1. 
Les moments du premier ordre relatifs aux xt seront 
00 no 
Àij = J . . . J XiPdxx... dx,_j. 
- 0 0 - 0 0 
Les moments du second ordre de P relatifs aux JC4JC; sont 
00 00 . ' 
Ma = J... | XiXj Pdxx ... dx,_x. 
- 00 - 00 
Pour abréger, désignons par les moments du second ordre 
de P relatifs aux e¡Ej. Comme on a 
e^ = [xixj—xiMi—xjMi + MiMj] 
on aura 
(3) 
Si nous introduisons dans les formules précédentes les va-
riables Ei (2) au lieu des nous trouvons 
OO 00 
J . . . J x^PdE,ds2. :. dE,_x = . 
- 00 -00 
Maintenant on peut disposer des u j constantes ai} contenues ' 
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dans la formule (1) pour satisfaire aux (3 conditions suivantes 
00 00 
(4) fi;J = W«-» J . . . J eiEjPde1 de*... de._r. 
- 0 0 - 00 
Finalement il faut déterminer C de manière à avoir 
00 00 
M0 = fia=ù)'-1 J . . . J Pde1de2... ds,^ •«-I • 
B) Lorsque les variables de P varient d'une manière dis-
continue, en prenant des valeurs équidistantes, on peut toujours 
supposer ¿ / j c ( = l ; alors si varie de 0 à N, les moments 
de P seront 
Les moments des écarts (x¡—Af¡)/<u seront donnés par la 
formule (3). En vue de l'approximation par la formule de BRAVAIS, 
il faudrait déterminer les constantes figurant dans la formule (1) 
de manière à avoir 
c'est-à-dire au lieu des intégrales (4), il faudrait calculer ces som-
mes multiples. On pourrait les obtenir en déterminant d'abord les 
intégrales correspondantes, puis déduire les sommes par une for-
mule de sommation d'EuLER à plusieurs variables. Finalement on 
calculera les constantes a i ; . Ce serait un procédé compliqué ; 
mais lorsque les limites des c, c'est-à-dire — M J a et (N—M^/oi 
sont un peu grandes, l'erreur commise en substituant les intégra-
les aux sommes est négligeable. 
Dans le cas particulier de S = 2, la formule de BRAVAIS se 
réduit à celle de LAPLACE. 
E x e m p l e . Lorsque P est donnée par la formule de LAPLACE 
et les constantes sont déterminées à l'aide des intégrales (4) on 
trouve 
dans ce cas, si x varie de zéro à n + 1 , la formule de sommation 
d'EuLER sera 
-"o = Z • • • 2 £i£¡P 
= où x2 = (x-Mx)Vih 
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i " + 1 
Z P(x) = f P(x)dx- . 1 [P(/2 + 1) - P(0)1 + 
x = 0 J ¿ 0 
+ - Í [ D P ( / I + 1 ) - Z ) P ( 0 ) ] — é a [ D Z p { n + ! ) — + . . . 
Lorsque n = 16, /tu = 4 et Aii = 8, la somme sera égale à 
0,9999 8235 ; d'autre part les termes du second membre seront 





Le résultat est exact à 7 décimales. Lorsque l'on veut rem-
placer les limites de l'intégrale par — oo et oo, pour obtenir cette 
précision, il faut que l'on ait ( n + 1 — M^IYîhi et M j Y K î P'us 
grands que 5,3. Lorsque ces quantités sont plus grandes que 5,5 
on peut même négliger les termes P(n+ 1), P(0), DP(n+ 1) etc. 
§ 2 . Détermination des constantes aijt en supposant 
les erreurs, dues à la substitution des intégrales aux som-
mes, négligeables. 
Remarquons que si i est différent de j, on a : 
00 00 
(5) J • • • Jl¡rdEl dEi---de-1 = 
- 00 - 00 
en effet, en exécutant d'abord l'intégration par rapport à ei on 
obtient P, qui est nul aux deux limites. 
D'autre part, de la formule (1) on déduit 
OP oz- ' -v - 4- z2 
' de¡ ' 
finalement l'intégration donne 
«-1 
(6) = 0 lorsque /+/. 
Deuxièmement considérons œ oo 
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L'intégration par parties effectuée par rapport à e, donne 
00 00 
- 00 - 00 
Le premier terme du second membre est égal à zéro aux 
deux limites, donc 
oo oo 
-00 -00 
d'autre part, de (1) il suit 
e. 
dP 
' de, -2C Z " M e '
 2 *• 
Jt=l 
On en conclut 
(7) 2 aik f*a = -Ty • 
Les formules (6) et (7) fournissent un système d'équations 
du premier degré à s— 1 inconnues déterminant les coefficients a i t . 
On a explicitement 
a n (hi + • • ••+au.-i l*i,.-i = 0 
«il 1*21 + 
f a f t i + 
Qui*- I,I + 
• • + û„ fl% = 0 
. . . . . ^ i 
• • + Qi, i-i f*>. i-i — 2 
• • + 0 , . . - 1 ^ - 1 , ^ 1 = 0 . 
Pour résoudre le système, désignons par S),^ le déterminant 
1*11 I*12 • • • l*1,-1 
f*—l,ll*—l,î • • • 1*1-1,—1 
Ce déterminant doit être différent dé zéro. 
- Désignons encore par A l e mineur de £>,_! correspondant 
à fiij. Alors on aura 
At4 
(8) 
Grâce à la symétrie 1*̂  = 1*̂  cette formule donne automatique-
ment ûi—ûyj. 
14 
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Les coefficients a { j étant déterminés par la formule (8) en 
fonction des moments du second ordre /iijt il reste à montrer 
que des valeurs oiy obtenues sont telles que les moments du 
premier ordre s'annulent: 
(9) Ù)' 
00 00 
J-j- p,=J.. . J e;,Pde1 de2... de,^ = 0. 
A cet effet formons le déterminant réciproque de : 
Ali ^12 • • • -̂ ¡.»-1 
^4.-1,1 -̂ «-i, 2 • • • -̂ «-1, «-1 
à l'aide de (8) on obtient pour ce déterminant la valeur : 
"il Û12 ••• Û1..-1 
( 2 S U ) 
,En désignant le dernier déterminant par D,_1( on a en vertu 
du théorème connu que le déterminant réciproque de est égal 
à )'~2 la relation 
D'après ce que l'on a vu, on a 
OO 00 
| . . . J de, dt2 ...£/£,_! = 0 ; 
- 0 0 - 00 
mais 
dP -2 (flnCi + a,te»-h . . .•+ p dei 
par suite, en effectuant les intégrations, on trouve pour toutes les 
valeurs de / 
dnPl + a a + • • • + <*<._ l/».-l = 0 
ce qui donne, pour i = 1, 2 , . . . , 5 — 1, les s—1 équations déter-
minant les moments du premier ordre Comme le déterminant 
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n'est pas égal à zéro, la seule solution des équations précédentes 
est y¡ — 0. On en conclût que les équations (9) sont satisfaites. 
R e m a r q u e . Les valeurs de a,, obtenues à l'aide de la for-
mule (8) doivent être des coefficients d'une forme quadratique 
positive, sans quoi l'intégrale de la fonction P donnée par (1) 
deviendrait infinie, ce qui est inadmissible. 
M. FEJÉR a appelé l'attention sur le fait que les moments 
du second ordre d'une fonction positive sont toujours les coeffi-
cients d'une forme quadratique positive et qu'il en résulte que 
les a¡¡ obtenus le sont également. Il le montre ainsi : Considérons 
Ha correspondant à la formule (4) où P è O ; soient bdes nom-
bres tels que l'on ait pour toutes les valeurs des 
• »-i «-i 
0 ; 
i=i j=i 
de (4) il suit (en multipliant par b¡¡, intégrant et sommant) 
S-L Í - 1 
Z ¿ V ú A y ^ o . i=l i= 1 
Dans le cas particulier de b{j — on a bien 
e,eJÂiZJ = (SÀiet)'^0 
donc 
22^X^0. 
quelles que soient les valeurs de X¡. Par suite la forme quadra-
tique dont les coefficients sont les nombres f i e s t définie et 
positive. En posant X¡ = 1 on trouve l'inégalité 
2 2 Ali» 0. 
La forme 22pij£iej étant définie et positive, il en résulte 
que sa forme polaire 22 A^e^j l'est aussi. Mais d'après <(8) on a 
Aij = 2aij2),_1; de plus, comme £>,_x est le discriminant de la 
forme quadratique 22fiijei£i définie positive, il résulte que 
est positive. Finalement on conclut que la forme 
22aiiEiej 
est aussi une forme définie positive. C. Q. F. D. 
§ 3. Détermination de la constante C. On peut ramener 
la forme quadratique figurant dans 
Ce~2Sa<ke' 
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par une transformation orthogonale à S ^ X f , le déterminant fonc-
tionnel de la transformation étant égal à + 1 . 
On sait que les coefficients ^ figurant dans cette transfor-
mation sont les racines de l'équation 
= 0. 
Ou — X ax2 013 • • • Û1 .-1 
a21 a22—X û23 . . • Û2. .-1 
ûsi «32 a3S—X . . • Û3 .-1 
0.-1,1 Û.-1.2 0.-1,a • • • a,_ 
Dans le cas général, il serait difficile de déterminer ces ra-
cines, mais comme on verra plus loin nous n'avons besoin que 
de connaître le produit des racines, qui est égal au terme constant 
de l'équation précédente. On l'obtient donc en y écrivant A = 0 . 
Donc 
Grâce à la transformation mentionnée, on trouve 
¡5° ¡S" 
] ... }Pde1...de,_1 = 
s-1 c 1 I 
dX = ClJ »= 1 
71 
X eo' 
On en conclut 
(10) C = 
1 
or ù) . -I }j n .-\ 
La formule (1) se trouve ainsi complètement déterminée. 
§ 4L Probabilité^ des systèmes correspondant à x2 < ¿2-
Lorsque la fonction P dont on a obtenu l'approximation par 
la formule de BRAVAIS représente la probabilité du système de 
valeurs xlt XQ, . . . , x o u celle des écarts eu e2, • • • > f—I. alors 
d'après (1), la formule de BRAVAIS fait correspondre à chaque 
système de variables une certaine valeur de x2 ; et elle montre 
que les systèmes de variables correspondant à une même valeur 
de x2 sont également probables. 
On peut faire correspondre à chaque système un point de 
l'espace à s—1 dimensions (de coordonnées elf e2,..., e,^). Les 
points correspondant à des systèmes également probables sont 
situés sur l'hyperellipsoïde d'égale probabilité 
222aiiiiei = f . 
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La formule (1) permet encore de déterminer la probabilité d'un 
système d'écarts plus probable que celui correspondant à = 
il suffit de faire la somme des probabilités des systèmes corres-
pondant à x2 < Les points correspondant à ces systèmes sont 
à l'intérieur de l'hyperellipsoïde 
Pour déterminer cette probabilité, remarquons que la proba-
bilité pour que le point tombe dans la couche entre les deux 
ellipsoïdes correspondant à % et x + dx, est proportionnelle à P 
donnée par la formule (1), et au volume de la couche. Ce volume 
est à son tour proportionnel à x'~2dx car l'une des surfaces se 
déduit de l'autre par similitude et que l'aire de l'ellipsoïde est 
proportionnelle à xs~2- Donc la probabilité en question est 
o)1x°-2e 2 dx 
et la probabilité totale cherchée sera 
x'~2e 2 dx-
Pour déterminer ù>lt il suffit de remarquer que pour À = oo 
on doit avoir $ = 1, par suite 
Jf^e'^dx 
Introduisons maintenant t= - y X 2 ; on trouve 
J t*('-Z)e-*dt 
0 0 - 7 — r i = 1(0,p) 
r M 
ou 
s — 3 , _ V et u-
et I(fi ,p) est la fonction gamma-incomplète (voir par exemple 
K. PEARSON, Tables of the Incomplete r-function, London, 1922). 
La surface correspondante à 
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est la surface probable. La probabilité pour que le point corres-
pondant à un système de variables e^ E2, . . . , £,_! soit à l'intérieur 
de cette surface est égale à une demie. 
Lorsque p> 0, l'équation précédente est vérifiée d'une ma-
nière approchée par u —-
En désignant par g le rayon de l'hypersphère probable on 
aura pour s > 2 
,2 
4 - 5 - 1 = - = ^ = d'où e2 = V(s 1) (s —2). 
i |> 2s — 2 
Par suite l'équation de l'hypersurface est donnée par 
R e m a r q u e . En posant dans la formule (11) s —2, on 
obtient celle qui correspond à une variable indépendente. On trouve 
que la probabilité pour avoir x2 < № est 
- T 
Comme dans ce cas, la formule de BRAVAIS se réduit à celle 
de LAPLACE, on en conclut que les valeurs correspondant à cette 
formule sont aussi données par les tables de la fonction gamma-
incomplète. 
§ 5. Cas particulier remarquable. Dans plusieurs problè-
mes de probabilités on trouve que les moments de la fonction 
positive P des écarts sont de la forme suivante 
t*u = rBi( l—u { ) et si ( i ^ — yiiiUi (/>Ô), 
comme on a nécessairement fii{ > 0 on doit avoir 0 < < 1 ; de 
plus nous avons vu au § 2 que l'on doit avoir 0. On 
peut écrire cette somme de la manière suivante 
ySSu^l — u — u>)^0. 
Ici dans la sommation relative à j on doit avoir /=)=/; on en 
conclut que la somme précédente est égale à 
y(\—u1—u2—...—u,_1)Sui^0 
par suite on doit avoir aussi 
8 - 1 
I-
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Dans ce cas, íes formules se simplifient considérablement ; 
en effet £>,_x devient 
1 — Ux — u2 . . . — u._x 
— ux 1 — u2 . . . — u._x 3-1 
- u x —u2 . . . 1 —u._x 
L'évaluation de ce déterminant est simple. En retranchant 
de chaque ligne la ligne suivante on trouve 
1 — 1 0 . . 0 0 
0 1 — 1 . . 0 0 
0 0 1 . 0 0 
0 0 0 . 1 — 1 
—"l — — u3 . 1 - a . 
En ajoutant chaque colonne à la dernière on a 
1 — 1 0 . . . 0 0 
0 1 — 1 . . . 0 0 
0 0 0 . . 1 0 
«1 —u2 — «3 • • U. 
où nous avons écrit 1 — u x — u 2 — . . . — u , _ x = u,. D'après ce 
qui précède on aura a, > 0 . Finalement on trouve 
s>.-i = uxu2...u,ra-1. 
D'après la formule (10) la constante C sera égale à 
1 (12) 
(a'-l^(2ny)-iu1u2. ..u. 
Pour obtenir le mineur Ati remarquons que cette quantité 
est égale au déterminant ( f t ^ s . . dans lequel on a 
supprimé la ligne et la colonne i. On aura donc 
1— ux —u2 . . . — u,_x 
—ux 1 — u2 . . . —u,_x Ar-
—ux —u2 . . . 1 — u,_x 
En procédant comme ci-dessus, on trouve 
Alt "i • • •u,-i-y-^Ui+u.), 
s 
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on en conclut d'après la formule (8) 
(13) _ (u, + u.) " 2 yUiu. 
Comme j4i;- est égal au déterminant obtenu de ( j i n . . . ,_,) 
en y supprimant la ligne i et la colonne j, puis en multipliant le 
résultat par (—1)'+ J , on aura 
1 —Uj — u2 . . . — 
A , - = ( - ! ) ' 
+i "i • • • " - i y-
—ut — u 2 . : . i—!/ ,_ ! 
La ligne / étant supprimée dans le déterminant du second 
membre, il suit que la colonne i ne contient que des nombres 
—«,. En plaçant cette colonne à la fin, et en retranchant de 




1 — 1 0 . . . 0 0 0 
0 1 — 1 . . . u 0 0 
0 0 1 . . . 0 0 0 
0 0 0 . . . 1 — 1 0 
-«i — "a — Us • • • —«.-a 1 - B . - 1 
Le déterminant du second membre est égal à ( — W f > 
en effet les nombres dans la diagonale sont négatifs depuis la 
colonne j. Finalement on a 
De la formule (8) il suit 
1 (14) 
fl"—2 ru. 
lorsque i 4= j. 
On en conclut que dans le cas particulier considéré les 
coefficients sont indépendants de i et de j. C'est une grande 
simplification, car dans ce cas la forme quadratique figurant dans 
la formule (1) peut être écrite de la manière suivante 
»-i 
2 y Ui + U, 1 
•-i »-i 
2 2£ier, iti 2yuiu, ' 2ya. iti j±t 
dans la seconde somme i doit être différente de j. Introduisons 
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on en tire 
A l'aide de cette valeur, la forme quadratique considérée 
devient 
z t=l U;+U. 1 2yuiu, 2yu, 2yu. ' 
en simplifiant on trouve 
<15> 
Dans les paragraphes suivants nous allons donner quelques' 
exemples. 
§ 6. Application à la formule de Bernoulli à 5 — 1 va-
riables indépendantes. Soit 
il s'agit de déterminer la formule approchée de P à l'aide de la 
formule (1). Pour commencer il faut déterminer les moments de P 
relatifs aux variables JC; ; on y arrive à l'aide de la fonction géné-
ratrice de P. Cette fonction est évidemment 
(17) U(tlt U,..*.-i) = (M+M+ • • • • 
En effet dans le développement de U, le coefficient de 
t?t?... C V est égale à P. 
On sait que 
M—ZXiP-- \m 
L àt{ Ji1= ta=...=i 
De (17) on tire Mi — npt. Nous pouvons maintenant définir 
les écarts par 
Xi 
(Ici on a posé (o = n.) 
De plus on a 
Mi 
et 
W _\dW 9U1 
M"-[ dtf + pu 
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La formule (17) donne 
Af„ = n(n — e t Mii = n(n — \) $ + npi. 
Finalement les moments des écarts e{ sont tirés de la formule (3) 
Va = -¿ï [Ma —MM ] = — -¡¡-PiPj, 
= i = JLf lO - A ) . 
On voit que et sont de la forme 1—u () et 
— y u ^ ; on peut donc employer les formules du cas particulier 




Ainsi la formule approchée est complètement déterminée. 
^ § 7. Application à l'Inversion du Théorème de Ber-
nouili à 5—1 variables indépendantes. Lorsque les probabi-
lités pi figurant dans la formule (16) sont inconnues, et qu'on a 
obtenu en n épreuves les fréquences x1( x 2 , . . . , x„ on cherche à 
déterminer la probabilité du système de valeurs plt pt, •.., p., 
c'est-à-dire la probabilité pour que les probabilités des événements 
simples soient respectivement comprises entre A + dp{. Dési-
gnons cette probabilité par Sdp^dpt... dp,. 
Il faut remarquer qu'il est impossible de résoudre ce problème 
sans avoir recours à certaines hypothèses concernant les probabi-
lités à priori du système plt p2,..., p.. 
On procédera de la manière suivante : En supposant que 
les valeurs de plfp2, ...,p, étaient connues,on détermine à l'aide 
de (16) la probabilité de l'événement réellement observé (x l f x2)..., x,). 
Plus cette probabilité est grande, plus on considère le système 
PuPt>- -, P. comme probable. A défaut (fautres indications concer-
nant ces probabilités, on admettra que ® est simplement propor-
tionnel à (16). C'est équivalent au théorème de BAYES combiné 
avec l'hypothèse de POISSON d'après laquelle tous les systèmes 
sont également probables à priori. 
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On aura donc 
§ dpxdp2... dp,_! = X1P dpx... dp,_x = Xp?p? ...px,'dpx... dp._x. 





on en tire 
i i 
== J . . . J p ? . . . px.L7 (1 - A - •., -P.-iT'dp1... dp 
0 0 
mais l'intégrale du second membre est l'intégrale de DIRICHLET, 
qui est égale à 
r ( x , + l ) . . . i T ( x . + l ) = = x , I . . , x , l 
-T(n + s) (JI s 1)1 ' 
La probabilité $ peut donc s'écrire 
(19) 3dPl... dp._ 1== 'J ' P?. • -PV dp,... dp._x. 
C'est la probabilité pour que les probabilités inconnues soient 
respectivement comprises dans les limites + 
Pour obtenir la formule approchée, il faut tout d'abord dé-




on peut mettre cette expression sous la forme 
u o 
De (18) et de (19) il suit que l'intégrale multiple précédente est 
égale à l'unité, et l'on a 
M x ' + l -
• = : n + s 
Nous définirons les écarts par 
(Ici nous avons posé < u = l . ) 
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On déterminera de la même manière 
( x , + ) ) ( * , + ! ) M _ fe+l)(x, + 2) 
(n + s)(n + s+. 1) ' fi (n + s)(n + s+1) 
ce qui donne pour les moments des écarts 
et 
MiM,- ( n + s r ( n + s + l ) • 
On voit que ces moments rentrent dans le cas particulier 
du § 5. Pour obtenir la formule approchée, il suffit donc de poser 
dans les formules de ce paragraphe 
1 «; = ' . et ri+s n + s + 1 ' 
On en_ conclut que pour avoir la valeur approchée de la 
probabilité S, il suffit de poser dans la formule 
les valeurs suivantes 
C = 
(n + s + iy-'jn + sY 
(2n)'~l (Xj + 1) . . . (x, + 1) 
et 
x ! = (n + s + l ) ( n + i ) Z -
é ï xf + 1 
§ 8. Application aux probabilités hypergéométriques. 
Une urne contient m boules marquées 1, 2, . . ., s, le nombre des 
boules marquées i étant bt ; on tire de l'urne à la fois n boules et 
on demande la probabilité pour que parmi les boules tirées il y 
ait x t boules marquées 1, x2 marquées 2, et ainsi de suite x, 
marquées s. On a 
¿>i + 6 2 + ... + b. = m et x 1 + x 2 + . . .+x, = n 
et la probabilité cherchée est 
/ n m p * ' * ( * » ) 
( } i : J ' 
On a montré ailleurs que la fonction génératrice de cette 
probabilité est une fonction hypergéométrique à s^-1 variables, 
L'approximation d'une fonction. 221 
ce qui a permis de déterminer les moments de P.2) On a 
m 
On définira les écarts par (w = /z) 
' n m 
De plus on a 
m(m — 1) v ' m 
t 
" ' ' m(m — 1) ; 
De ces valeurs, on déduit 
On constate que ce problème rentre aussi dans la catégorie 
des problèmes du § 6, et pour obtenir l'approximation par la 
formule (1), il suffit de poser dans les formules du paragraphe 6 
bi , (m—n) 
U: = — et m ' n(m—1) ' 
il en résulte 
r—]l\ m(m—i) i'-1 m 
|/ L 2nn(m—n) J '6A...6, ' 
^=nm(m-l) ^¿l 
m—n iz1 ^ 
§ 9. Application à l'inversion de la formule (20). D'une 
urne contenant m boules marquées 1 , 2 , . . . , s, dans des propor-
tions inconnues, on a tiré n boules et on a trouvé x boules 
marquées i, pour i — 1, 2, 3 , . . . , s ; 
On demande la probabilité § pour qu'il y ait eu dans l'urne 
avant le tirage b{ boules marquées / pour i= 1, 2, . . . , s avec 
bi + b,+ ... + b, = m. 
2) CH. JORDAN, Sur un cas généralisé de la probabilité des épreuves 
répétées, ces Acta, 3 (1926), pp. 193—210. 
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Il est évident que pour pouvoir résoudre ce problème il faut 
avoir recours à une hypothèse. Si les nombres inconnus étaient 
égaux à b{, bit. .., b„ la probabilité d'obtenir le résultat réelle-
ment observé serait donné par la formule (20) ; plus cette proba-
bilité est grande, plus le système blt b2, . . b. est probable. 
Lorsque nous n'avons aucune indication concernant la probabi-
lité 8 , nous admettrons qu'elle est simplement proportionnelle à 
la probabilité (20) (c'est, comme nous avons remarqué équivalent 
au théorème de BAYES combiné avec l'hypothèse de POISSON): 
« = * ( £ ) ( £ ) • • • ( £ ) • 
Pour déterminer remarquons que l'on doit avoir 2 . . . 2 S z = \ i 
il en résulte 
Par suite 
(£)•••£) 
• U + s - l J 
Pour déterminer les moments de § relatif à bi} écrivons 
Mi = 2...2bi8 = 
ta+iHm+s) y y ( % ) • • • ( £ + ! ) • • • ( £ ) y y s ~ W+s 2....28 
\ n + s) 
ce qui donne 
' n+s 
Définissons maintenant les écarts par 
1 ( X i + l ) ( m + 5 ) 
. ' *n + s " r 
(ici nous avons posé a> = /n). 
/Les autres moments sont déduits de la même manière, et 
on trouve pour i+j 
M„ = 2... 2bibi§=2.. 1) (*>,.+ 1)1 
ce qui donne pour i+j 
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(m+s)(m+s+-0(*+;)(*,+T) - M . - ^ - l 
( n + s ) ( n + s + l ) 
de plus on a 
= . . i ô f f = . . + 1) ( 6 , - | - 2 ) f — 3 № + 1 ) 8 + 8 ] ; 
c'est-à-dire 
M = (m+s)(m+s+l)(xi+l)(xi+2) 3fx ,+ l )(m+s) 
(n+s)(n+s+1) n + s 
De ces valeurs on déduit pour i+j 
= Mi]-MiM] (m+s)(m-n)(xi+l)(xi+l) 
m 2 " / 7 2 2 ( / l + S + l ) ( / I + s ) 2 
de même 
M ¡—M,2 _(m+s)(m-n)(xi+l)(n+s—xi—l) 
m2 m2(n+s+l)(n+s)2 
Pour obtenir la formule approchée (1), remarquons que ces 
moments rentrent dans le cas particulier traité au § 5, on posera 
donc dans les formules de ce paragraphe 
„ — * l ± 1 pt (m + s)(m-n) . 
'~n + s 7 (n + s+\)m2 ' 
on trouvera alors 
C = 
(n + s +1) 1* -1 (n + s)a M l-n) J 2n(m + s)(m-n) ( x x + l ) ; . . ( x , + l) 
et 
, = (n + s)(n + s+l)m2 ^ 
(m + s)(m—n) i'mxi+l' 
§ 10. Application à l'inversion de la formule (20) dans 
le cas de l'hypothèse de Boole. Même problème qu'au pa-
ragraphe précédent, mais nous avons des raisons pour supposer 
que les m boules placées dans l'urne en question ont été tirées 
d'une autre urne contenant une infinité de boules marquées 
1, 2 , . . . , s ; la probabilité de tirer de cette urne une boule mar-
quée i étant égale à 1/s pour toutes les valeurs de /'. 
Alors l'égalité des fréquences est la plus probable, et la 
probabilité a priori du système bu b2,..., b, est 
m\ J _ 
b1\b2l...b.\ sm" 
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C'est dans ce cas que les statisticiens disent que les urnes 
possibles sont distribuées normalement. 
Dans l'hypothèse de BOOLE, on supposera après le tirage 
des n boules, que la probabilité S du système blt bt,...,b, est 
proportionnelle d'une part à l'expression précédente et d'autre 
part à la probabilité (20). On peut donc écrire 
Pour déterminer la constante ^ et les moments de la fonction, 
notons que la fonction génératrice de § est évidemment égale à 
en effet, dans le développement de U le coefficient de t^...^1 
est égal a §. 
Comme on doit avoir [t/],1=<J=...=1= 1 il s'ensuit 
U x j . . .x , ! (m—n)! (!+?: + /, + ...+ t?... Cr ; 
et 
jm-n) 1 
( ô i - x , ) ! ^ - * * ) ! . . . ( £ . - * . ) ! s1 
On obtiendra les moments 
Définissons les écarts par 
b{ m—n x ; e. = —: 
m ms m 
(où l'on a posé ù) = m). On aura 
{m—n) (m — n— 1) 
T 
(m — n)(2x,-f 1) 
et 
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On en déduit 
_ Ma—M? (m—n) (s— 1) 
m2 ~ m* s2 
et, pour /4=/ 
Mjj—MjMj _ _ m — n 
P'i m2 m2c2 m' m's' 
Remarquons que et [isont indépendantes de i et de jr 
de plus qu'on les obtient en posant dans les formules du § 5 
1 , m — n 
u> = — et y = Ô—; s m2 
on trouve finalement 
C = 2n(m—n) 
s - l 
et 
m — n <=1 
(Reçu le 11 septembre 1936) 
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