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Abstract
This work studies the relationship between the chains of an algebraic lattice and
the order structure of the join-semilattice of its compact elements. The results are
presented into four chapters, each corresponding to a paper written in collaboration
with Maurice Pouzet.
(1) A characterization of well-founded algebraic lattices, 19p.
arXiv:0812.2300.
(2) The length of chains in algebraic lattices, Les annales ROAD du LAID3,
special issue 2008, pp 379-390 (proceedings of ISOR’08, Algiers, Algeria,
Nov 2-6, 2008).
(3) The length of chains in algebraic modular lattices, Order, 24(2007) 224-
247.
(4) Infinite independent sets in distributive lattices, Algebra Universalis, 53(2005)
211-225.
Our first studies on this theme have appeared in our doctoral thesis [6] presented
in Lyon in 1992. A part of our results is included in Chapter 3 and 4 of the present
work.
Here are our main results (the necessary definitions can be found in the last
section of this volume).
We show that for every order type α there is a list Bα of join-semilattices, with
cardinality at most 2∣α∣, such that an algebraic lattice L contains a chain of or-
der type I(α) if and only if the join-subsemilattice K(L) of its compact elements
contains a join-semilattice isomorphic to a member of Bα. (Theorem 2.3, Chapter
2).
We conjecture that when α is countably infinite, there is a finite list. The fol-
lowing result supports this conjecture: Let [ω]<ω be the set of finite subsets of ω
ordered by inclusion. Then, among the join-subsemilattices of [ω]<ω belonging to
Bα, one embeds in all others as a join-semilattice (cf. Theorem 2.4, Chapter 2).
We also show that an algebraic lattice L is well-founded if and only if the
join-semilattice K(L) of compact elements L is well-founded and contains no join-
semilattice isomorphic to Ω(ω∗) or to [ω]<ω (Theorem 1.2, Chapter 1).
We describe the countable indivisible order types α such that: for every mod-
ular algebraic lattice L, L contains no chain of order type α if and only if the
join-semilattice of its compact elements contains neither α nor a join-semilattice
isomorphic to [ω]<ω (Theorem 3.1, Chapter 3). The chains ω∗ et η are among these
order types α.
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We identify two meet-semilattices Γ et ∆. We show (Theorem 4.3, Chapter 4)
that: for every distributive lattice T , the following properties are equivalent:
(i) T contains a join-subsemilattice isomorphic to [ω]<ω;
(ii) The lattice [ω]<ω is a quotient of a sublattice of T ;
(iii) T contains a sublattice isomorphic to I<ω(Γ) ou a` I<ω(∆).
This abstract is followed by its french version and by an introduction in french.
The four chapters are in english.
Re´sume´
Cette the`se porte sur le rapport entre la longueur des chaıˆnes d’un treillis alge´brique
et la structure d’ordre du sup-treillis de ses e´le´ments compacts. Les re´sultats obtenus
ont donne´ lieu a` quatre articles e´crits en collaboration avec Maurice Pouzet et con-
stituant chacun un chapitre de la the`se:
(1) A characterization of well-founded algebraic lattices, 19p.
arXiv:0812.2300.
(2) The length of chains in algebraic lattices, Les annales ROAD du LAID3,
special issue 2008, pp 379-390 (proceedings of ISOR’08, Algiers, Algeria,
Nov 2-6, 2008).
(3) The length of chains in algebraic modular lattices, Order, 24(2007) 224-
247.
(4) Infinite independent sets in distributive lattices, Algebra Universalis, 53(2005)
211-225.
Nos premie`res recherches sur ce the`me sont apparues dans notre the`se de doc-
torat [6] Lyon 1992. Une partie d’entre elles est incluse dans les chapitres 3 et 4 du
pre´sent travail. Voici nos principaux re´sultats (on pourra trouver en appendice les
de´finitions ne´cessaires).
Nous montrons que: si α est un type d’ordre, il existe une liste de sup-treillis,
soit Bα, de taille au plus 2∣α∣, telle que quel que soit le treillis alge´brique L, L
contient une chaıˆne de type I(α) si et seulement si le sous sup-treillis K(L) de
ses e´le´ments compacts contient un sous sup-treillis isomorphe a` un membre de Bα.
(Theorem 2.3, Chapter 2).
Nous conjecturons que si α est de´nombrable il existe une liste finie.
Conside´rant l’ensemble [ω]<ω forme´ des parties finies de ω et ordonne´ par in-
clusion, nous montrons a` l’appui de cette conjecture que: parmi les sous sup-treillis
de [ω]<ω appartenant a` Bα, l’un d’eux se plonge comme sous sup-treillis dans tous
les autres (cf. Theorem 2.4, Chapter 2).
Comme re´sultat positif, nous montrons que: un treillis alge´brique L est bien
fonde´ si est seulement si le sup-treillis K(L) des e´le´ments compacts de L est bien
fonde´ et ne contient pas de sous sup-treillis isomorphe a` Ω(ω∗) ou a` [ω]<ω (Theo-
rem 1.2, Chapter 1).
Nous de´crivons les types d’ordre indivisibles de´nombrables α tels que: quel
que soit le treillis alge´brique modulaire L, L ne contient pas de chaıˆne de type α si
et seulement si le sup-treillis de ses e´le´ments compacts ne contient ni α ni de sous
sup-treillis isomorphe a` [ω]<ω (Theorem 3.1, Chapter 3). Parmi eux figurent ω∗ et
η.
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Nous identifions deux inf-treillis Γ et ∆. Nous montrons (Theorem 4.3, Chapter
4) que: pour un treillis distributif T , les proprie´te´s suivantes sont e´quivalentes:
(i) T contient un sous sup-treillis isomorphe a` [ω]<ω;
(ii) Le treillis [ω]<ω est quotient d’un sous-treillis de T ;
(iii) T contient un sous-treillis isomorphe a` I<ω(Γ) ou a` I<ω(∆).
Introduction
La notion d’ope´rateur de fermeture est centrale en mathe´matiques. Elle est
e´galement un outil de mode´lisation dans plusieurs sciences applique´es comme l’informatique
et les sciences sociales (eg. logique et mode´lisation du calcul, bases de donne´es rela-
tionnelles, fouille de donne´es...). Dans beaucoup d’exemples concrets, les ope´rateurs
de fermeture satisfont une proprie´te´ d’engendrement fini, et on dit que ceux-ci sont
alge´briques. A` un ope´rateur de fermeture est associe´ un treillis complet, le treillis de
ses ferme´s. Et ce treillis est alge´brique si et seulement si la fermeture est alge´brique.
Du fait de l’importance de ces ope´rateurs de fermeture, les treillis alge´briques sont
des objets privile´gie´s de la the´orie des treillis.
Un exemple de base est l’ensemble, ordonne´ par inclusion, des sections initiales
d’un ensemble ordonne´ (ou pre´ordonne´). C’est celui qui motive notre recherche.
Son importance vient, pour nous, de la the´orie des relations et de la logique. Les
structures relationnelles e´tant pre´ordonne´es par abritement, les sections initiales
correspondent aux classes de mode`les finis des the´ories universelles tandis que les
ide´aux sont les aˆges de structures relationnelles introduits par Fraı¨sse´ [13]. Et toute
une approche de l’e´tude des structures relationnelles finies peut eˆtre exprime´e en
termes d’ordre et tout particulie`rement en termes de ce treillis des sections initiales
[30, 31, 32, 40].
Notre travail porte sur la fac¸on dont les chaıˆnes d’un treillis alge´brique L se
refle`tent dans la structure du sup-treillis K(L) constitue´ des e´le´ments compacts de
ce treillis. L’objectif e´tant de de´terminer les sup-treillis que K(L) doit contenir
pour assurer que L contienne une chaıˆne d’un type donne´ α.
Pour la compre´hension de ce qui suit, rappelons qu’un treillis L est alge´brique
s’il est complet et si tout e´le´ment est supre´mum d’e´le´ments compacts. L’ensemble
K(L) des e´le´ments compacts de L est un sup-treillis (c’est a` dire un ensemble
ordonne´ dans lequel toute paire d’e´le´ments a un supre´mum) admettant un plus petit
e´le´ment et, de plus, l’ensemble J(K(L)) des ide´aux deK(L) est un treillis complet
isomorphe a` L. Re´ciproquement, si P est un sup-treillis ayant un plus petit e´le´ment,
l’ensemble J(P ) des ide´aux de P est un treillis alge´brique dont l’ensemble des
e´le´ments compacts est isomorphe a` P . Ainsi, pour revenir a` l’exemple qui motive
notre recherche, si L est l’ensemble des sections initiales d’un ensemble ordonne´
Q, alors K(L) est e´gal a` l’ensemble I<ω(Q) des sections initiales de Q qui sont
finiment engendre´es. Et I(Q) est isomorphe a` J(I<ω(Q)).
Exprime´ en termes de sup-treillis et d’ide´aux, notre travail porte donc sur le
rapport entre la longueur des chaıˆnes d’ide´aux d’un sup-treillis admettant un plus
petit e´le´ment et la structure d’ordre de ce sup-treillis.
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Il s’inspire d’un rapport entre longueur des chaıˆnes d’ide´aux d’un ensemble
ordonne´ P quelconque et structure d’ordre de cet ensemble ordonne´ constate´ par
Pouzet et Zaguia, 1985 [34].
E´tant donne´e une chaıˆne de type α, de´signons par I(α) le type d’ordre de
l’ensemble des sections initiales de cette chaıˆne. Disons que α est inde´composable
si la chaıˆne s’abrite dans chacune de ses sections finales non-vides.
Pouzet et Zaguia obtiennent le re´sultat suivant (cf. [34] Theorem 4 pp. 162 et
Theorem 2.2, Chapter 2).
The´ore`me 0.1. Soit α un type d’ordre inde´composable de´nombrable.
Il existe une liste finie Aα1 , . . . ,Aαnα d’ensembles ordonne´s, tels que pour tout
ensemble ordonne´ P , l’ensemble J(P ) des ide´aux de P ne contient pas de chaıˆne
de type I(α) si et seulement si P ne contient aucun sous-ensemble isomorphe a` un
des Aα1 , . . . ,Aαnα .
Les Aα1 , . . . ,Aαnα sont les ”obstructions” a` l’existence d’une chaıˆne d’ide´aux de
type I(α). Une obstruction typique s’obtient par sierpinskisation monotone: on se
donne une bijection ϕ des entiers sur une chaıˆne, dont le type ωα est la somme
de α copies de la chaıˆne ω des entiers, telle que ϕ−1 soit croissante sur chaque
ω.{β} pour β ∈ α. On ordonne N en posant x ≤ y si x ≤ y dans l’ordre naturel
et ϕ(x) ≤ ϕ(y) dans l’ordre de ωα. On constate que l’ensemble ordonne´ obtenu,
augmente´ d’un plus petit e´le´ment, s’il n’en a pas, contient une chaıˆne d’ide´aux
de type I(α). En outre, tous les ensembles ordonne´s obtenus par ce proce´de´ se
plongent les uns dans les autres; de ce fait, on les de´signe par le meˆme symbole
Ω(α) (cf. Lemma 3.4.3 pp. 167 [34]). Si α n’est ni ω, ni ω∗, le dual de ω et
ni η (le type d’ordre des rationnels), les autres obstructions s’obtiennent au moyen
de sommes lexicographiques d’obstructions correspondant a` des chaıˆnes de type
strictement infe´rieur a` α.
Il est naturel de se demander ce que devient le re´sultat ci-dessus si, au lieu
d’ensembles ordonne´s, on conside`re des sup-treillis. Cette question est au coeur de
notre travail.
Afin de raccourcir la suite de l’expose´, formalisons un peu:
De´signons par E la classe des ensembles ordonne´s. E´tant donne´s P,P ′ ∈ E
disons que P s’abrite dans P ′ et notons P ≤ P ′ si P est isomorphe a` une partie
de P ′. Cette relation est un pre´ordre. Deux ensembles ordonne´s P et P ′ tels que
P ≤ P ′ et P ′ ≤ P sont dits e´quimorphes. Pour un type d’ordre α, de´signons par
E¬α la classe forme´e des e´le´ments P ∈ E tels que J(P ) n’abrite pas de chaıˆne de
type I(α). Pour une partie B de E de´signons par ↑ B la classe des P ∈ E abritant un
e´le´ment de B et posons Forb(B) ∶= E∖ ↑ B (” Forb” pour ”forbidden”). Le re´sultat
ci-dessus s’e´crit
(1) E¬α = Forb({Aα1 , . . . ,Aαnα}).
Remplac¸ons la classe E par la classe J des sup-treillis P admettant un plus petit
e´le´ment. Pour un type d’ordre α, de´signons par Jα la classe des P dans J tels que
J(P ) abrite une chaıˆne de type I(α) et posons J¬α ∶= J ∖ Jα. Pour une partie B de
J, de´signons par ↑ B la classe des P dans J contenant un sous sup-treillis (et non un
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FIGURE 0.1. Ω(ω∗)
sous-ensemble ordonne´) isomorphe a` un membre de B et posons ForbJ(B) ∶= J∖ ↑
B.
Nous pouvons pre´ciser notre question ainsi:
QUESTIONS 0.1. (1) Pour un type d’ordre α, quelles sont les parties B de
J les plus simples possible telles que:
(2) J¬α = ForbJ(B).
(2) Est ce que pour toute chaıˆne de´nombrable α on peut trouver B fini tel que
J¬α = ForbJ(B)?
Notre travail est consacre´ a` ces questions. Nous n’y re´pondons que partielle-
ment.
Pour re´pondre a` la deuxie`me question, il est tentant d’utiliser le The´ore`me 0.1.
En effet, si l’ensemble J(P ) des ide´aux d’un sup-treillis P contient une chaıˆne
de type I(α) alors P doit contenir, comme ensemble ordonne´, un des Aαi . Et par
conse´quent, P doit contenir, comme sous sup-treillis, le sup-treillis engendre´ par
Aαi dans P . Mais nous ne savons pas de´crire les sup-treillis que l’on peut engendrer
au moyen des Aαi . Notre approche consiste a` adapter, quand cela paraıˆt possible, la
preuve du The´ore`me 0.1. Nous pre´sentons ci-dessous les re´sultats obtenus.
1. Re´sultats ge´ne´raux
Notons imme´diatement que si α est le type d’une chaıˆne finie on peut prendre
B = {1 + α}. Ceci est encore vrai si α est la chaıˆne ω des entiers. Un cas plus
inte´ressant est celui de la chaıˆne ω∗ des entiers ne´gatifs. Les ensembles ordonne´s
n’abritant pas la chaıˆne ω∗ sont dits bien fonde´s; ensembles ordonne´s dont toute
partie non vide contient un e´le´ment minimal, ils servent a` mode´liser le raisonnement
par induction.
Notons Ω(ω∗) l’ensemble [ω]2 des parties a` deux e´le´ments de ω, qu’on identifie
aux paires (i, j), i < j < ω, muni de l’ordre suivant: (i, j) ≤ (i′, j′) si et seulement si
i′ ≤ i et j ≤ j′. Soit Ω(ω∗) ∶= Ω(ω∗)∪{∅} obtenu en ajoutant un plus petit e´le´ment.
Notons [ω]<ω l’ensemble, ordonne´ par inclusion, des parties finies de ω.
Les ensembles Ω(ω∗) et [ω]<ω sont des treillis bien-fonde´s, tandis que les treil-
lis alge´briques J(Ω(ω∗)) et J([ω]<ω) ne le sont pas (par exemple J([ω]<ω) est
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isomorphe a` P(ω), l’ensemble des parties de ω). Ces deux ensembles sont incon-
tournables, en effet:
(3) J¬ω∗ = ForbJ({1 + ω∗,Ω(ω∗), [ω]<ω}).
C’est le premier re´sultat significatif de ce travail. Il se reformule de fac¸on plus
accessible comme suit:
The´ore`me 0.2. (cf. Theorem 1.2, Chapter 1) Un treillis alge´brique L est bien
fonde´ si est seulement si le sup-treillis K(L) des e´le´ments compacts de L est bien
fonde´ et ne contient pas de sous sup-treillis isomorphe a` Ω(ω∗) ou a` [ω]<ω.
Notons que la liste donne´e par le The´ore`me 0.1 dans le cas α = ω∗ a un terme
de moins. On a en effet (cf. [34] Theorem 1. pp.160):
(4) E¬ω∗ = Forb{ω∗,Ω(ω∗)}
Ceci tient au fait que Ω(ω∗) est isomorphe comme ensemble ordonne´ a` un sous-
ensemble de [ω]<ω, mais non pas comme sup-treillis.
Apre`s les chaıˆne finies, les chaıˆnes ω et ω∗, une chaıˆne typique est la chaıˆne η
des rationnels. Les ensembles ordonne´s n’abritant pas la chaıˆne des rationnels sont
dits disperse´s.
Notons Ω(η) l’ensemble des couples d’entiers (n, i2n ) tels que 0 ≤ i < 2n or-
donne´ de sorte que: (n, i2n ) ≤ (m, j2m ) si n ≤ m et i2n ≤ j2m . Ainsi Ω(η) est un
sous-ensemble du produit de la chaıˆne ω et de la chaıˆne D des nombres dyadiques
de l’intervalle [0,1[. C’est en fait un sous sup-treillis de ce produit.
FIGURE 0.2. Ω(η)
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Dans [34] (Theorem 2. pp.161) il est prouve´ que:
(5) E¬η = Forb{η,Ω(η)}
Nous ne savons pas re´pondre a` la question suivante:
Question 0.2. Est-ce que J¬η = ForbJ({1 + η, [ω]<ω,Ω(η)})?
Si α est un type d’ordre arbitraire, nous obtenons le re´sultat suivant (analogue a`
celui de´ja` obtenu en [34], cf.Theorem 3 pp.162).
The´ore`me 0.3. (cf. Theorem 2.3, Chapter 2) Soit α un type d’ordre. Il existe
une liste de sup-treillis, soit Bα, de taille au plus 2∣α∣, telle que pour tout sup-treillis
P , l’ensemble J(P ) des ide´aux de P contient une chaıˆne de type I(α) si et seule-
ment si P contient un sup-treillis isomorphe a` un membre de Bα.
C’est tre`s loin d’une re´ponse positive a` la seconde de nos questions, a` savoir
l’existence d’une liste finie lorsque α est de´nombrable.
Si cette question a une re´ponse positive alors il y a une seule liste de cardinal
minimum, pourvu que des sup-treillis P , P ′ qui se plongent l’un dans l’autre comme
sup-treillis soient identifie´s. En effet, pre´ordonnons J en posant P ≤ P ′ si P se
plonge dans P ′ comme sous sup-treillis. Dans l’ordre quotient, Jα est une section
finale. Et si B est une liste finie de cardinal minimum alors dans ce quotient c’est
l’ensemble des e´le´ments minimaux de Jα.
En fait notre seconde question e´quivaut a`:
Question 0.3. (1) Est-ce que Jα admet un nombre fini d’e´le´ments mini-
maux?
(2) Est-ce que tout e´le´ment de Jα majore un e´le´ment minimal?
Par exemple 1 + α ∈ Jα. En effet J(1 + α) = 1 + J(α) = I(α). De plus 1 + α est
minimal dans Jα. En effet, soit Q ∈ J tel que Q ≤ 1 + α, on a Q = 1 + β. Comme
J(Q) = I(β), si Q ∈ Jα, I(α) ≤ I(β). Ce qui implique α ≤ β et 1 + α ≤ Q.
Lorsque α est de´nombrable, le treillis [ω]<ω joue un roˆle central. Nous avons:
(6) [ω]<ω ∈ Jα.
En effet J([ω]<ω) est isomorphe a` P(ω) lequel contient une chaıˆne de type
I(α) pour tout α de´nombrable.
Nous montrons que vis a vis du pre´ordre sur J, l’ensemble des sous sup-treillis
de [ω]<ω qui appartiennent a` Jα a un plus petit e´l´e´ment:
The´ore`me 0.4. (cf. Theorem 2.4, Chapter 2) Pour tout α de´nombrable, Jα
contient un sup-treillis Qα qui se plonge comme sous sup-treillis dans tout sous
sup-treillis de [ω]<ω appartenant a` Jα. Ce treillis Qα e´tant e´gal a`:● 1 + α si α est fini.● I<ω(Sα) ou` Sα est une sierpinskisation de α et de ω si α est infini de´nombrable.
Ce re´sultat est conse´quence des deux the´ore`mes suivants:
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The´ore`me 0.5. (cf. Theorem 2.5, Chapter 2) Soit α un type d’ordre de´nombrable.
Le sup-treillis [ω]<ω est minimal dans Jα si et seulement si α n’est pas un ordinal.
Soit α un ordinal. Soit Sα ∶= α si α < ω. Si α = ωα′ + n avec α′ /= 0 et n < ω,
soit Sα ∶= Ω(α′) ⊕ n la somme directe de Ω(α′) et de la chaıˆne n, ou` Ω(α′) est
une sierpinskisation de ωα′ et ω, via une bijection ϕ ∶ ωα′ → ω telle que ϕ−1 soit
croissante sur chaque ω.{β}.
The´ore`me 0.6. (cf. Theorem 2.6, Chapter 2). Si α est un ordinal, alors Qα ∶=
I<ω(Sα) est le plus petit sous sup-treillis P de [ω]<ω qui appartient a` Jα .
Les ensembles ordonne´s Ω(ω∗) et Ω(η) sont des sup-treillis. Pour chaque
chaıˆne de´nombrable α, nous conside´rons des instances particulie`res de Ω(α) qui
sont des sous sup-treillis de ω×α. Nous de´signons encore par Ω(α) l’un quelconque
d’entre eux, comme nous de´signons par Ω(α) le sup-treillis obtenu en ajoutant un
plus petit e´le´ment a` Ω(α) s’il n’en a pas de´ja` un.
A un type d’ordre de´nombrable α nous associons un sup-treillis Pα de´fini comme
suit.
Ou bien α ne s’abrite pas dans une de ses sections finales strictes. Dans ce
cas α s’e´crit α = n + α′ avec n < ω et α′ sans premier e´le´ment. Et nous posons
Pα ∶= n + Ω(α′). Dans le cas contraire, si α est e´quimorphe a` ω + α′ nous posons
Pα ∶= Ω(1 + α′), sinon, nous posons Pα = Ω(α).
L’ importance du type de sierpinskisation ci-dessus vient du re´sultat suivant:
The´ore`me 0.7. (cf. Theorem 2.9, Chapter 2) Si α est un type d’ordre infini
de´nombrable, Pα est minimal dans Jα.
Des the´ore`mes 0.5 et 0.7 de´coule que:
Si α n’est pas un ordinal, Pα et [ω]<ω sont deux e´le´ments incomparables de Jα.
Tandis que d’apre`s les the´ore`mes 0.6 et 0.7:
Si α est un ordinal infini de´nombrable, Pα et Qα sont des obstructions mini-
males.
En fait, si α ≤ ω+ω = ω2, elles coincident. En effet, si α = ω+n avec n < ω, alors
Sα = Ω(1)⊕n. Comme Ω(1) est isomorphe a` ω, Qα est isomorphe au produit direct
ω×(n+1) qui est lui meˆme isomorphe a` Ω(n+1) = Pα. Si α = ω+ω = ω2, Sα = Ω(2).
Cet ensemble ordonne´ est isomorphe au produit direct ω × 2. Et l’ensemble Qα est
isomorphe a` [ω]2, la partie du produit direct ω ×ω constitue´e des couples (i, j) tels
que i < j. En retour [ω]2 est isomorphe a` Ω(ω) = Pα.
Comme nous le verrons (Chapitre 2, Corollary 2.1) au dela de ω2 ces deux
obstructions sont incomparables.
Ce travail sugge`re deux autres questions.
QUESTIONS 0.4. (1) Si α est un ordinal infini, est ce que les obstructions
minimales sont α, Pα, Qα et des sommes lexicographiques d’obstructions
correspondant a` des ordinaux plus petits?
(2) Si α est une chaıˆne disperse´e non bien ordonne´e, est ce que les obstructions
minimales sont α, Pα, [ω]<ω et des sommes lexicographiques d’obstructions
correspondant a` chaıˆnes disperse´es plus petites?
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Nous ne pouvons donner que quelques exemples de type d’ordres pour lesquels
la re´ponse est positive.
2. Le cas des treillis modulaires
N’ayant pas de re´ponse au proble`me pose´, nous le restreignons. Au lieu de
conside´rer la classe des treillis alge´briques nous conside´rons des sous-classes par-
ticulie`res. Une classe inte´ressante est celle des treillis alge´briques modulaires. Au
lieu de rechercher les obstructions correspondant a` un type de´nombrable α nous
recherchons les types d’ordre α pour lesquels il n’y a que deux obstructions, a`
savoir 1 + α et [ω]<ω. Les re´sultats que nous obtenons sont valables pour une
classe de treillis plus large que les treillis modulaires alge´briques, la classe L de´finie
comme suit. Notons A la classe des treillis alge´briques. Pour un type d’ordre α, soit
Lα ∶= 1+ (1⊕α)+1 le treillis forme´ par la somme directe de la chaıˆne a` un e´le´ment
1 et de la chaıˆne α, avec un plus petit et un plus grand e´le´ments ajoute´s. Notons L
la collection des L ∈ A tel que L ne contient aucun sous-treillis isomorphe a` Lω+1
ou a` Lω∗ . Puisque L2 est isomorphe a` M5, le treillis non modulaire a` cinq e´le´ments,
tout treillis alge´brique modulaire appartient a` L.
FIGURE 0.3. Lω+1, Lω∗
Pour un type d’ordre α, nous notons A¬α (resp. L¬α) la collection des L ∈ A
(resp. L ∈ L) tel que I(α) /≤ L. Conside´rons la classe K des types d’ordre α tel
que L ∈ L¬α de`s que K(L) ne contient ni chaıˆne de type 1 + α ni sous ensemble
isomorphe a` [ω]<ω. Si α est de´nombrable alors ces deux conditions sont ne´cessaires
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FIGURE 0.4. M5
pour interdire I(α) dansL; si, de plus, α est inde´composable, cela revient a` interdire
α dans L.
The´ore`me 0.8. (cf. Theorem 3.1, Chapter 3) La classeK satisfait les proprie´te´s
suivantes:(p1) 0 ∈ K, 1 ∈ K;(p2) Si α + 1 ∈ K et β ∈ K alors α + 1 + β ∈ K;(p3) Si αn+1 ∈ K pour tout n < ω alors la ω-somme γ ∶= α0+1+α1+1+. . .+αn+1+. . .
est dans K;(p4) Si αn ∈ K et {m ∶ αn ≤ αm} est infini pour tout n < ω alors la ω∗-somme
δ ∶= . . . + αn+1 + αn + . . . + α1 + α0 est dans K.(p5) Si α est un type d’ordre de´nombrable disperse´, alors α ∈ K si et seulement si
α = α0 + α1 + ... + αn avec αi ∈ K pour i ≤ n, αi strictement inde´composable a`
gauche pour i < n et αn inde´composable;(p6) η ∈ K.
Corollaire 0.1. (cf. Corollary 3.1, Chapter 3)Un treillis alge´brique modu-
laire est bien fonde´, respectivement disperse´, si et seulement si le sup-treillis de
ses e´le´ments compacts est bien fonde´, resp. disperse´, et ne contient pas de sous
sup-treillis isomorphe a` [ω]<ω.
On peut dire un peu plus. Soit P la plus petite classe de types d’ordre, satis-
faisant les proprie´te´s (p1) a` (p4) dessus. Par exemple, ω,ω∗, ω(ωα)∗, ω∗ω,ω∗ωω∗
sont dans P. On a P ⊆ K ∖ {η}.
Nous ignorons si tout type d’ordre de´nombrable α ∈ K ∖ {η} est e´quimorphe a`
un α′ ∈ P. La classe des types d’ordre α qui sont e´quimorphes a` un α′ ∈ P satisfait
aussi (p5) donc, pour re´pondre a` notre question, nous pouvons supposer que α est
inde´composable. Nous n’avons re´ussi a` re´pondre a` cette question que dans le cas
ou` α est indivisible, c’est a` dire s’abrite dans au moins une des deux parties de
n’importe qu’elle partition de α en deux parties. Nous e´liminons les types d’ordres
indivisibles qui ne sont pas dans P en construisant des treillis alge´briques de la
forme J(T ) ou` T est un treillis distributif approprie´. Ces treillis distributifs sont
obtenus par des sierpinskizations. Nous obtenons:
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The´ore`me 0.9. (cf. Theorem 3.2, Chapter3) Un type d’ordre de´nombrable in-
divisible α est e´quimorphe a` un type d’ordre de´nombrable α′ ∈ P ∪ {η} si et seule-
ment si quelque soit le treillis alge´brique modulaire L les proprie´e´s suivantes sont
e´quivalentes:
(i) L ne contient pas de chaıˆne de type I(α).
(ii) Le sup-treillis K(L) des e´le´ments compacts ne contient ni 1 + α ni de sous
sup-lattice isomorphe a` [ω]<ω.
3. Treillis distributifs et sup-treillis [ω]<ω
Le fait qu’un sup-treillis P contienne un sous-sup-treillis isomorphe a` [ω]<ω
e´quivaut a` l’existence d’un ensemble inde´pendant infini. Rappelons que dans un
sup-treillis P , un sous-ensemble X est inde´pendant si x /≤ ⋁F pour tout x ∈ X et
toute partie finie non vide F de X ∖ {x}. Les conditions qui assurent l’existence
d’un ensemble inde´pendant infini ou les conse´quences de leurs inexistence ont e´te´
de´ja` conside´re´s (voir les recherches sur le ”free-subset problem” de Hajnal [39] ou
”on the cofinality of posets” [14, 27]).
Le re´sultat suivant, traduit l’existence d’un ensemble inde´pendant de taille κ
pour un cardinal κ.
The´ore`me 0.10. [8] [25] (cf. Theorem 4.2, Chapter 4) Soit κ un cardinal ; pour
un sup-treillis P les proprie´te´s suivantes sont e´quivalentes:(i) P contient un ensemble inde´pendant de taille κ;(ii) P contient un sous sup-treillis isomorphe a` [κ]<ω;(iii) P contient un sous-ensemble isomorphe a` [κ]<ω;(iv) J(P ) contient un sous-ensemble isomorphe a` P(κ);(v)P(κ) se plonge dans J(P ) par une application qui pre´serve les sup arbitraires.
L’existence d’un ensemble inde´pendant infini, dans le cas d’un treillis distribu-
tif, se traduit par l’existence de deux sup-treillis particuliers I<ω(Γ) et I<ω(∆) , ou`
Γ et ∆ sont deux inf-treillis spe´ciaux.
Soit ∆ ∶= {(i, j) ∶ i < j ≤ ω} muni de l’ordre (i, j) ≤ (i′, j′) si et seulement
si j ≤ i′ ou i = i′ et j ≤ j′. Soit Γ ∶= {(i, j) ∈ ∆ ∶ j = i + 1 ou j = ω} muni de
l’ordre induit. Les ensembles ordonne´s ∆ et Γ sont des inf-treillis bien-fonde´s dont
les e´le´ments maximaux forment une antichaıˆne infinie. Pour un ensemble ordonne´
Q, notons I<ω(Q) l’ensemble des sections initiales finiment engendre´s de Q. Les
ensembles I<ω(∆) et I<ω(Γ), sont des treillis distributifs bien-fonde´s contenant un
sous ensemble isomorphe a` [ω]<ω.
Notons que, pour un treillis distributif, contenir [ω]<ω, comme sous sup-treillis
ou comme sous-ensemble ordonne´ est e´quivalent.
The´ore`me 0.11. (cf. Theorem 4.3, Chapter 4) Soit T un treillis distributif. Les
proprie´te´s suivantes sont e´quivalentes:(i) T contient un sous-ensemble isomorphe a` [ω]<ω;(ii) Le treillis [ω]<ω est quotient d’un sous-treillis de T ;(iii) T contient un sous-treillis isomorphe a` I<ω(Γ) ou a` I<ω(∆).
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FIGURE 0.5. ∆
FIGURE 0.6. Γ
Un des arguments de la preuve du The´ore`me 0.11 est le The´ore`me de Ramsey
[37] applique´ comme dans [11]. Les ensembles ordonne´s ∆ (avec un plus grand
e´le´ment ajoute´) et Γ ont e´te´ conside´re´s avant, dans [23] et [24]. L’ensemble ordonne´
δ obtenu a` partir de ∆ en supprimant les e´le´ments maximaux a e´te´ aussi conside´re´
par E. Corominas en 1970 comme une variante de l’exemple construit par R. Rado
[36].
CHAPTER 1
A characterization of well-founded algebraic lattices
We characterize well-founded algebraic lattices by means of forbidden subsemi-
lattices of the join-semilattice made of their compact elements. More specifically,
we show that an algebraic lattice L is well-founded if and only if K(L), the join-
semilattice of compact elements of L, is well-founded and contains neither [ω]<ω,
nor Ω(ω∗) as a join-subsemilattice. As an immediate corollary, we get that an al-
gebraic modular lattice L is well-founded if and only if K(L) is well-founded and
contains no infinite independent set. If K(L) is a join-subsemilattice of I<ω(Q),
the set of finitely generated initial segments of a well-founded poset Q, then L is
well-founded if and only if K(L) is well-quasi-ordered.
1. Introduction and synopsis of results
Algebraic lattices and join-semilattices (with a 0) are two aspects of the same
thing, as expressed in the following basic result.
Theorem 1.1. [19], [15] The collection J(P ) of ideals of a join-semilattice P ,
once ordered by inclusion, is an algebraic lattice and the subposet K(J(P )) of its
compact elements is isomorphic to P . Conversely, the subposet K(L) of compact
elements of an algebraic lattice L is a join-semilattice with a 0 and J(K(L)) is
isomorphic to L.
In this paper, we characterize well-founded algebraic lattices by means of for-
bidden join-subsemilattices of the join-semilattice made of their compact elements.
In the sequel ω denotes the chain of non-negative integers, and when this causes no
confusion, the first infinite cardinal as well as the first infinite ordinal . We denote
ω∗ the chain of negative integers. We recall that a poset P is well-founded provided
that every non-empty subset of P has a minimal element. With the Axiom of de-
pendent choices, this amounts to the fact that P contains no subset isomorphic to
ω∗. Let Ω(ω∗) be the set [ω]2 of two-element subsets of ω, identified to pairs (i, j),
i < j < ω, ordered so that (i, j) ≤ (i′, j′) if and only if i′ ≤ i and j ≤ j′ w.r.t. the nat-
ural order on ω. Let Ω(ω∗) ∶= Ω(ω∗) ∪ {∅} be obtained by adding a least element.
Note that Ω(ω∗) is isomorphic to the set of bounded intervals of ω (or ω∗) ordered
by inclusion. Moreover Ω(ω∗) is a join-semilattice ((i, j)∨ (i′, j′) = (i∧ i′, j ∨ j′)).
The join-semilattice Ω(ω∗) embeds in Ω(ω∗) as a join-semilattice; the advantage
of Ω(ω∗) w.r.t. our discussion is to have a zero. Let κ be a cardinal number, e.g.
κ ∶= ω; denote [κ]<ω (resp. P(κ) ) the set, ordered by inclusion, consisting of fi-
nite (resp. arbitrary ) subsets of κ. The posets Ω(ω∗) and [κ]<ω are well-founded
lattices, whereas the algebraic lattices J(Ω(ω∗)) and J([κ]<ω) (κ infinite) are not
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FIGURE 1.1. Ω(ω∗)
well-founded (and we may note that J([κ]<ω) is isomorphic to P(κ)). As a poset
Ω(ω∗) is isomorphic to a subset of [ω]<ω, but not as a join-subsemilattice. This is
our first result.
Proposition 1.1. Ω(ω∗) does not embed in [ω]<ω as a join-subsemilattice; more
generally, if Q is a well-founded poset then Ω(ω∗) does not embed as a join-
subsemilattice into I<ω(Q), the join-semilattice made of finitely generated initial
segments of Q.
Our next result expresses that Ω(ω∗) and [ω]<ω are unavoidable examples of
well-founded join-semilattices whose set of ideals is not well-founded.
Theorem 1.2. An algebraic lattice L is well-founded if and only if K(L) is
well-founded and contains no join-subsemilattice isomorphic to Ω(ω∗) or to [ω]<ω.
The fact that a join-semilattice P contains a join-subsemilattice isomorphic to[ω]<ω amounts to the existence of an infinite independent set. Let us recall that a
subsetX of a join-semilattice P is independent if x /≤ ⋁F for every x ∈X and every
non-empty finite subset F of X ∖ {x}. Conditions which may insure the existence
of an infinite independent set or consequences of the inexistence of such sets have
been considered within the framework of the structure of closure systems (cf. the
research on the ”free-subset problem” of Hajnal [39] or on the cofinality of posets
[14, 27]). A basic result is the following.
Theorem 1.3. [8] [25] Let κ be a cardinal number; for a join-semilattice P the
following properties are equivalent:(i) P contains an independent set of size κ;(ii) P contains a join-subsemilattice isomorphic to [κ]<ω;(iii) P contains a subposet isomorphic to [κ]<ω;(iv) J(P ) contains a subposet isomorphic to P(κ);(v) P(κ) embeds in J(P ) via a map preserving arbitrary joins.
Let L(α) ∶= 1 + (1⊕ J(α)) + 1 be the lattice made of the direct sum of the one-
element chain 1 and the chain J(α), (α finite or equal to ω∗), with top and bottom
added.
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FIGURE 1.2. L(ω∗)
Clearly J(Ω(ω∗)) contains a sublattice isomorphic to L(ω∗). Since a modular
lattice contains no sublattice isomorphic to L(2), we get as a corollary of Theorem
1.2:
Theorem 1.4. An algebraic modular lattice L is well-founded if and only if
K(L) is well-founded and contains no infinite independent set.
Another consequence is this:
Theorem 1.5. For a join-semilattice P , the following properties are equivalent:
(i) P is well-founded with no infinite antichain ;
(ii) P contains no infinite independent set and embeds as a join-semilattice into a
join-semilattice of the form I<ω(Q) where Q is some well-founded poset.
Posets which are well-founded and have no infinite antichain are said well-
partially-ordered or well-quasi-ordered, wqo for short. They play an important
role in several areas (see [13]). If P is a wqo join-semilattice then J(P ), the poset
of ideals of P , is well-founded and one may assign to every J ∈ J(P ) an ordinal,
its height , denoted by h(J, J(P )). This ordinal is defined by induction, setting
h(J, J(P )) ∶= Sup({h(J ′, J(P )) + 1 ∶ J ′ ∈ J(P ), J ′ ⊂ J}) and h(J ′, J(P )) ∶= 0
if J ′ is minimal in J(P ). The ordinal h(J(P )) ∶= h(P,J(P )) + 1 is the height
of J(P ). If P ∶= I<ω(Q), with Q wqo, then J(P ) contains a chain of order type
h(J(P )). This is an equivalent form of the famous result of de Jongh and Parikh
[20] asserting that among the linear extensions of a wqo, one has a maximum order
type.
PROBLEM 1.1. Let P be a wqo join-semilattice; does J(P ) contain a chain of
order type h(J(P ))?
An immediate corollary of Theorem 1.5 is:
Corollary 1.1. A join-semilattice P of [ω]<ω contains either [ω]<ω as a join-
semilattice or is wqo.
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Let us compare join-subsemilattices of [ω]<ω. Set P ≤ P ′ for two such join-
subsemilattices if P embeds in P ′ as a join-semilattice. This gives a quasi-order
and, according to Corollary 1.1, the poset corresponding to this quasi-order has
a largest element (namely [ω]<ω), and all other members come from wqo join-
semilattices. Basic examples of join-subsemilattices of [ω]<ω are the I<ω(Q)’s
whereQ is a countable poset such that no element is above infinitely many elements.
These posets Q are exactly those which are embeddable in the poset [ω]<ω ordered
by inclusion. An interesting subclass is made of posets of the form Q = (N,≤)
where the order ≤ is the intersection of the natural order N on N and of a linear
order L on N, (that is x ≤ y if x ≤ y w.r.t. N and x ≤ y w.r.t. L). If α is the type
of the linear order, a poset of this form is a sierpinskisation of α. The correspond-
ing join-semilattices are wqo provided that the posets Q have no infinite antichain;
in the particular case of a sierpinskisation of α this amounts to the fact that α is
well-ordered .
As shown in [34], sierpinskisations given by a bijective map ψ ∶ ωα → ω which
is order-preserving on each component ω ⋅ {i} of ωα are all embeddable in each
other, and for this reason denoted by the same symbol Ω(α). Among the represen-
tatives of Ω(α), some are join-semilattices, and among them, join-subsemilattices
of the direct product ω×α (this is notably the case of the poset Ω(ω∗) we previously
defined). We extend the first part of Proposition 2.1, showing that except for α ≤ ω,
the representatives of Ω(α) which are join-semilattices never embed in [ω]<ω as
join-semilattices, whereas they embed as posets (see Corollary 1.4 and Example
1.2). From this result, it follows that the posets Ω(α) and I<ω(Ω(α)) do not embed
in each other as join-semilattices.
These two posets provide examples of a join-semilattice P such that P contains
no chain of type α while J(P ) contains a chain of type J(α). However, if α is not
well ordered then I<ω(Ω(α)) and [ω]<ω embed in each other as join-semilattices.
PROBLEM 1.2. Let α be a countable ordinal. Is there a minimum member
among the join-subsemilattices P of [ω]<ω such that J(P ) contains a chain of type
α + 1? Is it true that this minimum is I<ω(Ω(α)) if α is indecomposable?
2. Definitions and basic results
Our definitions and notations are standard and agree with [15] except on minor
points that we will mention. We adopt the same terminology as in [8]. We recall
only few things. Let P be a poset. A subset I of P is an initial segment of P if
x ∈ P , y ∈ I and x ≤ y imply x ∈ I . If A is a subset of P , then ↓ A = {x ∈ P ∶ x ≤ y
for some y ∈ A} denotes the least initial segment containing A. If I =↓ A we say
that I is generated by A or A is cofinal in I . If A = {a} then I is a principal initial
segment and we write ↓ a instead of ↓ {a}. We denote down(P ) the set of principal
initial segments of P . A final segment of P is any initial segment of P ∗, the dual
of P . We denote by ↑ A the final segment generated by A. If A = {a} we write↑ a instead of ↑ {a}. A subset I of P is directed if every finite subset of I has an
upper bound in I (that is I is non-empty and every pair of elements of I has an
upper bound). An ideal is a non-empty directed initial segment of P (in some other
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texts, the empty set is an ideal). We denote I(P ) (respectively, I<ω(P ), J(P )) the
set of initial segments (respectively, finitely generated initial segments, ideals of P )
ordered by inclusion and we set J∗(P ) ∶= J(P ) ∪ {∅}, I0(P ) ∶= I<ω(P ) ∖ {∅}.
Others authors use down set for initial segment. Note that down(P ) has not to be
confused with I(P ). If P is a join-semilattice with a 0, an element x ∈ P is join-
irreducible if it is distinct from 0, and if x = a ∨ b implies x = a or x = b (this is a
slight variation from [15]). We denote Jirr(P ) the set of join-irreducibles of P . An
element a in a lattice L is compact if for every A ⊂ L, a ≤ ⋁A implies a ≤ ⋁A′ for
some finite subset A′ of A. The lattice L is compactly generated if every element
is a supremum of compact elements. A lattice is algebraic if it is complete and
compactly generated.
We note that I<ω(P ) is the set of compact elements of I(P ), hence J(I<ω(P )) ≅
I(P ). Moreover I<ω(P ) is a lattice, and in fact a distributive lattice, if and only if P
is ↓-closed , that is, the intersection of two principal initial segments of P is a finite
union, possibly empty, of principal initial segments. We also note that J(P ) is the
set of join-irreducible elements of I(P ); moreover, I<ω(J(P )) ≅ I(P ) whenever
P has no infinite antichain.
Notably for the proof of Theorem 1.7, we will need the following results.
Theorem 1.6. Let P be a poset.
a) I<ω(P ) is well-founded if and only if P is well-founded (Birkhoff 1937, see [1]);
b) I<ω(P ) is wqo iff P is wqo iff I(P ) well-founded ( Higman 1952 [17]);
c) if P is a well-founded join-semilattice with a 0, then every member of P is a finite
join of join-irreducible elements of P (Birkhoff, 1937, see [1]);
d) A join-semilattice P with a zero is wqo if and only if every member of P is a finite
join of join-irreducible elements of P and the set Jirr(P ) of these join-irreducible
elements is wqo (follows from b) and c)).
A poset P is scattered if it does not contain a copy of η, the chain of rational
numbers. A topological space T is scattered if every non-empty closed set contains
some isolated point. The power set of a set, once equipped with the product topol-
ogy, is a compact space. The set J(P ) of ideals of a join-semilattice P with a 0 is a
closed subspace ofP(P ), hence is a compact space too. Consequently, an algebraic
lattice L can be viewed as a poset and a topological space as well. It is easy to see
that if L is topologically scattered then it is order scattered . It is a more significant
fact, due to M.Mislove [28], that the converse holds if L is distributive.
3. Separating chains of ideals and proofs of Proposition 2.1 and Theorem 1.2
Let P be a join-semilattice. If x ∈ P and J ∈ J(P ), then ↓ x and J have a join↓ x⋁J in J(P ) and ↓ x⋁J =↓ {x ∨ y ∶ y ∈ J}. Instead of ↓ x⋁J we also use
the notation {x}⋁J . Note that {x}⋁J is the least member of J(P ) containing{x} ∪ J . We say that a non-empty chain I of ideals of P is separating if for every
I ∈ I ∖ {∪I} and every x ∈ ∪I ∖ I , there is some J ∈ I such that I /⊆ {x}⋁J .
If I is separating then I has a least element implies it is a singleton set. In P ∶=[ω]<ω, the chain I ∶= {In ∶ n < ω} where In consists of the finite subsets of {m ∶
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n ≤ m} is separating. In P ∶= ω∗, the chain I ∶= {↓ x ∶ x ∈ P} is non-separating, as
well as all of its infinite subchains. In P ∶= Ω(ω∗) the chain I ∶= {In ∶ n < ω} where
In ∶= {(i, j) ∶ n ≤ i < j < ω} has the same property.
We may observe that a join-preserving embedding from a join-semilattice P into
a join-semilattice Q transforms every separating (resp. non-separating) chain of
ideals of P into a separating (resp. non-separating) chain of ideals of Q (If I is a
separating chain of ideals of P , then J = {f(I) ∶ I ∈ I} is a separating chain of
ideals of Q). Hence the containment of [ω]<ω (resp. of ω∗ or of Ω(ω∗)), as a join-
subsemilattice, provides a chain of ideals which is separating (resp. non-separating,
as are all its infinite subchains, as well). We show in the next two lemmas that the
converse holds.
Lemma 1.1. A join-semilattice P contains an infinite independent set if and
only if it contains an infinite separating chain of ideals.
Proof. Let X = {xn ∶ n < ω} be an infinite independent set. Let In be the ideal
generated by X ∖ {xi ∶ 0 ≤ i ≤ n}. The chain I = {In ∶ n < ω} is separating. LetI be an infinite separating chain of ideals. Define inductively an infinite sequence
x0, I0, . . . , xn, In, . . . such that I0 ∈ I ∖ {∪I}, x0 ∈ ∪I ∖ I0 and such that:
an) In ∈ I;
bn) In ⊂ In−1;
cn) xn ∈ In−1 ∖ ({x0 ∨ . . . ∨ xn−1}⋁ In) for every n ≥ 1.
The construction is immediate. Indeed, since I is infinite then I∖{∪I} /= ∅. Choose
arbitrary I0 ∈ I∖{∪I} and x0 ∈ ∪I∖I0. Let n ≥ 1. Suppose xk, Ik defined and satis-
fying ak), bk), ck) for all k ≤ n−1. Set I ∶= In−1 and x ∶= x0∨ . . .∨xn−1. Since I ∈ I
and x ∈ ∪I ∖ I , there is some J ∈ I such that I /⊆ {x}⋁J . Let z ∈ I ∖ ({x}⋁J).
Set xn ∶= z, In ∶= J . The set X ∶= {xn ∶ n < ω} is independent. Indeed if x ∈ X
then since x = xn for some n, n < ω, condition cn) asserts that there is some ideal
containing X ∖ {x} and excluding x.
Lemma 1.2. A join-semilattice P contains either ω∗ or Ω(ω∗) as a join-subsemilattice
if and only if it contains an ω∗-chain I of ideals such that all infinite subchains are
non-separating.
Proof. Let I be an ω∗-chain of ideals and let A be its largest element (that is
A = ∪I). Let E denote the set {x ∶ x ∈ A and I ⊂↓ x for some I ∈ I}.
Case (i). For every I ∈ I , I ∩ E /= ∅. We can build an infinite strictly decreasing
sequence x0, . . . , xn, . . . of elements of P . Indeed, let us choose x0 ∈ E ∩ (∪I) and
I0 such that I0 ⊂↓ x0. Suppose x0, . . . , xn and I0, . . . , In defined such that Ii ⊂↓ xi
for all i = 0, . . . , n. As E ∩ In /= ∅ we can select xn ∈ E ∩ In and by definition of E,
we can select some In+1 ∈ I such that In+1 ⊂↓ xn+1. Thus ω∗ ≤ P .
Case (ii). There is some I ∈ I such that I ∩ E = ∅. In particular all members
of I included in I are unbounded in I . Since all infinite subchains of I are non-
separating then, with no loss of generality, we may suppose that I = A (hence
E = ∅). We set I−1 ∶= A and define a sequence x0, I0, . . . , xn, In, . . . such that
In ∈ I , xn ∈ In−1 ∖ In and In ⊆ {xn}⋁ I for all I ∈ I , all n < ω. Members of this
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sequence being defined for all n′, n′ < n, observe that the set In ∶= {I ∈ I ∶ I ⊆ In−1}
being infinite is non-separating, hence there are I ∈ In and x ∈ In−1 ∖ I such that
I ⊆ {x}⋁J for all J ∈ In. Set In ∶= I and xn ∶= x. Next, we define a sequence
y0 ∶= x0, . . . , yn, . . . such that for every n ≥ 1:
an) xn ≤ yn ∈ In−1;
bn) yn /≤ y0 ∨ yn−1;
cn) yj ≤ yi ∨ yn for every i ≤ j ≤ n.
Suppose y0, . . . , yn−1 defined for some n, n ≥ 1. Since In−1 is unbounded, we may
select z ∈ In−1 such that z /≤ y0 ∨ . . . ∨ yn−1. If n = 1, we set y1 ∶= x1 ∨ z. Suppose
n ≥ 2. Let 0 ≤ j ≤ n − 2. Since yj+1 ∨ . . . ∨ yn−1 ∈ Ij ⊆ {xj}⋁ In−1 we may select
tj ∈ In−1 such that yj+1∨ . . .∨yn−1 ≤ xj ∨tj . Set t ∶= t0∨ . . .∨tn−2 and yn ∶= xn∨z∨t.
Let f ∶ Ω(ω∗)→ P be defined by f(i, j) ∶= yi ∨ yj for all (i, j), i < j < ω.
Condition cn) insures that f is join-preserving. Indeed, let (i, j), (i′, j′) ∈ Ω(ω∗).
We have (i, j) ∨ (i′, j′) = (i ∧ i′, j ∨ j′) hence f((i, j) ∨ (i′, j′)) = f(i ∧ i′, j ∨ j′) =
yi∧i′ ∨ yj∨j′ . If F is a finite subset of ω with minimum a and maximum b then
conditions cn) force⋁{yn ∶ n ∈ F} = ya∨yb. If F ∶= {i, j, i′, j′} then, taking account
of i < j and i′ < j′, we have f(i, j)∨f(i′, j′) = yi∨yj ∨yi′ ∨yj′ = yi∧i′ ∨yj∨j′ . Hence
f((i, j) ∨ (i′, j′)) = f(i, j) ∨ f(i′, j′), proving our claim.
Next, f is one-to-one. Let (i, j), (i′, j′) ∈ Ω(ω∗) such that f(i, j) = f(i′, j′), that
is yi ∨ yj = yi′ ∨ yj′ (1). Suppose j < j′. Since 0 ≤ i < j, Condition cj) implies
yi ≤ y0 ∨ yj . In the other hand, since 0 ≤ j ≤ j′ − 1, Condition cj′−1) implies
yj ≤ y0 ∨ yj′−1. Hence yi ∨ yj ≤ y0 ∨ yj′−1. From (1) we get yj′ ≤ y0 ∨ yj′−1,
contradicting Condition bj′). Hence j′ ≤ j. Exchanging the roles of j, j′ gives j′ ≤ j
thus j = j′. If i < i′ then, Conditions ai′) and aj′) assure yi′ ∈ Ii′−1 and yj′ ∈ Ij′−1.
Since Ij′−1 ⊆ Ii′−1 we have yi′ ∨ yj′ ∈ Ii′−1. In the other hand xi /∈ Ii and xi ≤ yi ∨ yj
thus yi ∨ yj /∈ Ii. From Ii′−1 ⊆ Ii, we have yi ∨ yj /∈ Ii′−1, hence yi ∨ yj /= yi′ ∨ yj′ and
i′ ≤ i. Similarly we get i ≤ i′. Consequently i = i′.
3.1. Proof of Proposition 2.1. If Ω(ω∗) embeds in [ω]<ω then [ω]<ω contains
a non-separating ω∗-chain of ideals. This is impossible: a non-separating chain of
ideals of [ω]<ω has necessarily a least element. Indeed, if the pair x, I (x ∈ [ω]<ω,
I ∈ I) witnesses the fact that the chain I is non-separating then there are at most∣ x ∣ +1 ideals belonging to I which are included in I (note that the set {∪I ∖ ∪J ∶
J ⊆ I, J ∈ I} is a chain of subsets of x). The proof of the general case requires
more care. If Ω(ω∗) embeds in I<ω(Q) as a join-semilattice then we may find a
sequence x0, I0, . . . , xn, In, . . . such that In ⊂ In−1 ∈ J(I<ω(Q)), xn ∈ In−1 ∖ In
and In ⊆ {xn}⋁ Im for every n < ω and every m < ω. Set Iω ∶= ⋂{In ∶ n < ω},
In ∶= ∪In for every n ≤ ω, Q′ ∶= Q∖ Iω and yn ∶= xn ∖ Iω for every n < ω. We claim
that y0, . . . , yn, . . . form a strictly descending sequence in I<ω(Q′). According to
Property a) stated in Theorem 1.6, Q′, thus Q, is not well-founded.
First, yn ∈ I<ω(Q′). Indeed, if an ∈ [Q]<ω generates xn ∈ I<ω(Q) then, since Iω ∈
I(Q), an ∖ Iω generates xn ∖ Iω ∈ I(Q′). Next, yn+1 ⊂ yn. It suffices to prove that
the following inclusions hold:
xn+1 ∪ Iω ⊆ In ⊂ xn ∪ Iω
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Indeed, substracting Iω, from the sets figuring above, we get:
yn+1 = (xn+1 ∪ Iω) ∖ Iω ⊂ (xn ∪ Iω) ∖ Iω = yn
The first inclusion is obvious. For the second note that, since J(I<ω(Q)) is isomor-
phic to I(Q), complete distributivity holds, hence with the hypotheses on the se-
quence x0, I0, . . . , xn, In, . . . we have In ⊆ ⋂{{xn}⋁ Im ∶ m < ω} = {xn}⋁⋂{Im ∶
m < ω} = {xn}⋁ Iω, thus In ⊂ xn ∪ Iω.
Remark 1.1. One can deduce the fact that Ω(ω∗) does not embed as a join-
semilattice in [ω]<ω from the fact that it contains a strictly descending chain of
completely meet-irreducible ideals (namely the chain I ∶= {In ∶ n < ω} where
In ∶= {(i, j) ∶ n ≤ i < j < ω}) (see Proposition 1.3) but this fact by itself does not
prevent the existence of some well-founded poset Q such that Ω(ω∗) embeds as a
join semilattice in I<ω(Q).
3.2. Proof of Theorem 1.2. In terms of join-semilattices and ideals, result be-
comes this: let P be a join-semilattice, then J(P ) is well-founded if and only if
P is well-founded and contains no join-subsemilattice isomorphic to Ω(ω∗) or to[ω]<ω.
The proof goes as follows. Suppose that J(P ) is not well-founded. If some ω∗-
chain in J(P ) is separating then, according to Lemma 3.8, P contains an infinite
independent set. From Theorem 1.3, it contains a join-subsemilattice isomorphic to[ω]<ω. If no ω∗-chain in J(P ) is separating, then all the infinite subchains of an
arbitrary ω∗-chain are non-separating. From Lemma 1.2, either ω∗ or Ω(ω∗) embed
in P as a join-semilattice. The converse is obvious.
4. Join-subsemilattices of I<ω(Q) and proof of Theorem 1.5
In this section, we consider join-semilattices which embed in join-semilattices
of the form I<ω(Q). These are easy to characterize internally (see Proposition 1.2).
This is also the case if the posets Q are antichains (see Proposition 1.3) but does not
go so well if the posets Q are well-founded (see Lemma 1.1).
Let us recall that if P is a join-semilattice, an element x ∈ P is join-prime (or
prime if there is no confusion), if it is distinct from the least element 0, if any, and
if x ≤ a ∨ b implies x ≤ a or x ≤ b. This amounts to the fact that P∖ ↑ x is an
ideal . We denote Jpri(P ), the set of join-prime members of P . We recall that
Jpri(P ) ⊆ Jirr(P ); the equality holds provided that P is a distributive lattice. It also
holds if P = I<ω(Q). Indeed:
Fact 1.1. For an arbitrary poset Q, we have:
(7) Jirr(I<ω(Q)) = Jpri(I<ω(Q)) = down(Q)
Fact 1.2. For a poset P , the following properties are equivalent:● P is isomorphic to I<ω(Q) for some poset Q;
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finite join of primes.
Proof. Observe that the primes in I<ω(Q), are the ↓ x, x ∈ Q. Let I ∈ I<ω(Q)
and F ∈ [Q]<ω generating I , we have I = ∪{↓ x ∶ x ∈ F} . Conversely, let P be
a join-semilattice with a 0. If every element in P is a finite join of primes, then
P ≅ I<ω(Q) where Q ∶= Jpri(P ).
Let L be a complete lattice . For x ∈ L , set x+ ∶= ⋀{y ∈ L ∶ x < y}. We recall
that x ∈ L is completely meet-irreducible if x = ⋀X implies x ∈X , or -equivalently-
x ≠ x+. We denote △(L) the set of completely meet-irreducible members of L. We
recall the following Lemma.
Lemma 1.3. Let P be a join-semilattice, I ∈ J(P ) and x ∈ P . Then x ∈ I+ ∖ I
if and only if I is a maximal ideal of P∖ ↑ x.
Proposition 1.2. Let P be a join-semilattice. The following properties are
equivalent:
(i) P embeds in I<ω(Q), as a join-semilattice, for some poset Q;
(ii) P embeds in I<ω(J(P )) as a join-semilattice;
(iii) P embeds in I<ω(△(J(P ))) as a join-semilattice;
(iv) For every x ∈ P , P∖ ↑ x is a finite union of ideals.
Proof. (i) ⇒ (iv) Let ϕ be an embedding from P in P ′ ∶= I<ω(Q). We may
suppose that P has a least element 0 and that ϕ(0) = ∅ (if P has no least element,
add one, say 0, and set ϕ(0) ∶= ∅; if P has a least element, say a, and ϕ(a) /= ∅, add
to P an element 0 below a and set ϕ(0) ∶= ∅). For J ′ ∈ P(P ′), let ϕ−1(J ′) ∶= {x ∈
P ∶ ϕ(x) ∈ J ′}. Since ϕ is order-preserving, ϕ−1(J ′) ∈ I(P ) whenever J ′ ∈ I(P ′)
; moreover, since ϕ is join-preserving, ϕ−1(J ′) ∈ J(P ) whenever J ′ ∈ J(P ′). Now,
let x ∈ P . We have ϕ−1(P ′ ∖ϕ(x)) ∶= P∖ ↑ x. Since ϕ(x) is a finite join of primes,
P ′∖ ↑ ϕ(x) is a finite union of ideals. Since their inverse images are ideals, P∖ ↑ x
is a finite union of ideals too.(iv)⇒ (iii) We use the well-known method for representing a poset by a family
of sets.
Fact 1.3. Let P be a poset and Q ⊆ I(P ). For x ∈ P set ϕQ(x) ∶= {J ∈ Q ∶ x /∈
J}. Then:
(a) ϕQ(x) ∈ I(Q);
(b) ϕQ ∶ P → I(Q) is an order-preserving map;
(c) ϕQ is an order-embedding if and only if for every x, y ∈ P such that x /≤ y there
is some J ∈ Q such that x /∈ J and y ∈ J .
Applying this to Q ∶= △(J(P )) we get immediately that ϕQ is join-preserving
. Moreover, ϕQ(x) ∈ I<ω(Q) if and only if P∖ ↑ x is a finite union of ideals.
Indeed, we have P∖ ↑ x = ∪ϕQ(x), proving that P∖ ↑ x is a finite union of ideals
provided that ϕQ(x) ∈ I<ω(Q). Conversely, if P∖ ↑ x is a finite union of ideals, say
I0, . . . , In, then since ideals are prime members of I(P ), every ideal included in I
is included in some Ii, proving that ϕQ(x) ∈ I<ω(Q). To conclude, note that if P is
a join-semilattice then ϕQ is join-preserving.
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Corollary 1.2. If a join-semilattice P has no infinite antichain, it embeds in
I<ω(J(P )) as a join-subsemilattice.
Proof. As is well known, if a poset has no infinite antichain then every initial
segment is a finite union of ideals (cf [12], see also [13] 4.7.3 pp. 125). Thus
Proposition 1.2 applies.
Another corollary of Proposition 1.2 is the following.
Corollary 1.3. Let P be a join-semilattice. If for every x ∈ P , P∖ ↑ x is
a finite union of ideals and △(J(P )) is well-founded then P embeds as a join-
subsemilattice in I<ω(Q), for some well-founded poset Q.
The converse does not hold:
Example 1.1. There is a bipartite poset Q such that I<ω(Q) contains a join-
semilattice P for which △(J(P )) is not well-founded.
Proof. Let 2 ∶= {0,1} and Q ∶= N× 2. Order Q in such a way that (m, i) < (n, j) if
m > n in N and i < j in 2.
Let P be the set of subsets X of Q of the form X ∶= F ×{0}∪G×{1} such that
F is a non-empty final segment of N, G is a non-empty finite subset of N and
(8) min(F ) − 1 ≤min(G) ≤min(F )
where min(F ) and min(G) denote the least element of F and G w.r.t. the natural
order on N. For each n ∈ N, let In ∶= {X ∈ P ∶ (n,0) /∈X}.
Claim
(1) Q is bipartite and P is a join-subsemilattice of I<ω(Q).
(2) The In’s form a strictly descending sequence of members of △(J(P )).
Proof of the Claim
1. The poset Q is decomposed into two antichains, namely N× {0} and N× {1}
and for this raison is called bipartite. Next, P is a subset of I<ω(Q). Indeed,
Let X ∈ P . Let F,G such that X = F × {0} ∪ G × {1}. Set G′ ∶= G × {1}. If
min(G) = min(F ) − 1, then X =↓ G′ whereas if min(G) = min(F ) then X =↓
G′ ∪ {(min(F ),0)}. In both cases X ∈ I<ω(Q). Finally, P is a join-semilattice.
Indeed, let X,X ′ ∈ P with X ∶= F × {0} ∪G × {1} and X ′ ∶= F ′ × {0} ∪G′ × {1}.
Obviously X ∪X ′ = (F ∪ F ′) × {0} ∪ (G ∪G′) × {1}. Since X,X ′ ∈ P , F ∪ F ′ is
a non-empty final segment of N and G ∪G′ is a non-empty finite subset of N. We
have min(G ∪G′) = min({min(G),min(G′)}) ≤ min({min(F ),min(F ′)}) =
min(F ∪ F ′) and similarly min(F ∪ F ′) − 1 = min{min(F ),min(F ′)} − 1 =
min{min(F )−1,min(F ′)−1} ≤min{min(G),min(G′)} =min(G∪G′), prov-
ing that inequalities as in (8) hold. Thus X ∪X ′ ∈ I<ω(Q).
2. Due to its definition, In is an non-empty initial segment of P which is closed
under finite unions, hence In ∈ J(P ). Let Xn ∶= {(n,1), (m,0) ∶ m ≥ n + 1} and
Yn ∶= Xn ∪ {(n,0)}. Clearly, Xn ∈ In and Yn ∈ P . We claim that I+n = In⋁{Yn}.
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Indeed, let J be an ideal containing strictly In. Let Y ∶= {m ∈ N ∶ m ≥ p} × {0} ∪
G × {1} ∈ J ∖ In. Since Y /∈ In, we have p ≤ n hence Yn ⊆ Y ∪ Xn ∈ J . It
follows that Yn ∈ J , thus I+n ⊆ J , proving our claim. Since I+n /= In, In ∈ △(J(P )).
Since, trivially, I+n ⊆ In−1 we have In ⊂ In−1, proving that the In’s form a strictly
descending sequence.
Let E be a set and F be a subset of P(E), the power set of E. For x ∈ E, setF¬x ∶= {F ∈ F ∶ x /∈ F} and for X ⊂ F , set X ∶= ⋃X . Let F<ω (resp. F∪) be the
collection of finite (resp. arbitrary) unions of members of F . Ordered by inclusion,F∪ is a complete lattice , the least element and the largest element being the empty
set and ⋃F , respectively.
Lemma 1.4. Let Q be a poset, F be a subset of I<ω(Q) and P ∶= F<ω ordered
by inclusion.
(a) The map X →X is an isomorphism from J(P ) onto F∪ ordered by inclusion.
(b) If I ∈△(J(P )) then there is some x ∈ Q such that I = P¬x.
(c) If ↓ q is finite for every q ∈ Q then I+ ∖ I is finite for every I ∈ J(P ) and the set
ϕ△(X) ∶= {I ∈△(J(P )) ∶X /∈ I} is finite for every X ∈ P .
Proof.(a) Let I and J be two ideals of P . Then J contains I if and only if J contains
I . Indeed, if I ⊆ J then, clearly I ⊆ J . Conversely, suppose I ⊆ J . If X ∈ I , then
X ⊆ I , thus X ⊆ J . Since X ∈ I<ω(Q), and X ⊆ J , there are X1, . . . ,Xn ∈ J such
that X ⊆ Y =X1 ∪ . . . ∪Xn. Since J is an ideal Y ∈ J . It follows that X ∈ J .(b) Let I ∈ △(J(P )). From (a), we have I ⊂ I+. Let x ∈ I+ ∖ I . Clearly P¬x is an
ideal containing I . Since x /∈ P¬x, P¬x is distinct from I+. Hence P¬x = I . Note that
the converse of assertion (b) does not hold in general.(c) Let I ∈ △(J(P )) and X ∈ I+ ∖ I . We have {X}⋁ I = I+, hence from(a){X}⋁ I = I+. Since {X}⋁ I = X ∪ I we have I+ ∖ I ⊆ X . From our hypothesis
on P , X is finite, hence I+ ∖ I is finite. Let X ∈ P . If I ∈ ϕ△(X) then according to(b) there is some x ∈ Q such that I = P¬x. Necessarily x ∈ X . Since X is finite, the
number of these I’s is finite.
Proposition 1.3. Let P be a join-semilattice. The following properties are
equivalent:
(i) P embeds in [E]<ω as a join-subsemilattice for some set E;
(ii) for every x ∈ P , ϕ△(x) is finite.
Proof. (i)⇒ (ii) Let ϕ be an embedding from P in [E]<ω which preserves joins.
Set F ∶= ϕ(P ). Apply part (c) of Lemma 1.4 . (ii)⇒ (i) Set E ∶= △(J(P )). We
have ϕ△(x) ∈ [E]<ω. According to Fact 1.3 and Lemma 3.6, the map ϕ△ ∶ P →[E]<ω is an embedding preserving joins.
Corollary 1.4. Let β be a countable order type. If a proper initial segment
contains infinitely many non-principal initial segments then no sierpinskisation P
of β with ω can embed in [ω]<ω as a join-semilattice (whereas it embeds as a poset).
Proof. According to Proposition 1.3 it suffices to prove that P contains some x for
which ϕ∆(x) is infinite.
32 1. WELL-FOUNDED ALGEBRAIC LATTICES
Let P be a sierpinskisation of β and ω. It is obtained as the intersection of two
linear orders L, L′ on the same set and having respectively order type β and ω. We
may suppose that the ground set is N and L′ the natural order.
Claim 1 A non-empty subset I is a non-principal ideal of P if and only if this
is a non-principal initial segment of L.
Proof of Claim 1 Suppose that I is a non-principal initial segment of L. Then,
clearly, I is an initial segment of P . Let us check that I is up-directed. Let x, y ∈ I;
since I is non-principal in L, the set A ∶= I∩ ↑L x∩ ↑L y of upper-bounds of x and y
w.r.t. L which belong to I is infinite; since B ∶=↓L′ x∪ ↓L′ y is finite, A ∖B is non-
empty. An arbitrary element z ∈ A∖B is an upper bound of x, y in I w.r.t. the poset
P proving that I is up-directed. Since I is infinite, I cannot have a largest element
in P , hence I is a non-principal ideal of P . Conversely, suppose that I is a non-
principal ideal of P . Let us check that I is an initial segment of L. Let x ≤L y with
y ∈ I . Since I non-principal in P , A ∶=↑P y ∩ I is infinite; since B ∶=↓L′ x∪ ↓L′ y is
finite, A ∖B is non-empty. An arbitrary element of A ∖B is an upper bound of x
and y in I w.r.t. P . It follows that x ∈ I . If I has a largest element w.r.t. L then such
an element must be maximal in I w.r.t. P , and since I is an ideal, I is a principal
ideal, a contradiction.
Claim 2 Let x ∈ N. If there is a non-principal ideal of L which does not contain
x, there is a maximal one, say Ix. If P is a join-semilattice, Ix ∈ ∆(P ).
Proof of Claim 2 The first part follows from Zorn’s Lemma. The second part
follows from Claim 1 and Lemma 3.6.
Claim 3 If an initial segment I of β contains infinitely many non-principal initial
segments then there is an infinite sequence (xn)n<ω of elements of I such that the
Ixn’s are all distinct.
Proof of Claim 3 With Ramsey’s theorem obtain a sequence (In)n<ω of non-
principal initial segments which is either strictly increasing or strictly decreasing .
Separate two successive members by some element xn and apply the first part of
Claim 2.
If we pick x ∈ N ∖ I then it follows from Claim 3 and the second part of Claim
2 that ϕ∆(x) is infinite.
Example 1.2. If α is a countably infinite order type distinct from ω, Ω(α) is not
embeddable in [ω]<ω as a join-semilattice.
Indeed, Ω(α) is a sierpinskisation of ωα and ω. And if α is distinct from ω,
α contains some element which majorizes infinitely many others. Thus β ∶= ωα
satisfies the hypothesis of Corollary 1.4.
Note that on an other hand, for every ordinal α ≤ ω, there are representatives of
Ω(α) which are embeddable in [ω]<ω as join-semilattices.
Theorem 1.7. LetQ be a well-founded poset and letF ⊆ I<ω(Q). The following
properties are equivalent:
1) F has no infinite antichain;
2) F<ω is wqo;
3) J(F<ω) is topologically scattered;
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4) F∪ is order-scattered;
5) P(ω) does not embed in F∪;
6) [ω]<ω does not embed in F<ω;
7) F∪ is well-founded.
Proof. We prove the following chain of implications:
1)Ô⇒ 2)Ô⇒ 3)Ô⇒ 4)Ô⇒ 5)Ô⇒ 6)Ô⇒ 7)Ô⇒ 1)
1) Ô⇒ 2). Since Q is well-founded then, as mentioned in a) of Theorem 1.6,
I<ω(Q) is well-founded. It follows first that F<ω is well-founded, hence from Prop-
erty c) of Theorem 1.6, every member of F<ω is a finite join of join-irreducibles.
Next, as a subset of F<ω, F is well-founded, hence wqo according to our hypoth-
esis. The set of join-irreducible members of F<ω is wqo as a subset of F . From
Property d) of Theorem 1.6, F<ω is wqo
2)Ô⇒ 3). If F<ω is wqo then I(F<ω) is well-founded (cf. Property (b) of Theorem
1.6). If follows that I(F<ω) is topologically scattered (cf.[28]); hence all its subsets
are topologically scattered, in particular J(F<ω).
3)Ô⇒ 4). Suppose that F∪ is not ordered scatered. Let f ∶ η → F∪ be an embed-
ding. For r ∈ η set fˇ(r) = ⋃{f(r′) ∶ r′ < r}. Let X ∶= {fˇ(r) ∶ r < η}. Clearly
X ⊆ F∪. Furthermore X contains no isolated point (Indeed, since fˇ(r) = ⋃{fˇ(r′) ∶
r′ < r}, fˇ(r) belongs to the topological closure of {fˇ(r′) ∶ r′ < r}). Hence F∪ is
not topologically scatered.
4)Ô⇒ 5). Suppose that P(ω) embeds in F∪. Since η ≤P(ω), we have η ≤ F∪.
5)Ô⇒ 6). Suppose that [ω]<ω embeds in F<ω, then J([ω]<ω) embeds in J(F<ω).
Lemma 1.4 assures that J(F<ω) is isomorphic to F∪. In the other hand J([ω]<ω) is
isomorphic to P(ω). Hence P(ω) embeds in F∪.
6)Ô⇒ 7). Suppose F∪ not well-founded. Since Q is well-founded, a) of Theorem
1.6 assures I<ω(Q) well-founded, but F<ω ⊆ I<ω(Q), hence F<ω is well-founded.
Furthermore, since I<ω(Q) is closed under finite unions, we have F<ω ⊆ I<ω(Q),
Proposition 2.1 implies that Ω(ω∗) does not embed in F<ω. From Theorem 1.2, we
have F<ω not well-founded.
7) Ô⇒ 1). Clearly, F is well-founded. If F0, . . . , Fn . . . is an infinite antichain of
members of F , define f(i, j) ∶ [ω]2 → Q, choosing f(i, j) arbitrary in Max(Fi) ∖
Fj . Divide [ω]3 into R1 ∶= {(i, j, k) ∈ [ω]3 ∶ f(i, j) = f(i, k)} and R2 ∶= [ω]3 ∖R1.
From Ramsey’s theorem, cf. [37], there is some infinite subset X of ω such that[X]3 is included in R1 or in R2. The inclusion in R2 is impossible since {f(i, j) ∶
j < ω}, being included in Max(Fi), is finite for every i. For each i ∈ X , set
Gi ∶= ⋃{Fj ∶ i ≤ j ∈X}. This defines an ω∗-chain in F∪.
Remark 1.2. If F<ω is closed under finite intersections then equivalence be-
tween (3) and (4) follows from Mislove’s Theorem mentioned in [28].
Theorem 1.7 above was obtained by the second author and M.Sobrani in the
special case where Q is an antichain [33, 40] .
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Corollary 1.5. If P is a join-subsemilattice of a join-semilattice of the form[ω]<ω, or more generally of the form I<ω(Q) where Q is some well-founded poset,
then J(P ) is well-founded if and only if P has no infinite antichain.
Remark. If, in Theorem 1.7 above, we suppose that F is well-founded instead
of Q, all implications in the above chain hold, except 6) ⇒ 7). A counterexample
is provided by Q ∶= ω⊕ω∗, the direct sum of the chains ω and ω∗, and F , the image
of Ω(ω∗) via a natural embedding.
4.1. Proof of Theorem 1.5. (i)⇒ (ii) Suppose that (i) holds. Set Q ∶= J(P ).
Since P contains no infinite antichain, P embeds as a join-subsemilattice in I<ω(Q)
(Corollary 1.2). From b) of Theorem 1.6 Q is well-founded. Since P has no infinite
antichain, it has no infinite independent set.(ii) ⇒ (i) Suppose that (ii) holds. Since Q is well-founded, then from a)
of Theorem 1.6, I<ω(Q) is well-founded. Since P embeds in I<ω(Q), P is well-
founded. From our hypothesis, P contains no infinite independent set. According to
implication (iii)⇒ (i) of Theorem 1.3 , it does not embed [ω]<ω. From implication
6)⇒ 1) of Theorem 1.7, it has no infinite antichain.
CHAPTER 2
On the length of chains in algebraic lattices
1
We study how the existence of a chain of a given type in an algebraic lattice L
is reflected in the join-semilattice K(L) of its compact elements. We show that for
every chain α of size κ, there is a set B of at most 2κ join-semilattices, each one
having a least element such that an algebraic lattice L contains no chain of order
type I(α) if and only if the join-semilattice K(L) of its compact elements contains
no join-subsemilattice isomorphic to a member of B. We show that among the join-
subsemilattices of [ω]<ω belonging to B, one is embeddable in all the others. We
conjecture that if α is countable, there is a finite B. We study some special cases,
particularly when α is an ordinal.
1. Introduction
This paper is about the relationship between the length of chains in an algebraic
lattice L and the structure of the join-semilattice K(L) of the compact elements
of L. We started such an investigation in [6], [7], [8], [9]. We present first the
motivation.
Let P be an ordered set (poset). An ideal of P is any non-empty up-directed
initial segment of P . The set J(P ) of ideals of P , ordered by inclusion, is an
interesting poset associated with P . For a concrete example, if P ∶= [κ]<ω the set,
ordered by inclusion, consisting of finite subsets of a set of size κ, then J([κ]<ω) is
isomorphic to P(κ) the power set of κ ordered by inclusion. In [8] we proved:
Theorem 2.1. A poset P contains a subset isomorphic to [κ]<ω if and only if
J(P ) contains a subset isomorphic to P(κ).
Maximal chains in P(κ) are of the form I(C), where I(C) is the chain of
initial segments of an arbitrary chain C of size κ (cf. [4]). Hence, if J(P ) contains
a subset isomorphic toP(κ) it contains a copy of I(C) for every chain C of size κ,
whereas chains in P can be small: eg in P ∶= [κ]<ω they are finite or have order type
ω. What happens if for a given order type α, particularly a countable one, J(P )
contains no chain of type α? A partial answer was given by Pouzet, Zaguia, 1984
(cf. [34] Theorem 4, pp.62). In order to state their result, we recall that the order
type α of a chain C is indecomposable if C can be embedded in each non-empty
final segment of C.
1Les principaux re´sultats de ce chapitre sont inclus dans l’article: I.Chakir, M.Pouzet, The
length of chains in algebraic lattices, Les annales ROAD du LAID3, special issue 2008, pp 379-390
(proceedings of ISOR’08, Algiers, Algeria, Nov 2-6, 2008).
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Theorem 2.2. 2 Given an indecomposable countable order type α, there is a
finite list of ordered sets Aα1 ,A
α
2 , . . . ,A
α
nα such that for every poset P , the set J(P )
of ideals of P contains no chain of type I(α) if and only if P contains no subset
isomorphic to one of the Aα1 ,A
α
2 , . . . ,A
α
nα .
If P is a join-semilattice with a least element, J(P ) is an algebraic lattice,
moreover every algebraic lattice is isomorphic to the poset J(K(L)) of ideals of
the join-semilattice K(L) of the compact elements of L (see [15]). It is natural to
ask whether the two results above change if the poset P is a join-semilattice and if
one consider join-subsemilattices instead of subsets of P .
The specialization of Theorem 2.1 to this case is immediate (in fact easier to
prove) and shows no difference. Indeed a join-semilattice P contains a subset iso-
morphic to [κ]<ω if and only if it contains a join-subsemilattice isomorphic to [κ]<ω.
The specialization of Theorem 2.2 turns to be different and is far from being imme-
diate. In fact, we do not know yet whether there is a finite list.
At first glance, if the set J(P ) of ideals of a join-semilattice P contains a chain
of type I(α) then according to Theorem 2.2, P contains, as a poset, one of theAαi ’s.
Thus, P contains, as a join-subsemilattice, the join-semilattice generated by Aαi in
P . A description of the join-semilattices generated by the Aαi ’s would lead to the
specialization of Theorem 2.1. We have been unable to succeed in this direction.
The only results we have obtained so far have been obtained by mimicking the proof
of Theorem 2.2.
In this result, theAα1 , . . . ,Aαnα’s are the ”obstructions” to the existence of a chain
of type α. Typical obstructions are built via sierpinskisations. Let α be a countable
chain and ω be the chain of non-negative integers. A sierpinskisation of α and ω, or
simply of α, is any poset (S,≤) such that the order on S is the intersection of two
linear orders on S, one of type α, the other of type ω. Such a sierpinskisation can
be obtained from a bijective map ϕ ∶ ω → α, setting S ∶= N and x ≤ y if x ≤ y w.r.t.
the natural order on N and ϕ(x) ≤ ϕ(y) w.r.t. the order of type α. The proof of
Theorem 2.2 involves sierpinskisations of ω.α and ω, where ω.α is the ordinal sum
of α copies of the chain ω, these sierpinskisations being obtained from bijective
maps ϕ ∶ ω → ωα such that ϕ−1 is order-preserving on each subset of the form
ω×{β} where β ∈ α. For brevity, we say that these sierpinskisations are monotonic.
Augmented of a least element, if it has none, a monotonic sierpinskisation contains
a chain of ideals of type I(α). Moreover, all posets obtained via this process can
be embedded in each other. They are denoted by the same symbol Ω(α) (cf. [34]
Lemma 3.4.3). If α = ω∗ or α = η, the list is reduced to Ω(α) and α. For other order
types, there are other obstructions. They are obtained by means of lexicographical
sums of obstructions corresponding to chains of order type strictly less than α.
As we will see, among the monotonic sierpinskisations of ωα and ω there are
some which are join-subsemilattices of the direct product ω × α that we call lattice
2In Theorem 4, I(α) is replaced by α. This is due to the fact that if α is a countable inde-
composable order type and P is a poset, I(α) can be embedded into J(P ) if and only if α can be
embedded into J(P ).
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sierpinskisations. This suggests to prove the specialization of Theorem 2.2 along
the same lines. We succeeded for α = ω∗. We did not for α = η.
We observe that for other countable chains, there are other obstructions that we
have to take into account:
In Theorem 2.2, [ω]<ω never occurs in the list Aα1 ,Aα2 , . . . ,Aαnα . We will prove
in this paper that [ω]<ω occurs necessarily in a list if and ony if α is not an ordinal
(Theorem 2.5). And we will prove that if α is an ordinal then [ω]<ω contains an
obstruction which necessarily occurs in every list of obstructions. This obstruction
is the join-semilattice Qα ∶= I<ω(Sα) made of the finitely generated initial segments
of Sα, where Sα is a sierpinskisation of α and ω (Theorem 2.6).
We conjecture that with these extra obstructions added, the specialization of
Theorem 2.2 can be obtained. We guess that the case of ordinal number is not far
away. But we are only able to give an answer in very few cases.
2. Presentation of the results
Let A, resp. J, be the class of algebraic lattices, resp. join-semilattices having a
least element. Given an order type α, let I(α) be the order type of the chain I(C)
of initial segments of a chain C of order type α, let A¬α be the class of algebraic
lattices L such that L contains no chain of order type I(α), let J¬α be the subclass
of P ∈ J such that J(P ) ∈ A¬α, let Jα ∶= J ∖ J¬α and, for a subcollection B of J,
let ForbJ(B) be the class of P ∈ J such that no member of B is isomorphic to a
join-subsemilattice of P . We ask:
Question 2.1. Find B as simple as possible such that:
(9) L ∈ A¬α if and only if K(L) ∈ ForbJ(B).
or equivalently:
(10) J¬α = ForbJ(B).
We prove that we can find some B of size at most 2∣α∣.
Theorem 2.3. Let α be an order type. There is a list B of join-semilattices,
of size at most 2∣α∣, such that for every join-semilattice P , the lattice J(P ) of
ideals of P contains no chain of order type I(α) if and only if P contains no join-
subsemilattice isomorphic to a member of B.
This is very weak. Indeed, we cannot answer the following question.
Question 2.2. If α is countable, does equation (10) holds for some finite subset
B of J?
Questions and results above can be recast in terms of a quasi-order. Let P,P ′ ∈
J, set P ≤ P ′ if P ′ is isomorphic to a join-subsemilattice of P . This relation is a
quasi-order on J. If α is an order type, J¬α is an initial segment of J, that is P ′ ∈ J¬α
and P ≤ P ′ imply P ∈ J¬α. Indeed, from P ≤ P ′ we get an embedding from J(P )
into J(P ′) which preserves arbitrary joins. If I(α) was embeddable in J(P ) it
would be embeddable in J(P ′), which is not the case. Hence, P ∈ J¬α.
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A class B satisfying (9) is coinitial in Jα, in the sense that for every P ′ ∈ Jα
there is some P ∈ B such that P ′ ≤ P .
The existence of a finite cofinal B amounts to the fact that, w.r.t. the order on the
quotient, Jα has finitely many minimal elements and every element of Jα is above
some. Thus, as far we identify two join-semilattices which are embeddable in each
other as join-semilattices
Lemma 2.1. Jα contains 1 + α and [E]<ω, where E is the domain of the chain
α.
Proof. Since J(1 + α) = 1 + J(α) = I(α), 1 + α ∈ Jα. As mentionned above,
J([E]<ω) is isomorphic to P(E) and since α is a linear order on E, I(α) is iso-
morphic to a maximal chain of [E]<ω, hence [E]<ω ∈ Jα.
As one can immediately see:
Lemma 2.2. 1 + α belongs to every B coinitial in Jα.
Proof. In terms of the quasi-order, this assertion amounts to the fact that 1 + α is
minimal in Jα. As shown in Lemma 2.1, 1 + α ∈ Jα. If Q ∈ Jα and Q ≤ 1 + α then
since Q has a least element, we have Q = 1 + β with β ≤ α. Since J(Q) = I(β),
from Q ∈ Jα, we get I(α) ≤ I(β). This implies α ≤ β and 1 + α ≤ Q. Hence 1 + α
is minimal in Jα as claimed.
If α is a finite chain, or the chain ω of non-negative integers, one can easily see
that 1 + α is the least element of Jα. Thus, one can take B = {1 + α}.
Sierpinskisations come in the picture:
Lemma 2.3. If α is a countably infinite order type and S is a sierpinskisation of
α and ω then the join-semilattice I<ω(S), made of finitely generated initial segments
of S, is isomorphic to a join-subsemilattice of [ω]<ω and belongs to Jα.
Proof. By definition, the order on a sierpinskisation S of α and ω has a linear exten-
sion such that the resulting chain S has order type α. The chain I(S) is a maximal
chain of I(S) of type I(α). The lattices I(S) and J(I<ω(S)) are isomorphic, thus
I<ω(S) ∈ Jα. The order on S has a linear extension of type ω, thus every principal
initial segment of S is finite and more generally every finitely generated initial seg-
ment of S is finite. This tells us that I<ω(S) is a join-subsemilattice of [S]<ω. Since
S is countable, I<ω(S) identifies to a join-subsemilattice of [ω]<ω.
Remark 2.1. If α is not an ordinal, Lemma 2.3 tells us nothing new. Indeed,
in this case any sierpinskisation S of α and ω contains an infinite antichain, hence
I<ω(S) and [ω]<ω are embeddable in each other as join-semilattices.
There is a much deeper result:
Theorem 2.4. If α is a countable order type then among the join-subsemilattices
P of [ω]<ω which belong to Jα there is one which embeds as a join-semilattice in
all the others. This join-semilattice is of the form I<ω(Sα) where Sα is a sierpinski-
sation of α and ω.
We deduce it from Theorem 2.5 and Theorem 2.6 below:
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Theorem 2.5. Let α be a countable order type. The join-semilattice [ω]<ω be-
longs to every B coinitial in Jα if and only if α is not an ordinal.
Let α be an ordinal. Set Sα ∶= α if α < ω. If α = ωα′ + n with α′ /= 0 and n < ω,
let Sα ∶= Ω(α′) ⊕ n be the direct sum of Ω(α′) and the chain n, where Ω(α′) is a
monotonic sierpinskisation of ωα′ and ω. We note that for countably infinite α’s,
Sα is a sierpinskisation of α and ω. We prove that Qα ∶= I<ω(Sα) has the property
stated in Theorem 2.4:
Theorem 2.6. If α is an ordinal then I<ω(Sα) is a join-subsemilattice of [ω]<ω
which belongs to Jα and is embeddable as a join-semilattice in all join-subsemilattices
of [ω]<ω which belongs to Jα
The deduction of Theorem 2.4 from these two results is immediate:
If α is an ordinal, apply Theorem 2.6. If α is not an ordinal, then according to
Remark 2.1 above, the conclusion of Theorem 2.4 amounts to the fact that [ω]<ω is
minimal in Jα.
The proof of Theorem 2.6 is given in Section 4. We discuss here the proof of
Theorem 2.5.
The ”only if” part of Theorem 2.5 is easy. It follows from Lemma 2.3 and the
following:
Lemma 2.4. If α is an ordinal and S is a sierpinskisation of α and ω, then[ω]<ω is not embeddable in I<ω(S).
This simple fact relies on the important notion of well-quasi-ordering introduced
by Higman [17]. We recall that a poset P is well-quasi-ordered (briefly w.q.o.) if
every non-empty subset A of P has at least a minimal element and the number of
these minimal elements is finite. As shown by Higman, this is equivalent to the fact
that I(P ) is well-founded [17].
Well-ordered set are trivially w.q.o. and, as it is well known, the direct product
of finitely many w.q.o. is w.q.o. Lemma 2.4 follows immediately from this. Indeed,
if S is a sierpinskisation of α and ω, it embeds in the direct product ω × α. Thus
S is w.q.o. and consequently I(S) is well-founded. This implies that [ω]<ω is not
embeddable in I<ω(S). Otherwise J([ω]<ω) would be embeddable in J(I<ω(S)),
that is P(ω) would be embeddable in I(S). Since P(ω) is not well-founded, this
would contradict the well-foundedness of I(S).
The ”if” part is based on our earlier work on well-founded algebraic lattices,
that we record here.
Let ω∗ be the chain of negative integers. Let Ω(ω∗) be the join-semilattice
obtained by adding a least element to the set [ω]2 of two-element subsets of ω,
identified to pairs (i, j), i < j < ω, ordered so that (i, j) ≤ (i′, j′) if and only if i′ ≤ i
and j ≤ j′.
We claim that if α = ω∗, Jα has a coinitial set made of three join-semilattices,
namely ω∗, [ω]<ω and Ω(ω∗). Alternatively
(11) J¬ω∗ = ForbJ({1 + ω∗,Ω(ω∗), [ω]<ω}).
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FIGURE 2.1. Ω(ω∗)
This fact is not straightforward. Reformulated in simpler terms, as follows, this
is the main result of [9] (cf. Chapter 1, Theorem 1.2).
Theorem 2.7. An algebraic lattice L is well-founded if and only if K(L) is
well-founded and contains no join-subsemilattice isomorphic to Ω(ω∗) or to [ω]<ω.
From Theorem 2.7, we obtained:
Theorem 2.8. (Corollary 1.1, [9]) A join-subsemilattice P of [ω]<ω contains
either [ω]<ω as a join-semilattice or is well-quasi-ordered. In the latter case, J(P )
is well-founded.
With this result, the proof of the ”if” part of Theorem 2.5 is immediate. Indeed,
suppose that α is not an ordinal. Let P ∈ Jα. The lattice J(P ) contains a chain
isomorphic to I(α). Since α is not an ordinal, ω∗ ≤ α. Hence, J(P ) is not well-
founded. If P is embeddable in [ω]<ω as a join-semilattice then, from Theorem 2.8,
P contains a join-subsemilattice isomorphic to [ω]<ω. Thus [ω]<ω is minimal in Jα.
A sierpinskisation S of a countable order type α and ω is embeddable into [ω]<ω
as a poset. A consequence of Theorem 2.8 is the following
Lemma 2.5. If S can be embedded in [ω]<ω as a join-semilattice, α must be an
ordinal.
Proof. Otherwise, S contains an infinite antichain and by Theorem 2.8 it contains
a copy of [ω]<ω. But this poset cannot be embedded in a sierpinskisation. Indeed, a
sierpinskisation is embeddable into a product of two chains, whereas [ω]<ω cannot
be embedded in a product of finitely many chains (for every integer n, it contains
the power set P({0, . . . , n − 1}) which cannot be embedded into a product of less
than n chains; its dimension, in the sense of Dushnik-Miller’s notion of dimension,
is infinite, see [41]) .
This fact invited us to restrict our notion of sierpinskisation to some which are
join-semilattices. In fact, there are lattices of a particular kind.
To a countable order type α, we associate a join-subsemilattice ΩL(α) of the
direct product ω × α obtained via a sierpinskisation of ωα and ω. We add a least
element, if there is none, and we denote by ΩL(α) the resulting poset. We also
associate the join-semilattice Pα defined as follows:
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If 1+α /≤ α, in which case α = n+α′ with n < ω and α′ without a first element, we
set Pα ∶= n+ΩL(α′). If not, and α is equimorphic to ω+α′ we set Pα ∶= ΩL(1+α′),
otherwise, we set Pα = ΩL(α).
The importance of this kind of sierpinskisation steems from the following result:
Theorem 2.9. If α is countably infinite, Pα belongs to every B coinitial in Jα.
With Theorem 2.9 and Theorem 2.5, Lemma 2.5 yields :● If α is not an ordinal Pα and [ω]<ω are two incomparable minimal members
of Jα.
According to Theorem 2.6 and Theorem 2.9:●If α is a countably infinite ordinal, Qα and Pα are minimal obstructions.
In fact, using this new kind of sierpinskisation, if α ≤ ω + ω = ω2, Qα and Pα
coincide.
Indeed, if α = ω + n with n < ω, then Sα = ΩL(1) ⊕ n. In this case, Sα is
isomorphic to ω⊕n, hence Qα is isomorphic to the direct product ω×(n+1) which
in turn is isomorphic to ΩL(n+ 1) = Pα. If α = ω +ω = ω2, Sα = ΩL(2). This poset
is isomorphic to the direct product ω × 2. In this case, Qα is isomorphic to [ω]2,
the subset of the product ω × ω made of pairs (i, j) with i < j. In turn this poset is
isomorphic to ΩL(ω) = Pα.
Beyond ω2, no Qα is a sierpinskisation.
For that, we apply the following refinement of Lemma 2.5 obtained in [9] (see
Example 1.2, Chapter 1).
Proposition 2.1. Let γ be a countable order type. Then ΩL(γ) is embeddable
in [ω]<ω as a join-semilattice if and only if γ ≤ ω.
A consequence of Proposition 2.1 is the following:
Corollary 2.1. If α is a countable chain, then Pα and [ω]<ω are two incompa-
rable members of Jα if and only if α is not embeddable in ω2
Proof. Let α ≤ ω2. As we have seen Pα is isomorphic to ω × (1 +α′) if α′ < ω and
to [ω]2 if α = ω2. In both cases Pα is embeddable , as a join-semilattice, in [ω]<ω.
Conversely, if Pα and [ω]<ω are comparable, as join-semilattices, then, necessarily
Pα is embeddable into [ω]<ω as a join-semilattice. From Proposition 2.1, it follows
that α ≤ ω2.
This work leaves open the following questions. We are only able to give some
examples of ordinals for which the answer to the first question is positive.
QUESTIONS 2.3. (1) If α is a countably infinite ordinal, does the minimal
obstructions are α, Pα, Qα and some lexicographical sums of obstructions
corresponding to smaller ordinal?
(2) If α is a scattered order type which is not an ordinal, does the minimal ob-
structions are α, Pα, [ω]<ω and some lexicographical sums of obstructions
corresponding to smaller scattered order types?
(3) If α is the order type η of the chain of rational numbers, does J¬η =
ForbJ({1+η, [ω]<ω,Ω(η)}) where Ω(η) is the lattice serpinskisation rep-
resented Figure 2.2?
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FIGURE 2.2. Ω(η)
3. Join-semilattices and a proof of Theorem 2.3
A join-semilattice is a poset P such that every two elements x, y have a least
upper-bound, or join, denoted by x ∨ y. If P has a least element, that we denote
0, this amounts to say that every finite subset of P has a join. In the sequel, we
will mostly consider join-semilattices with a least element. Let Q and P be such
join-semilattices. A map f ∶ Q→ P is join-preserving if:
(12) f(x ∨ y) = f(x) ∨ f(y)
for all x, y ∈ Q.
This map preserves finite (resp. arbitrary) joins if
(13) f(⋁X) =⋁{f(x) ∶ x ∈X}
for every finite (resp. arbitrary) subset X of Q.
If P is a join-semilattice with a least element, the set J(P ) of ideals of P or-
dered by inclusion is a complete lattice. If A is a subset of P , there is a least ideal
containing A, that we denote < A >. An ideal I is generated by a subset A of P if
I =< A >. If [A]<ω denotes the collection of finite subsets of A we have:
(14) < A >=↓ {⋁X ∶X ∈ [A]<ω}
Lemma 2.6. Let Q be a join-semilattice with a least element and L be a com-
plete lattice. To a map g ∶ Q → L associate g ∶ P(Q) → L defined by setting
g(X) ∶= ⋁{g(x) ∶ x ∈ X} for every X ⊆ Q. Then g induces a map from J(Q) in L
which preserves arbitrary joins whenever g preserves finite joins.
Proof.
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Claim 2.1. Let I ∈ J(Q). If g preserves finite joins and A generates I then
g(I) = ⋁{g(x) ∶ x ∈ A}.
Proof of claim 2.1. Since I =< A > and g preserves finite joins, < {g(x) ∶ x ∈
I} >=< {g(x) ∶ x ∈ A} >. The claimed equality follows.
Now, let I ⊆ J(Q) and I ∶= ⋁I . Clearly, A ∶= ⋃I generates I . Claim 2.1 yields
g(I) = ⋁{g(x) ∶ x ∈ A} = ⋁⋃{{g(x) ∶ x ∈ J} ∶ J ∈ I} = ⋁{⋁{g(x) ∶ x ∈ J} ∶ J ∈I} = ⋁{g(J) ∶ J ∈ I}. This proves that g preserves arbitrary joins.
Remark 2.2. Note that in Lemma 2.6 the fact that g is one-to-one does not
necessarily transfer to the map induced by g on J(Q). For an example, let κ ∶= 2ℵ0
and let Q ∶= [κ]<ω and L ∶= P(ℵ0) ordered by inclusion. The lattice J(Q) is
isomorphic to P(κ), thus ∣Q∣ = 2κ > κ = ∣L∣, proving that J(Q) is not embeddable
in L. On an other hand, as it is well known, P(ℵ0) contains a subset A of size 2ℵ0
made of infinite sets which are pairwise almost disjoint. As it is easy to check, the
set of finite unions of members of A is a join-subsemilattice of L isomorphic to Q.
Lemma 2.7. Let R be a poset and P be a join-semilattice with a least element.
The following properties are equivalent:
(i) There is an embedding from I(R) in J(P ) which preserves arbitrary joins.
(ii) There is an embedding from I(R) in J(P ).
(iii) There is a map g from I<ω(R) in P such that
(15) X ⊈ Y1 ∪ . . . ∪ Yn⇒ g(X) /≤ g(Y1) ∨ . . . ∨ g(Yn)
for all X,Y1, . . . , Yn ∈ I<ω(R).
(iv) There is a map h ∶ R → P such that
(16) ∀i(1 ≤ i ≤ n⇒ x /≤ yi)⇒ h(x) /≤ h(y1) ∨ . . . ∨ h(yn)
for all x, y1, . . . , yn ∈ R.
Proof. (i)⇒ (ii). Obvious.(ii) ⇒ (iii) Let f be an embedding from I(R) in J(P ). Let X ∈ I<ω(R). The
set A ∶= Max(X) of maximal elements of X is finite and X ∶=↓ A. Set F (X) ∶={f(R∖ ↑ a) ∶ a ∈Max(X)} and C(X) ∶= f(X) ∖⋃F (X).
Claim 2.2. C(X) /= ∅ for every X ∈ I<ω(R)
Proof of Claim 2.2. If X = ∅, F (X) = ∅. Thus C(X) = f(X) and our assertion is
proved. We may then assume X /= ∅. Suppose C(X) = ∅, that is f(X) ⊆ ⋃F (X).
Since f(X) is an ideal of P and ⋃F (X) is a finite union of initial segments of P ,
this implies that f(X) is included in some, that is f(X) ⊆ f(R∖ ↑ a) for some
a ∈ Max(X). Since f is an embedding, this implies X ⊆ R∖ ↑ a hence a /∈ X . A
contradiction.
Claim 2.2 allows us to pick an element g(X) ∈ C(X) for each X ∈ I<ω(R).
Let g be the map defined by this process. We show that implication (15) holds. Let
X,Y1, . . . , Yn ∈ I<ω(R). We have g(Yi) ∈ f(Yi) for every 1 ≤ i ≤ n. Since f is an
embedding f(Yi) ⊆ f(Y1 ∪ . . . ∪ Yn) for every 1 ≤ i ≤ n. But f(Y1 ∪ . . . ∪ Yn) is an
ideal. Hence g(Y1)∨ . . .∨g(Yn) ∈ f(Y1∪ . . .∪Yn). SupposeX ⊈ Y1∪ . . .∪Yn. There
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is a ∈ Max(X) such that Y1 ∪ . . . ∪ Yn ⊆ R∖ ↑ a. And since f is an embedding,
f(Y1 ∪ . . . ∪ Yn) ⊆ f(R∖ ↑ a). If g(X) ≤ g(Y1) ∨ . . . ∨ g(Yn) then g(X) ∈ f(Y1 ∪
. . . ∪ Yn). Hence g(X) ∈ f(R∖ ↑ a), contradicting g(X) ∈ C(X).(iii) ⇒ (iv). Let g ∶ I<ω(R) → P such that implication (15) holds. Let h be the
map induced by g on R by setting h(x) ∶= g(↓ x) for x ∈ R. Let x, y1, . . . , yn ∈ R. If
x /≤ yi for every 1 ≤ i ≤ n, then ↓ x ⊈ (↓ y1∪ . . .∪ ↓ yn). Since g satisfies implication
(15), we have h(x) ∶= g(↓ x) /≤ g(↓ y1)∨ . . .∨ g(↓ yn) = h(y1)∨ . . .∨h(yn). Hence
implication (16) holds.(iv) ⇒ (i) Let h ∶ R → P such that implication (16) holds. Define f ∶ I(R) →
J(P ) by setting f(I) ∶=< {h(x) ∶ x ∈ I} >, the ideal generated by {h(x) ∶ x ∈ I},
for I ∈ I(R). Since in I(R) the join is the union, f preserves arbitrary joins.
We claim that f is one-to-one. Let I, J ∈ I(R) such that I ⊈ J . Let x ∈ I ∖ J .
Clearly h(x) ∈ f(I). We claim that h(x) /∈ f(J). Indeed, if h(x) ∈ f(J), then
h(x) ≤ ⋁{h(y) ∶ y ∈ F} for some finite subset F of J . Since implication (16)
holds, we have x ≤ y for some y ∈ F . Hence x ∈ J , contradiction. Consequently
f(I) ⊈ f(J). Thus f is one-to-one as claimed.
The following proposition rassembles the main properties of the comparizon of
join-semilattices.
Proposition 2.2. Let P , Q be two join-semilattices with a least element. Then:
(1) Q is embeddable in P by a join-preserving map iff Q is embeddable in P
by a map preserving finite joins.
(2) If Q is embeddable in P by a join-preserving map then J(Q) is embed-
dable in J(P ) by a map preserving arbitrary joins.
Suppose Q ∶= I<ω(R) for some poset R. Then:
(3) Q is embeddable in P as a poset iff Q is embeddable in P by a map pre-
serving finite joins.
(4) J(Q) is embeddable in J(P ) as a poset iff J(Q) is embeddable in J(P )
by a map preserving arbitrary joins.
(5) If ↓ x is finite for every x ∈ R then Q is embeddable in P as a poset iff
J(Q) is embeddable in J(P ) as a poset.
Proof.
(1) Let f ∶ Q → P satisfying f(x ∨ y) = f(x) ∨ f(y) for all x, y ∈ Q. Set g(x) ∶=
f(x) if x /= 0 and g(0) ∶= 0. Then g preserves finite joins.
(2) Let f ∶ Q → P and f ∶ J(Q) → J(P ) defined by f(I) ∶=↓ {f(x) ∶ x ∈ I}. If
f preserves finite joins, then f preserves arbitrary joins. Furthermore, f is one to
one provided that f is one-to-one.
(3) Let f ∶ Q → P . Taking account that Q ∶= I<ω(R), set g(∅) ∶= 0 and g(I) ∶=⋁{f(↓ x) ∶ x ∈ I} for each I ∈ I<ω(R) ∖ {∅}. Since in Q the join is the union, the
map g preserves finite unions.
(4) This is equivalence (i)⇐⇒ (iv) of Lemma 2.7.
(5) If Q is embeddable in P as a poset, then from Item (3), Q is embeddable in
P by a map preserving finite joins. Hence from Item (1), J(Q) is embeddable
in J(P ) by a map preserving arbitrary joins. Conversely, suppose that J(Q) is
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embeddable in J(P ) as a poset. Since J(Q) is isomorphic to I(R), Lemma 2.7
implies that there is map h from R in P such that implication (16) holds. Ac-
cording to the proof of Lemma 2.7, the map f ∶ I(R) → J(P ) defined by setting
f(I) ∶= ⋁{h(x) ∶ x ∈ I} is an embedding preserving arbitrary joins. Since ↓ x
is finite for every x ∈ R, I is finite , hence f(I) has a largest element, for every
I ∈ I<ω(R). Thus f induces an embedding from Q in P preserving finite joins.
Theorem 2.10. Let R be a poset, Q ∶= I<ω(R) and κ ∶= ∣Q∣. Then, there is a set
B, of size at most 2κ, made of join-semilattices, such that for every join-semilattice
P , the join-semilattice J(Q) is not embeddable in J(P ) by a map preserving arbi-
trary joins if and only if no memberQ of B is embeddable in P as a join-semilattice.
Proof. If ↓ x is finite for every x ∈ R the conclusion of the theorem holds with
B = {Q} (apply Item (3), (4), (5) of Proposition 2.2). So we may assume that R
is infinite. Let P be a join-semilattice. Suppose that there is an embedding f from
J(Q) in J(P ) which preserves arbitrary joins.
Claim 2.3. There is a join-semilattice Qf such that
(1) Qf embeds in P as a join-semilattice.
(2) J(Q) embeds in J(Qf) by a map preserving arbitrary joins.
(3) ∣Qf ∣ = ∣Q∣.
Proof of Claim 2.3. From Lemma 2.7, there is a map g ∶ Q→ P such that inequality(15) holds. Let Qf be the join-semilattice of P generated by {g(x) ∶ x ∈ Q}.
This inequality holds when P is replaced by Qf . Thus from Proposition 2.2, J(Q)
embeds into J(Qf) by a map preserving arbitrary joins. Since R is infinite, ∣Qf ∣ =∣Q∣ = ∣R∣.
For each join-semilattice P and each embedding f ∶ J(Q) → J(P ) select Qf ,
given by Claim 2.3, on a fixed set of size κ. Let B be the collection of this join-
semilattices. Since the number of join-semilattices on a set of size κ is at most 2κ,∣B∣ ≤ 2κ.
Proof of Theorem 2.3. Let α be the order type of a chain C. Apply Theorem above
with R ∶= C. Since, in this case, J(Q) is embeddable in J(P ) if and only if J(Q)
is embeddable in J(P ) by a map preserving arbitrary joins, Theorem 2.3 follows.
4. Monotonic sierpinskisations and a proof of Theorem 2.6
In this section, we use the notion of sierpinskisation studied in [34] that we have
recalled in the introduction under the name of monotonic sierpinskisation.
We start with some basic properties of ordinary sierpinskisations. For that, let
α be a countably infinite order type. Let S be a sierpinskisation of α and ω. We
assume that S = (N,≤) and the order on N is the intersection of a linear order ≤α on
N with the natural order on N, such that L ∶= (N,≤α) has order type α.
Lemma 2.8. Let A be a non-empty subset of N. Then, the following properties
are equivalent:
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(i) No element of A is maximal w.r.t. S.
(ii) No element of A is maximal w.r.t. L.
(iii) A is up-directed w.r.t. S and is infinite.
Furthermore, when one of these conditions holds, ↓L A =↓S A.
Proof. (i) ⇒ (ii). Observe that, since ≤α is a linear extension of ≤, an element
a ∈ A which is maximal w.r.t. L is maximal w.r.t. S.(ii) ⇒ (iii) Since A is non-empty, the inexistence of a maximal element implies
that A is infinite. Let us check that A is up-directed. Let x, y ∈ A. We may suppose
x ≤α y. Since y is not maximal in A w.r.t. L, ↑L y ∩ A is infinite. Hence there is
some z ∈↑L y∩A such that x, y ≤ω z. Clearly, x, y ≤ z, proving thatA is up-directed.(iii)⇒ (i) Let a ∈ A. If a is maximal w.r.t. S then, since A is up-directed, a is the
largest element ofA. From this factA ⊆↓S a. Since the natural order onN is a linear
extension of ≤, A ⊆↓ω a. This latter set being finite, A is finite, a contradiction.
Let us prove the second assertion. Since ≤α is a linear extension of ≤, we have↓S A ⊆↓L A. Conversely, let x ∈↓L A. Let y ∈ A such that x ≤L y. Since A satisfies(ii), we proceed as in the proof of (ii)⇒ (iii). From the fact that y is not maximal
inAw.r.t. L, ↑L y∩A is infinite. Hence there is some z ∈↑L y∩A such that x, y ≤ω z,
proving that x ∈↓S A.
Proposition 2.3. Le I be a subset of N. Then, the following properties are
equivalent:
(i) I is a non-principal ideal of S.
(ii) I is an non-empty non-principal initial segment of L.
Furthermore, when one of these conditions holds, then for every subset A of I:
I =↓L A if and only if I =↓S A
.
Proof. (i)⇒ (ii) Assume that I is a non-principal ideal of S. According to Lemma
2.8, no element of I is maximal w.r.t. L. Moreover ↓L I =↓S I = I . Hence, I is a
non-principal initial segment of L.(ii) ⇒ (i) Assume that I is an non-empty non-principal initial segment of L.
Lemma 2.8 yields that I is up-directed w.r.t. S and infinite. Since ≤L is a linear
extension of ≤, I is an initial segment of S, hence I is an ideal of S. From Lemma
2.8 again, it is not principal.
For the second assertion, let A be a subset of I . Note that if ↓L A = I , resp.↓S A = I , then no element of A is maximal w.r.t. L, resp. w.r.t. S. Apply Lemma
2.8.
Theorem 2.11. Let α be a countably infinite order type. If S is a sierpinskisa-
tion of a chain of type α and a chain of type ω, the set J¬↓(S) of non-principal ideals
of S forms a chain and this chain has the same order type as the subset of I(α) made
of non-principal initial segments of α. If α = ωα′, every chain C ⊆ J(S) extends to
a chain whose order type is either J(α′) or ω + I(α′′), where α′′ is a proper final
segment of α′.
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Proof. The first sentence is an immediate consequence of the equivalence between(i) and ii) of Proposition 2.3.
Concerning the second sentence, note that J¬↓(ωα′) is isomorphic to J(α′),
hence J(S) contains a chain of this type. Let C ⊆ J(S), C ′ ∶= {I ∈ C ∶ I =↓S
x for some x ∈ S} and C ′′ ∶= {I ∈ J¬↓(S) ∶ ⋃C ′ ⊆ I}. If C ′ is empty, C ′′ contains
C and has order type J(α′). So in order to complete the proof of the lemma, we
may assume that C ′ is non-empty.
Claim 2.4. The set I0 ∶= ⋂C ′′ is a non-empty and non-principal ideal of S.
Proof of Claim 2.4. Clearly ⋃C ′ ⊆ I0, hence I0 is non-empty. To see that I0 is
a non-principal ideal, we introduce some notations. We suppose that S = (N,≤)
where ≤ is the intersection of the natural order on N with a linear order ≤ωα′ such
that L ∶= (N,≤ωα′) has order type ωα′, this linear order be given by a bijection ϕ
between N and N ×A′. According to Proposition 2.3, each member of C ′′ is a non-
empty non-principal initial segment of L, thus I0 is an initial segment of L. We
claim that I0 is a non-principal initial segment of L. Suppose for a contradiction
that I0 =↓L x0. Since the order type of L is ωα′, every x ∈ N has a successor x′ w.r.t.
L. Let x′0 be the successor of x0. Then x′0 /∈ I for some I ∈ C ′′. But since I0 ⊆ I , we
have I0 = I . Thus I is a principal initial segment of L. With Proposition 2.3, this
contradicts the definition of C ′′. Now, since I0 is a non-empty non-principal initial
segment of L, it follows from Proposition 2.3 that I0 is a non-principal ideal of S.
Claim 2.5. The chain C ′ extends to a chain C ′1 ⊆ J(I0) which has order type ω.
The chain C ′′ has order type I(α′′), where α′′ is a proper final segment of α′.
Proof of Claim 2.5. Let ν be the order type of C ′. Since each principal initial
segment of S is finite, ν ≤ ω. If ν = ω, set C ′1 ∶= C ′. Otherwise, let x0 be the largest
element of C ′. Then x0 ∈ I0. Apply Claim 2.4. Since I0 is a non-principal ideal
of S, ↑S x0 ∩ I0 contains a chain D of type ω. Set C ′1 ∶= C ′ ∪D. Again, since I0
is a non-principal segment of L, F ∶= N ∖ I0 is a final segment of (N,≤ωα′) whose
image under ϕ is of the form N ×A′′ where A′′ is a proper final segment of A′. In
this case C ′′ is isomorphic to I(A′′), hence its order type is I(α′′) where α′′ is the
order type of A′′.
The conclusion of the lemma follows readily from Claim 2.5. Indeed, the set
C ′1∪C ′′ is a chain containing C. According to Claim 2.5, its order type is ω+I(α′′).
Corollary 2.2. Let S be a sierpinskisation of ωα′ and ω then the order types
of chains which are embeddable in J(S) depends only upon α′. Moreover, if α′ is
equimorphic to a chain of order type 1 + α′′, ω + I(α′′) is the largest order type of
the chains of ideals of S.
The well-known fact that I(α) is embeddable in I(β) if and only α is embed-
dable in β yields easily the following refinement:
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Lemma 2.9. Let S, resp. T , be a sierpinskisation of ωα , resp. ωβ, and ω.
Then every chain which is embeddable in J(S) is embeddable in J(T ) if and only
if α is embeddable in β.
We recall that for a countable order type α′, two monotonic sierpinskisations of
ωα′ and ω are embeddable in each other and denoted by the same symbol Ω(α′)
and we recall the following result (cf. [34] Proposition 3.4.6. pp. 168)
Lemma 2.10. Let α′ be a countable order type. Then Ω(α′) is embeddable in
every sierpinskisation S′ of ωα′ and ω.
Lemma 2.11. Let α be a countably infinite order type and S be a sierpinski-
sation of α and ω. Assume that α = ωα′ + n where n < ω. Then there is a subset
of S which is the direct sum S′ ⊕ F of a sierpinskisation S′ of ωα′ and ω with an
n-element poset F .
Proof. Assume that S is given by a bijective map ϕ from N onto a chain C having
order type α. Let A′ be the set of the n last elements of C, A ∶= ϕ−1(A′) and a
be the largest element of A in N. The image of ]a →) has order type ωα′, thus S
induces on ]a→) a sierpinskisation S′ of ωα′ and ω. Let F be the poset induced by
S on A. Since every element of S′ is incomparable to every element of F these two
posets form a direct sum.
Lemma 2.12. Let α be a countably infinite order type and S be a sierpinski-
sation of α and ω. If α = ωα′ + n where n < ω then Qα ∶= I<ω(Ω(α′) ⊕ n) is
embeddable in I<ω(S) by a map preserving finite joins.
Proof.
Case 1. n = 0. By Lemma 2.10 Ω(α′) is embeddable in S. Thus Qα is embed-
dable in I<ω(S) by a map preserving finite joins.
Case 2. n /= 0. Apply Lemma 2.11. According to Case 1, I<ω(Ω(α′)) is
embeddable in I<ω(S′). On an other hand n + 1 is embeddable in I<ω(F ) = I(F ).
Thus Qα which is isomorphic to the product I<ω(Ω(α′))× (n+ 1) is embeddable in
the product I<ω(S′)×I<ω(F ). This product is itself isomorphic to I<ω(S′⊕F ). Since
S′⊕F is embeddable in S, I<ω(S′⊕F ) is embeddable in I<ω(S) by a map preserving
finite joins. It follows that Qα is embeddable in I<ω(S) by a map preserving finite
joins.
Theorem 2.12. Let α be a countable ordinal and P ∈ Jα. If P is embeddable
in [ω]<ω by a map preserving finite joins there is sierpinskisation S of α and ω such
that I<ω(S) ∈ Jα and I<ω(S) is embeddable in P by a map preserving finite joins.
Proof. We construct first R such that I<ω(R) ∈ Jα and I<ω(R) is embeddable in P
by a map preserving finite joins.
We may suppose that P is a subset of [ω]<ω closed under finite unions. Thus
J(P ) identifies with the set of arbitrary unions of members of P . Let (Iβ)β<α+1 be
a strictly increasing sequence of ideals of P . For each β < α pick xβ ∈ Iβ+1 ∖ Iβ
and Fβ ∈ P such that xβ ∈ Fβ ⊆ Iβ+1. Set X ∶= {xβ ∶ β < α}, ρ ∶= {(xβ′ , xβ′′) ∶
β′ < β′′ < α and xβ′ ∈ Fβ′′}. Let ρˆ be the reflexive transitive closure of ρ. Since
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θ ∶= {(xβ′ , xβ′′) ∶ β′ < β′′ < α} is a linear order containing ρ, ρˆ is an order on X . Let
R ∶= (X, ρˆ) be the resulting poset.
Claim 2.6. I<ω(R) ∈ Jα.
Proof of claim 2.6. The linear order θ extends the order ρˆ and has type α, thus
I(R) has a maximal chain of type I(α). Since J(I<ω(R)) is isomorphic to I(R),
I<ω(R) belongs to Jα as claimed.
Claim 2.7. For each x ∈X , the initial segment ↓ x in R is finite.
Proof of claim 2.7. Suppose not. Let β be minimum such that for x ∶= xβ , ↓ x is
infinite. For each y ∈ X with y < x in R select a finite sequence (zi(y))i≤ny such
that:
(1) z0(y) = x and zny = y.
(2) (zi+1(y), zi(y)) ∈ ρ for all i < ny.
According to item 2, z1(y) ∈ Fβ . Since Fβ is finite, it contains some x′ ∶= xβ′ such
that z1(y) = x′ for infinitely many y. These elements belong to ↓ x′. The fact that
β′ < β contradicts the choice of x.
Claim 2.8. Let φ be defined by φ(I) ∶= ⋃{Fβ ∶ xβ ∈ I} for each I ⊆X . Then:
φ induces an embedding of I(R) in J(P ) and an embedding of I<ω(R) in P .
Proof of claim 2.8. We prove the first part of the claim. Clearly, φ(I) ∈ J(P ) for
each I ⊆ X . And trivially, φ preserves arbitrary unions. In particular, φ is order
preserving. Its remains to show that φ is one-to-one. For that, let I, J ∈ I(R) such
that φ(I) = φ(J). Suppose J /⊆ I . Let xβ ∈ J ∖ I , Since xβ ∈ J , xβ ∈ Fβ ⊆ φ(J).
Since φ(J) = φ(I), xβ ∈ φ(I). Hence xβ ∈ Fβ′ for some β′ ∈ I . If β′ < β then
since Fβ′ ⊆ Iβ′+1 ⊆ Iβ and xβ /∈ Iβ , xβ /∈ Fβ′ . A contradiction. On the other hand,
if β < β′ then, since xβ ∈ Fβ′ , (xβ, xβ′) ∈ ρ. Since I is an initial segment of R,
xβ ∈ I . A contradiction too. Consequently J ⊆ I . Exchanging the roles of I and
J , yields I ⊆ J . The equality I = J follows. For the second part of the claim, it
suffices to show that φ(I) ∈ P for every I ∈ I<ω(R). This fact is a straightforward
consequence of Claim 2.7. Indeed, from this claim I is finite. Hence φ(I) is finite
and thus belongs to P .
Claim 2.9. The order ρˆ has a linear extension of type ω.
Proof of claim 2.9. Clearly, [ω]<ω has a linear extension of type ω. SinceR embeds
in [ω]<ω, via an embedding in P , the induced linear extension on R has order type
ω.
Let ρ′ be the intersection of such a linear extension with the order θ and let
S ∶= (X,ρ′).
Claim 2.10. For every I ∈ I(S), resp. I ∈ I<ω(S) we have I ∈ I(R), resp.
I ∈ I<ω(R).
Proof of claim 2.10. The first part of the proof follows directly from the fact that ρ′
is a linear extension of ρˆ. The second part follows from the fact that each I ∈ I<ω(S)
is finite.
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It is then easy to check that the poset S satisfies the properties stated in the
theorem.
4.1. Proof of Theorem 2.6. Apply Theorem 2.12 and Lemma 2.12.
5. Lattice sierpinskisations and a proof of Theorem 2.9
We show that monotonic sierpinskisations can be identified to special subsets
of the direct product of ω and α equipped with the induced ordering. Among these
subsets we look at those which are join-subsemilattices of the direct product ω × α,
that we call lattice sierpinskisations.
Notation 2.1. Let A be a set. Let p1, resp. p2, be the first , resp. the second
projection from the cartesian product N ×A onto N, resp. onto A. Let S be the set
of subsets S of N ×A such that:
(1) Every vertical line S(n) ∶= {β ∈ A ∶ (n, a) ∈ S} is non-empty and finite;
(2) Every horizontal line S−1(a) ∶= {n ∈ N ∶ (n, a) ∈ S} is an infinite subset of
N.
We equip A with a linear order ≤. Let α be the order type of (A,≤). The set
N will be equipped with the natural order, providing a chain of order type ω. We
equip the cartesian product N ×A with the direct product of these two orders, and
each subset S of N ×A with the induced order. We denote by S(α) the collection
of these posets. We denote by L1 the lexicographic ordering on N × A, that is(n′, β′) ≤L1 (n′′, β′′) if either n′ < n′′ w.r.t. the natural ordering on N or n′ = n′′
and β′ ≤ β′′ w.r.t. the order on A. And we denote by L2 the reverse lexicographic
ordering on N × A, that is (n′, β′) ≤L2 (n′′, β′′) if either β′ < β′′ w.r.t. the order
on A or β′ = β′′ and n′ ≤ n′′ w.r.t. the natural ordering on N. With these orders,(N×A,L1) and (N×A,L2) have respectively type αω and ωα. We consider bijective
maps ϕ ∶ N → N ×A such that ϕ−1 is order-preserving from N × {a} onto N, these
sets being equipped with the natural ordering.
Proposition 2.4. There is a one-to-one correspondence between members ofS(α) and monotonic sierpinskisations of ωα and α.
Proof. First, if α = 1, S(α) = {N × A}, whereas there is just one monotonic
sierpinskisation of α and ω. Hence, we may suppose α /= 1. Let S ∈ S(α). Ac-
cording to item 1 of Notation 2.1, (S,L1↾S) has order type ω. Let ϑ1 be the unique
order isomorphism from (S,L1↾S) on (N,≤). Similarly, according to item 2 of No-
tation 2.1, (S,L2↾S) has order type ωα. Let ϑ2 be the unique order-isomorphism
from (S,L2↾S) onto (N ×A,L2) such that p2(ϑ2(n,β)) = β for all β ∈ A. And let
ϕ ∶= ϑ2 ○ ϑ−11 . The chains (N,≤) and (N ×A,L2) have respective order types ω and
ωα. The map ϕ defines on N a monotonic sierpinskisation of ωα and ω. Clearly,
ϑ−1 is an order-isomorphism from S equipped with the order induced by the direct
product ω×α and the monotonic sierpinskisation of ωα and α associated to ϕ. Con-
versely, let ϕ ∶ ω → ωα be a map defining a monotonic sierpinskisation S ∶= (N,≤).
That is ϕ is a map from (N,≤) into (N × A,L2) such that ϕ−1 is order preserving
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on each set of the form N × {a} for a ∈ A. And the order ≤ on N is the intersection
of the natural order on N and the inverse image of the order L2.
Claim 2.11. There is a surjective map r ∶ N → N, such that for every n ∈ N,
r−1(n) is the largest initial segment of G(n) = N∖⋃{r−1(n′) ∶ n′ < n} on which
p2 ○ ϕ is strictly increasing. This map is order preserving.
Proof of Claim 2.11. Applying induction on n, we may observe that N ∖G(n) is
an initial segment of N w.r.t. the natural order on N and that p2 ○ϕ cannot be strictly
increasing on G(n).
Let θ ∶ N→ N ×A defined by setting θ(n) ∶= (r(n), p2 ○ ϕ(n)) for every n ∈ N.
Claim 2.12. θ is an embedding of S inN×A equipped with the product ordering.
Its image S′ belongs to S(α).
Proof of Claim 2.12. From the fact that r−1(n) is finite, S′(n) is finite. Also
S′−1(a) is infinite for every a ∈ A. Hence S′ ∈ S(α). The first part of the claim
amounts to the fact that (n′, ϕ(n′)) ≤ (n′′, ϕ(n′′)) is equivalent to (r(n′), p2 ○
ϕ(n′)) ≤ (r(n′′), p2 ○ ϕ(n′′)). Suppose (n′, ϕ(n′)) ≤ (n′′, ϕ(n′′)). This amounts
to n′ ≤ n′′ and ϕ(n′) ≤ ϕ(n′′). Since r and p2 are order-preserving, we get r(n′) ≤
r(n′′) and p2 ○ϕ(n′) ≤ p2 ○ϕ(n′′), that is (r(n′), p2 ○ϕ(n′)) ≤ (r(n′′), p2 ○ϕ(n′′)).
Conversely, suppose (r(n′), p2 ○ ϕ(n′)) ≤ (r(n′′), p2 ○ ϕ(n′′)). This amounts to
r(n′) ≤ r(n′′) and p2 ○ ϕ(n′)) ≤ p2 ○ ϕ(n′′).
First n′ ≤ n′′. Case 1. r(n′) = r(n′′). Let n ∶= r(n′). By definition of r,
p2 ○ ϕ is strictly increasing on r−1(n). Since p2 ○ ϕ(n′) ≤ p2 ○ ϕ(n′′), this implies
n′ ≤ n′′. Case 2. r(n′) /= r(n′′). In this case, we have r(n′) < r(n′′) and, since r is
order-preserving, n′ < n′′.
Next ϕ(n′) ≤ ϕ(n′′). Case 1. p2 ○ ϕ(n′) /= p2 ○ ϕ(n′′). In this case p2 ○ ϕ(n′) <
p2 ○ ϕ(n′′). From the definition of the ordering ≤ωα, ϕ(n′) < ϕ(n′′). Case 2.
p2 ○ ϕ(n′) = p2 ○ ϕ(n′′). Since ϕ−1 is order-preserving on each set of the form
N × {a}, and n′ ≤ n′′, ϕ(n′) ≤ ϕ(n′′).
From this we get (n′, ϕ(n′)) ≤ (n′′, ϕ(n′′)) as required.
With this claim the proof of the lemma is complete.
From now on, we identify monotonic sierpinskisations of ωα and ω with mem-
bers of S(α).
Definition 2.1. We say that a member of S(α) which is a join-subsemilattice of
ω×α is a lattice sierpinskisation of ωα and ω. We will denote by SLat(α) the subset
of S(α) consisting of lattice sierpinskisations.
Lemma 2.13. Let S be a subset of N ×A such that:
(1) Every vertical line S(n) ∶= {β ∈ A ∶ (n, a) ∈ S} is non-empty and finite;
(2) Every horizontal line S−1(a) ∶= {n ∈ N ∶ (n, a) ∈ S} is a cofinite subset of
N.
Then, S equipped with the order induced by the direct product ω × α belongs toSLat(α).
Proof. The fact that S is a join-subsemilattice of N × A follows from the second
condition. Indeed, let x ∶= (n,β), y ∶= (m,γ) ∈ S. W.l.o.g. we may assume β ≤ γ.
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If n ≤ m we have x ≤ y and their supremum is y. If m /≤ n then n < m. According
to Condition (2), z ∶= (n,β) ∈ S. Since z is the supremum of x and y in ω × α, z is
their supremum in S.
Proposition 2.5. If S,S′ ∈ SLat(α) there is a map t ∶ N → N preserving the
natural order such that the map (t,1A) induces a join-embedding map from S to S′
Proof.
Claim 2.13. For every n,n′ ∈ N such that n < n′ there is some n′′ ∈ N such that
n′′ > n′ and S(n) ⊆ S′(n′′).
Proof of Claim 2.13. Since S′−1(a) is infinite for every a ∈ A, we may select
n′a > n′ such that (n′a, a) ∈ S′ for every a ∈ A. Let m ∶= Max{n′a ∶ a ∈ S(n)}.
Let a0 be the least element of S(n) w.r.t. the ordering on A. Let n′′ ≥ m such that(n′′, a0) ∈ S′. Then S(n) ⊆ S′(n′′). Indeed, let a ∈ S(n). If a = a0, a ∈ S′(n′′) by
definition. If a /= a0 then, since (na, a) ∈ S′, (n′′, a0) ∨ (na, a) = (n′′, a) ∈ S′, hence
a ∈ S′ as required.
Claim 2.13 allows us to define t inductively. We suppose t defined for all m ∈ N
such that m < n. From Claim 2.13 there is some n′′ such that n′′ > t(m) for all
m < n and S(n) ⊆ S′(n′′). We set t(n) ∶= n′′ where n′′ is the least n′′ satisfying
this property. The pair (t,1A) is a join-embedding map from S to S′. Indeed, let(n, a), (n′, a′) ∈ S. W.l.o.g. we may assume n ≤ n′, hence (n, a) ∨ (n′, a′) =(n′, a′′), where a′′ ∶= MaxA({a, a′}). Since S(n′) ⊆ S′(t(n′)), a′′ ∈ S′(t(n′)),
hence (t(n), a) ∨ (t(n′), a′) = (t(n′), a′′), as required.
Notation 2.2. Since all members of SLat are embeddable in each others as join-
semilattices, we may denote by a single expression, namely ΩL(α), an arbitrary
member S of SLat(α) and by ΩL(α) the join-semilattice S obtained by adding a
least element to S (if it does not have one). Since for each x ∈ S the initial segment↓ x is finite, S is in fact a lattice (but not necessarily a sublattice of ω×α) hence the
name of lattice sierpinskisation.
Example 2.1. If α = 1, monotonic and lattice sierpinskisations of ω and ω are
isomorphic to ω, thus we have ΩL(1) = Ω(1) = ω. If α = n, with 0 < n < ω, the direct
product ω×n is a lattice sierpinskisation of ωn and ω. There are others, but we will
not hesitate to write ΩL(n) = ω × n. If α = ω, the subset X ∶= {(i, j) ∶ j ≤ i < ω}
of the direct product ω × ω is a lattice sierpinskisation of ω2 and ω. This is a
lattice isomorphic to [ω]2, the set of pairs (i, j) such that i < j < ω componentwise
ordered, and we will write ΩL(ω) = [ω]2. We may also observe that S(ω∗) contains
the join-semilattice Ω(ω∗) defined previously. Also, S(1 + η) contains the lattice
represented Figure 2.2 and denoted by Ω(η) as well as Ω(η).
Proposition 2.6. Let (A,≤) be a chain and S be a join-subsemilattice of the
product N ×A equipped with the product ordering. Let A′ ∶= p2(S), F ∶= {a′ ∈ A′ ∶
S−1(a′) is infinite }, I ∶= A′ ∖ F and SI ∶= S ∩ (N × I). Let α be the order type of(F,≤↾F ) andm be the length of the longuest chain in SI if SI is finite. If the vertical
lines S(n) of S are finite for all integers n then S contains a join-subsemilattice S′
such that
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(1) S′ is isomorphic to m + S′′ where S′′ ∈ ΩL(α) if SI is finite.
(2) S′ ∈ ΩL(1 + α) if SI is infinite.
Moreover, a chain is embeddable in J(S) if and only if it is embeddable in J(S′).
Proof.
Claim 2.14. Let a ∈ A such that S−1(a) /= ∅. Then (N × {a}) ∩ S is cofinal in(N × (← a]) ∩ S.
Proof of Claim 2.14. Let (n′, a′) ∈ (N× (← a])∩S. Let n ∈ N such that (n, a) ∈ S.
Since S is a join-subsemilattice of N ×A, (n′, a′) ∨ (n, a) = (Max{n,n′}, a) ∈ S.
Hence, (n′, a′) is majorized by (Max{n,n′}, a) ∈ (N × {a}) ∩ S. This proves that(N × {a}) ∩ S is cofinal.
Claim 2.15. The set F is a final segment of A′ equipped with the order induced
by the order on A.
Proof of Claim 2.15. Let a′ ∈ F and a ∈ A′ such that a′ ≤ a. Clearly, each element(a,n) ∈ S dominates only finitely many elements (a′, n′) ∈ S. According to Claim
2.14, (N × {a}) ∩ S is cofinal, thus if S−1(a) is finite, S−1(a′) is finite too. A
contradiction. Hence, a ∈ F . Proving that F is a final segment.
Let SF ∶= S ∩ (N × F ).
Claim 2.16. SI is a join-subsemilattice of S and if N ′ is a final segment of
p1(SF ) equipped with the natural order on N, S ∩ (N ′ ×F ) is a join-subsemilattice
of S. Furthermore, if the vertical lines S(n) are finite for all integers n, S∩(N ′×F )
is a lattice sierpinskisation of ωα and ω.
Proof of Claim 2.16. Since F is a final segment of A′ (Claim 2.15), I is an initial
segment of A′, hence SI is a join-subsemilattice of S. By the same token S ∩ (N ′ ×
F ) is a join-subsemilattice of S. If the vertical lines S(n) are finite for all integers
n, then S ∩ (N ′ ×F ) satisfies the conditions of Notation 2.1 with N ′ and F instead
of N and A.
From now on, we suppose that the vertical lines S(n) are finite for all integers
n.
Claim 2.17. Every proper ideal of SI is finite.
Proof of Claim 2.17. We prove first that if ν is the order type of (I,≤↾I) then ν ≤ ω.
For that, it suffices to prove that for every a ∈ I , the initial segment (← a] ∩ A′
is finite. Let a ∈ I . With the fact that all the vertical lines S(n) are finite, we
get that the initial segment of N × A (equipped with the product order) generated
by (N × {a}) ∩ S is finite. Since from Claim 2.14, (N × {a}) ∩ S is cofinal in(N× (← a])∩S, it follows that this latter set is finite. Thus, its second projection is
finite too. This second projection being (← a] ∩A′, our assertion is proved. Now,
let I ′ be a proper ideal of SI . Suppose by contradiction that I ′ is infinite. Then
necessarily, p2(I ′) /= I . Otherwise since I ′ is a proper ideal of SI , p1(I ′) /= p1(SI).
Since p1(I ′) is an initial, segment of p1(SI), p1(I ′) is finite; since each vertical
line S(n) for n ∈ p1(I ′) is finite, I ′ is finite. Now, pick a ∈ I ∖ p2(I ′). As above,
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With these claims, the proof of the proposition goes as follows:
Case 1. SI is finite. In this case, let N ′ ∶= p1(SF ) ∩ [n →) where n = 0 if SI is
empty and n = p1(x) where x is the largest element of SI otherwise. Let M be the
largest sized subchain of SI , m ∶= ∣M ∣, let S′′ ∶= S ∩ (N ′ ×F ) and let S′ ∶=M +S′′.
Case 2. SI is infinite. In this case, it follows from Claim 2.17 that SI contains a
cofinal chain of type ω. Let D be such a chain. Add an extra element {a} to F with
the requirement that a ≤ b for all b ∈ F , set N ′ ∶= p1(SF ), S′′ ∶= SF . Let S′ be the
subset of N′ × ({a} ∪ F ) made of S′′ and (p1(D) ∩N ′) × {a}.
In case 1, it follows from Claim 2.16 that S′′ is a lattice sierpinskisation of ωα
and ω. By construction S′ is a join-subsemilattice of S isomorphic to m + S′′. In
case 2, S′ is a lattice sierpinskisation of ω(1 + α) and ω. And one can chek that S′
is embedabble in S as join-semilattice.
To conclude, we only need to check that the same chains are embedabble in
J(S) and J(S′). Let C ⊆ J(S) be a chain. Set C ′′ ∶= C ∩ (N × F ) and C ′ ∶=
C ∩ (N × I). Since S ∩ (N ′ × F ) and S′′ are sierpinskisations of ωα and ω (Claim
2.16), it follows from Corollary 2.2 that C ′′ is embeddable in J(S′′). In case 1,
since ∣C ′∣ ≤ ∣M ∣, it follows that C = C ′ +C ′′ is embeddable in J(S). In case 2, the
order type of C ′ is at most ω + 1. By the same token, C is embedabble in J(S′).
Proof of Theorem 2.9. Let α. First, Pα ∈ Jα. This follows readily from the fact
that n+ΩL(α′) ∈ Jn+α′ , ΩL(1+α′) ∈ Jω+α′ and ΩL(α′) ∈ Jα′ for every α′ and n < ω.
Next, let S be a join-subsemilattice of Pα having a least element and belonging to
Jα. Clearly, the join-semilattice Pα is embeddable as a join-semilattice in a product
A × N, where A is a chain. Let S′ be a join-subsemilattice of S satisfying the
properties of Proposition 2.6. Clearly J(S′) ∈ Jα. We may suppose that S′ has a
least element (otherwise, add the least element of S). Thus the join-semilattice S′
is of the form m +ΩL(β) with m < ω. We claim that Pα is embeddable in S′ by a
join-preserving map. If α + 1 ≤ α, Pα is of the form ΩL(γ). Lemma 2.9 yields that
γ and β are equimorphic. If α + 1 /≤ α, Pα ∶= n + ΩL(α′) where n < ω, α′ has no
least element and α = n + α′. In this case, using Lemma 2.9 one obtain that m ≥ n
and β is equimorphic to α. In both cases the existence of an embedding follows.
6. Some examples of obstructions
As already observed, we have J¬α = ForbJ({1 + α}) for every α ≤ ω. The first
interesting case is α = ω + 1. We have:
Lemma 2.14.
(17) J¬(ω+1) = ForbJ({ω + 1, ω × 2}) = ForbJ({ω + 1,Qω+1}).
Proof. Let P ∈ Jα such that ω + 1 ≰ P . In J(P ) we have a strictly increasing
chain (Iγ)γ<ω+2. We construct in P a join-subsemilattice {xi,j ∶ 0 ≤ i ≤ 1, j < ω}
isomorphic to ω × 2 such that x1,j ∈ (Iω+1 ∖ Iω)∩ ↑ x0,j for every j < ω. Pick x0,0
in I0 and x1,0 in (Iω+1 ∖ Iω)∩ ↑ x0,0. Suppose x0,0, x1,0, . . . , x0,j, x1,j constructed.
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Since ω+1 ≰ P and x1,j ∈ (Iω+1 ∖ Iω)∩ ↑ x0,j , there is nj < ω such that x1,j does not
dominate In∩ ↑ x0,j for n ≥ nj . Pick x0,j+1 ∈ Inj∩ ↑ x0,j and put x1,j+1 ∶= x0,j+1∨x1,j .
Next, we show:
(18) J¬(ω+2) = ForbJ({ω + 2, (ω × 2) + 1, ω × 3})
More generally, we solve the case ω + n.
Lemma 2.15. Let n < ω and 1 ≤ k ≤ n + 1. Then Ω(k) + n + 1 − k ∈ Jω+n.
Proof. We may suppose Ω(k) = ω × k. Hence J(Ω(k) + n + 1 − k) = J((ω ×
k) + n + 1 − k) = (J(ω) × J(k)) + n + 1 − k = ((ω + 1) × k) + n + 1 − k. Hence
I(ω + n) = ω + n + 1 ≤ J((ω × k) + n + 1 − k).
Lemma 2.16. Let α ∶= ω + n with n ≥ 1. Then:
(19) J¬α = ForbJ({Ω(k) + n + 1 − k ∶ 1 ≤ k ≤ n + 1}).
Proof. Lemma 2.15 implies Ω(k)+n+1−k ∈ Jω+n for every 1 ≤ k ≤ n+1. To prove
that this is a complete set of obstructions, we proceed by recurrence on n. The case
n = 1 is solved in Lemma 2.14. Suppose Jω+n =↑ {Ω(k)+n+1−k ∶ 1 ≤ k ≤ n+1}. Let
P ∈ Jω+n+1 such that P contains no join-subsemilattice isomorphic to Ω(k)+n+2−k
for every 1 ≤ k ≤ n + 1. In J(P ) we have a strictly increasing chain (Iγ)γ<ω+n+2.
Pick x ∈ I0 and x′ ∈ (Iω+n+1∖Iω+n)∩ ↑ x. Put P ′ ∶= [x,x′[. Clearly P ′ ∈ Jω+n. Since
P does not contain a join-subsemilattice isomorphic to Ω(k) + n + 2 − k for every
1 ≤ k ≤ n+1, P ′ does not contain a join-subsemilattice isomorphic to Ω(k)+n+1−k,
for every 1 ≤ k ≤ n. Recurrence’s hypothesis implies that P ′ contains a join-
subsemilattice {zi,j ∶ 0 ≤ i ≤ n, j < ω} isomorphic to Ω(n + 1). We construct in P
a join-subsemilattice {xi,j ∶ 0 ≤ i ≤ n + 1, j < ω} isomorphic to Ω(n + 2) such that
a) for 0 ≤ i ≤ n, xi,j = zi,k for some k ≥ j and b) xn+1,j ∈ (Iω+n+1 ∖ Iω+n)∩ ↑ xn,j .
Put xi,0 ∶= zi,0 for 0 ≤ i ≤ n and pick xn+1,0 ∈ (Iω+n+1 ∖ Iω+n)∩ ↑ xn,0. Suppose
xi,j constructed for 0 ≤ i ≤ n + 1 and 0 ≤ j ≤ m. Since P does not contain a join-
subsemilattice isomorphic to Ω(n + 1) + 1 and xn+1,m ∈ (Iω+n+1 ∖ Iω+n)∩ ↑ xn,m
there is jm > m such that xn+1,m ≱ zn,j for j ≥ jm. Put xi,m+1 ∶= zi,jm for 0 ≤ i ≤ n
and xn+1,m+1 ∶= xn,m+1 ∨ xn+1,m.
Lemma 2.17. J¬ω2 = ForbJ({ω2,Ω(ω)}).
Proof. Let P ∈ Jω2. Suppose ω2 ≰ P . Let (Iγ)γ<ω2 be a strictly increasing chain
in J(P ). We construct a join-subsemilattice {xi,j ∶ i ≤ j < ω} of P , isomorphic to
Ω(ω) such that xi,i ∈ (Iω+i ∖ Iω+i−1)∩ ↑ xi−1,i for every i < ω. Pick x0,0 ∈ I0, x0,1 ∈
I1∩ ↑ x0,0 and x1,1 ∈ (Iω+1 ∖ Iω)∩ ↑ x0,1. Suppose xi,j constructed for 0 ≤ i ≤ j ≤ n.
Since ω2 ≰ P and xn,n ∈ (Iω+n ∖ Iω+n−1)∩ ↑ xn−1,n, we have ω + 1 ≰↓ xn,n. Hence,
there is some jn < ω such that xn,n does not dominate Ij∩ ↑ x0,n for all j such that
jn ≤ j < ω. Pick x0,n+1 ∈ Ijn∩ ↑ x0,n, put xi+1,n+1 ∶= xi,n+1 ∨ xi+1,n for 0 ≤ i ≤ n − 1
and pick xn+1,n+1 ∈ (Iω+n+1 ∖ Iω+n)∩ ↑ xn,n+1.

CHAPTER 3
The length of chains in modular algebraic lattices
We show that, for a large class of countable order types α, a modular algebraic
lattice L contains no chain of type α if and only if K(L), the join-semilattice of
compact elements of L, contains neither a chain of type α nor a subset isomorphic
to [ω]<ω, the set of finite subsets of ω.
1. Introduction and presentation of the results
This paper is about the relationship between the order structure of an algebraic
lattice L and the order structure of the join-semilattice K(L), made of the compact
elements of L, particularly, the relationship between the length of chains in L and
in K(L). The lattice L is isomorphic to J(K(L)), the collection of ideals of K(L)
ordered by inclusion, but this does not make this relationship immediately apparent.
For an example, if L is P(E), the power set of a set E, then K(E) is [E]<ω, the
collection of finite subsets of E. If E is infinite, chains in [E]<ω and in P(E)
are quite far apart: maximal chains in [E]<ω have order type ω whereas in P(E)
each maximal chain is made of the set I(C) of initial segments of a chain C ∶=(E,≤) where ≤ is a linear order on E. And, from this follows that P(E) contains
uncountable chains. On an other hand, there are classes of lattices L for which,
except this case, chains in L and in K(L) are about the same. Our results are about
a class L of algebraic lattices, including the modular ones.
Let α be a chain, we denote by I(α) the set of initial segments of α, ordered
by inclusion, we denote by Lα ∶= 1 + (1⊕ α) + 1 the lattice made of the direct sum
of the one-element chain 1 and the chain α, with top and bottom added. Note that
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FIGURE 3.1. Lω+1, Lω∗
FIGURE 3.2. M5
I(α) ≅ J(1 + α) and that the algebraic lattice J(Lα) made of the set of ideals of
Lα, ordered by inclusion, is isomorphic to LJ(α).
Let A be the class of algebraic lattices and let L be the collection of L ∈ A such
thatL contains no sublattice isomorphic toLω+1 or toLω∗ . SinceL2 is isomorphic to
M5, the five element non-modular lattice, every modular algebraic lattice belongs
to L. Let A¬α (resp. L¬α) be the collection of L ∈ A (resp. L ∈ L) such that
L contains no chain of type I(α). Let K be the class of order types α such that
L ∈ L¬α whenever K(L) contains no chain of type 1 + α and no subset isomorphic
to [ω]<ω. If α is countable then these two conditions are necessary in order that
L ∈ L¬α; if, moreover, α is indecomposable , this is equivalent to the fact that L
contains no chain of type α.
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Theorem 3.1. The class K satisfies the following properties:(p1) 0 ∈ K, 1 ∈ K;(p2) If α + 1 ∈ K and β ∈ K then α + 1 + β ∈ K;(p3) If αn+1 ∈ K for every n < ω then the ω-sum γ ∶= α0+1+α1+1+. . .+αn+1+. . .
belongs to K;(p4) If αn ∈ K and {m ∶ αn ≤ αm} is infinite for every n < ω then the ω∗-sum
δ ∶= . . . + αn+1 + αn + . . . + α1 + α0 belongs to K.(p5) If α is a countable scattered order type , then α ∈ K if and only if α =
α0 +α1 + ...+αn with αi ∈ K for i ≤ n, αi strictly left-indecomposable for i < n and
αn indecomposable;(p6) η ∈ K.
Corollary 3.1. A modular algebraic lattice is well-founded, respectively scat-
tered, if and only if the join-semilattice made of its compact element is well-founded,
resp. scattered and does not contains a join-subsemilattice isomorphic to [ω]<ω.
Let P be the smallest class of order-types satisfying properties (p1) to (p4)
above. For exemple, ω,ω∗, ω(ωα)∗, ω∗ω,ω∗ωω∗ belong to P. We have P ⊆ K∖{η}.
We do not know whether every countable α ∈ K∖{η} is equimorphic to some α′ ∈ P.
As a matter of fact, the class of order types α which are equimorphic to some α′ ∈ P
satisfies also (p5) hence, to answer our question, we may suppose that α is indecom-
posable. We only succeed when α is indivisible . We eliminate those outside P by
building algebraic lattices of the form J(T ) where T is an appropriate distributive
lattices .
Theorem 3.2. A countable indivisible order type α is equimorphic to some α′ ∈
P ∪ {η} if and only if for for every modular algebraic lattice L, L contains a chain
of type I(α) if and only if L contains a chain of type 1 + α or a subset isomorphic
to [ω]<ω.
This contains the fact that for a countable ordinal α, α ∈ K if and only if α ≤ ω,
a fact which can be obtained directly by a straightforward sierpinskization .
A characterization, by means of obstructions, of posets with no chain of ideals
of a given type in given in [34]. The motivation for our results can be found in [2],
a paper describing a characterization of countable order types α such that the lattice
I(P ) of initial segments of a poset P contains no chain of order type I(α) if and
only if P contains no chain of order type α and no infinite antichain (see [4] for a
proof). Results presented here were obtained first for the special case of distributive
algebraic lattices. They were included in the thesis of the first author presented
before the University Claude-Bernard in december 1992[6], and announced in [7].
2. Definitions and basic notions
Our definitions and notations are standard and agree with [15] and [38] except
on minor points that we will mention.
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2.1. Posets, well-founded and scattered posets, ordinals and scattered or-
der types. Let P be a set. A quasi-order on P is a binary relation ρ on P which
is reflexive and transitive ; the set P equipped with this quasi-order is a qoset. As
usual, x ≤ y stands for (x, y) ∈ ρ. An antisymmetric quasi-order is an order and
P equipped with this order is a poset . The dual of a poset P , denoted P ∗, is the
set P equipped with the dual order defined by x ≤ y in P ∗ if and only if y ≤ x in
P . Let P and Q be two posets. A map f ∶ P → Q is order-preserving if x ≤ y
in P implies f(x) ≤ f(y) in Q; this is an embedding if x ≤ y in P is equivalent
to f(x) ≤ f(y) in Q; if, in addition, f is onto, then this is an order-isomorphism
. We say that P embeds into Q if there is an embedding from P into Q, a fact we
denote P ≤ Q; if P ≤ Q and Q ≤ P then P and Q are equimorphic , a fact we
denote P ≡ Q; if there is an order-isomorphism from P onto Q we say that P and
Q are isomorphic or have the same order-type , a fact we denote P ≅ Q. We denote
ω the order type of N, the set of natural integers, ω∗ the order type of the set of
negative integers and η the order type of Q, the set of rational numbers. A poset P
is well-founded if every non-empty subset X of P has a minimal element. With the
Axiom of dependent choice, this amounts to the fact that the order type ω∗ of the
negative integers does not embed into P . If furthermore, P has no infinite antichain
then P is well-quasi-ordered , w.q.o. in brief. A well-founded chain is well-ordered
; its order type is an ordinal . A poset P is scattered if it does not embed the chain
of rationals. We denote order types of chains and ordinals by greek letters α, α′, β,
β′. . . . If (Pi)i∈I is a family of posets indexed by a poset I , the lexicographic sum
of this family is the poset, denoted Σi∈IPi, defined on the disjoint union of the Pi,
that is formally the set of (i, x) such that i ∈ I and x ∈ Pi, equipped with the order(i, x) ≤ (j, y) if either i < j in I or i = j and x ≤ y in Pi. When I is the finite chain
n ∶= {0,1, . . . , n − 1} this sum is denoted P0 + P1 + . . . + Pn−1. When I ∶= ω this
sum is denoted Σi<ωPi or P0 + P1 + . . . + Pn + . . .. We denote Σ∗i∈IPi for Σi∈I∗Pi;
when I ∶= ω we denote Σ∗i<ωPi or . . .+Pn + . . .+P1 +P0. When I (resp. I∗) is well
ordered, or is an ordinal, we call ordinal sum (resp. antiordinal sum ) instead of lex-
icographic sum. When all the Pi are equal to the same poset P , the lexicographic
sum is denoted P.I , and called the lexicographic product of P and I . These defini-
tions extend to order types, particularly to order types of chains (note that 2ω = ω
whereas ω2 = ω+ω). Two order type α and β are equimorphic if α ≤ β and β ≤ α, a
fact we denote α ≡ β. An order type α is indecomposable if α = β +γ implies α ≤ β
or α ≤ γ (for exemple η is indecomposable); it is right-indecomposable if α = β + γ
with γ /= 0 implies α ≤ γ; it is strictly right-indecomposable if α = β + γ with γ /= 0
implies β < α ≤ γ. The left-indecomposability and the strict left-indecomposability
are defined in the same way. The notions of indecomposability and strict right or
left-indecomposability are preserved under equimorphy (but not the right or the
left-indecomposability). A sequence (α)n<ω of order types is quasi-monotonic if{m ∶ αn ≤ αm} is infinite for each n, its sum α = Σn<ωαn is right-indecomposable
or equivalently α′ = Σ∗n<ωαn is left-indecomposable. If an order type α can be writ-
ten under the form α = α0 + α1 + . . . + αn−1 with each αi indecomposable, then it is
a decomposition of α of lenght n. This decomposition is canonical if its lenght is
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minimal. An order type α is indivisible if for every partition of a chain A of order
type α into B ∪ C, then either A ≤ B or A ≤ C. An indivisible order type is inde-
composable, an indecomposable scattered order type distinct of 0 and 1 is strictly
right-indecomposable or strictly left-indecomposable (indecomposable, resp. indi-
visible, order types are said additively indecomposable, resp. indecomposable, by
J.G.Rosenstein [38]).
The following theorem rassembles the fundamental properties of scattered order
types (cf. the exposition given by J.G.Rosenstein [38]).
Theorem 3.3. (i) Every countable order type is scattered or equimorphic to η.
(G. Cantor, 1897 ).(ii) The class D of scattered order types is the smallest class of order types con-
taining 0,1 and stable by ordinal and antiordinal sum. (F. Hausdorff, 1908).(iii) The class D is well-quasi-ordered under embeddability. (R. Laver, 1971).(iv) For every countable scattered order type α, the setD(α) of order types β which
embed into α, considered up to equimorphy, is at most countable. (R. Laver, 1971).
An easy consequence of (iii) of Theorem 3.3 above is this:
Corollary 3.2. (R.Laver, 1971) (i) Every scattered order type is a finite sum of
indecomposable order types and has a partition into finitely many indivisible order
types.(ii) The class of indecomposable countable scattered order types is the smallest
class of order types containing 0,1 and stable by ω and and ω∗ sums of quasi-
monotonic sequences.
We give, without proof, two, more technical, results we need.
Lemma 3.1. Let α be a scattered order type distinct from 0 and 1.(i) The set Idiv(α) of indivisible order types β which embeds into α is a finitely
generated initial segment of the collection of indivisible order types;(ii) let ν be a maximal member of Idiv(α) then ν + 1 (resp. 1 + ν) does not em-
bed into α and ν is strictly right (resp.left)-indecomposable if α is strictly right
(resp.left)-indecomposable.
Lemma 3.2. Let α be a countable scattered order type. If α is strictly right-
indecomposable then α = Σλ<µαλ where µ is an indecomposable ordinal, every αλ
is strictly left-indecomposable and verifies αλ < α.
2.2. Initial segments and ideals of a poset. Let P be a poset, a subset I of P
is an initial segment of P if x ∈ P , y ∈ I and x ≤ y imply x ∈ I . If A is a subset
of P , then ↓ A = {x ∈ P ∶ x ≤ y for some y ∈ A} denotes the least initial segment
containing A. If I =↓ A we say that I is generated by A or A is cofinal in I . If
A = {a} then I is a principal initial segment and we write ↓ a instead of ↓ {a}. A
final segment of P is any initial segment of P ∗. We denote by ↑ A the final segment
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generated by A. If A = {a} we write ↑ a instead of ↑ {a}. A subset I of P is
up-directed if every pair of elements of I has a common upper-bound in I . An ideal
is a non empty up-directed initial segment of P (in some other texts, the empty set
is an ideal). We denote I(P ), resp. I<ω(P ), resp. J(P ), the set of initial segments,
resp. finitely generated initial segments, resp. ideals of P ordered by inclusion and
we set J∗(P ) ∶= J(P ) ∪ {∅}, I0(P ) ∶= I<ω(P ) ∖ {∅}. We note that I<ω(P ) is the
set of compact elements of I(P ), hence J(I<ω(P )) ≅ I(P ). Moreover I<ω(P ) is
a lattice and in fact a distributive lattice, if and only if, P is ↓-closed that is the
intersection of two principal initial segments of P is a finite union, possibly empty,
of principal initial segments.
We will need the following facts.
Lemma 3.3. Let P be a poset and x ∈ P ; then, once ordered by inclusion, the
set Jx(P ) ∶= {J ∈ J(P ) ∶ x ∈ J} is order-isomorphic to J(P∩ ↑ x).
Proof. Let ψ ∶ Jx(P ) → J(P∩ ↑ x) be defined by ψ(J) ∶= J∩ ↑ x. This map is
clearly order-preserving. The fact that it is an embedding holds on the remark that
if an ideal J of P contains x then J∩ ↑ x is cofinal in J . Indeed, let I, J ∈ Jx(P )
such that ψ(I) ⊆ ψ(J); then I =↓ ψ(I) ⊆↓ ψ(J) = J .
Let P and Q be two posets, the direct product of P and Q denoted P × Q is
the set of (p, q) for p ∈ P and q ∈ Q, equipped with the product order; that is(p, q) ≤ (p′, q′) if p ≤ p′ and q ≤ q′. The direct sum of P and Q denoted P ⊕Q is
the disjoint union of P and Q with no comparability between the elements of P and
the elements of Q (formally P ⊕Q is the set of couples (x,0) with x ∈ P and (y,1)
with y ∈ Q equipped with the order (p, q) ≤ (p′, q′) if p ≤ p′ and q = q′).
Lemma 3.4. Let A1, A2 be two posets, then J(A1 + A2) ≅ J(A1) + J(A2),
J(A1 ×A2) ≅ J(A1) × J(A2) and I(A1 ⊕A2) ≅ I(A1) × I(A2).
Lemma 3.5. If an indivisible chain embeds into a productA1×A2 then it embeds
into A1 or into A2.
Proof. Let Q be a chain such that Q ≤ A1 ×A2. Then Q ≤ A′1 ×A′2 where A′i is a
chain for i = 1,2. We have J(Q) ≤ J(A′1 ×A′2). From Lemma 3.4, J(A′1 ×A′2) ≅
J(A′1) × J(A′2). Since I(A′i) = 1 + J(A′i), we have I(Q) ≤ I(A′1) × I(A′2). From
Lemma 3.4, I(A′1)×I(A′2) ≅ I(A′1⊕A′2). A maximal chain of I(A′1⊕A′2) extending
I(Q) is of the form I(C) where C is a chain extending the order on A′1⊕A′2. Since
Q ≤ C, Q = B1 ∪ B2 with Bi ≤ A′i for i = 1,2. Hence, if Q is indivisible,Q ≤ A′i,
hence Q ≤ Ai, for some i ∈ {1,2}.
2.3. Join-semilattices. A join-semilattice is a poset P such that arbitrary ele-
ments x, y have a join that we denote x∨y. We denote J the class of join-semilattices
having a least element. If P ∈ J then, since J(P ) is an algebraic lattice, every max-
imal chain C is an algebraic lattice too, hence is of the form I(D) where D is some
chain. Given an order type α, let Jα be the class of P ∈ J such that J(P ) contains
a chain of type I(α) and let J¬α ∶= J ∖ Jα. Let B be a subset of J, let ↑ B be the
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class of P ∈ J such that P contains as a join-semilattice a member of B and set
ForbJ(B) ∶= J∖ ↑ B. It is natural to ask whether for every countable order type α,
there is some finite B such that J¬α = ForbJ(B). Looking at the class J′ of P ∈ J
such that J(P ) ∈ L we are just able to provide many α’s such that:
J′¬α = ForbJ′({1 + α, [ω]<ω}
Lemma 3.6. Let P,Q be two join-semilattices with a zero. Then:(i) Q embeds into P as a join-semilattice iff Q embeds into P as a join-semilattice,
with the zero preserved.(ii) If Q embeds into P as a join-semilattice, then J(Q) embeds into J(P ) by a
map preserving arbitrary joins.
Suppose Q ∶= I<ω(R) for some poset R, then:(iii) Q embeds into P as a poset iff Q embeds into P as a join-semilattice.(iv) J(Q) embeds into J(P ) as a poset iff J(Q) embeds into J(P ) by a map pre-
serving arbitrary joins.(v) If ↓ x is finite for every x ∈ R then Q embeds into P as a poset iff J(Q) embeds
into J(P ) as a poset.
Proof. (i) Let f ∶ Q → P satisfying f(x ∨ y) = f(x) ∨ f(y) for all x, y ∈ Q. Set
g(x) ∶= f(x) if x ≠ 0 and g(0) ∶= 0. Then g preserves arbitrary finite joins.(ii) Let f ∶ Q → P and f ∶ J(Q) → J(P ) defined by f(I) ∶=↓ {f(x) ∶ x ∈ I}. If f
preserve finite joins, then f preserves arbitrary joins.(iii) Let f ∶ Q → P . Taking account that Q ∶= I<ω(R), set g(∅) ∶= 0 and
g(I) ∶= ⋁{f(↓ x) ∶ x ∈ I} for each I ∈ I<ω(R) ∖ {∅}.(iv) Let f be an embedding from J(Q) into J(P ). Taking account that J(Q) ≅
I(R), set g(I) ∶= ⋁{f(↓ x) ∶ x ∈ I} for each I ∈ I(R) ∖ {∅} and g(∅) ∶= 0. Note
that g(↓ x) = f(↓ x) for all x ∈ I and g(I) ⊆ f(I) for all I ∈ I(R). Suppose I ⊈ J .
Let x ∈ I ∖ J . Since x ∈ I , we have f(↓ x) ⊈ f(J). Since g(J) ⊆ f(J) we have
f(↓ x) ⊈ g(J). Hence g(I) ⊈ g(J).
The fact that a join-semilattice P contains a join-subsemilattice isomorphic to[ω]<ω amounts to the existence of an infinite independent set . Let us recall that
a subset X of a join-semilattice P is independent if x /≤ ⋁F for every x ∈ X and
every non empty finite subset F of X ∖ {x}.
Theorem 3.4. [8] [25] Let κ be a cardinal number; for a join-semilattice P the
following properties are equivalent:(i) P contains an independent set of size κ;(ii) P contains a join-subsemilattice isomorphic to [κ]<ω;(iii) P contains a subposet isomorphic to [κ]<ω;(iv) J(P ) contains a subposet isomorphic to P(κ);(v) P(κ) embeds into J(P ) via a map preserving arbitrary joins.
Proposition 3.1. Let P be a poset. The following properties are equivalent:(i) P contains an antichain of size κ;
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3. The class K and a proof of Theorem 3.1
3.1. Property (p1). The fact (p1) holds is obvious.
3.2. Properties (p2) and (p3).
Lemma 3.7. Let α and β be two order types such that α + 1 ∈ K. If P ∈ Lα+1+β
and P contains no infinite independent set then P contains an element x such that
1 + α + 1 embeds into P ′ ∶=↓ x and P ′′ ∶=↑ x ∈ Lβ .
Proof. Let C be a chain of type α + 1 + β, let c ∈ C such that the type of A ∶=↓ c is
α + 1 and the type of B ∶= {y ∶ c < y} is β. Let ϕ be an embedding from I(C) into
J(P ) and let P1 ∶= ϕ(A). Since P1 ∈ J(P ) then J(P1) is a sublattice of J(P ), and
since J(P1) embeds I(α+ 1), P1 ∈ Lα+1. Since P1 contains no infinite independent
set and α+1 ∈ K, then 1+α+1 embeds into P1. Let f be an embedding from A into
P1, x ∶= f(c) and P ′ ∶=↓ x. Clearly 1 + α + 1 ≤ P ′. Let P ′′ ∶=↑ x. Clearly P ′′ ∈ L.
According to Lemma 3.3, J(P ′′) ≅ Jx(P ); since trivially I(β) ≤ Jx(P ), we get
P ′′ ∈ Lβ , as required.
3.2.1. Proof of Property (p2). Let α and β be two order types such that α+1, β ∈
K. Let P ∈ Lα+1+β . If P contains no infinite independent set then, from Lemma 3.7,
P contains an element x such that 1+α+1 embeds into P ′ ∶=↓ x and P ′′ ∶=↑ x ∈ Lβ .
Since β ∈ K and P ′′ ∈ Lβ then 1 + β embeds into P ′′, hence 1 + α + 1 + β embeds
into P .
3.2.2. Proof of Property (p3). Let γ ∶= Σn<ω(αn+1) and let βn ∶= Σm≥n(αm+1)
for n < ω. Let P ∈ Lγ . Suppose that P has no infinite independent set. We construct
an infinite increasing sequence x0, x1, . . . , xn, . . . of elements of P such that, for
each k < ω, we have 1 + αk + 1 ≤ Qk and I(βk) ≤ J(Pk) where Qk is the interval[xk, xk+1] and Pk ∶=↑ xk. Put x0 ∶= 0, P0 ∶=↑ x0. Since P0 = P and β0 = γ, we
have I(β0) ≤ J(P0). Suppose x0, . . . , xn constructed. We have I(βn) ≤ J(Pn).
Since βn = αn + 1 + βn+1 and αn + 1 ∈ K, Lemma 3.7 asserts that the semilattice
Pn contains an element xn+1 such that 1 + αn + 1 ≤ Qn and I(βn+1) ≤ J(Pn+1) for
Qn ∶= [xn, xn+1], Pn+1 ∶=↑ xn+1. Since 1+αn+1 embeds into [xn, xn+1] for all n < ω
it follows that 1 + γ = 1 +Σn<ω(αn + 1) embeds into P .
3.3. Property (p4). The fact that ω∗ ∈ K is a consequence of Theorem 1.3 [9].
We use similar ingredients for Property (p4). Given a join-semilattice P , x ∈ P
and J ∈ J(P ) we denote ↓ x⋁J , as well as {x}⋁J , the join - in J(P )- of ↓ x
and J . We say that a non-empty chain I of ideals of P is separating if for every
I ∈ I ∖ {∪I}, every x ∈ ∪I ∖ I , there is some J ∈ I such that I /⊆ {x}⋁J . We recall
the following fact (Lemma 3.1 [9]). For reader ’s convenience we give the proof.
Lemma 3.8. A join-semilattice P contains an infinite independent set if and
only if it contains an infinite separating chain of ideals.
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Proof. Let I be a separating chain of ideals. Define inductively an infinite sequence
x0, I0, . . . , xn, In, . . . such that I0 ∈ I ∖ {∪I}, x0 ∈ ∪I ∖ I0 and such that:
an) In ∈ I;
bn) In ⊂ In−1;
cn) xn ∈ In−1 ∖ ({x0 ∨ . . . ∨ xn−1}⋁ In) for every n ≥ 1.
The construction is immediate. Indeed, since I is infinite then I∖{∪I} /= ∅. Choose
arbitrary I0 ∈ I∖{∪I} and x0 ∈ ∪I∖I0. Let n ≥ 1. Suppose xk, Ik defined and satis-
fying ak), bk), ck) for all k ≤ n−1. Set I ∶= In−1 and x ∶= x0∨ . . .∨xn−1. Since I ∈ I
and x ∈ ∪I ∖ I , there is some J ∈ I such that I /⊆ {x}⋁J . Let z ∈ I ∖ ({x}⋁J).
Set xn ∶= z, In ∶= J . The set X ∶= {xn ∶ n < ω} is independent. Indeed if x ∈ X
then since x = xn for some n, n < ω, condition cn) asserts that there is some ideal
containing X ∖ {x} and excluding x.
Lemma 3.9. Let α be a countable order type and P ∈ Jα satisfying the following
conditions:
1) For every x in P , the chain I(α) does not embed into J(↓ x);
2) For every a ∈ α, the order type α embeds into ↓ a;
3) The lattice LJ(β) does not embed into J(P ) as a sublattice for β ∶= α if α = η
and β ∈ {ω,ω∗} otherwise.
Then P contains an infinite independent set.
Proof. Let C ⊆ J(P ) be a chain isomorphic to I(α) and C∗ ∶= C ∖ {I∗}, where
I∗ is the least element of C. According to Lemma 3.8 it suffices to prove that C∗
is separating. Suppose it is not. Let I0 ∈ C∗ ∖ ⋃C∗ and x0 ∈ ⋃C∗ ∖ I0 witnessing
it. Set C∗0 ∶= {I ∈ C∗ ∶ I ⊆ I0}. For every I ∈ C∗0 we have (↓ x0)⋁ I = (↓ x0)⋁ I0.
Since I0 is non-empty then, from condition 2), C∗0 contains a subset A isomorphic
to J(α). Let B be the image of A ∪ {I∗} by the map φ ∶ J(P ) → J(↓ x0) defined
by φ(I) ∶= I ∩ (↓ x0) for every I ∈ J(P ). The chain A ∪ {I∗} is isomorphic to
I(α), whereas its image B does not embed I(α) because of condition 1). Since α
is countable and, from condition 2), indecomposable, it follows that φ is constant on
a subset D of A which is isomorphic to J(β), with β ∶= α if α = η and β ∈ {ω,ω∗}
otherwise(if α = η then φ cannot be one-to-one on a subset of A isomorphic to α,
whereas if α is scattered then, being indecomposable, it is equimorphic to J(α)
and, as it is easy to see, a map from α on a strictly smaller order type is constant
on an infinite subset, hence on a subset of type ω or ω∗). The sublattice of J(P )
generated by ↓ x and D is isomorphic to LJ(β).
This, added to a very simple trick, gives ω∗ ∈ K and, more precisely:
Theorem 3.5. If Lω∗ does not embed, as a lattice, into the lattice J(P ) of ideals
of a join-semilattice P , then J(P ) is well-founded if and only if P is well-founded
and has no infinite independent set.
Proof. Suppose P well-founded but J(P ) not well-founded. Then P contains an
ideal P ′ such that J(P ′) is not well-founded but J(↓ x) is well-founded for every
x ∈ P ′. Indeed, if P itself is not suitable, select x minimal in P such that J(↓ x) is
not well-founded. Every P ′ ∈ J(↓ x) such that J(P ′) is not well-founded will do.
66 3. CHAINS IN MODULAR ALGEBRAIC LATTICES
From Lemma 3.9 above, P ′ contains an infinite independent set, hence P contains
an infinite independent set.
In the next lemma, we extend the scope of the trick used above, in the same vein as
in [34], Lemma 3.4.7.
Lemma 3.10. Let α ∶= Σ∗n<ωαn be an ω∗-sum of non-zero order types which is
left-indecomposable. If P ∈ Jα then either:(i) P contains some ideal P ′ ∈ Jα such that for every x ∈ P ′, the chain I(α) does
not embed into J(↓ x);
or(ii) P contains an ω∗-sum P ′′ ∶= Σ∗n<ωPn where Pn ∈ Jαn is a convex subset of P
for every n < ω.
Proof. Set E ∶= {x ∈ P ∶ I(α) ≤ J(↓ x)}.
Case 1. There is some J ∈ Jα ∩ J(P ) such that E ∩ J = ∅. Set P ′ ∶= J .
Case 2. E ∩ J /= ∅ for every J ∈ Jα ∩ J(P ).
Claim. For every β, 1 + β ≤ α, and every J ∈ Jα ∩ J(P ) there is some x ∈ E ∩ J
such that I(β) ≤ J(J∩ ↑ x).
Proof of the Claim. Let C ⊆ J(J) be a chain isomorphic to I(α) and I∗ be the
least element of C. There is some J ′ ∈ J(J) ∖ {J∗} such that I(β) ≤ {J ′′ ∈ J(J) ∶
J ′ ⊆ J ′′}. Since α is left-indecomposable, I(α) ≤ J(J ′). Since we are in Case 2,
E ∩ J ′ /= ∅. Let x ∈ E ∩ J ′. From Lemma 3.3 the poset J(J∩ ↑ x) is isomorphic to{J ′′ ∈ J(J) ∶ x ∈ J ′′} which trivially embeds I(β). This proves our claim.
With the help of this claim, we construct a sequence
J0, x0, J1, x1, . . . , Jn, xn, . . .
such that Jn ∈ J(P ), xn ∈ E ∩ Jn, I(αn) ≤ J(Jn∩ ↑ xn) and Jn+1 ⊆↓ xn for every
n < ω. Indeed, set J0 ∶= P , choose x0 ∈ E such that I(α0) ≤ J(↑ x0). Suppose
J0, x0, . . . , Jn, xn constructed. Since xn ∈ E ∩ Jn, we may choose Jn+1 ∈ J(↓ xn)
such that I(α) ≤ J(Jn+1). According to the claim above, we may choose xn+1 ∈
E ∩ Jn+1 such that I(αn+1) ≤ J(Jn+1∩ ↑ xn+1).
To conclude, set Pn ∶= Jn∩ ↑ xn and P ′′ ∶= Σ∗n<ωPn.
3.3.1. Proof of Property (p4). Let α ∶= Σ∗n<ωαn satisfying the conditions of (p4)
and let P ∈ Lα. We need to show that either P contains a subchain isomorphic to
1+α or an infinite independent set. Since for every integer n, the set {m ∶ αn ≤ αm}
is infinite, the order type α is left-indecomposable and we may apply Lemma 3.10.
Case 1. P contains some ideal P ′ ∈ Jα such that for every x ∈ P ′, the chain I(α)
does not embed into J(↓ x).
This says that P ′ satisfies condition 1) of Lemma 3.9. Since P ∈ Lα, then neither
Lω+1 nor Lω∗ embeds into J(P ) as a sublattice. The same holds for J(P ′), hence
P ′ satisfies condition 3) of Lemma 3.9. Since α is left-indecomposable, condition
2) of this lemma is satisfied too. It follows then that P ′, thus P , contains an infinite
independent set.
Case 2. P contains an ω∗-sum P ′′ ∶= Σ∗n<ωPn where Pn ∈ Jαn is a convex subset of
P for every n < ω.
Let n < ω. Clearly Pn ∈ L, hence Pn ∈ Lαn . Since αn ∈ K then Pn contains either
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a subchain isomorphic to 1 + αn or an infinite independent set. If some Pn contains
an infinite independent set, such a set is independent in P too. If not, then each
Pn contains a subchain isomorphic to 1 + αn, hence P ′′ contains a chain of type
Σ∗n<ω(1 + αn). Since P has a least element, it contains a chain of type 1 + α.
3.4. Property (p6).
Lemma 3.11. Let P ∈ Jη then P contains either a copy of η or a convex subset
P ′ ∈ Jη such that ↓ x ∩ P ′ /∈ Jη, for every x ∈ P ′.
Proof. Set P ∈ J∗η if P ∈ Jη and the second part of the above assertion does not
hold.
Claim If P ∈ J∗η then P contains an element x such that P ′ ∶=↓ x and P ′′ ∶=↑ x
belong to J∗η .
Proof of the claim let C ⊆ J(P ) be a chain isomorphic to I(η). Let I ∈ C ∖X
whereX ∶=Min(C)∪Max(C). The set I is convex and belongs to Jη. Since P ∈ J∗η
there is x ∈ I such that I(η) ≤ J(↓ x). Put P ′ ∶=↓ x and P ′′ ∶=↑ x. From our choice,
P ′ ∈ Jη. Since x ∈ I /∈ Max(C), we have I(η) ≤ Jx(P ), hence from Lemma 3.3,
I(η) ≤ J(P ′′), that is P ′′ ∈ Jη. If Q ∈ Jη is a convex subset of P ′ or P ′′, this is a
convex subset of P too, hence it contains some y such that ↓ y ∩Q ∈ Jη, proving
that P ′, P ′′ ∈ J∗η , as required.
From this, it follows easily that if P ∈ J∗η , the chain of the dyadic numbers of
the interval ]0,1[ embeds into P . Indeed, asociate to each dyadic d a convex subset
Pd ∈ J∗η and an element xd ∈ Pd as follows. Put P1/2 ∶= P . Let d ∶= 2m+12n , denote
d′ ∶= 4m+12n+1 , d′′ ∶= 4m+32n+1 . Suppose Pd defined. From the claim above, get an element,
denoted xd. Put Pd′ ∶=↓ xd ∩ Pd, Pd′′ ∶=↑ xd ∩ Pd. The correspondance d → xd is an
embedding. Thus η ≤ P .
3.4.1. Proof of Property (p6). Let P ∈ Lη . If η /≤ P then, from Lemma 3.11, P
contains a convex subset P ′ ∈ Jη, such that Condition 1) of Lemma 3.9 is verified
for α ∶= η. Condition 2) is trivially verified. Since P ′ is convex in P , then P ′ ∈ L,
hence L(η) does not embed in J(P ′) as a sublattice. Thus Condition 3) is verified
too. Applying Lemma 3.9, we get that P ′, hence P , contains an infinite independent
set. Thus η ∈ K.
3.5. Property (p5).
Lemma 3.12. Let δ, β, µ be three order types and α ∶= δ + β + µ. If α ∈ K and
if, for every order type β′, the order type β embeds into β′ whenever α embeds into
α′ ∶= δ + β′ + µ, then β ∈ K.
Proof. Let β∗ obtained from β by taking out its first element, if any. We prove
β∗ ∈ K. Properties (p1) and (p2) insure β ∈ K. Let P ∈ Lβ∗ . Suppose P contains no
infinite independent set. Let Q ∶= 1 + δ + P + µ. Then Q is a join-semilattice with
0 and with no infinite independent set. Moreover, Q ∈ Lα. Indeed, from J(Q) ≅
1 + J(δ) + J(P ) + J(µ) , we get first I(α) ≤ Q that is Q ∈ Jα ( I(α) ≅ 1 + J(α) ≅
1+J(δ)+J(β)+J(µ) ≤ 1+J(δ)+I(β∗)+J(µ) ≤ 1+J(δ)+J(P )+J(µ) ≅ J(Q));
next, we get that L(λ) ≤ J(Q) implies L(λ) ≤ J(P ) for every order-type λ /= 0,
from which Q ∈ Lα follows. Since α ∈ K we have 1 + α ≤ Q . Let ϕ be an order
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isomorphism from 1 + α into Q (= 1 + δ + P + µ) and let β′ ∶= ϕ(α) ∩ P . The order
type α embeds into δ + β′ + µ hence, from our hypothesis, β embeds into β′. Since
β′ is a subchain of P , β embeds into P . Since P has a 0, this implies that 1 + β∗
embeds into P , hence β∗ ∈ K as required.
Lemma 3.13. Let α ∈ K. If α has canonical form α = α0 + α1 + . . . + αn then
αp + αp+1 + . . . + αq ∈ K for 0 ≤ p ≤ q ≤ n.
Proof. Let p, q so that 0 ≤ p ≤ q ≤ n. Set δ ∶= α0 + α1 + . . . + αp−1, β ∶= αp +
αp+1 + . . . + αq and µ ∶= αq+1 + . . . + αn. Let β′ be an order type such that α
embeds into α′ ∶= δ + β′ + µ. We prove β ≤ β′. Lemma 3.12 insures β ∈ K. Let
A and A′ be two chains having order type α and α′ respectively; let us consider
a partition of A in three intervals D, B, M of types δ, β, µ respectively, such
that A = D +B +M and similarly consider a partition of A′ in three intervals D′,
B′, M ′ of types δ, β′, µ respectively, such that A′ = D′ + B′ +M ′. Let ϕ be
an embedding from A into A′ and B1 ∶= ϕ−1(B′). We show that β embeds into
B1, which implies that β embeds into β′. Indeed, since the decomposition of α is
canonical, α0+α1+⋅ ⋅ ⋅+αp /≤ α0+α1+⋅ ⋅ ⋅+αp−1, hence αp /≤ ϕ−1(D′)∩B. Similarly
αq /≤ ϕ−1(M ′) ∩B. But αp and αq are indecomposable, hence if we decompose B
into intervals Ai of type αi such that B = Ap + ...+Aq we obtain αp ≤ Ap ∖ϕ−1(D′)
and αq ≤ Aq ∖ ϕ−1(M ′). It follows that β = αp + . . . + αq embeds into B1.
Lemma 3.14. Let γ ∶= α + β be a scattered order-type, where α is infinite and
strictly right-indecomposable, β indecomposable, and γ /≤ β. Then γ /∈ K.
Proof. We construct a distributive lattice T , direct product of two chains, one with
type 1 + α0 for some α0 ≤ α, the other of type 1 + β, such that a) T contains no
infinite independent set; b) I(γ) ≤ J(T ); c) 1 + γ /≤ T .
Since α is infinite and strictly right-indecomposable then 1+α ≤ α, hence 1+γ ≤ γ.
Let C be a chain of type 1 + γ and A, B be a partition of C into an initial segment
A of type 1 + α and a final segment B of type β. Let 1 +B the chain obtained by
adding to B a least element b0 /∈ B and let Q ∶= A × (1 + B). We distinguish two
cases.
Case 1 β is strictly left-indecomposable. We set T ∶= Q . We check that T satisfies
properties a), b), c) above. For property a) this is trivial: as a product of two chains,
T contains no independent set with three elements. For b) let φ ∶ J(C) → J(T )
defined by φ(I) ∶= I × {b0} if I ⊆ A and φ(I) ∶= A × ((I ∖ A) ∪ {b0}) otherwise.
This is an embedding, hence I(γ) ≤ J(T ). Finally for c), suppose for contradiction
1 + γ ≤ T . Let ϕ be an embedding from C into T . Let b ∈ B , (x, y) ∶= ϕ(b) and
α1, 1 + β1 be the order types of ↓ x and ↓ y respectively; we have α ≤ α1 × (1 + β1).
Since α is infinite, (i) of Lemma 3.1 applies: among the indivisible order types
which embed into α, there is a maximal one. Let ν be such an order type. Claim
1. ν ≤ β. First, since ν is indivisible and ν ≤ α1 × (1 + β1) then, from Lemma 3.5,
either ν ≤ α1 or ν ≤ 1 + β1 . Since α is infinite and strictly right-indecomposable
then α1 + 1 ≤ α. Thus, if ν ≤ α1 then ν + 1 ≤ α which is impossible from (ii) of
Lemma 3.1. Hence, ν /≤ α1. Thus ν ≤ 1 + β1. Since ν is infinite then ν ≤ β, proving
our claim. Now, from this claim, β is infinite and we can repeat what we did with α.
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Let ξ be maximal among the indivisible order types embedding ν and which embed
into β. The same arguments as above show Claim 2. ξ ≤ α. From these two claims,
we get ν ≡ ξ which is impossible since, from (ii) of Lemma 3.1, ν and ξ must be
respectively strictly right and strictly left-indecomposable. So 1 + γ /≤ T .
Case 2 β strictly right-indecomposable. Because of Case 1, we may suppose β /= 1.
LetA be the set of order types α′, α′ ≤ α, such that α ≤ α′×(1+β′) for some β′ such
that β′ + 1 ≤ β. This set is non empty (it contains α). Hence, it contains a minimal
element w.r.t. embeddability (Theorem 3.3 (iii)). Let α0 be such an element and
A0 be a subchain of A of type 1 + α0. Let T ∶= A0 × (1 + B). We check that
T satisfies the properties a), b), c) above. This is trivial for a) and for the same
reasons that in Case 1. For b) observe that since α0 ∈ A there is an element b0 ∈ B
and an embedding ϕ from A into A0 × {y ∈ 1 + B ∶ y < b0}. Since β is strictly
right-indecomposable, there is an embedding θ from B into {y ∈ 1 + B ∶ y ≥ b0}.
Let φ: J(C) → J(T ) defined by φ(I) ∶= {z ∈ T ∶ z ≤ ϕ(x) for some x ∈ I}
if I ⊆ A and φ(I) ∶= A0 × {y ∈ 1 + B ∶ y ≤ θ(x) for some x ∈ I} otherwise.
This is an embedding, hence I(γ) ≤ J(T ). For c) we prove α + 1 /≤ T . For a
contradiction, suppose α + 1 ≤ T . Let A + 1 be the chain obtained by adding to A
a largest element a /∈ A. Since 1 + α ≤ α there is an embedding ψ from A + 1 into
T . Let (x, y) ∶= ψ(a). Then ψ is an embedding from A + 1 into ↓ x× ↓ y. Let
α1 ∶= α′1 + 1 be the type of ↓ x and 1 + β1 the type of ↓ y. We have α1 ≤ 1 + α0
and 1 + α + 1 ≤ α1 × (1 + β1). Since 1 + α ≤ α then α1 ≤ α and since β is strictly
right-indecomposable and distinct from 1, we have β1+1 ≤ β. Hence α1 ∈ A. Claim
3. α0 is strictly right-indecomposable and distinct from 1. Indeed, if α0 = 1, then
α ≤ 1 + β′1 for some β′1 such that β′1 + 1 ≤ β. Since 1 + α ≤ α, we get α ≤ β′1 and
since β is strictly right-indecomposable, α + β ≤ β, that is γ ≤ β, which contradicts
our assumption. Next, suppose α0 = α′0 + α′′0 with α′′0 /= 0. Since α0 ∈ A there is
some β′ such that β′ + 1 ≤ β and α ≤ α0 × (1 + β′). Moreover, since α0 is minimal,
we may suppose that for some embedding ϕ0 ∶ α → α0 × (1 + β′) the projection
on α0 is surjective. Since α0 × (1 + β′) decomposes into an initial segment of type
α′0 × (1+β′) and a final segment of type α′′0 × (1+β′), then ϕ0 divides α into α′ and
α′′ in such a way that α′ ≤ α′0 × (1 + β′) and α′′ ≤ α′′0 × (1 + β′). Since α is strictly
right- indecomposable and α′′ /= 0 then α ≤ α′′, hence α′′0 ∈ A. From the minimality
of α0 follows α0 ≤ α′′0 , hence α0 is strictly right-indecomposable as claimed. From
this claim, the inequality α1 ∶= α′1 + 1 ≤ 1 + α0 implies α1 < α0. Since α1 ∈ A, this
contradicts the minimality of α0.
3.5.1. Proof of Property (p5). Let α be a countable scattered order type. Sup-
pose α ∈ K. From Corollary 3.2, α has decomposition into finitely indecomposables
order types, hence a canonical decomposition α = α0 +α1 + . . . +αn. From Lemma
3.13, αi ∈ K for all i ≤ n. Let i < n. If αi is not strictly left-indecomposable then it
is infinite and strictly right-indecomposable. Since the decomposition is canonical,
αi + αi+1 embeds neither into αi nor into αi+1. From Lemma 3.14, αi + αi+1 /∈ K.
This contradicts Lemma 3.13. Thus, α has the form given in Property (p5). Con-
versely, suppose α = α0 + α1 + . . . + αn with αi ∈ K, for all i ≤ n, αi strictly
left-indecomposable for i < n and αn indecomposable. If n = 0 then α = α0 ∈ K.
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If n > 0, suppose n minimal. Then αi /= 0 for all i < n, hence αi ≡ α′i + 1 and
α ≡ α′ = α′0 + 1 + α′1 + 1 + . . . + α′n−1 + 1 + αn. From Property (p2), α′ ∈ K. That is
α ∈ K.
4. The class P and a proof of Theorem 3.2
Define for each ordinal ξ the class Pξ, setting P0 ∶= {0,1}, Pξ ∶= ⋃{Pξ′ ∶ ξ′ < ξ}
if ξ is a limit ordinal, Pξ+1 equals to the set of order types γ which decompose into
elements of Pξ under one of the forms stated in (p2), (p3) and (p4) of the definition
of P (cf. Section 1). For an example, P1 = P0∪{2, ω, ω∗}, P2 = P1∪{3,4,1+ω∗,2+
ω∗, ω∗2, ω∗2 , ω∗n + ω,n + ω∗ω,ωω∗ + n with n < ω} ∪ {γ ∶ γ ≡ (ω∗ + ω)ω∗}. Since
P0 ⊆ P1 the sequence of Pξ is non decreasing and moreover P = Pω1 . Note that P
is not preserved under equimorphy (indeed ωω∗ω /∈ P while (ωω∗ + 1)ω ∈ P3). Let
γ ∈ P; the P-rank of γ, denoted rankP(γ), is the least ξ such that γ ∈ Pξ. This
notion of rank allows to prove properties of the elements of P by induction on their
rank, especially those given just below.
Claim 1
Let γ be a countable order type;
1.1) If γ ∈ P then δ ∈ P for every initial segment δ of γ;
1.2) γ ∈ P if and only if γ decomposes into a sum γ = γ0 + ⋅ ⋅ ⋅ + γn of members of
P, each γi (i < n) is strictly left-indecomposable and has a largest element, γn is
indecomposable;
1.3) Suppose γ ∈ Pξ+1 ∖ {0,1} (ξ < ω1). If γ is strictly right-indecomposable
then γ = Σn<ω(αn + 1) with αn + 1 ∈ Pξ; if γ is strictly left-indecomposable then
γ = Σ∗n<ωαn with αn ∈ Pξ, the αn’s forming a quasi-monotonic sequence.
Claim 2
The class of indecomposable members of P is the smallest class IndP of order types
such that:
2.1) 0,1 ∈ IndP;
2.2) If (αn)n<ω is a quasi-monotonic sequence of elements of IndP then Σ∗n<ωαn ∈
IndP; if, moreover, each αn has a largest element then Σn<ωαn ∈ IndP.
From Claim 2 and the fact that every countable indivisible scattered order-type
is an ω-sum or an ω∗-sum of smaller indivisible order-types, we deduce:
Claim 3
If γ ∈ P then each maximal indivisible order-type which embeds into γ is equimor-
phic to some element of P.
Lemma 3.15. Let α be a countable, scattered and indecomposable, order type.(i) The set of β ∈ P which embed into α has a largest element (up to equimorphy)
which we denote P(α);(ii) If α ≡ Σ∗n<ωαn with each αn indecomposable and verifying 0 < αn < α then
P(α) ≡ Σ∗n<ωP(αn).(iii) If α ≡ Σλ<µαλ where µ is an indecomposable ordinal, each αλ is strictly left-
indecomposable and verifies 0 < αλ < α then P(αλ) < P(α) for each λ < µ .
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Moreover, there is a sequence λ0 < λ1 < . . . < λn < . . . such that Sup{λn ∶ n < ω} =
µ and P(α) ≡ Σn<ωP(αλn).
Proof. (i) We may suppose α /= 0,1.
Case1 α is strictly right-indecomposable. Let A ∶= {γ ∈ P ∶ γ ≤ α, γ = β + 1
for some β}. This set contains a countable subset X wich is cofinal (cf. (iv)
of Theorem 3.3 in Section 2). Let β0 + 1, β1 + 1 . . . βn + 1, . . . an enumeration
of the elements of X , with possible repetitions, wich is quasi-monotonic and let
β ∶= β0 + 1 + β1 + 1 + ⋅ ⋅ ⋅ + βn + 1 + . . . . Since P satisfies property (p3), we have
β ∈ P. Since α is strictly right-indecomposable, we have β ≤ α. Let γ ∈ P with
γ ≤ α. Then, according to Claim 1.2, γ is a sum γ0 + γ1 + ⋅ ⋅ ⋅ + γn with γi strictly
left-indecomposable with a largest element for i < n, γn indecomposable and all
γi ∈ P. If γn is strictly left-indecomposable then, since from Claim 1.1 every initial
segment belongs to P, γ embeds into a finite sum of elements of A, while if γn is
strictly right-indecomposable then, according to Claim 1.3, it is an ω-sum of ele-
ments ofA, hence γ too. SinceX is cofinal and the enumeration is quasi-monotonic
then γ ≤ β. Thus, up-to equimorphy, β is the largest element of P∩ ↓ α.
Case2 α is strictly left-indecomposable. We consider the set B ∶= {γ ∈ P ∶ γ ≤ α, γ =
1 + β} and we proceed as in Case 1.(ii) Suppose α ≡ ∑∗n<ω αn with each αn indecomposable and 0 < αn < α. Since
α is indecomposable and 0 < α0 < α, then α is strictly left-indecomposable. Since
the αn are indecomposable and are distinct from 0 they form a quasi-monotonic
sequence. But then, the sequence of the P(αn) is quasi-monotonic too. Hence
γ ∶= ∑∗n<ω P(αn) is indecomposable and belongs to P, thus γ ≤ P(α). According
to the proof of (i) above, P(α) is of the form ∑∗n<ω(1 + βn) with 1 + βn ∈ P∩ ↓ α.
Let 1 + β ∈ P∩ ↓ α; according to Claim 1.2, we may write 1 + β = 1 + γ1 + ⋅ ⋅ ⋅ + γm
with each γi indecomposable belonging to P. Each γi embeds into some αn, hence
into P(αn). Because of the quasi-monotony of the sequence of the P(αn) it follows
1 + β ≤ ∑∗n<ω P(αn) ∶= γ. Since γ is strictly left-indecomposable, this inequality
applied to each 1 + βn leads to P(α) ≤ γ. Finally, P(α) ≡ ∑∗n<ω P(αn).(iii) Suppose α = ∑λ<µαλ with each αλ strictly left-indecomposable verifying
0 < αλ < α. From (ii) above, if β is a strictly left-indecomposable order type
then P(β) too; moreover, from Claim 1.1, we may suppose that P(β) has a largest
element. Hence, for every increasing sequence λ0 < λ1 < ⋅ ⋅ ⋅ < λn < . . . of members
of µ, we have ∑n<ω P(αλn) ∈ P∩ ↓ α proving ∑n<ω P(αλn) ≤ P(α). Since α is in-
decomposable and 0 < α0 < α, then α is strictly right-indecomposable. According
to the construction given in (i) above, P(α) is also strictly right-indecomposable
and, in fact, is a sum ∑n<ω(βn + 1) with βn + 1 ∈ P. From Claim 1.2 each of these
βn + 1 is a finite sum of strictly left-indecomposable members of P, hence P(α) is
a sum ∑n<ω γn with γn strictly left-indecomposable and belonging to P. Each γn
embeds into some αλ; indeed, since γn ≤ α, let µ′, µ′ ≤ µ, be the least ordinal such
that γn ≤ ∑λ<µ′ αλ. Since γn is strictly left-indecomposable then µ′ ∶= µ′′ + 1 and
then for the same reason γn ≤ αµ′′ . In fact, since α is strictly right-indecomposable,
γn embeds into cofinaly many αλ’s, hence into cofinaly many P(αλ)’s. We can then
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find a cofinal sequence sequence λ0 < λ1 < . . . < λn < . . . such that γn ≤ P(αλn),
proving P(α) ≤ Σn<ωP(αλn). Finally, we have P(α) ≡ Σn<ωP(αλn), as claimed.
Proposition 3.2. For each countable scattered indecomposable order type α
there is a distributive lattice Tα with 0 such that:
1) Tα contains no infinite independent set;
2) Each indivisible chain that embeds into Tα embeds into P(α);
3) I(α) embeds into J(Tα).
Thus if α is indivisible and if P(α) < α then Tα reveals that α /∈ K. This proves
Theorem 3.2.
Proof. To each countable scattered indecomposable order-type α we associate an
ordered set Pα, with a largest element if α is strictly left-indecomposable, such that:
1′) Pα has no infinite antichain;
2′) I<ω(Pα) is a distributive lattice and every indivisible chain which embeds into
I<ω(Pα) embeds into P(α);
3′) the order on Pα extends to a linear order ≤α such that the chain Pα ∶= (Pα,≤α)
embeds α.
Let Tα ∶= I<ω(Pα). Then Tα satisfies conditions 1), 2) and 3). Indeed, J(Tα) =
J(I<ω(Pα)) ≅ I(Pα). Since Pα has no infinite antichain, I(Pα) does not embed
P(ω) (Proposition 3.1), hence, as it results from Theorem 3.4, Tα has no infinite
independent set, proving that 1) holds. Condition 2) is just Condition 2′) in this
case. Now, since α ≤ Pα it follows that I(α) ≤ I(Pα) ≤ I(Pα) ≅ J(Tα), hence 3)
holds.
Since the class of countable order-types is well-quasi-ordered, we may construct
the Pα’s by induction. Starting with α = 1 we put P1 ∶= 1. Next, we distinguish the
following cases:
Case 1: α strictly left-indecomposable. In this case α ≡ ∑∗n<ω αn where the αn’s
form a quasi-monotonic sequence of indecomposable order types ((ii) of Corollary
3.2). We put Pα ∶= (∑∗n<ω Pαn)+1. Conditions 1′) and 3′) are trivially satisfied. For
2′) observe that from (ii) of Lemma 3.15 we have P(α) ≡ ∑∗n<ω P(αn).
Case2: α strictly right-indecomposable. From Lemma 3.2, α writes∑λ<µαλ where
µ is an indecomposable ordinal, each αλ is strictly left-indecomposable and verifies
αλ < α. If µ = ω we put Pα ∶= ∑n<ω Pαn . In full generality, let Q be the set of
integers ordered by the intersection of the natural order ≤ω on ω, and the order ≤µ
of type µ, the order ≤µ been chosen such that 0 is the least element of Q. We put
Pα ∶= ∑λ∈QPαλ . Since the order ofQ is the intersection of two well-orders,Q has no
infinite antichain. Since the Pαλ’s have no infinite antichain, the sum∑λ∈QPαλ also.
Hence 1′) holds. By construction, the natural order on µ is a linear extension of Q,
thus the chain Q ∶= (Q,≤µ) embeds µ. From the inductive hypothesis, each Pαλ
extends to a chain Pαλ which embeds αλ. Hence α ∶= ∑λ<µαλ ≤ Pα ∶= ∑λ∈QPαλ
and 3′) holds . It remains to prove that 2′) holds. First, I<ω(Pα) is a lattice. It
suffices to check that if x, y ∈ Pα then the initial segment Z ∶=↓ x∩ ↓ y is finitely
generated. With no loss of generality, we may suppose that the Pαλ’s are pairwise
disjoint and that Pα is the union of them. If x and y are in the same Pαλ then
Z =↓ (Z ∩Pαλ) ∪Rλ where Rλ ∶= ∪{Pαλ′ ∶ λ′ < λ}. From the inductive hypothesis,
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Z ∩Pαλ is a finitely generated initial segment of Pαλ , moreover, since each Pαλ′ has
a largest element 1αλ′ and {λ′ ∈ Q ∶ λ′ < λ} is finite, then Rλ is finitely generated,
hence Z too. If x ∈ Pαλ′ , y ∈ Pαλ′′ with λ′ /= λ′′, then Z = ∪{Pαν ∶ ν ∈↓ λ′∩ ↓
λ′′}. Since each Pαν has a largest element 1αν and ↓ λ′∩ ↓ λ′′ is finite, then Z is
finitely generated. Next, each indivisible chain C contained into I<ω(Pα) embeds
into P(α). To see this, associate to each Z ∈ I<ω(Pα) the set p(Z) ∶= {λ ∈ Q ∶
Z ∩ Pαλ /= ∅} and observe that this set is an initial segment of Q, hence is finite.
Let C be a chain contained into I<ω(Pα). The set L formed by the p(Z) for Z ∈ C
is a chain of I<ω(Q). Hence, either L is finite or has type ω. For each F ∈ L put
CF = {Z ∈ C ∶ p(Z) = F}. Each CF is an interval of C and C is the sum ∑F ∈LCF .
As a chain, CF embeds into the direct product Πλ∈MaxF I<ω(Pαλ) = Πλ∈MaxFTαλ .
Let γ be an indivisible chain embedding into C. If γ embeds into one of the CF
then it embeds into Πλ∈MaxFTαλ hence into one of the Tαλ (cf. Lemma 3.5). From
the inductive hypothesis, it embeds into P(αλ) hence into P(α). If not, L has type
ω and we can write γ = ∑n<ω γn with γn indivisible embedding into some CFn . We
obtain γ ≤ ∑n<ω P(αλn) ≤ P(α).

CHAPTER 4
Infinite independent sets in distributive lattices
We show that a poset P contains a subset isomorphic to [κ]<ω if and only if
the poset J(P ) consisting of ideals of P contains a subset isomorphic to P(κ), the
power set of κ. If P is a join-semilattice this amounts to the fact that P contains
an independent set of size κ. We show that if κ ∶= ω and P is a distributive lattice,
then this amounts to the fact that P contains either I<ω(Γ) or I<ω(∆) as sublattices,
where Γ and ∆ are two special meet-semilattices already considered by J.D.Lawson,
M.Mislove and H.A.Priestley.
1. Presentation of the results
Let P be a poset . An ideal of P is a non-empty up-directed initial segment
of P . The set J(P ) of ideals of P , ordered by inclusion, is an interesting poset
associated with P . And there are several results about their relationship, eg [11, 34].
If P ∶= [κ]<ω, the set, ordered by inclusion, consisting of finite subsets of κ, then
the poset J([κ]<ω) is isomorphic to P(κ), the set, ordered by inclusion, consisting
of arbitrary subsets of κ. We prove:
Theorem 4.1. A poset P contains a subset isomorphic to [κ]<ω if and only if
J(P ) contains a subset isomorphic to P(κ) .
If P is a join-semilattice , then such containments amount to the existence of an
independent set of size κ; a subset X of P being independent if x /≤ ⋁F for every
x ∈X and every non-empty finite subset F of X ∖{x}. The notion of independence
is better understood in terms of closure operators . Let us recall that if ϕ is a closure
operator on a set E, a subset X is independent if x ∉ ϕ(X ∖ {x}) for every x ∈ X .
Also, if ϕ is algebraic then: a) Fϕ, the set of closed sets , is an algebraic lattice ,
b) F<ωϕ , the set of its compact elements , is a join-semilattice with 0 and c) Fϕ is
isomorphic to J(F<ωϕ ).
A basic relationship between closure operators and independent sets is this.
Theorem 4.2. Let ϕ be a closure operator on a set E. The following properties
are equivalent:(i) E contains an independent set of size κ;(ii) Fϕ contains a subset isomorphic to P(κ);
If ϕ is algebraic, these two properties are equivalent to:(iii) F<ωϕ contains a subset isomorphic to [κ]<ω.
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FIGURE 4.1. ∆
The proof is almost immediate and we will not give it. Via the existence of an
independent set, it shows that the order containment and the semilattice containment
of [κ]<ω are equivalent, and that the same holds for P(κ).
If P is a join-semilattice with 0, then J(P ) is the lattice of closed sets of an algebraic
closure operator on P whose independent sets are those defined above in semilattice
terms. In this case, Theorem 4.1 follows immediately from Theorem 4.2.
In the case of distributive lattices , the order (or join-subsemilattice) containment
of [ω]<ω can be replaced by some lattice containment. Given a poset P , let I<ω(P )
be the set of finitely generated initial segments of P . Let ∆ ∶= {(i, j) ∶ i < j ≤ ω}
ordered so that (i, j) ≤ (i′, j′) if and only if either j ≤ i′ or i = i′ and j ≤ j′. Let
Γ ∶= {(i, j) ∈ ∆ ∶ j = i+ 1 or j = ω} equipped with the induced ordering. The posets
∆ and Γ are two well-founded meet-semilattices whose maximal elements form an
infinite antichain . The posets I<ω(∆) and I<ω(Γ) are two well-founded distributive
lattices containing a subset isomorphic to [ω]<ω.
Theorem 4.3. Let T be a distributive lattice. The following properties are
equivalent:(i) T contains a subset isomorphic to [ω]<ω;(ii) The lattice [ω]<ω is a quotient of some sublattice of T ;(iii) T contains a sublattice isomorphic to I<ω(Γ) or to I<ω(∆).
Corollary 4.1. Let T be a distributive lattice. If T contains a subset isomorphic
to [ω]<ω then it contains a well-founded sublattice T ′ with the same property.
One of the main ingredient in our proof of Theorem 4.3 is Ramsey’s theorem
[37] applied as in [11]. The posets ∆ (with a top element added) and Γ have been
considered previously in [23] and [24]. The poset δ obtained from ∆ by leaving out
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the maximal elements was also considered by E. Corominas in 1970 as a variant of
an example built by R. Rado [36].The results presented here are contained in part in
Chapter 1 of the doctoral thesis of the first author presented before the University
Claude-Bernard (Lyon1) december 18th, 1992 [6], and announced in [7].
2. Initial segments, ideals and a proof of Theorem 4.1
Our definitions and notations are standard and agree with [15] except on minor
points that we will mention. Let P and Q be two posets. A map f ∶ P → Q is
order-preserving if x ≤ y in P implies f(x) ≤ f(y) in Q; this is an embedding if
the converse also holds; this is an order-isomorphism if in addition f is onto. We
say that P and Q are isomorphic , or have the same order-type , in notation P ≅ Q,
if there is an order-isomorphism from P onto Q. We also say that P embeds into Q
if there is an embedding from P into Q, a fact we denote P ≤ Q. We denote ω the
order-type of N, the set of natural integers, ω∗ the order-type of the set of negative
integers. Let P be a join-semilattice with a 0, an element x ∈ P is join-irreducible
if it is distinct from 0, and if x = a∨ b implies x = a or x = b (this is slight difference
with [15]).
If P is a poset, a subset I of P is an initial segment of P if x ∈ P , y ∈ I and x ≤ y
imply x ∈ I . If A is a subset of P , then ↓ A ∶= {x ∈ P ∶ x ≤ y for some y ∈ A}
denotes the least initial segment containing A. If I ∶=↓ A we say that I is generated
by A or A is cofinal in I . If A ∶= {a} then I is a principal initial segment and
we write ↓ a instead of ↓ {a}. The poset P is ↓-closed , if the intersection of two
principal initial segments of P is a finite union, possibly empty, of principal initial
segments. A final segment of P is any initial segment of P ∗, the dual of P . We
denote by ↑ A the final segment generated by A. If A ∶= {a} we write ↑ a instead
of ↑ {a}. The poset P is ↑-closed if its dual P ∗ is ↓-closed. A subset I of P is
up-directed if every pair of elements of I has a common upper-bound in I . An ideal
is a non-empty up-directed initial segment of P (in some other texts, the empty set
is an ideal). We denote I(P ) , resp. I<ω(P ), resp. J(P ), the set of initial segments,
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resp. finitely generated initial segments, resp. ideals of P ordered by inclusion and
we set J∗(P ) ∶= J(P ) ∪ {∅}, I0(P ) ∶= I<ω(P ) ∖ {∅}. We note that I<ω(P ) is
the set of compact elements of I(P ), in particular J(I<ω(P )) ≅ I(P ). Moreover
I<ω(P ) is a lattice, and in fact a distributive lattice, if and only if P is ↓-closed.
We also note that J(P ) is the set of join-irreducible elements of I(P ); moreover,
I<ω(J(P )) ≅ I(P ) whenever P has no infinite antichain.
Lemma 4.1. Let P,Q be two posets. a) If P ≤ Q then J(P ) ≤ J(Q); the
converse holds if Q is a chain. b) If P and Q are join-semilattices (resp. meet-
semilattices ), and if P embeds into Q by a join-preserving (resp. meet-preserving )
map then there is an embedding from J(P ) into J(Q) by a map preserving arbitrary
joins (resp. arbitrary meets).
Proof. Let f be an order-preserving map from P into Q. The map ψf ∶ J(P ) →
J(Q) defined by ψf(I) ∶=↓f[I] (where f[I] ∶= {f(x) ∶ x ∈ I}) preserves suprema
of up-directed subsets. This is an embedding provided that f is an embedding.
Conversely, suppose J(P ) ≤ J(Q); if Q is a chain, then I(P ) ≅ 1 + J(P ) ≤
1 + J(Q) ≅ I(Q); let f be an embedding from I(P ) into I(Q). For x ∈ P , choose
g(x) in f(↓x) ∖ f({y ∶ y < x}). The map g is an embedding from P into Q. This
proves a). It is easy to check that the map ψf satisfies the properties stated in b).
Proposition 4.1. Let K be a poset such that for every x ∈K the initial segment↓x is finite and the initial segment K∖ ↑ x is a finite union of ideals. For every poset
P , the following properties are equivalent:(i) K ≤ P ;(ii) J(K) ≤ J(P ).
Proof. (i)⇒ (ii) Lemma 4.1.(ii)⇒ (i) Let f be a map from J(K) into J(P ). For x ∈ K, put F (x) ∶= {f(J) ∶
x /∈ J ∈ J(K)} and R(x) ∶= ⋃F (x) and C(x) ∶= f(↓x) ∖ R(x).
Claim C(x) is non-empty.
Indeed, if x is the least element of K then R(x) is empty, hence C(x) = f(↓x)
which is non-empty. If x is not the least element of K then K∖ ↑ x is non-empty,
hence, from our hypothesis on K, is the union J1 ∪ J2 ∪ ⋅ ⋅ ⋅ ∪ Jnx of a non-empty
family of ideals. Since the ideals of P are the join-irreducible members of the
distributive lattice I(P ), it follows first that R(x) = f(J1) ∪ f(J2) ∪ ⋅ ⋅ ⋅ ∪ f(Jnx)
(indeed, if f(J) ⊆ R(x) then J ⊆ Jni for some i). With this, it follows next that
C(x) is non-empty (otherwise, from f(↓x) ⊆ R(x) we would have f(↓x) ⊆ f(Jni),
hence x ∈ Jni , for some i, which is impossible) and our claim is proved.
Let g ∶ K → P be such that g(x) ∈ C(x) for every x ∈ K. Clearly x′ /≤ x′′
implies g(x′) /≤ g(x′′). Indeed, if x′ /≤ x′′ then x′ /∈↓x′′, hence C(x′) ∩ f(↓x′′) = ∅.
This, added to the fact that g(x′) ∈ C(x′), g(x′′) ∈ f(↓x′′) and f(↓x′′) is an initial
segment, gives g(x′) /≤ g(x′′). Hence, if such a g is order-preserving then this is an
embedding. We define such an order-preserving map g by induction on the size of
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is defined for all y, y < x, then we have g(y) ∈ f(↓y) ⊆ f(↓x), hence g(y) ∈ f(↓x).
The set {g(y) ∶ y < x} is finite, hence, it has an upper-bound z in f(↓x). Select
g(x) in C(x)∩ ↑z.
Hypotheses of this proposition are satisfied if K ∶= [κ]<ω. Since in this case
J(K) ≅ P(κ), we obtain Theorem 4.1.
These hypotheses are also satisfied by many other posets. This is the case of join-
semilattices which embed into some [κ]<ω as join-subsemilattices. It is not difficult
to see that a join-semilattice K has this property if and only if for every x ∈ K, the
set J(P )△¬x of completely meet-irreducible members of J(P ) which do not contain
x is finite (see [9]). An interesting example is δ ( note that the map ϕ from δ into[ω]<ω defined by ϕ(i, j) ∶= {0, . . . , j − 1} ∖ {i} is join-preserving). Posets of the
form K ∶= I<ω(Q), where Q embeds into [κ]<ω, also embed into [κ]<ω as join-
semilattices. Evidently, it is only needed to consider those not embedding [κ]<ω as
a join-semilattice, this amounting to the fact that Q contains no infinite antichain
(cf. Section 3, Corollary 4.2). A simple minded example is K ∶= ω × ⋅ ⋅ ⋅ × ω, the
direct product of finitely many copies of ω (obtained withQ ∶= ω⊕⋅ ⋅ ⋅⊕ω, the direct
sum of the same number of copies of ω).
The sierpinskization technique leads to examples of join-semilattices satisfying
the hypotheses of Proposition 4.1, but which do not embed into [ω]<ω as join-
subsemilattices. A sierpinskization of a countable order-type α with ω is a poset
Sα made of a set E and an order E on E which is the intersection of two linear
orders A and N on E such that the chains A ∶= (E,A) and N ∶= (E,N ) have types
α and ω respectively. Clearly, every principal initial segment of Sα is finite. More
importantly, non-principal ideals of Sα form a chain: in fact, a subset I of E is a
non-principal ideal of Sα if and only if I is a non-principal ideal of the chain A.
Also, if K is a sierpinskization of α and ω then for every x ∈K, the initial segment
K∖ ↑ x is a finite union of ideals if and only if no interval of α has order-type ω∗
(cf [9]).
From this, Proposition 4.1 applies to any sierpinskisation of ωα with ω. As
shown in [34], those given by a bijective map ψ ∶ ωα → ω which is order-preserving
on each component ω ⋅ {i} of ωα are all embeddable in each other, and for this
reason denoted by the same symbol Ω(α); moreover, Ω(α) embeds into Ω(β) if
and only if α embeds into β. Consequently, the sierpinskization technique allows to
construct as many countable posets K satisfying the hypotheses of Proposition 4.1
as there are countable order-types. A bit more is true. Among the representatives of
Ω(α), some are semilattices (and among them, subsemilattices of the direct product
ω × α). Except for α = ω, the representatives of Ω(α) which are join-semilattices
never embed into [ω]<ω as join-semilattices (whereas they embed as posets) [9].
The posets Ω(α) and I<ω(Ω(α)) do not embed in each other as join-semilattices.
They provide two examples of a join-semilattice P such that P contains no chain of
type α and J(P ) contains a chain of type J(α). However, note that if α embeds ω∗
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then I<ω(Ω(α)) reduces to [ω]<ω (they embed in each other as join-semilattices).
Are they substantially different examples? (see [9] for more).
3. Distributive lattices containing an infinite independent set: proof of
Theorem 4.3
A poset P is well-founded if every non-empty subset has a minimal element; it
is well-quasi-ordered (w.q.o. in brief) if it is well-founded with no infinite antichain.
Let us recall the Higman’s characterization of w.q.o. sets [17].
Theorem 4.4. Let P be a poset. The following properties are equivalent:(i) P is well-quasi-ordered;(ii) For every infinite sequence (xn)n<ω of elements of P , some infinite subsequence
is non-decreasing;(iii) For every infinite sequence (xn)n<ω of elements of P , there are n < m such
that xn ≤ xm;(iv) Every final segment of P is finitely generated;(v) The set I(P ) of initial segments of P , ordered by inclusion, is well-founded.
The following lemma provides an alternative version of the minimal bad-sequence
technique invented by C. St J. A. Nash-Williams [29].
Lemma 4.2. Let P be a well-founded poset. If P contains an infinite antichain
then it contains some infinite antichain A such that:
1) for every x ∈ P either x ≥ y for some y ∈ A or x < y for all y ∈ A but finitely
many;
2) P∖ ↑ A is w.q.o.
Proof. Since P is well-founded, every final segment of P is generated by its
minimal elements. Let F be the set of non-finitely generated final segments of
P . If X is an infinite antichain of P then ↑X ∈ F ; moreover F is closed by
union of chains. Hence F , ordered by inclusion, is inductive. According to Zorn’s
lemma, it has some maximal element F . We claim that A ∶= Min(F ) satisfies 1)
and 2). Indeed, let first x ∈ P . Set F ′ ∶= F∪ ↑x. Since F ′ is a final segment
containing F then either F ′ = F or F ′ is finitely generated. In the first case x ≥ y
for some y ∈ A whereas in the latter case x < y for all y ∈ A but finitely many, since
Min(F ′) = {x}∪(A∖ ↑x). This proves that 1) holds. Next, letG be a final segment
of P∖ ↑A. Then G∪ ↑A is a final segment of P . Since ↑A = F , this final segment
strictly contains F if G is non-empty, hence it is finitely generated; this implies that
G is finitely generated. According to (iv) of Theorem 4.4, P∖ ↑A is w.q.o.
Lemma 4.3. If P is ↑-closed and A is an infinite antichain satisfying condition
1) of Lemma 4.2 and distinct from Min(P ) then P∖ ↑A is an ideal; in particular,
if P is a join-semilattice then all members of A are join-irreducible.
Proof. Since A /=Min(P ) then P∖ ↑A is non-empty. Let x, y ∈ P∖ ↑A. Condition
1) insures that A ∖ (↑x∩ ↑y) is finite. Hence ↑x∩ ↑y is infinite and since P is
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infinite. Since z ∈ F , we have x, y ≤ z and since ↑z ∩ A is infinite z < a for some
a ∈ A, hence z ∈ P∖ ↑A, proving that P∖ ↑A is up-directed.
If P is a join-semilattice, it is ↑-closed, hence P∖ ↑A is an ideal. In this case
x ∨ y ∈ P∖ ↑A whenever x, y ∈ P∖ ↑A. Hence if a ∈ A and a = x ∨ y then x < a and
y < a are impossible.
Let us recall a basic property of join-irreducibles in a distributive lattices.
Lemma 4.4. Let T be a distributive lattice and x ∈ T with x distinct from the
least element of T if any. The following properties are equivalent:(i) x is join-irreducible;(ii) If a, b ∈ T and x ≤ a ∨ b then x ≤ a or x ≤ b;(iii) For every integer k and every a1, . . . , ak ∈ T if x ≤ a1 ∨ ⋅ ⋅ ⋅ ∨ ak then x ≤ ai for
some i, 1 ≤ i ≤ k.
Corollary 4.2. A well-founded distributive lattice T contains no subset isomor-
phic to [ω]<ω if and only if it contains no infinite antichain.
Proof. If T contains an infinite antichain then, since T is well-founded, Lemmas
4.2 and 4.3 apply, hence the set T ∨ of join-irreducible elements of T contains an
infinite antichain. From Lemma 4.4, this antichain is in fact an independent subset
of T ; according to Theorem 4.2, T contains a subset isomorphic to [ω]<ω. The con-
verse is obvious.
In the sequel we describe typical well-founded meet-semilattices containing in-
finite antichains.
Lemma 4.5. Let P be a meet-semilattice and f ∶ ∆ → P be a map satisfying
f(i, j) = f(i, ω) ∧ f(j, ω) for all i < j < ω .Then the following properties are
equivalent:
(i) f is meet-preserving;
(ii) f is order-preserving;
(iii) f(i, j) ≤ f(k,ω) for all i < j < k < ω;
(iv) f(i, j) ≤ f(j, k) for all i < j < k < ω;
(v) f(i, j) ≤ f(i, k) for all i < j < k < ω;
(vi) f(i, j) = f(i, k) ∧ f(j, k) for all i < j < k < ω;
Moreover, if f satisfies these conditions, then f is one-to-one if and only if it satisfies
conditions a) f(i, j) < f(j, k) and b) f(i, j) < f(i, k) for all i < j < k < ω.
Proof.(i)⇒ (ii) Evident.(ii) ⇒ (iii) In ∆ we have (i, j) ≤ (k,ω) for all i < j < k < ω; if f is order-
preserving, then this inequality is preserved.(iii)⇐⇒ (iv)⇐⇒ (v)⇐⇒ (vi) Since f(i′, j′) = f(i′, ω)∧f(j′, ω) for all i′ < j′ <
ω, we have f(i, j)∧f(i, k) = f(i, j)∧f(k,ω) = f(i, j)∧f(j, k) = f(i, k)∧f(j, k)
for all i < j < k < ω. The three equivalences follow. (iii)⇒ (ii) Let x ∶= (i, j) and
x′ ∶= (i′, j′) in ∆ such that x < x′.
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Case 1 i = i′ and j < j′. From the definition of f we have f(i, j) = f(i, ω)∧f(j, ω),
hence if j′ = ω then f(x) ≤ f(x′) . If j′ < ω, then from (v), we have also f(x) =
f(i, j) ≤ f(i, j′) = f(x′).
Case 2 j ≤ i′. Suppose j′ = ω. If j < i′ then from (iii) f(x) = f(i, j) ≤ f(i′, ω) =
f(x′); if j = i′ then from the definition of f(x) we have f(x) = f(i, j) ≤ f(j, ω) =
f(x′). Suppose j′ < ω. From (iv) we have f(x) = f(i, j) ≤ f(j, i′) ≤ f(i′, j′) =
f(x′) if j < i′ or f(x) = f(i, j) ≤ f(j, j′) = f(i′, j′) = f(x′) if j = i′.(ii) ⇒ (i) We have to check that f(x ∧ x′) = f(x) ∧ f(x′) for all pairs x ∶=(i, j) , x′ ∶= (i′, j′) in ∆. Since f is order-preserving, we only need to consider
incomparable pairs. Let x ∶= (i, j) , x′ ∶= (i′, j′) be such a pair. We have i /= i′. We
may suppose i < i′; in this case, since x and x′ are incomparable we have i′ < j,
hence x ∧ x′ = (i, i′).
If we suppose j < ω and j′ < ω we have f(x)∧f(x′) = f(i, j)∧f(i′, j′) = f(i, ω)∧
f(j, ω)∧f(i′, ω)∧f(j′, ω) = f(i, i′)∧f(j, ω)∧f(j′, ω) = f(i, i′) = f(x∧x′) since(i, i′) ≤ (j, ω) ∧ (j′, ω) and f is order-preserving.
If j < ω and j′ = ω we have similarly f(x) ∧ f(x′) = f(i, j) ∧ f(i′, ω) = f(i, ω) ∧
f(j, ω) ∧ f(i′, ω) = f(i, i′) ∧ f(j, ω) = f(i, i′) = f(x ∧ x′). If j = ω and j′ < ω we
have f(x) ∧ f(x′) = f(i, ω) ∧ f(i′, j′) = f(i, ω) ∧ f(i′, ω) ∧ f(j′, ω) = f(i, i′) ∧
f(j′, ω) = f(i, i′) = f(x ∧ x′). If j = j′ = ω we have f(x) ∧ f(x′) = f(i, ω) ∧
f(i′, ω) = f(i, i′) = f(x ∧ x′).
Suppose that f satisfies conditions (i) − (vi). If f is one-to-one then from (ii)
applied to (i, j) < (j, k) and (i, j) < (i, k), we get f(i, j) < f(j, k) and f(i, j) <
f(i, k) as required. Suppose that f is not one-to-one. Let x ∶= (i, j) and x′ ∶= (i′, j′)
be two distinct elements in ∆ such that f(x) = f(x′).
Case 1 x and x′ are comparable. We may suppose x < x′. Subcase 1.1 i = i′
and j < j′. Since f is order-preserving f(i, j) = f(i, j + 1) and condition b) is
violated. Subcase 1.2 j ≤ i′. Since in this case (i, j) ≤ (j, j + 1) ≤ (i′, j′) we have
f(i, j) = f(j, j + 1) and condition a) is violated.
Case 2 x and x′ are incomparable. We may suppose i < i′ < j. Since f is meet-
preserving, we have f(i, j) =∶ f(x) = f(x′) = f(x) ∧ f(x′) = f(x ∧ x′) = f(i, i′) ,
hence f(i, i′) = f(i, i′ + 1) and condition b) is violated.
Let V be the meet-semilattice made of a countable antichain and a least element
added (formally V ∶= {X ⊆ ω ∶ ∣X ∣ < 2} ordered by inclusion).
Lemma 4.6. Let P be a meet-semilattice. If P contains an infinite antichain A
such that the set P<(A) ∶= {x ∈ P ∶ x < a for some a ∈ A} is well-quasi-ordered,
then there is an infinite subset A′ of A such that the meet-subsemilattice P ′ of P
generated by A′ is either isomorphic to ∆, to Γ or to V .
Proof. Let {xn ∶ n < ω} be a countable subset of A. Consider the partition of[N]3 = {(i, j, k) ∶ i < j < k < ω} into the following parts:
R1 ∶= {(i, j, k) ∈ [N]3 ∶ xi ∧ xj incomparable to xi ∧ xk};
R2 ∶= {(i, j, k) ∈ [N]3 ∶ xi ∧ xj > xi ∧ xk};
R3 ∶= {(i, j, k) ∈ [N]3 ∶ xi ∧ xj < xi ∧ xk};
R4 ∶= {(i, j, k) ∈ [N]3 ∶ xi ∧ xj = xi ∧ xk = xj ∧ xk};
R5 ∶= {(i, j, k) ∈ [N]3 ∶ xi ∧ xj = xi ∧ xk < xj ∧ xk}.
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From Ramsey ’s theorem[37] there is an infinite subset H of N such that [H]3 ⊆ Ri
for some i ∈ {1,2,3,4,5}. Since P<(A) is well-quasi-ordered, [H]3 is neither
included in R1, nor in R2. In the remaining cases, we select an infinite subset H ′
of H and, setting A′ ∶= {xn ∶ n ∈ H ′}, we define a meet-preserving and one-to-one
map hH′ from ∆, Γ or V onto the meet-semilattice P ′ generated by A′ . In order
to do so, we denote by θK the unique order-isomorphism from N onto an infinite
subset K of N.
Case 1 [H]3 ⊆ R3. Let hH ∶ ∆ → P be defined by hH(x) ∶= xθH(i) if x ∶= (i, ω)
and hH(x) ∶= hH(i, ω) ∧ hH(j, ω) if x ∶= (i, j) with i < j < ω. The map hH
satisfies condition (v) of Lemma 4.5, hence, it is meet-preserving. It also satisfies
condition b) of Lemma 4.5 but it is not necessarily one-to-one. Let H ′ be the image
of 2N, the set of even integers, by θH , and let θH′ be the unique order-isomorphism
from N onto H ′. Like hH , the map hH′ ∶ ∆ → P is also meet-preserving and
satisfies condition b). It also satisfies condition a). Indeed, let i < j < k < ω. Since
θH′(n) = θH(2n) for every n < ω, we have hH′(i, j) = hH(2i,2j) ≤ hH(2j,2j+1) <
hH(2j,2k) = hH′(j, k). According to Lemma 4.5, hH′ is one-to-one.
Case 2 [H]3 ⊆ R4.
In this case we have xi ∧ xj = xi′ ∧ xj′ for every (i, j), (i′, j′) ∈ [H]2; we denote a
this common value. Let H ′ ∶= H , hH′ ∶ V → P defined by setting hH′(x) ∶= xθH′(i)
if x ∶= {i} and hH′(x) ∶= a if x ∶= ∅.
Case 3 [H]3 ⊆ R5.
Set H ′ ∶= H; let hH′ ∶ Γ → P be the map defined by setting hH′(x) ∶= xθH′(i) if
x ∶= (1, i) and hH′(x) ∶= xθH′(i) ∧ xθH′(j), where j is any element of H ′ such that
i < j, if x ∶= (0, i).
Lemma 4.7. Let P be a well-founded meet-semilattice. The image of P by a
meet-preserving map f is well-founded.
Proof. Let Y be a non-empty subset of f(P ), then the image by f of every minimal
element a in f−1(Y ) is minimal in Y . Indeed, let b ∈ Y with b ≤ f(a). We have
b = f(a′) for some a′ ∈ f−1(Y ). Since f is meet-preserving, we have b = f(a) ∧
f(a′) = f(a ∧ a′). As a first consequence, we get a ∧ a′ ∈ f−1(Y ) which, in turns,
gives a = a ∧ a′ since a is minimal in f−1(Y ). Next, we get b = f(a) proving the
minimality of f(a).
Theorem 4.5. Let P be a meet-semilattice. The following properties are equiv-
alent:(i) The meet-subsemilattice generated by some infinite antichain of P is well-
founded;(ii) The meet-subsemilattice Q generated by some infinite antichain A of P is such
that {x ∈ Q ∶ x < y for some y ∈ A} is well-quasi-ordered;(iii) P contains a meet-subsemilattice isomorphic to Γ or to ∆ or to V ;(iv) There is a meet-preserving map f ∶ ∆ → P whose image contains an infinite
antichain.
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Proof. (i)⇒ (ii) Lemma 4.2.(ii)⇒ (iii) Lemma 4.6.(iii) ⇒ (iv) Each of the meet-semilattices Γ and V is a quotient of ∆ by a meet-
preserving map. Indeed, define g ∶ ∆ → Γ by g(i, j) ∶= (1, i) if j = ω and g(i, j) ∶=(0, i) otherwise. Clearly g(i, ω) ∧ g(j, ω) = (1, i) ∧ (1, j) = (0, i) = g(i, j) for
all i < j < ω; hence, from Lemma 4.5 , g is meet-preserving. Similarly, define
h ∶ ∆ → V by h(i, j) ∶= {i} if j = ω and h(i, j) ∶= ∅ otherwise; the map h is
meet-preserving too.(iv)⇒ (i) Lemma 4.7.
Lemma 4.8. Let T be a distributive lattice containing an independent set L
with at least two elements. Let < L > be the sublattice of T generated by L. Then:(i) every a ∈ L is join-irreducible in < L >;(ii) the map ϕ from < L > into P(L) defined by ϕ(x) ∶= {a ∈ L ∶ a ≤ x} is a
lattice-homomorphism whose image is [L]<ω.
Proof. (i) Let a ∈ L. Since ∣L∣ ≥ 2, a is distinct from the least element of < L > (if
any). Let u, v ∈< L > such that a /≤ u and a /≤ v. Since < L > is distributive, we can
write u = u1∧u2∧⋅ ⋅ ⋅∧up and v = v1∧v2∧⋅ ⋅ ⋅∧vq, where every ui is the supremum of
a finite subset Ui of L and every vj is the supremum of a finite subset Vj of L. Since
a /≤ u, there is some ui such that a /≤ ui and similarly, since a /≤ v, there is some vj
such that a /≤ vj . Since ui = ⋁Ui then a ∉ Ui and, since vj = ⋁Vj , then a ∉ Vj . So
a ∉ Ui ∪ Vj . Since L is independent, it follows that a /≤ ⋁(Ui ∪ Vj) = ui ∨ vj . Since
u ∨ v ≤ ui ∨ vj then a /≤ u ∨ v proving that a is join-irreducible.(ii) As a map from < L > into P(L), ϕ is a lattice-homomorphism. Indeed, let
x, y ∈< L >. The equality ϕ(x ∧ y) = ϕ(x) ∩ ϕ(y) is clear. Let us check that the
equality ϕ(x∨ y) = ϕ(x)∪ϕ(y) holds. Obviously ϕ(x)∪ϕ(y) ⊆ ϕ(x∨ y). For the
reverse inclusion, let a ∈ ϕ(x ∨ y). From (i) a is join-irreducible in < L >, hence
a ≤ x or a ≤ y that is x ∈ ϕ(x)∪ϕ(y). Since ∣L∣ ≥ 2, [L]<ω is the sublattice of P(L)
generated by L′ ∶= {{a} ∶ a ∈ L}. Since ϕ is a lattice-homomorphism and L′ is the
image of L it follows that [L]<ω is the image of < L >.
Lemma 4.9. Let T be a lattice and ϕ be a lattice-homomorphism from T onto[ω]<ω. Then there is a meet-preserving map f from ∆ into T such that ϕof(i, ω) ={i} for every i < ω.
Proof. First, we define f(i, ω) for i < ω. Denote B0 ∶= {x ∈ T ∶ ϕ(x) = ∅} and
Ai ∶= {x ∈ T ∶ ϕ(x) = {i}} for i < ω. Since ϕ is onto, these sets are non-empty. Let
b0 ∈ B0, a0 ∈ A0 and a1 ∈ A1. Set f(0, ω) ∶= a0 ∨ b0 and f(1, ω) ∶= a1 ∨ b0. Since
ϕ is a lattice-homomorphism we have ϕ(f(i, ω)) = ϕ(ai) ∨ ϕ(b0) = {i} ∪ ∅ = {i}
for i = 0,1. Let k ≥ 2. Suppose f(i, ω) defined for i < k. Choose ak in Ak and set
bk ∶= ⋁{f(i, ω) ∧ f(j, ω) ∶ i < j < k}. Put f(k,ω) ∶= bk ∨ ak. We have ϕ(bk) = ∅,
and so ϕ(f(k,ω)) = ϕ(bk) ∨ ϕ(ak) = {k}. Finally, put f(i, j) ∶= f(i, ω) ∧ f(j, ω)
for all i < j < ω.
The map f satisfies condition (iii) of Lemma 4.5. Indeed, let i < j < k < ω, we
have f(i, j) ∶= f(i, ω) ∧ f(j, ω) ≤ bk ≤ bk ∨ ak =∶ f(k,ω), hence f(i, j) ≤ f(k,ω),
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as required. Hence, according to Lemma 4.5, f is meet-preserving.
Lemma 4.10. Let f ∶ P → T be a meet-preserving map from a meet-semilattice
P into a distributive lattice T .(i) The map f∨ from I0(P ) ∶= I<ω(P ) ∖ {∅} into T , defined by f∨(A) ∶= ⋁{f(a) ∶
a ∈ A}, is a lattice-homomorphism.(ii)f∨ is injective if and only if 1) f is injective and 2) for every x ∈ P , every finite
non-empty subset X of P , the equality f(x) = ⋁ f(X) implies x ∈X .
Proof. (i) Let A,B ∈ I0(P ). We have f∨(A ∪ B) = ⋁{f(c) ∶ c ∈ A ∪ B} =(⋁{f(a) ∶ a ∈ A}) ∨ (⋁{f(b) ∶ b ∈ B}) = f∨(A) ∨ f∨(B) , hence f∨ is join-
preserving. By definition f∨(A)∧f∨(B) = (⋁{f(a) ∶ a ∈ A})∧(⋁{f(b) ∶ b ∈ B}).
Since A and B are finitely generated, T is distributive and f is meet-preserving, we
have f∨(A) ∧ f∨(B) = ⋁{f(a) ∧ f(b) ∶ a ∈ A, b ∈ B} = ⋁{f(a ∧ b) ∶ a ∈ A, b ∈ B}.
Since A and B are initial segments of P then A ∩ B =↓{a ∧ b ∶ a ∈ A, b ∈ B}.
Hence, f∨(A) ∧ f∨(B) = ⋁{f(c) ∶ c ∈ A ∩ B} = f∨(A ∩ B), proving that f∨ is
meet-preserving.(ii) Let T ′ ∶= I0(P ) and let i ∶ P → T ′ be the map defined by i(x) =↓x. This map is
injective and maps P ′ ∶= P ∖Min(P ) on T ′∨, the set of join-irreducible elements
of T ′. Clearly f = f∨ ○ i. Hence, if f∨ is injective, then f too and Condition 1) is
satisfied. Moreover, the image by f∨ of T ′∨ is the set of join-irreducible elements
of the sublattice f∨(T ′). Hence, the image of P ′ by f is the set of join-irreducible
members of the sublattice f∨(T ′) . This amounts to Condition 2). Conversely, if
these two conditions are satisfied, then f(P ′) is equal to the set of join-irreducible
elements of f∨(T ′) and this insures that f∨ is a lattice-isomorphism from T ′ onto
f∨(T ′).
Corollary 4.3. If a meet-semilattice P embeds into a meet-semilattice Q as a
subsemilattice then I0(P ) embeds into I0(Q) as a sublattice.
Proof. Let g ∶ P → Q be a one-to-one meet-preserving map. Let T ∶= I0(Q) and
f ∶ P → T defined by f(x) ∶=↓g(x). Conditions 1) and 2) in (ii) of Lemma 4.10
are satisfied, hence f∨ ∶ I0(P )→ T is a one-to-one lattice-homomorphism.
Lemma 4.11. Let T be a distributive lattice. If the meet-subsemilattice of T
generated by a subset A of T is isomorphic to ∆, to Γ or to V , then the sublattice of
T generated by some infinite subset A′ of A is either isomorphic to I0(∆), to I0(Γ)
or to [ω]<ω.
Proof. Let P one of the meet-semilattices ∆, Γ or V , and f ∶ P → T be a one-to-
one meet-preserving map. According to (i) of Lemma 4.10, f extends to a lattice-
homomorphism f∨ ∶ I0(P ) → T . According to (ii) of Lemma 4.10, f∨ is one-to-
one if for every x ∈ P , every finite non-empty subset X of P , the equality f(x) =⋁ f(X) implies x ∈ X . This condition is satisfied if P is Γ or V (indeed in this
case, every x ∈ P ∖Min(P ) is completely join-irreducible, that is {y ∈ P ∶ y < x}
has a largest element). This is not necessarily the case if P ∶= ∆. In this case, set
g ∶ ∆ → ∆ defined by setting g(i, j) ∶= (2i, ω) if j = ω and g(i, j) ∶= (2i,2j) if
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j < ω and h ∶= f ○ g. Clearly g is a one-to-one meet-preserving map, hence h is a
one-to-one meet-preserving map from ∆ into T . Moreover h satisfies condition 2)
of (ii) of Lemma 4.10. Indeed, let x ∶= (i, j) ∈ ∆ and X be a finite subset of ∆
such that h(x) = ⋁h(X). Since h is an embedding, this entail that x = ⋁X in ∆.
If x ∉ X then i = Max{j′ ∶ (i′, j′) ∈ X} and j = i + 1 . Since f is an embedding,
we have h(i′, j′) = f(2i′,2j′) ≤ f(2i,2i + 1) < f(2i,2j) = h(x) for all (i′, j′) ∈ X ,
contradicting h(x) = ⋁h(X). This insures that h∨ is a one-to-one homomorphism
from I0(∆) into T , the image being generated by the subset A′ ∶= {h(i, ω) ∶ i < ω}.
Lemma 4.12. If P is Γ or ∆, the lattices I0(P ) and I<ω(P ) embed in each other
as sublattices. On an other hand, the lattices I<ω(Γ) and I<ω(∆) do not embed in
each other as sublattices.
Proof. If P is Γ or ∆ then 1 + P embeds into P by a meet-preserving map. From
Corollary 4.3, I0(1 + P ) embeds into I0(P ) as a sublattice. Since I<ω(P ) is iso-
morphic to I0(1 + P ) the desired conclusion follows.
As a poset I<ω(∆) does not embed into I<ω(Γ). Indeed, the chain ω + 1 embeds
into ∆ hence into I<ω(∆) whereas it does not embed into I<ω(Γ) since this poset
embeds into [ω]<ω, a poset which does not embed ω + 1. On an other hand, I<ω(Γ)
embeds into I<ω(∆) as a poset, but not as a sublattice. Indeed, in Γ the antichain{(i, ω) ∶ i < ω} is such that (i, ω)∧ (j, ω) = (i, ω)∧ (k,ω) for i < j < k < ω. Conse-
quently, if I<ω(Γ) was embeddable into I<ω(∆) as a sublattice then I<ω(∆) would
contain an antichain {Un ∶ n < ω} such that Ui ∩ Uj = Ui ∩ Uk for all i < j < k. But
this equality does not hold even for i = 0, j = 1 and all k. Otherwise, if u ∈ U0 ∖U1 ,
then u ∈ U0 ∖Uk, for all k, k > 1. Hence, I<ω(∆∖ ↑u) contains the infinite antichain{Uk ∶ 1 < k} from which it follows that u = (i, ω) for some i (indeed, if u ∶= (i, j)
with i < j < ω then , since ∆∖ ↑u is covered by finitely many chains, I<ω(∆∖ ↑u)
contains no infinite antichain). Let v ∶= (i′, j′) < u; then v ∈ U0 and, since j′ < ω,
the previous argument gives v ∈ U1. Since U1 is finitely generated, it contains some
element u1 above infinitely many elements below u. The structure of ∆ imposes
u1 = u which is impossible.
3.1. Proof of Theorem 4.3. (i) ⇒ (ii) Let L be an independent subset of T .
From Lemma 4.8, the sublattice < L > generated by L has [L]<ω as a quotient. To
conclude, choose L to be countable.(ii)⇒ (iii) If [ω]<ω is a quotient of some sublattice of T then, according to Lemma
4.9 there is a meet-preserving map from ∆ into T whose image contains an infinite
antichain. According to (iii) of Theorem 4.5, T contains either ∆, or Γ or V as a
meet-subsemilattice, hence, from Lemma 4.11 and Lemma 4.12, T contains either
I<ω(∆), I<ω(Γ) or [ω]<ω as a sublattice. Since [ω]<ω has a sublattice isomorphic to
I<ω(Γ) the conclusion follows.(iii) ⇒ (i) I<ω(Γ) and I<ω(∆) contain an infinite independent set (namely {↓(i, ω) ∶ i < ω}).
Notations, basic definitions and facts
Poset, qoset, chain:
If (P,≤) is a partially ordered set, shortly a poset, we will often just write P for(P,≤). We write x ≤ y for (x, y) ∈≤. A qoset is a quasi-ordered set and a linearly
ordered poset is a chain.
Initial segment, principal, I(P ), I<ω(P ), I0(P ), ↓ A:
A subset I of P is an initial segment if x ≤ y and y ∈ I imply x ∈ I . We denote by
I(P ) the set of initial segments of P ordered by inclusion. Let A be a subset of P ,
then: ↓ A ∶= {y ∈ P ∶ y ≤ x for some x ∈ A}. If A contains only one element a, we
write ↓ a instead of ↓ {a}. An initial segment generated by a singleton is principal
and it is finitely generated if it is generated by a finite subset of P . We denote by
I<ω(P ) the set of finitely generated initial segments and I0(P ) ∶= I<ω(P ) ∖ {∅}.
Up-directed, ideal, J(P ), ↓-closed:
A subset I of P is up-directed if every pair of elements of I has a common upper-
bound in I . An ideal is a non-empty up-directed initial segment of P . We denote
J(P ), the set of ideals of P ordered by inclusion and we set J∗(P ) ∶= J(P )∪ {∅}.
The poset P is ↓-closed if the intersection of two principal initial segments of P is
a finite union, possibly empty, of principal initial segments.
Dual, final segment:
The dual of P is the poset obtained from P by reversing the order; we denote it by
P ∗. A subset which is an initial segment of P ∗ will be called a final segment of P .
Order-preserving, embedding, order-isomorphism:
Let P and Q be two posets. A map f ∶ P → Q is order-preserving if x ≤ y in
P implies f(x) ≤ f(y) in Q; this is an embedding if x ≤ y in P is equivalent to
f(x) ≤ f(y) in Q; if, in addition, f is onto, then this is an order-isomorphism.
Equimorphic posets, order type:
We say that P embeds into Q if there is an embedding from P into Q, a fact we
denote P ≤ Q; if P ≤ Q and Q ≤ P then P and Q are equimorphic, we denote
P ≡ Q. If there is an order-isomorphism from P onto Q we say that P and Q are
isomorphic or have the same order type, a fact we denote P ≅ Q.
ω,ω∗, η:
We denote ω the order type of N, the set of natural integers, ω∗ the order type of the
set of negative integers and η the order type of Q, the set of rational numbers.
Well-founded, well-quasi-ordered, well-ordered, ordinal, scattered:
A poset P is well-founded if the order type ω∗ does not embed into P . If fur-
thermore, P has no infinite antichain then P is well-quasi-ordered (wqo). A well-
founded chain is well-ordered ; its order type is an ordinal. A poset P is scattered
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if it does not contain a copy of η, the chain of rational numbers.
P(E), [E]<ω, F<ω, F∪:
Let E be a set , we denote [E]<ω (resp. P(E)), the set, ordered by inclusion, con-
sisting of finite (resp. arbitrary) subsets of E. If F is a subset of P(E), we denoteF<ω (resp. F∪) the collection of finite (resp. arbitrary) unions of members of F
ordered by inclusion.
Lexicographic sum, ordinal sum, lexicographic product:
If (Pi)i∈I is a family of posets indexed by a poset I , the lexicographic sum of this
family is the poset, denoted Σi∈IPi, defined on the disjoint union of the Pi, that
is formally the set of (i, x) such that i ∈ I and x ∈ Pi, equipped with the order(i, x) ≤ (j, y) if either i < j in I or i = j and x ≤ y in Pi. When I is the finite chain
n ∶= {0,1, . . . , n − 1} this sum is denoted P0 + P1 + . . . + Pn−1. When I ∶= ω this
sum is denoted Σi<ωPi or P0 + P1 + . . . + Pn + . . .. We denote Σ∗i∈IPi for Σi∈I∗Pi;
when I ∶= ω we denote Σ∗i<ωPi or . . .+Pn + . . .+P1 +P0. When I (resp. I∗) is well
ordered, or is an ordinal, we call it ordinal sum (resp. antiordinal sum) instead of
lexicographic sum. When all the Pi are equal to the same poset P , the lexicographic
sum is denoted P.I , and called the lexicographic product of P and I .
Direct product,direct sum:
The direct product of P and Q denoted P × Q is the set of (p, q) for p ∈ P and
q ∈ Q, equipped with the product order; that is (p, q) ≤ (p′, q′) if p ≤ p′ and q ≤ q′.
The direct sum of P and Q denoted P ⊕Q is the disjoint union of P and Q with no
comparability between the elements of P and the elements of Q (formally P ⊕Q is
the set of couples (x,0) with x ∈ P and (y,1) with y ∈ Q equipped with the order(p, q) ≤ (p′, q′) if p ≤ p′ and q = q′).
Indecomposable, right-indecomposable, left-indecomposable, indivisible:
An order type α is indecomposable if α = β + γ implies α ≤ β or α ≤ γ; it
is right-indecomposable if α = β + γ with γ /= 0 implies α ≤ γ; it is strictly
right-indecomposable if α = β + γ with γ /= 0 implies β < α ≤ γ. The left-
indecomposability and the strict left-indecomposability are defined in the same way.
An order type α is indivisible if for every partition of a chain A of order type α into
B ∪C, then either A ≤ B or A ≤ C.
Join and meet:
The join or supremum of a subset X of a poset P is the least upper-bound of X and
is denoted ⋁X . If X is made of x and y it is denoted x∨ y. The meet or infimum of
X is denoted ⋀X . Similarly, x ∧ y is the meet of x and y.
Compact element:
An element x of a poset P is compact if x ≤ ⋁X implies x ≤ ⋁X ′ for some finite
subset X ′ of X .
Join-semilattice:
A join-semilattice is a poset P such that arbitrary elements x, y have a join.
Join-preserving:
Let P and Q be two join-semilattices. A map f ∶ P → Q is join-preserving if
f(x ∨ y) = f(x) ∨ f(y) for every x, y ∈ P .
Independent set:
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A subset X of a join-semilattice P is independent if x /≤ ⋁F for every x ∈ X and
every non empty finite subset F of X ∖ {x}.
Join-irreducible, join-prime, Jirr(P ), Jpri(P ):
An element x of a join-semilattice P is join-irreducible if it is distinct from the least
element (if any) and if x = a∨ b implies x = a or x = b. We denote Jirr(P ) the set of
join-irreducible elements of P . An element x ∈ P is join-prime, if it is distinct from
the least element (if any) and if x ≤ a∨ b implies x ≤ a or x ≤ b. This amounts to the
fact that P∖ ↑ x is an ideal . We denote Jpri(P ), the set of join-prime members of
P . We have Jpri(P ) ⊆ Jirr(P ).
Lattice, complete lattice:
A lattice is a poset P in which every pair of elements has a join and a meet. If every
subset has a join and a meet, P is a complete lattice.
Algebraic lattice:
An algebraic lattice is a complete lattice in which every element is a join of com-
pact elements.
Completely meet-irreducible, △(L):
Let L be a complete lattice. For x ∈ L , set x+ ∶= ⋀{y ∈ L ∶ x < y}. An element
x ∈ L is completely meet-irreducible if x = ⋀X implies x ∈ X , or -equivalently-
x ≠ x+. We denote △(L) the set of completely meet-irreducible members of L.
Sierpinskization, Ω(α):
A sierpinskization of a countable order-type α can be obtained by intersecting the
natural order on the set N of positive integers with a linear order of α. Sierpinski-
sations given by a bijective map ψ ∶ ω → ωα such that ϕ−1 is order-preserving on
each component ω ⋅ {i} of ωα are all embeddable in each other, and for this reason
denoted by the same symbol Ω(α).
Lα, J, A, L, J¬α, A¬α, L¬α:
Let α be a chain, we denote by Lα ∶= 1+(1⊕α)+1 the lattice made of the direct sum
of the one-element chain 1 and the chain α, with top and bottom added. We denote
J the class of join-semilattices having a least element, A the class of algebraic lat-
tices, L the collection of L ∈ A such that L contains no join-semilattice isomorphic
to Lω+1 or to Lω∗ . We denote J¬α (resp. A¬α, L¬α) the collection of L ∈ J (resp.
L ∈ A, L ∈ L) such that L contains no chain of type I(α).
K(L), K:
Let L be an algebraic lattice, we denoteK(L) the set of compact elements of L. We
denote by K the class of order types α such that L ∈ L¬α whenever K(L) contains
no chain of type 1 + α and no subset isomorphic to [ω]<ω.
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