A multidimensional optimization problem, which arises in just-intime scheduling in the form of minimization of span seminorm, is considered in the framework of tropical (idempotent) mathematics. The problem is formulated to minimize a nonlinear function defined on vectors over an idempotent semifield, and calculated by means of multiplicative conjugate transposition. To solve the problem, we first find the minimum of the objective function and give a particular solution. Then, we reduce the problem to the solution of simultaneous equation and inequality, and investigate properties of the solution set. Furthermore, a new matrix sparsification technique is proposed and used to obtain an extended solution to the problem, and to derive a complete solution as a family of solution sets. Finally, we describe a backtracking procedure that generates all members of the family, and then offer an explicit representation for the complete solution in a compact vector form. Numerical examples and graphical illustrations of the results are also presented.
Introduction
Tropical (idempotent) mathematics focuses on the theory and applications of semirings with idempotent addition, and had its origin in the seminal works published in the 1960s by Pandit [1] , Cuninghame-Green [2] , Giffler [3] , Hoffman [4] , Vorob'ev [5] , Romanovskiȋ [6] , Korbut [7] , and Peteanu [8] . An extensive study of tropical mathematics was motivated by real-world problems in various areas of operations research and computer science, including path analysis in graphs and networks [1, 8] , machine scheduling [2, 3] , production planning and control [5, 6] . The significant progress achieved in the field over the past few decades is reported in several research monographs, such as ones by Kolokoltsov and Maslov [9] , Golan [10] , Heidergott et al. [11] , Gondran and Minoux [12] , Butkovič [13] , as well as in a wide range of contributed papers.
Since the early early studies [3, 4, 6, 8] , optimization problems that can be examined in the framework of tropical mathematics have formed a notable research domain in the field. These problems are formulated to minimize or maximize functions defined on vectors over idempotent semifields (semirings with multiplicative inverses), and may involve constraints in the form of tropical linear equations and inequalities. The objective functions can be both linear and nonlinear in the tropical mathematics setting.
The span (range) vector seminorm, which is defined as the maximum deviation between components of a vector, presents one of the objective functions encountered in practice. Specifically, this seminorm can serve as the optimality criterion for just-in-time scheduling (see, e.g., T'kindt and Billaut [14] ), and finds applications in real-world problems that involve time synchronization in manufacturing, transportation networks, and parallel data processing.
In the context of tropical mathematics, the span seminorm has been put by Cuninghame-Green [15] , and Cuninghame-Green and Butkovič [16] . The seminorm was used by Butkovič and Tam [17] and Tam [18] in a tropical optimization problem drawn from machine scheduling. A manufacturing system was considered, in which machines start and finish under some precedence constraints to make components for final products. The problem was to find the starting time for each machine to provide the completion times that are spread over a shortest time interval. A solution was given within a combined framework that involves two reciprocally dual idempotent semifields. A similar problem in the general setting of tropical mathematics was examined by Krivulin in [19] , where a direct, explicit solution was suggested. However, the results obtained present particular solutions rather than a complete solution to the problems.
The purpose of this paper is to provide a complete solution to the tropical optimization problem formulated in [19] in the form
where p and q are given vectors, A is a given matrix, x is the unknown vector, and matrix-vector operations are thought of in the sense of tropical algebra.
The solution offered below combines the approach developed in [20, 21, 22, 19, 23, 24, 25] to reduce the problem to the solution of vector inequalities, with a new matrix sparsification technique to obtain all solutions to the problem in a direct, compact vector form.
We start with a brief overview of basic definitions, notation, and preliminary results of tropical mathematics in Section 2 to provide a general framework for the solutions in the later sections. Specifically, a lemma that offers two equivalent representations for a vector set is presented, which is of independent interest. In Section 3, we formulate the problem to be solved, reduce it to the solution of simultaneous equation and inequality, give a partial solution, and establish important properties of the solution set. Furthermore, Section 4 extends the partial solution by using a new matrix sparsification technique, which consists in dropping entries below a prescribed threshold in the matrix A without affecting the solution of the problem. We provide a complete solution in Section 5, where we first describe all solutions as a family of solution sets, then propose a backtracking procedure that generates all members of the family, and finally derive an explicit representation for the complete solution.
Preliminary Results
In this section, we give a brief overview of the main definitions, notation, and preliminary results used in the subsequent solution to the tropical optimization problem under study. Concise introductions to and thorough discussion of tropical mathematics are presented in various forms in a range of works, including [9, 10, 12, 11, 26, 27, 28, 13] . In the overview below, we mainly follow the results in [21, 23, 25, 24] , which offer a unified framework to obtain explicit solutions in a compact form. For further details, one can consult the publications listed before.
Idempotent Semifield
Let X be a nonempty set that is closed under two associative and commutative operations, addition ⊕ and multiplication ⊗, which have their neutral elements, zero 0 and identity 1. Addition is idempotent to yield x ⊕ x = x for all x ∈ X. Multiplication is invertible, which implies that each nonzero x ∈ X has an inverse x −1 to satisfy the equality x ⊗ x −1 = 1. Moreover, multiplication distributes over addition, and has 0 as the absorbing element. Under these conditions, the system X, 0, 1, ⊕, ⊗ is commonly referred to as the idempotent semifield.
The idempotent addition produces a partial order, by which x ≤ y if and only if x ⊕ y = y . With respect to this order, the inequality x ⊕ y ≤ z is equivalent to two inequalities x ≤ z and y ≤ z . Moreover, addition and multiplication are isotone in each argument, whereas the multiplicative inversion is antitone.
The partial order is assumed to extend to a consistent total order over X.
The power notation with integer exponents is used for iterated multiplication to define x 0 = 1, x p = x ⊗ x p−1 , x −p = (x −1 ) p for any nonzero x and positive integer p. Moreover, the equation x p = a is assumed to have a solution x = a 1/p for all a, which extends this notation to rational exponents, and thereby makes the semifield algebraically closed (radicable).
In what follows, the multiplication sign ⊗ is dropped for simplicity. The relation symbols and the minimization problems are thought of in terms of the above order induced by idempotent addition.
As examples of the general semifield under consideration, one can take
where R is the set of real numbers and R + = {x ∈ R|x > 0}. Specifically, the semifield R max,+ has addition ⊕ given by the maximum, and multiplication ⊗ by the ordinary addition, with the null 0 = −∞ and identity 1 = 0. Each x ∈ R has its inverse x −1 equal to −x in standard notation. The power x y is defined for any x, y ∈ R and coincides with the arithmetic product xy . The order induced by addition corresponds to the natural linear order on R.
Matrix and Vector Algebra
We now consider matrices over X and denote the set of matrices with m rows and n columns by X m×n . A matrix with all entries equal to 0 is called the zero matrix. A matrix is row-(column-) regular, if it has no zero rows (columns).
For any matrices A = (a ij ), B = (b ij ), and C = (c ij ) of appropriate size, and a scalar x, matrix addition, matrix and scalar multiplication are routinely defined entry-wise by the formulae
For any matrix A ∈ X m×n , its transpose is the matrix A T ∈ X n×m . For a nonzero matrix A = (a ij ) ∈ X m×n , the multiplicative conjugate transpose is the matrix A − = (a − ij ) ∈ X n×m , with the elements a − ij = a −1 ji if a ji = 0, and a − ij = 0 otherwise. Consider square matrices in the set X n×n . A matrix is diagonal if it has all off-diagonal entries equal to 0. A diagonal matrix whose diagonal entries are all equal to 1 is the identity matrix represented by I .
Suppose that a matrix A is row-regular. Clearly, the inequality AA − ≥ I is then valid. Moreover, if the row-regular matrix A has exactly one nonzero entry in every row, then the inequality A − A ≤ I holds as well.
The matrices with only one column (row) are referred to as the column (row) vectors. Unless otherwise indicated, the vectors are considered below as column vectors. The set of column vectors of order n is denoted by X n .
A vector that has all components equal to 0 is the zero vector denoted 0. If a vector has no zero components, it is called regular.
For any vectors a = (a i ) and b = (b i ) of the same order, and a scalar x, addition and scalar multiplication are performed component-wise by the rules
In the context of R 2 max,+ , these vector operations are illustrated in the Cartesian coordinate system on the plane in Fig. 1 . The left picture shows that, in terms of R 2 max,+ , vector addition uses a rectangle rule. The sum of two vectors is the upper right vertex of the rectangle formed by the lines that are drawn through the end points of the vectors parallel to the coordinate axes. Scalar multiplication is given in the middle by the shift of the end point of a vector along the line at 45 • to the axes.
Let x be a regular vector and A be a square matrix of the same order. It is clear that the vector Ax is regular only when the matrix A is row-regular. Similarly, the row vector x T A is regular provided that A is column-regular.
For any nonzero vector x = (x i ) ∈ X n , the multiplicative conjugate transpose is the row vector
The following properties of the conjugate transposition are easy to verify.
For any nonzero vectors x and y , the equality (xy − ) − = yx − is valid. When the vectors x and y are regular and have the same size, the component-wise inequality x ≤ y implies that x − ≥ y − and vice versa.
For any nonzero column vector x, the equality x − x = 1 holds. Moreover, if the vector x is regular, then the matrix inequality xx − ≥ I is valid as well.
Linear Dependence
A vector b ∈ X m is linearly dependent on vectors a 1 , . . . , a n ∈ X m if there exist scalars x 1 , . . . , x n ∈ X such that the vector b can be represented by a linear combination of these vectors as b = x 1 a 1 ⊕ · · · ⊕ x n a n . Specifically, the vector b is collinear with a vector a if b = xa for some scalar x.
To describe a formal criterion for a vector b to be linearly dependent on vectors a 1 , . . . , a n , we take the latter vectors to form the matrix A = (a 1 , . . . , a n ), and then introduce a function that maps the pair (A, b) to the scalar
The following result was obtained in [20] (see also [21, 22] ).
Lemma 1.
A vector b is linearly dependent on vectors a 1 , . . . , a n if and only if the condition δ(A, b) = 1 holds, where A = (a 1 , . . . , a n ).
The set of all linear combinations of vectors a 1 , . . . , a m ∈ X n form a linear span of the vectors, which is closed under vector addition and scalar multiplication. A linear span of two vectors in R 2 max,+ is displayed in Fig. 1 (right) as a strip between two thick lines drawn at 45 • to the axes.
A system of vectors a 1 , . . . , a n is linearly dependent if at least one vector in the system is linearly dependent on others, and linearly independent otherwise.
Two systems of vectors are considered equivalent if each vector of one system is a linear combination of vectors of the other system. Equivalent systems of vectors obviously have a common linear span.
Let a 1 , . . . , a n be a system that may include linearly dependent vectors. To construct an equivalent linearly independent system, we use a procedure that sequentially reduces the system until it becomes linearly independent. The procedure applies the criterion provided by Lemma 1 to examine the vectors one by one to remove a vector if it is linearly dependent on others, or to leave the vector in the system otherwise. It is not difficult to see that the procedure results in a linearly independent system that is equivalent to the original one.
Representation Lemma
We apply properties of the conjugate transposition to obtain a useful result that offers an equivalent representation for a set of vectors x ∈ X n , which is defined by boundaries given by a double inequality with vectors g, h ∈ X n . Lemma 2. Let g be a vector and h a regular vector such that g ≤ h.
Then, the following statements are equivalent:
1. The vector x satisfies the double inequality
2. The vector x is given by the equality
Proof. We verify that both representations follow from each other. First, suppose that a vector x satisfies double inequality (1) . Left multiplication of the right inequality at (1) by gh − yields gh − x ≤ αgh − h = αg . Considering the left inequality, we see that x ≥ αg ≥ gh − x, and hence write (2). Now assume that x is a vector given by (2) . Take a scalar α = h − u and write x = (I ⊕ gh − )u ≥ gh − u = αg , which provides the left inequality in (1) . Furthermore, it follows from the inequalities h ≥ g and hh − ≥ I that
and thus the right inequality is valid as well. (1) as the area covered when the rectangle drawn through the vectors g = (g 1 , g 2 ) T and h = (h 1 , h 2 ) T shifts at 45 • to the axes (left), and then depicted according to (2) as a linear span of the columns in the matrix 
Tropical Optimization Problem
We start this section with the formulation of a general tropical optimization problem, which arises in constrained approximation in the sense of the span seminorm, and finds applications in optimal scheduling in just-in-time manufacturing [19] . Below, we find the minimum value, and offer a particular solution of the problem. Then, we reduce the problem to the solution of simultaneous equation and inequality, and investigate properties of the solution set.
Given a matrix A ∈ X m×n and vectors p ∈ X m , q ∈ X n , the problem is to find regular vectors x ∈ X n that
First, we note that substitution of αx, where α = 0, for the vector x does not affect the objective function, and thus all solutions of (3) are scale-invariant.
A particular solution to the problem formulated in a slightly different form was given in [19] . We include the proof of this result into the next extended lemma for the sake of completeness, and to provide a starting point for further examination of the problem.
Lemma 3. Let A be a row-regular matrix, p be nonzero and q regular vectors. Then, the minimum value in problem (3) is equal to
and all regular vectors x that produce this minimum are defined, up to multiplication by a nonzero scalar, by the system
Specifically, the minimum is attained at any vector x = αq , where α > 0.
Proof. To obtain the minimum value of the objective function in problem (3), we derive a lower bound for the function and then show that this bound is strict.
Suppose that x is a regular solution of the problem. Since xx − ≥ I , we have (q − x) −1 x = (q − xx − ) − ≤ q . Next, left multiplication by the matrix A gives the inequality (q − x) −1 Ax ≤ Aq , where both sides are regular vectors. Finally, conjugate transposition followed by right multiplication by the vector p yields the lower bound q − x(Ax) − p ≥ (Aq) − p = ∆ > 0.
With x = q , the objective function becomes q − x(Ax) − p = (Aq) − p = ∆, and therefore, ∆ is the minimum value of the problem.
Considering that all solutions are scale-invariant, we see that not only the vector q , but also any vector x = αq with nonzero α solves the problem.
Furthermore, all vectors x that yield the minimum must satisfy the equation
q − x(Ax) − p = ∆.
To examine the equation, we put α = q − x and rewrite it in an equivalent form as the system
Since the solutions of the equation are scale-invariant, we may take α = 1 and restrict ourselves to solving the system
It is easy to see from the first equation that each solution x satisfies the condition x ≤ q . Indeed, after left multiplication of this equation by the vector q , which is regular, we immediately obtain x ≤− x = q .
Furthermore, the second equation can be written as two opposite inequalities (Ax) − p ≤ ∆ and (Ax) − p ≥ ∆. However, it follows from the condition x ≤ q that (Ax) − p ≥ (Aq) − p = ∆, which makes the second inequality superfluous.
Consider the first inequality (Ax) − p ≤ ∆ and verify that it is equivalent to Ax ≥ ∆ −1 p. Left multiplication of the former inequality by the regular vector ∆ −1 Ax yields ∆ −1 p ≤ ∆ −1 Ax(Ax) − p ≤ Ax. At the same time, left multiplication of the latter inequality by ∆(Ax) − gives the former one.
As a result, the system under investigation reduces to the form of (5).
As an important consequence of Lemma 3, the following statement is valid. Proof. It is sufficient to see that, for any two vectors x and y that satisfy system (5), we have q − (x⊕y) = q − x⊕q − y = 1 and A(x⊕y) = Ax⊕Ay ≥ ∆ −1 p, which shows that the sum x ⊕ y obeys the system as well.
Note that an application of Lemma 2 provides problem (3) with another representation of the solution x = αq in the form
However, this representation is not sufficiently different from that offered by Lemma 3. Indeed, considering that the vector q is regular, we immediately obtain x = (I ⊕− )u =− u = αq , where we take α = q − u.
Extended Solution via Matrix Sparsification
To extend the partial solution obtained in the previous section, we first suggest an entry-wise thresholding (dropping) procedure to sparsify the matrix in the problem. Then, we apply the sparsified matrix to obtain a new solution, and illustrate the result with an example, followed by a graphical representation.
Matrix Sparsification
As the first step to derive an extended solution of problem (3), we use a procedure that sets each entry of the matrix A to 0 if it is below a threshold value determined by both this matrix and the vectors p and q , and leaves the entry unchanged otherwise. The next result introduces the sparsified matrix and shows that the sparsification does not affect the solution of the problem.
Lemma 5. Let A = (a ij ) be a row-regular matrix, p = (p i ) be a nonzero vector, q = (q j ) a regular vector, and ∆ = (Aq) − p. Define the sparsified matrix A = ( a ij ) with the entries
Then, replacing the matrix A by A in problem (3) does not change the solutions of the problem.
Proof. We first verify that the sparsification retains the minimum value given by Lemma 3 in the form ∆ = (Aq) − p. We define indices k and s by the conditions k = arg max 1≤i≤m (a i1 q 1 ⊕ · · · ⊕ a in q n ) −1 p i , s = arg max 1≤j≤n a kj q j , and then represent ∆ by using the scalar equality
The regularity of A and q guarantees that a i1 q 1 ⊕ · · · ⊕ a in q n > 0 for all i. Since p is nonzero, we see that ∆ > 0 as well as that a ks > 0 and p k > 0.
Let us examine an arbitrary row i in the matrix A. The above equality for ∆ yields ∆ ≥ (a i1 q 1 ⊕ · · · ⊕ a in q n ) −1 p i , or, equivalently, a i1 q 1 ⊕ · · · ⊕ a in q n ≥ ∆ −1 p i , which is valid only if the condition a ij q j ≥ ∆ −1 p i holds for some j .
Thus, we conclude that each row i of A has at least one entry a ij that satisfies the inequality a ij ≥ ∆ −1 p i q −1 j .
Now consider row k in the matrix A to verify the inequality a kj ≤ ∆ −1 p k q −1 j for all j . Indeed, provided that a kj = 0, the inequality is trivially true. If a kj > 0, then we have (a kj q j ) −1 p k ≥ (a k1 q 1 ⊕ · · · ⊕ a kn q n ) −1 p k = ∆, which gives the desired inequality. Since ∆ = (a ks q s ) −1 p k , we see that row k has entries which turns inequality (7) into an equality, but no entries for which (7) becomes strict.
Suppose that inequality (7) fails for some i and j . Provided that p i > 0, we write a ij < ∆ −1 p i q −1 j ≤ (a i1 q 1 ⊕ · · · ⊕ a in q n )q −1 j , which gives the inequality a ij q j < a i1 q 1 ⊕ · · · ⊕ a in q n . The last inequality means that decreasing a ij q j through lowering of a ij down to 0 does not affect the value of a i1 q 1 ⊕ · · · ⊕ a in q n , and hence the value of ∆ ≥ (a i1 q 1 ⊕ · · · ⊕ a in q n ) −1 p i . Note that if p i = 0, then ∆ does not depend at all on the entries in row i, including, certainly, a ij .
We now verify that all entries a ij that do not satisfy inequality (7) can be set to 0 without affecting not only the minimum value ∆, but also the regular solutions of problem (3) . First note that all vectors x = (x j ) providing the minimum in the problem are determined by the equation q − x(Ax) − p = ∆.
We represent this equation in the scalar form
which yields that a i1 x 1 ⊕ · · · ⊕ a in x n ≥ ∆ −1 (q −1 1 x 1 ⊕ · · · ⊕ q −1 n x n )p i for all i.
Assume the matrix A to have an entry, say a ij , that satisfies the condition a ij < ∆ −1 p i q −1 j , and thereby violates inequality (7) . Provided that p i = 0, the condition leads to the equality a ij = 0. Suppose that p i > 0, and write
This inequality implies that, for each solution of the above equation, the term a ij x j does not contribute to the value of the entire sum a i1 x 1 ⊕ · · · ⊕ a in x n involved in the calculation of the left-hand side of the equation. Therefore, we can set a ij to 0 without altering the solutions of this equation.
It remains to see that setting the entries a ij , which do not satisfy inequality (7) , to 0 is equivalent to the replacement of the matrix A by the matrix A.
The matrix obtained by sparsifying the matrix in problem (3) is referred to below as the sparsified matrix of the problem.
Note that the sparsification of the matrix A according to definition (6) is actually given by the threshold matrix ∆ −1 pq − , which contains the threshold values for corresponding entries of A.
Let A be the sparsified matrix for A, based on the threshold matrix ∆ −1 pq − . Then, it follows directly from (6) that the inequality A − ≤ ∆qp − is valid.
Extended Solution
We now assume that problem (3) already has the sparsified matrix A. Under this assumption, an extended solution to the problem is given by the next statement. Theorem 6. Let A be a row-regular sparsified matrix of problem (3) with a nonzero vector p and a regular vector q .
Then, the minimum value in the problem is equal to ∆ = (Aq) − p and attained at any vector x given by the conditions
α > 0; (8) or, equivalently, by the conditions
Proof. It follows from Lemma 3 and Lemma 5 that the minimum value, given by ∆ = (Aq) − p, and the regular solutions do not change after sparsification. Moreover, by Lemma 3, all regular vectors x that provide the minimum are defined, up to multiplication by a nonzero scalar, by system (5) .
Considering that the solutions of the problem are scale-invariant, we put α = 1 in (8), and examine the double inequality
to show that each vector x that satisfies (10) also solves system (5) . Note that the set of vectors given by (10) is not empty. Indeed, as the matrix A is sparsified, and thus A − ≤ ∆qp − , we obtain ∆ −1 A − p ≤ ∆ −1 ∆qp − p = q .
Since q is regular, we write q − A − ≥ q − (Aqq − ) − = q − q(Aq) − = (Aq) − . After left multiplication of (10) by q − , we have
and thus arrive at the first equality at (5) .
In addition, it follows from the row regularity of A and the left inequality in (10) that Ax ≥ ∆ −1 AA − p ≥ ∆ −1 p, which gives the second inequality at (5) .
By considering that any solution is scale-invariant, we extend the above solution to that given by (8) . Application of Lemma 2 provides the representation in the form of (9), which completes the proof. Example 1. As an illustration, we examine problem (3) in the framework of the semifield R max,+ with the second-order matrix and vectors given by
We start with the evaluation of the minimum value by calculating Aq = 3 5 , ∆ = (Aq) − p = 2.
Next, we put 0 = −∞ and find the threshold and sparsified matrices
The solution given by (8) is written as follows:
By applying (9), we obtain the solution in the form
A graphical illustration of the solution is given in Fig. 3 , which shows both the known partial solution by Lemma 3 (left), and the new extended solution provided by Theorem 6 (middle). In the left picture, the solution is depicted as a thick line drawn through the end point of the vector q at 45 • to the axes.
The extended solution in the middle is represented by a strip between two hatched thick lines, which includes the previous solution as the upper boundary. Due to (8) , this strip is drawn as the area covered when the horizontal segment between the ends of the vectors x ′ and x ′′ shifts at 45 • to the axes. Solution (9) is depicted as the linear span of columns in the matrix B = (b 1 , b 2 ).
Complete Solution
We are now in a position to derive a complete solution to the problem. We start with the description of all solutions as a family of sets, each defined by a matrix obtained from the sparsified matrix of the problem. We discuss a backtracking procedure that generates all members in the family of solutions. Finally, we combine these solutions to provide a direct representation of a complete solution to the problem in a compact closed form. 
Derivation of All Solutions
The next result offers a simple way to describe all solutions to problem (3).
Theorem 7. Let A be a row-regular sparsified matrix for problem (3) with a nonzero vector p and a regular vector q , and A be the set of matrices obtained from A by fixing one nonzero entry in each row and setting the other ones to 0. Then, the minimum value in (3) is equal to ∆ = (Aq) − p, and all solutions form a family of sets, each defined for one matrix A 1 ∈ A by the conditions α∆ −1 A − 1 p ≤ x ≤ αq, α > 0; (11) or, equivalently, by the conditions
Proof. Considering that the solutions of problem (3) are scale-invariant, we can put α = 1 in (11) to concentrate on the solution in the form
It follows from the proof of Theorem 6 that all solutions of problem (3) are then given by system (5) . Therefore, to proof the theorem, we need to show that each solution of (5) satisfies (13) with some matrix A 1 ∈ A, and vice versa.
Suppose that x is a solution to system (5) . First, we take the inequality Ax ≥ ∆ −1 p and examine every corresponding scalar inequality to determine the maximal summand on the left-hand side. Clearly, there is a matrix A 1 ∈ A with nonzero entries that are located in each row to match these maximal summands. With this matrix, the above inequality can be replaced by A 1 x ≥ ∆ −1 p without loss of solution. At the same time, the matrix A 1 has exactly one nonzero entry in each row, and thus obeys the inequality
, which gives the left inequality in (13) . The right inequality in (13) directly follows from the equality q − x = 1 at (5).
Since each matrix A 1 ∈ A still has at least one nonzero entry in every row, it is row-regular. Finally, using the same arguments as in Theorem 6, we conclude that any vector x that satisfies (13) is also a solution of system (5) .
Note that different solution sets in the family described by Theorem 7 can have nonempty intersection, as shown in the next example.
Example 2. Suppose that the matrix A in Example 1 is replaced by its sparsified matrix A, and consider the problem with
Since the sparsification of the matrix does not change the minimum in the problem, we still have ∆ = (Aq) − p = 2.
Consider the set A, which is formed of the matrices obtained from A by keeping only one nonzero entry in each row. This set consists of two matrices
Let us write the solutions defined by these matrices in the form of (12) . First, we calculate the matrices
Using the first matrix yields the solution
The second solution coincides with that obtained in Example 1 in the form
The first solution is displayed on Fig. 3 (right) as the half-plane below the thick hatched line. Clearly, this area completely covers the strip region offered by the second solution and depicted on Fig. 3 (middle) .
Backtracking Procedure for Generating Solutions
Consider a backtracking search procedure that finds all solutions to problem (3) with the sparcified matrix A in an economical way. To generate all matrices in A, the procedure examines each row in the matrix A to fix one nonzero entry in the row and to set the other entries to zeros. After selecting a nonzero entry in the current row, the subsequent rows are modified to reduce the number of remaining alternatives. Then, a nonzero entry in the next row of the modified matrix is fixed if any exists, and the procedure continues repeatedly.
Suppose that every row of the modified matrix has exactly one nonzero entry. This matrix is considered as a solution matrix A 1 ∈ A, and stored in a solution list. Furthermore, if the modified matrix has zero rows, it does not provide a solution. In either case, the procedure returns to roll back all last modifications and to fix the next nonzero entry in the current row if there is any, or goes back to the previous row otherwise. The procedure is completed when no more nonzero entries in the first row of the matrix A can be selected.
To describe the technique used to reduce search, suppose that the procedure, which has fixed one nonzero entry in each rows 1, . . . , i − 1, currently selects a nonzero entry in row i of the modified matrix A, say the entry a ij in column j , whereas the other entries in the raw are set to zero.
Any solution vector x must satisfies the inequality in system (5) , which takes the form Ax ≥ ∆p. Specifically, the scalar inequality for row i, where only the entry a ij is nonzero, reads a ij x j ≥ ∆ −1 p i , or, equivalently, x j ≥ ∆ −1 a −1 ij p i . Consider the entries of column j in rows k = i+1, . . . , n. If the condition a kj ≥ a ij p −1 i p k holds for row k , then a kj x j ≥ a ij p −1 i p k ∆ −1 a −1 ij p i ≥ ∆ −1 p k , and thus the inequality at (5) for this row is valid regardless of x l for l = j . In this case, further examination of nonzero entries a kl in row k cannot give new solutions, and thus is not needed. These entries can be set to zeros without affecting the inequality, which may decrease the number of search alternatives.
Example 3. As a simple illustration of the technique, we return to Example 2, where the initial sparsified matrix and its further sparsifications are given by
The procedure first fixes the entry a 11 = 2. Since a 21 = 4 is greater than a 11 p −1 1 p 2 = −1, the procedure sets a 22 to 0, which immediately excludes the matrix A 2 from further consideration, and hence reduces the analysis to A 1 .
Representation of Complete Solution in Closed Form
A complete solution to problem (3) can be expressed in a closed form as follows.
Theorem 8. Let A be a row-regular sparsified matrix for problem (3) with a nonzero vector p and a regular vector q , and A be the set of matrices obtained from A by fixing one nonzero entry in each row and setting the other ones to 0.
Let B be the matrix, which is formed by combining the columns of matrices B 1 = I ⊕ ∆ −1 A − 1 pq − for all A 1 ∈ A, and B 0 be the matrix whose columns comprise a maximal linear independent system for the set of columns in B .
Then, the minimum value in (3) is equal to ∆ = (Aq) − p, and all regular solutions are given by
Proof. Suppose that the set A consists of k elements, which can be enumerated as A 1 , . . . , A k . For each A i ∈ A, we define the matrix B i = I ⊕ ∆ −1 A − i pq − . It follows from Theorem 7 that all solutions to the problem is represented as x = B i u i , where u i > 0 and i = 1, . . . , k .
Since the solution set is closed under addition by Corollary 4, any solution can also be written as
where we use the notation B = (B 1 , . . . , B k ) and u = (u T 1 , . . . , u T k ) T . Note that the last equality defines each solution as a linear combination of columns in the matrix B . Clearly, elimination of a column that linearly depends on some others leaves the linear span of the columns unchanged. By eliminating all dependent columns, we reduce the matrix B to a matrix B 0 .
We can now express any solution to the problem by a linear combination of columns in B 0 as
where v is a regular vector, and thus complete the proof.
Example 4. We again consider results of Example 2 to examine the matrices
We put the dissimilar columns from B 1 and B 2 together to form the matrix
Furthermore, we take the matrix B 12 = (b 1 , b 2 ) to calculate δ(B 12 , b 3 ). Since δ(B 12 , b 3 ) = (B 12 (b − 3 B 12 ) − ) − b 3 = 1, the column b 3 is linearly dependent on the others, and thus can be removed.
Considering that the columns b 1 and b 2 are obviously not collinear, none of them can be further eliminated. With B 0 = B 12 = B 1 , a complete solution to the problem is then given by x = B 0 v , where v > 0.
