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Stieltjes and Van Vleck polynomials arise in the study of the polynomial 
solutions of the generalized Lame’s differential equations. In this paper, the location 
of the zeros of these polynomials, relative to a prescribed location of the complex 
constants occurring in the differential equation is determined. Various results to this 
effect have been put forward from time to time by Marden, Stieltjes, Van Vleck, 
B&her, Klein, and Polya, but all (except the one due to Marden) were obtained 
under very restrictive conditions on these constants. Some of these results are 
shown to be corollaries of our main theorem here. Moreover, applications to cer- 
tain problems arising in physics and fluid mechanics are discussed. ‘i; 1985 Academic 
Press. Inc. 
1. INTRODUCTION 
We shall be primarily interested in locating the zeros of the system of 
polynomials that arise in the study of the polynomial solutions of the 
generalized Lame’s differential equation 
(1.1) 
where @ is a polynomial of degree at most p - 2, p > 2, and 01~, uj are com- 
plex constants. Heine [3] showed the existence of at most C(n + p - 2, 
p - 2) polynomials V(z) with deg V< p - 2 such that, for Q(z) = V(z), Eq. 
(1.1) has a polynomial solution S(z) of degree n. We call (cf. [8, p. 371) 
each V(z) a Van Vleck polynomial and the corresponding S(z) a Stieltjes 
polynomial. 
If z,, z~,..., z, are the zeros of an nth degree Stieltjes polynomial S(z), 
then we know (cf. [8, p. 37, Eq. (9, 3)]) that every zero zk of S(z) is either 
a point aj or a solution of the equation 
&&+ i L=o. 
j=l,j+k zk-zj 
(1.2) 
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If t, is a zero of the Van Vleck polynomial P’(I), corresponding to an nth 
degree Stieltjes polynomial S(z), and if ?, , ri,..., $, , are the zeros of S’(z), 
the derivative of S(z), then t, is either a zero of S’(z) or a solution of the 
equation 
(1.3) 
Next, we give some definitions and terminology concerning convex com- 
pact subsets for later use. Throughout, Z(S), &S, and s’ denote the convex 
hull of S, the boundary of S, and the complement of S in the complex 
plane. Given a nonempty convex compact subset K of the complex plane, 
we define [6, p. 741 the supporting function of K by 
h(8) = lub (x cos 8 + y sin e) = lub Re(ze- “) 
;= r+ivsK :tK 
for all 0 E ( - co, + co). Since K is compact, there exists for each value of 0 
at least one point z0 = xc, + iyO of K for which x0 cos 8 + y, sin 0 = h(8), i.e., 
the equation 
x cos ~9 + y sin U - h( 0) = 0 
represents (for each 0) a straight line L, (say) such that all of K lies in the 
closed half plane 
R,= {z=x+iy / xcosQ+ysin&h(B)<O} 
determined by the line L,, with at least one point z0 (say) of K lying on L,. 
Such lines L, are called [6, p. 751 supporting lines of K and the points z0 of 
K on L, are called supporting points of K. Convexity of K implies [6, p. 751 
that every supporting line of K passes through either a single supporting 
point of K or a whole line-segment of supporting points of K. That is, each 
supporting line of K has at least one and at most two extreme points of K 
on it. It is well known (cf. [ 12, Theorem 3.22, p. 711) that K has extreme 
points and that K is the convex hull of its extreme points. If K is not a 
singleton and if z $ K, then we can always find two (possibly coincident) 
supporting lines of K, through the point z, each of which passes through a 
unique extreme point of K (the one nearest to z on each line) such that K 
lies in one of the angles between these lines. The angle between these lines 
containing K is called the angle subtended by K at z and is denoted by 
a(z) = a(z, K). Let uZ, ul denote the two (possibly coincident) extreme 
points of K uniquely determined by z. If z; # v;, the pair (o,, u;) (resp. 
(uk, u,)) is called the crucial pair of z with respect to K if traversing aA, the 
boundary of the triangle with vertices at uZ, z, and us, starting from v, 
(resp. vi) to z yields a clockwise orientation to ad. In case v, = vi, the 
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crucial pair of z is defined by (u,, u,). Thus we record: To every point z # K, 
we can associate a unique crucial pair of extreme points of K. 
Given a compact convex subset K of the complex plane and an angle cp 
(0 < cp d rc), we define (cf. [S, p. 311) the star-shaped region S(K, cp) by 
S(K, cp) = {z E C I a@, K) 3 cp}, 
where C denotes the set of all complex numbers. Clearly, S(K, cp) is boun- 
ded. If we define 27~ (resp. rr) to be the angle subtended by K at every 
interior (resp. boundary) point of K, then Kc S(K, cp) and K= S(K, z). 
Obviously, K = S(K, cp) if K is a singleton. Let us note that, if u is any point 
of K and if u is any point of S(K, cp), then the linesegment joining U, u lies 
in S(K, cp). Also, it is easy to verify that S(K, cp) c S(K’, cp) if Kc K’, and 
that S(K, cp) c S(K, cp’) if cp’ < cp. 
2. REFLECTOR CURVES 
This section is primarily intended for establishing some important 
properties of a certain class of convex compact subsets that we shall use in 
the proof of our main theorem in the next section. First, we introduce the 
following definition. 
DEFINITION 2.1. Given a convex compact subset K and a regular Jor- 
dan arc C lying outside Kin the complex plane, we say that C is a rej7ector 
arc for K if the normal at every point c E C is along the bisector of the 
angle CY(C, K). A closed reflector arc for K is called a reflector curve for K. 
It is natural to ask the following questions for an arbitrary convex com- 
pact subset K: Does K have a reflector curve Cz through every (or some) 
point z I$ K? If yes, what intrinsic properties does the family {C, 1 z $ K} 
exhibit? Answers to these questions are easy in case of closed discs and 
closed line segments. In fact, if K is the closed disc with center c, then 
through every z $ K there is a unique convex reflector curve Cz, the concen- 
tric circle through z. If K is the closed line segment joining the points a and 
b, then C,, for every z 4 K, is the unique convex reflector curve given by the 
ellipse (with focii at a, b) passing through z. 
In the remaining part of this section we answer the same questions with 
respect to those convex compact subsets whose boundary is a closed 
polygon. 
Let P, c C, n 3 3, be a closed convex polygon, with n vertices, say, 
01, u2,..., v,, ordered clockwise with respect to the interior of X(P,), and 
sides s,, s2 ,..., s,, where 
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with v,,+ , =u,. Let l.~,j=/v,+~- vii. For each i, we let Lj (resp. L:) denote 
the extension of s, beyond u,+ , (resp. vi). Now, observe that the convexity 
of P, does not allow three or more of these 2n extensions to meet at a com- 
mon point. Moreover, the complement relative to C of the set 
G=YQP,,)u ij (&uL:) 
c ,=l 1 
being open, it is a countable (in fact, finite in our set up) union of disjoint 
open components D I, D, ,..., D,,, m > 6. Each Di is characterized as a con- 
vex, open and maximal connected subset of G” whose boundary, 8D,, is a 
polygonal arc (closed or otherwise) formed either by a side and two exten- 
sions or by at most four (but at least two) extensions and (possibly) a ver- 
tex of P,,. Also no point of an extension can be an interior point of D,. 
Next, we observe that the crucial pair of every z E Dj is the same. Con- 
sequently, for each D,, we can associate (cf. Sect. 1) a unique pair (v,,, ok,), 
li, k, E { 1, 2,..., n) with 1, #ki, so that this pair is the crucial pair of every 
point in D,. Clearly, 
Ik, - lil = 1 iff O’D, is a triangle. (2.1) 
Furthermore, given any pair (v,, a,), with I # k and 1 < 1, k < n, there exists 
a D;, 1 6 i< m, whose crucial pair is (t’,, vx). Also, given z ED, for some 
1 6 i < m, there exists a unique j, 1 d j < m (,j may or may not equal i), 
such that Di and z have the same crucial pair and z E Di. 
Henceforth, K,, denotes Z( P,,), and Ci(u) c dj (1 d id m, j any positive 
integer) denotes the part of the ellipse lying in Di with focii at the crucial 
pair (u,,, u,J for Di and passing through a given u E K;. In fact, every C,(u), 
lying in any Bj, is a reflector arc for K,,, provided it is neither an empty set 
nor a singleton. Traversing C;(u) c Di clockwise with respect to the interior 
of K,,, let C,(U) meet aD, at dj , and d,. Finally let e, = IZ - u,,I + 1; - uk,l 
for all z E C,(U). 
Let z0 E K;; and let (v,,, uy), 1 d p, q d ~1, be the unique crucial pair of z~). 
Then z. E D, for some i. If z0 is not the intersection of two extensions, there 
exists a unique j such that z0 E Fi and (v,,, uk,) = (v,, v,), j may or may not 
equal i. We construct C,(Z,) c Di. Otherwise, if z0 is the intersection of two 
extensions, there exists a unique j such that z0 E Dj and (v,,, uk,) = 
(up, vyt 1). w  e construct C,(z,) c Di. Reindexing if necessary, we may 
assume in the first step of construction that C,(Z,) c B, with 
d,, d, E C,(Z,) n c?D, and so e, = /Z - u,,I + /z - ek,l for all z E C,(Z,). 
If d, is the intersection of two extensions, then Ik, - I, I 3 2 (cf. (2.1)) and 
there is a unique j, 1 <j< m, such that d, E Di and (u(,, ok,) = (v,, + ,, ck,). 
So, C,(d,) = (d, } = { d2} c Di, and hence 
e2 = Id1 - v/l + l I + Id, -ok,/ =el - /~~,I. 
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Otherwise, d, is not the intersection of two extensions, in which case there 
is a unique j, 1 < j < m, such that d, E Dj and 
{U/P ok, > n iu,,, uk,l Z 4. 
We construct C,(d,) c Dj. Consequently, e2 = e, - Is,,1 or e2 = e, + lsk,l 
according as (u,,, ok,) = (u,, + , , ukl) Or (u1,3 uk,) = (“Il, ukl + ,I, respectively (or, 
equivalently, according as d, E L,, or d, E L;, , respectively). In both cases, 
e, is given by 
e, = 
i 
ei - Is~,l if d,=d,orifd,#d,andd,EL,,, 
el + bk,l if d,#d,andd,EL;,. 
Reindexing again, if necessary, we may assume that in the second step of 
construction we have C,(d,)c D2 with D, #D, and d,, d,E C,(d,)naD,. 
If d2 = d, , then there exists a unique j, 2 < j < m, such that d, E Dj and 
(u),, ok,) = (u12, ukz+ ,) = (u!, +, , uk, + 1). we construct C,(d,) c Dj. Since 
we have e3 = e, + lsk,l. Otherwise, d, Zd,, in which case we continue, 
similarly, to get C,(d,)cD,. Reindex, if necessary, so that C,(d,) cB3, 
D, # D,. Thus 
e3 = 
i 
e2 - Is/J if d,=d,orifd,#d,andd,EL,,, 
e2 + bkzl if d,#d,andd,EL;,. 
(2.2) 
So, in both cases, e3 is given by (2.2). 
Continuing, similarly, and having obtained Ck(dk- 1) c D, for 
k= 1, 2 ,..., j, we construct C,+ I(d,)cD,+l, with Dj+, # oi, as follows: If 
dip1 = d,, then (u,,+, , ok,+ ,) = (u,,, uk, + ,). Otherwise, djp, # d,, and then 
if die L,,n L& or djE L$- LL,, 
if d, E Lk, - L,,. 
Also _ 
ej+l= 
e, - bbI if d,=d,+, ordj#dj+, anddjEL4, 
ej + ISk,l if d,#d,+, and die Li,. 
(2.3) 
To simplify the notation, we let Cj= Cj(dj_ 1). We continue this construc- 
tion till we get least positive integers j and k (j < k) for which C,, Ck c Bk. 
This is possible since there are only a finite number of components Dj. 
At this point, we state the following immediate remarks: 
Remark (I). No two distinct d,, d, + , can ever lie on the same exten- 
sion; 
409/ IlO/2-3 
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Remark (II). For all j> 1 and k>2, if D,zD,+~, then 
c,nc,+,= 4 
if dj#d,+,- 17 
tdj> otherwise. 
Remark (III). If C, n C, # 4 and D, = D,, then e, = ek and hence 
c,= Ck. 
Remark (IV). For j> 1, C, u C,, i is smooth at d, and lies on the same 
side of the tangent at d, as does K (since normals to both C, and C,, , at d, 
are along the bisector of the angle a(d,, K,)). Furthermore, C,u C,, , is a 
reflector arc for K,, (cf. Section 1). This, together with Remark (III), imply 
that Ur= , C, is a reflector arc for K,, for all k > 1. 
Now consider C,, C,, ,,..., C,. Traversing the arc lJk+ Ci from d,- , to 
dk, we have crossed at least 2n extensions. On the other hand, while doing 
so, Remark (I) suggests that we have crossed at most 2n extensions. 
Therefore, k = 2n + j. This, together with (2.3), imply that ej = e,,,, and 
hence Ci = C,, + i. Successive applications of Remark (III) give C,, + , = C, , 
implying thereby that d, = d,,. This establishes that C, u C, u ... u C,, is 
a reflector curve for K,. 
Moreover, the curve C = C, u C2 u . ‘. u CZn is convex, since it lies on 
one side of the tangent to C at d, for all 1 <j< 2n (cf. Remark (IV)). 
Furthermore, if C,, C,, denote any two reflector curves for K, passing 
through z, z’ (both outside K,), respectively, then either ZE C,, in which 
case Cz = C,, or z $ C;. whereby C= A Cz. = 4 (cf. Remark (III)). 
The foregoing arguments establish 
LEMMA 2.2. Let K, = X(P,), n 2 3, and let z $ K,, then there exists a 
unique convex reflector curve C, through z, enclosing K,. Furthermore, any 
two such rejlector curves C=, CzS are either identical or disjoint. 
The above lemma gives a motivation for the following definition. 
DEFINITION 2.3. Given a nonempty convex compact subset K of C, we 
say that K is of rej7ecting type if it has a unique convex reflector curve, 
enclosing K, through every point z $ K such that any two such reflectors 
are either identical or disjoint. We denote by 9 the family of all nonempty 
convex compact subsets of reflecting type. 
Remark 2.4. In view of Lemma 2.2 and the discussion following 
Definition 2.1, we see that the family 9 contains closed discs, closed line 
segments, and all convex sets whose boundary is a closed polygon. It is not 
known if the family 9 exhausts all nonempty convex compact subsets. 
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3. MAIN RESULTS 
In this section, we prove the main result (Theorem 3.1) of this paper, 
concerning the zeros of Stieltjes and Van Vleck polynomials, and deduce 
from it some new interesting cases, in addition to obtaining several well- 
known results as corollaries. 
First, we explain certain notations to be used throughout the remaining 
paper. Given KE B and y E [O,rc/2), we write S, = S(K, rc - 2~) and let C, 
denote the convex reflector curve through z $ K, with R, = %‘(C,) termed 
as the rej’lector region for K determined by z. If K,, denotes the intersection 
of all the reflector regions R; containing S,, we observe that K, is a convex 
compact subset such that 
KcS,cK,. (3.1) 
Note that K 5 S,, for y > 0 and that K= S,. However, for y = 0, we claim 
that 
K=S,=KO. (3.2) 
In view of (3.1) it suflices to show that K, c K. To this end we let z0 $ K. 
This allows us to choose a point z in the interior of R,, but outside K. 
Therefore, z0 4 R;, where RZxS, = K. This implies that z0 $ K,,, which 
establishes our claim. 
THEOREM 3.1. In the differential equation (1.1) if 
larg x11 6 y < n/2, Vj = 1, 2,..., p; 
and if the points aj (j= 1, 2,..., p) lie in a convex compact subset K of 
reflecting type, then the zeros of each nth degree Stieltjes (resp. Van Neck) 
polynomial lie in the region K,. 
Proof. Let z,, z~,..., z, denote the zeros of an nth degree Stieltjes 
polynomial S(z). Suppose, on the contrary, that some of these, say, 
z,, z2,..., zq (after reindexing, if necessary), 1 < q < n, lie outside KY. Since 
K E 9, we consider the reflector curves C, for i = 1,2,..., q and suppose C,, 
(after reindexing again, if necessary) is the outermost one. Since z, 4 K,, we 
see that z, $ R, for some R,zS,. That is, KY c R, c R,, and we have 
If H denotes the open half plane (containing K) determined by the tangent 
(~5, say) at zi to the curve C,, , then zi $ H and zj E H for all j = 2, 3 ,..., n. If 
we let 2$ = a(~,, K), then 0 < II/ < n/2-y (ince zi # S,). Now, consider a 
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point u1 #z, on the bisector (N, say) of the angle r(~,, K) and let 
arg(u, - Z, ) = @. Then 
which implies that 
1 
@-rc/2+y<arg _ <@+71/2--y, 
( ) 
vj= 1, 2,..., p. 
a,i - z , 
(3.3) 
Next, since -y 6 arg Ej d y, inequality (3.3) gives 
@ - 7112 < arg c- & 1 -=c @ + 7112, Vj= 1, 2 ,..., p. (3.4) 
/ I 
Furthermore, since zje H for j= 2, 3,..., n and N is perpendicalar to L, we 
have 
@ - 7112 -c arg ( & ) -=z @ + 7112, j = 2, 3 ,..., n. 
J 1 
Now (3.4), (3.5), and Theorem (1.1) in Marden [S, p. 1] imply that 
Therefore, z, does not satisfy (1.2), contradicting the fact that zi is a zero 
of S(z). This proves the theorem for Stieltjes polynomials. 
Now, we proceed to prove the theorem for Van Vleck polynomials. Let 
V(z) be a Van Vleck polynomial corresponding to an nth degree Stieltjes 
polynomial S(z) and let zi (1 < j < n - 1) be the zeros of S’(z). Then (cf. 
Sect. 1) a zero t, of V(z) is either a zero, z,‘, of S’(z), in which case (since 
the zeros of S(z) lie in the convex set K,)) tk lies in K, by Lucas’s theorem 
(cf. [S, Theorem (6, 1) or [7]), or, else, tk satisfies (1.3). In the latter case, 
if some zeros of V(z) lies outside KY, we proceed, similarly, as in the first 
part of this proof and obtain a zero t, (say) of V(z) outside K, such that 
K, c R,, . Continuing further in a similar manner, with zi replaced by t, , we 
obtain 
Vj= 1, 2 ,..., p. (3.6) 
Also, since z,’ E K, c H for j = 1, 2 ,..., n - 1, we have 
@ - 7112 c arg ( & > < @ + z/2, j= 1, 2 ,..., n - 1. (3.7) 
J 1 
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Now, (3.6) and (3.7), as before, imply that t, does not satisfy (1.3), which is 
a contradiction. Hence, in both cases, every t, lies in KY. This completes 
the proof. 
In what follows, D(c, r) denotes the closed disc with center c and 
radius r. 
COROLLARY 3.2 (Marden [9] or [8, Theorem (9, l)]). Under the 
notations and hypotheses of Theorem 3.1, if K= D(c, r), then the zeros of 
Stieltjes (resp. Van Vleck) polynomials lie in D(c, r set y ). 
Proof: Observe that K = D(c, r) E 9, S, = S(K, n - 2~) = D(c, r set y) 
and that 
R,=D(c, [z-cl), Vz# D(c, r). 
Hence K, is the intersection of all the discs D(c, p) with par set y 
(resp. p > r) if y > 0 (resp. y = 0). That is, in both vases, K, = D(c, r set y). 
Now, the proof follows from Theorem 3.1. 
The following corollary, which is immediate from (3.2) and Theorem 3.1 
for y = 0, is contained in the papers due to B&her [2], Klein [S], Polya 
[ 111, and Marden [9] (cf. also [S, Exercises 3 and 4, p. 411). 
COROLLARY 3.3, Under the notations and hypotheses of Theorem 3.1, if 
y = 0, then the zeros of each Stieltjes (resp. Van Heck) polynomial lie in K. 
In the special case when K is a closed line segment 0, Corollary 3.3 is a 
result due to Stieltjes [13] and Van Vleck [lS]. 
COROLLARY 3.4 (Marden [9, Theorem 6(b)]). Under the notations and 
hypotheses of Theorem 3.1, if K is the closed line segment (r joining cI and c2, 
cI # c2, then the zeros of each Stieltjes (resp. Van Vleck) polynomial lie in 
the region (T* given by 
a*={zl lz-c,I+lz-cc,ldIc,--c,lsecy). 
Proof Here K = (T E F (cf. Remark 2.4) and S, is given by 
s, = 
{ 
D, uD, if 7114 < y < 7112, 
D,nD, if 0 d y < n/4, 
where LYD,, aD, are the circles of radius ilci - c21 csc 2y passing through c, 
and c2. Let c represent the middle point of Q and zO, z& the points at which 
the perpendicular bisector of (r meets AS,. Then, in both cases, 
lc-zOI =lc-zbl =aIc,-c,l tany=b (say). 
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If a=$lc, -c21 set y, then the ellipse, E,, with focii at c, and c2 and 
passmg through z0 or zb, has the lengths of its semimajor and semiminor 
axes as a and h, respectively. Consequently, 
E,= (z I I-‘--c,1 + lz-cc21 =2u) 
is the smallest of all the confocal ellipses (with focii ci, c2) containing S; 
Since C;, for each z $ K, is the ellipse through z with focii at c, and c2 (cf. 
the discussion following Definition 2.1), we see that aK, is the ellipse E,. 
This completes the proof. 
We next state the following theorem without proof. The proof is exactly 
the same as that of Theorem 3.1 for Stieltjes polynomials, provided only we 
redesignate z,, z2 ,..., z, to be a solution of the system of equations (1.2) for 
k = 1, 2 ,..., n. 
THEOREM 3.5. In the system of equations (1.2) jbfbr k = 1, 2,..., n in the 
variables zl, z2 ,..., z,, let the constants aj and 01~ satisfy the conditions of 
Theorem 3.1. Then every solution zk, k = 1, 2 ,..., n, of this system lies in K,,. 
Remark 3.6. We remark that Theorem 3.5 is a generalization of Lucas’ 
theorem (cf. [7] or [8, Theorem (6, 1 )‘I ) to systems of partial fraction 
sums, as may be seen by setting y = 0 and n = 1 (cf. [S, Theorem (6, 1 )]). 
Like the Lucas’ theorem, it has various physical applications. However, 
Theorem 3.5 includes also the cases when the gj are complex numbers. We 
also remark that there do exist solutions of the system of equations (1.2) 
due to the existence of Stieltjes polynomials (see Introduction). 
4. APPLICATIONS 
Finally in the last section here, we intend to highlight the scope of 
Theorem 3.1 by elaborating upon its applications in different areas, varying 
from the theory of classical orthogonal polynomials to the theory of 
equilibrium of gravitational (electrostatic or electromagnetic) forces and 
stagnation points in a fluid motion. 
Certain orthogonal polynomials (cf. [ 14, pp. 29, 58-63, 74, 155]), such 
as Legendre, Jacobi, Tchebicheff, and ultraspherical polynomials, are essen- 
tially different instances of Stieltjes polynomials for different choices of 
positive values of a,, fx2, and the polynomial G(z) in the differential 
equation ( 1.1). An application of Theorem 3.1 to such polynomials gives 
the following 
THEOREM 4.1 ( [8, p. 411 or [ 14, p. 441). All the zeros of Legendre 
(Jacobi, Tchebicheff, or ultraspherical) polynomials lie in [ - 1, 11. 
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Proof Let us note that every such polynomial of degree n is a solution 
of (1.1) when p=2, c~i, a2 > 0, a, = -a2 = 1, and 0(z) is a constant 
depending on tll, CI~ and n. Now, the proof follows from theorem 3.1 on 
taking y=O and K= [ -1, l] (cf. (3.2)). 
Generalized Jacobi polynomials P p-P’(z) (for definition, see [14] or [ 1, 
p. 203]), for a, /zI E C, are nth degree Stieltjes polynomials of the differential 
equation (l.l), with p=2, a,=--a,=l, cr,=cc+l, cr,=/?+l, and 
Q(z) = -n(n + c( + p + 1). The methods utilized in the theory of classical 
orthogonal polynomials to obtain the location of zeros of P?“)(z) are 
much more involved and cumbersome when CI, /? are complex numbers. 
However, Theorem 3.1 has an easy approach to solutions of such 
problems, as seen in the following result. 
THEOREM 4.2 (Alam [l, Theorem (3.1)]). If,!?= {ZEC 1 Re(z)> -l}, 
then the zeros of generalized Jacobi polynomials, PFfl)(z), for all n and 
a, /?ES, lie in the region K,, given by K,,= {z 1 Iz- 11 + lz+ 11 62 set y}, 
where y = max{ larg(a + l)l, larg(P+ l)l}. 
Proof: In view of the paragraph immediately preceding Theorem 4.2, 
we see that the present theorem is a restatement of Theorem 3.1 or 
Corollary 3.4, with p = 2, CI~ = c( + 1, CQ = fi + 1, and K= [ 1, - 1 ] (since CI, 
fi E S implies that larg a11 6 y < 7r/2 for j = 1,2). 
In what follows, we see that Theorem 3.1 has applications in certain 
interesting physical phenomena, such as gravitional (electrostatic and elec- 
tromagnetic) forces and two-dimensional fluid motion in presence of vor- 
tices or sources and sinks. 
If m>O and if we write a-z=pe’@, then the expression m/(ti - Z) = 
(m . (l/p)) eie represents the force of attraction (under inverse distance law) 
on a movable unit mass (or negative electric charge) at z due to a fixed 
mass (or postive charge) m at the fixed point a. Consequently, the solutions 
Zl, zz,-., z, of the system of equations (1.2) for k= 1,2,..., n (and, in par- 
ticular, all the zeros of the nth degree Stieltjes polynomials of (l.l), other 
than the ais) must be the positions of equilibrium of n movable unit masses 
(or charges) due to the field of force (under inverse distance law) in the 
presence of p real or complex masses (or charges) $ij at the fixed points uj 
(see [S, p. 371). Thus, Theorem 3.5 enables us to predict regions of the 
equilibrium positions of a finite number of movable unit masses (or 
charges) in the presence of a finite system of coplanar masses (or charges) 
placed at fixed points, the field of force being that of inverse distance. An 
example of such a field is the one due both to the uniform charges carried 
by long straight thin wires at right angles to the z plane and to the elec- 
tromagnetic field induced by the currents flowing through these wires (cf. 
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[8, p. 333). Yet another example is the Newtonian field (cf. [S, p. 81 or [4, 
p. lo]) due to infinite uniform thin rods. 
Next, we note (cf. [lo, pp. 209, 210, 3.571) that ~/(?-a) (resp. 
im/(Z-2)) represents the velocity vector at the point z (z #a) in the two- 
dimensional flow of an incompressible fluid due to a fixed source (resp. 
positive vortex) of stength m > 0 at the point a (sink (resp. negative vortex) 
if m < 0). A source of strength 1 is called a unit source. In case of the com- 
bination of a source and a vortex (positive or negative) of strengths m, and 
m,, respectively, at the same point a, the velocity vector at z is then given 
by (m, + imz)/(Z - a). We shall refer to this set up as a vortex-source of 
strength m, + im,, with m, > 0 and m2 # 0 (in case of a vortex-sink, 
m, < 0). In other words: The expression cc/(Z- 5) gives the velocity vector 
at z due to a vortex-source (resp. vortex-sink) of strength c( at the point a if 
Im a # 0 and Re M > 0 (resp. Re c( < 0). In case CI is a nonzero real, the 
velocity is caused only by a source or sink. Now, we are ready to prove the 
following theorem as an application of Theorem 3.1. 
THEOREM 4.4. The positions of rest of n movable unit sources, in a two- 
dimensional flow of an incompressible fluid in the presence of p vortex-sour- 
ces (or sources) of strengths CrJ2 at the fixed points aj (j = 1, 2,..., p), lie in 
the region K,, where 
K=~({a,,a,,...,a,})andy= max larga,i<;. 
%J<P 
Proof: At a given instant, let the movable unit sources be situated at 
distinct points z, , z~,..., z,, none coinciding with an aj. For each k, 
1 <k < II, we observe that the resultant velocity vector at zk, due to the 
given system of vortices and sources at the instant under consideration, is 
given by the complex conjugate of the quantity on the left-hand side of 
Eq. (1.2). Consequently, the n movable unit sources can remain at rest only 
at points zi, z~,..., z, which constitute a solution of the system of equations 
(1.2) for k = 1, 2 ,..., n. Now, the proof follows from Theorem 3.5. 
We point out that the n movable unit sources in the above theorem do 
have positions of rest. This is upheld by Remark 3.6 together with the 
observation made at the end of the above proof. 
CONCLUDING REMARKS 
(i) We conjecture that Lemma 2.2 holds in general when K, is 
replaced by any nonempty convex compact subset K of C. That is, every 
nonempty convex compact subset is of reflecting type. Once this is 
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established, Theorem 3.1 will naturally hold for all nonempty convex com- 
pact subsets. 
(ii) It would b e interesting to compare Theorem 3.1 with Marden’s 
theorem [9, Theorem 51 for any KE 8. However, the two theorems do 
agree in the cases where K is a closed line segment or a closed disc. 
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