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Abstract
We define cut-and-join operator in Hurwitz theory for merging of two branching points of
arbitrary type. These operators have two alternative descriptions: (i) they have the GL characters
as eigenfunctions and the symmetric-group characters as eigenvalues; (ii) they can be represented
as differential operators of the W -type (in particular, acting on the time-variables in the Hurwitz-
Kontsevich tau-function). The operators have the simplest form if expressed in terms of the matrix
Miwa-variables. They form an important commutative associative algebra, a Universal Hurwitz
Algebra, generalizing all group algebra centers of particular symmetric groups which are used in
description of the Universal Hurwitz numbers of particular orders. This algebra expresses arbitrary
Hurwitz numbers as values of a distinguished linear form on the linear space of Young diagrams,
evaluated at the product of all diagrams, which characterize particular ramification points of the
covering.
1 Introduction and summary
1.1 Hurwitz numbers and characters
The Hurwitz numbers Covq(∆1,∆2, . . . ,∆m) count a certainly weighted number of ramified q-fold
coverings of a Riemann sphere with fixed position ofm branching points of the given types ∆1, . . . ,∆m.
The types are labeled by ordered integer partitions of q, i.e. by the Young diagrams ∆ with |∆| = q
boxes. This seemingly formal problem appears related to numerous directions of research in physics
and mathematics and attracts increasing attention in the literature: see [1]-[24] for some references.
After an accurate definition, see s.2.1 below, the problem becomes that of representation theory of
symmetric groups and is reduced to the celebrated formula [3] (our normalization of ϕR(∆) differs
from that used in text-books by a factor):
Covq(∆1,∆2, . . . ,∆m) =
∑
|R|=q
d2RϕR(∆1)ϕR(∆2) . . . ϕR(∆m) (1)
The r.h.s. is a sum over all representations (Young diagrams) R with |R| = q and ϕR(∆) are expansion
coefficients (in fact, these are proportional to the characters of symmetric groups [25]) of the GL
characters (Shur functions) χR(t) [25] in time-variables pk = ktk:
χR(t) =
∑
|∆|=|R|
dRϕR(∆)p (∆) =
∑
∆
dRϕR(∆)p (∆)δ|∆|,|R| (2)
For the integer partition ∆ = [µ1, ...] : µ1 ≥ µ2 ≥ . . . ≥ 0 with
∑
j µj = |∆| a monomial p (∆) ≡∏
i pµi =
∏
j p
mj
j . In what follows we also use a differently normalized monomial: if p (∆) =
∏
k p
mk
k ,
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then p˜ (∆) ≡
∏
k
1
mk !
(pk
k
)mk = (∏kmk!kmk)−1p (∆). Further we use the same definition of Y˜ (∆) to
define monomials for arbitrary chains of variables {yk}. The definitions of χR(t) and dR = χR
(
tk =
δk,1
)
are standard, see s.2.6 below.
One can extend the definition of ϕR(∆) to bigger diagrams R with |R| > |∆| in the following way:
ϕR([∆, 1, ..., 1︸ ︷︷ ︸
k
]) ≡

0 for |∆|+ k > |R|
ϕR([∆, 1, . . . , 1︸ ︷︷ ︸
|R|−|∆|
])Ck|R|−|∆| for |∆|+ k ≤ |R| (3)
Here Cab =
b!
a!(b−a)! are the binomial coefficients, and ∆ is a Young diagram that does not contain
units, 1 /∈ ∆. With this extension one can lift the requirement that all |∆α| = q in (1).
1.2 Hurwitz partition functions
There are two different ways to define generating functions of Hurwitz numbers (see also [26] for other
generating functions related to partitions). First, ϕR(∆) in (1) can be contracted with p(∆) and
converted into χR(t) with the help of (2). Second, ϕR(∆) can be exponentiated. This implies the
following definition of the Hurwitz partition function [23]:
Z(t, t′, t′′, . . . |β) ≡
∑
R
d2R
χR(t)
dR
χR(t
′)
dR
χR(t
′′)
dR
. . . exp
(∑
∆
β∆ϕR(∆)
)
(4)
where sum is now over all representations (Young diagrams) R of arbitrary size |R|. Here β is a set
of constants depending on Young diagrams. If only β[2] corresponding to the diagrams ∆ = [2] is not
equal to zero, this reduces to the generating of N -Hurwitz numbers, in particular, [8, 9]
N = 1 : Z(t|β) =
∑
R dRχR(t)e
β2ϕR([2]) −→ Z(t|0) =
∑
R dRχR(t) = e
t1 ,
N = 2 : Z(t, t¯|β) =
∑
R χR(t)χR(t¯)e
β2ϕR([2]) −→ Z(t, t¯|0) =
∑
R χR(t)χR(t¯) = exp (
∑
k ktk t¯k)
(5)
are KP and Toda-chain τ -functions in t and t, t¯ respectively [27, 9, 19, 22], however integrability is
violated for N ≥ 3 [23]. It is also violated by inclusion of higher β∆ with |∆| ≥ 3 [16, 20, 23]: to
preserve it one should exponentiate the Casimir eigenvalues CR(|∆|) [27] instead of ϕR(∆) 6= CR(|∆|).
Substitution of ϕR by CR in the definition of partition functions was nicknamed transition to the
complete cycles in [16, 20], Z is obtained from the so defined τ -function [27] by action of sophisticated
operators B∆, see [23].
The KP τ -function Z(t|β) is in fact related [10, 19, 22] by the equivalent-hierarchies technique
[28] to the Kontsevich τ -function [29] and, following [22], we call it and its further generalization
(4) Kontsevich-Hurwitz partition function. This remarkable relation allows one to apply the well-
developed technique of matrix models [29]-[35] to study of the Hurwitz numbers, and this paper
develops further a particular example [24] of such application.
1.3 General cut-and-join operators
Alternatively one can introduce the β-deformations in the partition function with the help of the
cut-and-join operators Wˆ, which are differential operators acting on the time-variables {tk} (or, al-
ternatively, on {t′k} or {t
′′
k}) and have characters χR(t) as their eigenfunctions and ϕR(∆) as the
corresponding eigenvalues:
Wˆ(∆)χR(t) = ϕR(∆)χR(t) (6)
Then, as an immediate corollary of (6) and (4),
Z(t, t′, . . . |β) = exp
(∑
∆
β∆Wˆ(∆)
)
Z(t, t′, . . . |0) (7)
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In the simplest case of ∆ = [2] we get the standard cut-and-join operator [8]
Wˆ([2]) =
1
2
∞∑
a,b=1
(
(a+ b)papb
∂
∂pa+b
+ abpa+b
∂2
∂pa∂pb
)
=
1
2
∞∑
a,b=1
(
abtatb
∂
∂ta+b
+ (a+ b)ta+b
∂2
∂ta∂tb
)
(8)
which is the zero-mode generator of W3-algebra [36]: Wˆ([2]) = Wˆ
(3)
0 . The W3-algebra is a part of the
universal enveloping algebra of GL(∞), and is a symmetry of the universal Grassmannian [37, 38],
hence, the action of this operator preserves KP-integrability [37, 39, 28] and deforms Toda-integrability
[40] in a simple way [27, 9].
Operator (8) is conveniently rewritten [24] in terms of the matrix Miwa variable X (X was called
ψ in [24]),
pk = ktk = trX
k, (9)
where X is an N ×N matrix,
Wˆ([2]) =
1
2
(
tr Dˆ2 −Ntr Dˆ
)
=
1
2
: tr Dˆ2 : (10)
Here we use the matrix operator Dˆ = X ∂
∂X˜
, involving transposed matrix X˜ as usual in matrix models
theory [29]-[35] (hereafter, the repeated indices are implied to sum over):
Dˆab ≡ Xac
∂
∂Xbc
(11)
i.e. a family of operators
[
Dˆab, Dˆcd
]
= Dˆadδbc − Dˆbcδad acting on the algebra of functions, generated
by Xab: DˆabXcd ≡ Xadδbc. The normal ordering implies that the X-derivatives do not act on X’s
which stand between the two colons. It is equivalent to taking a symbol of operator.
The goal of this paper is to claim that (10) possesses the immediate generalization to all other
operators Wˆ(∆):
Wˆ(∆) = : D˜(∆) : (12)
where D˜(∆) is made from the operators Dˆk ≡ tr Dˆ
k in exactly the same way as p˜ (∆) is made from the
time-variables pk = ktk: D˜ (∆) ≡ (
∏
kmk!k
mk)−1Dˆmkk . Note that the operators Dˆab, (11) realize the
regular representation of the algebra gl. The (commuting) Casimir operators that lie in the universal
enveloping algebra of gl can be realized as Dˆk, the characters χR(t) of the group GL being their
eigenfunctions [41, 42]. Since all Dˆk commute among themselves, so do all the Dˆ(∆) and Wˆ(∆) (and
their common system of eigenfunctions is still formed by the characters). This allows one to express
Z(t|β) through the trivial τ -function Z(t|0) = et1 :
Z(t|β) = exp
(∑
∆
β∆ : D˜(∆) :
)
Z(t|0) (13)
Moreover, extra sets of time-variables can be introduced with the help of the same operators, for
example,
Z(t, t¯|β) ≈: e
P
k t¯ktr Dˆ
k
: Z(t|β) (14)
(For more accurate formulation of what means ≈ in this equation see s.2.8 below.) This opens a way
to naturally incorporate Hurwitz partition functions into the M-theory of matrix models [35].
Beyond ∆ = [2] the normal ordering makes even operators Wˆ([k]) with a single-row Young diagram
∆ = [k] non-linear combinations of the Casimir operators, this takes Wˆ(∆) out of the Universal
Grassmannian [37, 38] and leads to violation of integrability, observed in [16, 20, 23].
Restricting the set {β∆} of β-variables in (13) to a single β[2] = β we obtain a representation for
the Kontsevich-Hurwitz τ -function Z(t|β), which was the starting point in [24] for the derivation of
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a promising matrix model representation for this intriguing function. It is actually expressed (in a
yet badly-understood but clearly established way [10, 19, 22]) through the standard cubic Kontsevich
τ -function [29, 34].
The cut-and-join operators Wˆ form a commutative associative algebra, see s.2.4.3:
Wˆ(∆1)Wˆ(∆2) =
∑
∆
C∆∆1∆2Wˆ(∆) (15)
with the structure constants related to the triple Hurwitz numbers Cov(∆1∆2∆3), see the next sub-
section 1.4. Accordingly these Cov(∆1∆2∆3) can be alternatively studied in the theory of dessins
d’enfants and Belyi functions [43]. At |∆1| = |∆2| = |∆| these numbers are the structure constants
c∆∆1∆2 of the center of the group algebra of the symmetric group S|∆|.
Eqs.(13) and (2.4.3) should possess an interesting non-Abelian generalization to the case of open
Hurwitz numbers [13, 14, 44], counting coverings of Riemann surfaces with boundaries, which should
be an open-string counterpart of the closed-string formula (13).
1.4 Universal Hurwitz numbers and Universal Hurwitz algebra
The structure constants C∆∆1∆2 allow one to introduce the Universal Hurwitz numbers, defined for
arbitrary sets of Young diagrams, not restricted by the condition |∆1| = . . . = |∆m|.
Consider the vector space Y generated by all Young diagrams. The correspondence ∆ 7→ Wˆ(∆)
generates a structure of commutative associative algebra on Y , we denote the corresponding multipli-
cation of Young diagrams by ∗. Consider a linear form l : Y → R, where l(∆) = 1|∆|! for ∆ = [1, 1, ..., 1]
and l(∆) = 0 for all other Young diagrams. This definition is motivated by eq.(72) from the theory of
characters, see s.2.7 below. We call Hurwitz number of ∆1,∆2, ...,∆m the number
Cov(∆1,∆2, ...,∆m) = l(∆1 ∗∆2 ∗ ... ∗∆m) (16)
These generalized Hurwitz numbers coincide with the classical ones for |∆1| = |∆2| =, ...,= |∆m|,
when restricting the ∗-operation reproduces the composition ◦ of conjugation classes of permutations,
considered in s.2.2.
The symmetric bilinear form < ∆1,∆2 > = l(∆1 ∗∆2) is non-degenerate and invariant,
< ∆1 ∗∆, ∆2 > = < ∆1, ∆2 ∗∆ > ∀∆ (17)
as a corollary of commutativity and associativity. Moreover,∑
∆
C∆∆1∆2 < ∆,∆3 > = l(∆1 ∗∆2 ∗∆3) (18)
i.e.
C∆∆1∆2 =
∑
∆3
G∆∆3 l(∆1 ∗∆2 ∗∆3), (19)
where G∆2∆3 is the inverse matrix of G∆1∆2 = < ∆1,∆2 >.
Finally, our Universal Hurwitz algebra of cut-and-join operators is freely generated by a set of
Casimir operators and actually coincides as a vector space with the center of the universal enveloping
algebra of gl(∞), see s.2.5 below and [23, 42] for more details.
2 Comments
2.1 Hurwitz numbers and counting of coverings
A q-sheet covering Σ of the Riemann surface Σ0 is a projection pi : Σ → Σ0, where almost all the
points of Σ0 have exactly q pre-images. The number of pre-images drops down at finitely many singular
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(ramification) points x1, . . . , xm ∈ Σ0. Actually, pi
−1(xα) is a collection of points y
(α)
i ∈ Σ, such that
in the vicinity of each y
(α)
i the projection pi looks like
pi : (x− xα) = (y − y
(α)
i )
µ
(α)
i (20)
Then with each singular point one associates an integer partition of q, which can be ordered, ∆α :
µ
(α)
1 ≥ µ
(α)
2 ≥ . . . ≥ 0, i.e. is actually a Young diagram. This diagram ∆α is named the type of
ramification point xα.
If one picks up some non-singular point x∗ ∈ Σ0 and considers a closed path C∗ in Σ0 which
begins and ends at x∗, then the q pre-images of x∗ in Σ get somehow permuted when one travels
along C∗. Thus with a path C∗ is associated a permutation of q variables, i.e. the covering defines a
map from the fundamental group pi1(Σ0, x∗) into the symmetric (permutation) group Sq. Changing
x∗ amounts to the common conjugation of all the permutations, associated with different contours,
and the covering itself is associated with the conjugated classes of maps of pi1(Σ0, x∗) into Sq. In fact,
inverse is also almost true: given such a map, one can reconstruct the covering. Thus enumeration of
ramified coverings becomes a pure group-theory problem and gives the definition of Hurwitz numbers
for the Riemann surface of arbitrary genus g:
Covgq(∆1, . . . ,∆m) =
∑ 1
|Aut(pi)|
(21)
is the number of its coverings pi with a fixed set of singular points x1, . . . , xm of the types ∆1, . . . ,∆m,
divided by the order of automorphism group. For the sake of brevity, we just put Cov0q =Covq. The
sum in (21) is over all possible equivalence classes of coverings and the equivalence is established by
a bi-holomorphic map f : Σ→ Σ′ such that pi′ = f ◦ pi.
Since Covq(∆1, . . . ,∆m) is simultaneously a group-theory quantity, it can be also expressed in
terms of symmetric groups, and this approach leads to formula (1). An extension to the surfaces
Σ0 of arbitrary genus follows from topological field theory [45, 46, 3, 13]. Somewhat non-trivial is
generalization to Σ0 with boundaries, see [13, 14].
2.2 Permutations, cycles and their compositions
Cut-and-join operators come to the scene when one studies merging of two ramification points xα and
xβ of the types ∆α and ∆β. In result of such merging a single singular point emerges at the place of
two, but its type ∆ is not defined unambiguously by ∆1 and ∆2. It depends on actual distribution of
pre-images y
(α)
i and y
(β)
j between the sheets of the covering, and this distribution is summed over in
the definition of Hurwitz numbers.
The Young diagram ∆ labels the monodromy element of a critical value and a conjugation class
in the symmetric group Sq. When two critical point merge, the resulting monodromy is a product of
two original monodromies.
Before we consider multiplication of classes, let us look at multiplication of permutations. Any
permutation can be represented as a product of cycles. For example, S3 consists of six elements:
{123} −→ {123}, {132}, {213}, {321} , {231}, {312},
which can be expressed through the cycles as
123, 1(23), (12)3, (13)2, (132), (123)
respectively. The notation (132) for a cycle means that 1 → 3 → 2 → 1. For the sake of brevity we
write 123 instead of (1)(2)(3).
The Young diagram ∆ describes the conjugation class of elements of the group. We denote with
the same symbol ∆ the element of the group algebra equal to the sum of all elements of the conjugation
class (with unit coefficients).
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For instance, the Young diagrams with 3 boxes label the three conjugation classes of these permu-
tations as follows:
∆ = [1, 1, 1] = 123; ∆ = [2, 1] = 1(23), (12)3, (13)2; ∆ = [3] = (132), (123)
The corresponding elements of the group algebra are
∆ = [1, 1, 1] = 123; ∆ = [2, 1] = 1(23) ⊕ (12)3 ⊕ (13)2; ∆ = [3] = (132) ⊕ (123)
It is convenient to define ||∆|| as the number of different permutations in the conjugation class ∆, e.g.
||3|| = 2, ||2, 1|| = 3, ||1, 1, 1|| = 1.
Similarly for S4 there will be five conjugation classes and the corresponding group algebra elements:
∆ = [4] = (1234) ⊕ (1243) ⊕ (1324) ⊕ (1342) ⊕ (1423) ⊕ (1432), ||4|| = 3! = 6,
∆ = [3, 1] = (123)4 ⊕ (124)3 ⊕ (132)4 ⊕ (134)2 ⊕ (142)3 ⊕ (143)2 ⊕ 1(234) ⊕ 1(243), ||3, 1|| = 8,
∆ = [2, 2] = (12)(34) ⊕ (13)(24) ⊕ (14)(23), ||2, 2|| = 3,
∆ = [2, 1, 1] = (12)34 ⊕ (13)24 ⊕ (14)23 ⊕ 1(23)4 ⊕ 1(24)3 ⊕ 12(34), ||2, 1, 1|| = 6,
and
∆ = [1, 1, 1, 1] = 1234, ||1, 1, 1, 1|| = 1.
If we now consider merging of two ramification points, say, with ∆ = [2, 1] and ∆′ = [3], we need
to see what happens when any of the three permutations from the conjugation class ∆ = [2, 1] are
multiplied by any of the two from ∆′ = [3]. This is described by the 3× 2 table
[2, 1] ◦ [3] =
1(23) ◦ (132) 1(23) ◦ (123)
(12)3 ◦ (132) (12)3 ◦ (123)
(13)2 ◦ (132) (13)2 ◦ (123)
=
(13)2 (12)3
1(23) (13)2
(12)3 1(23)
= 2 · [2, 1] (22)
or simply
[2, 1] ◦ [3] =
(
1(23) ⊕ (12)3 ⊕ (13)2
)
◦
(
(132) ⊕ (123)
)
= 2 ·
(
1(23) ⊕ (12)3 ⊕ (13)2
)
= 2 · [2, 1]
(23)
We denote the composition of permutations by ◦. As usual, the second permutation acts first, for
example, {123}
(132)
−→ {132}
1(23)
−→ {321} and the result is the same as {123}
(13)2
−→ {321}. Numbers in the
notation of the permutation refer to places, not to elements: (12) permutes the entries standing at
the first and the second place, not elements ”1” and ”2”.
Having the composition of permutations, one can use the corresponding structure constants c∆
′′
∆∆′ ,
∆ ◦∆′ =
∑
∆′′
c∆
′′
∆∆′∆
′′
(24)
to define the cut-and-join operator by the following rule:
Wˆ(∆)p˜ (∆′) =
∑
∆′′
c∆
′′
∆∆′ p˜ (∆
′′) (25)
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Eq.(22) implies that the so defined operator Wˆ([2, 1]) contains an item
Wˆ([2, 1]) = 2 · ˜p([2, 1])
∂
∂p˜([3])
+ . . . = 3p1p2
∂
∂p3
+ . . . (26)
where dots stand for the items that annihilate p3.
Similarly, the composition table
[3]◦ [2, 1] =
(132) ◦ 1(23) (132) ◦ (12)3 (123) ◦ (13)2
(123) ◦ 1(23) (123) ◦ (12)3 (123) ◦ (13)2
=
(12)3 (13)2 1(23)
(13)2 1(23) (12)3
= 2 · [2, 1] (27)
implies that
Wˆ([3]) = 2p1p2
∂2
∂p1∂p2
+ . . . (28)
where this time dots stand for some terms from the annihilator of p1p2.
1
The elements of the group algebra which correspond to the Young diagrams, generate the center
of the group algebra. In our example one can see that the r.h.s.’s of (27) and (22), as implied by
commutativity of the center.
In the same way one can analyze composition of any other pair of conjugation classes and recon-
struct all the entries in operators Wˆ(∆). In this way one can check that any continuation of the first
column in the Young diagram does not affect the cut-and-join operator:
Wˆ([∆, 1, 1, . . . , 1]) ∼= Wˆ(∆) if acting on a proper quantity (29)
in accordance with (3), see sect.2.4.2 for details. We give just one more example, in a brief form:
[2, 1, . . . , 1︸ ︷︷ ︸
q−2
] ◦ [3, 1, . . . , 1︸ ︷︷ ︸
q−3
] =
(12)3456 . . . q ◦ (123)456 . . . q . . .
(13)2456 . . . q ◦ (123)456 . . . q
1(23)456 . . . q ◦ (123)456 . . . q
(14)2356 . . . q ◦ (123)456 . . . q
. . .
123(45)6 . . . q ◦ (123)456 . . . q
. . .
=
(13)2456 . . . q . . .
1(23)456 . . . q
(12)3456 . . . q
(1423)56 . . . q
. . .
(123)(45)6 . . . q
. . .
(30)
There are ||3, 1, . . . , 1︸ ︷︷ ︸
q−3
|| = 2C3q =
q(q−1)(q−2)
3 columns and ||2, 1, . . . , 1︸ ︷︷ ︸
q−2
|| = C2q =
q(q−1)
2 rows in the
tables. Clearly, each column of the second, resulting table contains 3 elements from the class [2, 1, . . . , 1︸ ︷︷ ︸
q−2
]
1 One can compare this formula with the full expression in eq.(53). Coefficient 2 in (28) arises from the second term in
(53) with abcd = 1212, 1221, 2112, 2121, and only two out of these four terms contribute because of the factor (1−δacδbd).
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plus 3(q− 3) elements from the class [4, 1, . . . , 1︸ ︷︷ ︸
q−4
] plus (q−3)(q−4)2 elements from the class [3, 2, 1, . . . , 1︸ ︷︷ ︸
q−5
].
Thus
[2, 1, . . . , 1] ◦
[3, 1, . . . , 1]
||3, 1, . . . , 1||
= 3 ·
[2, 1, . . . , 1]
||2, 1, . . . , 1||
+ 3(q − 3) ·
[4, 1, . . . , 1]
||4, 1, . . . , 1||
+
(q − 3)(q − 4)
2
·
[3, 2, 1, . . . , 1]
||3, 2, 1, . . . , 1||
or
[2, 1, . . . , 1] ◦ [3, 1, . . . , 1] = 2(q − 2) · [2, 1, . . . , 1] + 4 · [4, 1, . . . , 1] + [3, 2, 1, . . . , 1] (31)
Since in this example Wˆ([2, 1, . . . , 1︸ ︷︷ ︸
q−2
]) acts on p3p
q−3
1 , we have:
Wˆ([2, 1, . . . , 1︸ ︷︷ ︸
q−2
])p3p
q−3
1 =
1
2
(
6p1p2
∂
∂p3
+ 6p4
∂2
∂p1∂p3
+ p2
∂2
∂p21
+ . . .
)
p3p
q−3
1 (32)
We see that the coefficient in the term p1p2
∂
∂p3
is the same as in (26), in full accordance with (29).
Both representations in (31) imply the same result for Wˆ([2, 1, . . . , 1︸ ︷︷ ︸
q−2
]) because
p˜ (∆) =
||∆||
|∆|!
p (∆) =
p(∆)
Aut(∆)
and both multiplication formulas can be used to extract cut-and-join operator from (25).
In general, for a composition of conjugation classes one has
∆1 ◦∆2 =
∑
|∆|=|∆1|=|∆2|
c∆∆1∆2 ·∆ (33)
where small letter c is used to stress that we deal with the composition of permutations in the algebra
S|∆|, i.e. |∆| = |∆1| = |∆2|. Above examples demonstrate that even in this case the cut-and-join
operator is not exactly
∑
|∆1|=|∆2|
c∆1∆∆2 p˜(∆1)∂/∂p˜(∆2), the actual degree of differential operator which
satisfies (25) can be much lower than implied by this formula.
In fact the constraint that |∆′| = |∆| in (25) can be easily lifted: one can extend ∆ to a diagram
[∆, 1|∆
′|−|∆|] by adding a unit-height line of appropriate length and define
Wˆ(∆)p˜ (∆′) = p˜
(
[∆, 1|∆
′|−|∆|] ◦∆′
)
=
∑
|∆′′|=|∆′|
c∆
′′
[∆,1|∆
′|−|∆|]∆′
p˜ (∆′′) for 1 /∈ ∆ (34)
and
Wˆ([∆, 1s])p˜ (∆′) =
∑
|∆′′|=|∆′|
(|∆′| − |∆|)!
s!(|∆′| − |∆| − s)!
c∆
′′
[∆,1|∆
′|−|∆|] ∆′
p˜ (∆′′) for 1 /∈ ∆ (35)
Thus cut-and-join operators can be defined as acting on the time-variables of arbitrary level entirely
in terms of the structure constants of the universal symmetric algebra S(∞). Eq.(12), however,
provides a much more explicit and transparent alternative representation of these operators, which
allows also to extend the set of the S(∞) structure constants, by lifting the remaining restriction
|∆′′| = |∆′|, which is still preserved in (34) and (35). Extended structure constants C∆
′′
∆∆′ describe
multiplication of the universal operators, which are defined by either (35) or (12).
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Figure 1: Composition of two permutations: of the cycle (123) with the order 6 cycle. At the same time, these Feynman
diagrams contribute to multiplication of the normal ordered matrix differential operators Wˆ([3]) and Wˆ([6]).
2.3 Composition of permutations and Feynman diagram technique
Composition of permutations can be conveniently calculated with the help of a simple Feynman
diagram technique. This, on one hand, literally reflects the geometric definition of the Hurwitz numbers
and, on the other hand, is equivalent to the description through differential operators. Represent a
cycle (132) of length 3 by an oriented circle at the l.h.s. of Fig.1 and a cycle of length 6 by another
oriented circle at its r.h.s. The composition itself is represented by lines connecting all outgoing lines
of the left circle with arbitrarily chosen 3 incoming lines of the right circle. As a result, the new cycles
are formed: just one of length 6 for connecting lines as at the left figure and three of the lengths 1, 2
and 3 if one of the connecting lines is changed as at the right figure.
In this picture we deal with the situation of the type (123) ◦ (123456), when the first cycle is a
subset of the second one. One should only keep in mind that along with (123456) one should consider
all the 5! different cycles formed by the same 6 elements – and only two of these 5! possibilities are
shown in the picture. To obtain our operators one should sum over all these options. One should also
add all the other cycles: each ∆ is a set of a few cycles of given lengths.
Advantage of this pictorial representation is that one can further represent such pictures, the Feyn-
man diagrams by operators. This is the simplest way to obtain (12), which immediately reproduces
eqs.(26) and (28). The normal ordering appears because one connecting line can not act on another
connecting line.
This Feynman diagram technique ties together the geometric interpretation of the Hurwitz num-
bers, their combinatorial expressions and the normal ordered differential matrix operators.
2.4 Algebra of cut-and-join operators
2.4.1 Examples of normal ordering
We begin with a few examples, illustrating role of the normal ordering:
: tr Dˆ2 : = tr Dˆ2 −Ntr Dˆ = tr (Dˆ −N)Dˆ
or
tr Dˆ2 = : tr Dˆ2 : + Ntr Dˆ,
tr Dˆ3 = : tr Dˆ3 : + 2N : tr Dˆ2 : + : (tr Dˆ)2 : + N2tr Dˆ,
tr Dˆ4 = : tr Dˆ4 : + 3N : tr Dˆ3 : + 3 : tr Dˆ tr Dˆ2 : + (3N2 + 1) : tr Dˆ2 : + 3N : (tr Dˆ)2 : + N3 : tr Dˆ :,
. . .
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Similarly,
(tr Dˆ)2 = : (tr Dˆ)2 : + tr Dˆ, (36)
(tr Dˆ2)2 = : (tr Dˆ2)2 : + 2N : tr Dˆ tr Dˆ2 : + 4 : tr Dˆ3 : + 4N : tr Dˆ2 : + (N2 + 2) : (tr Dˆ)2 : + N2tr Dˆ
(37)
and so on.
2.4.2 Insertion of extra Dˆ1, (29)
Next we provide a complete description of normal ordering for a small but important class of operators
which contain degrees of Dˆ1 = tr Dˆ =
∑
a apa
∂
∂pa
,
Wˆ([∆, 1, ..., 1︸ ︷︷ ︸
k
]) =
1
k!
: ˜D(∆)Dˆk1 : (38)
(∆ is assumed not to contain more units). For a more systematic description see [42].
The following relations follow directly from the definition of normal ordering:
: D˜(∆)Dˆ1 : = : D˜(∆) : Dˆ1 − |∆| : D˜(∆) : = : D˜(∆) :
(
Dˆ1 − |∆|
)
,
: D˜(∆)(Dˆ1)
2 : = : D˜(∆)Dˆ1 : Dˆ1 − (|∆|+ 1) : D˜(∆)Dˆ1 : = : D˜(∆)Dˆ1 :
(
Dˆ1 − |∆| − 1
)
=
= : D˜(∆) :
(
Dˆ1 − |∆|
)(
Dˆ1 − |∆| − 1
)
,
. . .
: D˜(∆)(Dˆ1)
k : = : D˜(∆) :
k−1∏
i=0
(
Dˆ1 − |∆| − i
)
(39)
This implies that when one acts with : D˜(∆) : on some quantity of weight |R|, for example on
: D˜(R) : , then Dˆ1 acts as multiplication by |R|, and one can always substitute : D˜(∆) : with
1
(|R| − |∆|)!
: D˜(∆)(Dˆ1)
|R|−|∆| : = : ˜D([∆, 1, . . . , 1︸ ︷︷ ︸
|R|−|∆|
]) : , provided 1 /∈ ∆
(40)
without changing the result, in accordance with rule (3) and with formula (29).
If Wˆ(∆) contains Dˆ1-factors, this rule should be modified by a numerical factor: for example
: D˜([1]) : is substituted with
1
(|R| − 1)!
: D˜([1])(Dˆ1)
|R|−1 : =
1
(|R| − 1)!
: (Dˆ1)
|R| : = |R| : ˜(Dˆ1)|R| : = |R| : ˜D([1, . . . , 1︸ ︷︷ ︸
|R|
]) : (41)
which contains an extra factor of |R|, again in accordance with (3).
2.4.3 Multiplication algebra of Wˆ-operators
Making use of relations from s.2.4.1 we can now multiply different cut-and-join operators:
Wˆ(∆1)Wˆ(∆2) =
∑
∆
C∆∆1∆2Wˆ(∆) (42)
Note that in variance with (33) there is no restriction on the sizes of Young diagrams ∆1,∆2 and ∆,
actually, there is only a selection rule
max(|∆1|, |∆2|) ≤ |∆| ≤ |∆1|+ |∆2| (43)
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Still these new structure constants with |∆1| = |∆2| = |∆| coincide with the structure constants of
conjugation-classes algebra (33). The Feynman diagram technique of s.2.3 can be considered as a
pictorial representation of (42), while expression (??) for the Wˆ operator through the time-variables
– as a corollary of (42) projected to the |∆1| = |∆2| = |∆| subset. In this case it implies that
Wˆ(∆1)p˜ (∆2) =
∑
∆
C∆∆1,∆2 p˜ (∆) = Wˆ(∆2)p˜ (∆1), |∆1| = |∆2| (44)
Furthermore, in accordance with (6) the eigenvalues ϕR(∆) satisfy the same algebra (42):
ϕR(∆1)ϕR(∆2) =
∑
∆
C∆∆1∆2ϕR(∆) (45)
The structure constants in this relation do not depend on R, which is not so obvious if one extracts
ϕR(∆) from the character expansion (2). One can explicitly check this for first few ϕR(∆) using the
following table for them (ϕR(∆) differs by a factor from the character of symmetric group [25])):
11
R∆ 1 2 11 3 21 111 4 31 22 211 1111 5 41 32 311 221 2111 11111
1 1
2 2 1 1
11 2 −1 1
3 3 3 3 2 3 1
21 3 0 3 −1 0 1
111 3 −3 3 2 −3 1
4 4 6 6 8 12 4 6 8 3 6 1
31 4 2 6 0 4 4 −2 0 −1 2 1
22 4 0 6 −4 0 4 0 −4 3 0 1
211 4 −2 6 0 −4 4 2 0 −1 −2 1
1111 4 −6 6 8 −12 4 −6 8 3 −6 1
5 5 10 10 20 30 10 30 40 15 30 5 24 30 20 20 15 10 1
41 5 5 10 5 15 10 0 10 0 15 5 −6 0 −5 5 0 5 1
32 5 2 10 −4 6 10 −6 −8 3 6 5 0 −6 4 −4 3 2 1
311 5 0 10 0 0 10 0 0 −5 0 5 4 0 0 0 −5 0 1
221 5 −2 10 −4 −6 10 6 −8 3 −6 5 0 6 −4 −4 3 −2 1
2111 5 −5 10 5 −15 10 0 10 0 −15 5 −6 0 5 5 0 −5 1
11111 5 −10 10 20 −30 10 −30 40 15 −30 5 24 −30 −20 20 15 −10 1
2.4.4 Examples of structure constants
We now give some explicit examples of (42): a multiplication table restricted to the case when |∆| ≤ 4.
Many of them are direct corollaries of relations from s.2.4.2. Note that explicit N -dependence which
showed up in the normal-ordered products in s.2.4.1 drops away when one considers products of the
normal-ordered operators Wˆ.
Underlined are the components satisfying |∆1| = |∆2| = |∆|, which are dictated by compositions
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of permutations, eq.(33):
Wˆ([1])Wˆ([1]) = Wˆ([1]) + 2Wˆ([1, 1]),
Wˆ([1])Wˆ([2]) = 2Wˆ([2]) + Wˆ([2, 1]),
Wˆ([1])Wˆ([1, 1]) = 2Wˆ([1, 1]) + 3Wˆ([1, 1, 1]),
Wˆ([1])Wˆ([3]) = 3Wˆ([3]) + Wˆ([3, 1]),
Wˆ([1])Wˆ([2, 1]) = 3Wˆ([2, 1]) + 2Wˆ([2, 1, 1]),
Wˆ([1])Wˆ([1, 1, 1]) = 3Wˆ([1, 1, 1]) + 4Wˆ([1, 1, 1, 1]),
Wˆ([1])Wˆ([4]) = 4Wˆ([4]) + Wˆ([4, 1]),
Wˆ([1])Wˆ([3, 1]) = 4Wˆ([3, 1]) + 2Wˆ([3, 1, 1]),
Wˆ([1])Wˆ([2, 2]) = 4Wˆ([2, 2]) + Wˆ([2, 2, 1]),
Wˆ([1])Wˆ([2, 1, 1]) = 4Wˆ([2, 1, 1]) + 3Wˆ([2, 1, 1, 1]),
Wˆ([1])Wˆ([1, 1, 1, 1]) = 4Wˆ([1, 1, 1, 1]) + 5Wˆ([1, 1, 1, 1, 1]),
Wˆ([1, 1])Wˆ([2]) = Wˆ([2]) + 2Wˆ([2, 1]) + Wˆ([2, 1, 1]),
Wˆ([1, 1])Wˆ([1, 1]) = Wˆ([1, 1]) + 6Wˆ([1, 1, 1]) + 6Wˆ([1, 1, 1, 1]),
Wˆ([2])Wˆ([2]) = Wˆ([1, 1]) + 3Wˆ([3]) + 2Wˆ([2, 2]),
Wˆ([1, 1])Wˆ([3]) = 3Wˆ([3]) + 3Wˆ([3, 1]) + Wˆ([3, 1, 1]),
Wˆ([1, 1])Wˆ([2, 1]) = 3Wˆ([2, 1]) + 6Wˆ([2, 1, 1]) + Wˆ([2, 1, 1, 1]),
Wˆ([1, 1])Wˆ([1, 1, 1]) = 3Wˆ([1, 1, 1]) + 12Wˆ([1, 1, 1, 1]) + 10Wˆ([1, 1, 1, 1, 1]),
Wˆ([2])Wˆ([3]) = Wˆ([3, 2]) + 4Wˆ([4]) + 2Wˆ([2, 1])
Wˆ([2])Wˆ([2, 1]) = 2Wˆ([2, 2, 1]) + 3Wˆ([3, 1]) + 4Wˆ([2, 2]) + 3Wˆ([3]) + 3Wˆ([1, 1, 1])
Wˆ([2])Wˆ([1, 1, 1]) = Wˆ([2, 1]) + 2Wˆ([2, 1, 1]) + Wˆ([2, 1, 1, 1]),
. . .
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2.5 From Dˆ to differential operators in time-variables
One way to express the operators Wˆ through the time-variables is already given in eq.(12). However,
it is much simpler to extract such expressions directly from (25), i.e. by making a Miwa transformation
back from the matrix-X variable to times pk = trX
k. This is done by the simple rule: when acting
on a function of time-variables, the X-derivatives provide
DˆabF (p) = Xac
∂
∂Xbc
F (p) =
∞∑
k=1
k(Xk)ab
∂F (p)
∂pk
(46)
Next Dˆ operators act both on X which emerged at the first stage and on the remaining function of
time-variables:
Dˆa′b′DˆabF (p) =
∞∑
k,l=1
kl(X l)a′b′(X
k)ab
∂2F (p)
∂pkpl
+
∞∑
k=1
k−1∑
j=0
k(Xj)ab′(X
k−j)a′b
∂F (p)
∂pk
(47)
where we used the fact that
Dˆa′b′(X
k)ab = Xa′c′
∂
∂Xb′c′
(Xk)ab =
k−1∑
j=0
Xa′c′(X
j)ab′(X
k−j−1)c′b =
k−1∑
j=0
(Xj)ab′(X
k−j)a′b (48)
Note that the power of X in the second factor at the r.h.s. is always non-vanishing, while it can vanish
in the first factor. If we considered a normal ordered product of operators instead of (47), this power
would also be non-vanishing:
: Dˆa′b′Dˆab : F (p) =
∑
k
k k−1∑
j=1
(Xj)ab′(X
k−j)a′b
 ∂F (p)
∂pk
+
∑
k,l
kl(Xk)ab(X
l)a′b′
∂2F (p)
∂pk∂pl
(49)
This is the property that guarantees the potential N -dependence is eliminated from the formulas, as
it should be for the operators expressible in terms of time-variables, and thus independent of details
of the Miwa transform (of which N is an additional parameter).
First few examples of the cut-and-join operators in terms of the time-variables are
Wˆ([1]) = tr Dˆ =
∑
k=1
kpk
∂
∂pk
(50)
Wˆ([2]) =
1
2
: tr Dˆ2 : =
1
2
∞∑
a,b=1
(
(a+ b)papb
∂
∂pa+b
+ abpa+b
∂2
∂pa∂pb
)
(51)
Wˆ([1, 1]) =
1
2!
: (tr Dˆ)2 : =
1
2
 ∞∑
a=1
a(a− 1)pa
∂
∂pa
+
∞∑
a,b=1
abpapb
∂2
∂pa∂pb
 (52)
Wˆ([3]) =
1
3
: tr Dˆ3 : =
1
3
∞∑
a,b,c≥1
abcpa+b+c
∂3
∂pa∂pb∂pc
+
1
2
∑
a+b=c+d
cd (1− δacδbd) papb
∂2
∂pc∂pd
+
+
1
3
∑
a,b,c≥1
(a+ b+ c) (papbpc + pa+b+c)
∂
∂pa+b+c
(53)
Wˆ([2, 1]) =
1
2
: tr Dˆ2 tr Dˆ : =
1
2
∑
a,b≥1
(a+ b)(a+ b− 2)papb
∂
∂pa+b
+
1
2
∑
a,b≥1
ab(a+ b− 2)pa+b
∂2
∂pa∂pb
+
+
1
2
∑
a,b,c≥1
(a+ b)cpapbpc
∂2
∂pa+b∂pc
+
1
2
∑
a,b,c≥1
abcpapb+c
∂3
∂pa∂pb∂pc
(54)
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Wˆ([1, 1, 1]) =
1
3!
: (tr Dˆ)3 : =
1
6
∑
a≥1
a(a− 1)(a − 2)pa
∂
∂pa
+
+
1
4
∑
a,b
ab(a+ b− 2)papb
∂2
∂pa∂pb
+
1
6
∑
a,b,c≥1
abcpapbpc
∂3
∂pa∂pb∂pc
(55)
As one had to expect from (39) and (41), it follows from these formulas that
Wˆ([1, 1]) =
1
2
Wˆ([1])(Wˆ([1]) − 1)
Wˆ([2, 1]) = Wˆ([2])(Wˆ([1]) − 2)
Wˆ([1, 1, 1]) =
1
6
Wˆ([1])(Wˆ([1]) − 2)(Wˆ([1]) − 1)
(56)
The manifest expressions for higher operators fast become much more involved. However, there
is a much more compact presentation for the operators: when expressed through the time-variables,
operators are in fact made from the scalar field current
∂Φ(z) =
∑
k
(
ktkz
k +
1
zk
∂
∂tk
)
=
∑
k
(
pkz
k +
k
zk
∂
∂pk
)
(57)
and from an additional dilatation operator
Rˆ =
(
z
∂
∂z
)2
(58)
For more details see [23, 42]. Here we provide just a few simplest examples.
The normal ordering in these formulas means that all p factors stand to the left of ∂/∂p factors,
we do not take p-derivatives of p’s when building up an operator from ∂Φ(z). The subscript 0 means
that one should pick up the coefficient in front of z0 in the z-series. As soon as adding units to the
Young diagram is a trivial procedure, as we just saw, we list here only the operators corresponding to
the Young diagrams without units [42]:
Wˆ([1]) = Cˆ1
Wˆ([2]) =
1
2
Cˆ2
Wˆ([3]) =
1
3
Cˆ3 −
1
2
Cˆ21 +
1
3
Cˆ1
Wˆ([2, 2]) =
1
8
Cˆ22 −
1
2
Cˆ3 +
1
2
Cˆ21 −
1
4
Cˆ1
Wˆ([4]) =
1
4
Cˆ4 − Cˆ1Cˆ2 +
5
4
Cˆ1
(59)
where the Casimir operators are [42]
Cˆ1 =
1
2
:
[
(∂Φ)2
]
0
:
Cˆ2 =
1
3
:
[
(∂Φ)3
]
0
:
Cˆ3 =
1
4
:
[
(∂Φ)4 + ∂Φ(Rˆ∂Φ)
]
0
:
Cˆ4 =
1
5
:
[
(∂Φ)5 +
5
2
(∂Φ)2(Rˆ∂Φ)
]
0
:
Cˆk =
1
k + 1
:
[
(∂Φ)k+1 +
(k + 1)!
4!(k − 2)!
(∂Φ)k−1(Rˆ∂Φ) + . . .
]
0
:
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2.6 GL(∞) characters and related formulas
GL characters χR(t) are defined with the help of the first Weyl determinant formula
χR(t) = det
ij
sµi+j−i(t) (60)
where sk(t) are the Shur polynomials,
exp
(∑
k
tkz
k
)
=
∑
k
sk(t)z
k (61)
After the Miwa transformation pk = ktk = trX
k, the same characters are expressed through the
eigenvalues of matrix X by the second Weyl formula
χR[X] = χR
(
tk =
1
k
trXk
)
=
detij x
µj−j
i
detij x
−j
i
(62)
The expansion of χR(t) in powers of p’s defines the coefficients ϕR(∆) by eq.(2) for |R| = |∆| and by
eq.(3) for all other ∆’s. In (2) the parameter dR is the value of character at the point tk = δk,1,
dR = χR(δk1) (63)
and it is given by the hook formula
dR =
∏
all boxes of R
1
hook length
=
|R|∏
i<j=1
(µi − µj − i+ j)
|R|∏
i=1
(µi + |R| − i)!
(64)
One can also introduce a natural scalar product on the characters
〈χR(t), χR′(t)〉 = δRR′ (65)
manifestly given by the formula
〈A(t), B(t)〉 ≡ A
(
∂
∂p
)
B(t)
∣∣∣∣
tk=0
(66)
In particular, 〈
p(∆), p˜(∆′)
〉
= δ∆∆′ (67)
These formulas, along with (2) immediately lead to the inverse expansion
p˜(∆) =
∑
R
dRϕR(∆)χR(t)δ|∆|,|R| (68)
Thus (6) is actually an exhaustive alternative definition of the operators Wˆ(∆) and one can check
that (12) does satisfy this definition (see the next subsection s.2.7 and [23, 42]). The equivalence of
two definitions (25) and (6) follows from formula (1).
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2.7 From (12) to (6)
The idea of a straightforward derivation of (6) from (12) goes as follows. For the sake of simplicity
consider ∆ that does not contain units (the generalization is straightforward). Obviously,
: D˜(∆) : et1 =: D˜(∆) : etrX = p˜(∆)et1 (69)
Since
et1 =
∑
R
dRχR(t) (70)
it follows that ∑
R
dR : D˜(∆) : χR(t) = p˜(∆)e
t1
(71)
The r.h.s. of this formula can be rewritten using (68) and (3) as
∑
k
p˜(∆)
tk1
k!
=
∑
k
˜p([∆, 1, ..., 1︸ ︷︷ ︸
k
]) =
∑
k
∑
R
dRϕR([∆, 1, ..., 1︸ ︷︷ ︸
k
])χR =
=
∑
k
∑
R: |R|=|∆|+k
dRϕR(∆)χR =
∑
R
dRϕR(∆)χR
(72)
which, along with (71) and the fact that χR(t) are the eigenfunctions of : D˜(∆) : , ultimately leads to
(6).
2.8 Details of (14)
Deviation from the naive formula (14) arises because one should carefully impose the condition |∆| = R
in (2) when passing from ϕR(∆) in (1) to the characters χR(t
′) in (4):
Z(t, t′, . . .) =
∑
q
∑
∆,∆′
p(∆)p′(∆′)δ|∆|,qδ|∆′|,qCovq(∆,∆
′, . . .)
 =∑
R
χR(t)χR(t
′) . . . (73)
or, alternatively
=
∑
∆′,R
dRχR(t)ϕR(∆)p
′(∆) . . . δ|∆|,|R| =
∮
dz
z
∑
∆,R
dRχR(t)ϕR(∆)p
′(∆)z|∆|−|R| . . . =
=
∮
dz
z
∑
∆
z|∆|p′(∆) : D˜(∆) :
∑
R
dRχR(t)z
|R| . . . =
∮
dz
z
: exp
(
∞∑
k=1
zkt′kDˆk
)
:
∑
R
dRχR(t)z
|R| . . .
This is the full (correct) version of eq.(14). If there is nothing at the place of dots at the r.h.s., i.e. if
one considers Z(t, t′|0), then the sum over R is equal to et1/z and one obtains, as a simplest example,
Z(t, t′|0) =
∮
dz
z
: exp
(
∞∑
k=1
zkt′kDˆk
)
: et1/z = exp
(∑
k
ktkt
′
k
)∮
dz
z
et1/z = exp
(∑
k
ktkt
′
k
)
(74)
Generalizations are straightforward. If one wants to consider multiple Hurwitz numbers, with more
sets of t-variables, then extra δ-functions and z-integrals should be included.
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3 Summary and conclusion
The generic cut-and-join operator Wˆ(∆) is associated with the arbitrary Young diagram ∆ and can
be defined in two alternative ways.
First, through the characters, requesting that
Wˆ(∆)χR(t) = ϕR(∆)χR(t) (75)
for any Young diagram R. Then the Hurwitz partition function, say for two sets time-variables, is
equal to
Z(t, t¯|β) ≡
∑
R
χR(t)χR(t¯) exp
(∑
∆
β∆ϕR(∆)
)
= exp
(∑
∆
β∆Wˆ(∆)
)
Z(t, t¯|0) (76)
where Z(t, t¯|0) =
∑
R χR(t)χR(t¯) = exp (
∑
k ktk t¯k) = exp
(∑
k
1
kpkp¯k
)
. The Hurwitz Toda τ -function
[27, 9] for ”the double Hurwitz numbers”, Z(t, t¯|β) =
∑
R χR(t)χR(t¯)e
β2ϕR([2]) = eβ2Wˆ([2])Z(t, t¯, 0), is
a particular case, and the Kontsevich-Hurwitz KP τ -function for ”the single (or ordinary) Hurwitz
numbers” is a further restriction to t¯k = δk,1. Integrability in these two examples is preserved because
the simplest cut-and-join operator Wˆ([2]) coincides with the (second) Casimir operator, and integra-
bility is present when any combination of Casimir operators acts on the τ -function [27]. It is violated
by the generic cut-and-join operators with |∆| ≥ 3. Of course, the β-variables can be considered as
associated with some new integrable structure, reflected in commutativity of the operators Wˆ(∆),[
Wˆ(∆1), Wˆ(∆2)
]
= 0 ∀ ∆1 and ∆2 (77)
However, there is no obvious way to relate this integrability to the group-theory-induced Hirota-like
bilinear relations [47], and there are even less chances that it is somehow induced by the free-fermion
representation of Û(1) (these are the two features built into the definition of integrable hierarchies of
the KP/Toda type).
Second, through permutations and their cyclic decompositions. This is the problem directly related
to merging of ramification points of the Hurwitz covering. The central formula is (25),
∆ ◦ P(p) = Wˆ(∆)P(p) (78)
and in s.2.2 we explained how Wˆ(∆) is explicitly reconstructed from the knowledge of permutation
compositions.
Both these definitions, conditions (75) and (78) are explicitly resolved by eq.(12),
Wˆ(∆) = : D˜(∆) : (79)
– a direct generalization of representation for the simplest cut-and-join operator Wˆ([2]) from [24]. The
first few operators of this set are listed in sect.2.5.
These operators form a commutative associative algebra
Wˆ(∆1)Wˆ(∆2) =
∑
∆
C∆∆1∆2Wˆ(∆) (80)
We call it Universal Hurwitz Algebra, because it allows one to define the Universal Hurwitz Numbers
for arbitrary collection of Young diagrams, not obligatory of the same size. That is, if complemented
by (43), formula (1) allows one to define the Hurwitz number as
Cov(∆1, . . . ,∆m) =
∑
∆
C∆∆1...∆m
(∑
R
d2Rϕ(∆)
)
(81)
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where C is a combination of structure constants, for example,
C∆∆1...∆m =
∑
∆a,∆b,...,∆c
C∆a∆1∆2C
∆b
∆a∆3
. . . C∆∆c∆m (82)
(the order of pairing is actually inessential because of associativity and commutativity of the algebra).
Thus, evaluation of the Hurwitz numbers is reduced to evaluation of the single form on the linear
algebra of Young diagrams
∑
R
d2RϕR(∆) =

0 if ∆ contains more than one column
1
n!
if ∆ = [1, . . . , 1︸ ︷︷ ︸
n
]
(83)
This fact that the form is vanishing except on the single-column diagrams is a direct corollary of the
fundamental sum rule (70).
More details about the character-related description and integrability aspects of the problem can
be found in accompanying papers [23, 42]. All these relations deserve better and more explicit un-
derstanding. Of special interest is study of the matrix-model representation [24] for the Hurwitz KP
τ -function, its application (using [35]) to understanding of the mysterious relation of twisting of the
Hurwitz KP τ -function to the Kontsevich τ -function [10, 19, 22] and further non-Abelian generaliza-
tion of this entire formalism to the Hurwitz numbers for coverings of Riemann surfaces with boundaries
[14] (e.g. disk instead of Riemann sphere).
Acknowledgements
We are indebted to Sasha Alexandrov and Shamil Shakirov for useful discussions and comments.
Our work is partly supported by Russian Federal Nuclear Energy Agency, by the joint grants 09-
02-91005-ANF, 09-02-90493-Ukr and 09-01-92440-CE, by the Russian President’s Grants of Support
for the Scientific Schools NSh-3035.2008.2 (A.M.’s) and NSh-709.2008.1 (S.N.), by RFBR grants 07-
02-00878 (A.Mir.), 07-02-00645 (A.Mor.) and 07-01-00593 (S.N.).
References
[1] A.Hurwitz, Math.Ann. 39 (1891) 1-61; Math.Ann. bf 55 (1902) 51-60
[2] G.Frobenius, Sitzberg. Koniglich P reuss. Akad.Wiss. Berlin(1896) 985-1021
[3] R.Dijkgraaf, In: The moduli spaces of curves, Progress in Math., 129 (1995), 149-163, Brikha¨user
[4] R.Vakil, Enumerative geometry of curves via degeneration methods, Harvard Ph.D. thesis (1997)
[5] I.Goulden and D.Jackson, Proc.Amer.Math.Soc. 125 (1997) 51-60, math/9903094
[6] S.Lando and D.Zvonkine, Funk.Anal.Appl. 33 3 (1999) 178-188; math.AG/0303218
[7] S.Natanzon and V.Turaev, Topology, 38 (1999) 889-914
[8] Goulden D., Jackson D.M., Vainshtein A., Ann. of Comb. 4(2000), 27-46, Brikha¨user
[9] A.Okounkov, Math.Res.Lett. 7 (2000) 447-453
[10] A.Givental, math/0108100
[11] T.Ekedahl, S.Lando, M.Shapiro, A.Vainshtein, Invent.Math.146(2001),297-327
[12] S.Lando, Russ.Math.Surv., 57 (2002) 463-533
19
[13] A.Alexeevski and S.Natanzon, Selecta Math., New ser. 12:3 (2006) 307-377, math.GT/0202164
[14] S.Natanzon, Russian Math.Survey 61:4 (2006) 185-186; arXiv:0804.0242
A.Alexeevski and S.Natanzon, Amer.Math.Soc.Transl. 224 (2) (2008) 1-25; Izvestia RAN, 12:4
(2008) 3-24
[15] Zhou J., arXiv: math.AG/0308024
[16] A.Okounkov and R.Pandharipande, Ann. of Math. 163 (2006) 517, math.AG/0204305
[17] T.Graber and R.Vakil, Compositio Math., 135 (2003) 25-36
[18] M.Kazarian and S.Lando, math.AG/0410388; math/0601760
[19] M.Kazarian, arXiv:0809.3263
[20] S.Lando, In: Applications of Group Theory to Combinatorics, Koolen, Kwak and Xu, Eds. Taylor
& Francis Group, London, 2008, 109-132
[21] V.Bouchard and M.Marino, In: From Hodge Theory to Integrability and tQFT: tt*-geometry,
Proceedings of Symposia in Pure Mathematics, AMS (2008), arXiv:0709.1458
[22] A.Mironov and A.Morozov, JHEP 0902 (2009) 024, arXiv:0807.2843
[23] A.Mironov, A.Morozov and S.Natanzon, Integrability and N -point Hurwitz Numbers, to appear
[24] A.Morozov and Sh.Shakirov, JHEP, 0904 (2009) 064, arXiv: 0902.2627
[25] D.E.Littlewood, The theory of group characters and matrix representations of groups, Oxford,
1958
M.Hamermesh, Group theory and its application to physical problems, 1989
I.G.Macdonald, Symmetric functions and Hall polynomials, Oxford Science Publications, 1995
W.Fulton, Young tableaux: with applications to representation theory and geometry, London
Mathematical Society, 1997
[26] N.Nekrasov and A.Okounkov, arXiv:hep-th/0306238
A.Marshakov and N.Nekrasov, JHEP 0701 (2007) 104, hep-th/0612019
B.Eynard, arXiv:0804.0381
A.Klemm and P.Sulkowski, arXiv:0810.4944
[27] S.Kharchev, A.Marshakov, A.Mironov and A.Morozov, Int. J. Mod. Phys. A10 (1995) 2015,
hep-th/9312210
[28] S.Kharchev, A.Marshakov, A.Mironov and A.Morozov, Mod.Phys.Lett. A8 (1993) 1047-1062,
Theor.Math.Phys. 95 (1993) 571-582, hep-th/9208046
[29] M. Kontsevich, Funkts. Anal. Prilozh., 25:2 (1991) 50-57
M. Kontsevich, Comm.Math.Phys. 147 (1992) 1-23
S.Kharchev, A.Marshakov, A.Mironov, A.Morozov and A.Zabrodin, Phys. Lett. B275 (1992)
311-314, hep-th/9111037; Nucl.Phys. B380 (1992) 181-240, hep-th/9201013
A.Marshakov, A.Mironov and A.Morozov, Phys.Lett. 274B (1992) 280-288, hep-th/9201011
S.Kharchev, A.Marshakov, A.Mironov and A.Morozov, Nucl.Phys. B397 (1993) 339-378,
hep-th/9203043
P.Di Francesco, C.Itzykson and J.-B.Zuber, Comm.Math.Phys. 151 (1993) 193-219,
hep-th/9206090
[30] A.Morozov, Phys.Usp. 37 (1994) 1-55, hep-th/9303139; hep-th/9502091; hep-th/0502010
A.Mironov, Int.J.Mod.Phys. A9 (1994) 4355, hep-th/9312212; Phys.Part.Nucl. 33 (2002) 537
20
[31] A. Gerasimov, A. Marshakov, A. Mironov, A. Morozov, and A. Orlov, Nucl. Phys. B357 (1991)
565-618
[32] S.Kharchev, A.Marshakov, A.Mironov, A.Morozov and S.Pakuliak, Nucl.Phys. B404 (1993) 717-
750, hep-th/9208044
[33] A.Mironov and A.Morozov, Phys.Lett. B252(1990) 47-52
F.David, Mod.Phys.Lett. A5 (1990) 1019
J.Ambjorn and Yu.Makeenko, Mod.Phys.Lett. A5 (1990) 1753
H.Itoyama and Y.Matsuo, Phys.Lett. B255 (1991) 202
Yu.Makeenko, A.Marshakov, A.Mironov and A.Morozov, Nucl.Phys. B356 (1991) 574
[34] A.Alexandrov, A.Mironov and A.Morozov, Int.J.Mod.Phys. A19 (2004) 4127, Theor.Math.Phys.
142 (2005) 349, hep-th/0310113; Int.J.Mod.Phys. A21 (2006) 2481, hep-th/0412099;
Fortsch.Phys. 53 (2005) 512, hep-th/0412205
B.Eynard, JHEP, 0411 031, hep-th/0407261
B.Eynard and N.Orantin, math-phys/0702045
N.Orantin, PhD thesis, arXiv:0709.2992
A.Alexandrov, A.Mironov, A.Morozov and P.Putrov, arXiv:0811.2825
[35] A.Alexandrov, A.Mironov and A.Morozov, Theor.Math.Phys. 150 (2007) 179-192,
hep-th/0605171; Physica D235 (2007) 126-167, hep-th/0608228
N.Orantin, arXiv:0808.0635
[36] A.Zamolodchikov, Theor.Math.Phys. 63 (1985) 1205
V.Fateev and A.Zamolodchikov, Nucl.Phys. B280 [FS18] (1987) 644
A.Gerasimov, A.Marshakov and A.Morozov, Phys.Lett. 236B (1990) 269-272; Nucl.Phys. B328
(1989) 664-676
A.Marshakov and A.Morozov, Nucl.Phys. B339 (1990) 79-94
A. Morozov, Nucl.Phys. B357 (1991) 619-631
[37] M.Sato, RIMS Kokyuroku, 439 (1981) 30-40
[38] G.Segal, G.Wilson, Publ.I.H.E.S., 61 (1985) 5-65
D.Friedan and S.Shenker, Phys.Lett. 175B (1986) 287; Nucl.Phys. B281 (1987) 509-545
N.Ishibashi, Y.Matsuo and H.Ooguri, Mod. Phys. Lett. A2 (1987) 119
L.Alvarez-Gaume, C.Gomez and C.Reina, Phys.Lett. 190B (1987) 55-62
A.Morozov, Phys.Lett. 196B (1987) 325
A.Schwarz, Nucl.Phys. B317 (1989) 323
[39] M. Jimbo, T. Miwa, Publ.RIMS, Kyoto Univ,. 19 (1983) 943-1001
[40] K.Ueno, K.Takasaki, Adv.Studies in Pure Math., 4 (1984) 1-95
[41] S.Helgason, Differential geometry and symmetric spaces, 2001
D.P.Zhelobenko, Compact Lie groups and their representations, Nauka, Moscow, 1977
[42] A.Alexandrov, A.Mironov and A.Morozov, to appear
[43] A.Grothendieck, Lond. Math. Soc. Lect. Note Ser. 242 (1997) 243-283; Esquisse dun programme,
243 (1997) 3-43
G.V.Belyi, Math. USSR Izvestija, 14:2 (1980) 247-256
G.B.Shabat and V.A.Voevodsky, The Grothendieck Festschrift, Birkhauser, 1990, V.III., p.199-
227
A.Levin and A.Morozov, Phys.Lett. B243 (1990) 207
S.K.Lando and A.K.Zvonkin, Graphs on surfaces and their applications, Encycl. of Math. Sci-
ences, 141, Springer, 2004
21
N.Adrianov, N.Amburg, V.Dremov, Yu.Levitskaya, E.Kreines, Yu.Kochetkov, V.Nasretdinova
and G.Shabat, arXiv: 0710.2658
[44] A.Mironov, A.Morozov and S.Natanzon, arXiv:0909.1164v2
[45] M.Atiah, I.H.E.S. Publ.Math. 68 (1988) 175-186
[46] R.Dijkgraaf and E.Witten, Comm.Math.Phys. 129 (1990) 393-429
[47] A.Morozov, Sov. Phys. Usp. 35 (1992) 671-714
A. Mironov, A. Morozov and L. Vinet, Teor.Mat.Fiz. 100 (1994) 119-131 (Theor.Math.Phys. 100
(1995) 890-899), hep-th/9312213
A.Gerasimov, S.Khoroshkin, D.Lebedev, A.Mironov and A.Morozov, Int.J.Mod.Phys.A10 (1995)
2589-2614, hep-th/9405011
S.Kharchev, A.Mironov and A.Morozov, q-alg/9501013
A.Mironov, hep-th/9409190; Theor.Math.Phys. 114 (1998) 127, q-alg/9711006
22
