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1.1 Validation of multivariate calibration models
Chemometrics is a sub-discipline of analytical chemistry and is mainly applied 
to standard analytical chemical techniques such as chromatography, spectroscopy, and 
electroanalytical chemistry. Chemometrics, however, is not confined to the field of 
analytical chemistry but can also be applied to other chemical fields such as organic 
chemistry, chemical engineering, process technology, biochemistry, and toxicology. In 
“Handbook of Chemometrics and Qualimetrics: Part A“ by Massart et al. the following 
definition of chemometrics is given:1
Chemometrics is a chemical discipline that uses mathematics, statistics and formal 
logic (a) to design or select optimal experimental procedures; (b) to provide 
maximum relevant chemical information by analyzing chemical data; and (c) to 
obtain knowledge about chemical systems.
Thus, chemometrics is not only involved in retrieving and furnishing relevant 
information from chemical data, but also including the information into the data by 
means of a proper experimental design.
Although chemometrics involves many fields, such as general statistics, optimization, 
signal processing, classification, and artificial intelligence, it is mostly associated with 
statistical modeling. In the last few decades, many successful applications using 
statistical models were published in well-known journals such as Journal o f Analytical 
Chemistry, Chemometrics and Intelligent Laboratory Systems, Journal o f 
Chemometrics, Analytica Chimica Acta or Journal o f Applied Spectroscopy.2’3 Many 
modeling applications are involved with vibrational spectroscopic techniques such as 
Raman and near infrared spectroscopy to furnish information about the following 
molecular features in materials: functional groups, chemical structure (types of bonds 
and atoms), molecular conformation, molecular interactions, and molecular 
arrangement. These structural features are to a large extent determinative for the 
physical and chemical properties of a product. So the physical and chemical product 
properties may be revealed via the vibrational spectra. Usually, vibrational spectra 
consists of broad, strongly overlapping spectral bands in which the intensities are 
highly correlated. Furthermore, generally no well-defined physical law (model) is 
available to predict the product properties from the corresponding vibrational 
spectrum. In order to extract chemical and physical information from such spectra, 
statistical modeling techniques (multivariate calibration models), such as Multiple 
Linear Regression (MLR), Partial Least Squares (PLS) and Principal Component 
Regression (PCR), are often used.4
Multivariate calibration in spectroscopy is defined as: "A process for creating a model 
that relates sample properties to the intensities or absorbances at more than one 
wavelength or frequency of a set of known reference samples." 5 Recently, an ASTM 
(American Society for Testing and Materials) standard, entitled "Standard practices for 
infrared, multivariate, quantitative analysis", became available for multivariate 
calibration in near infrared (NIR) and mid infrared (MIR) spectroscopy.5 This ASTM 
standard describes the various steps for constructing, implementing, and maintaining a 
multivariate calibration model: 1) selecting calibration samples; 2) measuring
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properties and spectra of calibration samples; 3) calculating a calibration model; 4) 
validating the model; 5) applying the model for the analysis of unknowns; 6) 
monitoring the calibration model; and 7) updating the calibration model.
Usually, multivariate calibration models are based on large data sets, as the spectra and 
properties of many samples are measured over a long period of time to capture the 
sample variation in the calibration model. Calculation of a calibration model (step 3) 
comprises many sequential steps: rejecting outliers (spectral or sample outliers), 
mathematical preprocessing of spectral data (e.g. derivatives, multiplicative signal 
correction, or variable selection), selecting a calibration technique, and assessing 
calibration model complexity. Consequently, the experimenter has to make quite a few 
choices which are generally made on the basis of the predictive power of the 
calibration model. This implies that during model calculation, a minimal difference is 
aimed at between the model’s predictions and the corresponding values determined by 
the reference method of an independent validation set. Once calculated, the model can 
be used for predicting the sample property of interest from the corresponding 
vibrational spectrum.
An often neglected but crucial step in the development of a multivariate calibration 
model is validation of the calculated model. Method validation consists of documenting 
the quality of an analytical method by establishing adequate requirements for 
performance criteria, such as:1,6
• Selectivity: The influence of concomitant substances on the measured signal. A 
method is considered selective when no concomitant species has a response of its 
own that adds to that of the analyte.
• Accuracy: The closeness of agreement between predicted results and the value 
determined using the accepted reference method or a value accepted as a 
conventional true value.
• Precision: The closeness of agreement between predictions obtained from the 
same homogeneous sample over a longer period of time.
• Robustness: The ability of a method to account for any effect not related to the 
constituent or sample property of interest,
and by measuring these criteria. Method validation is performed to ensure the quality 
of a method which is required by several quality assurance organizations, such as ISO 
(International Organization for Standardization) or FDA (Food and Drug 
Administration).
Multivariate calibration models applications should be validated to the same extent as 
analytical methods and also be attended with the above-mentioned performance 
attributes. Method validation involves validation of each step in an analytical method. 
This not only implies validation of the sampling, sample preparation or spectroscopic 
measurement, but also validation of the multivariate calibration model. Proper 
validation is indispensable especially when these analytical methods are to be used in 
routine analysis for process control, quality control or as information feedback to a 
production process.
This thesis focuses on the validation of multivariate calibration models with respect to 
the above-mentioned performance criteria during model calculation and before the 
models are implemented in practice. During model calculation, the aim is to enhance
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the robustness and selectivity of multivariate calibration models without loosing 
accuracy and precision in the model’s predictions.
1.2 Robust multivariate calibration models in industrial applications
One area in which multivariate calibrations play an important role is process 
analytical chemistry (discipline of analytical chemistry concerned with making process 
measurements). In this field, physical and chemical information about feed material, 
intermediates, end-product, and process are made available before, during or after 
production by process analyzers (chromatographs, spectrophotometers, physical or 
chemical sensors). Although there are many physical and chemical methods for 
revealing relevant process information, frequent use is made of spectroscopic methods 
due to their rapid response time, their nondestructive nature, and their ability to 
provide simultaneous multicomponent information.7 The use of optical fibers eliminates 
the need for sampling and permits carrying out noninvasive analyses (sensor makes no 
physical contact with sample). Furthermore, the spectrophotometer does not 
necessarily have to be placed in the vicinity o f the process but can be kept in a safer 
and more stable environment. Vibrational spectroscopic techniques in combination 
with multivariate calibration techniques can be used to provide information about the 
product properties. Consequently, during production, product information becomes 
available which can be used for controlling, adjusting, and optimizing the process in 
order to obtain end-products which possess the properties desired (Figure 1).8
Process
feedback
control
Structure J— — Disturbance
Model
^ ro p e r t ie ^ ^ -
i
Desired
properties
Figure 1. Process - structure - properties relations and information feedback via 
vibrational spectroscopic techniques
In order to obtain a calibration model, vibrational spectra of calibration samples are 
measured under strictly controlled laboratory conditions and from these spectra a 
calibration model is calculated. Sometimes, however, the calibration model is based on 
vibrational spectra measured in the production process and on reference data 
determined afterwards. Subsequently, the application involving the calibration model is
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implemented for routine analysis. During implementation or utilization of the model 
various factors may change:9
1. The instrument on which the calibration data were measured (master instrument) is 
replaced by another instrument (slave instrument) or some instrumental 
components are replaced.
2. The master instrument is used in a different environment (in some other laboratory 
or production plant). This may result in differing measuring conditions, such as 
humidity or temperature. Furthermore, some environmental conditions may 
continuously change at the same location.
3. Physical or chemical sample properties such as chemical composition of the 
samples, raw material used, viscosity or particle size may have changed.
The above-mentioned factors may give rise to disturbances, such as drift, shift or even 
more complex effects in the response of a spectrometer, which would result in 
erroneous model predictions. This is problematic and can even be disastrous, 
particularly when the production process is controlled by the predictions of the 
spectroscopic method. One way of solving this problem is to identify the instrumental 
and environmental parameters causing the response changes and to adjust these 
parameters to their original levels (that is levels during calibration sample 
measurements).10 Frequently, however, the parameters cannot be adjusted, particularly 
in an industrial environment (e.g. replacement of instrumental components, 
temperature at production site, measurement in process streams instead of stationary 
sample). Therefore, the model is usually recalibrated to account for the deviations in 
measuring conditions. To this end, a calibration set covering the same calibration range 
as the original calibration model is remeasured under the changed conditions, and a 
new calibration model is calculated.
Recalibration may be attended with many practical problems. In the case of unstable 
samples or changes in samples for which the model is to be used, new calibration 
samples need to be prepared or collected, which may be difficult and time-consuming. 
Furthermore, the physical or chemical properties need to be determined by the 
reference method. Frequently, this is done off-site by a specialized laboratory. As the 
analytical method cannot be used to predict the properties desired, quality control is 
not possible.This means that the production process has to be stopped, which may be 
very costly. Furthermore, every update of a calibration model will cause some loss of 
confidence in the analytical method for routine analysis, which will eventually lead to 
rejection of the analytical method. Another problem in many industrial applications is 
that the sample, environmental and instrumental conditions vary continuously over a 
wide range (e.g. ambient temperature or light source power). It will be unfeasible to 
calculate a new model every time such changes in the original calibration conditions 
occur.
From the above-mentioned considerations it should be clear that recalibration is not to 
be preferred and should be avoided. It is of great importance to calculate calibration 
models whose predictions are not influenced by external variations such as 
environmental changes, sample variations and instrumental changes. Consequently, 
besides being selective, accurate and precise, the calculation of robust multivariate 
calibration models is essential for the future success of multivariate calibration 
techniques in industrial spectroscopic applications.
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The model’s robustness may be enhanced by processing the spectral data, the explicit 
inclusion of the measurement conditions into the calibration model and/or the use of 
robust multivariate calibration techniques.11 This thesis is aimed at increasing the 
model’s selectivity for the sample property of interest and decreasing the influence for 
any effect not related to this sample property by processing the spectroscopic data 
prior to modeling. Data preprocessing techniques are designed to remove such external 
spectral variations (variations not caused by the parameters to be predicted) before the 
spectra are used for modeling or prediction of the sample property desired.
1.3 Robust variable selection for enhancement of model robustness
Multivariate calibration techniques such as PLS and PCR are known as full- 
spectrum methods: all spectral variables are utilized for modeling. The regression 
technique reduces the influence of less important variables by assigning them a lower 
weight than important variables for predicting the dependent variables. A debate is 
now going on whether the regression techniques should reject the non-relevant 
variables or whether the user should reject these variables before modeling. Recently, 
Wold et al. published a paper in which they advocate not to reject variables but to let 
the regression techniques use all variables because projection methods will give better 
results (more precise and more normally distributed scores) according as the number of 
relevant variables is larger.12 On the other hand, other authors promote rejection of 
non-relevant variables before modeling. Fearn prefers variable (wavelength) selection 
from a practical point of view.13 Using a limited number of wavelengths, cheaper filter 
instruments can be used for spectroscopic applications. Mark et al. published about 
variable selection for data containing nonlinear variables (nonlinear relation between 
the independent and dependent variables).14 In a simulation study they found that 
selection of the linear wavelengths provides better models than the full-spectrum 
models for those datasets where linear and nonlinear variables are present. Thomas,15 
Jouan-Rimbaud et al.,16 and Centner et al.17 promote the elimination of non­
informative variables (variables that do not contain more information than random 
variables) in order to improve the performance of multivariate regression techniques.
All the above publications on variable selection focus on enhancement of the accuracy 
of multivariate calibration model by variable selection. In this thesis, however, the 
development is being discussed of a new data preprocessing technique in which the 
model’s robustness is enhanced by using variable selection as data preprocessing. 
Robust variable selection consists in the calculation of a calibration model with a 
subset of the original spectral variables that retains its predictive ability under changed 
conditions.
At the moment there is no theory available that explains the effect of variable selection 
on the predictive ability of PLS and PCR models. There are, however, a number of 
practical reasons why variable selection can improve all performance criteria, such as 
selectivity, accuracy, precision, and robustness, of multivariate calibration models:18
1. Some spectral regions may show a large variation that is not due to the parameter 
of interest (e.g. spectral region of interferent or spectral effect introduced by 
replacement of spectrophotometer or parts thereof).
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2. The spectra may contain heteroscedastic noise.16,17
3. There may be wavelengths containing absorbances that are not linearly related to 
the parameter of interest.14,15
4. There may be wavelengths containing absorbances that are not directly related to 
the parameter of interest but have an indirect correlation (apparent causalities).
Furthermore, from practical and economic point of view variable selection may be 
favorable: fewer independent variable measurements need to be performed and cheaper 
miniaturized filter NIR instruments (instead of scanning spectrophotometers) for 
routine analysis can be built.
1.4 Objective
This thesis focuses on the sensitivity of multivariate calibration models to 
variations in the spectra caused by sample, instrumental and environmental factors. The 
aim is to calculate robust calibration models that are insensitive to these factor 
variations before the models are implemented in practice. Consequently, the number of 
model recalibrations or model updatings are greatly reduced which is essential for 
practical use of the analytical method involving multivariate calibration models. In this 
thesis special attention is being paid to the enhancement of the robustness by 
preprocessing the spectral data. Therefore, a new data preprocessing technique has 
been developed in which a calibration model is calculated which is based on a subset of 
spectral intensities instead of utilizing the whole spectral range. The models obtained in 
this way display a minor prediction error and, moreover, are less sensitive to external 
variations.
Recently, various preprocessing techniques including robust variable selection have 
become available which remove spectral variation caused by external factors. Usually, 
in order to select the proper data preprocessing technique, various calibration models 
will be calculated using different data preprocessing techniques and a minimal residual 
error in the model's predictions is aimed at. However, generally less attention is paid to 
the robustness of the model with respect to changes in instrumentation, environmental 
conditions, or sample composition.
In this thesis a strategy is being proposed for selecting a robust multivariate calibration 
model that possesses a small prediction error and is less sensitive to the above 
variations. This strategy includes a ruggedness test for multivariate calibration models 
in order to determine the sensitivity of various calibration models using different 
preprocessing techniques to variations in instrumental, environmental, and sample 
conditions.
1.5 Vibrational spectroscopic techniques
In this thesis two vibrational spectroscopic techniques are being considered: 
Near infrared (NIR) spectroscopy and Raman spectroscopy. Both Raman and NIR 
spectroscopy are widely used techniques in various industrial fields.19-21
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1.5.1 Near infrared spectroscopy
The atoms in a chemical bond continuously vibrate at discrete frequencies 
(energy levels) with respect to each other. If the molecule is irradiated by specific 
electromagnetic radiation, the bond can absorb the radiation resulting in a transition 
between two vibrational energy level (v1 and v2). To absorb the radiation, the radiation 
energy should be equal to the vibration energy and the difference between the two 
energy levels should at least be one (Av = v2 - v1 = ±1, ±2, ±3, ... ). Not all vibrations 
are infrared active; only those vibrations of a molecule are infrared active that exhibit a 
change in dipole moment. At room temperature nearly all molecules exist in the 
vibrational ground state according to the Maxwell-Boltzmann law. Therefore, the three 
most important transitions in infrared spectroscopy are: v = 0 ^  v = 1 (Av = 1), v = 0 
^  v = 2 (Av = 2), and v = 0 ^  v = 3 (Av = 3). The first transition is called the 
fundamental absorption, the second and third are called first and second overtone, 
respectively. NIR spectroscopy is involved with overtone bands. Furthermore, two 
other types of absorptions can be observed in NIR spectroscopy: combination bands 
and difference bands. The former results from the interaction between two or more 
different vibrations of neighboring bonds and the latter from the transitions in which no 
vibrational ground state is involved. However, the probability of difference bands is 
low because of the small portion of molecules existing in an excited state at room 
temperature. Figure 2 shows a schematical representation of near infrared 
spectroscopy.
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Near infrared 
spectroscopy
Raman spectroscopy
unstable virtual state
unstable virtual state
V = 3
V = 2
V = 1
V = 0
absorption Stokes Rayleigh anti-Stokes 
scattering scattering scattering
V = 1
V = 0
Figure 2. Transitions in near infrared and Raman spectroscopy 
v = 0: vibrational ground state; 
v = 1: first excited state of the electronic ground state
In NIR spectroscopy the sample is irradiated by radiation roughly ranging from 780 to 
2500 nm. The various vibrations in a molecule absorb radiation of different 
frequencies, resulting in overtone and combination bands. The remaining radiation that 
is not absorbed is measured either in the transmission or the reflectance mode. In the 
transmission mode the difference between irradiated intensities and the remaining light 
passed through the sample is measured. In the reflectance mode the intensity of the 
remaining light reflected by the sample is measured. In an NIR spectrum the remaining 
intensities of the different wavelengths are plotted (absorbance or transmittance vs. 
wavelength or wavenumber).
1.5.2 Raman spectroscopy
In Raman spectroscopy the sample is irradiated by monochromatic light from a 
laser source. The molecules excite from their vibrational ground state (v = 0) in the 
electronic ground state (lowest electronic energy level) to an unstable virtual state 
(Figure 2). Immediately after excitation, the molecules drop back to their original 
vibrational level (v = 0) or to the first excited vibrational state (v = 1). The former 
results in scattered photons without any change in energy (Rayleigh scattering), and 
the latter in scattered photons with lower energy (Stokes scattering) resulting in a 
longer wavelength. The probability of Stokes scattering is very small as compared with 
Rayleigh scattering: in the order of one photon in 108 will decrease in energy. 
However, some molecules already exist at the first vibrational energy level and are also
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excited to a virtual state by the irradiated monochromatic light. When these molecules 
drop back to their ground level, the scattered light increases in energy (shift to shorter 
wavelengths), resulting in anti-Stokes scattering (Figure 2). At room temperature the 
anti-Stokes lines are weaker than the Stokes lines as there are more molecules in the 
vibrational ground state (v = 0) than in the first excited vibrational state (v = 1) 
according to the law of Maxwell-Boltzmann. Therefore, the Stokes lines are normally 
used for the spectroscopic analysis. A vibration mode must satisfy a selection rule in 
order to show Raman activity: only those bonds are Raman active during vibration that 
demonstrate a change in polarizability (a shift of the positive and negative charge with 
respect to their mutual center of gravity under the influence of an electric field). A 
Raman spectrum is obtained by measuring the intensity of the scattered light as a 
function of the energy difference between excited and scattered radiation (frequency 
shift). The intensity of the scattered radiation increases with increasing polarizability of 
a bond. Particularly bonds containing distributed electron clouds (e.g. carbon-carbon 
double bonds) exhibit strong Raman intensity. Furthermore, the Raman intensity will 
increase when the concentration of active molecules or the laser intensity (power) is 
increased. Whereas the observed frequency shift for a molecule is independent of the 
excitation wavelength, the Raman intensity depends on the excitation wavelength. For 
some materials a short-wavelength excitation is desirable as the probability of Raman 
scattering increases with decreasing excitation wavelength. Some materials, however, 
exhibit a strong fluorescence, which may be much stronger than the Raman signal and 
consequently affect the spectrum. Sample fluorescence can be reduced by increasing 
the excitation wavelength or by photobleaching, which requires several seconds of 
exposure of the sample. Generally, lasers from the visible or near infrared range are 
used for excitation.
1.6 Outline of thesis
The chapters of this thesis consist of various papers. The chapters can be 
divided into four parts.
I. Multivariate calibration models in spectroscopic applications 
(Chapters 2 and 3)
In the first part, multivariate calibration techniques in vibrational spectroscopic 
applications are outlined. Chapter 2 gives a general introduction to the construction, 
implementation, and maintenance of a multivariate calibration model used for 
spectroscopic applications. Furthermore, two approaches to update or transfer a 
multivariate calibration model are introduced: 1) improvement of the robustness of the 
calibration model, and 2) adaptation of the calibration model after detection of model 
failure. In Chapter 3 both approaches are applied in the determination of the 
component concentration in a ternary mixture of methanol, ethanol, and 1-propanol, 
using near infrared (NIR) spectroscopy.
II. Robust variable selection (Chapters 4, 5 and 6)
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In this part, robust variable selection for enhancement of the model’s 
robustness is discussed and used in four different applications. A detailed description of 
robust variable selection can be found in Chapter 4. In this chapter, robust variable 
selection is applied in models for the determination of the water content of tablets by 
NIR spectroscopy. In Chapter 5, robust variable selection is applied in a calibration 
model used to predict shrinkage after heat treatment of poly(ethylene terephthalate) 
(PET) yarns from the Raman spectra measured both off-line and on-line. And in 
Chapter 6, robust variable selection is used in two different NIR spectroscopic 
applications: determination of the ethanol, water, and iso-propanol concentrations in a 
ternary mixture of these components and determination of the density of heavy oil 
products.
III. Strategy for constructing robust multivariate calibration models (Chapter 7)
Chapter 7 describes a strategy for constructing robust multivariate calibration 
models. This strategy includes a ruggedness test for multivariate calibration models to 
determine the sensitivity of various calibration models using different data 
preprocessing techniques to variations in instrumental, environmental, and sample 
conditions. The strategy is applied to a model that predicts the density of poly(ethylene 
terephthalate) yarns using Raman spectroscopy.
IV. Future prospects
Finally, Chapter 8 describes some future prospects of vibrational spectroscopic 
techniques in process analytical chemistry, in particular the possibilities of using the on­
line determination of the physical structure properties of PET yarns by Raman 
spectroscopy for process feedback control.
References
1. D.L. Massart, B.G.M. Vandeginste, L.M.C. Buydens, S. de Jong, P.J. Lewi 
and J. Smeyers-Verbeke, Handbook o f Chemometrics and Qualimetrics: Part 
A (Elsevier, Amsterdam, 1997).
2. S.D. Brown, S.T. Sum, F. Despagne and B.K. Lavine, Anal. Chem.,
68 (1996) 21R.
3. B.K. Lavine, Anal. Chem., 70 (1998) 209R.
4. H. Martens and T.N^s, Multivariate Calibration (Wiley, Chichester, 1989)
5. “Standard Practices for infrared, multivariate, quantitative analysis
(E 1655-97)” in ASTM Annual Book o f Standards Vol. 03.06 (ASTM,
West Conshohocken, 1998)
6. C.E. Miller, Chemom. Intell. Lab. Syst., 30 (1995) 11.
7. D.C. Hassell and E.M. Bowman, Appl. Spectrosc., 52 (1998) 18A.
8. A.P. de Weijer, Process-Structure-Property Relationships obtained with 
natural computation. PhD thesis, University of Nijmegen,
the Netherlands (1995).
9. O.E. de Noord, Chemom. Intell. Lab. Syst., 25 (1994) 85.
12 Chapter 1
10. I.S.Adhihetty, J.A. McGuire, B.Wangmaneerat, T.M. Niemczyk and 
D.M. Haaland, Anal. Chem., 63 (1991) 2329.
11. H. Swierenga, W.G. Haanstra, A.P. de Weijer and L.M.C. Buydens,
Appl. Spectrosc., 52 (199B) 7.
12. S. Wold and M. Sjöström, Chem. Intell. Lab. Syst., 44 (199B) 3.
13. T. Fearn, NIR News, 8 (1997) 4.
14. H. Mark and J. Workman Jr., Spectroscopy, 13 (199B) 19
15. E.V. Thomas, Anal. Chem., 66 (1994) 795A.
16. D. Jouan-Rimbaud, B. Walczak, R.J. Poppi, O.E. de Noord and D.L. Massart, 
Anal. Chem., 69 (1997) 4317.
17. V. Centner, D.L. Massart, O.E. de Noord, S. de Jong, B.M. Vandeginste and
C. Sterna, Anal. Chem., 68 (1996) 3B51.
18. K. Faber and B.R. Kowalski, J. Chemom., 11 (1997) 181.
19. Handbook o f Near-Infrared Analysis. D.A. Burns, E.W. Ciurczak, Eds. 
(Marcel Dekker, New York, 1992) pp. 383-671.
20. J.M. Chalmers and G. Dent, Industrial Analysis with vibrational spectroscopy 
(Royal Society of Chemistry, Cambridge, 1997).
21. B.G. Osborne and T. Fearn, Near infrared spectroscopy in food analysis 
(Longman, Essex, 1986) pp. 20-28.
2.  M u l t i v a r i a t e  c a l i b r a t i o n s  in s p e c t r o s c o p i c  
a p p l i c a t i o n s
Abstract
The construction, implementation, and maintenance o f a multivariate 
calibration model in spectroscopic applications consist o f several steps. Particularly 
during the model construction phase the robustness o f a calibration model is 
established. This chapter discusses the various steps in a multivariate calibration with 
a special focus on the effect o f these steps on the model's robustness.
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2.1 Introduction
The construction, implementation, and maintenance of a multivariate calibration 
model in spectroscopic applications consist of several steps:1 1) selection of samples;
2) measurement of properties and spectra of samples; 3) calculation of the calibration 
model; 4) validation of the model; 5) application of the model in the analysis of 
unknowns; 6) monitoring of the calibration model; and 7) update of the calibration 
model (Figure 1).
1)
2)
3)
4)
5)
6) M
^am pleselectionJ
measurement of dependent 
and independent variables
calculation model )
validation model)
application m odel} 
monitoring model |
update model I 7)
Figure 1. Construction, implementation, and maintenance of multivariate 
calibration models
The first step in the development of a multivariate calibration model is the selection of 
the calibration samples to be utilized for measurement of dependent and independent 
variables. These samples should be representative of the analytes (samples for which 
the spectroscopic method will be used in the future) with respect to all physical and 
chemical sample properties (e.g. composition, physical structure, presentation, particle 
size, viscosity, color, etc.). If these analyte properties change compared to those of the 
calibration samples, the model may result in erroneous predictions. Therefore, sample 
selection is the first step in which the model robustness toward physical and chemical 
sample changes is influenced. In section 2.2 the influence of sample selection on model 
robustness is discussed.
The second step in multivariate calibration is the determination of the independent 
and dependent variables of the calibration samples. In this thesis the dependent 
variables are quantitative sample properties such as density of poly(ethylene 
terephthalate) yarns and water content of tablets. The independent variables are 
spectral intensities obtained by Raman or NIR spectroscopy (both spectroscopic 
techniques are explained in Chapter 1).
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The third step, the calculation of a calibration model, consists of various successive 
stages: rejection of outliers in dependent and independent variables, mathematical 
preprocessing of spectral data including variable selection, choice of calibration 
technique, and estimation of model complexity. Each stage influences the model’s 
robustness. They will be discussed in section 2.6.
Once the model has been calculated, it should be validated (step 4). Usually, the 
model is validated, using an independent test set. In Chapter 1 some validation criteria 
are introduced, such as selectivity, accuracy, precision, and robustness.
After validation and valid assessment, the model can be applied in routine analysis 
(step 5).
Chapter 1 mentions various reasons why the model may cause erroneous predictions 
after a period of time: replacement of the instrument by another instrument, 
replacement of some parts of the instrument, use of the instrument in another 
environment, and changes in physical or chemical sample properties. Consequently, the 
multivariate calibration application needs to be monitored with respect to its validity, 
which involves periodical validation of the predictive ability of the model (step 6). 
Validity in this context means that there is no significant difference between the 
validation criteria values obtained in step 4 and the values for these criteria during 
monitoring. Monitoring of multivariate calibration applications is discussed in section 
2.3. As long as the model is valid, the multivariate calibration process alternates 
between steps 5 and 6.
However, if the model is no longer valid, the model needs to be updated (step 7). The 
most inefficient way to update the calibration model is to repeat the whole calibration 
procedure with the same calibration samples or with new samples that cover the same 
sample space as the original calibration samples. Recently, more efficient methods have 
become available to update the calibration model by transforming the measured 
spectra, the calibration model, or the predictions of the calibration model. It includes 
techniques like direct standardization (DS),2 piecewise direct standardization (PDS),2 
and bias/slope corrections.3 These techniques will be discussed in section 2.5. Once the 
model is updated, it can be reapplied in practice and periodically monitored.
2.2 Selection of calibration samples
The first step of a multivariate calibration procedure, calibration sample 
selection, is one of the stages in which the model’s robustness with respect to chemical 
and physical sample changes over time is determined. The calibration samples should 
be representative of the future samples, not only with respect to the dependent 
variable(s) but with respect to the other chemical and physical sample properties as 
well.
Frequently, only one process parameter or sample property is changed to prepare the 
calibration sample set. From these samples, the vibrational spectra and reference 
parameters are measured. Subsequently, a model is calculated. However, care should 
be taken to use calibration samples in which only one parameter or property has been 
varied.
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An example of a model based on varying one process parameter for constructing a 
calibration sample set was published by McGraw e ta l4 In this model the density of 
poly(ethylene terephthalate) (PET) powder was determined by Raman spectroscopy. 
To prepare the calibration samples, PET powder was heated at 180OC for various 
lengths of time. One process parameter, the heating time, was varied to prepare all 
calibration samples from one powder type. Subsequently, the Raman spectra and the 
densities were measured of these samples. It was found that several Raman bands (278, 
857, and 1096 cm-1) gave a univariate relation with density. Later, however, Melveger 
found that the correlation between the intensity at 1096 cm-1 and the density is also 
dependent on the orientation of PET molecules in the samples.5 To be able to use the 
same model for PET samples with different molecular orientations, he included PET 
samples with different densities and orientations (Figure 2A) in the calibration set 
(powders, drawn yarns, and unoriented heat-crystallized filaments).
A)
B)
Figure 2. Raman spectra of poly(ethylene terephthalate) yarns
A) Raman spectra of two PET yarns: (•••) = amorphous yarn (small density, low 
orientation), (—) = semicrystalline yarn (high density, high orientation)
B) Expanded spectral region from A
To predict the density, a model using the width at one-half maximum intensity of the 
1730 cm-1 band (C=O stretching vibration) was calculated (Figure 2B). Everall etal. 
tried to used the above models (models based on 1096 and 1730 cm-1 intensities) to
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predict the densities of PET chips and drawn PET films.6 They found that both models 
show a different relation between density and Raman intensity for chips and films. So, 
besides by the orientation, the Raman spectrum is influenced by other parameters 
(possible difference in sample morphology). In order to construct one model for PET 
chips and films, they varied many process parameters (chips were heat-crystallized by 
annealing at different temperatures and for various lengths of time, films were 
uniaxially and biaxially drawn at different draw ratios and under different annealing 
conditions) and used the resulting products as calibration samples. Almost the whole 
spectral range was utilized to calculate a PLS calibration model to predict the densities 
of these kinds of samples.
From this example it should be clear that calibration sample selection is an important 
step in establishing of the model’s robustness to variations in chemical and physical 
sample properties. Therefore, besides varying the parameter to be predicted variations 
of other chemical and physical sample properties should be included in the calibration 
sample set.
2.3 Monitoring of multivariate calibration applications
As mentioned before, a calibration model needs to be monitored in order to 
check whether the model predictions and the values determined by the certified 
reference method do not differ significantly. Two different monitoring schemes can be 
used: 1) monitoring of the instrumentation and environment; and 2) monitoring of the 
multivariate calibration model.
2.3.1 Monitoring of instrumentation and environment
The multivariate calibration model should operate under the same conditions as 
those under which the model was constructed (e.g. same instrument, temperature, 
humidity, laboratory). Otherwise, the model’s predictions may be erroneous. In order 
to check if the model operates under the same conditions, critical instrumental and 
environmental parameters should be monitored periodically. Typical parameters are 
temperature, humidity, sample type, light source intensity, or laser wavelength.
Before these instrumental and environmental parameters are logged, it should be 
determined whether they have a significant influence on the model’s predictions or not. 
For this purpose, a ruggedness test has been developed which is discussed in Chapter
7.
2.3.2 Monitoring of the calibration model
Usually, the calibration model is monitored by periodical measurement of the 
spectra of a stable production sample set with known reference values. The differences 
between the model’s predictions from these spectra and the known reference values are 
determined. The model is valid as long as the difference is within the specified limits. 
However, this method gives no information about changes in sample property over 
time, such as changes in feed material or new components in production samples,
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because the same sample set is used in the periodical measurements. This problem can 
be overcome by using other diagnostic tools that do not require stable standard 
samples but extract information from the model's predictions on production samples. 
These tools include confidence limits of the model’s prediction,7 ^-statistics on 
spectral residuals not explained by the model, and Hotelling’s T  statistics on scores 
obtained by the regression model.8
These tools provide information about the validity of the model but give no 
information about the cause of the wrong model's predictions. To overcome this 
problem, Bouveresse et al. 9 developed a method in which spectral effects, such as 
peak shifts, baseline fluctuations, and intensity changes, are estimated simultaneously 
from a single spectrum of a standard sample. In this study polystyrene was used as 
standard sample. The method is based on simulations of the above spectral effects on a 
polystyrene spectrum according to an experimental design. Subsequently, a regression 
model is calculated that relates the simulated spectra to the levels of spectral effect. 
The regression model can be used to predict the spectral effect levels from one single 
standard (polystyrene) sample spectrum. One disadvantage of this method is that some 
spectral changes may have no significant effect on the model’s predictions. To 
overcome this problem, Rutan etal. developed a tool to analyze the effect of simulated 
spectral changes on the predictions of some stable standard samples.10
2.4 Multivariate calibration standardization
Usually, a model is recalibrated to account for environmental, instrumental, and 
sample changes. For this purpose, a calibration set covering the same calibration range 
as the original calibration model is remeasured under the changed circumstances. As 
the models are based on large datasets, this approach will involve a lot of work. There 
are, however, more efficient methods available, which are known as multivariate 
calibration standardization methods. A tutorial on multivariate calibration 
standardization has been published by De Noord.11
Multivariate calibration standardization techniques can be divided into two 
categories:12
1. adaptation of the calibration model;
2. improvement of robustness of the calibration model.
The first category (section 2.5) includes techniques that transform the measured 
spectra, the regression parameters, or the predictions of the calibration model. The 
second category (section 2.6) aims to improve the selectivity of the calibration model 
by data preprocessing, the explicit inclusion of the measurement conditions in the 
calibration model, and/or the use of robust multivariate calibration techniques.
2.5 Adaptation of calibration model
In this category the original calibration model is adapted by transforming the 
spectra, the regression parameters, or the model predictions. The techniques applied in 
this category involve measurement of a sample subset in two or more different
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situations and are especially suitable for discrete changes in measurement conditions 
(e.g. transfer from one instrument to another).
2.5.1 Transformation of measured spectra
The most widely used methods for spectra transformation are direct 
standardization (DS) and piecewise direct standardization (PDS) both developed by Y. 
Wang et a l2,13 In these methods the spectra measured on the slave instrument are 
transformed into spectra as if they were measured on the master instrument. The 
transformation operator is obtained by measuring a representative subset of calibration 
samples under the old and new circumstances. The main difference between the two 
methods is that direct standardization relates all the wavelengths measured on the slave 
instrument to one wavelength measured on the master instrument, while piecewise 
direct standardization relates a wavelength region (window) of the slave to one 
wavelength measured on the master. Both techniques will be discussed in sections
2.5.1.1 and 2.5.I.2.
The bottlenecks in either method are selection of a proper subset from the calibration 
set, which represents the data as close as possible, and determination of the complexity 
of the transformation operator. Apart from these problems, one has to have stable 
samples or in the case of unstable samples and new preparation of a sample subset, 
access to all situations involved (master situation and slave situation). If no stable 
samples are available and no access to the old situation is possible, direct and piecewise 
direct standardization cannot be used.
Another method to transfer spectra from the slave instrument into spectra as if they 
were measured on the master instrument has been patented by Shenk and 
Westerhaus.14 This method comprises a wavelength shift and a spectral intensity 
correction. For this, the spectra of a sample subset need to be measured in both the 
master and the slave situation. Some modifications of the patented method have been 
proposed by Bouveresse etal.1
2.5.1.1 Direct standardization
In the direct standardization method the spectra measured on one instrument 
are transformed to spectra as if they were measured on another instrument.2 The 
instrument on which the model has been built is called the master instrument, and the 
instrument to which the model is transferred is called slave instrument. The following 
notation will be used: mX is a matrix (n by p) containing the spectra of n samples 
measured at p  wavenumbers on the master instrument and sX is the matrix containing 
the spectra of the samples measured on the slave instrument. In order to establish a 
relation between the spectra measured on the master and the slave instrument a 
representative subset of calibration samples, containing s samples, is measured on the 
master and on the slave instrument. Various methods are proposed to select a 
representative subset of samples that covers the whole calibration space (the subset 
selection methods will be described in Chapter 3).2,3 The subset samples are
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subsequently measured on the slave instrument, and from the subset spectra a 
transformation matrix is calculated.
The following relation holds between the subset spectra measured on the master and 
on the slave instrument:
mX =SX* Fs s
where ms X is a matrix containing the spectra from the selected subset measured on the 
master instrument, sX is a matrix containing the spectra from the same subset samples 
measured on the slave instrument, and F is the transformation matrix (dimension p  by 
p). In order to obtain an estimation of the transformation matrix, the preceding 
equation can be solved. Usually, the number of subset samples is smaller than the 
number of wavenumbers, and consequently it is not possible to obtain a solution for 
the transformation matrix ( F ) by multiple linear regression (MLR). To overcome this 
problem the transformation matrix is calculated by Principal Component Regression 
(PCR). PCR solves the colinearity problem and because of the dimension reduction it 
also acts as a noise filter. It is assumed that the noise is present in the higher 
dimensions of a PCA. Consequently, a problem is the correct estimation of the number 
of dimensions to be maintained in the principal component regression (underfitting and 
overfitting of the model). Especially NIR data are suitable for PCR because of the high 
correlation between the individual wavenumbers.
Finally, when a new spectrum is measured on the slave instrument, it is transformed to 
the master instrument according to:
mx = sx* F
where s x is the vector containing the spectral values of one sample measured on the 
slave instrument and mX is the transformed row vector of sx . From the preceding 
equation it can be seen that column i of the transformation matrix contains the 
multiplication factors for a spectrum measured on the slave instrument to obtain the 
intensity at wavenumber i of the corrected spectrum. The direct standardization 
procedure is shown in Figure 3.
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2.5.1.2 Piecewise direct standardization
In direct standardization the whole spectrum measured on the slave instrument 
is related to one wavenumber measured on the master instrument. Wang etal.2 stated 
that the spectral correlations are limited to smaller regions. Therefore, a method was 
proposed which relates a small region around a certain wavenumber measured on the 
slave instrument to the similar wavenumber measured on the master instrument. This 
method is called piecewise direct standardization (PDS). As in direct standardization, a 
subset which is representative of the whole calibration set is measured on the master 
and the slave instrument. The first step in PDS is to choose a window (Zj) around 
wavenumber i of the subset spectra measured on the slave instrument:
Z i _ [sx i-j ’sXi-j+1 ’■ ' ’’sXi+k-1 ’sXi+k ]
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where subindex i means the ith column vector of the matrix containing the spectra of 
the subset samples, j  is the number of wavenumbers in the left part of the window, and 
k  is the number of wavenumbers in the right part. No strategies are available to make 
an estimation of j  and k, usually, a symmetrical window around wavenumber i is 
chosen. Subsequently, the window Zi is related to the ith wavenumber of the spectra 
measured on the master instrument:
x. = Z. *B.1 l r' i
The regression vector fa is estimated by principal component regression (PCR) or 
partial least squares (PLS) regression. Subsequently, the window is shifted to 
wavenumber (i + 1) and the regression vector that relates Z i+1 to msx i+1 is calculated. 
The whole procedure is repeated until the window is shifted over the entire spectral 
range. The regression vectors for the sides of the transformation matrix (wavenumber 
1 to j  and p-k to p) are estimated by extrapolation. Therefore, the left and the right part 
of window Zi decreases in size for the estimation of the left and right regression 
vectors, respectively. Consequently, wavenumber i measured on the slave instrument is 
related to wavenumber i measured on the master instrument over the whole range of 
wavenumbers (1 to p). In order to get the transformation matrix (F) the obtained 
regression vectors fa are placed in the ith column on the diagonal of the transformation 
matrix. The procedure for obtaining the transformation matrix in piecewise direct 
standardization is shown in Figure 4. Once the transformation matrix has been 
calculated for PDS, it is used in the same way as in DS (Figure 3B).
master instrument slave instrument
Figure 4. Calculation of transformation matrix for piecewise direct standardization
P
As mentioned for direct standardization, piecewise direct standardization involves the 
same problems: complexity of the local models, selection of representative sample
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subset, and measurement of the same sample subset in both master and slave situations. 
The complexity of the local models is estimated by comparing the singular values of 
the PCA with a certain tolerance value. Relative singular values (in relation to the 
highest singular value) that are larger than the tolerance are included in the local 
regression models. Another disadvantage is that some environmental conditions, 
instrumental conditions and sample properties which influence the model predictions 
may change continuously (e.g. ambient temperature or light source intensity). As a 
result, this would require a continuously changing (P)DS correction, which is 
impossible from a practical point of view.
Both methods, DS and PDS, have been successfully applied to solve several calibration 
transfer problems, varying from simple calibration transfers to more complex 
transfers.12,16,17 Lin applied PDS to transfer a PCR model between two temperatures 
used to determine the NaCl concentration in an aqueous solution from the NIR 
spectrum.18 Only two samples and a window size of two were needed to transfer the 
model. In this example the water band is dominant in the NIR spectra, and two 
standard samples are needed to model the spectral differences of the water band due to 
the temperature differences. The same author applied PDS to the calibration model 
transfer from a scanning NIR to an FT-NIR instrument for the above-mentioned 
application.19 Again, for this relatively simple application transfer only two standard 
samples and a window size of three was needed for transferring the model.
Recently, some improvements and/or modifications of the original (P)DS have been 
published. Wang et al.20 proposed to include a term in the original version of (P)DS in 
order to correct for additive spectral background differences between two instruments. 
The included term (background vector of size 1 by p) is an estimate of these 
background differences. Both DS and PDS showed significant improvements when the 
additive term was included. Bouveresse et al.21 proposed an improvement in the 
sample subset selection and in the estimation of the complexity of the local models in 
PDS. Despagne et al.22 developed a method based on the use of artificial neural 
networks to model the spectral differences between two NIR spectrometers. Walczak 
et al.23 presented a new standardization method in which the subset spectra measured 
on both the master and the slave instrument are transformed in the wavelet domain. 
Subsequently, the corresponding wavelet transform coefficients of the master and the 
slave subset spectra are related, using univariate linear models.
In the applications considered in the above papers, all spectra transformation 
modifications or improvements were found to perform at least as well as the original 
versions of (P)DS. Further study will be necessary to develop guidelines for selecting 
the most appropriate method for spectra transformation. The selection is guided by the 
following aspects:
• Complexity of spectral difference. If the spectral differences between master and 
slave situation are wavelength shifts, the Shenk and Westerhaus method is 
preferred.14 In the case of strong nonlinear differences, the method of Despagne et 
al. is preferred.22
• Localization of spectral differences. If  the spectral differences are linear and 
present over the whole spectral range, DS is preferably utilized. However, if the 
differences are linear and localized, it is better to use PDS or the method of 
Walczak et al.23
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• Signal-to-noise-ratio in spectra. If a high noise level is present in the spectra, a 
method with a noise filtering effect is preferred: the wavelet based method of 
Walczak et a l.2
In this thesis, only the original versions of DS and PDS are considered.
2.5.2 Transform ation of the model's predictions
Instead of a correction of the independent variables (e.g. spectra), it is also 
possible to adjust the dependent variables (predictions of the model) by a bias and/or 
slope correction: the model predictions are multiplied by a constant value and a 
constant value is added. To decide whether a bias and slope adjustment is allowed, 
Bouveresse etal. 3 have developed a diagnostic tool. The spectra of the same sample 
subset need to be measured on both the master and the slave instrument ( msX and SX), 
and from these spectra the dependent variables are predicted ( msy and sy ) by the 
master model. Subsequently, both msy and sy are regressed on the dependent subset 
variables determined by the reference method ( s y ). Then, the residual variances of 
both regressions are compared by means of an F-test.
A major disadvantage of bias/slope correction and the above-mentioned diagnostic test 
is that the same subset samples need to be measured in both the master and slave 
situation. Consequently, the same problems hold as in direct standardization and 
piecewise direct standardization. This means that bias/slope correction and the above­
mentioned diagnostic tool can only be utilized in applications involving stable subset 
samples. Further study is necessary to develop a tool that can decide whether a 
bias/slope correction can be used without remeasuring the same sample subset in both 
situations.
2.5.3 Transform ation of regression param eters
In this approach the regression parameters of the model calculated on the 
master instrument are transformed into a regression model that can be used on the 
slave instrument.2
2.5.3.1 M aximum likelihood principal component analysis
Recently, Andrews et a l24 have applied maximum likelihood principal 
component analysis (MLPCA) to transfer a calibration model. The spectra of a 
calibration set are measured on the master instrument (NIR spectrometer), and the 
spectra of a calibration sample subset on the slave instrument. Subsequently, the data 
matrices are merged to one data matrix: the left half corresponds to the master spectra 
and the right half to subset spectra measured on the slave instrument and zeros for the 
other samples. An MLPCA is performed to estimate the missing spectra for the 
calibration samples not measured on the slave instrument. Using the estimated spectra
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and the subset spectra measured on the slave instrument, a new calibration model is 
calculated which can be used on the slave instrument.
2.5.3.2 Inverse calibration model
Most calibration techniques (e.g. PLS or PCR) are based on the inverse calibration 
model. In order to adapt the regression parameters in an inverse calibration model, the 
spectra of a sample subset with known properties have been measured on both the 
master and slave instrument. From these results the transferred calibration coefficients 
for the slave instrument can be calculated. A detailed description can be found in a 
paper by Wang et al.2 The transferred model can be used for predicting the desired 
property, using spectra measured on the slave instrument.
To apply this technique the reference values of the subset samples must be known. 
This makes the use of generic standard samples (certified reference material or solvent 
that does not have to be similar to “real” samples) impossible.11
2.5.3.3 Reverse (piecewise) direct standardization
In the “standard” (P)DS algorithm, the spectra measured on the slave 
instrument are transformed into spectra as if they were measured on the master 
instrument and, as a result, the master model can be used in order to predict the 
dependent variable(s) from spectra measured on the slave. However, DS and PDS can 
also be used the other way round. The calibration spectra measured on the master 
instrument are transformed as if they were measured on the slave instrument. From the 
transformed calibration spectra, a slave calibration model is calculated which can be 
utilized to predict the dependent variable(s) from spectra measured on the slave
instrument.11
2.6 Improvement of robustness of multivariate calibration model
This category of multivariate calibration standardization aims to improve the 
model robustness before it is implemented in practice by: a) data preprocessing, b) 
using robust calibration techniques, and c) the inclusion of external spectral variation 
into the calibration model.
2.6.1 Data preprocessing
Data preprocessing techniques are designed to remove external spectral 
variations (variations not caused by the parameters to be predicted) before the spectra 
are used for modeling or prediction of the product property desired. Consequently, the 
model’s selectivity for the parameter of interest (dependent variable) is increased and 
the sensitivity to external variations is decreased. The most commonly used data 
preprocessing techniques and their corresponding spectral effect are summarized in 
Table 1.
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Table 1. Data preprocessing techniques
Preprocessing technique spectral effect
. • 25,26• mean centering
• normalization 27
• standard normal variate (SNV) 
transform 28,29
• multiplicative signal correction 
(MSC) 29,30
• first derivative 31
• second derivative 31
• variable selection 32
• Savitzky Golay smoothing in 
combination with derivatives 33
• variance scaling 25
• autoscaling 25
• logarithmic transformation 34
• finite impulse response 
(FIR) 35
• Kubelka-Munck transformation 34
• Fourier transform (FT) 36
• wavelet transform (WT) 37,38
• shift correction 39
• principal component analysis 
(PCA) 25
• reduction of model complexity
• removal of multiplicative effects a)
• removal of additive b) and multiplicative 
spectral effects
• correction of additive and multiplicative 
spectral effects
• removal of additive baseline
• correction of sloped baseline
• removal of unimportant variables
• noise reduction, additive and sloped baseline 
correction
• equal contribution of all variables to model
• mean centering and variance scaling
• normalization of variable distribution
• correction of local additive and local 
multiplicative spectral effects
• linearization of spectral variables
• noise reduction and variable reduction
• noise reduction and variable reduction
• correction of wavelength shifts in spectral 
data
• variable reduction, removal of noise, and 
visualization of data
a) Multiplicative effect: all the spectral intensities in a spectrum are multiplied with a constant factor
b) Additive effect: a constant value is added to all the spectral intensities of a spectrum.
The data preprocessing techniques that are used in this thesis are discussed in the 
following sections.
2.6.1.1 Multiplicative Signal Correction
Multiplicative signal correction (MSC) is designed to remove both additive 
baseline and multiplicative signal effects.29 In MSC, the spectral intensities of one 
spectrum (spectrum of sample i) are regressed on the intensities of the mean spectrum 
of the calibration set spectra. The offset (a) and the slope (b) are estimated by linear 
least-squares regression. Subsequently, the spectral intensities of spectrum i are 
corrected, using the calculated regression parameters:
,,ew ( (  -  ai )
Xj  = ------1------
where x"ew is the corrected spectral intensity of sample i at wavenumber j  and xtJ is 
the original spectral intensity of sample i at wavenumber j.
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In MSC, the following assumptions are made: 1) the additive and multiplicative effects 
are assumed to be constant over the entire spectral range; and 2) the spectral 
differences caused by chemical differences between the samples are small.40
2.6.1.2 Standard normal variate transform
Standard normal variate (SNV) transform is also designed to remove additive 
and multiplicative effects from the spectral data, resulting in a spectrum with zero 
mean and a variance equal to one.29 The spectral intensities of one spectrum are 
corrected using the following equation:
new
x y =
(  - I  :  : x j N
N  -1
where oi is the standard deviation of the spectral intensities in spectrum i and N  is the 
number of wavenumbers in a spectrum.
MSC- and SNV-corrected spectra are linearly related.41 However, the advantage of 
SNV over MSC is that SNV is applied to an individual spectrum, whereas MSC uses a 
"reference spectrum", such as the mean spectrum of the calibration set. The same 
assumptions made for MSC hold for SNV.
2.6.1.3 Normalization
Normalization is designed to remove multiplicative spectral effects. In 
normalization, the vector containing the spectral intensities of one sample is 
transformed into unit length (norm of spectral vector is one) according to the following
27equation:
xnew j
x jj
j
2.6.1.4 Savitzky Golay smoothing
Spectral noise can be removed by Savitzky Golay smoothing.33 In this method a 
polynomial least-squares fit is performed on a spectral window around spectral point j  
of sample i. The corrected spectral point ( x"ew ) is estimated, using this calculated
polynomial model. Subsequently, the window is shifted to spectral point (j + 1), and 
the procedure is repeated until the entire spectral range is smoothed. Savitzky Golay 
smoothing can also be used in combination with first and second derivatives from the 
spectral data. The problems of using this technique are estimation of the window size 
and estimation of the polynomial order.
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2.6.1.5 Variable selection
In this thesis a special focus is placed on variable selection as data 
preprocessing technique. Recently, variable selection for multivariate calibration 
techniques has received much attention. Instead of using the whole spectral range, a 
subset of spectral variables is used to construct a model that relates the spectral 
information to the variables to be predicted (e.g. concentrations). An example of this 
approach is presented by Mark e ta l .42 This method selects the wavelengths that have 
the highest information content and are robust to wavelength shifts. Adhihetty e ta l43 
applied variable selection in a PLS model used to make predictions of the phosphorus 
content of borophosphosilicate glass thin films using FTIR spectral data obtained from 
two spectrometers. They removed specific spectral regions that showed large spectral 
residuals after prediction. Recently, many new chemometric techniques have become 
available to select the optimal set of variables, e.g. genetic algorithms (GA) or 
simulated annealing (SA).32,44,45 The use of these techniques are extensively explained 
in Chapter 4.
2.6.2 Inclusion of external variations in calibration model
In addition to the spectral variation due to the differences in the parameter to 
be predicted, spectral variation can be incorporated in spectra for various reasons (e.g. 
change in instrumental setting, instrument at different location, or the physical sample 
conditions may have changed).46 Global calibration models include these spectral 
variations in the calibration model. To this end, the calibration samples are measured 
on different instruments and at different locations (e.g. other temperature or humidity). 
Using these spectra and the corresponding reference parameters, a model is calculated. 
Adhihetty e ta l43 used this approach to calculate a global calibration model for two 
FTIR spectrometers containing different detectors, and Wulfert et a l41 used this 
approach in an NIR spectroscopic application to calculate a PLS model that is valid 
over a wide temperature range.
The calculation of global calibration models has some disadvantages: 11, 48
1) In global calibration models it is assumed that the new sources of spectral variation 
can be modeled by including additional PLS factors.47 When highly nonlinear 
spectral effects are present many additional factors will be necessary or it is not 
even possible to model the spectral differences.
2) When the dimensionality of the calibration model is increased by the implicit 
inclusion of the above-mentioned changes, additional parameters need to be 
estimated. In order to make a good estimation of the additional parameters many 
samples need to be measured.49
3) The discrete nature of some sources of variation (e.g. instrument or location) can 
lead to distinct clusters or even outliers in the data space. This is not favorable 
from a calibration design point of view.
2.6.3 Robust multivariate calibration techniques
An alternative approach to enhance the model’s robustness is to use a robust 
multivariate calibration technique like robust PCR,50 robust PLS,51 and IVS-PLS
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(internal variable selection PLS).52 Robust in the first two calibration techniques means 
that the final regression solution is not influenced by outliers in the calibration data. 
Outliers can have a large influence on the final calibration model and, consequently, the 
model may be very sensitive to changes in the measurement conditions. Robust PCR is 
based on ellipsoidal multivariate trimming (MVT), which leads to a robust covariance 
matrix (“classical” covariance matrix is calculated using a sample subset that contains 
no outliers), and the use of least median squares (LMS) regression in the regression 
steps of PCR. Robust PLS is based on the use of robust regression instead of ordinary 
least squares (OLS) regression in the various regression steps of the PLS algorithm.
Although IVS-PLS is a kind of variable selection technique, it does not belong in the 
class of robustness improvement by data preprocessing. In IVS-PLS the elements of 
the PLS weight vector are compared to a specific threshold value to decide whether a 
certain variable in a specific dimension of the PLS model should be retained or 
eliminated. In this selection method the variables are dimension-wise excluded from the 
PLS model. So, some variables will be retained in several of the PLS model's 
dimensions and other variables will be retained in none.
In the last few decades, many multivariate calibration techniques for modeling relations 
between independent and dependent variables have become available. An overview (not 
complete) is given in Table 2. Roughly, these methods can be divided into linear and 
nonlinear methods.
Table 2. Multivariate calibration techniques
linear nonlinear
Multiple linear regression (MLR) 25 
Principal component regression (PCR) 25 
Partial least squares regression (PLS) 25 
robust PCR 50 
robust PLS 51
continuum regression (CR) 53 
ridge regression (RR) 34
nonlinear PCR 54 
nonlinear PLS 55-57 
artificial neural network (ANN) 58 
locally weighted regression (LWR) 59 
Alternating Conditional Expectation (ACE) 60 
Projection Pursuit Regression (PPR) 61 
Multivariate adaptive regression splines 
(MARS) 62
In order to select the proper calibration techniques for a given problem, Seaholtz etal. 
applied the parsimony principle to multivariate calibration models.63 The general 
principle of parsimonious data modeling states that if two models in some way 
adequately model a given data set, the one that is described by fewer parameters will 
have a better predictive ability and will be more robust. Frequently, however, it is 
difficult to estimate the number of parameters; especially when different preprocessing 
techniques are used in the various models.
In such a situation the strategy for selecting multivariate calibration models, which is 
discussed in Chapter 7, can be used. Although applied to various calibration models 
using different data preprocessing techniques, this strategy is not restricted to data 
preprocessing. It can also be applied to multivariate calibration applications, using 
different modeling techniques with varying model complexities.
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2.6.4 Complexity of multivariate calibration model
Usually, the model complexity (e.g. number of variables in MLR, components 
in PCR, hidden units in ANN, or factors for PLS regression) is determined by cross­
validation or by using an independent validation set. During calibration, the model with 
the best predictive power is chosen as the model for implementation. The most 
common parameters to express the predictive power of a model are the root mean 
square error of prediction (RMSEP), the coefficient of multiple determination (R2), and 
the cross-validated model fit (Q2). During calibration, a minimal RMSEP value or a Q2 
value and R2 value approaching one, is aimed at. However, Q  and R2 values close to 
one might not be sufficient for judging the predictive power of future samples, as each 
model has the possibility to be based on coincidental or chance correlations. Therefore, 
Lindgren e ta l64 developed a tool based on a random permutation test in which the y- 
vector is permutated and combined with the original X matrix (not permutated). From 
this combined dataset a model is calculated and the Q  and R2 values are calculated. 
This procedure is repeated several times and the resulting Q  and R2 values are 
compared to the Q  and R2 values for the original dataset (no permutation of X or y). 
A similar method was developed by Van der Voet.65 He proposed a randomization t- 
test to compare the predictive accuracy (expressed in MSEP) of two models, using the 
distribution of prediction errors obtained by randomization of the y-vector. Both 
methods based on randomization of the y-vector can be used to estimate the optimal 
model complexity.
Recently, Despagne et al. developed a method in which the model complexity is 
determined by simulation of spectral disturbances on a validation set according to an 
experimental design.66 The optimal number of factors is the situation in which the 
prediction error in the perturbed validation set is minimal. This results in models that 
are robust against the simulated spectral disturbances. However, as mentioned in 
section 2.3, it is sometimes too complex to simulate the spectral disturbances.
2.7 Conclusions
The multivariate calibration process (Figure 1) is a never-ending process, which 
continues during model utilization. As long as the model is judged to be valid 
according to the monitoring scheme in step 6, the calibration process alternates 
between steps 5 and 6. However, if the model is judged to be invalid, step 7 is made to 
update the calibration model.
In most industrial applications, it is essential to have as little as possible model 
updating. This relates to applications in which calibration samples are difficult to 
collect and in which it is time-consuming to measure the dependent and independent 
variables of the updating or calibration samples. Furthermore, during model updating 
the multivariate calibration application is out of operation and parameters used for e.g. 
quality control are no longer available during production. The amount of updating 
during operation depends on the robustness of a model: a robust calibration model will 
be less sensitive to environmental, instrumental and physical or chemical sample 
changes and consequently requires a low updating frequency. Therefore, in many
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industrial applications robust calibration models are indispensable for a successful 
application.
This thesis focuses on the enhancement of robustness before an application involving a 
multivariate calibration model is implemented for routine analysis. The robustness of a 
calibration model is established in the first four steps of the calibration model 
development (sample selection, spectroscopic measurement, model calculation, and 
model validation). Therefore, each step in the model development should be closely 
examined with respect to robustness.
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3.  C o m p a r i s o n  o f  t w o  d i f f e r e n t  a p p r o a c h e s  
t o w a r d  m o d e l  t r a n s f e r a b i l i t y  in N I R  
s p e c t r o s c o p y
Abstract
Recently, efficient methods have become available to transfer a multivariate 
calibration model from one instrument to another. Two categories can be 
distinguished: improvement o f the robustness o f the calibration model by e.g. proper 
data preprocessing' and adaptation o f the calibration model by e.g. (piecewise) direct 
standardization. In direct standardization a subset from the calibration set should be 
measured on both instruments. Usually however, the calibration samples cannot be 
measured on both instruments. When data preprocessing is applied to the transfer o f 
multivariate calibration models, there is no need for remeasurement o f a subset on 
both instruments.
In this chapter both categories are compared for the determination o f the 
component concentrations in a ternary mixture o f methanol, ethanol and 1-propanol 
using NIR spectroscopy The calibration models obtained on one instrument are 
transferred to other NIR instruments. It has been found that the results o f proper data 
preprocessing are comparable with the results obtained by direct standardization 
when the models are transferred over three NIR instruments.
H. Swierenga, W.G. Haanstra, A.P. de Weijer and L.M.C. Buydens; 
Comparison of two different approaches toward model transferability 
in NIR spectroscopy. Appl. Spectrosc., 52 (1998) 7.
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3.1 Introduction
Near infrared (NIR) spectroscopy is becoming an increasingly popular 
technique in various chemical disciplines: e.g. process analytical chemistry1, 
pharmaceutical industry, chemical and polymer industries and the agricultural and food 
industries.2 NIR spectroscopy displays several attractive properties: it requires hardly 
any sample preparation, it is nondestructive, and has a high signal-to-noise ratio. 
Furthermore, NIR spectroscopy permits remote sensing with use being made of optical 
fibers. All these advantages contribute to making NIR spectroscopy very suitable for 
on-line quality control in process analytical chemistry.3
Usually, NIR spectra consists of many strong overlapping broad bands in which the 
spectral intensities are highly correlated. Multivariate calibration techniques are 
important techniques for extracting useful information from NIR spectra. In 
multivariate calibration a model is constructed which transforms the spectral 
information in an NIR spectrum into quantitative information (e.g. concentration of 
one component in a mixture), which otherwise would have to be determined by a more 
time-consuming reference method. However, there is still a major drawback to the use 
of multivariate calibration models in NIR spectroscopy. Particularly in process 
analytical chemistry, multivariate calibration models are based on large data sets, as 
many samples are measured over a long period of time to capture the sample variation 
in the calibration model. Once the model has been constructed, it is supposed to be 
valid for a long time. However, there may be various reasons why the model is no 
longer valid after some time (Chapter 1).4 It may be due to instrumental, environmental 
and sample changes with respect to the conditions during measurement of the 
calibration samples. Additionally, some specific problems related to IR spectroscopy 
have been published by Haaland et al.5 The above-mentioned reasons may cause 
changes in the response of an NIR instrument, which would result in wrong predictions 
of the multivariate calibration model.
Usually, the model will be recalibrated to account for the deviations in measuring 
conditions, which usually involves a lot of work. But there are more efficient methods 
which correct for the deviations in measuring conditions. These methods are known as 
multivariate calibration standardization methods.4 Multivariate calibration 
standardization methods can be divided into two categories (a detailed description of 
both categories and the relevant techniques can be found in Chapter 2):
1. adaptation of the calibration model;
2. improvement of robustness of the calibration model.
Whereas, the second category aims at improving the model’s robustness by data 
preprocessing, the explicit inclusion of the measuring conditions in the calibration 
model or the use of robust multivariate calibration techniques before the model is 
implemented in practice, the first category aims at updating (transferring) the 
calibration model if the model is no longer valid. Category one includes techniques that 
transform the model’s predictions, the calibration model or the measured spectra. Two 
frequently used techniques which transform the measured spectra are direct 
standardization (DS) and piecewise direct standardization (PDS).6 In both techniques 
the spectra measured under different conditions (slave situation) are transformed into
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spectra as if they were measured under the conditions in which the original calibration 
data was measured (master situation). Consequently, the original model can be used 
for predicting the desired property from spectra measured under changed conditions. 
In order to calculate the transformation matrix a representative sample subset should 
be measured under the old and the new conditions.
As mentioned in Chapter 2, (piecewise) direct standardization has two major 
drawbacks in the application toward model transferability: determination of the 
complexity of the transformation operator and the selection of a representative subset 
from the calibration set. And even if the transformation operator is correct and a 
proper subset is selected, it is doubtful whether the calibration samples can be 
remeasured or not. In most situations the calibration samples cannot be remeasured 
due to:
• instability of the samples;
• irreproducibility of the old situation when new samples are prepared as instrument 
parts are replaced;
• transfer of model from laboratory situation to an on-line industrial application.
In these situations it is not possible to use (piecewise) direct standardization. However, 
when proper data preprocessing is applied to improve the robustness of the calibration 
model, no subset remeasurement of the same calibration samples is necessary for the 
transformation of the calibration model.
In this publication two categories of methods to transfer multivariate calibration 
models to different instruments are compared: improvement of the robustness of the 
calibration model by data preprocessing and adaptation of the calibration model by 
(piecewise) direct standardization. To this end an experiment was set up. Twenty-eight 
alcoholic mixtures of methanol, ethanol and 1-propanol were prepared according to an 
experimental design (total percentage of methanol, ethanol and 1-propanol in the 
ternary alcohol mixture is 100%). The mixtures were measured on three instruments 
(Bomem MB 160) situated at three different Akzo Nobel laboratories. The main 
differences between the instruments were the optical fibers, the detector and the design 
of the spectrophotometer (industrial or laboratory design).
3.2 Theory
In this section the main theory is explained. Details about direct standardization 
and piecewise ditrect standardization can be found in Chapter 2. It is assumed that the 
reader is familiar with techniques such as Partial Least Square (PLS) regression and 
Principal Component Analysis (PCA).
3.2.1 Data preprocessing
Usually, the data (spectra) obtained are accompanied with irrelevant 
information (spectral differences that are not relevant to the prediction of the desired 
variable). Examples are baseline drifts (linear or polynomial) and wavelength shifts, 
multiplicative signals and noise. Preprocessing techniques have been proven to reduce
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the influence of effects such as baseline drifts (first and second derivative), 
multiplicative and additive effects caused by different particle sizes (multiplicative 
signal correction; MSC), nonrelevant information (wavelength selection), wavelength 
shifts7 and slope variation in a spectrum (standard normal variate transformation; 
SNV).8 A preprocessing technique, which simultaneously corrects for additive and 
multiplicative scatter effects in diffuse reflectance spectroscopy, is multiplicative signal 
correction (MSC).9 The correction parameters are obtained by regressing the spectral 
values of one sample on the average spectrum of the calibration set. The spectral 
values of the same sample are then corrected by subtracting the intercept and dividing 
by the slope of the aforementioned regression equation. For every spectrum, used for 
calibration or prediction, the same procedure is repeated.
Every data preprocessing technique has its own specific properties and should, 
therefore, be used to remove the spectral effect for which it has been designed for. For 
example, a first derivative is not capable to correct for wavenumber shifts.
3.2.2 Sample subset selection
For direct standardization or piecewise direct standardization it is not necessary 
to remeasure the whole calibration set used to construct the model of the master 
instrument but a subset can suffice. A representative subset is selected which spans the 
same sample space as the whole calibration set (uniform distribution of samples). 
Various strategies are proposed for subset selection. One of the methods is the 
leverage method.6 Prior to the subset selection, outliers should be removed. Otherwise, 
these outliers would be selected in the subset. From the outlier free calibration set the 
sample with the highest leverage (distance from spectrum to centroid value) is selected 
for the subset and orthogonalized against the other spectra in the calibration set. When 
the number of subset samples does not reach the desired amount of subset samples, the 
selected sample should be deleted from the calibration set and the aforementioned 
procedure is repeated until sufficient samples have been selected. Another method for 
subset selection is the Kennard-Stone algorithm. This algorithm selects the objects 
from the (outlier free) calibration set in such a way that the Euclidean distance between 
the selected objects is maximized. A detailed description of the Kennard-Stone 
algorithm can be found in a paper by Bouveresse et al.10
3.2.3 Validation of calibration model
During the construction phase of the multivariate calibration model it is 
validated for its performance (prediction ability). In this stage the number of principal 
component (or factors) included in the model are determined. The model is 
constructed using the calibration set and afterwards a separate validation set is 
presented to the model for prediction of the dependent variables. The difference 
between the predicted and the expected variable value is expressed in the Mean Square 
Error of Validation (MSEV):
N
X(y  -  y i )2
m s e v = —— ---------
N
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where y i and y i are the expected and predicted dependent variable value for object i, 
respectively, and N  is the number of objects in the validation set.
3.3 M aterials and methods
3.3.1 Samples
The samples used in this experiment are mixtures of three alcohols: methanol, 
ethanol and 1-propanol (p.a.). These mixtures are frequently used for NIR 
spectroscopy studies.9 The 28 mixtures are prepared according to an experimental 
design shown in Figure 1.
Figure 1. Experimental design of 28 alcoholic mixtures
The mixtures are stored in chromatographic vials to maintain a constant sample 
composition.
3.3.2 Instrum entation
The alcoholic mixtures were measured in three different Akzo Nobel 
laboratories situated at different locations (Arnhem, Deventer and Bergen op Zoom).
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In each laboratory a Bomem NIR spectrophotometer (type MB 160) is available with 
the following differences in specification. In Arnhem an NIR spectrophotometer in an 
industrial enclosure is used with a seven channel launcher (Galileo), ten meter optical 
fiber (Galileo) and a seven channel Peltier-cooled InGaAs-detector (Galileo). In 
Bergen op Zoom also an NIR spectrophotometer in an industrial enclosure with a 
seven channel launcher (Galileo) and a seven channel Peltier-cooled InGaAs-detector 
(Galileo) is used. The difference is the optical fiber length, the optical fiber (Guided 
Wave) has a length of fifty meters. The last instrument, situated in Deventer, has an 
NIR spectrophotometer in laboratory design with a cooled InAs-detector and an 
optical fiber of three meters (Galileo). The instruments in the laboratories will be 
indicated as instrument A, B and C for Arnhem, Bergen op Zoom and Deventer, 
respectively.
With the vials, containing the 28 samples, a vial holder was sent around the 
laboratories. The aluminium vial holder is equipped with two Guided Wave probes.
3.3.3 Spectra
The samples were measured with a resolution of 32 cm-1 and a measurement 
time of approximately 25 seconds (64 scans) within three days. Over a range from 
4891.12 to 9010.77 cm-1 268 datapoints (independent variables) were measured. As 
background the empty vail holder was used.
3.3.4 Software
All programs used for the calculations in this publication were written in 
Matlab™ code. Some standard routines are taken from the PLS_Toolbox for Matlab™
3.4 Experimental
To test the performance of data preprocessing versus (piecewise) direct 
standardization in model transferability an experiment was set up. According to the 
experimental design of Figure 1 twenty-eight ternary mixtures of methanol, ethanol and 
1-propanol were prepared. The component concentrations were determined by NIR 
spectroscopy on instrument A (master) using PLS1 as multivariate calibration method. 
Furthermore, the same samples were also measured on the other instruments (slaves).
3.4.1 Multivariate calibration
As multivariate calibration technique, which relates the obtained spectra to the 
alcohol percentages in an alcohol mixtures, partial least squares (PLS1) regression was 
used. The optimal complexity of the calibration models (number of factors included in 
the PLS model) was determined by external validation. In external validation the 
prediction ability of the calibration model is tested with an independent validation set. 
These validation set samples will not be used for building the final calibration model. In 
order to get an uniform distribution of the calibration samples, samples 1 to 21 were 
used as the calibration set. Furthermore, samples 22 to 28 were used as a validation
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set. These validation set samples were uniformly distributed in the center of the 
experimental design, because it was assumed that this concentration region will be used 
in the future.
3.4.2 Data preprocessing
A PLS1 model, which relates the spectral data of the calibration samples (1-21) 
measured on instrument A to the alcohol percentage in the samples, was developed. 
Afterwards, the validation samples (22-28) were also measured on instruments B and
C, and the model constructed with data from instrument A was used to make 
predictions of the alcohol percentage. Additionally, different techniques were used to 
preprocess the spectral data. The techniques used were wavenumber selection, first 
derivative, second derivative, multiplicative signal correction (MSC), and a 
combination of these techniques. The base spectrum for the MSC correction was the 
mean of the calibration set spectra measured on instrument A (master). The calibration 
was repeated with the preprocessed spectral data and the model transferability was 
tested by performing the same data preprocessing techniques on the spectra measured 
on the slave instruments and making alcohol percentage predictions using the model 
obtained from instrument A.
3.4.3 Instrument standardization
To test the different standardization methods (piecewise direct standardization 
and direct standardization) the calibration model was constructed on instrument A 
(master), and the model was transferred to instrument instruments B and C (slaves). 
From the spectra of the calibration set (sample 1 to 21) a subset of seven samples was 
selected using the leverage subset selection method. The Kennard-Stone algorithm was 
also used for the subset selection but both methods gave comparable results for the 
sample selection (in this application). The samples selected on instrument A were 
remeasured on instruments B and C. From these spectra the transformation matrix was 
calculated. For piecewise direct standardization a window size of five datapoints 
(wavenumbers) was chosen and a tolerance of 1-10-5 and 1-10-8 (minimum relative size 
of singular values included in each local regression models) for model transfer from 
instrument A to instrument B and C, respectively. Performance was tested on the 
whole validation set (sample number 22 to 28). The validation set was remeasured on 
instruments B and C, and these spectra were transformed, using the calculated 
transformation matrix, to spectra as if they had been measured on instrument A. 
Afterwards, the transformed spectra were used to make predictions of the alcohol 
percentage using the calibration model obtained on the master instrument.
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3.5 Results and discussion
3.5.1 Spectra
F igure  2 show s th e  sp ec tra  o f  pu re  m ethanol, ethano l and p ro p an o l m easured  
on  instrum ent A. In  F igu re  3 th e  th ree  d ifferent instrum ents are  com pared  w ith  reg ard  
to  th e  determ ination  o f  m ethanol.
wavenumber (cm-1)
Figure 2. N IR  sp ec tra  o f  d ifferent alcohols m easu red  on  instrum ent A  
------ = methanol,----- = ethanol a n d ......= 1-propanol
Comparison of two different approaches towards model transferability in NIR spectroscopy 43
wavenumber (cm-1)
Figure 3. Methanol measured at three different instruments
------ = instrument A ,----- = instrument B a n d ......= instrument C
Figure 3 reveals that some regions show a baseline shift, while in other regions a more 
complex deviation can be seen. Especially, the region between 6000 and 7000 cm-1 
shows a complex difference between the three instruments. This is probably caused by 
stray light and dark noise in combination with different nonlinear sensitivities of the 
detectors at low light levels. For that reason and keeping in mind that the constructed 
models should be transferred, the region 7699.27 to 9010.77 cm-1 is selected for the 
construction of the multivariate calibration models. The selected spectral region shows 
an absorption band which can be assigned to the second overtone of the C-H vibration. 
Thus this region should contain sufficient information to discriminate between the three 
alcohols. Selecting a specific spectral region can also be seen as a data preprocessing 
technique.
3.5.2 Data preprocessing
Usually, data preprocessing is applied to extract the descriptive information 
from the spectral data and to remove the nondescriptive information. The effect of data 
preprocessing can be visualized by plotting the scores obtained by a principal 
component analysis (PCA). The 21 samples from the calibration set are measured on 
instrument A, B and C. Afterwards, a principal component analysis is performed on the 
mean centered spectra (wavenumber region 7699.27 to 9010.77 cm-1) obtained from 
instrument A resulting in the scores and the loadings. The first two principal
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components explain 90.19% of the total variance in the spectral data. Additionally, the 
scores of the spectra measured on instrument B and C are calculated by projecting the 
spectra on the aforementioned loadings. The results are shown in Figure 4, in which 
the scores on principal component two are plotted versus the scores on principal 
component one of the 21 spectra of the calibration set samples obtained with three 
different instruments.
PC1
Figure 4. Principal component analysis of spectra
1,2 3,... = instrument A; A,B,C = instrument B,...; a,b,c,... = instrument C
mean centering is used as a preprocessing technique and explained variance is 90.19%.
Figure 4 reveals that the spectra of the same samples, measured on three different 
instruments, are different from each other. As can be seen from Figure 3, the main 
difference between the spectra of one sample is a baseline shift. Obviously, the baseline 
shift results in a drift of the object pattern (PCA) when the scores of instrument B and 
C spectra are compared with the scores of the instrument A spectra. Additionally, 
Figure 4 reveals a more complex effect in the spectra because the scores of the 
different objects do not move according to the same pattern going from instrument A 
to B and C. Such effects could be removed, through e.g. first and second derivatives, 
before the models are transferred.
Instead of performing a principal component analysis on the raw spectral data, a PCA 
is applied to the first and second derivatives of the spectral data. The scores obtained 
by the PCA are plotted in Figures 5 and 6. Figure 5 reveals that when the first 
derivative is used as preprocessing technique, the additional effect of instrument B in 
relation to instrument A is removed; the score plot of the spectral data of instrument A
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overlaps the score plot of instrument B. However, this is not the case for the score plot 
of the spectral data from instrument C; the score plot is shifted in relation to 
instruments A and B. However, when a second derivative is applied to the spectral 
data, the spectra of one object measured on the three instruments become more similar 
to each other, as can be seen from the score plot in Figure 6 (a score plot reveals the 
similarities between different samples). Second derivatives remove differences in 
baseline slope. Summarizing, different instruments may cause various effects such as 
baseline shifts and baseline slope differences in the spectral data. In order to enhance 
the descriptive information in the spectra and to reduce the influence of these baseline 
effects data preprocessing is recommended. The baseline shift introduced by instrument 
B is removed by first derivative and the difference in baseline slope is removed by 
second derivative.
PC1
Figure 5. Principal Component analysis of first derivative of NIR spectra 
The sample numbers correspond with the design shown in Figure 1
= instrument A; o = instrument B; A = instrument C. Explained variance = 99.65%
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PC1
Figure 6. Principal Component analysis of second derivative of NIR spectra 
The sample numbers correspond with the design shown in Figure 1
= instrument A; o = instrument B; A = instrument C. Explained variance = 99.40%
Frequently, the spectra of the samples measured on the same instrument are 
accompanied with spectral deviations not caused by differences in the sample under 
study (variable to be predicted). In addition to the spectral deviations between 
instruments, data preprocessing also removes spectral deviations between samples. 
When no preprocessing is used, the score plot of Figure 4 reveals a pattern which 
deviates in random order from the pattern shown by the experimental design in Figure
1. However, the score plot of the preprocessed spectra reveals the experimental design 
of the alcoholic mixtures. The effects between samples caused on one instrument are 
removed by data preprocessing, and the descriptive information for the alcohol 
concentrations is enhanced. In addition to the removal of within-instrument spectral 
effects, data preprocessing can also remove between-instrument effects which enables 
better transferability of the calibration models.
Because the score plots of the spectra measured on different instruments show the 
same pattern, it is likely that transfer of the multivariate calibration models is possible. 
When the multivariate calibration models can be transferred without additional 
processing of the data, a PCA gives a good indication of the transferability of the 
multivariate calibration models. When the score plot of the first two principal 
components shows an overlaying pattern, it does not necessarily mean that the 
calibration models are transferable. One should be aware of the fact that sometimes the 
scores for other principal components do not overlie or that the spectral residuals for 
one instrument show a structured pattern. In the next sections the multivariate 
calibration models will be discussed.
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First of all the calibration of instrument A will be discussed. Using the spectra obtained 
from instrument A, different PLS1 calibration models are constructed by using 
different preprocessing techniques. The validation results of the predictions (validation 
set samples 22-28) of the methanol, ethanol and 1-propanol percentages are shown in 
Table 1A, 2A and 3A, respectively. Table 1A reveals that the best calibration model for 
the prediction of the methanol percentage (lowest MSEV) on the master instrument 
(A) is obtained when only variable selection is performed (spectral region 7699.27 to 
9010.77 cm-1). The prediction results of the validation set are shown in Figure 7a. 
However, the application of derivatives to the spectral data yields inferior models on 
basis of the MSEV values. Probably, the use of derivatives enhances the spectral noise 
and decreases the signal to-noise-ratio. So, the influence of the nondescriptive 
information is enhanced. The same holds for the determination of the other alcohol 
contents (Tables 2A and 3A), except MSC performs a little better on the determination 
of ethanol but not significantly. Additionally, the use of preprocessing decreases the 
number of factors used in the PLS1 model. The between-sample variation (different 
additive baselines), not used to describe the alcohol concentration, is removed by data 
preprocessing which results in a smaller number of factors. 
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Figure 7. Determination of methanol on instruments A and C
The calibration model is constructed with results from instrument A using PLS1 
with 5 factors. No preprocessing (except mean centering) was used on the spectra
a. Predicted vs. actual methanol percentage of validation set on instrument A
b. Predictions with spectra from instrument C and the calibration model of instrument A
c. Direct standardization from instrument A to C
d. Piecewise direct standardization from instrument A to C
In order to test the transferability of the calibration models the validation samples are 
also measured on instruments B and C, and the predictions of the alcohol percentage 
are performed using the models constructed from the spectral data of instrument A. 
The validation results of the predictions of the methanol, ethanol and 1-propanol
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percentage, using different preprocessing techniques, are shown in Table 1A, 2A and 
3A respectively
Table 1. PLS1 performance (MSEV) for determination of methanol
# factors instrument A 
master
instrument B 
slave
instrument C 
slave
A whole spectruma 5 0.095 1.170 2.273
Data preprocessing:
variable selection 5 0.015 8.885 36.461
first derivative 4 0.047 0.219 3.072
second derivative 4 0.122 2.214 0.165
MSC 5 0.025 0.368 2.436
B Standardization:
DS
PDS
5
5
0.141
0.607
0.419
1.438
a The whole spectrum is from 4891.12 to 9010.77 cm-1 the other results are from the spectral region 
7699.27 to 9010.77 cm-1. Preprocessing is not applied to whole spectrum.
Table 2. PLS1 performance (MSEV) for determination of ethanol
# factors instrument A 
master
instrument B 
slave
instrument C 
slave
A whole spectruma 5 0.201 37.223 7.944
Data preprocessing:
variable selection 5 0.018 1.721 0.400
first derivative 4 0.018 0.790 11.958
second derivative 3 0.038 0.057 0.533
MSC 5 0.015 13.174 78.905
B Standardization:
DS 5 0.046 0.135
PDS 5 0.600 1.354
a The whole spectrum is from 4891.12 to 9010.77 cm-1 the other results are from the spectral region 
7699.27 to 9010.77 cm-1. Preprocessing is not applied to whole spectrum.
Table S. PLS1 performance (MSEV) for determination of propanol
# factors instrument A 
master
instrument B 
slave
instrument C 
slave
A whole spectruma 3 0.274 25.391 69.508
Data preprocessing:
variable selection 5 0.010 2.054 33.198
first derivative 3 0.073 0.513 32.638
second derivative 4 0.179 1.480 4.035
MSC 5 0.056 9.713 39.619
B Standardization:
DS 5 0.130 0.234
PDS 5 0.729 1.981
a The whole spectrum is from 4891.12 to 9010.77 cm-1 the other results are from the spectral region 
7699.27 to 9010.77 cm-1. Preprocessing is not applied to whole spectrum.
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Table 1A reveals that the best calibration model (variable selection) for the 
determination of methanol is not the most robust model for the transferability to the 
other instruments. The prediction results of the calibration model transfer from 
instrument A to instrument C are shown in Figure 7b. The differences between both 
instruments are expressed as a bias term in the predictions. Therefore, preprocessing 
(wavenumber selection, first and second derivatives in this example) is recommended 
to enhance the robustness to transferability of a calibration model from one instrument 
to another. The best preprocessing techniques for the transfer from instrument A to 
instrument B is wavenumber selection and first derivative and the best preprocessing 
technique for the transfer from instrument A to C is wavenumber range selection and 
second derivative. This confirms the results revealed by Figures 4, 5 and 6. When only 
variable selection is used, the score plots of the spectra from instrument A, B and C are 
different. However, when first derivative is used, the score plots of the spectra from 
instruments A and B become similar, and when second derivative is applied those of 
instrument A and C also become similar.
Comparable results are shown for the determination of the other alcohol 
percentages (Tables 2A and 3A). When the model is transferred from instrument A to 
instrument C, the best preprocessing technique is wavenumber selection and second 
derivative. When the model is transferred from instrument A to B, the best 
preprocessing technique is wavenumber selection and first or second derivative for 1- 
propanol and ethanol, respectively.
Tables 1, 2 and 3 also reveal a very poor transferability of the calibration model to 
instrument B and C when MSC is used as data preprocessing (base spectrum is mean 
of calibration spectra measured on instrument A). It is known that MSC performs very 
poorly when the multiplicative and additive effects are not the same over the whole 
spectral range for one spectrum.11 Consequently, when a sloping baseline (not a 
constant additive effect over the whole spectral range) is added to a spectrum, MSC 
will perform very poorly.
3.5.3 Instrument standardization
In (piecewise) direct standardization a transformation matrix needs to be 
estimated to transform the spectra measured on the slave instrument into spectra as if 
they were measured on the master instrument. The transformed spectra are used in the 
original calibration model obtained on the master instrument to make a prediction of 
the desired variable. To obtain a transformation matrix, seven samples from the 
calibration set are selected to be measured on the three instruments. The selected 
samples (leverage selection on the spectral data) are: 1, 16, 7, 21, 19, 9 and 6. Figures 
1 and 4 reveal that this is a uniform distribution over the whole experimental design. 
Furthermore, the wavenumber region of 7699.27 to 9010.77 cm-1 without further 
preprocessing is used for the calibration models. The results of (piecewise) direct 
standardization are shown in Tables 1B, 2B and 3B. However, there are many variants 
of the original PDS and DS algorithms. Although we studied them, we did not state 
them explicitly because neither of them made a significant improvement. To make our 
point clear, comparison between data preprocessing and (P)DS, we restricted 
ourselves to the original version of the PDS and DS algorithm. In all cases, direct 
standardization performs better than piecewise direct standardization in this application 
(Figure 7c-d). A likely reason for the better performance of DS over PDS is that the
50 Chapter 3
intensities in the selected spectral region (7699.27 to 9010.77 cm-1) are highly 
correlated. Consequently, it is better to use the whole selected region for direct 
standardization than smaller windows for piecewise direct standardization. Another 
reason can be that in this DS implementation a number of principal components is 
maintained in the regression models equal to the number of subset samples, while in 
PDS the number of principal components (rank) maintained in the local regression 
models varies from 2, 3 to 4 (Figure 8). A closer look at the estimation of the local 
rank is necessary. Figure 8 shows the mean spectrum of the subset spectra measured 
on instrument C (absorbance versus wavenumber). In the same Figure the local rank 
for the estimation of the intensity at every wavenumber is plotted (e.g. wavenumber 
8500 cm-1 has rank four). The rank of the local models varies between two, three and 
four.
wavenumber (cm-1)
Figure 8. Determination of the ranks of local PDS models
solid line = mean of subset spectra measured on instrument C 
dotted line = estimated rank of local models. 
window size = 5, tolerance = 110-8
Figure 7d reveals that the MSEV of the methanol predictions is caused by a random 
deviation of the sample points around the perfect line (y = x). However, when the 
tolerance is kept on the default value (1-10-4), the MSEV value is much larger due to a 
deviation in the slope. The deviation in slope is caused by underestimation of the local 
model complexity (ranks of local models are too low). When the default tolerance is 
used, the rank varies between one and two. It is useful to take a closer look at the 
MSEV value for the validation set predictions because the MSEV is caused by two 
main effects: a bias term and variance term. This subject is beyond the scope of this 
chapter. A third reason for the better performance of DS over PDS is that PDS makes 
extrapolations of the local regression models on the sides of the transformation matrix. 
The first j regression models and the last k in the transformation matrix are 
extrapolated values models.
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Column four of Tables 1, 2 and 3 reveal that direct standardization performs a little 
better than or is comparable with data preprocessing when the model is transferred 
from instrument A to B. However, in this case, correct preprocessing is to be prefered 
over direct standardization, because the subset calibration samples need not be 
remeasured on instrument B. So, when both approaches are comparable, it is advisable 
to use data preprocessing instead of direct standardization, because direct 
standardization requires measurement of subset samples on both the master and the 
slave instrument. It should also be mentioned that in this case data preprocessing only 
uses information from samples measured on the master instrument (twenty-one 
samples), while direct standardization uses both the information from the master and 
the slave instrument (twenty-one from master and seven from slave instrument). So, if 
direct standardization performs a little better than data preprocessing, it can be 
assumed that the results are comparable. However, when wavenumber shift correction 
is used as a preprocessing technique, information from the slave instrument is also 
needed to estimate the wavenumber shift correction.
When the calibration model is transferred from instrument A to instrument C, direct 
standardization also performs better or is comparable to data preprocessing methods, 
especially for the determination of the 1-propanol concentration.
3.6 Conclusions
In this chapter two categories of methods to transfer multivariate calibration 
models are compared:
1. improvement of the robustness of the calibration model by data preprocessing;
2. adaptation of the calibration model by (piecewise) direct standardization.
It has been found that direct standardization gives slightly better or comparable results 
with regard to data preprocessing when the model is transferred from one instrument 
to another instrument. However, direct standardization requires more information than 
data preprocessing. When the results of both methods are comparable, it is advisable to 
use data preprocessing instead of direct standardization because direct standardization 
requires remeasurement of some calibration samples on both the master and the slave 
instrument. In many situations these calibration samples cannot be remeasured.
In this article it has been shown that the principal component analysis (PCA) can give a 
good indication for the potential of a multivariate calibration model to be transferred. 
When the score plots of the same samples, measured on different instruments, show 
similar patterns, the multivariate calibration model has the potential to be transferred.
Finally, when a multivariate calibration model is no longer valid, the user should take a 
closer look at the different preprocessing techniques. Usually, the multivariate 
calibration model is recalibrated to account for the deviations in the measurement 
circumstances. The calibration set is remeasured under these changed measurement 
circumstances and a new model is developed. As demonstrated in this article, it is often 
not necessary to perform a remeasurement but the use of another preprocessing 
technique for the spectral data will suffice to make the model robust to these changed 
measurement circumstances. However, robustness testing should always be done
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during the calibration phase of a model. An extensive study need to be performed on 
the robustness of the model before the model gets its practical application.
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4.  I m p r o v e m e n t  o f  P L S  m o d e l  t r a n s f e r a b i l i t y  
by r o b u s t  w a v e l e n g t h  s e l e c t i o n
Abstract
Frequently, a calibration model is adapted after being transferred to another 
instrument by e.g. direct standardization (DS) or piecewise direct standardization 
(PDS). For this, a subset from the calibration set should be measured on both 
instruments. Usually, however, the calibration samples cannot be measured on both 
instruments. Another approach is to use data preprocessing to make the model robust 
with respect to transfer to another instrument during the development o f the model. In 
this chapter the robustness o f the calibration model is enhanced by using variable 
selection as data preprocessing. In the case under consideration, variable selection 
consists in calculation o f a calibration model with a subset o f the original 
wavelengths (of spectroscopic data) that retains its predictive ability when it is 
transferred to another instrument.
Both approaches (variable selection and (P)DS) are applied to the transferability o f a 
PLS model which determines the water content in tablets. To this end 140 tablets were 
measured on two NIR reflectance instruments. It has been found that variable 
selection by simulated annealing enhances the model’s robustness with respect to 
model transfer and also improves its predictive ability.
H. Swierenga, P.J. de Groot, A.P. de Weijer, M.W.J. Derksen and 
L.M.C. Buydens; Improvement of PLS model transferability by robust 
wavelength selection. Chemom. Intell. Lab. Syst., 41 (1998) 237.
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4.1 Introduction
Partial Least Squares (PLS) regression models are widely used models which 
extract useful information from spectroscopic data. A PLS regression model relates the 
spectral information to quantitative information of the measured samples (e.g. 
concentration of a component in the samples). In order to obtain a calibration model, 
various samples covering the future sampling space are measured along with the 
quantitative parameter(s) of the corresponding samples. These quantitative parameters 
are determined by a reference method. Finally, after being calculated, the calibration 
model can be used to make predictions of the quantitative parameters when only the 
spectrum of a particular sample is measured. Once the calibration model has been 
obtained, it is supposed to permit making accurate predictions over a long period of 
time. However, there may be various reasons why the model is no longer correct
1. The instrument on which the calibration data were measured (master instrument) is 
wholly or partially replaced by another instrument (slave instrument).
2. The instrument is used at a different location (at a different laboratory or at a 
production plant). Consequently, measurement conditions like humidity or 
temperature may vary from one location to another.
3. Physical sample conditions may have changed, e.g. a different chemical 
composition of the samples, a different raw material, viscosity or particle size.
These differences may result in calibration model predictions which are significantly 
different from the expected quantitative parameter determined by the reference 
method. Often, a new calibration model is calculated. Therefore, new calibration 
samples are prepared according to the same experimental design and measured under 
the changed conditions. Additionally, the reference value is determined and a new 
calibration model is calculated. Since constructing a multivariate calibration model can 
be a very time-consuming activity, it is not practical to make a new one every time the 
measurement conditions have been changed. Recently, a lot of attention has been paid 
to this problem and more efficient methods have been developed to solve the problems 
in model transfer. These methods are known as multivariate calibration standardization 
methods.1
The multivariate calibration standardization methods can be divided into two 
categories:2
1. adaptation of the calibration model;
2. improvement of the robustness of the calibration model.
The first category includes techniques that transform the measured spectra, the 
calibration model or its predictions if these deviate significantly from the reference 
value. In this category, the model is adapted after being implemented in practice. 
However, it is also possible to make the model robust with respect to the above causes 
(different instrument, location, or physical sample conditions) before it is implemented 
in practice by e.g. data preprocessing. Robust means that the prediction error of the 
model remains within acceptable limits when it is subjected to these causes. This 
approach is classified in category two. Data preprocessing is used to eliminate 
irrelevant information (spectral differences that are not relevant to the prediction of the 
desired parameter) from the spectra and to enhance the selectivity for the parameters 
of interest. Every data preprocessing technique is designed to remove specific spectral
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effects (e.g. multiplicative signal correction to remove additive baseline and 
multiplicative signal effects; derivatives to remove sloped or additive baselines; or 
filtering techniques like Savitzky-Golay filters and Fourier transformation to decrease 
the spectral noise). Another data preprocessing technique is wavelength selection. 
Usually in wavelength selection, the wavelengths contributing the most to the 
predictive ability of the model are selected.
Much attention has been paid to variable selection for multivariate calibration models 
by many researchers. Baroni et al.3 developed a method called GOLPE (generation of 
optimal linear PLS estimations). In this method different combinations of variables 
according to a fractional factorial design are used to calculate a PLS calibration model, 
whose predictive ability is evaluated in the SDEP 4 (Standard Deviation of Prediction 
Errors) value. From the results obtained the most significant variables are extracted 
and used to calculate the final calibration model. Lindgren et al.5 developed a method 
called Internal Variable Selection PLS (IVS-PLS). The elements of the weight vector 
are compared to a specific threshold value and it is decided whether a certain variable 
in a specific dimension of the PLS model should be retained or eliminated. In this 
selection method the variables are dimension-wise excluded from the PLS model. So, 
some variables will be retained in several of the PLS model's dimensions and other 
variables will be retained in none. During optimization, visual inspection in each 
dimension is necessary which makes the IVS-PLS variable search difficult to automate. 
Jouan-Rimbaud et al.6 considered various variable selection methods for PLS, PCR and 
MLR: wavelengths which have the highest loading on an important PC, wavelengths 
which have the highest correlation with concentration, and wavelengths which have the 
highest absolute covariance with concentration. Navarro-Villoslada et al.1 studied 
wavelength selection for PLS and PCR models by means of the maximum signal-to- 
noise ratio of the selected wavelengths and the minimum condition number of the 
calibration matrix. Centner et al* eliminated uninformative variables by judging a 
criterion based on the regression vector of the PLS models. This method is called 
uninformative variable elimination by PLS (UVE-PLS). In UVE-PLS, the variables are 
selected on the basis of the quotient of the regression coefficient and the uncertainty in 
the calculated regression coefficients (estimated by leave-one-out jackknifing). 
Variables that give smaller quotients than a certain threshold value are considered to be 
uninformative. The threshold value is estimated by adding artificial random spectral 
variables to the original spectral data and calculating the above quotients for these 
random variables (cutoff level is the maximum absolute quotient of the random 
variables). Wehrens et a l9 published a method which determines the most important 
variables on the basis of the confidence limits of the regression coefficients from the 
PCR model by means of bootstrap. All variables for which the confidence interval of 
the PCR regression coefficients include zero were removed from the whole spectral 
range. Using these methods, correlations between spectral values are neglected and 
wrong decisions can be made. Kalivas et al.10'12 and Lucasius et al}3 applied Genetic 
Algorithms (GA), Simulated Annealing (SA), and Generalized Simulated Annealing 
(GSA) to select variables for Multi-component analysis problems. Jouan-Rimbaud et 
al.14 published an article on the selection of variables for MLR models by means of a 
genetic algorithm, and in another article they reported how they checked the efficiency 
of the variable selection using genetic algorithms by the addition of random variables to 
the spectral data.15 The amount of random selected variables is a measure of the 
selection of random correlated variables from the original spectral data by the GA.
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Genetic Algorithms have also been applied to select the most predictive variables for a 
PLS regression model. Arcos et al.16 applied a modified steady-state genetic algorithm 
for selecting wavelengths for a PLS calibration, and Bangalore et a l1 used a genetic 
algorithm to perform a wavelength selection for the PLS model and simultaneously an 
estimation of the PLS model's dimensionality. Recently, however, Brenchley et al,18 
suggested that it might be better to select wavelengths directly on the basis of spectral 
criteria instead of using time-intensive optimization methods like simulated annealing 
and genetic algorithms.
All the above studies on variable selection are focused on enhancement of the 
predictive ability of the calibration model by variable selection. Therefore, variable 
selection for PLS models is performed to choose the variables that contribute most to 
the predictive ability of the calibration model. This article, however, is focused on the 
robustness of the calibration model. To achieve this, attention should be given to the 
effect of variable selection on the model's robustness besides its predictive ability. The 
goal of the research presented in this chapter is to obtain a calibration model with a 
subset of the original variables that retains its predictive ability when it is transferred to 
another instrument. The variables are selected by simulated annealing. The idea of 
robust variable selection was first proposed by Mark and Workman.19 They developed 
a method which selects wavelengths for MLR models which are robust against 
wavelength shifts. However, this method does not improve the robustness with respect 
to other spectral effects (e.g. intensity differences) and is not applicable to calibration 
models which are based on full spectra (e.g. PLS).
In order to make a comparison with robust variable selection, direct standardization 
(DS) and piecewise direct standardization (PDS) 20 are included in this chapter. In both 
methods (PDS and DS), a representative subset of samples is measured on both the 
master and the slave instrument. From these results a transformation matrix is 
calculated, which is used to transform spectra measured on the slave instrument into 
spectra as if they were measured on the master instrument. The calibration model thus 
obtained on the master instrument can be used on the slave instrument. Two major 
drawbacks of DS and PDS are that the same subset samples should be measured on 
both instruments, and that the complexity of the transformation matrix must be 
determined. Often, it is not possible to measure the same samples on both instruments 
because the samples are instable or that the master instrument is no longer available.
Both approaches, the calculation of robust models by variable selection and the 
adaptation of calibration models by DS and PDS, are applied to the determination of 
the water content in tablets. From a set of 140 tablets the NIR spectra are taken on 
two NIR reflectance spectrophotometers, i.e. the Direct Contact Analyzer (DCA) and 
the Rapid Content Analyzer (RCA). Additionally, the water content is determined 
using Karl Fischer titration. More details are given in the experimental section. This 
permits studying the robustness of a model when it is transferred to another instrument 
(model obtained on RCA is transferred to DCA). Frequently, this transfer occurs on a 
production site when an instrument is replaced by a backup instrument. In this 
application the RCA instrument will be used on the production site and the DCA 
instrument will serve as a backup instrument. Therefore, in the research laboratory a 
calibration model is calculated which has the same predictive ability on both
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instruments. If the RCA instrument breaks down, the DCA instrument can be used 
immediately.
4.2 Theory
4.2.1 (Piecewise) Direct standardization
In direct standardization (DS), originally developed by Wang et al.20 , the 
spectra measured on the slave instrument are transformed into spectra as if they were 
measured on the master instrument. Consequently, the model developed on the master 
can be used. In order to obtain the transformation matrix, a subset of samples 
representative of the original calibration model and covering the same sample space, 
are measured on both the slave and the master instrument. Subsequently in direct 
standardization, the entire spectrum, measured on the slave instrument, is related to 
one variable (wavelength) of the spectrum measured on the master instrument. 
Piecewise direct standardization 20, however, uses only a small region (window) of 
variables from the slave spectra to relate it to one variable of the master spectra. A 
detailed description of both PDS and DS can be found in the above-mentioned article.
4.2.2 Robust variable selection
Partial Least Squares (PLS) regression is a full spectrum calibration method. 
PLS automatically rejects the less important variables by giving them a small loading 
compared to the important variables. The question is: "Should the user reject some 
variables from the whole spectral range or should the regression method reject the 
nonrelevant variables?" It is known that the confidence limits of the regression vector 
both depend on the errors in the concentration data (dependent variables) and the 
spectral data (independent variables). Therefore, each variable in a spectrum 
contributes to the confidence limits of the PLS regression vector and, consequently, to 
the confidence limits of the predictions of the PLS model.21 As it would be too 
complicated to develop a theory that explains the effect of variable selection on the 
prediction errors of PLS models, up to now no theoretical proof has become available. 
However, on a practical basis one can defend the rejection of variables. There are 
various practical reasons why variable selection can improve the predictive ability or 
transferability of multivariate calibration models 21:
1. Some spectral regions may show a large variation not due the parameter of interest 
(e.g. spectral region of interferent, or spectral effect introduced by a new 
spectrophotometer).22
2. The spectra may contain heteroscedastic noise.
3. There may be wavelengths which contain absorbances that are not linearly related 
to the parameter of interest.23
4. There may be wavelengths which contain absorbances that are not directly related 
to the parameter of interest but have an indirect correlation (apparent causalities).
Some of the above reasons are instrument-specific and can vary from one instrument to 
another. Consequently, these differences can decrease the robustness of the calibration 
model when it is transferred to another instrument. Reason 4, however, is sample- 
specific. There may be components in the sample with absorbances that are correlated
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to the parameter of interest. In a calibration model, these components can improve the 
precision of the model but they can also decrease the robustness of the model when the 
sample composition is changed. Therefore, these variables should be rejected in order 
to improve the robustness. Furthermore, from a practical point of view variable 
selection can become important. As a spectral subset is utilized for prediction, cheaper 
miniaturized filter instruments can be used for routine analyzers instead of scanning 
instruments.
A lot of variable selection methods are deterministic and therefore have a high 
probability of finding a local optimal solution. However, the probability of getting 
stuck in a local solution is reduced by using a probabilistic search method. Two well 
known probabilistic optimization techniques are simulated annealing and genetic 
algorithms. We have chosen to use simulated annealing as an optimization technique. 
Although we also studied variable selection by means of genetic algorithms (GA), we 
did not include the results in this chapter because the GA gave similar results for the 
variable subset selection. The GA rejected similar regions from the spectra, and the 
prediction errors were comparable. Further comparison of SA and GA is beyond the 
scope of this article. In this chapter we will describe the results with SA only.
4.2.3 Simulated Annealing
A detailed description about simulated annealing can be found in books by E. 
Aarts and J. Korst 24 and J.H. Kalivas.25 Simulated annealing is a technique which is 
based on the physical annealing process of solids. However, this technique is not only 
restricted to atoms or molecules but can also be applied to generate a sequence of 
solutions for a large-scale optimization problem. Simulated annealing is a probabilistic, 
nonlocal optimization method which is capable of accepting a solution even when it is 
worse than the previous solution for a given problem. If a new solution has improved 
with respect to previous solutions (smaller error value), it will be accepted. If a new 
solution is worse than the current solution, it will be accepted with a certain 
acceptance probability (Metropolis criterion):
P(i ^  j ) = exp
F  -  F.i j
where F is the error value (see "robustness criterion" in experimental section) and c is 
called the control parameter. During an SA run, the control parameter decreases. 
Consequently, at the beginning of an SA run unfavorable solutions are accepted with a 
higher probability than at the end of an SA run. In this way the SA may escape from a 
local minimum and can search further for a global minimum error value. There are 
some important parameters for a simulated annealing. First of all, the above-mentioned 
control parameter c and, second, the length of a Markov chain. A Markov chain is a 
chain of successive solutions for a problem at a given value for c. Going from one 
solution to a successive solution is called a transition. A transition is a combined action 
of a disturbance mechanism of the current solution and the application of the 
acceptance criterion. Going from one Markov chain to another Markov chain, the 
control parameter c is decreased by a small amount according to a predefined cooling
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schedule. The SA can leave a Markov chain when the SA is at the end of a Markov 
chain (user specified number of transitions) or when a minimum number of accepted 
transitions is reached. An SA is stopped when the minimum control parameter is 
reached, when the maximal number of Markov chains is reached, or when the 
acceptance ratio (%) is zero. The acceptance ratio is defined as: the number of accepted 
transitions divided by the number of proposed transitions at a given control parameter 
c.
4.2.4 Problem representation
An important step in simulated annealing and genetic algorithms is to define the 
solution representation for a given problem. In the above-mentioned studies 14,16,17 
different representations are proposed. Among other things, the number of possible 
solutions for a problem is dependent on the representation of the problem. We have 
chosen for the most straightforward representation. A solution string consists of k 
numerical values, ranging from 1 to the number of variables to select from. During an 
SA run, the number of variables remains constant (k). One restriction of these values is 
that it is not possible to select two of the same variables in one and the same string. In 
the numerical representation used in an SA, k  variables need to be selected from N  
variables. The number of possible combinations is:
(  N  \
where the number of variables (k) needs to be higher than the number of factors in the 
PLS model plus one (because of mean centering).
4.3 Materials and methods
4.3.1 Samples
The samples used in this research are intact tablets of about 80 mg and a 
diameter of 6 mm. A set of 140 tablets was stored under different conditions to obtain 
tablets with a varying water content of 4.7 to 6.1% (w/w).
4.3.2 Instrumentation
The tablets were measured on two near infrared reflectance spectroscopy 
instruments: A NIRSystem 5000 spectrophotometer (Rapid Content Analyzer), and a 
NIRSystem 6500 spectrophotometer (Direct Contact Analyzer), both configured with 
a reflection module and PbS detectors. The RCA contains an optical fiber which guides 
the light to the sample. The spectra on both analyzers were measured (NSAS 3.50 
software) between 1100 and 2500 nm, at 2 nm increments (700 variables), using a 
resolution of about 10 nm bandwidth. The terms variable and wavelength are both used 
in this chapter, but each term will be used wherever appropriate (variable 1,2,...,700 
corresponds to 1100,1102,.,2498 nm). The spectra were corrected for background
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absorption by subtraction of a reference spectrum of Spectralon® 99% (Labsphere 
inc.), and the final spectrum is an average based on 32 scans. Additionally, the water 
content of the tablets was determined by a coulometric Karl Fischer titration analysis 
using a Mitsubishi Moisture Meter Model CA-06/VA-06.
4.3.3 Software and algorithms
For the simulated annealing calculations, SATFO version 4.0 is used. This 
toolbox is developed at the Department of Analytical Chemistry, University of 
Nijmegen, by A.H.C. van Kampen. This simulated annealing toolbox is written in 
ANSI C. Additionally, some PLS routines (SIMPLS algorithm by De Jong 26) are 
integrated using the MATCOM compiler (version 2). The programs are compiled for 
the DOS/windows operating system using DJGPP, version 2.01. All calculations were 
performed on a Pentium 100 computer using windows 3.11 as operating system. The 
programs used for direct standardization and piecewise direct standardization are 
standard routines from the PLS_Toolbox for Matlab™
4.4 Experimental
The study performed focuses on the selection of robust variables (wavelengths) 
in order to obtain a calibration model that retains its predictive ability when it is 
transferred from one instrument to another instrument. As mentioned before, 
frequently instrument transfer will happen in practice: a model which is developed on a 
master instrument is transferred to instruments on different production sites. Recently, 
multivariate standardization methods are proposed to minimize the effort for model 
transfer. Two methods are compared in this study: instrument standardization (PDS 
and DS) and robust variable selection. To compare the different methods a set of 140 
tablets were measured on two NIR instruments and additionally the water content was 
determined by a Karl Fischer titration. For robust variable selection, a calibration 
model is calculated using the wavelengths selected by simulated annealing. 
Subsequently, the model's prediction error for samples measured on the master 
instrument and the slave instrument is calculated. The simulated annealing algorithm 
aims to select those wavelengths which are robust against model transfer.
4.4.1 Construction of datasets and calculation of calibration models
The dataset of 140 tablets was divided into a calibration set and a validation 
set. Both datasets contain a uniform distribution across the full water content range. 
The validation set, however, contains one outlier which is removed from the dataset. 
Furthermore, the RCA spectrophotometer is denoted as instrument 1, and the DCA 
spectrophotometer is denoted as instrument 2. This results in the following datasets: 
sets C1 and C2 denote the calibration set containing 70 tablets measured on instrument
1 and instrument 2, respectively; V1 and V2 denote the validation set containing 69 
tablets measured on instrument 1 and instrument 2, respectively.
The dimensionality of the PLS model was determined by cross validation on the 
calibration set measured on instrument 1 (set C1) with a segment size of 7. The 
estimated number of factors was 4 and this dimensionality was fixed at a constant value
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during all the experiments. So, the calibration models which were calculated with a 
reduced number o f variables had 4 PLS factors.
4.4.2 Implementation of variable selection
From the whole set o f possible variables (700 variables) a subset o f k  variables 
is produced as a possible solution by the simulated annealing algorithm. This subset o f 
variables is selected from dataset C1, and a model is calculated between these spectral 
variables and the corresponding water contents as pointed out in the previous section. 
Subsequently, this model was used to make predictions o f the water content using the 
spectra from sets V1 and C2. From the prediction results, an error value is calculated 
as mentioned in the "robustness criterion" section.
The above set C2 consists o f 70 samples. These samples need to be measured on 
instrument 2. This large number o f samples is not very practical. Therefore, the 
influence o f sample reduction on the robust variable selection is included in this 
chapter.
4.4.3 Simulated Annealing
The following configuration was used for the simulated annealing algorithm: 
Disturbance generation: The disturbance mechanism used in our application is 
designed to change a small percentage o f the k  numerical values in the string. A value 
taken from a normal distribution N(0,5) is added to these selected values.
Initial Control parameter, c = 0.005. The initial value is chosen to be such that the 
acceptance ratio lies approximately between 0.7 and 0.9.
Cooling schedule: The cooling schedule used in our application is the geometric 
cooling schedule. A subsequent control parameter ck+1 is generated according to the 
following equation:
ck+1 = « *  ck
where a  is a constant value smaller than one. In our experiments a  was set at 0.95. 
Length Markov Chain: 1,000 transitions.
Exit Markov Chain: minimum number o f accepted transitions 
number o f transition tested (1,000).
Exit Simulated Annealing, minimum control parameter c = 
acceptance ratio % = 0.
Acceptance criterion: M etropolis criterion.
4.4.4 Robustness criterion
The robustness o f a calibration model is presented in the error value. The error 
value is defined in such a way that the prediction error on instrument 1 and instrument
2 are minimized at the same time. For every solution found by simulated annealing, an 
error value is calculated. One possible solution contains the variables (or wavelengths) 
which should be selected from the whole spectral range. These wavelengths are
(250) or maximum 
1*10-6 or minimum
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selected from the spectra o f the calibration set measured on the master instrument (set 
C1). From these spectra and the reference values a calibration model is calculated with 
a predefined number o f factors. The variable selection is tested on two sets: set V1 
(measured on instrument 1) and set C2 (measured on instrument 2). To this end the 
same variables based on set C1 are selected and the water content is predicted using 
the above model. These predictions are then compared to the reference values, and the 
error value (F) for solution i is calculated:
M
F = —*  
J 2 m=1
(m  -  Ym)
M  - 1
+
N
n= 1
( n  -  Yn)
N  - 1
1
^ 2
where M  and N  are the number o f samples in set V1 and C2, respectively; ym and Yn 
are the predictions o f sets V1 and C2, respectively, and ym and yn are the reference 
values o f the samples from sets V1 and C2, respectively. During an SA run, the error 
value (F) is minimized.
4.4.5 Instrument standardization
To test the different standardization methods, the calibration model was 
calculated on instrument 1 using the whole spectral range o f dataset C1, and the model 
was transferred to instrument 2. In order to obtain the transformation matrix, which 
transforms the spectra measured on instrument 2 to spectra as if they were measured 
on instrument 1, different parameters need to be optimized. For this prupose subset o f
10 samples was selected from dataset C1 using the leverage subset selection 20 and the 
same samples were also selected from dataset C2. Subsequently, the transformation 
matrix for PDS was calculated using different combinations o f window size and 
tolerance (minimum relative size o f singular values included in each local regression 
model). The combinations were tested on the prediction error o f the remaining samples 
in dataset C2 after PDS correction o f the spectra. For piecewise direct standardization 
a window size o f 5 datapoints (wavelengths) was chosen and a tolerance o f 1-10-4. 
Subsequently, the number o f subset samples for the PDS and DS transformation matrix 
calculation is selected by testing different number o f subset samples. For DS, 14 subset 
samples were selected, and for PDS, 24 subset samples were selected from a set o f 
seventy samples. Recently, however, Bouveresse et al,27 proposed different 
improvements o f the PDS procedure. It goes beyond the scope o f this article to 
compare these improvements, and we restricted ourselves to the original version o f the 
PDS algorithm. Wang et al. 28 proposed to include an additive term into the original 
version o f (P)DS. In our application both DS and PDS showed no significant 
improvement when the additive term was included.
4.4.6 Validation of standardization and simulated annealing results
Once the simulated annealing or (piecewise) direct standardization has been 
terminated, the results are validated on an external validation set measured on 
instrument 2 (set V2). Using the spectra from this dataset, the w ater content is
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predicted and the results are compared to the reference value for the water content 
determined by Karl Fischer titration.
4.5 Results and discussion
4.5.1 Interpretation of NIR spectra
The spectra from seventy samples measured on instrument 1 (set C1) and the 
spectra from the same samples measured on instrument 2 (set C2) are shown in Figure
1. This figure reveals a difference in baseline offset and a difference in slope between 
the spectra obtained on instrument 1 and instrument 2.
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Figure 1. N IR Reflectance spectra o f the calibration set samples
The upper spectra are spectra measured on instrument 2 (DCA) and, the lower spectra 
are measured on instrument 1 (RCA).
Moreover, in the region o f 1550 nm an important difference can be seen. The 
intensities o f the spectra in this region, measured on instrument 1, are relatively large 
compared to the intensities obtained on instrument 2.
4.5.2 Multivariate calibration models
Separate PLS models are calculated using set C1 and set C2, the spectra and 
the w ater contents are mean centered; and both models have a dimensionality o f four 
PLS factors. The results are shown in Table 1. Table 1 reveals the explained variances
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o f both models and the root mean square error o f prediction in the calibration and 
validation set (RMSEC and RMSEV, respectively).
Table 1. Calibration models for the determination o f the w ater content in tablets 
__________ using N IR spectroscopy__________________________________________
Factor instrument 1 instrument 2
expl. variance X expl. Variance Y expl. variance X expl. variance Y
1 80.41 21.07 80.88 22.38
2 15.83 67.63 16.24 65.06
3 1.98 3.35 1.47 5.41
4 1.14 2.98 0.56 2.28
RMSEC 0.0784 0.0776
RMSEV 0.0806 0.0938
N ow  we will consider the model calculated on instrument 1. When the model obtained 
with set C1 is used to make predictions using spectra measured on instrument 2 
(dataset C2 and V2), the prediction error increases dramatically (RMSEC2 = 0.3553 
and RMSEV2 = 0.3474). This difference can be explained by means o f a comparison 
o f the different models presented in Table 1 in the leverage plots o f Figure 2.
variable number
Figure 2. Leverage values o f PLS models on both instruments 
PLS models with 4 factors and mean centering (700 variables)
------ = instrument 1, • • • •  = instrument 2
The leverage value 29 represents the importance o f a spectral variable (wavelength) for 
the calibration model; the higher the leverage value, the more important the variable. It 
can be seen that the main difference between the leverage values o f both instruments is 
observed in important variable regions (variables 400 to 450 and 680 to 700). Better 
results can be expected when the wavelengths, which exhibit a large difference in 
leverage value, are excluded from the spectra. However, sufficient information should 
be retained in the spectral data to predict the w ater content in the tablets. Variable 
selection is focused on the selection o f the best subset o f variables with respect to the 
model's predictive ability and robustness.
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4.5.3 Instrument standardization
The results o f direct standardization (DS) and piecewise direct standardization 
(PDS) are depicted in Table 2.
Table 2. Transferability o f calibration models using different approaches
Method 
(# obj.)
instrument 1 instrument 2
RMSEC1 RMSEV1 RMSEC2 RMSEV2
no stand. 0.0784 0.0806 0.3553 0.3474
DS(7) 0.0784 0.0806 0.1259 0.1150
DS (14) " " 0.0809 0.0774
DS (70) " " 0.0761 0.0685
PDS (24) 0.0784 0.0806 0.0926 0.0900
DS can solve the transferability problem by remeasuring 14 calibration samples on 
instruments 1 and 2, whereas PDS needs 24 samples to be remeasured. The results 
obtained by DS are comparable to the prediction results obtained with the spectra from 
instrument 1; similar prediction errors are found. The results o f PDS are slightly worse 
than the results o f DS. A likely reason for DS performing better than PDS is that it is 
difficult to estimate the complexity o f the local models in the PDS algorithm. I f  the 
complexity is too large (more principal components maintained in local model), a small 
prediction error may be established for the transfer samples, but the other samples o f 
the calibration set (C2) and validation set (V2) will have a large prediction error. I f  the 
complexity is too small, both the prediction errors o f the validation set and calibration 
set are large. During the execution o f the PDS a balance has to be found between these 
two limits.
In Table 2 and Figure 3, also the effect o f the number o f subset samples on the DS 
results is shown. When the number o f samples measured on both instrument 1 and 2, 
to estimate the transformation matrix for DS, increases, the prediction error decreases. 
The more samples are used in estimating the transformation matrix, the better the 
estimation o f this transformation matrix. A balance has to be found between the 
number o f samples measured on both instruments (time to measure) and the gain in 
predictive ability o f the model. Usually, a DS is not performed with such a large 
amount o f samples but only a subset o f the original calibration samples is remeasured. 
Taking the above-mentioned reasons into account, 14 subset samples need to be 
remeasured on instrument 2. The results o f 70 samples are included to draw a 
comparison between DS and variable selection with 70 objects.
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Figure 3. Influence o f number o f samples remeasured on slave instrument, on 
SA and DS performance 
DS: •• * •• = RMSEC2; •• o •• = RMSEV2;
SA: —*— = RMSEC2; —o— = RMSEV2;
All values for SA are mean values of three different runs
In this approach, the model is corrected when it is already calculated. The model is 
adapted to instrument 2 by measuring o f the same subset o f samples on both 
instrument 1 and 2. This is a major drawback o f both DS and PDS. Frequently, this is 
not possible because the samples are unstable or the old situation cannot be 
reproduced. On the other hand, it is also possible to enhance the robustness with 
respect to instrument changes during the development of the calibration model by data 
preprocessing (variable selection). In the next sections the results o f variable selection 
methods are presented.
4.5.4 Variable selection by simulated annealing
Nine SA runs are performed at different k  values (k = 50,100,150 and 200). 
The variables selected are shown in Figure 4.
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Figure 4. Variable selection using Simulated annealing
Selected variables of 9 replicas are presented as dots and the mean 
calibration spectra (Figure 1) are plotted as solid lines
The mean and the standard deviation of the corresponding model predictions are 
presented in Table 3. Table 3 and Figure 4 show that the simulated annealing in this 
application is capable of finding reproducible results in the subset selection of variables 
for the PLS model. Similar patterns occur when the SA is assigned to different 
numbers of variables to select.
Tab e 3. Predictive ability of models using variable selection by SA
Number 
f  variables 
(9 replicas)
instrument 1 instrument 2
RMSEC1 RMSEV1 RMSEC2 RMSEV2
mean std mean Std mean std mean std
50 0.0712 0.0011 0.0702 0.0010 0.0663 0.0008 0.0706 0.0008
100 0.0722 0.0010 0.0706 0.0015 0.0669 0.0011 0.0697 0.0011
150 0.0718 0.0008 0.0709 0.0015 0.0669 0.0015 0.0704 0.0017
200 0.0721 0.0008 0.0725 0.0005 0.0683 0.0006 0.0710 0.0004
0
Although there is a risk of chance correlation between the selected variables and the 
water content in the tablets, chance correlation is probably not present in the results 
presented in Figure 4. The variables which are selected and rejected are interpretable; 
the underlying effects are explained in the following section. Furthermore, the results 
are tested with an independent validation set (V2).
Especially, regions having a high leverage value as well as a large difference in leverage 
value (Figure 2) between both instruments are rejected from the spectral data. Figure 4 
shows that the regions of 1418 to 1454 nm (variable 160 to 178), 1498 to 1530 nm 
(variable 200 to 216), 1906 to 1970 nm (variable 404 to 436), and 2458 to 2498 nm
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(variable 680 to 700) are rejected from the model. The region 1418 to 1454 nm 
corresponds to the first overtone absorption band o f the hydroxyl groups o f starch 
(starch is used as a filler o f the tablets). Because this region exhibits an indirect 
correlation with the water content, this region is rejected from the spectral data. The 
region from 1498 to 1530 nm is known from experience to be a very critical region. 
This region shows a variance in intensity not due to differences in the sample 
composition but due to differences in sample position. This region is also known to 
contain the turnover point o f the monochromator. Recently, Candolfi e ta l1  presented 
some results on the effect o f sample position on the spectral variation. The most 
important region which is rejected from the whole spectral range is the region o f 1906 
to 1970 nm. This region corresponds to the combination absorption band o f the 
hydroxyl group o f starch. A possible explanation for the exclusion o f this region is the 
difference in scatter effect o f the hydroxyl group o f starch on both instruments. 
Remarkably, however, this region also contains a combination absorption band o f the 
hydroxyl group o f water. Probably, this hydroxyl group also reveals a different scatter 
effect on both the instruments. Since the hydroxyl group absorption o f water is also 
revealed in another spectral region (around 1460 nm), the region 1906 to 1970 nm may 
be rejected. The region around 1460 nm corresponds to the first overtone o f the 
hydroxyl stretching band o f water. As shown in Figure 4, this region is very dense 
sampled. However, this region also contains the first overtone o f the hydroxyl 
stretching band o f starch. In order to correct for this, the region at 1410 nm is also 
very densely sampled (hydroxyl stretch o f starch). The last region (1458 to 1498 nm) is 
rejected because o f two phenomena: use o f optical fibers and sensitivity o f detector. It 
is known that higher wavelengths (> 1100 nm) contain more noise due to the use o f 
optical fibers.30 Instrument 1, the RCA, contains an optical fiber to conduct the light to 
the sample. It is also known that higher wavelengths exhibit a lower signal to noise 
ratio due to the combination o f sensitivity o f the PbS detector and the intensity o f the 
light source. This last reason also holds for lower wavelength regions. This is revealed 
in Figure 4 by a very sparsely sampled region below 1118 nm (below variable 60).
N ot all the regions o f selected variables can be explained by an underlying effect. It is 
difficult to assign all the variables because the samples used in this research are very 
complex. First o f all hydroxyl absorption bands are very temperature sensitive and 
secondly, many different interactions exist between the water molecules and starch.31 It 
is difficult to assign all these interaction peaks. Furthermore, some variables are 
selected to make a baseline correction between the spectra o f instrument 1 and 
instrument 1.
Figure 4 also reveals that there is no unique solution for the subset selection problem. 
Especially in N IR  spectroscopy the variables are highly correlated. This makes the 
solution space spanned by all possible combinations o f variables less complex. Because 
o f the high variable correlation, more similar solutions exist.
Table 3 shows the prediction errors corresponding to the results presented in Figure 4. 
The best results (smallest prediction error) are obtained when only 50 out o f 700 
variables are selected. When this number is reduced, the SA is not capable o f finding 
better solutions: the results are less reproducible and the RMSEV1 error becomes 
significantly larger. I f  the SA is assigned to a larger number o f variables, the solution 
space becomes larger (see previous equations), and it is impossible to select the 
optimal subset o f variables from all possible combinations. Additionally, the computer
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time increases dramatically for an SA calculation if the number o f variables to select 
increases. 50 variables took about three hours and 100 variables took more than one 
day.
The previous results o f the variable selection by simulated annealing are obtained by 
using all the 70 samples in set C1. This means that 70 samples need to be measured on 
instrument 1 to estimate the most robust subset o f variables. As mentioned before, 
such a large number o f samples is not very practical. Therefore, the number o f samples 
measured on instrument 1 and included in the robustness criterion is reduced. The 
results obtained are given in Figure 3. The samples are selected according to the 
leverage selection.10
The minimum in the prediction errors is reached when 7 samples are selected from 
dataset C1, with 7 samples it is possible (in this application) to find the most robust 
variables with respect to instrument transfer.
Table 4. Transferability o f calibration models using different approaches
Method 
(# °bj.)
instrument 1 instrument 2
RMSEC1 RMSEV1 RMSEC2 RMSEV2
no stand. 0.0784 0.0806 0.3553 0.3474
DS (14) 0.0784 0.0806 0.0809 0.0774
PDS (24) 0.0784 0.0806 0.0926 0.0900
SA (7)* 0.0737 0.0748 0.0727 0.0689
* number of selected variables for SA is 50
The results obtained in this research are summarized in Table 4. The results obtained 
by variable selection are better than the results obtained by direct standardization. A 
considerable advantage o f variable selection over direct standardization is that not the 
same subset samples need to be remeasured on both the master and the slave 
instrument. For the SA, set V1 and set C2 (or a subset o f set C2) are used to optimize 
the final calibration model, and for DS a subset o f set C1 and set C2 (both same 
samples) is used to obtain the transformation matrix. Therefore, different samples may 
be used for the selection o f robust variables by simulated annealing. Another advantage 
o f variable selection over DS is that in variable selection the prediction error on 
instrument 1 decreases. However, if DS is used, the prediction error on instrument 1 
does not decrease.
As shown in the previous results, variable selection can improve both the predictive 
ability and the robustness o f multivariate calibration models. However, this is o f course 
no general conclusion. In some situations, variable selection will not improve the 
robustness o f the model. For example, when multiplicative signal effects are present in 
the spectra measured on the slave instrument, MSC (multiplicative signal correction) 
should be used to correct for this phenomenon. Variable selection can not improve the 
robustness in this situation. When a wavelength shift is present in the spectra from the 
slave instrument, wavelength correction will gain more in predictive ability than 
variable selection. However, variable selection can select those wavelengths which are 
less sensitive with respect to wavelength shifts.
In this chapter variable selection is applied to improve the transferability o f a PLS 
calibration model between two instruments. O f course, this approach can be extended
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to situations in which another parameter or more than one parameter is changed when 
a model is transferred from one situation to another (e.g. other physical sample 
composition or measurement conditions).
4.6 Conclusions
In this chapter, two approaches toward the model transfer to another 
instrument are compared:
1. Calculation o f a PLS model with a good predictive ability on two different 
instruments by selection o f robust wavelengths by SA.
2. Adaptation o f a PLS model calculated on one instrument to another instrument 
by direct standardization and piecewise direct standardization.
It has been found that variable selection by SA enhances the robustness o f the 
calibration model with respect to model transfer to another instrument. Additionally, 
the predictive ability o f the master calibration model is enhanced by variable selection. 
The results o f variable selection were slightly better than the results obtained by direct 
standardization. Furthermore, variable selection has the advantage that not the same 
subset o f samples needs to be remeasured on both the master and the slave instrument. 
The subset, which should be remeasured on the slave instrument, should o f course span 
the same space as the original calibration samples. The samples in this subset, however, 
do not necessarily have to be the same to test the robustness o f the model.
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5. R o b u s t  c a l i b r a t i o n  mode l  for  o n - l i n e  and  
o f f - l i n e  p r e d i c t i o n  o f  p o l y ( e t h y l e n e  
t e r e p h t h a l a t e )  y ar n  s h r i n k a g e  by R a m a n  
s p e c t r o s c o p y
Abstract
In order to transfer a calibration model, techniques such as piecewise direct 
standardization (PDS) or direct standardization (DS) are used. This implies that, the 
same subset o f samples must be measured in both situations. However, when a model 
is transferred from an off-line application to an on-line application it is not possible 
to remeasure the same subset o f samples. In this chapter, however, a method is 
presented which can transfer a multivariate calibration model from an off-line 
application to an on-line application without remeasuring the same subset. For this 
purpose a calibration model has been calculated with a subset o f spectral variables. 
The variables that are sensitive to the differences between the off-line and the on-line 
application are rejected. The method is compared to the calculation o f a global 
calibration model in which off-line and on-line spectral data are combined to one 
calibration set.
The methods are applied to a calibration model which is used to predict the shrinkage 
after heat treatment o f polyethylene terephthalate) (PET) yarns from the Raman 
spectra measured both off-line and on-line. The Raman spectra o f a calibration set 
have been measured off-line and a smaller set has been measured on-line during the 
production o f PET yarns. It has been found that it is possible to make one calibration 
model for both off-line and on-line predictions o f PET yarn shrinkage by Raman 
spectroscopy.
H. Swierenga, A.P. de Weijer and L.M.C. Buydens; Robust calibration 
model for on-line and off-line prediction of poly(ethylene terephthalate) 
yarn shrinkage by Raman spectroscopy. J. Chemometrics, 13 (1999) 137.
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5.1 Introduction
In recent years Raman spectroscopy has become a popular technique for the 
monitoring o f processes,1 and a lot o f publications are available on the application o f 
Raman spectroscopy in process analytical chemistry.2 Raman spectroscopy is applied in 
various chemical fields: e.g. pharmaceutical, semi-conductor and polymer industry.3-5 
In Raman spectroscopy the sample is irradiated with monochromatic light from a laser 
source, and consequently the molecules excite from their ground state to an unstable 
virtual state. Immediately after excitation, the molecules drop back to their original 
vibrational level or to the first energy level. The former results in scattered photons 
which have no change in energy (Rayleigh scattering), and the latter results in scattered 
photons which decrease in energy (Stokes scattering). However, some molecules 
already exist at the first energy level and are also excited to a virtual state by the 
irradiated light. When these molecules drop back to their ground level, the scattered 
light increases in energy, resulting in anti-Stokes scattering. N ot all bonds are Raman 
active; only those bonds which demonstrate a change in polarizability during a 
vibration are Raman active. By measuring the intensity o f the scattered light as a 
function o f the energy difference between excited and scattered radiation (frequency 
shift) one obtains a Raman spectrum.
Nowadays, Raman spectroscopy has emerged as an important tool for the investigation 
o f polymers. Raman spectra provide qualitative and quantitative information about the 
following polymer features: 6,7
• Chemical nature: structural units, type and degree o f branching, end groups, 
additives, impurities.
• Steric order: cis-trans isomerism, stereoregularity.
• Conformational order: physical arrangement o f the polymer chain.
• State o f order: crystalline, mesomorphous and amorphous phases.
• Orientation: type and degree o f polymer chain and side group alignment in 
anisotropic materials.
In this chapter we describe a calibration model that is used to predict the shrinkage 
after heat treatment o f poly(ethylene terephthalate) (PET) yarns from the Raman 
spectra. The goal o f the research presented in this chapter is to transfer a calibration 
model for Raman spectra measured off-line to the situation where the Raman spectra 
are measured on-line. It is relatively easy to collect calibration samples and calculate a 
calibration model using off-line Raman spectra and the corresponding shrinkage 
parameter o f the yarns. However, it is more difficult to perform the same procedure for 
an on-line application because a large amount o f yarns needs to be produced for the 
calculation o f a new calibration model. During the production o f these yarns the 
Raman spectra are measured on-line and using the shrinkage parameter o f the yarns a 
calibration model is calculated. For the duration o f this experiment, the production o f 
yarns is inoperative for real production, which raises a large barrier for practical 
implementations. Therefore, we propose a method which uses a large off-line 
calibration set to calculate the calibration model and a small set o f samples measured 
on-line in order to transfer the off-line calibration model to an on-line application. This 
on-line set is used to estimate the spectral differences between off-line and on-line 
Raman, and this set does not necessarily have to contain the same samples as in the
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calibration set. There are three main differences between the off-line measurement and 
the on-line measurement. First o f all the measurement conditions in the laboratory (off­
line measurement) are different from those in the production plant (on-line 
measurement). Secondly, the physical sample conditions are changed: during on-line 
measurement the sample is moving along the measurement probe, whereas in off-line 
measurement the sample is stationary. Thirdly, the temperature o f the yarn is different. 
The temperature o f the yarn may be higher than the temperature in the production 
plant.
Recently, Wang et al* developed two methods, direct standardization (DS) and 
piecewise direct standardization (PDS), which can transfer a calibration model from 
one situation to the other. The major drawback o f DS and PDS is that the same subset 
o f samples should be measured in both situations to determine the transformation 
matrix. Often, it is not possible to measure the same samples in both situations. 
Especially when a model is transferred from an off-line to an on-line measurement.
Another approach to solve the transfer problem is to make the model robust against 
the transfer from off-line to on-line measurements. In this context, robust means that 
the prediction error will not significantly increase when the calibration model is used in 
an on-line situation instead o f an off-line situation where the model was developed. 
Increase o f the robustness can be achieved by the implicit inclusion o f the measurement 
conditions in the calibration model 9-11 or by data preprocessing.11-14 The former implies 
measurement o f the calibration samples under all possible physical and environmental 
sample conditions, e.g. different laboratory temperature or humidity levels and the 
calculation o f one global calibration model using these results. The spectral variation 
due to the different measurement conditions is incorporated into the global calibration 
model. Data preprocessing aims to improve the selectivity o f the calibration model by 
removing spectral information not related to the parameter to be predicted. In a recent 
publication we presented a method to construct a calibration model that retains its 
predictive ability when it is transferred from one instrument to the other.15 This method 
constructs a calibration model with a subset o f spectral variables (selected by simulated 
annealing) which are not sensitive to the differences between the two situations. In 
order to select the robust variables, in addition to the calibration set in the original 
situation a small set needs to be measured in the new situation. The advantage o f the 
robust variable selection method is that in theory not the same set o f samples need to 
be measured in both situations, which makes this method very suitable for the transfer 
o f an off-line calibration model to an on-line application.
Both approaches, the implicit inclusion o f the measurement conditions in the 
calibration model and the method in which the calibration model is calculated by using 
robust variables, were applied in the determination o f the free shrinkage after heat 
treatment at 190°C (SHA190) o f PET yarns by Raman spectroscopy. From a dataset 
o f 54 samples the Raman spectra were measured off-line in a conditioned laboratory. 
Additionally, the SHA190 value was determined using the reference method.16 For the 
selection o f the robust wavelength toward transfer from an off-line measurement to an 
on-line measurement, the Raman spectra o f sixteen o f the above-mentioned yarns were 
measured on-line during the production. M ore details are given in the experimental 
section.
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5.2 Theory
5.2.1 Process-Structure-Properties relation of PET
PET yarns are used for textile (e.g. clothing materials) and industrial purposes (e.g. 
tires, seat belts, and ropes). They are produced by the melt-spinning process. In this 
process, the molten polymer is extruded through a spinneret with a large number o f 
fine holes (orifices) and subsequently cooled in a quench-air stream. With the aid o f 
godets, the solified filaments are transported at a speed higher than the extrusion 
velocity. Finally, the winder takes up the yarns on a bobbin. Process settings such as 
spinning temperature, cooling conditions, orifice diameter, throughput and take-up 
velocity largely determine the (thermo-)mechanical properties o f the yarn. In an extra 
step the partially oriented yarn (as-spun yarn) is drawn at temperatures near the 
melting point o f the polymer in order to increase the polymer chain orientation. This 
additional step can either be performed in a separate step (steamdrawing process) or 
integrated into the melt-spinning process. The resulting drawn PET yarns have a 
semicrystalline structure o f which the physical structure can be described by a two- 
phase model,17 consisting o f amorphous and crystalline regions. In the crystalline 
regions the PET molecules are well oriented along the fiber axis, and in the amorphous 
phase the chains are less ordered (Figure 1).
Crystalline
region
Amorphous
region
Figure 1. Two-phase model o f drawn poly(ethylene terephthalate) yarn
Important characteristics for the physical structure o f PET yarns are the crystallinity, 
size, and orientation o f the crystalline regions, and the size and orientation o f the 
chains in the amorphous region.18 The physical structure o f the PET yarns is 
determined by the melt-spinning process settings. It determines the (thermo-) 
mechanical properties o f the yarn (process-structure-properties relation).19 One 
important thermomechanical property in the characterization o f the PET yarn is the 
dimensional stability. The dimensional stability is expressed as the percentage shrinkage 
after heat treatment in hot air at 190oC without any tension (SHA190). The SHA190 is 
an important parameter for the behavior o f the yarn, for example after the 
vulcanization o f tires (PET yarn is used for the reinforcement o f tires). The yarn
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shrinkage is proportional to the amount o f amorphous material and to the orientation 
o f the polymer chains in the amorphous regions.19
5.2.2 Raman spectroscopy on PET
Many publications are available in which Raman spectroscopy is applied to 
poly(ethylene terephthalate). A review o f Raman spectroscopy on PET is given in a 
paper by Adar et a l2° Boerio et a l2  assigned the different Raman active bands to their 
molecular vibration (Table 1, Figure 2).
R aman  shi f t  ( cm -1 )
Figure 2. Raman spectrum o f PET yarn measured off-line
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Table 1. Raman active bands Poly(ethylene terephthalate)
Raman band (cm-1) molecular vibration
1730 C=O stretching
1615 mode 8a o f benzene ring 22
1462 CH2 bending and OCH bending
1418 CCH bending and OCH bending
1310 ring CH in plane bending
1295 C(O )-O  stretching
1192 ring mode
1119 C (O )-O  stretching and ethylene glycol CC stretching
1096 ring CC, C (O )-O  and ethylene glycol CC stretching
1000 mainly O-CH2 stretching
857 mainly ring CC and C(O )-O  stretching
701 ring mode
626 ring mode 6b
Roughly, the Raman active bands can be divided into bands due to vibrations o f the 
backbone molecular bonds (e.g. mode 8a vibration o f the benzene ring) 22 and 
vibrations o f bonds not associated with backbone groups (e.g. C=O stretching). It is 
known that Raman bands associated with the backbone groups o f the polymer show a 
frequency shift when subjected to stress or strain.23 Fina et al.24 reported that the 
Raman band at 1616 cm-1 shows a shift and a change in shape under strain. Yeh et a l22 
extended this vibrational analysis to more Raman active bands.
As previously mentioned, Raman spectroscopy is known to reveal structural 
information on polymers, and a lot o f publications are available on this subject.6,7 
Melveger 25 used the bandwidth at one-half maximum intensity o f the peak at 1730 cm" 
1 (C = O stretch) to predict the density o f PET yarns. Later, Everall et a l26’21 used the 
whole spectral range (600-1800 cm-1) in combination with PLS to predict the density 
o f a PET sample. Purvis et al.28 studied the molecular orientation in PET by means o f 
Raman spectroscopy. They showed that the Raman peak at 1616 cm-1 can give 
information about the molecular orientation o f the polymer chains in the amorphous 
regions. In the above-mentioned papers the Raman spectra are related to the structural 
parameters o f PET. From previous studies it is also known that the (thermo-) 
mechanical properties are determined by the physical structure o f the yarn.17-19 In the 
study presented in this chapter we determine a thermomechanical property (SHA190) 
o f PET directly from the Raman spectrum.
5.2.3 Global calibration models
In addition to the spectral variation due to the differences in the parameter to 
be predicted, spectral variation can be incorporated in spectra due to various reasons 
(e.g. change in instrumental setting, instrument at different location or the physical 
sample conditions may have changed).12 Global calibration models include these 
spectral variations in the calibration model. To this end, the calibration samples are 
measured on different instruments and at different locations (e.g. other temperature or 
humidity). Using these spectra and the corresponding reference parameters a model is 
calculated. This approach has some disadvantages: 9 29
1) In many applications it is difficult to foresee the sources o f variation beforehand.
Robust calibration model prediction of PET yarn shrinkage by Raman spectroscopy 79
2) It is assumed in global calibration models that the new sources o f spectral variation 
can be modelled by including additional PLS factors.10 When nonlinear spectral 
effects are present a lot o f additional factors will be necessary or even it is not 
possible to model the spectral differences.
3) When the dimensionality o f the calibration model is increased by the implicit 
inclusion o f the above-mentioned changes, additional parameters need to be 
estimated. In order to make a good estimation o f the additional parameters many 
samples need to be measured.11
4) The discrete nature o f some sources o f variation (e.g. instrument or location) can 
lead to distinct clusters or even outliers in the data space. This is not favorable 
from a calibration design point o f view.
5.2.4 Variable selection by simulated annealing
Finding a robust subset o f variables (wavenumbers) out o f all possible 
combinations is a large optimization problem, which can be solved by an optimization 
technique. Roughly, optimization techniques are divided into two classes: deterministic 
and probabilistic optimization techniques. In a deterministic optimization technique, the 
initial search point determines the result o f the optimization. This in contrast to 
probabilistic optimization techniques in which the path to the optimal solution is not 
fixed. Two probabilistic optimization techniques are genetic algorithms (GAs) and 
simulated annealing (SA).30,31 We decided to use simulated annealing for the selection 
o f the robust combination o f variables. M ore details about variable selection and 
simulated annealing can be found in an earlier paper.15
5.3 Materials and methods
5.3.1 Samples
The partially oriented yarns (as-spun yarns) were drawn in the steamdrawing 
process under a wide range o f steamdrawing process conditions. The varied process 
conditions were: relative viscosity o f the as-spun yarns (RV), temperature o f drawing 
section (Tdraw), temperature o f relaxation section (Trelax), and the relaxation force 
(Freiax). According to two different experimental designs, 54 different drawn yarns 
were produced, resulting in drawn yarns with the shrinkage parameter SHA190 
ranging from 1.70 to 7.95%. The shrinkage in hot air (SHA190) o f the drawn yarns 
was determined by measuring the percentage shrinkage (%) after tensionless heat 
treatment in hot air o f 190°C for 15 minutes.16 From these 54 samples the Raman 
spectra are measured off-line in the laboratory. During the production o f 16 o f these 
samples (design 2) the Raman spectra were measured on-line in a production plant. In 
order to allow comparison with piecewise direct standardization and direct
* Design 1. RV = 2 levels; Tdraw = 2 levels; Trelax = 3 levels; Frelax = 3 levels 
Design 2. RV = 1 level; Tdraw = 3 levels; Trelax = 2 levels; Frelax = 3 levels 
(one point o f design 1 is performed in triplicate, two points o f design 2 were 
not performed which results in an experimental design o f 54 experiments)
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standardization (not included in this chapter),8 the set o f 16 samples is a subset o f the 
54 samples. The spectra were recorded with the same Raman spectrophotometer 
configuration as used in the laboratory.
5.3.2 Instrumentation
The Raman spectra o f the calibration and validation samples were measured, 
using a HoloProbe Raman spectrometer from Kaiser Optical Systems and a 785 nm 
external-cavity-stabilized diode laser. Each sample was measured five times at an 
exposure time o f 6 seconds and 15 accumulations (spectral range: 500 - 1900 cm-1 
with a step size o f 2 cm-1 resulting in 701 wavenumbers or variables). Subsequently, 
the mean o f the five spectra was calculated and used in further calculations.
5.3.3 Simulated Annealing
The simulated annealing toolbox 32 has been written in ANSI C. Additionally, 
some PLS routines from the PLS_Toolbox for Matlab™ were integrated, using the 
MATCOM compiler (version 2). The programs were compiled for the DOS/windows 
operating system using DJGPP, version 2.01. The following configuration was used for 
the simulated annealing algorithm (a detailed description o f the configuration can be 
found in a previous paper):15
Disturbance generation: The disturbance mechanism used in our application was 
designed to change a small percentage o f the k  numerical values in the string. A value 
taken from a normal distribution N(0,5) was added to these selected values.
Initial control parameter, c = 0.02.
Cooling schedule: The cooling schedule used in our application was the geometric 
cooling schedule where a  has been set at 0.85.
Length Markov Chain: 1,000 transitions.
Exit Markov Chain: minimum number o f accepted transitions (250) or maximum 
number o f transition tested (1,000).
Exit Simulated Annealing, minimum control parameter c = 1*10-6 or minimum 
acceptance ratio % = 0.
Acceptance criterion: M etropolis criterion.
5.4 Experimental
The aim o f the study presented in this chapter is to obtain a calibration model 
that retains its predictive ability when it is transferred from an off-line to an on-line 
application. I f  techniques like PDS and DS are used, these samples also have to be the 
same. Frequently, however, it is not possible to measure the same subset o f samples in 
two situations. Therefore, we propose to use robust variable selection to transfer the 
calibration model. Robust variable selection does not need remeasurement o f the same 
samples in both situations.
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5.4.1 Multivariate calibration and dataset construction
A set o f 54 PET samples was divided into a calibration set o f 45 samples (C1) 
and a test set o f 9 samples (T1). The Raman spectra o f these 54 samples were 
measured off-line in the laboratory. During the steamdrawing process, the Raman 
spectra o f sixteen o f these yarns were measured on-line in a production plant. This set 
was divided into a validation set and a test set: 8 samples in the validation set (V2) and 
8 samples in the test set (T2). The splitting o f samples among the different subsets is 
shown in Table 2.
Table 2. Sample composition o f datasets
Dataset type o f data Sample numbers
C1 off-line 1-45
T1 off-line 46-54
V2 on-line 7,12,21,33,47,48,49,53
T2 on-line 1,8,18,19,23,37,39,46
The optimal number o f factors for the PLS model was determined by cross-validation 
on the calibration set measured off-line (C1). The optimal number o f factors was four 
which was kept constant during the robust wavelength selection by simulated 
annealing.
5.4.2 Global calibration model
In order to incorporate the spectral differences between on-line and off-line 
Raman spectra into the calibration model, dataset C1 (off-line) and dataset V2 (on­
line) were combined to one dataset. This dataset was used to calculate a global 
calibration model. The optimal number PLS factors was five which was determined by 
cross-validation.
5.4.3 Variable selection
The problem to be solved by simulated annealing was the selection o f a subset 
o f k  variables out o f all possible combinations. A possible solution was represented as a 
string containing k  numerical values. The numerical values ranged from 1 to 701 (1 
representing wavenumber 500 cm-1 and 701 representing wavenumber 1900 cm-1). 
These k  variables (wavenumbers) were selected from the spectra o f set C1, and a PLS 
calibration model (4 PLS factors, determined by cross-validation on set C1 using the 
whole spectral range) was calculated, using the k  spectral values and the corresponding 
SHA190 values. This model was used to make predictions o f the SHA190 values o f set 
C1 and set V2. From these predictions an error value was calculated as pointed out in 
the "robustness criterion" section. In addition to the variables to select from the whole 
spectral range, also the number o f variables to select (k) needs to be optimized.
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5.4.4 Robustness criterion
For every solution found during a simulated annealing search an error value 
was calculated. The error function contained a combination o f the predictive ability o f 
the calibration model for the off-line measurement and the predictive ability for the 
samples measured on-line.33 The goal o f the simulated annealing search was to 
minimize simultaneously the prediction error o f the calibration model for the off-line 
and the on-line application. As mentioned in the "variable selection" section, a model 
was calculated, using set C1 (with a subset o f k  variables) and the SHA190 was 
predicted, using the spectra o f sets C1 and V2. These prediction results were used to 
calculate the error value (F) for solution i:
M
m=1
2 \
(m  -  ym )
M  - 1  -  lv + n=1
( n  -  yn)
N
2
(1)
where M  and N  are the number o f samples in sets C1 and V2, respectively; lv  is the 
number o f PLS factors; ym and yn are the predictions o f sets C1 and V2, respectively, 
and ym and yn are the reference values o f the samples from sets C1 and V2, 
respectively. During the simulated annealing optimization this error value needs to be 
minimized.
5.4.5 Validation of calculated models
The final results found after a simulated annealing optimization were validated, 
using two independent test sets (sets not used for the variable selection): set T1 
measured off-line and set T2 measured on-line. The SHA190 parameter was predicted, 
using the calibration model with a subset o f robust variables selected from set C1. The 
difference between the predicted and the measured SHA190 is expressed in the 
RMSEP value:
RMSEP=
N ( n  -  yn)
N
2
(2)
where N  is the number o f samples in test set T1 or T2; yn and yn are the predictions 
and the reference values o f the samples from set T1 or T2, respectively.
n=1
5.5 Results and discussion
5.5.1 Interpretation of Raman spectra
The Raman spectra o f all drawn PET samples, measured off-line and on-line 
are shown in Figure 3.
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Raman shift (1/cm)
Figure 3. Raman spectra o f PET yarns measured on-line and off-line 
Upper spectra are measured on-line and lower spectra are 
measured off-line
The spectra measured off-line exhibit a large spectral variation, which is not due to the 
difference in shrinkage parameter o f the corresponding PET yarns but to sample 
position before the Raman probe. The spectra measured on-line reveal less spectral 
baseline variation, because the yarn is moving along the probe with a constant winding 
speed and stress on the yarn. Furthermore, the spectra measured on-line exhibit more 
fluorescence than the spectra measured off-line, which is revealed by the order o f the 
baseline. In many cases, sample fluorescence can be reduced by photobleaching.34 
During photobleaching, fluorescence is reduced exposing the sample to laser photons; 
the longer the exposure time the higher the fluorescence reduction. In the case o f off­
line measurement, the Raman spectrum is measured on one spot o f the yarn. During 
on-line measurement the yarn is continuously moving, and fresh polymer material is 
moving through the laser focus. Consequently, the exposure time o f the material during 
on-line measurement is shorter than the exposure time during an off-line measurement, 
resulting in higher fluorescence.
5.5.2 Multivariate calibration model using the whole spectral range
A PLS calibration model with four factors was calculated using the whole 
spectral range from set C1. The prediction errors o f the two datasets measured off-line 
(set C1 and set T1) are shown in Table 3.
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Table 3. Prediction results o f calibration models
calibration set # factors RM SEC1a RMSET1 RM SEV2a RMSET2
C1 all variables 4 0.517 0.529 2.867 2.642
C1 & V2 all variables 5 0.496 0.472 0.322 0.306
C1 subset o f variables 
(standard deviation) b
4 0.314
(0.026)
0.446
(0.061)
0.147
(0.059)
0.367
(0.082)
a the RMSEC1 and RMSEV2 were calculated using the C1 and V2 part of robustness criterion 
equation (Equation 1), respectively
b the mean and the standard deviation is calculated using the results of 15 SA runs
These prediction errors are in the order o f magnitude o f the SHA190 measurement 
error (measurement error = 0.77).
Raman shift (1/cm)
Figure 4. Leverage plot o f PLS calibration model (C1 and all variables)
4 factor PLS model constructed with off-line spectra
In Figure 4 the leverage plot o f the above-mentioned calibration model is shown. The 
leverage value reveals the importance o f a variable in a multivariate calibration model; 
the higher the leverage value the more important the variable. From this leverage plot it 
can be seen that the regions around 630, 857, 1278, 1615 and 1726 cm-1 are important 
variables in the prediction o f the SHA190 value. As mentioned above (Theory section), 
the shrinkage o f PET yarn after heat treatment is proportional to the amount o f 
amorphous material (crystallinity) and the orientation o f the polymer chains in the 
amorphous regions. As found by Everall et al.35, the Raman bands at 1730, 1094, and 
860 cm-1 are important in the prediction o f the crystallinity and the 630, 860, and 1615 
cm-1 bands are sensitive to orientation. Also Jarvis et al. found that the 1615 cm-1 band 
is sensitive to molecular orientation.36 These findings partially explain the important 
variables for the prediction o f the SHA190 parameter.
When the difference between the off-line and the on-line Raman spectra is neglected 
and the off-line calibration model is used to predict the SHA190 from on-line spectra, 
the prediction error increases to 2.867 and 2.642 for set V2 and T2, respectively 
(Table 3). This is probably due to the baseline differences between on-line and off-line
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Raman spectra. A good way to solve this problem is to remove the polynomial baseline 
from the on-line Raman spectra. However, it is difficult to make an estimation o f the 
baseline because the peaks have no baseline separation. Therefore, more sophisticated 
techniques will be necessary to make a good baseline estimation.
5.5.3 Global calibration model
One way to decrease the on-line prediction error is to calculate a global 
calibration model using spectra measured on-line and off-line (C1 + V2) in one 
calibration model. The prediction results using this approach are presented in Table 3. 
The characteristics (explained variance percentage in X and Y) o f both models using 
the whole spectral range (C1 and C1+V2) are presented in Table 4.
Table 4. PLS models for the on-line and off-line prediction o f the SHA190 by
Raman spectroscopy
factor
number
All varia bles (C1) All variables (C1 & V2) Subset variables (C1)
%X %Y %X %Y %X %Y
1 80.73 26.44 93.72 7.47 84.99 25.22
2 18.69 5.06 6.09 26.29 14.52 5.68
3 0.14 48.04 0.11 17.47 0.10 50.52
4 0.14 14.28 0.02 41.78 0.16 16.23
5 0.02 1.27
In order to correct the spectral differences between off-line and on-line one additional 
factor is needed. The first factor o f the global model (C1 + V2) explains 93.72% of 
spectral variance (X), whereas only 7.47% o f the shrinkage (Y) is explained. Mainly 
the fluorescence background difference between on-line and off-line is corrected by 
this additional factor. So the difference between off-line and on-line measurements can 
be corrected by including both on-line and off-line spectra into one global calibration 
model. The correction is established by the addition o f one PLS factor. However, when 
this relation becomes more complex PLS will need more factors to make the 
correction. Or it is even possible that PLS can not correct for these spectral 
differences.
5.5.4 Variable selection
Various simulated annealing runs were performed in order to select the optimal 
k  value (number o f variables to select from 701). The optimal number to be selected is 
90 variables out o f 701. The best 15 runs from 20 replicate SA runs are shown in 
Figure 5 and the mean prediction error o f these 15 runs is shown in Table 3.
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Figure 5. Off-line and on-line Raman spectra o f PET and the selected variables 
The best 15 runs of 20 replicate SA runs for the selection of 90 variables 
are shown
This table reveals that the prediction error o f all datasets measured on-line and off-line 
decrease by the selection o f a subset o f variables instead o f using the whole spectral 
range (C1 with all variables). The prediction errors o f sets V2 and C1 are too 
optimistic, because these sets were used for the variable subset selection. Moreover, 
the prediction errors o f sets T1 and T2 may be a little too optimistic, because the same 
samples measured at other circumstances (off-line and on-line) also belonged to sets 
C1 and V2 (Table 2) and, consequently, the samples are not completely independent. 
However, the results can be compared to the prediction results o f the global because 
the same information was available during the calculation o f the global model. 
Although the prediction errors decrease in relation to the prediction errors obtained 
with the off-line calibration model (C1 and all variables), the results are not 
significantly better than the results obtained by the global calibration model (C1 + V2). 
The parsimonious principle states that if two different models can adequately model a 
given dataset, the one described by fewer parameters will have a better predictive 
ability.37 In order to apply this principle one need to make an estimation o f the degrees 
o f freedom used in both the data preprocessing and the calibration step.13 For the 
variable selection problem it is difficult to make an estimation o f the degrees o f 
freedom used in the SA search. Furthermore, the use o f global calibration models has 
several disadvantages (Theory section), which make the use o f this approach not very 
attractive.
Variable selection eliminates spectral effects not due to the parameter o f interest before 
the modeling. Due to the variable selection, the spectral information related to the 
SHA190 value is concentrated in the first PLS factors (Table 4). The first PLS factor 
explains 85% o f the spectral variance and 25% o f the variance in the SHA190. This 
variance contribution is also observed in the calibration model which utilizes the whole
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spectral range. This in contrast to the global calibration model in which the first PLS 
factor is used to make the correction for the spectral differences.
Furthermore, variable selection can give a good indication o f the spectral regions 
which are sensitive to the differences between on-line and off-line Raman on PET 
yarns. The selected or rejected spectral regions are depicted in Figure 5. A lot o f these 
spectral regions are interpretable; the underlying effects are explained in the following 
section. First o f all the extremes o f the Raman spectra are rejected from the spectra 
(regions 500-690 and 1740-1900 cm-1). In this region the throughput o f the system is 
decreasing, and the signal-to-noise ratio will decrease in relation to the middle spectral 
region. The spectral region around 860 cm-1 is maintained in the subset o f variables for 
the PLS model. As found by Everall,35 this is an orientation- and crystallinity- sensitive 
band and therefore important for the prediction o f the SHA190 o f PET yarn. 
Furthermore, some baseline points are selected (around 1550 and 940 cm-1) in order to 
make an estimation o f the shape o f the baseline. A remarkable feature is that the 
spectral regions around 1615 and 1730 cm-1 have been sparsely sampled, although 
these are important regions in the prediction o f the SHA190 (Figure 4). It is known 
that these bands are stress-sensitive.22 The asymmetry o f the 1615 cm-1 band (benzene 
ring vibration) increases when stress is applied to the yarn. The left side o f this bands 
shows tailing to lower wavenumbers when the stress increases. Furthermore, the peak 
shifts to lower wavenumbers when stress is applied. When the yarn is drawn by the 
steam drawing process, stress is applied before the yarn is wound on the bobbin 
resulting in a shift o f the 1615 cm-1 band. Consequently, the left side o f the 1615 cm-1 
band is sparsely sampled. The 1730 cm-1 band is also stress sensitive, which is also 
reflected by the sparsely sampled region.
5.6 Conclusions
In this chapter robust variable selection is applied to calculate a calibration 
model that can be used to make off-line and on-line predictions o f SHA190 (shrinkage 
after heat treatment) by Raman spectroscopy. The prediction error has been found to 
decrease when selected spectral regions are used instead o f the whole spectral range in 
both off-line and on-line predictions o f SHA190. In order to find these spectral 
regions, a set o f calibration samples must be measured off-line and a small set on-line. 
Hence, different samples can be used to select the robust wavenumbers, which makes 
this method very suitable for the transfer o f an off-line model to an on-line application. 
Furthermore, the results o f variable selection are interpretable. However, when the 
samples measured on-line and off-line are combined to one large calibration set, 
comparable prediction results are obtained. The global calibration model obtained, uses 
one additional factor in relation to the off-line model. In this case, seemingly the 
difference between off-line and on-line can be modelled by only one additional PLS 
factor. When the spectral differences between on-line and off-line spectra become more 
complex (especially nonlinear effects), PLS will not be capable o f correcting these 
differences by the inclusion o f some factors. Therefore we still prefer to use the 
variable selection method.
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6. D e v e l o p m e n t  o f  r o b us t  c a l i b r a t i o n  m o d e l s  in 
N I R  s p e c t r o s c o p i c  a p p l i c a t i o n s
Abstract
When spectral variation caused by factors different from the parameter to be 
predicted (e.g. external variations in temperature) is present in calibration data, a 
common approach is to include this variation in the calibration model. For this 
purpose, the calibration sample spectra measured under standard conditions and the 
spectra o f a smaller set measured under changed conditions are combined into one 
dataset and a global calibration model is calculated. However, i f  highly nonlinear 
effects are present in the data, it may be impossible to capture this external variation 
in the model. Recently a new technique based on selection o f robust variables was 
proposed for constructing robust calibration models. In this technique, a calibration 
model is developed which uses a subset o f spectral values that are insensitive to 
external variations.
This new technique is compared to global calibration models for constructing 
robust models in spectroscopic applications. Both techniques are applied to two 
different NIR spectroscopic applications. The first application is the determination o f 
the ethanol, water, and iso-propanol concentrations in a ternary mixture o f these 
components and the second application is the determination o f the density o f heavy
oil products. In both applications the calibration set spectra have been measured at 
standard sample temperature, and a subset has been measured at sample 
temperatures deviating from the standard temperature. It has been found that models 
based on robust variable selection are similar or sometimes better than global 
calibration models with respect to their predictive ability at different sample 
temperatures.
H. Swierenga, F. Wülfert, O.E. de Noord, A.P. de Weijer, A.K. Smilde and 
L.M.C. Buydens; Development of robust calibration models in NIR spectroscopic 
Applications. Anal. Chim. Acta, in press.
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6.1 Introduction
Multivariate calibration models are often associated with vibrational 
spectroscopic techniques in order to predict physical or chemical sample properties 
from the spectra. To construct a multivariate calibration model, the spectra and 
corresponding properties o f many samples need to be measured in order to capture the 
variation in the sample properties to be predicted. Once the model has been developed, 
it is supposed to be valid for a long period o f time. This implies that after this period 
the model's prediction error is not significantly different from the prediction error 
obtained during calibration. However, there may be various reasons why the model 
makes erroneous predictions: replacement o f the instrument or part o f it, ambient 
changes such as temperature, and changes in physical sample conditions.1
If  the calibration model loses its validity, a new calibration model needs to be 
constructed. Therefore, a set o f calibration samples, representative o f the original 
calibration samples should be remeasured under the changed conditions. I f  the original 
calibration samples are not stable, this calls for collecting or preparing new samples, 
measuring o f the reference values, and measuring the corresponding spectra, which 
may involve a large amount o f work. Recently, more efficient methods, known as 
multivariate calibration standardization methods, became available to establish a new 
calibration model.1 Multivariate calibration standardization methods can be divided into 
two categories: 1) Improvement o f robustness o f the calibration model; and 2) 
Adaptation o f the calibration model.2 The first category aims to improve the selectivity 
o f the calibration model by data preprocessing (e.g. variable selection), the 
incorporation o f measurement conditions into the calibration model (global calibration 
models) and/or the application o f robust multivariate calibration techniques such as 
IVS-PLS.3 The second category includes techniques that transform the measured 
spectra, the model’s regression parameters or the predictions by the calibration model 
(e.g. bias/slope correction, direct standardization and piecewise direct standardization). 
One o f the disadvantages o f this category is that the same sample subset needs to be 
measured in both the old and the new situation, which is not possible when unstable 
samples are involved. Another disadvantage o f techniques o f category two is that they 
are only applicable to discrete situations such as instrumental changes. Frequently, 
however, external conditions (e.g. sample temperature) which influence the model’s 
predictions change continuously and, consequently, techniques o f category two cannot 
be applied. In the applications studied in this chapter, the sample temperature is a 
continuously changing condition, and we therefore focused on two techniques o f the 
first category: a) Global calibration models;4 and b) Robust variable selection models.5
Although often not recognized, global calibration models are frequently used. The 
construction o f a global calibration model involves measurement o f calibration samples 
under normal conditions, measurement o f these samples or a sample subset under 
changed conditions and the combination o f the data to one dataset. Besides spectral 
variation caused by the variation in the reference parameter, this dataset includes 
external spectral variation introduced by the new situation. Subsequently, a new 
calibration model is calculated on the basis o f the joint dataset. Thus, global calibration 
models try to model the external spectral variation and implicitly include the external 
variation into the calibration model.
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Recently, a new technique based on variable selection was presented in order to 
enhance the robustness o f a calibration model.5 Instead o f using the whole spectral 
range for modeling, this technique uses a subset o f spectral values which is not 
sensitive to the changing conditions and rejects those spectral regions that are sensitive 
to these changing conditions. There are various reasons why the predictive ability and 
the robustness o f a calibration model are enhanced by variable selection: 1) some 
spectral regions related to the parameter o f interest may contain large variation caused 
by external influences such as temperature variations or interferents; 2) there may be 
spectral regions whose intensities (absorbances) are not linearly related to the 
parameter to be predicted; and 3) there may be spectral regions which exhibit an 
indirect correlation with the parameter o f interest (apparent causalities). This makes 
variable selection especially suitable for situations in which the spectral variation 
caused by external changes are localized in the spectra. Thus, instead o f modeling the 
external variation, robust variable selection excludes external spectral variation before 
modeling.
In this chapter global calibration models are compared to the new technique for 
enhancement o f model robustness, namely calibration models based on robust variable 
selection. In order to select the robust variables, simulated annealing was used. Both 
techniques were applied to two different NIR spectroscopic applications. The first 
application is the determination o f the ethanol, water, and iso-propanol concentration 
in a ternary mixture o f these components and the second application is the 
determination o f the density o f heavy oil products. In both applications the model’s 
predictions should be insensitive to sample temperature variations within a predefined 
temperature range. In this chapter only partial least squares (PLS) regression models 
are considered, but the above-mentioned techniques can be applied to other 
multivariate calibration techniques as well.
6.2 Theory
6.2.1 Global calibration models
Global models try to include implicitly the variation due to external effects in 
the model, in much the same way as unknown chemical interferents can be included in 
an inverse calibration model. As long as the interfering variation is present in the 
calibration set, an inverse calibration model can, in the ideal case o f additivity and 
linearity, easily correct for the variation due to the unknown interferents. It is assumed 
in global calibration models that the new sources o f spectral variation can be modeled 
by including a limited number o f additional PLS factors.4 Due to the increase o f the 
calibration model’s dimensionality, it becomes necessary to measure a large number o f 
samples under changed conditions in order to make a good estimation o f the additional 
parameters.6 When highly nonlinear effects are present in the spectra, a lot o f 
additional PLS factors will be necessary to model the spectral differences while, 
sometimes, it is not even possible to model these spectral differences. Therefore, other 
strategies need to be used to make modeling o f nonlinear data possible.7
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6.2.2 Robust variable selection models
Whereas global models try to capture the external variation into the model, 
robust variable selection attempts to exclude the external variation before modeling. 
Basically, it selects those spectral regions that are important for the parameter to be 
predicted and those that can correct for the spectral differences caused by external 
conditions, at the same time rejecting those regions that are sensitive to the spectral 
differences caused by the external variations. It is assumed that a calibration on the 
robust wavelengths will be free o f influences by external factors and may be more 
parsimonious, as it only needs to model the spectral variation caused by the parameter 
o f interest. However, it is difficult to compare variable selection with other calibration 
models with respect to parsimony because it is difficult to assess the degrees o f 
freedom lost in the selection o f the robust variables (a lot o f models are calculated 
during optimization).8
While global calibration models are straightforward and the model calculations can be 
performed in a short time by commercially available software packages, the robust 
variable selection by simulated annealing requires more sophisticated software and 
faster computers. Furthermore, some additional parameters need to be optimized for 
the simulated annealing algorithm (number o f PLS factors, the number o f variables 
selected, representation o f problem, length o f M arkov chain, initial temperature, or 
control parameter). Therefore, special expertise about the simulated annealing 
techniques is necessary.
Since the number o f selected variables will be seriously reduced and a lot o f models are 
calculated during optimization, there is a possibility o f overfitting; the selected variable 
subset should not include irrelevant noise-containing variables and overfitting should 
be prevented. Recently, Jouan-Rimbaud et al. developed a method to evaluate the 
performance o f variable selection by genetic algorithms (GAs) with respect to 
overfitting.9 For this purpose, they added random variables to the original spectral data 
matrix and performed a GA run using this extended dataset. The amount o f random 
selected variables is a measure o f the selection o f randomly correlated variables from 
the original spectral data. Leardi et al. proposed a stopcriterion for a variable subset 
search by a genetic algorithm in order to prevent overfitting.10 This stopcriterion is 
based on a random permutation test o f the original Y variables.
All problems associated with robust variable selection result from the use o f simulated 
annealing and not from the principle o f using a spectral subset for PLS modeling 
instead o f using the whole spectral range. I f  knowledge were available about the 
relation between external variables and the spectral intensities, these problems would 
disappear. Usually, however, no physical model is available for estimating the influence 
o f external variations on the spectral variables. As a result, variable selection 
techniques need to be used to make the spectral subset selection.
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6.2.3 Simulated annealing
Since no prior knowledge is available, the selection o f the robust variables from 
the whole spectral range is a large optimization problem which can be solved by 
optimization techniques such as simulated annealing or genetic algorithms. In this 
chapter, simulated annealing is used for variable selection. Simulated annealing is a 
probabilistic global optimization technique based on the physical annealing process o f 
solids. In contrast to deterministic optimization techniques (e.g. simplex optimization), 
probabilistic optimization techniques allow acceptance o f an inferior solution during 
optimization. Consequently, probabilistic optimization techniques have the ability to 
escape from a local optimum and find the global optimal solution. M ore detailed 
description about simulated annealing can be found in ref. 5 and 11.
A simulated annealing solution is represented as a numerical string containing k  values 
(integers) representing the variables to be selected from the whole spectral range o f N  
variables. These k  variables are selected from the calibration set spectra and in 
combination with the reference values o f the corresponding samples, a PLS model with 
a predefined number o f factors is calculated. Subsequently, the same k  variables are 
selected from the standardization set spectra (spectra measured under changed 
circumstances) and the reference parameters are predicted using the calibration set and 
the standardization set variable subset spectra. On the basis o f these prediction results 
an error value is calculated. This error value comprises the predictive ability o f the 
model at the standard temperature and the predictive ability o f the model when it is 
used at different temperatures. The goal o f the simulated annealing is to minimize the 
error value; which implies that the prediction error o f the model is minimized at all 
temperatures. In order to find the proper k  value, various simulated annealing runs are 
performed using different values for k.
6.2.4 Comparison of predictive accuracy of models
Usually, two models are compared with respect to their predictive ability on a 
representative independent data set (i.e. dataset not used for model calculation). 
Frequently, the predictive ability o f a model is expressed in the mean squared error o f 
prediction (MSEP). During the development o f a calibration model, a minimal MSEP 
value is aimed at. Recently, Swierenga et al. proposed a strategy which uses the 
prediction error and, simultaneously, the sensitivity to external variations for selecting 
a multivariate calibration model.12 Van der Voet proposed a randomization t-test to 
compare the predictive accuracy o f two models using the distribution o f prediction 
errors.13 In this chapter this randomization t-test is applied in order to compare the 
predictive ability o f global models and robust variable selection models.
6.3 Experimental
6.3.1 Dataset A: Ternary mixture of ethanol, water, and iso-propanol
The mixtures (19 samples) were prepared from p. a. quality alcohols and 
subboiled water according to a mixture design (Figure 1).4 Short-wave NIR
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measurements (580 to 1091 nm, 1 nm resolution, 20 s integration time) were 
performed on a Hewlett Packard HP 8453 spectrophotometer with a thermo statable 
cell holder and cell stirring module. Closed quartz cells with 1 cm path length were 
used with an external Pt-100 sensor immersed in the sample linked to a circulator bath 
for temperature control and measurement. Instrumental baseline drift and offset o f the 
spectra was corrected with straight line fits using the wavelength range 749-849 nm. 
The data analysis was performed on the region 850-1049 nm.
The spectra o f these nineteen ternary mixtures o f ethanol, water and iso-propanol were 
measured at 50°C. The dataset was split into a calibration set (Figure 1A) containing 
the samples 1, 2, 3, 4, 7, 8, 10, 12, 13, 16, 17, 18, 19 and a test set (Figure 1C) 
containing the samples 5, 6, 9, 11, 14, 15. The calibration set will be denoted as 
and the test set as X ^ . A subset o f the calibration set (Figure 1B) containing the 
samples 1, 3, 8, 10, 12, 17, 19 was measured at 30, 40, 60, and 70°C and will be 
denoted as X L . ,  X L . ,  X L ,  X 7 L , respectively. The test set samples were 
measured at the same temperatures and will be denoted as X ^ , X ^ , X ^ , X™t , 
respectively. These datasets were used to calculate and validate the global calibration 
model and the calculation o f a model containing robust wavelengths.
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Figure 1. Construction o f datasets used for multivariate calibration
A) calibration set measured at one temperature
B) standardization set (subset of calibration set) measured at 30, 40, 60, and 70°C
C) test set measured at 30, 40, 50, 60, and 70°C
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Local calibration model
Local models were built to evaluate the influence o f temperature on the model's 
predictions if temperature effects are not taken into account at all. A PLS1 calibration 
model was calculated based on the spectra X 5ca0l . The number o f PLS factors is four, 
which was determined by leave-one-out cross-validation. The datasets X 3te0st , X 4te0st , 
X -  , X “  , and X™t were used as independent test sets.
Global calibration model
Datasets X ^ ,  X ^ ,  X “ , X ^ ,  and X ^  were used to calculate global 
calibration (PLS1) models, and datasets X ^ ,  X ^ ,  X ^ ,  X ^ ,  and X™t were used 
as independent test sets. The number o f PLS factors for the model was determined by
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leave-one-sample-out cross-validation and the optimal model complexity is seven 
factors for all three components in the ternary mixtures.
Robust variable selection
Out o f the whole set o f possible variables (200 variables), a subset o f k 
variables was proposed as a possible solution by the simulated annealing algorithm. 
This subset o f variables was selected from dataset X ^ ,  and a PLS model was 
calculated using four PLS factors (number o f factors for local models). Subsequently, 
this model was used to make predictions o f the contents using the spectra from sets 
X ^ , X l d, X l d, and X™nd. On the basis o f the prediction results, an error value 
was calculated representing the predictive ability o f the model at various temperatures 
(30, 40, 50, 60, and 70°C). During a simulated annealing run this error value was 
minimized. At the end o f the simulated annealing search the calculated model was 
tested using the independent datasets X 3e0st, X 40st, X ^ ,  X 6e0st, and X™t . Ten random 
initialized simulated annealing runs were performed at a certain k  value.
6.3.2 Dataset B: Density of heavy oil products
N IR spectra (6206 - 3971 cm-1, 1.9 cm-1 data point and 3.8 cm-1 spectral 
resolution) o f the heavy oil products were measured on a Bomem MB 160 FTNIR 
spectrometer in a temperature controlled flow cell. The density measurements were 
performed following the ASTM D4052 method. Baseline offset correction o f the 
spectra was applied by subtracting the average absorbance in the range 4810-4800 cm- 
\  The last 400 variables (4740-3971 cm-1) were used for the data analysis.
The spectra o f 42 heavy oil samples were measured at 100°C. This calibration set o f 42 
samples will be denoted as X ^ 0 . Subsequently, 15 samples were selected from the 
calibration set using the Kennard Stone algorithm 14,15 and this subset was measured at 
95 and 105°C. These standardization sets will be denoted as X 9t5and andXst0a5nd, 
respectively. Furthermore, a test set containing 35 samples was measured at 95, 100, 
and 105°C and the test set spectra will be denoted as X ^ ,  Xte0s0t , andX te0s5t , 
respectively.
Local model
Dataset X1ca0l0 was used to calculate the local model for the prediction o f the 
density. The model complexity was determined by leave-one-out cross-validation and 
was set to five factors. Datasets X ^ , Xte0s0t , and Xte0s5t were used as independent test 
sets.
Global calibration model
Datasets X 9t5and, X ^ 0, and Xst0a5nd were used to calculate a global calibration 
model and datasets X ^ ,  Xte0s0t , andX te0s5t as independent test sets. The number o f PLS
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factors for the model was determined by leave-one-sample-out cross-validation and the 
optimal model complexity is six factors.
Robust variable selection
Out o f the whole set o f possible variables (400 variables), a subset o f k 
variables was proposed as a possible solution by the simulated annealing algorithm. 
This subset o f variables was selected from dataset X ^ 0, and a PLS model was 
calculated for these spectral variables and the corresponding density using five PLS 
factors. Subsequently, this model was used to make predictions about the density using 
the spectra o f sets X 9t5and, and Xst0a5nd. On the basis o f the prediction results, an error 
value is calculated which represents the predictive ability o f the model at various 
temperatures (95, 100, and 105°C). During a simulated annealing run this error value 
was minimized. At the end o f the simulated annealing search the calculated model was 
tested using the independent datasets X ^ , Xte0s0t , andX te0s5t . Ten random initialized 
simulated annealing runs were performed at a certain k  value.
6.3.3 Model validation
The test sets were used to validate the constructed calibration models (dataset 
A: X3e0st, X4e0st, X5e0st, X “ , X™ and dataset B: X * ,  X £ ,  a n d X £ ) .  These datasets 
were used to predict the component concentrations in the ternary mixtures (dataset A) 
and the density in the oil samples (dataset B). The difference between the predicted and 
the reference values is expressed in the prediction error:
RMSEP= *  (n  -  Yn)
h  N
2 A
where N  is the number o f samples in the test set; yn and yn are the predictions and the 
reference values o f the samples o f the test set, respectively.
6.3.4 Software and algorithms
For local and global models Matlab™ 16 and the PLS Toolbox 17 for Matlab™ 
were used. For the robust variable selection a simulated annealing toolbox has been 
written in ANSI C. Additionally, some PLS routines from the PLS Toolbox for 
Matlab™ were integrated, using the MATCOM compiler (version 2). The programs 
were compiled for the DOS/windows operating system using DJGPP, version 2.01. 
The configuration o f the simulated annealing for the different datasets are shown in 
Table 1. A detailed description o f the configuration can be found in a previous paper.5
Table 1. Parameters for the different simulated annealing runs used in this chapter
Simulated annealing 
parameter 5
Application
Component 
concentrations in ternary
Density o f heavy oil
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mixture products
Number o f spectral variables 
to select from (N)
200 400
Disturbance generation N(0,5) N(0,5)
Initial control parameter (ci) 0.05 0.01
Cooling schedule geometric with a  = 0.90 geometric with a  = 0.85
Length o f M arkov Chain 1,000 1,000
Exit M arkov Chain minimum number o f accepted transitions (250) or 
maximum number o f transitions tested (1,000)
Exit Simulated Annealing minimum control parameter c = 1*10-6 or minimum 
acceptance ratio x = 0
Acceptance criterion Metropolis Metropolis
6.3.5 Randomization /-test
The randomization t-test was performed in order to compare the test set 
prediction results o f global models and models based on robust variable selection. To 
this end, for e.g. the ternary mixtures, the component concentrations were predicted 
from spectra measured at various temperatures by the two models to be compared 
(global and robust variable selection model). Subsequently, two vectors were 
constructed from these predictions: one containing the global model predictions for 
one component at various temperatures and one containing the variable selection 
model predictions for the same component at various temperatures (vector containing 
number o f temperatures times N  elements, where N  is the number o f samples in test 
set). These vectors, along with the known reference values, were used for the 
randomization t-test.
6.4 Results and discussion
6.4.1 Dataset A: Ternary mixture of ethanol, water, and iso-propanol 
Temperature influence on vibrational spectra
A N IR spectrum consists o f overtones and combination bands (resulting from 
the interaction between two or more different vibrations o f neighboring bonds). These 
absorption bands provide information about features such as: chemical nature (e.g. 
bond types and functional groups) and molecular conformation (e.g. gauche and trans 
conformations). It provides information about the individual molecular bonds and 
information about the interaction between different types o f molecules (intermolecular 
bonds). Since the molecular vibrations are influenced by these intermolecular 
interactions, absorption bands in mixtures change in relation to pure analytes. Usually, 
the intermolecular interaction such as hydrogen bondings are very weak and can be 
broken by increasing the temperature. Consequently, the vibrational spectrum will
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change due to these temperature changes. In Figure 2, the temperature effect on the 
pure water spectrum is shown; an increase in the temperature results in an intensity 
increase, peak shift towards lower wavelengths, and band narrowing. As mentioned in 
ref. 4, an increase in temperature results in a decrease o f the amount o f hydroxyl 
groups involved in a hydrogen bonding and, consequently, the absorption band o f 
“free” hydroxyl increases. Also, the second overtone absorption band o f the hydroxyl 
group in ethanol and iso-propanol (~970 nm) increases as the sample temperature 
increases. On the other hand, in both the ethanol and iso-propanol spectrum the third 
overtone C-H stretch vibration (~910 nm) o f the CH3 group and the C-H stretch 
vibration (third overtone at ~920-930 nm) o f the CH2 group in ethanol change slightly 
due to temperature changes. Some increase in the C-H combination band o f the CH3 
group (~1020 nm) in ethanol and iso-propanol is observed in the spectra when the 
temperature is increased.
Determination of ethanol content
The test set prediction results o f various PLS models for determination o f the 
ethanol content are shown in Table 2.
Table 2. Prediction results for determination o f ethanol content
Model type #
vars
# PLS 
factors
RMSEP
30°C
RMSEP
40°C
RMSEP
50°C
RMSEP
60°C
RMSEP
70°C
mean
RMSEP
local 200 4 0.018 0.011 0.017 0.010 0.011 0.014
Local (50°C) 200 4 0.063 0.028 0.017 0.043 0.079 0.051
global 200 7 0.014 0.012 0.037 0.016 0.014 0.021
var. selection a 30 4 0.007 0.011 0.023 0.015 0.009 0.014
a From ten SA runs the best model (smallest overall prediction error in standardization sets) is 
selected.
In the first row o f Table 2, the test set prediction errors o f the individual local models 
at each temperature are shown. These values are taken from ref. 3. Similar test set 
prediction results are observed in the models. Subsequently, the local model based on 
spectra measured at 50°C is used to make predictions from spectra measured at 
temperatures deviating from 50°C (second row Table 2). The prediction error 
increases if the predictions are performed with samples measured at temperatures 
deviating from 50°C. Thus the sample temperature influences the N IR spectra and, 
consequently, the model’s predictions.
In order to make the model insensitive to temperature variations, a global model and 
robust variable selection models are constructed. For both the global model and the 
variable selection model the prediction errors o f the test set samples measured at 
different temperatures are shown (third and fourth row Table 2). As ten simulated 
annealing runs were performed, ten robust variable selection models were obtained. 
From these models, the model that possesses the smallest overall prediction error in the 
standardization sets is selected. The test set prediction errors (RMSEP values) 
obtained using the global model at different temperatures are compared to the 
predictions obtained using the variable selection model at those temperatures. The 
overall prediction error obtained using the variable selection model (overall RMSEP is
0.014) turns out to be significantly smaller than the overall prediction error obtained
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using the global model (overall RMSEP is 0.021) according to the randomization f-test 
(1999 trials and a  = 0.05).13
Besides having a smaller test set prediction error, the robust variable selection model is 
based on a smaller number o f variables (30 instead o f 200) and uses four PLS factors 
instead o f seven as for the global models. It is difficult to say whether the SA model is 
really more parsimonious, because the variable selection part o f the SA model takes 
away degrees o f freedom.8 However, on the basis o f the prediction error, the robust 
variable selection model may be preferred.
Determination of water content
Table 3 shows the prediction results for the models used to predict the water 
content o f the N IR spectra.
Table 3. Prediction results for determination o f water content
Model type #
vars
# PLS 
factors
RMSEP
30°C
RMSEP
40°C
RMSEP
50°C
RMSEP
60°C
RMSEP
70°C
mean
RMSEP
local 200 4 0.009 0.007 0.011 0.004 0.004 0.008
Local (50°C) 200 4 0.053 0.023 0.011 0.014 0.028 0.030
global 200 7 0.015 0.007 0.009 0.008 0.005 0.009
var. selection a 30 4 0.009 0.004 0.011 0.008 0.009 0.009
a From ten SA runs the best model (smallest overall prediction error in standardization sets) is
selected.
In ref. 4 separate models are calculated using calibration samples measured at various 
temperatures (calibration models at 30, 40, 50, 60, or 70°C). The test set prediction 
errors o f these models are shown in Table 3 (first row). Similar prediction results are 
obtained for the models. Subsequently, the local 50°C model is used to make 
predictions o f the water content using test set spectra measured at temperatures other 
than 50°C. The prediction error in the test set measured at temperatures other than 
50°C increases compared to the prediction error obtained at 50°C.
In order to make the calibration model insensitive to temperature changes, global and 
robust variable selection models were constructed. The test set prediction results are 
shown in Table 3. I f  the test set predictions o f the best variable selection model 
(overall RMSEP is 0.009) and the global model (overall RMSEP is 0.009) at various 
temperatures are compared, no significant difference is observed between the models 
according to the randomization f-test (1999 trials and a  = 0.05). The models are 
therefore comparable with respect to their predictive power.
Determination of iso-propanol content
Table 4 shows the prediction results o f the iso-propanol content for the local, 
global and robust variable selection models.
Table 4. Prediction results for determination o f iso-propanol content
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Model type #
vars
# PLS 
factors
RMSEP
30°C
RMSEP
40°C
RMSEP
50°C
RMSEP
60°C
RMSEP
70°C
mean
RMSEP
local 200 4 0.012 0.009 0.022 0.008 0.015 0.014
Local (50°C) 200 4 0.055 0.028 0.022 0.048 0.088 0.054
global 200 7 0.011 0.016 0.042 0.017 0.015 0.023
var. selection a 10 4 0.009 0.020 0.035 0.014 0.010 0.020
a From ten SA runs the best model (smallest overall prediction error in standardization sets) is
selected.
In the first row o f Table 4, the test set prediction results o f the local models (test 
samples and calibration samples measured at the same temperature for each model) are 
shown. Similar test set prediction errors o f the various models are obtained. Only the 
measurements at 50°C show a systematically higher prediction error, even when 
predicted from a model constructed at the same temperature. This is most probably 
due to minor instrumental difficulties with the temperature control during the 
measurement at 50°C. The spectra do not show a visible deterioration and it was 
wrongly assumed that it would most probably not affect the quality o f models.
The calibration model based on calibration spectra measured at 50°C is used to 
predict the iso-propanol content o f samples measured at temperatures other than 50°C 
(second row); the prediction error in the test set measured at temperatures other than 
50°C is larger than the prediction error at 50°C. Therefore, the model’s predictions are 
sensitive to sample temperature variations.
Subsequently, robust variable selection and global calibration models were calculated 
in order to develop robust models. I f  the test set predictions o f the best variable 
selection model (smallest overall RMSEP value) and the global model at various 
temperatures are compared, the overall prediction error o f the robust variable selection 
model (RMSEP is 0.020) is significantly smaller than the overall prediction error o f the 
global model (RMSEP is 0.023) according to the randomization f-test.
Interpretation of variable selection results
Generally, several spectral regions can be distinguished in vibrational spectra o f 
mixtures o f chemical compounds with external variation included. These spectral 
regions can be classified into the following categories:
1) Regions which only show variation due to variation in the reference parameter (e.g. 
spectral variation caused by variations in water, ethanol and iso-propanol content 
in ternary mixtures).
2) Regions which only show variation caused by an external factor and no variations 
caused by changes in the parameter o f interest (in this study spectral variation 
caused by sample temperature variations).
3) Regions which both contain variation due to the parameter o f interest and variation 
caused by external factors.
4) Regions which do not contain variations o f spectral region category one or two 
(e.g. spectral baseline).
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wavelength (nm)
Figure 2. Selected variables for the determination o f ethanol, water, and iso-propanol 
content in ternary mixtures
Lower dots (pro.) = selected variables (10) for determination of iso-propanol (ten SA 
runs)
Center dots (eth.) = selected variables (30) for determination of ethanol (ten SA runs) 
Upper dots (wat.) = selected variables (30) for determination of water (ten SA runs). 
Additionally, the NIR spectra of pure ethanol (—), water (— ) and iso-propanol (—) 
measured at 30, 40, 50, 60, and 70°C are plotted. A baseline of 0.075 AU was added to 
the ethanol spectra for visualization purposes
The variable selection/rejection results for the ethanol, water, and iso-propanol models 
are shown in Figure 2. In this figure a selected variable (wavelength) is represented as 
a dot. For every component in the mixture, ten simulated annealing runs are performed 
(10 rows each containing k  dots). As can be seen in Figure 2, almost the entire range o f 
the water spectrum belongs to category three, i.e. spectral regions containing 
information about the water concentration and showing variations caused by sample 
temperature. Since water is present in all samples (Figure 1), almost all spectral regions 
contain variations caused by sample temperature variations. The variables found by the 
SA are a combination o f the selection o f the informative variables for the parameter o f 
interest, the rejection o f variables influenced by external factors and the selection o f 
spectral regions which can compensate for selected informative variables possibly 
affected by external variations. Therefore, interpretation o f the variable selection and 
rejection results is very difficult. However, some selected and rejected spectral regions 
for the determination o f the ethanol, water and iso-propanol concentration can be 
assigned.
The spectral region between 1029 and 1050 nm is hardly ever selected in any model. 
This region is very “noisy” compared to the other regions in the N IR  spectra. Selection
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o f this region may lead to an increased prediction error. Since variable selection is 
based on minimization o f the prediction errors at different temperatures, this region is 
sparsely sampled. In both alcohol models, the region around 970 nm, which 
corresponds to the second overtone absorption band o f the hydroxyl group, is rejected 
(ethanol: 964 to 972 nm; and iso-propanol: 958 to 975 nm). As can be seen in Figure
3, the intensity o f this absorption band is proportional to the temperature. Therefore, 
this temperature-sensitive region is rejected from the entire spectral range. A very 
densely sampled region for both the ethanol and iso-propanol model is observed at 
~915 nm, which corresponds to the third overtone C-H stretch vibration o f the CH3 
group. This region (911 to 918 nm) shows almost no variation caused by changes in 
sample temperature and possesses ethanol/iso-propanol concentration information. 
Furthermore, this region is located at a peak flank. As peak flanks are less sensitive to 
temperature variations, this region is preferred. Additionally, the spectral regions 939 
to 947 nm and 950 to 954 nm are densely sampled for the ethanol model. The former 
region, which corresponds to the C-H stretch vibration o f CH2  in ethanol, may be 
selected in order to distinguish between ethanol and iso-propanol. The latter region 
(950 to 954 nm) may be selected to compensate for the temperature sensitivity o f the 
water hydroxyl band in this region. Similar regions are selected for the iso-propanol 
model in order to distinguish between alcohols and compensate for temperature 
influences.
For the water model, some very densely sampled spectral regions can be distinguished: 
891 to 902 nm, 911 to 919 nm, 934 to 940 nm, 858 to 866 and 956 to 959 nm. The 
first two spectral regions (891 to 902 nm and 911 to 919 nm) are probably selected to 
compensate for the alcohol hydroxyl contribution to the w ater hydroxyl absorption 
band as can be seen in Figure 2 and the loading plot shown in Figure 3.
850 900 950 1000 1050
wavelength (nm)
Figure 3. Loading plot o f first PLS factor in model for w ater content determination 
First factor captures 97% of variance in X and 94% of variance in Y. Furthermore, the 
selected variables for the determination of water content are shown (same SA runs as 
shown in Figure 2)
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The variables are selected in a spectral region which shows negative loading values in 
the first PLS factor. This region corresponds to the third overtone C-H stretch 
vibration o f the CH3 group in ethanol and iso-propanol (~915 nm). These spectral 
regions, especially the second one, are also selected in the ethanol and iso-propanol 
model and hardly any spectral variation caused by variation in the water content is 
present in this region. Furthermore, in this region the intensities are not very sensitive 
to variations in the sample temperature. Therefore, the spectral variables (891 to 902 
nm and 911 to 919 nm) located at important ethanol and iso-propanol absorption 
bands are probably used to compensate for the alcohol hydroxyl absorption band at the 
w ater hydroxyl band. Especially, the flanks o f the absorption bands are selected 
because the flanks are less sensitive to intensity variation caused by temperature 
variations.
Other selected regions for determination o f the water content are located at the 
hydroxyl absorption band. These selected regions have a large variation due to water 
content and sample temperature variations (e.g. 956 to 959 nm). In order to 
compensate for these temperature variations, some additional regions are selected (e.g. 
934 to 940 nm). An explanation for this compensation selection can be found in a 
paper by Wulfert et a l.18 They developed a UVE-PLS model for predicting the water 
content and a UVE-PLS model for predicting the temperature o f the same ternary 
mixtures as used in the current study (more details about this method can be found in 
the next section). It was found that the region o f 956 to 959 nm was used for both the 
w ater content model and temperature model while the region o f 934 to 940 nm was 
used for the temperature model.
In conclusion, both global calibration and robust variable selection models can be used 
to calculate calibration models that are less sensitive to external variations and more 
selective for the parameter o f interest. For the water model, the techniques are 
comparable (the prediction results o f both techniques are not significantly different). 
Long-term validation in practice should indicate which technique works better. For the 
alcohol models, robust variable selection yields significantly better results than the 
global calibration model. To what extent robust variable selection yields better results, 
is probably determined by the relative amount o f contribution o f the above-mentioned 
categories. For robust variable selection, spectral regions o f category one, two, and 
four are preferred. Especially in the water models, almost the entire spectral range 
belongs to category three (spectral intensities show variation caused by variation in 
water content and temperature variations) or category four (no variation in intensities) 
and the variable selection does not yield better results than the global models. On the 
other hand, in the ethanol models the prediction results o f the robust variable selection 
model are better than those o f the global model. In the spectra o f ethanol, spectral 
regions o f all categories are present and, consequently, the majority o f the selected 
variables belongs to category one. However, there are variables selected from the other 
categories as well.
Comparison with other robust variable selection technique
Recently, Wulfert et a l.18 applied uninformative variable elimination by PLS 
(UVE-PLS) to select robust variables. UVE-PLS, originally developed by Centner et 
al.,19 eliminates variables from PLS models by judging a criterion based on the 
regression vector. In UVE-PLS, the variables are eliminated on the basis o f the
106 Chapter 6
quotient o f the regression coefficient and the uncertainty in the calculated regression 
coefficients (confidence limits are estimated by leave-one-out jackknifing). Variables 
that give smaller quotients than a certain threshold value are considered to be 
uninformative. The threshold value is estimated by adding artificial random spectral 
variables to the original spectral data and calculating the above-mentioned quotients 
for these random variables. The maximum absolute quotient is taken as the threshold 
value. In the variable selection method o f Wulfert et a l.,18 a UVE-PLS model is 
constructed for predicting the parameter o f interest (concentration) and another UVE- 
PLS model is constructed for predicting the parameter causing the external spectral 
variation (temperature). The variables that are selected in the model o f the parameter 
o f interest and rejected in the external variation model are supposed to be robust. 
Category 1 variables are selected in the concentration UVE-PLS model and rejected in 
the temperature UVE-PLS model. Consequently, category 1 variables are selected by 
the robust UVE-PLS model. As category 2 variables are rejected in the concentration 
UVE-PLS model and selected in the temperature UVE-PLS model, they are rejected in 
the robust UVE-PLS model. Category 3 variables can be selected or rejected in the 
concentration UVE-PLS model and/or the temperature UVE-PLS model dependent on 
the ratio between spectral variations caused by temperature and concentration in the 
variables. As a result, only those variables that are both selected in the concentration 
model and rejected in the temperature model are selected in the robust UVE-PLS 
model. Category 4 variables are rejected in the concentration model and rejected in the 
temperature model. Consequently, these variables are rejected by the robust UVE-PLS 
model.
In this study, we have calculated models based on the variables and number o f PLS 
factors found in ref. 18. For each component in the ternary mixtures, these variables
were selected from the datasets X3tand , X stand , X Z  , X L l  , and X L l  . Subsequently, 
from the joint dataset a four factor PLS1 model (determined by cross-validation on 
selected variables) was calculated for each component and the datasets X 3te0st , X 4te0st , 
X 5te0st , X 6te0st , and X 7te0st were used as independent test sets. The prediction results are 
shown in Table 5.
Table 5. Prediction results for determination o f component concentration in ternary
mixtures using models based on variable subset selection
Model type #
vars
# PLS 
factors
RMSEP
30°C
RMSEP
40°C
RMSEP
50°C
RMSEP
60°C
RMSEP
70°C
mean
RMSEP
Ethanol: 
SA a 30 4 0.007 0.011 0.023 0.015 0.009 0.014
UVE-PLS b 44 4 0.013 0.010 0.028 0.024 0.035 0.024
Water: 
SA a 30 4 0.009 0.004 0.011 0.008 0.009 0.009
UVE-PLS b 32 4 0.022 0.011 0.009 0.007 0.010 0.013
iso­
propanol: 
SA a 10 4 0.009 0.020 0.035 0.014 0.010 0.020
UVE-PLS b 45 4 0.020 0.016 0.032 0.026 0.039 0.028
a From ten SA runs the best model (smallest overall prediction error in standardization sets) is
selected.
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b PLS1 model based on spectral subset from the datasets: X ^ ^ , X ^ ^ , X ^  ,
X 6 L , and X l d
Using the randomization t-test (1999 trials and a  = 0.05), the independent test set 
prediction results o f these UVE-PLS models are compared to the calibration models 
based on a spectral subsets found by simulated annealing. For predicting the water 
content, the SA variable selection model performs significantly better than the UVE- 
PLS model with respect to the prediction error at different temperatures. For 
predicting the ethanol content, the model based on variables selected by simulated 
annealing is significantly better than the UVE-PLS based selection. Finally, the SA 
variable selection model for prediction o f iso-propanol content has a significantly 
smaller overall prediction error than the UVE-PLS models at various temperatures.
A disadvantage o f the UVE-PLS based method is that PLS (or UVE-PLS) must be 
capable o f modeling external variations. Frequently, external factors cause complex 
effects on the spectra, which may be difficult to model by PLS. Furthermore, robust 
variable selection based on UVE-PLS selects those variables which are kept in the 
parameter o f interest model but rejected in the external variation model (category 1 
regions) as well. As a result, problems may arise from the fact that some spectra only 
contain regions belonging to spectral region category 3 (both spectral variation caused 
by variations in parameter o f interest and external variations). In such case it may be 
possible that no robust variable is maintained in the final robust model. On the other 
hand, robust variable selection as described in ref. 5 and this chapter can select regions 
o f category 3 and compensate the external effects in these regions by selecting other 
regions o f category 3. Another disadvantage o f robust variable selection based on 
UVE-PLS is due to the fact that the temperature is modeled. As a consequence, the 
temperature o f the calibration and standardization samples need to be known with a 
high degree o f accuracy.
6.4.2 Dataset B: Density of heavy oil products
In Figure 4, the mean o f the calibration set spectra o f heavy oil products 
measured at 100°C is shown. The major components in crude oil are hydrocarbons 
including aromatics, paraffins and naphtenes. The bands at ~4350, ~4260 and ~4065 
cm-1 are CH2 and CH3 combination bands and the spectral region between 4550 and 
4650 cm-1 is assigned to the vibration o f the aromatic C-H bonds.
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Figure 4. Mean spectrum o f heavy oil calibration samples measured at 100°C
The prediction results o f the local model, the global model, and the robust variable 
selection model for the density determination o f heavy oil products from their NIR 
spectrum are shown in Table 6.
Table 6. Prediction results for density determination o f heavy oil products
Model type # vars # PLS 
factors
RMSEP
95°C
RMSEP
100°C
RMSEP
105°C
mean
RMSEP
local (100°C) 400 5 0.0101 0.0027 0.0067 0.0072
global 400 6 0.0035 0.0033 0.0032 0.0033
var. selection a 25 5 0.0030 0.0026 0.0022 0.0026
a From ten SA runs the best model (smallest overall prediction error in standardization sets) is 
selected.
From the calibration spectra measured at 100°C and corresponding densities, a local 
calibration model is calculated. This model is used to predict the density o f the test set 
samples from the corresponding spectra measured at 95°C, 100°C, and 105°C. The 
prediction error in the test set samples measured at 95°C and 105°C increases, 
compared to the prediction error o f these samples measured at 100°C.
In order to make the models predictions insensitive to temperature variations, a global 
calibration model and models based on robust variables are constructed. The prediction 
results o f these models are shown in Table 6. Using the randomization f-test (1999 
trials and a  = 0.05), the best robust variable selection model is compared to the global 
calibration model with respect to their prediction errors at various temperatures. The 
robust variable selection model gives significantly better overall prediction results
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(RMSEP is 0.0026) than the prediction results o f the global model (RMSEP is
0.0033).
Interpretation of variable selection results
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Figure 5. Selected variables for the density determination o f heavy oil products
Plotted spectra are "difference spectra" between the mean test set spectra measured at 
95°C and 105°C (— ) and the mean test set spectra measured at 95°C and 100°C (—). 
Dots represent the selected variables of ten SA runs at k  = 25
In Figure 5 the variable selection results o f the simulated annealing algorithm are 
presented (ten random initialized simulated annealing runs). The variables selected by 
the simulated annealing algorithm are represented as dots (10 rows containing 25 
dots). Furthermore, the difference spectra between the mean test set spectra measured 
at 95°C and the other temperatures are plotted. It can be seen from this figure that the 
spectral differences caused by temperature variations are mainly intensity variations. As 
the heavy oil products are complex mixtures containing many types o f hydrocarbons, it 
is very difficult to interpret the variable selection results. However, some selected and 
rejected regions can be assigned. A large region which is rejected by robust variable 
selection is 4362 to 4318 cm-1. I f  the temperature increases, the absorbance in this 
region decreases and the absorbance peak shifts slightly to higher wavenumbers. It is 
known that a peak shift can result in erroneous model predictions, and therefore this 
region is rejected from the whole spectral range. In the other regions, the main 
difference in absorbance between the different sample temperatures shows a 
multiplicative effect (Figure 4 and 5). Consequently, important peaks for density 
determination are selected (e.g. 4252 cm-1). Other regions are selected to correct for 
this selection (e.g. 4375 to 4365 cm-1, 4308 to 4272 cm-1, or 4171 to 4156 cm-1).
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Another densely sampled region is the one between 4452 and 4411 cm-1. Probably, this 
region on the flank o f an absorbance peak is selected because the flanks o f a peak are 
less sensitive to changes in peak intensities than those at the top o f an absorbance peak. 
This is also observed in the above-mentioned alcohol models.
Comparison with other robust variable selection technique
In order to compare robust variable selection by simulated annealing with variable 
selection based on UVE-PLS, the models presented in ref. 18 were used. A six factor 
PLS1 model is calculated using the variables selected by UVE-PLS and the datasets 
X^t5and, Xc°°, and X s ^  . Subsequently, this model is used for predicting the density o f 
the independent datasets X ^ , Xte°s° , and Xte0s5t . The prediction results are shown in 
Table 7.
Table 7. Prediction results for density determination using models based
on variable subset selection
Model type # vars # PLS 
factors
RMSEP
95°C
RMSEP
100°C
RMSEP
105°C
mean
RMSEP
S A a 25 5 0.0030 0.0026 0.0022 0.0026
UVE-PLS b 157 6 0.0066 0.0042 0.0044 0.0052
a From SA runs the best model (smallest overall prediction error in standardization sets) is selected.
b PLS1 model based on spectral subset from the datasets: X 95^ , X ^ 0 , and X s ^  .
Using the randomization f-test, the UVE-PLS based model is compared with the model 
based on a variable subset found by simulated annealing. The SA variable selection 
model possesses a significantly smaller overall prediction error (RMSEP is 0.0026) 
than the UVE-PLS model (RMSEP is 0.0052) at the different temperatures.
6.5 Conclusions
In this chapter, robust variable selection models are compared to global 
calibration models for different applications in order to decrease the influence o f 
temperature variations on the model’s predictions. It is shown that models based on 
robust variable selection are sometimes better than or similar to global calibration 
models with respect to prediction errors at different sample temperatures. However, a 
disadvantage related to the simulated annealing approach used for variable selection is 
that special expertise and software are needed.
It is shown that robust variable selection models are less complex, because they are 
based on a smaller number o f variables and use fewer PLS factors than global 
calibration models. However, it is difficult to say whether the robust variable selection 
models are more parsimonious, because many degrees o f freedom are lost during 
variable selection. Therefore, long-term validation in practice is necessary to indicate 
which method works best.
Development of robust calibration models in NIR spectroscopic applications 111
References
1. O.E. de Noord, Chemom. Intell. Lab. Syst., 25 (1994) 85.
2. H. Swierenga, W.G. Haanstra, A.P. de Weijer and L.M.C. Buydens,
Appl. Spectrosc., 52 (1998) 7.
3. F.Lindgren, P. Geladi, S. Ränner and S. Wold, J. o f Chemom., 8 
(1994) 349.
4. F. Wülfert, W. Th. Kok and A.K. Smilde, Anal. Chem., 70 (1998) 1761.
5. H. Swierenga, P.J. de Groot, A.P. de Weijer, M.W.J. Derksen and 
L.M.C. Buydens, Chemom. Intell. Lab. Syst., 41 (1998) 237.
6. D. Ozdemir, M. Mosley and R. Williams, Appl. Spectrosc., 52 (1998) 599.
7. T. N ^ s  and T. Isaksson, N IR News, 5 (1994) 4.
8. O.E. de Noord, Chemom. Intell. Lab. Syst., 23 (1994) 65.
9. D. Jouan-Rimbaud, D.L. M assart and O.E. de Noord, Chemom. Intell. Lab. 
Syst., 35 (1996) 213.
10. R. Leardi and A. Lupiáñez González, Chemom. Intell. Lab. Syst.,
4 1 (1998)195.
11. E. Aarts and J. Korst, Simulated Annealing and Boltzmann Machines. (Wiley, 
Chichester, 1989) pp. 13-31.
12. H. Swierenga, A.P. de Weijer, R.J. van Wijk and L.M.C. Buydens,
Chemom. Intell. Lab. Syst., 49 (1999) 1.
13. H. van der Voet, Chemom. Intell. Lab. Syst., 25 (1994) 313.
14. E. Bouveresse, C. Hartmann, D.L. Massart, I.R. Last and K.A. Prebble,
Anal. Chem., 68 (1996) 982.
15. R.W. Kennard and L.A. Stone, Technometrics, 11 (1969) 137.
16. Matlab, version 4.2, The MathW orks Inc., Matick, USA.
17. PLS Toolbox for Use with Matlab, version 1.5, Eigenvector Technologies, 
West Richland, USA.
18. F. Wülfert, W. Th. Kok, O.E. de N oord and A.K. Smilde, submitted.
19. V. Centner, D.L. Massart, O.E. de Noord, S. de Jong, B.M. Vandeginste and
C. Sterna, Anal. Chem., 68 (1996) 3851.

7. S t r a t e g y  for  c o n s t r u c t i n g  r ob us t  
m u l t i v a r i a t e  c a l i b r a t i o n  mo d e l s
Abstract
In multivariate calibrations usually a minimal residual error in the model’s 
predictions is aimed at, while generally less attention is paid to the robustness o f the 
model with respect to changes in instrumentation, laboratory condition or sample 
composition. In this chapter we propose a strategy for selecting a multivariate 
calibration model which possesses a small prediction error and, simultaneously, is 
less sensitive to the above variations. The strategy is applied to calibration models 
used to predict the density o f polyethylene terephthalate) (PET) yarns from the 
Raman spectra. The strategy implies that spectra o f calibration samples are measured 
under circumstances under which the application will be implemented, and spectra o f 
a smaller set under different conditions (variations in ambient temperature, laser 
power, and laser frequency) according to an experimental design. The prediction 
results o f the calibration model are used in a ruggedness test in order to test the 
sensitivity. In this study various calibration models using different spectral 
preprocessing techniques are tested. These ruggedness results together with the 
prediction error are used to select a good model. Moreover, it is possible in this way 
to provide the boundaries for the experimental conditions where the model is valid.
H. Swierenga, A.P. de Weijer, R.J. van Wijk and L.M.C. Buydens; 
Strategy for constructing robust multivariate calibration models. 
Chemom. Intell. Lab. Syst., 49 (1999) 1.
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7.1 Introduction
Multivariate calibration models, like partial least-squares (PLS) regression, are 
used to establish a relation between independent variables (X variables; e.g. spectra) 
and dependent variables (Y variables; e.g. concentration). In PLS, the original X 
variables are projected onto a reduced data space defined by new variables called PLS 
factors. The projection matrix is iteratively calculated from the X and the Y variables in 
such a way that the covariance between the X and the Y variables is maximized among 
all factors.1 The construction, implementation, and maintenance o f a multivariate 
calibration model consists o f several steps:2 1) selection o f calibration samples; 2) 
determination o f properties (Y) for calibration samples; 3) collection o f spectra (X) 
from calibration samples; 4) calculation o f calibration model; 5) validation o f model; 6) 
application o f model for the analysis o f unknowns; 7) monitoring o f calibration model; 
and 8) transfer or update o f calibration model. Usually, in steps 4 and 5 the 
experimenter aims at obtaining a model that possesses the smallest prediction error 
determined either by an external validation or cross validation. Therefore, in step 4 
various multivariate calibration and spectral data preprocessing techniques are applied, 
and models are calculated using different number o f PLS factors.3,4 Data preprocessing 
techniques used for spectra serve to decrease the spectral variation not due to the 
parameter o f interest but due to variations in, e.g., environmental, instrumental, or 
sample conditions.5 However, during the calibration phase generally less attention is 
paid to the robustness o f a calibration model. Robustness in this context means the 
sensitivity o f the model's predictions to changes in external factors such as variations in 
environmental, instrumental, and sample conditions under which the spectra were 
measured during the calibration phase.5 A model may possess a small prediction error 
but may be very sensitive to the above-mentioned changes. In this chapter a strategy is 
presented for selecting a multivariate calibration model which possesses a small 
prediction error and, simultaneously, is less sensitive to environmental and instrumental 
changes. In order to check the calibration model's sensitivity, a ruggedness test is 
applied. By means o f a ruggedness test the external factors which have a significant 
effect on the prediction error o f the calculated model can be determined.
In a paper by Thomas et al.,6 an approach is presented to analyzing the performance o f 
various multivariate calibration methods. To this end, they simulated spectra and 
concentrations and added spectral effects (factors such as noise, spectral resolution, 
baseline variations, and relative intensity variations o f the component peaks) to the 
spectra according to an experimental design. Using the prediction results o f the 
degraded spectra, the change in prediction error is evaluated when one factor is 
changed from a low to a high degrading level (other factors are at their least degrading 
level). Despagne et al. 7 proposed a method in which the optimal number o f factors in a 
PLS model was determined by simulations o f spectral perturbations on existing NIR 
datasets. The optimal PLS model (optimal number o f factors) is the one which 
possesses the smallest prediction error in the perturbed dataset. A comparable 
procedure for selecting the most “rugged” neural network or PLS model was proposed 
by Gemperline.8 Recently, Rutan et a l9 described a method that estimates the influence 
o f various simulated spectral variations on the PLS model's predictions. Therefore, 
they simulated wavelength shifts, multiplicative and additive effects, noise, curved 
sloping background, and variations in the water content on NIR spectra according to
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an experimental design. Using the predictions o f these simulated spectra, the effect o f 
each factor on the model's predictions was estimated.
All the sensitivity studies mentioned above are based on simulations o f spectral effects. 
Instead o f using simulated spectra for the sensitivity studies, we used spectra which are 
changed due to real instrumental and environmental factors according to an 
experimental design. The sensitivity study is an important part o f the strategy for 
selecting a robust multivariate calibration model. The model selection strategy is 
applied to a partial least-squares model which predicts the density o f drawn 
poly(ethylene terephthalate) (PET) yarns using Raman spectroscopy.10 Therefore, a 
sample set o f 83 PET yarns with known mechanical and structural properties was 
collected and the Raman spectra were measured under strictly defined circumstances 
(operating conditions). Subsequently, a subset o f these samples was measured under 
different environmental (ambient temperature) and instrumental conditions (laser 
frequency and laser power) according to an experimental design. Besides being used to 
calculate a calibration model, the obtained Raman spectra and the corresponding 
sample densities are used for a ruggedness test. Using different spectral data 
preprocessing techniques, various calibration models were tested for their sensitivity to 
the above changes. In this way the data available (calibration data and sensitivity data 
from ruggedness test) made it possible to select the model possessing the smallest 
prediction error and being less sensitive to the instrumental and environmental changes 
under study.
7.2 Theory
7.2.1 Raman spectroscopy on poly(ethylene terephthalate)
PET yarns are produced by the melt-spinning process and used for textile (e.g. 
clothing materials) and industrial purposes (e.g. tires, seat belts, and ropes). The 
process settings o f the melt-spinning process largely determine the final semicrystalline 
structure o f the yarn (physical structure). The semicrystalline structure consists o f 
regions in which the polymer chains are well-oriented (crystalline regions) and less 
ordered regions (amorphous regions). The physical structure determines to a large 
extent the (thermo-)mechanical properties o f the yarn. Therefore, parameters that 
characterize the physical structure o f PET yarns are important quality parameters for 
the end use o f the yarn.11
Recently, Raman spectroscopy has emerged as an important tool for the investigation 
o f polymers. Raman spectra reveal information about the chemical nature, steric order, 
conformational order, state o f order, and orientation o f the polymers.12 Therefore, 
Raman spectra can be used to predict the physical structure parameters o f polymers. 
Many papers have been published in which Raman spectroscopy is applied to 
poly(ethylene terephthalate) fibers or films, including the determination o f the density 
by Raman spectroscopy. A summary can be found in a recent publication.13 
Multivariate calibration techniques, like Multiple Linear Regression (MLR), Partial 
Least Squares (PLS) and Principal Component Regression (PCR), are important in
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extracting information from Raman spectra. In this study we used PLS as calibration 
technique to predict the overall density o f PET yarns.
7.2.2 Raman spectrophotometer
The dispersive Raman spectrometer (Holoprobe 785; Kaiser Optical Systems), 
used in our application, consists o f four main components (Figure 1): the laser, fiber 
optic probe head, imaging spectrograph, and a charge-coupled device (CCD) 
detector.14
n
Figure 1. Raman spectrophotometer (Holoprobe 785; Kaiser Optical Systems)
Via an optical fiber, the monochromatic light is guided into the probe head. The probe 
head has different functions: first, the light from the fiber is filtered (optical fibers 
generate Raman scattering and fluorescence); secondly, the light is focused on the 
sample; thirdly, after a volume holographic filter has reduced the intense Rayleigh line, 
the Raman scattered light from the sample is collected and focused on a collection 
fiber. Subsequently, the collected light is sent back to the base unit o f the Raman 
instrument. In the base unit, a holographic notch filter rejects the remaining Rayleigh 
scattering and transmits the shifted scattered radiation to the holographic transmission 
grating. The grating disperses the transmitted light and projects it on the CCD camera 
via lenses. Finally, the accumulated charge on the pixels o f the CCD camera is read out 
and converted to a Raman spectrum.
7.2.3 Factors that may influence Raman spectra
The Raman spectrum o f PET is mainly influenced by the chain conformation, 
chain packing, applied stress, and orientation o f the polymer axis.12 In addition to these 
sample properties, several other factors may influence the Raman spectra and, 
consequently, the PLS model's predictions using these spectra:
• Laser. The laser wavelength is specified as 785.0 ± 0.1 nm by the manufacturer. As 
a result, the laser wavelength will shift if the laser is replaced by another laser, 
causing a nonuniform shift in wavelength across the entire spectral range o f the
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scattered radiation from the sample (Appendix A). Another effect in the Raman 
signal is caused by the laser power. The intensity o f the scattered radiation is 
proportional to the laser power in the linear range o f the CCD camera 
(multiplicative effect).
• Optical fiber. The main difference caused by different optical fibers is the 
throughput o f the signal. Therefore, the main difference will be the intensity o f the 
Raman signal (multiplicative effect).
• Holographic notch filter. As the transmission pattern may differ between notch 
filters (Fig. 2), the relative intensities o f the Raman spectra may change when a 
notch filter is replaced by another notch filter with the same angle o f incidence.
w avelength (nm)
Figure 2. Transmittance o f two different notch filters for 785 nm laser
Furthermore, the position o f the rejection band depends on the tilting o f the filter 
from normal light incidence: tilting the filter at small angles shifts the rejection band 
to lower frequencies.15
• Probe head. As mentioned in the notch filter section, the same holds for the probe 
head due to the holographic filter inside the probe head. The relative intensities in 
the Raman spectrum will change if a probe head is replaced. Also, the alignment o f 
the component inside the probe head will influence the Raman spectrum.
• Holographic grating. The holographic grating diffracts the light when it passes 
through the grating. The diffraction efficiency pattern (transmission versus 
wavelength) depends on the grating thickness, its refractive index modulation, and 
the spatial frequency o f the fringes.15 Therefore, every grating is unique and has its 
own specific diffraction efficiency pattern. When the grating is replaced, the relative 
intensities in the Raman spectrum will change.
• CCD camera. There are four sources o f noise related to the CCD camera: read 
noise, dark noise (caused by a charge in pixels other than scattered photoelectrons), 
shot noise (a consequence o f the statistical nature o f light), and fixed-pattern noise 
(variation in pixel-to-pixel sensitivity).15 These contributions may differ between 
CCD cameras. Usually, the main noise contribution is the shot noise. The shot noise 
is proportional to the square root o f the number o f photons and, therefore, the 
signal-to-noise ratio will increase linearly with the square root o f the accumulation
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time. In addition to the multiplicative influence o f the laser power, the signal-to- 
noise ratio is influenced by the laser power.
• Optical alignment. This factor will have a complex effect on the Raman spectrum. 
Due to variations in the alignment o f the components in the Raman system the 
relative intensities in the spectra will change.
• Ambient temperature. The ambient temperature may have an effect on the optics 
inside the Raman spectrophotometer (expansion and shrinkage o f optical elements) 
and on the refractive index o f air. Consequently, if the temperature deviates, the 
optical alignment will be different from the initial alignment. Furthermore, 
temperature fluctuations will cause dimensional changes o f the laser cavity and, 
consequently, mode hopping and shifting o f the emitted laser frequency. All these 
effects will change the relative intensities in the Raman spectrum.
Some o f the above factors can be reduced or eliminated by hardware control (e.g. 
design o f instrument or parts o f it). Especially in applications where the spectral 
variation due to the parameter o f interest is very small it is preferable to reduce the 
critical instrumental, environmental, and sample factors by hardware control. In 
collaboration with Kaiser Optical Systems, some improvements were made as to the 
design o f holographic grating (Appendix A), laser tracking (automatic determination o f 
laser frequency), automatic wavelength calibration o f CCD camera, sample alignment, 
and temperature control o f the system.
7.2.4 Data preprocessing techniques
In recent years, a lot o f preprocessing techniques for spectral data have been 
developed, each designed to remove spectral variation not due to the parameter o f 
interest (e.g. concentration) as well as to enhance the spectral selectivity for the 
parameter o f interest.5 Multiplicative signal correction (MSC) is designed to remove 
both additive baseline and multiplicative signal effects.16 Standard normal variate 
(SNV) transform is also designed to remove additive and multiplicative effects from 
the spectral data, resulting in a spectrum with zero mean and a variance equal to one.16 
MSC and SNV corrected spectra are linearly related.17 However, the advantage o f 
SNV over MSC is that SNV is applied to an individual spectrum, whereas MSC uses a 
"reference spectrum", such as the mean spectrum o f the calibration set. Normalization 
is designed to remove multiplicative spectral effects. In normalization, the spectral 
vector is transformed into unit length. Spectral noise can be removed by Savitzky 
Golay smoothing.18 This technique can also be used in combination with first and 
second derivatives from the spectral data. First derivatives are applied to remove 
additive baseline effects and second derivatives are used to remove sloped additive 
baselines. The disadvantage o f derivative techniques is that they decrease the signal-to- 
noise ratio. Recently, we published on robust wavelength selection by simulated 
annealing as preprocessing technique.13,19 Wavelength selection can improve the 
predictive ability and robustness o f multivariate calibration models if the spectra 
contain: 1) a large variation in spectral regions, not due to the parameter o f interest; 2) 
heteroscedastic noise; 3) nonlinearities in spectral regions; and 4) regions having an 
indirect correlation with the parameter o f interest. In robust wavelength selection a 
calibration model is calculated using a spectral subset instead o f the whole spectral 
range. The selected wavelengths are insensitive to the fluctuations under study.19
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7.3 Strategy for robust model selection
7.3.1 Selection strategy
In this chapter a calibration model selection strategy is proposed which 
explicitly comprises robustness criteria. The overall strategy for the calculation o f a 
robust model consists o f several steps:
1. The first step in the strategy involves the selection o f calibration samples, 
determination o f the properties, measurement o f spectra in operating conditions, 
and calculation o f a calibration model. In this step, various calibration models can 
be calculated using different multivariate calibration techniques (e.g. PCR, artificial 
neural networks, or MLR), different complexities (e.g. number o f principal 
components, number o f hidden units, or number o f variables), and different 
preprocessing techniques (e.g. multiplicative signal correction, Savitzky Golay 
smoothing, derivatives, or normalization). We confined ourselves to PLS models 
using different preprocessing techniques and, consequently, different numbers o f 
PLS factors.
2. Measure the spectra o f a sample subset in varying external conditions following an 
experimental design and use the prediction results to apply a ruggedness test on all 
calculated models (a detailed description can be found in "ruggedness test for 
multivariate calibration models"). Using a ruggedness test, the significant factor 
effects on the model's prediction error are estimated.
3. Evaluate the calculated models on the basis o f the ruggedness test results together 
with the prediction results. There are different criteria:
a) Size o f effects: In principle, reject the models that exhibit significant effects 
(main, interactions or higher-order terms). However, there may be situations in 
which these models may be retained. I f  a significant effect is caused by a factor 
which can be hardware controlled (e.g. instrument design), it should be 
hardware controlled. This will reduce or eliminate the significant effect. 
Furthermore, large nonsignificant interaction effects are not desirable compared 
to large nonsignificant main effects. Factor combinations causing the 
interaction effects are more difficult to control than single-effect factors.
b) Prediction error: From the remaining models the model that possesses the 
smallest prediction error in the predictions o f an independent validation set is 
selected.
c) Other criteria such as calculation time or parsimonious principle.20
4. Make model selection on the basis o f the above criteria and use ruggedness test 
results to provide boundaries for the experimental conditions where the model is 
valid. The boundaries are the extreme values o f the experimental design used in the 
ruggedness test.
7.3.2 Ruggedness test for multivariate calibration models
An important part o f the proposed strategy is a ruggedness test. In ref. 21 a 
ruggedness test is defined as: "An experimental study in which the influence o f small 
changes in the operating or environmental conditions on measured or calculated
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responses is evaluated. The changes introduced reflect the changes that may occur 
when a method is transferred between different laboratories, different experimenters, 
different devices, etc." A ruggedness test is in many cases a part o f the validation o f an 
analytical method (e.g. HPLC) before the method is implemented in practice.21
Instead o f testing an analytical method, we applied a ruggedness test to a multivariate 
calibration model that predicts the density o f a PET yarn from its Raman spectrum. 
The overall ruggedness test procedure for a multivariate calibration model is:
1. Select a representative subset o f samples for the ruggedness test, which does not 
necessarily have to be a subset o f the calibration set, and determine the reference 
parameter to be predicted by the model.
2. Select the external factors that may influence the spectra (see "Factors that may 
influence Raman spectra").
3. Select the factor levels.
4. Select an experimental design.22
5. Measure the spectra o f the subset samples under circumstances defined by the 
experimental design.
6. Predict the desired properties o f the subset samples using the calibration model 
under study and calculate the prediction error (RMSEP) at each design point.
7. Calculate the effects o f the factors on the model's prediction error.
An important step in the ruggedness test procedure is the selection o f the 
factors that may influence the predictions o f the calibration model. From the above­
mentioned list o f factors (see "Factors that may influence Raman spectra") that may 
influence the Raman spectra and, consequently, the PLS model's predictions, three 
critical factors were chosen:
A) Ambient temperature. The temperature o f the Raman spectrophotometer is kept 
between 25 and 30OC by a temperature control unit.
B) Laser frequency. The average lifetime o f the laser is 3,000 hours. Therefore, the 
laser will be changed frequently.
C) Laser power. The laser power decreases due to aging.
Factors such as holographic grating, holographic notch filter, CCD camera, or probe 
head are not supposed to be changed frequently. I f  they are changed, either by 
replacement o f individual components or the whole Raman instrument, techniques like 
direct standardization (DS) and piecewise direct standardization (PDS) can be used to 
correct the calibration model.23 However, the main disadvantage o f these techniques is 
that the same subset o f samples needs to be measured in both the old and new 
situation. M ore details about the ruggedness test are given in the experimental section.
7.4 Material and methods
7.4.1 Samples
83 PET commercial yarns from a production site are employed in this research. 
The overall density o f the yarns was determined in a density gradient column, 
containing a mixture o f tetrachloromethane and n-heptane at 23 °C. The density ranged 
from 1372.45 to 1376.76 kg/m3. The experimental error in the density determination
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using the gradient density column is 0.36 kg/m3. Furthermore, the sonic modulus (a 
measure o f the average orientation o f the polymer chains in both the amorphous and 
the crystalline regions), the crystallinity (volume fraction o f crystalline material), the 
breaking tenacity, and the elongation at break (the elongation corresponding to the 
breaking force) were determined.
7.4.2 Instrumentation
The Raman spectra o f the calibration and validation samples were measured 
using a HoloProbe 785 Raman spectrometer from Kaiser Optical Systems 
incorporating a 785 nm external-cavity-stabilized diode laser. The Raman system was 
placed in an industrial rack with heating and cooling unit to control the temperature 
inside the spectrophotometer. Each PET spool was measured on five different 
locations on the spool with an exposure time o f 3 seconds and 1 accumulation (spectral 
range: 598-1900 cm-1 with a step size o f 2 cm-1 = 652 wavenumbers). Subsequently, 
the mean o f the five spectra was calculated and used in the subsequent calculations. 
Spectral outliers (predominantly spectra exhibiting a large fluorescence background) 
were rejected from the calculation o f the mean Raman spectrum.
7.4.3 Software
All programs used for the calibrations were performed and written in Matlab™ 
Some routines from the PLS Toolbox for Matlab™ were used. The generation o f the 
experimental design and the calculation o f the effects was performed in Statgraphics 
Plus version 2.1.
7.4.4 Simulated Annealing
The simulated annealing toolbox 24 is written in ANSI C. Additionally, some 
PLS routines from the PLS Toolbox for Matlab™ were integrated, using the 
MATCOM compiler (version 2). The programs were compiled for the DOS/windows 
operating system using DJGPP, version 2.01.
Simulated annealing searches a subset o f k robust wavenumbers from all possible 
wavenumber combinations. These wavenumbers were selected from the calibration set 
spectra (Xcai) and, using the corresponding densities o f the samples, a three-factor PLS 
calibration model was calculated (a description o f the dataset construction can be 
found in the experimental section: "datasets construction"). Subsequently, this model 
was used to predict the densities o f the measured samples at the design points settings 
(X i'-X i8'). On the basis o f these predictions, an error value was calculated. The error 
function combines the predictive ability o f the calibration model at the center o f the 
design and the predictive ability for the samples measured under different instrumental 
and environmental conditions.19 The goal o f the simulated annealing optimization was 
to minimize simultaneously the prediction error in Xcal and X 1 '-X 1 8 '.
The following configuration was used for the simulated annealing algorithm (a detailed 
description o f the configuration can be found in a previous paper):19 
Disturbance generation: The disturbance mechanism used in our application was 
designed to change a small percentage o f the k  numerical values in the string. A value 
taken from a normal distribution N(0,5) was added to these selected values.
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Initial control parameter, c = 0.2.
Cooling schedule. The cooling schedule used in our application was the geometric 
cooling schedule with a  set at 0.90 
Length Markov Chain. 1,000 transitions.
Exit Markov Chain. minimum number of accepted transitions (250) or maximum 
number of transitions tested (1,000).
Exit Simulated Annealing, minimum control parameter c = 1*10-6, or minimum 
acceptance ratio % = 0.
Acceptance criterion. Metropolis criterion.
7.4.5 Experimental design
The normal operating conditions (center of experimental design) are laser 
frequency = 784.90 nm, laser power = 100 mW, and ambient temperature = 27.5 OC. 
In the experimental design the laser frequency was varied on two levels (level 1 =
784.90 nm and level 2 = 784.78 nm), the laser power was varied on three levels (80, 
100, and 120 mW), and the temperature was varied on three levels (25, 27.5, and 
30OC). The levels were chosen in such a way that they closely resembled the practical 
situation under which the model will be applied.
7.5 Experimental
The study focused on the strategy for constructing robust multivariate 
calibration models. This multicriteria optimization strategy consisted in calculating a 
model that is less sensitive to variations in instrumental (laser power and laser 
frequency) and environmental conditions (ambient temperature) and simultaneously 
possesses a small prediction error.
7.5.1 Datasets construction
The dataset construction is visualized in Figure 3 and the sample compositions 
of the datasets are shown in Table 1.
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Figure 3. Graphical representation of the experimental section
In the experimental design A, B, C are ambient temperature, laser frequency, 
and laser power, respectively. Datasets Xcal, Xval, and X 1'-X18' are used for model 
construction/optimization (number of PLS factors and variable selection) and X 1"-X18" 
are used for model validation. Datasets X 1-X18 are used for ruggedness testing and XA 
is used for strategy validation.
The measured Raman spectra are presented by matrices 
(columns = # wavenumbers, rows = # samples).
8
8
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Table 1. Sample composition of datasets
Dataset Sample numbers
Xcal 1-64
Xval 65-83
Xm' 15 20 26 29 33 34 39 45 47 57 67 80
Xm" 1 3 6 11 14 71 78 79
Xa 1 3 6 11 14 15 20 26 29 33 34 
39 45 47 57 67 71 78 79 80
The sample set of 83 PET yarns was measured under normal conditions (laser 
frequency = 784.90 nm, laser power = 100 mW, and ambient temperature = 27.5 OC). 
The dataset of 83 samples was divided into a calibration and validation set; 64 samples 
for calibration and 19 for validation. Both sets contained samples covering the entire 
density range used in this application. These datasets will be denoted as Xcal for the 
calibration set and Xval for the validation set. Furthermore, from the sample set of 83 
samples a subset of 20 samples was selected on the basis of their structure and 
mechanical properties (overall density, sonic modulus, breaking tenacity, elongation at 
break, and crystallinity). To this end, the Kennard-Stone algorithm 25 was applied on
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the variance scaled data matrix containing the mechanical and structural properties of 
the 83 yarns. The subset of 20 samples was measured under circumstances defined by 
an experimental design.22 We selected a full factorial design (see "material and 
methods"). The notation of the datasets is summarized in Table 2.
Table 2. Experimental design for ruggedness test of PLS model
Dataset # samples Temperature
(A)
laser frequency 
(B)
laser power
(C)
Xcal 64 0 0
Xval 19 0 0
X 1a 2 0 b -1 -1
X2 20 -1 0
X3 20 -1 1
X4 20 0
X5 20 0
X6 20 0 1
X7 20 1
X8 20 1
X9 20 1 1
X 10 20 -1 1
X 11 20 -1 1
X 12 20 -1 1 1
X 13 20 0 1
X 14 20 0 1
X 15 20 0 1 1
X 16 20 1 1
X 17 20 1 1 0
X18 20 1 1 1
X5a 20 0 0
X5b 20 0 0
Xa 20 0.6 -1 -0.5
Factor A: -1,0,1 = 25, 27.5, 30OC; Factor B: -1,1 = 784.90, 784.78 nm;
Factor C: -1,0,1 = 80, 100, 120 mW.
a Xm is divided into Xm' (12 samples) and Xm" (8 samples) used for 
model construction/optimization and model validation, respectively. 
b The samples are selected from Xcal and Xval using the Kennard Stone 
algorithm on the mechanical and structure properties of the yarns.
Additionally, the center of the design was measured twice (laser frequency = 784.90 
nm, laser power = 100 mW, and ambient temperature = 27.5 OC). This resulted in 18 
datasets each containing 20 samples measured at the design points (X1-X18) and two 
datasets containing 20 samples measured at the center of the design (X5a and X5b). 
These 20 datasets are used for ruggedness testing.
In order to optimize and validate the calibration models, each dataset of 20 samples 
from X1 to X18 (measured at the 18 design points) was divided into a set containing 12 
samples (denoted as X 1'-X18') and one containing 8 samples (denoted as X 1"-X18"). The 
Xm' sets were used to optimize the calibration models (estimation of number of PLS 
factors and robust variable selection) and the Xm" sets were used for model validation.
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We realize that it is preferable to use separate datasets for different purposes: a dataset 
for model optimization (estimation of number of PLS factors), a dataset measured 
under changed conditions for the ruggedness test, a dataset for validation of the 
results, and an additional dataset for robust wavelength selection. However, for 
practical reasons (time needed to perform experiments) one dataset served as the basis 
for the construction of the three different datasets, each to be used for a different 
purpose.
In order to validate the proposed strategy, all the twenty subset samples were 
measured at a random condition within the experimental design (laser frequency =
784.90 nm, laser power = 90 mW, and ambient temperature = 29 OC). This dataset is 
denoted by XA (Figure 3). This random condition was chosen because in practice the 
instrumental and ambient conditions will never be equal to the conditions at a design 
point.
7.5.2 Model construction and optimization
The calibration set Xcal and the corresponding densities were used to calculate a 
calibration model. Various calibration models were calculated using different data 
preprocessing techniques on the spectral data: no preprocessing, normalization, SNV 
transform, MSC, Savitzky Golay smoothing (first and second derivative; window sizes 
9 and 7, respectively, and second order polynomial fit), first derivative in combination 
with normalization, and normalization in combination with robust variable selection 
(for details see "materials and methods"). For each calibration model the spectral data 
and the density were mean centered before being used to calculate the model. The 
optimal number of factors was determined by a validation on the basis of the smallest 
prediction error in the validation sets X 1'-X18' (datasets measured at different 
conditions).
7.5.3 Ruggedness test
The last two steps in the ruggedness test (see "ruggedness test for multivariate 
calibration models") are calculation of the prediction errors and calculation of the 
factor effects. The complete datasets X 1 to X 18, X5a and X5b (20 samples measured at 
all design points) were presented to the different calibration models and the density 
was predicted. Subsequently, for each dataset the predictions were compared with the 
reference values and a prediction error (RMSEP) was calculated for each dataset. In 
order to determine the adequacy of the assumed design model (first-order terms, 
quadratic terms [except B2], and two factor interactions were considered in the initial 
model), a lack-of-fit test was performed using an Analysis of variance (ANOVA).26 
The assumptions made in the statistical analyses are: 1) responses are independent, 2) 
responses have equal variances, and 3) responses have normal distributions.27 In our 
application, the RMSEP values were analyzed. For the RMSEP value, assumption 2 is 
not fulfilled. The uncertainty in the estimation of variance values is linearly dependent 
on the level of variance (coefficient of variation is constant). However, if the logarithm 
of the variance is used, the uncertainty in the estimation of the variance is constant.27
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Therefore, instead of using RMSEP response values, log(RMSEP) is used for the 
statistical analysis of the designs.
7.5.4 Model validation
The prediction error of the total Xi"-Xi8" sets (RMSEV) were calculated using 
the following equation:
RMSEV=
where M  is the number of experimental design points (18), N  is the number of samples 
in the datasets Xm", ymn are the predictions of set Xm", and ymn are the corresponding 
densities of the samples from set Xm".
7.6 Results and discussion
7.6.1 Analysis of Raman spectra
The mean spectrum of the calibration set (Xcai) is plotted in Figure 4A. The 
principal component analysis results on the mean spectra of Xi-Xi8 are shown in the 
scoreplot of Figure 4B. Principal component 1 explains 86% of the spectral variance, 
and principal component 2 explains 10%. It can be seen that PC1 separates the spectra 
on the basis of the laser power; the lower the PC1 score, the higher the laser power in 
the experimental design. PC2 separates the spectra on the basis of the laser frequency; 
the high and the low PC2 scores correspond to laser frequencies of 784.78 and 784.90 
nm, respectively. The temperature effect is observed in none of the significant 
scoreplots. The spectral effect of the laser power is shown in Figure 4C. It can be seen 
that the intensity decreases with the laser power on the yarn. In Figure 4D the spectral 
effect of laser frequency is shown. If the frequency of the laser is shifted (in our case 
from 784.90 to 784.78 nm) the relative intensities of the Raman spectrum change due 
to the wavelength dependence system throughput and the CCD camera's sensitivity 
(see also Appendix A). As in the scoreplots, the temperature effects are not visible in 
the Raman spectrum of PET yarns.
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wavenumber (1/cm)
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Figure 4. Spectral effect of different factors under study
A) Mean of Raman spectra from calibration set (Xcal)
B) PCA analysis on mean Raman spectra of set X1-X18; PC1 explains 86% and PC2 
explains 10%.
C) Effect of laser power in part of Raman spectrum.
D) Effect of laser frequency in specific region (lower curve 784.90 nm, upper curve 
784.78 nm)
7.6.2 Classical approach to construct calibration models
In the classical approach the Raman spectra of a large sample set are measured 
under strictly defined circumstances. Subsequently, a calibration model is calculated 
using the Raman spectra and the corresponding reference parameters. The 
experimenter aims at obtaining a model that possesses the smallest prediction error in 
the validation set (Xvai) by using various multivariate calibration and data preprocessing 
techniques.
Various calibration models (PLS) have been calculated using different data 
preprocessing techniques and numbers of factors. The prediction errors of these 
models are shown in Table 3.
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Table 3. Calibration models obtained by validation with Xi'-Xi8'
Preprocessing #
factors
RMSEC
Xcal
RMSEV
Xval
RMSEV
X1'-X18'
RMSEV
Xr-X18n
no preprocessing 8 0.281 0.349 0.715 0.601
normalization 7 0.337 0.365 0.576 0.445
MSC 5 0.361 0.380 0.518 0.438
SG (9,2,1) 5 0.396 0.359 0.611 0.552
SG (7,2,2) 5 0.321 0.446 0.666 0.689
SNV 5 0.364 0.389 0.521 0.444
SG (9,2,1) and normal. 3 0.402 0.382 0.483 0.429
normal and var. sel. (30) 3 0.443 0.378 0.445 0.417
normal and var. sel. (70) 3 0.429 0.376 0.431 0.386
The calibration model with the smallest prediction error in Xcal and Xval (table 3; 
column 3 and 4) is the model which is calculated using no preprocessed spectral data. 
If no preprocessing is applied, a minimum in the validation error is observed in the 8 
factor PLS model. However, if normalization is applied, 7 factors are used for this 
relation. Apparently, one factor is lost if the multiplicative effects are removed from the 
spectra caused by fluctuations in the laser power and differences in the sample 
alignment. It is known that the number of PLS-factors can be reduced by the use of 
data preprocessing.28 Using the other data preprocessing techniques, the same 
phenomenon can be seen. If MSC is used, the number of PLS-factors drops from 7 to
5, probably as a result of additive effects in the data. The same holds for Savitzky 
Golay smoothing as preprocessing, where the number of factors is reduced by 3 
compared to no preprocessing. As in MSC, Savitzky Golay filtering (first derivative) is 
designed to remove additive effects. If normalization is used after Savitzky Golay, two 
additional factors are lost. Apparently, a multiplicative effect is still present after 
Savitzky Golay filtering. Normalization can remove multiplicative effects from the 
spectral data. In normalization combined with variable selection, a three-factor model 
is calculated using k  spectral values (k = 30 and 70). This variable subset is a 
combination of a selection of important wavenumbers for the prediction of the density, 
rejection of wavenumbers which influence the model's predictions when the 
measurement circumstances change, and a selection of wavenumbers which can correct 
for these changes. The prediction results are shown in Table 3 (column 3 and 4). In this 
table only the prediction results of two models using robust variable selection are 
shown. However, robust variable selection for this application is extensively studied 
and the results will be published elsewhere. The validation errors of robust variable 
selection (RMSEC and RMSEV in Xcal and Xval, respectively) are higher than the 
validation errors in the models using the other preprocessing techniques (Table 3; 
column 3 and 4). Therefore, on the basis of the smallest validation error in Xval, the 
best preprocessing technique for the spectral data for this application is no 
preprocessing at all.
7.6.3 New strategy for model selection
In the previous section only the prediction error in the validation set was taken 
into account, and it was found that no preprocessing was the best preprocessing 
technique for this application. However, no attention was paid to the robustness of the
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calibration model. In order to estimate the sensitivity of the model to changes in laser 
frequency, laser power, and ambient temperature, a ruggedness test was performed. 
The ruggedness test results are shown in Figure 5 and the corresponding overall 
prediction errors are shown in Table 3 (RMSEV in X 1'-X18' and X 1M-X18").
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Figure 5. Standardized effects on prediction error for different calibration models 
Factor A (temperature): -1,0,1 = 25, 27.5, 30OC; Factor B (laser frequency):
-1,1 = 784.90, 784.78 nm; Factor C (laser power): -1,0,1 = 80, 100, 120 mW.
Solid line is icritical (a = 0.05), black bar = significant effect, white bar = nonsignificant 
effect.
A) No preprocessing; B) Normalization; C) MSC; D) Savitzky Golay first derivative; 
E) Savitzky Golay second derivative; F) SNV; G) Savitzky Golay first derivative and 
normalization; H) Normalization and variable selection (70); I) Normalization and 
variable selection (30).
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If no data preprocessing is used, the model is sensitive to laser power and ambient 
temperature (¿-values larger than critical ¿-value). The spectral effect of laser power is 
particularly a multiplicative effect which can be removed by normalization. If 
normalization is used, the laser power no longer has a significant effect on the model's 
prediction error. However, the ambient temperature still has a significant effect on the 
prediction error. This temperature effect is reduced to a nonsignificant level when the 
spectral data is preprocessed by SNV. Although SNV has a larger prediction error 
(RMSEC and RMSEV in Xcal and Xval, respectively) in relation to no preprocessing 
and normalization, it is the more robust model within the present scope. The same 
trend is observed in the RMSEV values in X1'-X18' and X 1M-X18", the smallest 
prediction error in the changed circumstances is found in SNV preprocessed data (see 
table 3, columns 5 and 6). If  the first derivative Savitzky Golay is compared to no 
preprocessing, it can be seen that Savitzky Golay reduces the effects of the ambient
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temperature to a nonsignificant level. However, in addition to the laser power, the 
interaction of laser power and laser frequency becomes a significant effect. The 
significant effect of laser frequency is probably due to the use of the first derivative. It 
is known that first derivatives enhance the spectral effect of peak shifts and peak 
deformation. This effect is even enhanced if the second derivative of the spectral values 
is used: the laser frequency becomes a significant main effect. As mentioned above, 
normalization reduces laser power effects to a nonsignificant level and Savitzky Golay 
reduces temperature effects. Therefore, in this application a combination of 
normalization and Savitzky Golay reduces all effects (temperature, laser frequency, and 
laser power) to a nonsignificant level. It was found that when normalization was used 
as data preprocessing, the model obtained was sensitive to ambient temperature 
changes. From previous studies it is known that robust variable selection can select a 
subset of variables which are robust against temperature fluctuations.13 By using 
normalization in combination with robust variable selection, the calibration model is 
insensitive to ambient temperature fluctuations, changes in laser frequency, and laser 
power.
On the basis of the presence of significant effects of the external factors on the 
prediction error, "no preprocessing", normalization, and Savitzky Golay smoothing 
were rejected from the set of possible calibration models (Fig. 5). Furthermore, the 
MSC and SNV models were rejected because the ruggedness test revealed a large 
interaction effect between ambient temperature and laser power. The next criterion for 
model selection is the prediction error in an external validation set not used in model 
construction (X1"-X18"). The model possessing the smallest prediction error is selected. 
On the basis of this criterion, normalization in combination with variable selection (70 
variables) was selected as the best calibration model. This model possesses a small 
prediction error in the validation sets and, simultaneously, is insensitive to variations in 
the external factors under study. Also Savitzky Golay in combination with 
normalization possesses a small prediction error. However, variable selection is 
favorable because in the future the predictions will be accompanied by the prediction 
interval.29 Variable reduction decreases the time needed to calculate the prediction 
interval.
7.6.4 Validation of model selection strategy
In order to validate the proposed strategy, various models were validated using 
the external validation set XA. This dataset contains the Raman spectra of the 20 subset 
samples measured at a random instrumental and environmental setting (not a design 
point). The prediction errors are shown in Table 4.
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jle 4. Validation of calibration mode s obtained
Preprocessing RMSEV
Xa
no preprocessing 0.871
normalization 0.675
MSC 0.590
SG (9,2,1) 0.560
SG (7,2,2) 0.566
SNV 0.562
SG (9,2,1) and normal. 0.433
normal and var. sel. (30) 0.538
normal and var. sel. (70) 0.473
These results confirmed the previous conclusions: a small prediction error was 
obtained independently of variations in instrumental and environmental variations if 
Savitzky Golay in combination with normalization or normalization in combination 
with robust variable selection was used as data preprocessing technique.
7.7 Conclusions
In this chapter a strategy is presented to select a multivariate calibration model 
which possesses a small prediction and, simultaneously, is less sensitive to the 
environmental and instrumental changes under study. This strategy is an essential tool 
in the development of a multivariate calibration model, requiring the performance of a 
ruggedness test. While for the construction of the model more experiments and time 
will be required, the resulting model will be more robust and, consequently, the model 
updating frequency will decrease. The strategy gives an insight into the critical factors 
which influence the predictions of the calibration model. These critical factors should 
be monitored and controlled during the operation of the model in practice. Using the 
proposed strategy, guarantees about the models can be given: the model is robust for 
factor variations within the range specified by the experimental design. While we 
confined ourselves to performing the strategy on models using different data 
preprocessing techniques, it can be applied to different multivariate calibration 
techniques such as principal component regression or artificial neural networks.
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APPENDIX A
INFLUENCE OF LASER FREQUENCY SHIFT
The energy difference between the excitation radiation and the scattered 
radiation can be calculated using the following equation:
(  1 1 ^A E  = hc
kAi  As j
where Al and As are the laser wavelength and the wavelength of the scattered radiation, 
respectively, h is Planck's constant, c is the speed of light in vacuum and AE is the 
energy difference. Arrangement of this equation gives:
. -  h c  Ai 
As = A E *A i -  h c
If a laser is replaced by another laser, the laser wavelength may be different from the 
original laser wavelength (AAl). If the laser wavelength is shifted, the entire wavelength 
spectrum from the scattered radiation will shift. The equation shows that this shift is 
not uniform in wavelength for the entire spectral range because the Raman shift is 
excitation wavelength independent. In Figure 6A, the wavelength shift dependence of 
the original wavelength can be seen when a laser shifts from 785.0 nm to 785.2 nm. 
This wavelength shift of the scattered wavelength spectrum has consequences for the 
resulting Raman spectrum because of the wavelength dependent system throughput 
(e.g. transmittance of holographic filter and holographic grating is wavelength- 
dependent 30) and CCD camera sensitivity (quantum efficiency of the CCD camera is 
wavelengths-dependent 31).
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Figure 6. Effect of laser frequency shift on Raman spectrum
A) Raman spectrum and flat field curve in wavenumbers. The flat field curve 
represents the throughput of the Raman system.
B) Raman spectrum and flat field curve in wavelengths.
C) Wavelength shift of scattered radiation when laser frequency is changed 
from 785.0 to 785.2 nm.
The wavelength dependent system throughput and sensitivity is represented by the flat 
field curve. Figure 6B and 6C shows the flatfield curve in combination with a Raman 
spectrum of PET yarn for the Raman system used. Due to the wavelength dependence 
of the system throughput and sensitivity, the Raman spectrum will have a non-uniform 
multiplicative effect across the entire spectral range. Only at the flat regions of the flat 
field curve there is no multiplicative effect. This spectral region is not sensitive to shifts 
in the laser wavelength. Primarily, the position of the flat region in the flat field curve 
depends on the wavelength dependence throughput of the holographic grating. The 
position of this flat region can be fixed by the manufacturer. If this region is fixed at 
important Raman peaks for the prediction of the desired parameter, the model will be 
less sensitive to wavelength shifts. Therefore, the robustness of a multivariate 
calibration model is not only dependent on the calibration model but also depends on 
the system configuration.
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APPENDIX B
INTERPRETATION OF MULTIVARIATE CALIBRATION MODELS
Besides possessing a small prediction error in an independent test set, another 
important feature for validating multivariate calibration models is that the models 
should be interpretable. This implies physical and chemical interpretation of the model 
loadings and the parameters (variables or wavelengths) maintained in the regression 
model. This appendix focuses on the interpretation of some models obtained in this 
chapter: a) the model that uses no preprocessing (only mean centering of spectral 
data); and b) the model that uses normalization combined with robust variable selection 
as data preprocessing. Two aspects are considered: interpretation of the model 
loadings and interpretation of robust variable selection results found by simulated 
annealing.
In the first section the physical structure of PET yarns and the relation between 
physical structure and yarn properties is discussed. The second section outlines the 
research already performed on the determination of PET yarn density by Raman 
spectroscopy. In the third section the no preprocessing model for predicting the yarn 
density is interpreted and in the last section the robust variable selection models are 
interpreted.
Physical structure and PET yarn properties
PET yarns are produced by the melt-spinning process. The settings of the 
process largely determine the final semicrystalline structure of the yarn. The 
semicrystalline structure consists of regions in which the polymer chains are well- 
oriented (crystalline regions) and less ordered regions (amorphous regions). The 
physical structure determines to a large extent the (thermo-)mechanical properties of 
the yarn. The crystalline regions mainly account for the macroscopic stiffness, strength, 
durability, thermal resistance, and stability of the yarn, while the amorphous regions 
mainly account for the yarn's extensibility, pliability, recovery, moisture uptake, and 
dyeability.32
The yarns used in this study are used for textile purposes. One important property of 
textile PET yarn is its dyeability. The dyeing behavior of PET yarns can be explained 
by their physical structure.33 The dye uptake of PET yarns is considered to be a 
diffusion-controlled process. As the relatively large dye molecules cannot diffuse into 
the closely packed crystalline regions, the end level of the dye uptake is determined by 
the fraction of amorphous material. Another factor that has a secondary effect on the 
dyeing behavior is the coarseness of the structure (average size of amorphous regions). 
The accessibility to dye molecules is high for coarse structures. For the yarns used in 
this study the influence of structure coarseness is negligible and, therefore, only the 
density influences the dyeability. From previous studies it is known that the crystallinity 
is highly correlated to the density.11 Furthermore, besides being easier to measure, the
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density is a direct measurable parameter, whereas the crystallinity is a derived 
parameter from wide-angle X-ray diffraction and overall density. Therefore, it was 
decided to use the density instead of crystallinity to make an estimation of the 
dyeability of PET yarns. The dye uptake increases with decreasing density.
The molecules in PET yarns occur in various conformations. The conformations are 
shown in Figure 7.
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Figure 7. Conformations of poly(ethylene terephthalate) molecules 
T,t = trans, G,g = gauche, CB = cis, TB = trans
G
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Of the ethylene group (3) there are two stable conformations, the gauche (G) and the 
trans (T) conformation. The polymer chains in the crystalline regions contain only the 
extended trans conformation ethylene groups, whereas the PET molecules in the 
amorphous regions contain both trans and gauche conformation ethylene groups. The 
ratio of trans and gauche is determined by the melt-spinning process settings and the 
stress applied to the yarns.35
Due to rotational freedom, the O-CH2 bond (2) also has a gauche (g) and a trans (t) 
conformation.
Furthermore, there are two conformers due to the two ester groups at the aromatic 
ring (1): the cis (CB) and trans (TB) conformation.
Stokr et al. found that in amorphous and unoriented PET three conformations are 
present: ~63% tGt, ~26% tGg, ~7% tTt, and a few percent of the gGg and tTg 
conformation (gTg is quite negligible).34 In the crystalline PET, however, one 
conformation tTt is present with a mutual TB ester group. For packing reasons this 
fully extended conformation in the crystalline regions is favored.36
Raman spectroscopy on PET
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Raman spectroscopy has emerged as an important tool for the investigation of 
polymers. Many papers have been published on investigations in which Raman 
spectroscopy is applied to poly(ethylene terephthalate) fibers or films.13 The Raman 
spectrum of PET is mainly influenced by the chain conformation, chain packing, 
applied stress, and the orientation of the polymer axis.
Some researchers have published on the density detemination of PET by Raman 
spectroscopy.37 McGraw 38 uses the Raman band at 1096 cm-1 (combination of C-O 
stretching, COC bending, CCO bending, and C-C stretching in the ethylene segment) 36 
to predict PET density (band intensity correlates linearly with density). Later, Melveger 
39 reported that this correlation depends on the molecular orientation in the amorphous 
regions of the PET samples. Therefore, he proposed to use the bandwidth at one-half 
maximum intensity of the 1730 cm-1 band (carbonyl stretching vibration) to predict 
density. This value correlates with density (lower density gives band narrowing), which 
he explained as follows. The carbonyl stretching vibration band consists of two 
components: crystalline region contribution and amorphous region contribution. In the 
crystalline regions the carbonyl groups on the benzene ring will have a trans (TB) 
conformation (planar conformation resonance stabilized by the n electrons). In the 
amorphous phase the carbonyl groups will deviate from this planar conformation, 
resulting in a series of rotational states. Consequently, the amourphous carbonyl 
stretching band will broaden with respect to the crystalline carbonyl band. Thus, as the 
amount of amorphous material increases the 1730 cm-1 band will broaden and the 
density will decrease. On the other hand, Kim et a l40 explained the relation between 
the 1730 cm-1 band width and density by the conformational changes of the glycol unit. 
They state that the 1730 cm-1 peak is a combination of three Raman bands resulting 
from the vibrations of three different conformations: tGt, tGg, and tTt. In amorphous 
material all three conformation are present while in crystalline material only the tTt 
conformation is present.
In contrast to the above-mentioned papers, Everall et al. 37’41’42 used the whole 
spectral range in combination with PLS to predict the density and orientation of PET 
films. They found that the 860, the 1094, and the 1730 cm-1 Raman bands are 
important bands for predicting the densities of the PET samples.
Interpretation of calibration model without data preprocessing
In this section the loadings of the PLS model without preprocessing of the 
spectral data (only mean centering is used as preprocessing) for predicting the PET 
yarn density are interpreted. This model was chosen for interpretation because of its 
smallest prediction errors in Xcal and Xval. However, similar results were found for 
other calibration models shown in Table 3.
The lower part of Figure 8 shows the loading plot (factor 3) of the calibration model 
and the upper part shows the mean of the calibration set spectra. In this model the first 
two factors explain 2% and factor 3 explains 65% of the total variance in density.
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Figure 8. Raman spectrum of PET and PLS factor loading plot of no preprocessing 
model
The upper curve is the mean of the Raman spectra from dataset Xcal, and the 
lower curve is the loading of factor 3. Factor 1 explains 1%, factor 2 explains 1%, 
and factor 3 explains 65% of the variance in the density.
The region around 1730 cm-1, which corresponds to the carbonyl stretching vibration, 
is an important region in the prediction of the density. This was also found by 
Melveger,39 who correlated the density with the narrowing of this 1730 cm-1 band. 
However, the factor 3 loading around 1730 cm-1 consists of one strong positively 
correlated band and two small negatively correlated bands around this positive band. 
Kim et. al 40 stated that the 1730 cm-1 consists of three bands due to the vibrations of 
three main conformations proposed by Stokr et al.:34 tTt, tGg and tGt. Amorphous 
regions in PET predominantly contain tTt, tGg, and tGt, whereas the crystalline 
regions contain only the tTt conformation. Probably, the variables at the negative 
factor loading around 1730 cm-1 are correlated with the tGg and the tGt conformation: 
a yarn with smaller density will contain more amorphous material (or less orientation in 
amorphous material) and hence have a higher tGg and tGt content. And, probably, the 
narrow positive factor loading in this region is correlated with the tTt conformation; 
more crystalline material gives higher density. On the other hand, Melveger explained 
the broadening of the 1730 cm-1 by the amorphous and the crystalline contribution of 
the carbonyl stretching vibration.39 The Raman band at 1730 cm-1 caused by crystalline 
carbonyl is narrow, whereas the Raman band caused by the amorphous carbonyl is 
broad due to rotational freedom around the polymer axis. On the basis of this 
explanation, the factor loading around 1730 cm-1 consists of a narrow positive band 
and a superimposed broad negative band. The broad negative factor loading at 1730 
cm-1 correlates with the amount of amorphous material and the narrow positive factor 
loading correlates with the amount of crystalline material. A higher amorphous material 
content gives rise to the amorphous carbonyl contribution and will result in a 
broadening of the 1730 cm-1 band.
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In the region between 1400 and 1450 cm-1 there is a negative loading and a positive 
loading, the band at 1443 cm-1 (negative loading) is assigned to the Gg conformation 
and the 1412 cm-1 (positive loading) bands to the Gt conformation.34 In addition to the 
crystallinity (volume fraction of crystalline material), the overall density of the PET 
yarn is also dependent on the orientation of the polymer chains in amorphous regions: 
amorphous density increases with orientation.44 Therefore, Gg bands have a negative 
correlation with density (Gg is less oriented than Gt) and Gt bands have a positive 
correlation with density. Thus we have made it plausible that this region in the Raman 
spectrum reveals conformational information of the amorphous regions in the PET 
yarn.
Another band that corresponds to a negative factor loading is the region around 1180 
cm-1, which is assigned to the ring in-plane C-H bending and C-C stretch. In 
completely amorphous material only one band at 1175 cm-1 occurs. In semicrystalline 
PET this band becomes broader and shifts to higher wavenumbers. This band shift is 
assigned to changes in the environment of the aromatic ring when it is situated in 
crystalline regions.34,36 As higher density corresponds to less amorphous material in the 
yarn, the 1175 cm-1 band has a negative factor loading.
A strong positive factor loading can be seen in the 1096 cm-1 region, which was also 
used by McGraw to predict the density.38 This band corresponds to the planar 
molecule (tTBt conformation) in the crystalline state 36,41,43 and therefore has a positive 
factor loading; more crystalline material gives higher density.
A positive factor loading is observed at 1000 cm-1, which corresponds to a trans 
glycol band.41 Since the glycol unit occurs in the trans conformation in the crystalline 
region, this region is positively correlated with density.
A negative factor loading is observed at 886 cm-1, which band is attributable to the 
CH2 rocking vibration of the glycol unit in the gauche conformation (G).34,43 The 
gauche glycol conformation is present in amorphous regions of PET.
Robust variable selection results
In this section the variables, which are selected by simulated annealing, of the 
robust variable selection models are interpreted. In Figure 9 the selection results of 
nine random initialized simulated annealing runs performed at different values for k 
(number of variables to be selected from 652 spectral values) are shown.
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Figure 9. Selection of robust wavenumbers by simulated annealing
Every SA run for the selection of k  wavenumbers (30,40,50,60,70,80) has 
been performed 9 times. The mean spectrum of Xcal is plotted in this figure.
Figure 9 shows that very specific regions are selected and rejected for the robust 
prediction of the PET yarn density by Raman spectroscopy. As in a previous 
publication,13 the extremes (smaller than 700 cm-1 and greater than 1780 cm-1) are 
rejected from the whole spectral range due to a combination of the Raman system 
throughput and the CCD camera sensitivity. The signal-to-noise ratio will decrease at 
the extremes of the Raman spectrum.
Figure 9 reveals a very densely sampled region on both sides of the 1730 cm-1 band. 
These regions were also used by Melveger to predict the density:39 bandwidth at one- 
half maximum intensity of the carbonyl band at 1730 cm-1.
Also the 1096 cm-1 band is selected by SA for the prediction of the yarn density. 
This was also concluded by McGraw, who found that the 1096 cm-1 band intensity 
correlates linearly with density.38
Furthermore, the regions between 860 to 900 cm-1, between 1000-1200 cm-1, and 
between 1300-1500 cm-1 are densely sampled. The densely sampled region at 1200 cm- 
1 corresponds to the flat region in the flat field curve (Appendix A). This region is less 
sensitive to laser frequency shifts than the other areas. Furthermore, this region also 
contains important bands for the prediction of the density. These and the above­
mentioned regions are the most important regions that differ between semicrystalline 
and amorphous PET yarns.41 Some of these regions for the prediction of the density 
were also found by Everall etal., according to the authors, by trial and error.41

8. F u t u re  p r o s p e c t s  o f  c h e m o m e t r i c s  in yarn  
p r o d u c t i o n  p r o c e s s e s
Abstract
During the melt-spinning production process o f PET yarns, a large amount o f 
information becomes available from process analyzers. This information can be 
utilized for various purposes: process control, quality control, and feedback control. 
In this chapter the contribution o f chemometric methods that transform this 
information into relevant information is described and discussed.
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8.1 Introduction
Process analytical chemistry (PAC) is a discipline of analytical chemistry.1 In 
process analytical chemistry, physical and chemical information about the feed material, 
intermediates, end-products, and the process is provided before, during or after 
production by process analyzers such as chromatographs, spectrophotometers, physical 
or chemical sensors. Process analyzers can be divided into two general classes: off-line 
analyzers and on-line analyzers. Off-line analyzers require manual intervention, such as 
sample collection, sample transport, sample preparation, and actual analytical 
measurement. Usually, these analyzers are located in a quality control laboratory or in 
close proximity to the production process. On-line process analyzers are interfaced to 
the process to automatically sample the process and perform analytical measurements. 
Both on-line and off-line analyzers demand rugged instruments that can be handled and 
maintained by process personnel.
Before a detailed discussion of the utilization of the information from process 
analyzers, a discrimination should be made between the various types of process 
variables. The first type of variables are the process settings (P), which are adjustable 
in the process (e.g. quality of feed material, delivery speed, temperature profiles, 
pressure settings, etc.). The second type of variables are the ambient variables (Ap) 
which may influence the production process and, usually, cannot easily be adjusted 
(e.g. ambient temperature). The third type of variables are measurements of the 
process and product intermediates characteristics (e.g. actual temperature, viscosity, 
pressure, pH) performed by process analyzers: process measurements (Pm). The 
process measurements are related to the process settings and the ambient variables:
Pm = f  ( P , Ap ).
The last type of variables, the product parameters (Pq), are the chemical and physical 
properties that represent the quality of the end-product (e.g. concentrations of 
components, density, shape, etc.). These product parameters are determined by the 
process settings and the ambient variables that are revealed by the process 
measurements:
Pq = g( Pm ) = g( f  ( Ps , Ap )).
Generally, the information from process analyzers can be utilized for different 
purposes:
a) Monitoring o f the production process (process control). The product properties 
(Pq) are determined to a large extent by the production process settings (Ps) and the 
ambient variables (Ap). As the process measurements (Pm) reveal information about 
the process settings and the ambient variables, these measurements can be utilized 
to monitor the product properties; as long as the process measurements are within 
their specified limits, it is supposed that a product is produced with the desired 
quality properties.
b) Verification o f end-product quality (quality control). Quality control is used to 
determine whether the end-product meets certain chemical and physical property 
specifications or not.
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c) Information feedback to the production process (feedback control). The 
information obtained from process and quality control may be used for adjusting 
the process settings (Ps) in order to produce products with desired chemical and 
physical properties.
The information flow in a production process and the various purposes for which the 
information may be used are schematically shown in Figure 1.
process _
control
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> product quality _____  
parameters control
(Pq) (paragraph 8.3) v
-------------------- <----------------------------------------- <------------------------------------------
feedback control (paragraph 8.4)
Figure 1. Flow and utilization of information in a production process
Ps = process settings; Ap = ambient variables; Pm = process measurements;
Pq = product (quality) parameters
Since the information from process analyzers is used for process control, quality 
control, and feedback control, the methods to obtain process measurements and 
product parameters should meet the same performance criteria as introduced in 
Chapter 1: selectivity, accuracy, precision, and robustness. Besides influencing the 
product parameters, ambient variables and even some process settings may influence 
the actual measurements (response) of the process analyzers, thus leading to 
measurements that do not represent the actual process state. Therefore, the 
development of robust process analyzers is essential for a successful process analytical 
application.
In this thesis, special attention is given to robustness enhancement of vibrational 
spectroscopic process analyzers involving multivariate calibration models. This implies 
the development of process analyzers in which the response is not influenced by 
ambient variables such as temperature. In the preceding chapters, various robust 
process analyzers based on vibrational spectroscopic measurements to determine 
product properties have been discussed: off-line NIR spectroscopy to determine water 
content in tablets, off-line Raman spectroscopy to determine the density of 
poly(ethylene terephthalate) (PET) yarns, and on-line Raman spectroscopy to 
determine PET yarn shrinkage during production.
Product
process settings
( P s )
Process
ambient variables (Ap) 
____ processJ
\
measurements
(Pm)
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However, robustness is not restricted to process analyzers involving calibration 
models. The production process itself should be robust against ambient variables as 
well. This implies that variations in the ambient variables must not cause large 
variations in the product (quality) parameters. Thus, in the ideal case the product 
parameters are determined by the process settings and are not influenced by the 
ambient variables:
d Pq d ( g( f  ( Ps , 4  )))
— -  = -------------------—  = 0.
d Ap d Ap
In order to reduce the influence of ambient variable variation on the product 
parameters, the Taguchi approach can be used.2 In the Taguchi approach, an 
experimental design is performed for the determination of the process settings leading 
to the desired end-product properties and, simultaneously, minimizing the variation in 
the end-product properties.
In this chapter chemometric methods that transform process information into 
relevant information for process control, quality control, and feedback control and the 
contribution of these methods to the production process of PET yarns will be 
discussed. PET yarns are produced by a melt-spinning process (Figure 2). In this 
process the polymer is converted into a yarn. The resulting PET yarns have a 
semicrystalline structure consisting of the well-oriented crystalline regions and less 
ordered amorphous regions. Essentially, the production process of PET yarns is a 
succession of heat treatments at a certain tension and during a defined residence 
time.3,4 More details about the process can be found in section 5.2.1.
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Figure 2. Schematic representation of the melt-spinning process
In the melt-spinning process the above-mentioned variable types can be distinguish:
a) Process settings. These types of variables can be manipulated in the process by 
process personnel. This group of variables includes polymer feed material, extrusion 
temperature, number and dimension of spinneret orifices, spinning speed and 
temperature, drawing temperature, winding speed, spinning speed, and draw-ratio.
b) Ambient variables. This group of variables includes variables that normally cannot 
be controlled: temperature, humidity and pressure in close proximity of the 
production process.
c) Process measurements. These variables are representative of the process settings 
and the ambient variables. This group includes variables such as pressure in extruder 
and spinneret, relative viscosity of polymer melt, actual temperatures at different 
process stages, actual speed, amount of fluffs, and winding force.
d) Productparameters. Product parameters are characteristics of the produced yarn. 
These parameters are determined by the ambient variables and process settings. The 
product parameters are split into two variable groups: physical structure parameters 
and (thermo-)mechanical properties. The physical structure largely determines the 
thermo-mechanical and mechanical properties of the produced yarn. The physical 
structure parameters are volume fraction of crystalline material, size, and orientation 
of crystals, and for the amorphous regions the size and orientation of the molecules 
in this regions. The important mechanical properties, determined from the stress- 
strain and modulus-strain curves, are breaking tenacity, elongation at break, tenacity 
at specified elongation, first and second modulus maximum. Important thermo­
mechanical properties are shrinkage after tensionless hot-air heat treatment and 
shrinkage under tension at a certain temperature.
In the following sections the different purposes of process analyzer information and 
their contribution to PET yarn production processes will be explained in detail.
8.2 Production process control
In process control the underlying assumption is that the product (quality) 
parameters are determined by the process settings and the ambient variables. 
Furthermore, it is assumed that information about both process settings and ambient 
variables is revealed by process measurements. Consequently, the product parameters 
can be controlled via process measurements. Nowadays, quality control in the 
production process of PET yarn is mainly based on the process measurements: it is 
assumed that if the process measurements are within their critical limits, the process is 
assumed to operate normally and the resulting yarn will meet the desired product 
(thermo-)mechanical and structure properties. The critical process limits are 
established from process measurements during production of products with desired 
properties.
As many process variables are measured during production and every process 
measurement should be controlled, the number of control charts may become too 
large. Furthermore, the process variables are usually highly correlated, which may lead 
to incorrect decisions.5 Multivariate statistical process control (MSPC) can deal with
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highly dimensional data for process control. In order to obtain a highly reduced number 
of variables that are uncorrelated, principal component analysis (PCA) can be used.6 
PCA transforms a highly dimensional process measurement variable space 
(dimensionality is equal to the number of process measurements) into a reduced 
number of new variables without losing relevant information with respect to the 
original process measurement variables. The information in the original process 
measurement data is expressed in two values: Q and T -value. The Q-value represents 
the lack of model fit and the T  is a measure of the variation in the Pm variables within 
the PCA model.7 Using PCA based techniques, all process measurements can be 
controlled in two control charts: Q and T  control charts. If the T -value is outside the 
control limit (Q value within limit), the correlation between the measurement variables 
is constant but the absolute values are different.8 If the Q-value is outside the control 
limit (T  value within limit) the correlations between the measurement variables is 
different.8 Additionally, both deviations can occur at the same time.
Process control is not restricted to deciding whether or not a process is out-of-control; 
process control should also reveal the process measurement variable(s) responsible for 
the out-of-control situation. The above-mentioned PCA model and the Q-value can be 
used to identify the process measurent variable that may be responsible for the out-of­
control situation. If a process measurement variable shows a large contribution to the 
Q-value, the variable is out-of-control. However, one out-of-control variable can mask 
other out-of-control variables (although out-of-control, the variable is judged to be 
under control), particulary those that are highly correlated with this measurement 
variable.9 Therefore, Stork et al. developed the BESI (backward elimination sensor 
identification) algorithm based on PCA models in order to identify the process 
measurement causing the out-of-control situation.9 A drawback of this method is that it 
is difficult to automate this procedure, while chemometric knowledge is necessary to 
interpret the results from this method.
Furthermore, if the number of process measurement variables is large, it becomes more 
difficult to interpret the developed models and detect the process measurement variable 
that causes the out-of-control situation. Therefore, multiblock methods are used, which 
split the large amount of process measurement variables into separate blocks (Pm 
blocks) according to the various stages or sections in a production process. An 
overview of multiblock techniques is given in a paper by Westerhuis etal.1
Multiblock PCA techniques permit interpretation at two levels: the super-level and 
the sub-level. At the super-level, the scores (super scores) summarize the information 
in all the Pm blocks and the super weights reveal the relations between the different Pm 
blocks. At the sub-level, the same information is revealed for the individual blocks 
(scores summarize block information and loadings reveal the relation between the 
original block variables). At the super-level, a process disturbance is revealed and at 
the sub-level the process stage responsible for the process disturbance is revealed.
The above methods can be used to detect the process measurement that is out-of­
control. However, a disturbance in the process measurements may be caused by a 
disturbance in the process analyzers (e.g. contamination, breakdown) or by 
disturbances in the PET yarn production process (e.g. temperature change, other feed 
material). Usually, the former will result in yarns with desired quality specifications, 
whereas in most cases the latter will result in yarns with quality deviations. Therefore,
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an additional check is necessary to discriminate between the two types o f disturbance 
and decide whether the process analyzer or the process needs to be adjusted. To this 
end, the Raman process analyzer (Chapters 5 and 7) or the reference method can be 
used as a validity check.
8.3 Product quality control
The (thermo-)mechanical and structure properties (product parameters) o f the 
produced PET yarns are determined in a quality control laboratory by certified 
methods that determine the product parameters with a high degree o f accuracy. This 
involves transportation, stabilization and the performance o f the actual measurement, 
which may be very time-consuming. Consequently, not all end-products can be verified 
for the quality parameters. Only a small fraction o f the produced yarns is verified for 
the product parameters. I f  the product parameters differ significantly from the desired 
parameters, the process settings should be adjusted in order to produce products with 
the desired properties (feedback control).
The large time-gap between production and quality control makes measurement o f 
product parameters by the reference methods unsuitable for feedback control. Usually, 
feedback control needs fast measurements for product parameter determination, 
dependent on the dynamics o f the process. Two faster methods for determining the 
product properties o f PET yarns are a) statistical models based on process 
measurements; and b) statistical models based on vibrational spectra (Chapters 5 
and 7).
Firstly, the statistical models based on process measurements are considered. The 
product parameters are largely determined by the process settings and ambient 
variables. As the process settings and ambient variables are revealed in the process 
measurements, the process measurements can be utilized to estimate the product 
parameters; Pq = g ( Pm). I f  no physical model between the process measurements and
the product parameters is available or can be derived, statistical modeling techniques 
such as principal component regression (PCR), partial least squares (PLS) regression 
and artificial neural networks (ANN) can be used for modeling. Using these 
techniques, the product properties become available right after production via the 
process measurements. In addition to the multiblock PCA methods, multiblock PLS 
(MBPLS) methods have been developed. In MBPLS, the Pm block information is 
summarized in the block scores and the super scores, which can be interpreted as in 
MBPCA. Furthermore, the super scores in MBPLS are utilized to predict the product 
parameters.10
From previous studies it is known that the yarn properties are determined by the 
process settings.3,4,11 These studies were performed on yarns produced in a large yarn- 
spinning experiment in which the process settings were varied over a wide range 
according to a full factorial experimental design. However, the product parameters also 
depend on the variation in the ambient variables. In the above-mentioned studies these 
variables were neglected because the ambient variable variations are small compared to 
the range o f process setting changes. Usually, however, in a production process the 
variations in process settings are small and the ambient variables cannot be neglected. 
Consequently, both variables (process settings and ambient variables) determine the
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product parameters. Since the process measurements include both process setting and 
ambient variable information, they can be utilized to predict the yarn properties.
However, there are some problems related to statistical models based on process 
measurements. If a process setting or ambient variable changes, which is not revealed 
by the process measurements but influences the product parameters, this change will 
not be detected by the statistical model. Consequently, wrong product parameter 
predictions will be made. Furthermore, if a process analyzer fails (breaks down) 
resulting in a wrong response, wrong property predictions will be made on the basis of 
this response. Therefore, an additional check of this model is necessary. Firstly, the 
residuals in the process measurement variables, after application of the statistical 
model, can give an indication of a sensor failure (section 8.2). Secondly, the statistical 
model’s predictions can be verified by the certified reference methods. Thirdly, the 
model’s predictions can be compared with the prediction made by models based on 
Raman spectra.
Secondly, statistical models based on vibrational spectra are considered. Recently, it 
has become possible to measure the yarns properties off-line and on-line by Raman 
spectroscopy in combination with statistical modeling techniques (Chapters 5 and 7). 
The product parameters can be determined from only one Raman spectrum. This 
makes it possible to predict the yarn properties very fast and with a high degree of 
accuracy. However, there are some problems related to Raman process analyzers. 
Chapter 1 mentions various reasons why the response of a Raman spectrophotometer 
may change. This includes instrumental, environmental, and sample changes. Changes 
in response may lead to wrong model predictions. Therefore, robust analyzers are 
important for proper quality control. A strategy to construct robust process analyzers 
has been introduced in Chapter 7. However, there may be changes that were not 
included during the development of the process analyzer. Thus, an additional check for 
testing the model's validity is necessary for process analyzers based on Raman spectra. 
To this end, the predictions of the statistical model based on the process measurements 
and the certified reference method can serve as a check for the Raman process 
analyzer.
Further study is necessary to make a proper choice of the above-mentioned 
possibilities for product quality control (QC laboratory, statistical models based on 
process measurements or statistical models based on Raman spectroscopy). Some 
factors that influence the choice of method(s) are the effort needed for method 
development and maintenance, cost of analysis, process dynamics and the 
corresponding sampling frequency (allowed measurement time), and desired 
accuracy/precision of quality control parameters.12
8.4 Feedback to production process
Once the product parameters are available either using the Raman analyzer or 
the process measurement model, they can be compared to the target values. If the 
product parameters differ significantly from their target values the process settings 
need to be adjusted in order to make products with the desired quality specifications 
(feedback control). In PET yarn production processes, feedback control is usually 
performed by a process expert/operator who is familiar with the process or
Future prospects of chemometrics in yarn production processes 151
automatically (e.g. relative viscosity of polymer melt is automatically adjusted in 
extruder). Alternatively, PCA-based methods can be used to reveal the process variable 
contributing to the out-of-control situation (section 8.2). However, these methods 
have some disadvantages, including masking of out-of-control variables and 
interpretation of the results.
Apart from the standard methods based on theoretical models,1 new techniques have 
become available for feedback control. Intelligent control is one group of techniques 
that use ideas from artificial intelligence like knowledge-based systems, neural 
networks and fuzzy logic.13 Another group of techniques is based on inversion of 
multivariate statistical models like principal component and partial least squares 
regression. In the next sections some of these techniques for feedback control are 
discussed: inversion of statistical models, knowledge-based systems and artificial 
neural networks.
8.4.1 Inversion of physical or statistical models
Usually, a statistical model is used to predict the dependent variables from a set 
of independent variables. However, the inverse direction is also possible: find the 
independent variable values that lead to a certain dependent variable value. This 
information from model inversion can be utilized as information for process 
adjustments by the process operator or process controller; derive process a setting 
combination that leads to the desired product parameters.
Jaeckle and MacGregor published on a methodology for finding a region of operating 
conditions (process settings) within which one should be able to produce a product 
having a specified set of quality characteristics (Pq).14 The methodology is based on 
inversion of multivariate statistical models such as principal component regression 
(PCR) and partial least squares (PLS) regression. Using this model inversion 
technique, the new process settings that lead to the desired product parameters follow 
the same covariance structure as the past process settings. For applications in which 
the number of latent variables minus the number of product parameters is greater than 
one, the model inversion will result in regions of possible process settings that lead to 
the desired product parameters. Process operators will have to select one process 
setting combination from the region of possible process settings.
In a paper by Piovoso etal. a multivariate statistical method for controller design is 
proposed.15 In this paper two types of process variables are distinguished: exogenous 
variables which are measurements on the process (Pm), and manipulated variables 
which can be set to a certain value by the controller (Ps). They monitored the process 
by analyzing the scores obtained from a PCA model applied to the process 
measurements and the process setting variables. It should be noted that during 
construction of the dataset, which is utilized for calculating the PCA model, only the 
process setting variables are changed according to an experimental design and the 
measurement variables change due to these process setting changes. After calculating 
the model, the scores of the current state (current process measurements and process 
settings) are calculated using this model and the calculated scores are compared to 
normal operating scores. If the scores are significantly different from the scores
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obtained during normal operating conditions, a control action is proposed in the score 
space in order to obtain the desired score values (usually center of score space). 
Subsequently, this control action is translated to a control action in the process 
settings. This translation is based on the relationship between the process 
measurements, the process settings and the desired product parameter values.
As mentioned by Chen etal., a disadvantage of this method is that it does not cover 
the problems caused by multiple operation (different operators may adjust the process 
settings differently to achieve the same quality control objective, which results in 
different correlation structures among the variables) and problems caused by ambient 
variables (Ap) that may influence the product properties.16 Therefore, they modified the 
above-mentioned PCR controller into a method that incorporates constraints aimed at 
maintaining the correlation structure among the variables and accounts for unmeasured 
disturbances. Further study is necessary to develop methods that, besides minimizing 
the difference between target and actual product parameters, minimize the optimization 
path. This implies that the amount of process adjustments and the effort of making the 
process setting adjustments is minimized. Some process settings are easier adjustable 
and faster stabilized than others.
In the above studies, model inversion is applied to linear models (PCA and PLS). 
However, model inversion becomes difficult for complex (nonlinear) models, such as 
relations based on artificial neural networks. De Weijer et al. published about the 
inversion of artificial neural networks using genetic algorithms.17 The neural networks 
were utilized to predict poly(ethylene terephthalate) (PET) yarn properties from the 
process settings in a melt-spinning process. They applied a genetic algorithm to find 
the melt-spinning process settings that result in PET yarns with desired product 
properties. During the optimization, the above neural network model is used to predict 
the yarn properties from the process settings, process measurements and ambient 
variables.17 The model inversions are guided by the difference between target product 
properties and the actual product properties. In this application, a global optimization 
method is used because the search space contains many local optimal solutions 
(different process settings leading to similar products). Usually, however, only small 
process changes occur and the search for the process setting adjustments to produce 
the desired end-product is localized. In such a situation, local search strategies such as 
(modified) simplex optimization and steepest descent can be used. In order to 
determine the actual yarn properties, statistical models based on Raman spectroscopy 
can be used.
A drawback of the above methods is that model inversion is impossible if something 
varies in the process (process settings or ambient variables) and influences the yarn 
properties but is not detected by the process measurements. In such a situation, the 
control charts of the process measurements do not reveal any problem whereas the 
product properties predicted by Raman are out-of-specification (assuming that Raman 
predictions are correct). In such a situation, these statistical models cannot be used to 
find proper process parameter adjustments because the calculated relation between 
process measurements and settings is no longer valid. Consequently, an alternative 
approach should be utilized. An alternative approach to perform process feedback 
control is by using knowledge-based systems.
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8.4.2 Knowledge-based systems
Knowledge-based systems are computer programs that help to make decisions 
that otherwise would have to be made by an expert.18 The knowledge in an 
knowledge-based system is gathered from experts, physical models,3,4 statistical 
models,16 and during utilization of the knowledge-based system. Examples of 
knowledge-based systems applied in feedback process control can be found in a book 
by White etal.13
The knowledge-based system uses heuristic reasoning to propose process adjustments 
that will lead to products having the desired quality characteristics. The proposed 
process adjustments by the knowledge-based system are guided by:
• Difference between actual product parameter values and target values.
• Product parameter that deviates from the target value.
• Relations (statistical and physical models) between process settings and product 
parameters.
• Ease of performing a certain process parameter adjustment.
• The time between the actual process parameter adjustment and the stabilized 
change in the product parameters. Some process changes propagate and stabilize 
fast in the process (e.g. draw ratio) and other changes need a long stabilization time 
(e.g. relative viscosity).
• Actions performed in the past. A knowledge-based system can learn from decisions 
made in the past. If  the actions proposed by the knowledge-based system are 
incorrect (desired end-product parameters are not established), the system should 
learn from these wrong proposals.
Generally, knowledge-based systems have some disadvantages: they are difficult to 
build and validation is difficult. For the above knowledge-based system, validation is 
no problem; the product parameter changes resulting from the proposed changes can 
immediately be evaluated by Raman spectroscopy. Accordingly, the knowledge-based 
system can learn during operation: if a wrong proposal is given by the knowledge- 
based system, the system can include this information into its knowledge base. A major 
advantage of knowledge-based systems over statistical models is that the knowledge 
gathered in the knowledge base is easy to interpret, whereas the statistical models are 
more difficult to interpret. This makes it easier to add new knowledge to the 
knowledge base.
As mentioned before, knowledge-based systems are not restricted to the knowledge of 
an expert, they can also utilize all the tools that are available for the expert to make 
decisions about process adjustments. This includes physical and statistical models 
based on process settings, process measurements, Raman spectroscopy, and even other 
knowledge-based systems. As a result, it is possible that the knowledge-based system 
gathers all the information available in the process (process settings, process 
measurements, and product parameters) and asks the user for the information needed 
to make correct decisions (e.g. perform Raman measurement or perform product 
quality parameter estimation using the reference method in order to validate the 
statistical models). The knowledge-based system should be able to analyze the 
situation from the process information given, make decisions for an appropriate 
process adjustment, and continuously learn from the decisions.
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8.4.3 Artificial neural networks
Recently, there has been a strong interest in using neural networks in industrial 
processes. The attractiveness of artificial neural networks is that they are capable in 
modeling complex nonlinear relationships from examples. Ohba et al. presented a 
neural network controller for a multivariate system (MIMO system = multiple input/ 
multiple output system).19 They applied the neural network controller to find the 
adjustments in electric heaters (Ps) that lead to the desired temperature changes (Pm) in 
an anthracene crystal growth process. In this application a nonlinear model is 
calculated between the process temperature (input for neural network) and process 
settings (output for neural network). Other examples of inverse-model controllers can 
be found in a book by White etal.1
8.5 Conclusions
In a production process a large amount of information is available. In this 
chapter various chemometric methods have been introduced in order to extract 
relevant information from the process data for quality control, process control, and 
feedback control.
I believe that the utilization of knowledge-based systems in combination with statistical 
models based on Raman spectroscopy is very promising in yarn production processes. 
The knowledge-based system should collect all the process information (process 
settings, process measurements, and product parameters) and derive conclusions from 
this information, using chemometric techniques such as statistical models based on 
process data (e.g. PCR controllers, multivariate control charts, multiblock methods, 
multivariate modeling techniques), and local and global optimization techniques.
Further study of knowledge-based systems is needed to realize intelligent process 
control and feedback. This includes studies on the choice and combination of the 
different chemometric techniques in a knowledge-based system. Another subject of 
further study is the application area of the knowledge-based systems. A knowledge- 
based system can be applied in the entire production process or in individual process 
stages (e.g. extruder, spinning stage, or drawing stage). Once developed for individual 
process stages, the knowledge-based systems can be combined into one large 
knowledge-based system that will facilitate interpretation and maintenance of the 
individual components in the knowledge-based system.
However, a fully automated knowledge-based system is probably too ambitious. The 
knowledge of a process operator may not be neglected. This knowledge can serve as 
supervision over the knowledge-based system. Therefore, the knowledge-based system 
can serve as a tool for the process operator but the final decision is performed by the 
operator.
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S u m m a r y
One of the important achievements of chemometrics is the development and 
application of multivariate calibration techniques that can extract relevant information 
from data containing many and highly correlated variables. This includes multivariate 
modeling techniques such as partial least squares regression (PLS) and principal 
component regression (PCR). Although applicable to different types of data, 
multivariate calibration models are usually employed for data obtained from vibrational 
spectroscopic techniques such as Raman and near infrared (NIR) spectroscopy.
Before utilization, the multivariate model needs to be calibrated from examples. To 
this end, the vibrational spectra and the reference values of calibration samples are 
measured. During calibration, a minimal difference between the model’s predictions 
and the values determined by the reference method is aimed at. Usually, however, less 
attention is paid to other model performance criteria such as precision, selectivity and 
robustness.
This thesis focuses on the robustness of multivariate calibration models in vibrational 
spectroscopic applications. This implies that the predictions performed by the 
calibration model are not influenced by external variations such as variations in 
instrumentation, environmental variations, and variations in the chemical or physical 
sample properties. The robustness of a calibration model can be enhanced by 
processing the spectral data before modeling and prediction, the use of robust 
multivariate calibration techniques, and the implicit inclusion of the external factors in 
the calibration model. The main goal of the research presented in this thesis is to 
enhance the model’s selectivity for the sample property to be predicted and to decrease 
the influence for any effect not related to this property by preprocessing of the 
spectroscopic data before they are utilized for modeling and prediction.
Chapter two gives a general introduction on the development, maintenance and 
transfer of multivariate calibration models in vibrational spectroscopic application. 
Two different categories can be distinguished in transferring a multivariate calibration 
model: 1) improvement of the robustness of the calibration model by data 
preprocessing; and 2) adaptation of the calibration model by e.g. direct standardization 
(DS). Both categories are outlined and discussed in Chapter two.
In Chapter three, techniques from both categories (data preprocessing and DS) are 
applied in the determination of the component concentrations in ternary mixtures of 
methanol, ethanol, and 1-propanol by NIR spectroscopy. It has been found that the 
prediction results of data preprocessing (variable selection in combination with 
derivatives) are comparable to the prediction results obtained by direct standardization 
when the models are transferred over three different NIR instruments. Although the 
prediction results are similar, the advantage of data preprocessing over direct 
standardization is that the former does not need measurement of exactly the same 
sample subset on both instruments.
Robust variable selection
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In Chapter three, it has been shown that variable selection can enhance the 
model’s robustness. In the application discussed in this chapter, the spectral differences 
caused by instrumental differences can be clearly distinguished. Frequently, however, 
this is not possible and alternative methods need to be utilized for variable selection. In 
Chapter four, a new variable selection technique is developed to reduce the model’s 
prediction error and, simultaneously, to enhance the model’s robustness. This variable 
selection technique is based on simulated annealing (SA). In the study presented in this 
chapter, robust variable selection has been applied to develop a calibration model for 
the determination of the water content in tablets using NIR spectroscopy. The goal of 
this study was to develop a calibration model that can be used on two different NIR 
instruments. It has been found that robust variable selection enhances the model’s 
robustness with respect to instrumental changes and also improves the predictive 
ability of the model. Robust variable selection has been compared with direct 
standardization. The results of robust variable selection have been found to be slightly 
better.
In Chapter five, robust variable selection has been applied to a calibration model 
that is used to predict the shrinkage after heat treatment of poly(ethylene terephthalate) 
(PET) yarns from Raman spectra measured both off-line and on-line. Off-line and on­
line Raman measurements differ from each other with respect to the ambient conditions 
and physical sample properties. It has been found that it is possible to develop a 
calibration model for both on-line and off-line Raman measurements.
In Chapter six, calibration models based on robust variable selection have been used 
for two different NIR spectroscopic applications in order to make the model’s 
prediction insensitive to sample temperature variations; a) component concentration in 
ternary mixtures of ethanol, water and iso-propanol; and b) density of heavy oil 
products. As sample temperature is the only parameter that is varied in this study, 
interpretation of the selected and rejected variables is easier. It has been found that 
robust variable selection can eliminate spectral effects caused by temperature variations 
and, consequently, enhance the model robustness against sample temperature changes.
Strategy for constructing robust multivariate calibration models
The studies presented in Chapters three to six show found that data 
preprocessing, including robust variable selection, can enhance the model’s robustness 
with respect to instrumental, environmental, and sample property variations. However, 
it is difficult to select the best data preprocessing technique for model robustness 
enhancement. In multivariate calibrations usually a minimal residual error in the 
model’s predictions is aimed at by using different preprocessing techniques while less 
attention is paid to the model’s robustness.
In Chapter seven, a strategy has been proposed for selecting a multivariate 
calibration model which possesses a small prediction error and, simultaneously, is less 
sensitive to variations in external factors. The strategy has been applied to calibration 
models, using different preprocessing techniques, utilized to predict the PET yarn 
density from its Raman spectrum. The strategy includes a ruggedness test in order to 
determine the external factors that have a significant effect on the model’s predictions. 
The external factors under study are laser power, ambient temperature, and laser 
frequency. It has been found that if the model using no preprocessing is utilized, the 
model’s predictions are sensitive to variations in ambient temperature and laser power.
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However, if robust variable selection in combination with normalization is used as data 
preprocessing, the model is insensitive to variations in laser power and ambient 
temperature.
Future prospects
During the production of PET yarns, a large amount of process information 
becomes available. Chapter eight discusses chemometric techniques that transform the 
process information into relevant information. This information can be used for process 
control, quality control, and feedback control.
S a m e n v a t t i n g
Eén van de belangrijkste chemometrische successen is de ontwikkeling en 
toepassing van multivariate calibratie technieken. Deze technieken kunnen relevante 
informatie extraheren uit vele variabelen die gecorreleerd zijn. Ze omvatten 
multivariate technieken zoals partial least squares (PLS) en principale componenten 
regressie (PCR). Hoewel ze toegepast kunnen worden op verschillende soorten data, 
worden multivariate calibratie modellen meestal gebruikt voor spectroscopische 
technieken zoals Raman- en nabij infrarood (NIR) spectroscopie.
Voordat de modellen gebruikt kunnen worden, moeten ze eerst gecalibreerd 
worden. Hiervoor worden de spectra en de referentiewaarden van calibratiemonsters 
gemeten. Tijdens de calibratie heeft men als doel om het verschil tussen de 
modelvoorspellingen en de waarden, bepaald met de referentie methode, te 
minimaliseren. Gewoonlijk wordt er tijdens het calibreren minder aandacht besteed aan 
andere kwaliteitscriteria zoals precisie, selectiviteit en robuustheid.
Dit proefschrift richt zich voornamelijk op de robuustheid van multivariate calibratie 
modellen in spectroscopische toepassingen. Dit houdt in dat de modelvoorspellingen 
niet beïnvloed worden door externe variaties zoals veranderingen in instrumentatie, 
omgeving, fysische en chemische eigenschappen van het monster. De robuustheid kan 
worden vergroot door: de spectroscopische data te bewerken, voordat deze gebruikt 
wordt voor modeleren en voorspellen; het gebruik van robuuste multivariate calibratie 
technieken; en het impliciet opnemen van de externe factoren in het calibratie model. 
Het belangrijkste doel van het onderzoek in dit proefschrift is om de selectiviteit van 
het model voor de te voorspellen eigenschap te vergroten door de spectroscopische 
data te bewerken vóórdat deze gebruikt wordt voor modeleren en voorspellen. 
Bovendien moet dit de gevoeligheid voor effecten, die niet gerelateerd zijn aan deze 
eigenschap, verlagen.
Hoofdstuk twee bevat een algemene introductie over de ontwikkeling, onderhoud 
en overdraagbaarheid van multivariate calibratie modellen in spectroscopische 
toepassingen. Twee verschillende categorieën kunnen worden onderscheiden bij het 
overdragen van een calibratie model: 1) verhogen van de robuustheid van het model 
door datavoorbewerking; en 2) aanpassing van het calibratie model door bijvoorbeeld 
direct standaardisatie (DS). Beide categorieën worden beschreven en vergeleken in 
hoofdstuk twee.
In hoofdstuk drie worden technieken uit beide categorieën (datavoorbewerking en 
DS) toegepast in de bepaling van de component concentraties in ternaire mengsels van 
methanol, ethanol en 1-propanol m.b.v. NIR spectroscopie. De voorspellingsresultaten 
verkregen met datavoorbewerking (variabele selectie en spectrale afgeleiden) zijn 
vergelijkbaar met de voorspellingsresultaten verkregen met direct standaardisatie 
wanneer een model wordt overgedragen tussen drie verschillende NIR instrumenten. 
Het voordeel van datavoorbewerking ten opzichte van direct standaardisatie is, dat het 
bij datavoorbewerking niet noodzakelijk is om dezelfde monsterset door te meten op 
de verschillende instrumenten.
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Robuuste variabele selectie.
In hoofdstuk drie is aangetoond dat variabele selectie de robuustheid van een model 
kan vergroten. In de toepassing die behandeld wordt in dit hoofdstuk, zijn de spectrale 
verschillen veroorzaakt door instrumentale verschillen, duidelijk te onderscheiden. 
Vaak is dit duidelijk onderscheid niet mogelijk en zullen andere technieken gebruikt 
moeten worden voor de selectie van variabelen. In hoofdstuk vier is een nieuwe 
variabele selectie techniek ontwikkeld om de voorspellingsfout van het model te 
verkleinen en gelijktijdig de robuustheid van het model te vergroten. Deze variabele 
selectie techniek is gebaseerd op simulated annealing (SA). In dit hoofdstuk is robuust 
variabele selectie toegepast om een model te ontwikkelen voor de bepaling van het 
watergehalte in tabletten met behulp van NIR spectroscopie. Het doel van deze studie 
was om een model te ontwikkelen dat gebruikt kan worden op twee verschillende NIR 
instrumenten. Met behulp van variabele selectie is het mogelijk om de robuustheid voor 
instrumentele veranderingen te vergroten en bovendien het voorspellend vermogen van 
het model te verbeteren. Robuust variabele selectie is vergeleken met direct 
standaardisatie. De resultaten van robuust variabele selectie zijn iets beter dan de 
resultaten van direct standaardisatie.
In hoofdstuk vijf is variabele selectie toegepast op een calibratiemodel dat wordt 
gebruikt om de krimp van poly(ethyleen terephthalaat) (PET) garen na 
warmtebehandeling te voorspellen vanuit Raman spectra die zowel off-line als on-line 
zijn gemeten. Off-line en on-line Raman metingen verschillen van elkaar in omgeving 
condities en de fysische eigenschappen van het garen. Het is mogelijk om een model te 
ontwikkelen dat zowel gebruikt kan worden voor on-line èn off-line Raman metingen.
In hoofdstuk zes zijn calibratie modellen gemaakt op basis van robuust variabele 
selectie voor twee NIR spectroscopische toepassingen: 1) component concentraties in 
ternaire mengsels van ethanol, water en iso-propanol; en 2) dichtheidsbepaling van 
olieproducten. Het doel in beide toepassingen is om de modelvoorspellingen 
ongevoelig te maken voor temperatuurvariaties. Interpretatie van de variabele 
selectieresultaten worden vergemakkelijkt doordat de temperatuur van het monster de 
enige externe variabele is die niet constant is. Robuust variabele selectie is in staat om 
de spectrale effecten, veroorzaakt door temperatuurvariaties, te elimineren en als 
gevolg daarvan de robuustheid voor temperatuursveranderingen van het monster te 
verbeteren.
Strategie om robuuste modellen te construeren.
De studies in de hoofdstukken drie t/m zes hebben aangetoond dat 
datavoorbewerking de modelrobuustheid tegen instrumentele veranderingen, 
omgevingsveranderingen en veranderingen in monstereigenschappen kan vergroten. 
Het is erg moeilijk om de juiste datavoorbewerking te selecteren voor het verbeteren 
van de robuustheid. Normaal wordt er tijdens de calibratie van het model gestreefd 
naar een minimale restfout in de voorspellingen van het model door verschillende 
datavoorbewerkingen te gebruiken en wordt er minder aandacht besteed aan de 
robuustheid van het model.
In hoofdstuk zeven wordt een strategie behandeld voor het selecteren van een 
multivariaat calibratie model dat een kleine voorspellingsfout bezit en gelijktijdig 
minder gevoelig is voor variaties in externe factoren. Deze strategie is toegepast op 
modellen met verschillende datavoorbewerkingen voor het bepalen van de dichtheid
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van PET garens uit het Raman spectrum. De strategie bevat ondermeer een 
ruggedness-test om de externe factoren te bepalen. Deze factoren hebben een 
significante invloed op de voorspellingen van het model. De bestudeerde factoren zijn: 
laservermogen, omgevingstemperatuur en de laserfrequentie. Wanneer geen 
datavoorbewerking gebruikt wordt dan blijken de modelvoorspellingen gevoelig te zijn 
voor omgevingstemperatuur en laservermogen. Wanneer robuust variabele selectie 
gebruikt wordt in combinatie met normalisatie dan is het model ongevoelig voor deze 
externe factoren.
Toekomstverwachtingen.
Tijdens de productie van poly(ethyleen terephthalaat) garens komt er veel 
procesinformatie beschikbaar. In hoofdstuk acht worden chemometrische technieken 
behandeld, die deze informatie transformeren naar bruikbare informatie. De informatie 
kan gebruikt worden voor procescontrole, kwaliteitscontrole en terugkoppeling naar 
het proces.
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