The performance of a model predictive controller depends on the quality of the plant model that is available. Often parameters in a Run-of-Mine (ROM) ore milling circuit are uncertain and inaccurate parameter estimation leads to a mismatch between the model and the actual plant. Although model-plant mismatch is inevitable, timely detection of significant mismatch is desirable in order to prevent deteriorated control performance. This paper presents a simulation study of the detection of mismatch in the parameters of a ROM ore milling circuit model using a partial correlation analysis approach. The location of the mismatch in the MIMO model matrix is correctly detected.
INTRODUCTION
Grinding mill circuits are still predominantly controlled using single-loop PI(D) controllers (Wei and Craig (2009) ) despite the significant advances that a technology such as model predictive control (MPC) has made in the process industries (Qin and Bagwell (2003) ). Perhaps one of the reasons for this is the fact that the dynamics of milling circuits can change significantly over time leading to deteriorating controller performance. A technology that may aid the introduction of advanced control in grinding mill circuits is model-plant mismatch detection (see e.g. Badwe et al. (2009) ), as described in this paper.
Once significant mismatch has been detected, the process control engineer can decide to re-identify the particular part of the plant model that contains significant mismatch. The controller can then be redesigned. These steps could be performed on-line. This paper describes a simulation study of the application of a model-plant mismatch detection strategy described in Badwe et al. (2009) , to a ROM ore milling circuit under MPC control. The milling circuit model used is a linear time-invariant (LTI) approximation of a fundamental milling circuit model described in Coetzee et al. (2010) . Model-plant mismatch, motivated from industrial experiments (Craig and MacLeod (1995) ), is introduced in the model and its location in the multivariable matrix model is correctly detected.
MILLING CIRCUIT MODEL
Gold-bearing ore is fed to the milling circuit at about 100 tons/hour. The ore is ground down to product with a particle size of 80% smaller than 75 µm (P 80 = 75µm). A hydrocyclone is used in closed circuit with the mill to separate the product from the out-of-specification material. The gold is then extracted through a leaching process downstream.
The feed to the mill (see Fig. 1 ) is constituted of the underflow of the cyclone, feed ore, water and steel balls. Steel balls are usually added in discrete quantities by the operator but in this study it will be treated as a continuous variable. The mill discharges the ground slurry into a sump through an end-discharge grate. The slurry is diluted with water in the sump and pumped to the hydrocyclone for classification. The product of the milling circuit is the overflow of the hydrocyclone.
The controlled variables in the milling circuit are the product particle size (PSE), the fraction of the mill volume filled with material (LOAD), and the volume of slurry in the sump (SLEV). The manipulated variables are the feedrate of solids into the mill (MFS), the feed-rate of water into the mill (MIW), the feed-rate of steel balls into the mill (MFB), the flow-rate of water into the sump (SFW), and the flow-rate of slurry into the cyclone (CFF). The operating point of the milling circuit and constraints on the variables are given in Table 1 . 
Non-linear mill model
The milling circuit model consists of separate modules for the feeder, mill, sump and hydrocyclone. A full description of the models for each module can be found in Coetzee et al. (2010) . Here details are only provided for the mill model that contains the parameters to be perturbed. These perturbations are later detected by the parameter mismatch detection algorithm.
The mill module is capable of modeling various mill types e.g. rod, ball, SAG (semi-autogenous grinding) and AG (autogenous grinding) mills. The model adds the effects of mill power and slurry rheology (as described by Shi and Napier-Munn (2002) ) to the breakage and power functions.
One of the common parameter mismatches that occur in the milling circuit relates to the hardness of the ore in the feed stream. This has an effect on the power needed by the mill to produce a ton of fine ore. This parameter is represented as φ f and is contained in the equation that describes the amount of fines produced by the mill. 
The parameters contained in the equation are listed in Table 2 . The amount of fines produced in the mill has an effect on the holdup of fine ore in the mill (X f m ) as
where V f i is the volumetric flow rate (in [
hour ]) of fines into the mill and V f o is the volumetric flow rate of fines that leave the mill. The holdup of fines in the mill has a direct effect on the mill load as the mill load is calculated as the sum of the holdups of all the material in the mill. These are the holdup of water, ore, rock, and steel balls in the mill.
A change in the hardness of ore entering the mill would therefore be seen as a direct change in the mill load.
Linearized milling circuit model
The milling circuit is controlled by a linear model predictive controller. The controller requires a linear model of the plant that is obtained through applying a standard system identification (SID) procedure as described by Ljung (1987) , to the milling circuit model described by Coetzee et al. (2010) .
Step tests were performed around the operating point of the milling circuit. Operating data for 60 hours were collected and models were fitted for all 9 elements of the transfer function matrix. The final model for control is then given by:
where g 1j is in the form
( 5) with k 11 = −2.4 × 10 −4 , k 12 = −5.99 × 10 −4 , k 13 = 1.45 × 10 −3 ; α 11 = 0.5882, α 12 = 1.353, α 13 = 2.216 ; and θ 11 = 0.0111, θ 12 = 0.0639, θ 13 = 0.0111.
The other 6 transfer functions are in the form
with g 21 = 7.15 × 10 −4 , g 22 = 7.22 × 10 −3 , g 23 = −1.39 × 10 −3 , g 31 = −0.60, g 32 = 0.0097, and g 33 = 0.774. The models were derived in time units of hours with sampling time of 10 seconds.
The model does not contain reference to the manipulated variables MIW and MFB. In this study the value of MFB is kept constant at its nominal value (as reported in Table 2 ). The value of MIW is derived from the value of MFS through a constant water to solids ratio into the mill as discussed by Coetzee (2009) .
CONTROLLER DESIGN
The controller for the milling circuit is a linear model predictive controller based on the linearized plant model discussed in the previous section. At each sampling instant the objective of the controller is to minimize some scalar performance index
where x : R → R nx is the state trajectory, u : R → R nu is the control trajectory, x 0 is the initial state and θ c (x, u) is the constraint vector. The solution to the optimization problem provides a set of optimal control moves, the first of which is implemented and the optimization problem is again solved at the next sampling instant.
At each sampling instant the controller calculates the required values for the manipulated variables CFF, SFW and MFS. It was however mentioned in section 2 that MIW and MFB are also manipulated variables. In this work the value for MFB is kept constant at its nominal value of 2 tons/hour. The value of MIW is calculated from a constant water to solids ratio for feed into the mill as discussed in Coetzee (2009) . The controller uses a prediction horizon of 20 and a control horizon of 5. The constraints imposed by the controller, as well as the weights given to each controlled and manipulated variable are as shown in Table 1 . The Model Predictive Control toolbox in MATLAB (Bemporad et al. (2004) ) is then used to define the controller.
The simulation results in Fig. 2 show the nominal operation (without any parameter mismatch in the plant) of the controller over 5 hours. A set-point change is made for LOAD from 45% to 50% at time 1 hour. This is similar The values of the manipulated variables for nominal operation are shown in Fig. 3 . The constraints on each MV are indicated by dashed lines.
MODEL-PLANT MISMATCH DETECTION
A model-plant mismatch identification technique is applied to the ROM ore milling circuit to detect differences between parameters in the model and the actual plant. Recently Badwe et al. (2009) proposed a method for modelplant mismatch (MPM) detection in MPC applications based on partial correlation analysis between the model residuals and the manipulated variables. Partial correlation analysis helps in detecting hidden correlations as well as inhibiting the detection of spurious correlations.
Consider the closed-loop internal model control (IMC) structure represented in Fig. 4 (from Seborg et al. (2003) ). Fig. 4 . Closed-loop IMC structure
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Here G is a n × m MIMO plant,Ĝ is the model representing G and Q is a multivariable controller. The plant and model outputs are y(k) andŷ(k) respectively, r(k) is the vector of references, u(k) the manipulated variables and v(k) the vector of disturbances.
The residuals (e(k)) are given by:
where (∆ = G −Ĝ) is the mismatch between the plant and the model. Correlation analysis between the signals e(k) and u(k) indicates the amount of mismatch ∆. The following relations are obtained from Fig. 4 :
where S ru and S vu are the input sensitivities from r and v respectively.
At each sampling instant the values of the manipulated variables are calculated based on the difference between the output and the reference vectors. Depending on the interactions in the model and the design of the controller, correlation may exist between manipulated variables. This may lead to the detection of spurious correlation or to the non-detection of hidden correlation between residuals and manipulated variables. This would in turn obscure the correct identification of the location of significant MPM. To overcome this Badwe et al. (2009) proposed the use of partial correlation analysis.
Data for analysis should be chosen from a period of time where there is sufficient set-point excitation. Since models are fitted to the sensitivity functions S ru and S vu , the setpoints should be sufficiently exciting to ensure estimation accuracy. In order to ensure that MPM is not incorrectly identified due to the presence of disturbances, the disturbance free components of the manipulated variables are required. These are the components of the MVs needed to react to set-point changes and not for disturbance rejection. The disturbance free components of the MVs are represented asû r (k) and may be obtained as described by Badwe et al. (2009) .
Next the component of each MV that is uncorrelated with all other MVs is computed. Each MV may be represented asû
where G ui is a model identified between u r i and all the other MVs,ũ r contains all the other MVs except for u i and ui is that component of u i that is uncorrelated with all other MVs. The estimate of ui is then given by:
A similar procedure is applied to calculate the component of each residual that is uncorrelated with all other MVs except u i .
Here G ej is the model identified between residual e j and all other MVs except u i . The estimate for ej is then given byˆ
Non-zero correlation betweenˆ ej andˆ ui indicates the presence of model-plant mismatch in the u i − y j channel. This model-plant mismatch identification technique is applied to the ROM ore milling circuit to detect mismatch between parameters in the model and the actual plant.
MODEL-PLANT MISMATCH DETECTION FOR THE MILLING CIRCUIT
When the parameter φ f , which is an estimate of the hardness of the ore being fed into the mill, is changed from its nominal value to some perturbed value in the plant (G) while the nominal value is maintained in the model (Ĝ), there is a discrepancy between the actual hardness of the ore in the mill and the estimate of the hardness. The hardness of the ore entering the mill is a variable that commonly varies during operation of the milling circuit.
A discussed in section 2, the hardness of the ore entering the mill affects the holdup time of ore in the mill. In the linear model, the holdup time is approximately equal to the time constants in the transfer functions of LOAD/CFF (g 21 ) and LOAD/SFW (g 23 ). It has been shown (Craig and MacLeod (1995) ) that the time constant is given by τ = RC where C is the volume of material inside the mill and R is the inverse of the slurry discharge rate. The relative uncertainties of the time constants in the linearized transfer function has been investigated by Craig and MacLeod (1995) . The relative uncertainty matrix for the time constants in the linearized model was found to be:
With reference to this result the time constants for the transfer functions of LOAD/CFF and LOAD/SFW in the plant model are increased by 30%. The model-plant mismatch detection algorithm is now expected to detect this parameter mismatch in the perturbed transfer functions. In order to ensure sufficient excitation in the generation of these results the reference value for LOAD was changed from 45% to 50% at time 1 hour. The models G ui and G ej determined by the model-plant mismatch detection algorithm were based on the output error (OE) structure. The OE models were both specified with orders equal to 3. Craig and MacLeod (1995) reported the relative uncertainty matrix for the gains in the linearized model to be:
From the relative uncertainty matrix it is noted that a the LOAD/CFF transfer function has a relatively large uncertainty. With reference to this result another simulation run is performed in which the gain of the LOAD/CFF transfer function is perturbed. The gain of g 21 is increased by 50% and the partial correlation plots are shown in Fig. 7 .
From Fig. 7 it is clear that the significant mismatch is correctly identified to be in channel g 21 . For this simulation run a reference change was once again made for the LOAD in order to ensure sufficient excitation. The OE model structure with order 3 was once again used to determine G ui and G ej .
In practice a set-point change for LOAD is not very realistic. This is because the LOAD needs to be maintained at a specific value in order to achieve maximum throughput in the mill. Here the set-point change was made to ensure sufficient excitation in order to employ the model-plant mismatch algorithm.
A power peak-seeking throughput optimizer is sometimes employed (Craig et al. (1992) ) which should ensure sufficient excitation in the LOAD signal. If load setpoint changes are not common, sufficient excitation might result from parameter variations. Otherwise the control engineer may have to introduce setpoint changes in the mill load when model-plant mismatch is suspected in order to generate data for the algorithm. 
