Abstract. A greedy randomized adaptive search procedure (GRASP) is a metaheuristic for combinatorial optimization. In this paper, we describe a GRASP for a matrix decomposition problem arising in the context of tra c assignment in communication satellites. We review basic concepts of GRASP: construction and local search algorithms. The local search phase is based on the use of a new type of neighborhood, de ned by constructive and destructive moves. The implementation of a GRASP for the matrix decomposition problem is described in detail. Extensive computational experiments on literature and randomly generated problems are reported. Moreover, we propose a new procedure Reactive GRASP, in which the basic parameter which de nes the restrictiveness of the candidate list during the construction phase is self-adjusted, according to the quality of the solutions previously found. The approach is robust and does not require calibration e orts. On most of the literature problems considered, the new Reactive GRASP heuristic matches the optimal solution found by an exact column-generation with branch-and-bound algorithm.
In this paper we present a greedy randomized adaptive search procedure (GRASP) for the above problem. Moreover, we extend the basic ideas of GRASP to propose a new procedure Reactive GRASP, whose basic parameter is self-adjusted according to the quality of the solutions found. In Section 2 we give the detailed formulation of the matrix decomposition (or time slot assignment) problem, together with a simple, purely greedy heuristic for its approximate solution. Section 3 describes a greedy randomized adaptive search procedure for the time slot assignment problem. In Section 4, we present computational results on randomly generated and literature problems, illustrating the e ciency of the GRASP approach. In Section 5 we propose a new procedure called Reactive GRASP, in which the restricted candidate list parameter is self-adjusted according to the quality of the solutions found, and we show that it further improves the computational results. Concluding remarks are made in Section 6.
2. Formulation of the Time Slot Assignment Problem. The time slot assignment problem described in the previous section may be viewed as a special case of a scheduling problem under purely disjunctive constraints. Given the tra c matrix T = ft ij g j=1;:::;n i=1;:::;n with m strictly positive entries, it consists in nding a decomposition of T into a sum of q (switching mode) matrices, i.e., T = q X k=1 P k ; meeting the following conditions:
for all k = 1; : : : ; q, P k = fp k ij g j=1;:::;n i=1;:::;n is a switching mode matrix, i.e., it has no more than one nonzero entry in each row or column; for all k = 1; : : : ; q, p k ij > 0 ) p k ij = t ij , 8i = 1; : : : ; n; j = 1; : : : ; n, i.e., there is no preemption and each nonzero entry of the original tra c matrix should appear in one and exactly one of the matrices of the decomposition; and the objective function F(P 1 ; : : : ; P q ) = P k=q k=1 c max (P k ) is minimized, where c max (P k ) = max i=1;:::;n;j=1;:::;n fp k ij g denotes the L 1 norm of matrix P k ; k = 1; : : : ; q. We notice that the total number q of switching mode matrices appearing in the decomposition is not imposed. However, it is also possible to refer to the case where it is xed: just take q equal to any upper bound on the number of matrices appearing in the decomposition (e.g. q = m, the number of nonzero entries in T) and allow some of the matrices P k to be null. This matrix decomposition problem may be formulated as a very large set partitioning problem, see e.g. 1, 14, 19] . Ribeiro et al. 19] used this formulation to exactly solve the problem using a branch-and-bound procedure combined with column generation and a ranking technique. Computational results are reported for literature problems involving tra c matrices with dimensions up to n = 15.
Given a n n switching mode matrix P, a row index i 2 f1; : : : ; ng, and a column index j 2 f1; : : : ; ng, let X(P; i; j) be the following compatibility function: X(P; i; j) = 8 < :
1; if all elements in row i and all elements in column j of matrix P are zero; 0; otherwise.
procedure ConstructGreedySolution(T ) 1 k 1; P 1 0; 2 while there are unselected nonzero entries in the original tra c matrix do 3 if there is at least one yet unselected nonzero entry (i; j) of matrix T such that X(P k ; i; j) = 1 4 then do 5 Let t i j be the largest among all such entries; 6 p k i j t i j ; 7 end then; 8 else do 9 k k + 1; P k 0; 10 end else; 11 Then, if X(P; i; j) = 1 a nonzero entry can be inserted at position (i; j) of mode matrix P without violating the one-element-per-row-and-column restriction. A very simple greedy heuristic for the time slot assignment problem is described in the pseudocode of Figure 2 .1. The procedure takes as input the original tra c matrix T to be decomposed. The decomposition is initialized in line 1. The loop from line 2 to 11 assigns each positive entry of the original tra c matrix T to exactly one of the switching mode matrices P k ; k = 1; : : : ; q in the decomposition. In line 3 we make use of the compatibility function above de ned to examine if there are unassigned positive entries of T compatible with the current switching mode matrix P k being constructed (i.e., which do not violate the one-element-per-row-and-column restriction). If such an entry exists, in line 5 we determine the largest one among all possible candidates and in line 6 we insert it into P k . Otherwise, in case all unassigned entries con ict with P k , a new switching mode matrix is initialized in line 9 to accommodate them. The number q of matrices into which T was decomposed is set at line 12 and the solution S = fP k ; k = 1; : : : ; qg formed by the matrices appearing in the decomposition is returned in line 13.
We now evaluate the complexity of procedure ConstructGreedySolution. First, the m positive entries of T are sorted in non-decreasing order in O(m log m) = O(n 2 log n) time. This is followed by an O(m) scan of the sorted list for each mode matrix in the decomposition, leading to an additional O(qm) = O(qn 2 ) time. Then, the overall complexity amounts to O(n 2 (q + log n)), which is roughly O(qn 2 ) since, in practice, q n. We start the construction of the rst mode matrix by placing the largest nonzero entry t 23 = 60 into P 1 . The next largest entry t 12 = 40 is also compatible with P 1 . Since t 11 = 30 is not compatible with P 1 , we complete its construction by inserting t 31 = 20, which is the largest remaining nonzero entry. We repeat the same steps placing the largest yet unselected entry t 11 = 30 in P 2 , and so on. At the end, we obtain the decomposition T = P 1 + P 2 + P 3 + P 4 , with: The cost of this solution is F(P 1 ; P 2 ; P 3 ; P 4 ) = c max (P 1 ) + c max (P 2 ) + c max (P 3 ) + c max (P 4 ) = 60 + 30 + 15 + 10 = 115: 3. A GRASP for Time Slot Assignment. In this section, we apply the concepts of GRASP to the time slot assignment (or matrix decomposition) problem. A GRASP 6] is an iterative process, where each GRASP iteration consists of two phases: construction and local search. The construction phase builds a feasible solution, whose neighborhood is explored by local search. The best solution over all GRASP iterations is returned as the result.
We summarize below the basic concepts of GRASP, as presented in Resende and Ribeiro 18] . In the construction phase, a feasible solution is built, one element at a time. At each construction iteration, the next element to be added is determined by ordering all elements in a candidate list with respect to a greedy function that estimates the bene t of selecting each element. The probabilistic component of a GRASP is characterized by randomly choosing one of the best candidates in the list, but usually not the top one.
The solutions generated by a GRASP construction are not guaranteed to be locally optimal. Hence, it is almost always bene cial to apply a local search to attempt to improve each constructed solution. A local search algorithm works in an iterative fashion by successively replacing the current solution by a better one from its neighborhood. It terminates when there are no better solutions in the neighborhood. Success for a local search algorithm depends on the suitable choice of a neighborhood structure, e cient neighborhood search techniques, and the starting solution. The GRASP construction phase plays an important role with respect to this last point, since it produces good starting solutions for local search.
GRASP can be seen as a metaheuristic which captures good features of pure greedy algorithms (e.g. fast local search convergence and good quality solutions) and also of random construction procedures (e.g. diversi cation). the seed for the random number generator. We describe in the next subsection how the greedy heuristic procedure Construct GreedySolution presented in Section 2 may be used to yield a randomized greedy algorithm which will constitute the construction phase of a GRASP to the time slot assignment problem.
3.1. Construction Phase. Algorithm ConstructGreedyRandomizedSolution outlined in the pseudo-code of Figure 3 .2 takes as input the original tra c matrix T to be decomposed, the restricted candidate list (RCL) parameter (0 1), and a seed for the pseudo random number generator. The decomposition is initialized in line 1. The loop from line 2 to 12 assigns each positive entry of the original tra c matrix T to exactly one of the switching mode matrices P k ; k = 1; : : : ; q; in the decomposition. In line 3 we examine if there are unassigned positive entries of T compatible with the current switching mode matrix P k being constructed (i.e., which do not violate the one-element-per-row-and-column restriction). If such an entry exists, in line 5 we determine the maximum value t max among all entries satisfying this condition. Next, in line 6 all yet unselected entries (i; j) compatible with the current switching mode matrix P k being constructed whose values t ij are in the range (1 ? )t max ; t max ] are placed in the RCL. A single entry is selected at random from the list in line 7, and in line 8 we insert it into P k . Otherwise, in case all unassigned entries con ict with P k , a new switching mode matrix is initialized in line 11 to accommodate them. The number q of matrices into which T was decomposed is set at line 14 and the solution S = fP k ; k = 1; : : : ; qg formed by the matrices appearing in the decomposition is returned in line 15. 3.2. Local Search. Since the solution produced by the construction phase is not necessarily a local optimum, local search can be applied as an attempt to improve it. The rst step towards the implementation of a local search procedure consists in identifying an appropriate neighborhood de nition. Commonly used neighborhoods, such as pairwise exchanges, are not suitable for the time slot assignment problem, since they usually do not lead to feasible neighbors. To illustrate it, let p k 1 ab and p k 2 cd be two entries to be exchanged, respectively from matrices P k 1 and P k 2 . As in many cases matrices P k 1 and P k 2 will have nonzero entries in most of their rows and columns, neither element t ab will be compatible with P k 2 nor element t cd with matrix P k 1 . Although Dell'Amico, Ma oli, and Trubian 4] have used this kind of neighborhood for a similar problem, they pointed out themselves 13] that, for their version of the time slot assignment problem, many rows and columns do not have any nonzero entry, making it easy to generate a new feasible decomposition through the exchange of pairs procedure ConstructGreedyRandomizedSolution(T , ,seed) 1 k 1; P 1 0; 2 while there are unselected nonzero entries in the original tra c matrix do 3 if there is at least one yet unselected nonzero entry (i; j) of matrix T such that X(P k ; i; j) = 1 4 then do 5 t max maxft ij ; i; j = 1; : : : ; n : t ij > 0 is unselected and X(P k ; i; j) = 1g; 6 RCL f(i; j) : t ij 2 t max (1 ? ); t max ] is unselected and X(P k ; i; j) = 1g; 7 (i ; j ) random(seed; RCL); 8 p k i j t i j ; 9 end then; We propose a new type of neighborhood for this problem. Instead of de ning the neighborhood itself, we describe in Figure 3 .3 the pseudo-code of the local search algorithm used to generate a set of moves which lead to neighbors of the current solution S = fP k ; k = 1; : : : ; qg. The best neighbor S 0 of the current solution S is returned.
Procedure LocalSearch basically makes use of two types of moves. Insertion moves are based on taking each mode matrix P k in the current decomposition with strictly less than n elements in turn, lling up P k as much as possible by adding nonzero entries of the original tra c matrix to it, and recomputing a decomposition by applying the greedy procedure ConstructGreedySolution described in Figure 2 .1 to the remaining nonzero entries of the original tra c matrix. Analogously, elimination moves are based on taking each complete mode matrix in the current decomposition with exactly n nonzero entries in turn, eliminating some of them, and recomputing a decomposition as above.
Insertion moves are generated and evaluated by procedure InsertMoves, which takes as input the original tra c matrix T, the mode matrix P k under investigation for insertion moves, a parameter max permutations which de nes the maximum number of neighbors which will be evaluated, and a seed for the pseudo random number generator. In line 1 we create a list L with all nonzero entries of the tra c matrix T which could be inserted into P k without violating the one-element-per-row-andcolumn restriction with respect to P k . In line 2 we initialize the value of the best neighbor associated with insertion moves from mode matrix P k . Within the loop from line 3 to 21, up to max permutations neighbors of the current decomposition are generated and evaluated. To do so, in line 4 we initialize the new mode matrix P which will replace P k in the neighbor being constructed. Each neighbor is associated procedure LocalSearch(T ,S = fP k ; k = 1; : : : ; qg,max permutations, max eliminations,seed) with a random permutation L 0 of list L, which is computed in line 5. The loop from line 6 to 10 searches list L 0 for nonzero entries compatible with the new mode matrix P under construction. Line 6 is used to initialize the loop. The`-th element (i; j) of list L is identi ed in line 7 and checked for feasibility in line 8. If it does not violate the one-element-per-row-and-column restriction with respect to P, then it is inserted into the latter in line 9. At the end of this loop, a new mode matrix P has been constructed and will be used as the basis for the computation of a neighbor solution. In line 11 we compute the partial tra c matrix T obtained from T by the elimination of the nonzero entries already assigned to P. The greedy algorithm ConstructGreedySolution is applied in line 12 to nd a decomposition S of this partial tra c matrix T into q mode matrices P s ; s = 1; : : : ; q. The neighbor under generation is completed in lines 13-15 by appending matrix P as the (q + 1)-th one in the decomposition. In line 16 we compare the cost of the neighbor S just generated with the value of the best neighbor obtained by insertion moves so far. In case the former is better, we update the best neighbor and the best insertion neighbor value in lines 18 and 19. The best neighbor S k found is returned in line 22.
Example: We illustrate below an example of the generation and evaluation of insertion moves, taking the same tra c matrix T and the decomposition S = fP 1 ; P 2 ; P 3 ; P 4 g obtained with the greedy algorithm, as described in Section 2. The cost of this solution is F(S) = 60 + 30 + 15 + 10 = 115. We consider the neighbors being generated by insertions into The list of elements of the original tra c matrix T compatible with P 4 is L = f(1; 1); (1; 2)g. Only two permutations of L can be constructed: (1; 1)?(1; 2) and (1; 2)?(1; 1). If we consider the rst permutation, only element (1; 1) may be inserted in P 4 and procedure InsertMoves(T ; P k ,max permutations,seed) 1 L f(i; j); i; j = 1; : : : ; n : t ij > 0; p k ij = 0 and X(P k ; i; j) = 1g; 2 best insertion value 1; 3 for r = 1; : : :,max permutations do Elimination moves are generated and evaluated by procedure DeleteMoves, which takes as input the original tra c matrix T, the mode matrix P k under investigation for elimination moves, a parameter max eliminations which de nes the maximum number of neighbors which will be evaluated, and a seed for the pseudo random number generator. In line 1 we create a list L with the n nonzero entries of P k . We initialize in line 2 the value of the best neighbor associated with elimination moves from mode matrix P k . Within the loop from line 3 to 18, max eliminations neighbors of the current decomposition are generated and evaluated. To do so, in line 4 we initialize the new mode matrix P which will replace P k in the neighbor being constructed. We choose an element of L at random in line 5, to be eliminated from the current mode matrix P k in line 6. The new mode matrix P so constructed will be used as the basis for the computation of a neighbor solution. List L is updated in line 7. In line 8 we compute the partial tra c matrix T obtained from T by the elimination of the nonzero entries already assigned to P. The greedy algorithm ConstructGreedySolution is applied in line 9 to nd a decomposition S of this partial tra c matrix T into q mode matrices P s ; s = 1; : : : ; q. The neighbor under generation is completed in lines 10-12 by appending matrix P as the (q + 1)-th one in the decomposition. In line 13 we compare the cost of the neighbor S just generated with the value of the best neighbor obtained by elimination moves so far. In case the former is better, we update the best neighbor and the best elimination neighbor value in lines 15 and 16. The best neighbor S k found is returned in line 19. Example: We present below an example of the generation and evaluation of elimination moves, taking again the same tra c matrix T and the decomposition S = fP 1 ; P 2 ; P 3 ; P 4 g obtained with the greedy algorithm, as described in Section 2. We consider the neighbors being generated by eliminations from corresponding to a worst neighbor with cost 120.
According to the above description and to the pseudo-codes in Figures 3.3, 3 .4, and 3.5, procedure ConstructGreedySolution described in Section 2.1 is applied many times during the neighborhood generation and evaluation. Since it has complexity O(qn 2 ), the overall complexity of nding the best neighbor of the current solution is O(tq 2 n 2 ), where q is the number of mode matrices in the current solution and t = maxfmax permutations; max eliminationsg is an upper bound to the number of neighbors generated from each of them. Since, in practice q n, this amounts to O(tn 4 ). Due to this high computational cost, we implemented procedure LocalSearch as outlined in Figure 3 .3, just as the search for the best neighbor S 0 of the current solution, and not as a complete local search seeking a local optimum which could be attained from S. The correctness of this choice was con rmed by the computational experiments reported in Table 4 .2, in which di erent strategies for the implementation of the local search are compared. The pseudo-code with the complete description of procedure GRASP for TSA for the time slot assignment problem is given in Figure 3 .6.
Experimental Results. In this section, we present experimental results
obtained with a Fortran implementation of the GRASP for time slot assignment GRASP for TSA shown in Figure 3 .6. Randomly generated test problems were used in the rst phase of the computational experiments to set the best strategy for our GRASP. In the second phase, such best strategy is applied to a set of realistic literature problems whose optimal solutions are known. The computational experiments have been conducted on an IBM 9672 model R34 mainframe computer. The code was written in Fortran 77 and compiled with the IBM VS Fortran compiler (version 2, release 5).
procedure GRASP Fig. 3.6 . Pseudo-code of GRASP for time slot assigment 4.1. Random problems. A set of 30 randomly generated test problems was used in the rst phase of the experiments. For each value of n = 15; 18; and 21 we generated 10 test problems. The density of the tra c matrices was taken as 63% (which is also the average density of the literature problems reported and exactly solved by Ribeiro et al. 19] ). The nonzero entries are integers and have been generated according to a uniform distribution between 1 and 800. Throughout the computational experiments with random instances reported in this section, we have always performed 1000 GRASP iterations (i.e. max iterations = 1000).
We rst ran GRASP for TSA with the restricted candidate list parameter = 0:1; 0:3; 0:5, and 0.0 (greedy choice), max permutations equals to the number of elements in the list L, and max eliminations = 1. Statistics of the computational results are displayed in Table 4 .1. For each test problem, this table lists the dimension of the tra c matrix (n), the value of the best solution found (best), the iteration on which the best solution was found (itr), and the computation time in seconds (secs) for the 1000 iterations. Average results for the 10 instances associated with each problem size are also presented.
We observe from the results in Table 4 .1 that smaller values of the RCL parameter seem to lead to better results. For all 30 randomly generated instances, the best solution was almost always found with = 0:1. Also, = 0:3 performed better than = 0:5. Based on these results, we set = 0:1 throughout the additional computational experiments reported below. We also notice that this setting leads to systematically better solutions than those obtained with the greedy choice followed by local search ( = 0:0, last column of Table 4 .1).
To investigate the behavior of the local search procedure, we implemented three versions of it. The rst version reproduces algorithm LocalSearch outlined in Figure 3.3 , in which we only investigate the neighborhood of the solution constructed by procedure ConstructGreedyRandomizedSolution, even if an improving move was found. The second version corresponds to an iterative improvement algorithm, which always moves to the rst found improving neighbor of the current solution. The third implementation is a steepest-descent approach, which examines the whole neighborhood and moves to the best neighbor. These three versions of the local search procedure are referred respectively as BN (for best neighbor of the constructed solution), II (for iterative improvement), and SD (for steepest descent). Computational results comparing the results obtained by these three approaches for the 30 randomly generated instances are presented in Table 4 .2. For each test problem, and for each of these three versions, this table lists the dimension of the tra c matrix (n), the value of the best solution found (best), and the computation time in seconds (secs) for the 1000 iterations. Average results for each problem size are also given. We can see that the computation times observed for the BN (best neighbor of the constructed solution) version of the local search are considerably smaller on the average than those obtained with II and SD, with a very small loss in terms of solution quality. For this reason, we decided to use the original LocalSearch procedure for the local search phase of our GRASP, as presented in Section 3.
The most time consuming phase of algorithm GRASP for TSA is certainly the local search, since it is based on the successive application of procedure ConstructGreedy Solution, which has the same computational complexity of procedure Construct GreedyRandomizedSolution applied only once during the construction phase. To speedup algorithm GRASP for TSA, we have then investigated the use of a lter to eliminate runs of LocalSearch originating from unpromising bad solutions generated by the construction phase. To do so, we store the average value of the ratio (F (S)? F(S 0 ))=F (S), i.e., the average reduction obtained by the local search phase with respect to the solution constructed in the rst phase. After the rst 100 iterations, we make use of this information to decide whether each constructed solution will be submitted to local search or not. The idea is based on the rationale that if some reasonable threshold applied to the cost of the constructed solution leads to a value much higher than the cost of the best solution already found, it is unlikely that LocalSearch could produce a better solution than the current best. We use 90% of (1 ? ) as this threshold, to give more chances to the local search. The pseudo-code of algorithm GRASP with filter for TSA for this extended version of the GRASP described in Section 3.6 is outlined in Figure 4 .1.
We ran both algorithms GRASP for TSA and GRASP with filter for TSA with the same parameter settings. Statistics of the computational results obtained for the 30 randomly generated instances are displayed in Table 4 and for each of these algorithms, this table lists the dimension of the tra c matrix (n), the value of the best solution found (best), the index of the iteration on which the best solution was found (itr), the number of times LocalSearch is e ectively performed (# LS), and the computation time in seconds (secs). Average results for each problem size are also given. In a nal step to tune the best strategy for our GRASP, we evaluated a variant of GRASP with filter for TSA in which one considers only two permutations of the list L of possible insertion moves. Statistics of the computational results obtained for the 30 randomly generated instances are displayed in Table 4 .4. For each test problem, and for each of these algorithms, this table lists the dimension of the tra c matrix (n), the value of the best solution found (best), the index of the iteration on which the best solution was found (itr), the number of times LocalSearch is e ectively performed (# LS), and the computation time in seconds (secs). Average results for each problem size are also given. We notice that GRASP with filter for TSA using max permutations = 2 performs better than with the previous setting, since it achieves signi cant reductions in computation times, while obtaining solutions with the same overall quality.
Literature problems. Further computational experiments have been per-
formed with the application of algorithm GRASP with filter for TSA with the nal parameter settings (max permutations = 2) to a set of literature problems exactly solved by Ribeiro et al. 19] . We report computational results obtained with our GRASP approach for 36 out of the 42 original instances (we discarded very small Run statistics on random instances with GRASP with filter for TSA using max permutations = 2 max permutations =j L j max permutations = 2 operation can be explored. We describe below an absolute quali cation rule, based on the average value of the solutions obtained with each value of , which is just one among such possible strategies. Recall that at each iteration some value of = i is randomly selected from A, using the probability distribution p i ; i = 1; : : : ; m: At any GRASP iteration, let F(S ) be the value of the overall best solution already found. Moreover, let A i be the average value of the solutions obtained taking = i in the construction phase. The probability distribution will be updated after the execution of each block of block iterations iterations (we used block iterations = 100 in our implementation). To do so, compute We notice that the most suitable some value of = i reveals itself to be (i.e., A i is relatively smaller), the higher is the associated value of q i and, consequently, the higher is the updated value of the probability p i . Accordingly, in the next block of block iterations iterations, the values of which lead to better solutions will have higher probabilities and, consequently, will be more frequently used in the construction phase of the GRASP procedure. The exponent may be used and explored to di erently atenuate the updated values of the probabilities p i . We call by Reactive GRASP the above described approach, since the value of the parameter is not xed but, instead, it is self-adjusted according to the quality of the solutions found during the search. The pseudo-code of algorithm Reactive GRASP implementing this scheme for the time slot assignment problem is outlined in Figure 5 .1.
We summarize in Table 5 .1 the computational results obtained with the Reactive GRASP approach for the same 36 literature instances, using = 10 and max iterations = 1000. For each problem, we present the value of the best solution (R-GRASP) found by the reactive approach implemented through algorithm Reactive GRASP, an indication on whether this solution improves or not the solution previously found by algorithm GRASP with filter for TSA, another indication on whether this solution is optimal or not, the index of the iteration on which the best solution was found (itr), the value ( ) of which lead to the best solution found by algorithm Reactive GRASP, and the computation time in seconds (secs).
These results show that the Reactive GRASP algorithm was able to nd the exact optimal solution for 7 out of the 13 instances for which GRASP with filter for TSA failed. The value of exponent was xed once and for all, and improved solutions were obtained without time consuming calibrations involving the parameter .
We also notice that, for most of the literature problems (18 out of the 36 instances), the best solution found by algorithm Reactive GRASP was obtained with = 0:1, coinciding with the best value found for parameter in Section 4.1. This result shows that the reactive procedure for updating the probability distribution can e ectively be used to replace a time consuming calibration process, with the additional advantage that it also gives chances to other values of , which in the present case allowed nding the best solution for several test problems.
6. Concluding remarks. In this paper we described a greedy randomized adaptive search procedure (GRASP) for nding approximate solutions to the time slot assignment problem, arising in the context of the optimal operation of TDMA satellite systems. The rst contribution of this work consists in the use of a new, original type of neighborhood during the local search phase, based on constructive and destructive moves. This neighborhood de nition allows overcoming the di culty of using more standard neighborhoods, such as exchange or insertion neighborhoods. The use of a ltering technique to bypass local search computations from unpromising solutions was another feature explored within this procedure. on both randomly generated and literature problems illustrated the e ectiveness of the proposed GRASP approach.
The major contribution of this paper consists in the development of a new variant of the GRASP approach, in which the parameter which de nes the restrictiveness of the candidate list is self-adjusted according to the quality of the solutions previously found. In the Reactive GRASP approach, instead of using a xed value for the parameter , we randomly select it from a discrete set of acceptable values. The associated probability distribution is periodically updated. The experimental results on literature problems indicated that the new Reactive GRASP approach outperforms the basic GRASP algorithm for the time slot assignment problem, nding improved solutions for most of the problems for which the pure GRASP failed in nding the exact optimal solution. Since di erent values of are used throughout the algorithm, this feature incorporates an additional diversi cation strategy to the basic GRASP. Moreover, the approach is robust and tuning is much more simple, as far as the value of is self-adjusted and no preliminar calibration e orts are needed.
