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ABSTRACT
Representing a graph as a vector is a challenging task; ideally, the
representation should be easily computable and conducive to ef-
ficient comparisons among graphs, tailored to the particular data
and analytical task at hand. Unfortunately, a “one-size-fits-all” so-
lution is unattainable, as different analytical tasks may require dif-
ferent attention to global or local graph features. We develop SGR,
the first, to our knowledge, method for learning graph representa-
tions in a self-supervisedmanner. Grounded on spectral graph anal-
ysis, SGR seamlessly combines all aforementioned desirable prop-
erties. In extensive experiments, we show how our approachworks
on large graph collections, facilitates self-supervised representa-
tion learning across a variety of application domains, and performs
competitively to state-of-the-art methods without re-training.
1 INTRODUCTION
A multitude of data in various domains, from natural sciences to
sociology, is represented as collections of graphs. For example, on a
small scalemolecules aremodeled by atoms and their atomic bonds
as nodes and edges in large graph collections. While on a larger
scale collections of social networks are analyzed by their commu-
nity structures within the networks. Analytical tasks run on such
collections to classify, for instance, which drugs can be used for the
treatment of a disease or how molecules cluster together in func-
tional groups. To fully discern a graph’s properties, representation
learning for such analysis requires a multiscale view of a graph.
Representations have incorporated properties ranging from local
(e.g., atomic bonds) to global (e.g., community structures).
Kernelmethods [6, 14, 18, 19, 21], dominate the field of graph an-
alytics, as they define functional similarities among pairs of graphs
and can perform tasks such as graph classification. Among a plethora
of graph kernels, to our knowledge, only the Multiscale Laplacian
Graph kernel (MLG) [14] preserves multiscale properties. Still, such
graph kernels require direct comparisons among pairs of graphs,
hence scale quadratic in the size of any graph collection. As more
and more data is stored as graph collections, such all-pairs direct
comparisons methods are rendered inviable.
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In another vein, graph representations extract a vector signatures
from a graph and perform comparison among those vectors in
lieu of the graphs. Initial approaches derived such representations
by hand-crafted statistics on the graph structure (e.g., the average
node degree [4]). Recently, supervised neural approaches for graph
representation [1, 16] attained competitive performance in super-
vised classification among graphs of a few tens of nodes. However,
such neural methods are applicable to particular datasets only, as
they require labels to be available; besides, they fail to scale to
graphs of a few thousands of nodes. Most recently, Verma et al. [20]
proposed the Family of Graph Spectral Distances (FGSD): a graph
representation method based on histograms of the biharmonic ker-
nel. While FGSD representations are designed for classification
tasks, these are neither expressive nor scalable enough to be used
in both classification tasks.
In this paperwe propose SGR, a self-supervisedmethod for learn-
ing graph representations that is at the same time efficient to com-
pute and customizable tomultiple scales, analytical tasks, and datasets.
SGR leverages a graph’s Laplacian spectrum to learn a mapping
a collection of graphs to their vector representation, by learning
a simple single-layer perceptron on global structure recognition.
The perceptron learns to distinguish synthetic graphs with com-
munity structure (i.e., sampled from a stochastic block model [11])
from random graphs by the Erdős-Réiny model. SGR representa-
tion is self-learning in the sense that it requires no real training
data. We conduct an experimental study with several real datasets,
using the ensuing graph signature representations on tasks such
as graph classification by logistic regression. The results attest the
superiority of our approach on classification tasks with real data.
2 RELATED WORK
Previous work on learning graph representations falls into three
groups, outlined in Table 1.
2.1 Kernel methods
Graph kernels [6, 10, 14, 17, 19, 21] are similarity functions among
graphs, which perform an implicit transformation of graph struc-
ture to compare two graphs (e.g. Shortest-path (SP) kernel [19]).
However, kernel methods are limited due to (i) high on-demand
computational complexity at comparison time, which renders them
inapplicable to large-scale graph comparisons, and (ii) rigidity: once
a kernel is chosen, it cannot be tailored to the analytical task or
dataset at hand. TheMulti-scale Laplacian Graph kernel (MLG) [14]
is a mature work on this domain, as it adapts to different scales via
Properties Complexity
Method Type Learned Unsupervised Multi-scale Precomputation Comparison
SP [6] kernel ✘ ✘ ✘ O(1) O(n3)
WL [19] kernel ✘ ✘ ✘ O(1) O(m log(n))
MLG [14] kernel ✘ ✔ ✔ O(km + k2n) O(k3)
PSCN [16] supervised NN ✔ ✘ ✘ O(dn log(n)) O(dn log(n))
DCNN [1] supervised NN ✔ ✘ ✘ O(dn2) O(dn2)
NetSimile [4] fixed representation ✘ ✔ ✘ O(n logn) O(d)
FGSD [20] fixed representation ✘ ✔ ✘ O(n2) O(d)
SGR self-learned representa-
tion
✔ ✔ ✔ O(km + k2n) O(d)
Table 1: Related work allowing graph comparison in terms of fulfilled (✔) and missing (✘) characteristics and complexity (n
nodes,m edges, k eigenvalues, d representation dimensions).
an iterative information-propagation method. Yet it also raises a
computational overhead cubic in Laplacian matrix eigenvalues.
2.2 Supervised neural methods
Advances in neural learning have led to the application of super-
vised neural approaches to classify collections of graphs. The Dif-
fusion Convolutional Neural Network (DCNN) [1] learns graph
representations by averaging values after a diffusion process on a
graph’s nodes. Similarly, Patchy-san [16] learns a representation
through a CNN filter after imposing a sampling order on nodes.
Yet such approaches share the drawbacks of kernel methods: high
computational overhead at comparison time and lack of variable
adaptability to local or global structures. Besides, the learning com-
ponent in these neural methods is supervised by means of node and
edge labels, raising an additional resource requirement.
2.3 Fixed representation methods
Another class of approaches eschew the supervised learning com-
ponent of neural approaches. Such works started out using fea-
tures engineered by aggregating local graph properties such as
node degree and neighbors’ degrees [4, 5, 7]. However, in eschew-
ing supervision, such works eschew learning altogether. We call
them fixed representationmethods. The Family of SpectralDistances
(FSGD) [20] produces a high-dimensional sparse representation as
a histogram on the dense biharmonic graph kernel; however, FGSD
does not capture graph features at different scales of resolution or
graph sizes, and is also inapplicable to reasonably large graphs, due
to its quadratic time complexity.
By contrast to the above, we devise a lightweight self-learned
representation method, which is extracted directly from the graph
structure and can be used across graph analysis tasks.
3 PROBLEM STATEMENT
An undirected graph is a pairG = (V,E), whereV = (v1, . . . ,vn),n =
|V | is the set of vertices and E ⊆ (V × V ) the set of edges. Since
the vertex set is isomorphic to {1, . . . ,n}, we will henceforth use
the latter notation. We assume the graph is unweighted, yet our
method readily applies to the weighted case. A representation is a
functionσ : G → (RN , ℓ2) from a graphG in a collection of graphs
G to theN -dimensional space equippedwith the Euclidean metric;
the element j of the representation is denoted as σj (G). Notably,
once a graph’s representation is computed, comparisons between
representations (e.g., for retrieval or classification) is independent
of graph size.
The first and foremost property a representation has to satisfy is
permutation-invariance, implying that if two graphs have the same
structure (i.e., are isomorphic) the distance between their represen-
tations is zero. In other words, we demand that for every graphG,
the representation is invariant to every permutationpi of the graph
vertices, σ ◦ pi (G) = σ (G). In the sequel, we propose represen-
tations based on the Laplacian spectrum, which are permutation-
invariant by construction.
Another desirable property is scale-adaptivity, implying that the
representation shall account for both local (edge and node) and
global (community) graph features. A global feature is such that
cannot be captured by any combination of features on nodes at
distance r < D(G)−1, whereD(G) is the diameter (longest shortest-
path length) of G. Let the set of all subgraphs of G be ξ (G) =
{д ⊏ G : D(д) < D(G)}. We define scale-adaptivity as the prop-
erty of a representation σ having at least one local feature (i.e.,
derived solely from information encoded in subgraphs ξ (G)), and
at least one global feature (i.e., derived by strictly more than the
information encoded in any ξ (G)). Using local features only, a sim-
ilarity measure would deem two graphs sharing local patterns to
have near-zero distance although their global properties (e.g., page-
rank features) may differ; in reverse, relying on global features only
would miss local ones (e.g., degree distribution).
We construct a parametric family of graph representations σθ :
G → (RN , ℓ2), with parameter set θ , such that σ
θ captures global
and local features to different extents, depending on θ . Further, we
adapt θ to fit a purpose by means of unsupervised self-learning.
4 SPECTRAL GRAPH REPRESENTATIONS
The adjacency matrix of a graph G is a n × n matrix A having
Ai j = 1 if (i, j) ∈ E and Ai j = 0 otherwise. The normalized graph
Laplacian is defined as the matrix L = I−D−
1
2AD
− 1
2 , where D is
the diagonal matrix with the degree of node i as entry Dii , i.e,
Dii =
∑n
j=1Ai j . Since the Laplacian is a symmetric matrix, its
eigenvectors ϕ1, . . . ,ϕn , are real and orthonormal. Thus, it is fac-
torized as L = ΦΛΦ⊤, where Λ is a diagonal matrix with the sorted
2
Figure 1: Different regions of the spectrum have a different impact on the classifier co-trained with the SGR. The color map
shows the gradient magnitude of the classifier output with respect to the input spectrum visualized in increasing order from
left to right, averaged on 600 graphs. Top: SBM; bottom: Erdős-Rényi.
eigenvalues λ1 ≤ . . . ≤ λn , and Φ is the orthonormal matrix
Φ = (ϕ1, . . . ,ϕn) having the corresponding eigenvectors as its
columns. Belkin and Niyogi [2] showed that the eigenvectors of
the normalized Laplacian of a point cloud graph converge to the
eigenfunction of the Laplace-Beltrami operator [3] on the underly-
ing Riemannian manifold.
The set of eigenvalues {λ1, . . . , λn} is called the spectrum of a
graph and is bounded in the range λi ∈ [0, 2]. Being an algebraic in-
variant of the Laplacian, its spectrum is independent of the choice
of the basis, which, in particularmeans that it is permutation-invariant.
4.1 Heat propagation
A useful metaphor for studying the graph structure at different
scales is that of a system of connected heat-conducting rods corre-
sponding to the graph edges. Heat propagation in such a system is
governed by the heat equation associated with the Laplacian,
∂ut
∂t
= −Lut , (1)
where ut is a scalar field on the graph vertices representing the
amount of heat at each vertex at time t . The solution to the heat
equation provides the heat at each vertex at time t , when the initial
heat u0 is initialized with a fixed value on one of the vertices. It has
a closed-form fundamental solution in the form of the n × n heat
kernel matrix,
Ht = e
−tL
= Φe−tΛΦ⊤ =
∑
k
e−tλkϕkϕ
⊤
k
, (2)
where (Ht )i j represents the amount of heat transferred from ver-
tex i to vertex j in time t . The diagonal entries of Ht are called the
auto-diffusivity function, representing the amount of heat remain-
ing at each graph vertex after time t . This auto-diffusivity function
is affected by increasingly global structures of the graph’s topology
as the time parameter t grows.
The sum of the auto-diffusivity function, known as the heat
trace
ht = tr(Ht ) =
∑
j
e−tλj (3)
is an algebraic invariant of the heat kernel and can be, therefore,
expressed only in terms of the invariant graph spectrum.
Theoretical results byMémoli [15] subscribe the expressiveness
of heat traces, suggesting a spectral definition of theGromov-Wasser-
stein distance between Riemannian manifolds based on matching
the heat kernels at all scales. In what follows, we briefly review this
construction, adapting it to graphs. Let us set the cost of matching
a pair of vertices (i, i ′) in a graph G1 to a pair of points (j, j
′) in a
graph G2 at a scale t to be the discrepancy of the corresponding
heat kernels,
Γt (i, j, i
′, j ′) = e−2(t+t
−1) |(H
G1
t )ii ′ − (H
G2
t )j j′ |,
where the factor e−2(t+t
−1) scales the kernels. A distance between
the graphs can then be defined in terms of the minimal measure
coupling
d2(G1,G2) = min
M
sup
t>0
‖Γt ‖
2
ℓ2(M×M)
,
where the minimum is sought over all doubly-stochastic matrices
M representing a discrete measure onG1 ×G2 that marginalizes to
the uniform measures onG1 andG2. This distance can be thought
of as a “soft” version of the standard graph edit distance and has
the useful property thatd(G1,G2) = 0 iffG1 andG2 are isomorphic.
Mémoli [15] showed that the spectral Gromov-Wasserstein dis-
tance can be lower bounded by
d(G1,G2) ≥ sup
t>0
e−2(t+t
−1) |h
G1
t − h
G2
t |,
which is the scaled L∞ distance between heat traces of the graphs.
4.2 Learned spectral representations
The heat traces can be viewed as a nonlinear transformation of the
graph spectrumof the form
∑
k ft (λk )with ft (λ) = e
−tλ . Sampling
the time parameter on some grid {t1, . . . , tN } yields the following
N -dimensional representation of the graph:
σ =
(∑
k
ft1 (λk ), . . . ,
∑
k
ftN (λk )
)
.
We propose to extend this view to a more general parametric
family of spectrum transformations. Given a graph G with n ver-
tices, we first compute its spectrum or a part thereof {λk }, and in-
terpolate it producing λ(x) on the interval [0, 1] such that λ(k/n) =
λk . The spectrum is then sampled on a fixed grid (x1, . . . ,xM )with
M points, producing an M-dimensional vector λ˜ with the entries
λ˜k = λ(xk ). Note that λ˜ is insensitive to a graph’s size and invari-
ant to the ordering of its vertices.
The interpolated and sampled spectrum λ˜ undergoes next a para-
metric non-linear transformation implemented as a single-layered
perceptron,
σ = ψ (Wλ˜ + b)
where W is an N × M weight matrix, b is an N -dimensional bias
vector, and ψ is an element-wise SeLU non-linearity [13]. The re-
sulting N -dimensional spectral graph representation (SGR) is pa-
rameterized by θ = (W, b).
We propose a regime to train this representation. To obtain a
representation capturing predominantly the global structure of the
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Kernels Fixed Representations Self-sup. Repr.
dataset SP GK-4 WL MLG NetSimile FGSD Λ SGR
D&D >1D 73.39 68.27 >1D 70.02 64.88 64.54 76.12
ENZYMES 22.57 19.11 25.11 31.40 28.06 28.85 25.28 33.67
MUTAG 80.30 80.76 81.16 86.54 83.66 85.23 82.07 86.97
PROTEINS 72.04 71.48 72.33 73.10 70.59 63.27 71.32 73.83
COLLAB >1D >1D 78.52 >1D 74.26 70.66 66.15 71.98
IMDB-B 57.10 61.79 72.26 59.18 70.96 69.20 63.16 70.38
IMDB-M 39.39 39.80 50.75 34.31 46.80 48.88 41.14 47.97
REDDIT-B >1D 72.30 71.97 >1D 86.84 87.12 76.25 87.45
REDDIT-M-5k >1D 23.39 48.57 >1D 44.96 48.51 48.02 53.22
Table 2: Graph classification accuracy on bio-chemical (top) and social (bottom) graph collections. Best results are highlighted.
graph (manifested in the lower part of the spectrum), we co-train
σ jointly with a binary classifier attempting to distinguish between
Erdős-Rényi randomgraphs and stochastic blockmodel [11] graphs
of various degrees and sizes, which have very different community
structures. The binary classifier is embodied as a single linear layer
on top of the output of σ followed by softmax, and is trained using
the regular cross-entropy loss.
The classifier is tossed away, leaving an appropriately trained
graph representation. This approach is inspired by the versatility
of image embeddings obtained from deep neural networks trained
on visual recognition tasks. We henceforth denote the representa-
tion as SGR. Figure 1 depicts the saliency map for the interpolated
spectrum. Perhaps surprisingly, the neural network leaned to uti-
lize not only the global information, but also very local part of the
spectrum.
Full eigendecomposition takesO(n3) time andO(n2) space.While
for graphs with ∆(G) ≪ n the sparse structure of the Laplacian al-
lows to reduce the complexity to O(n2), it is still prohibitive for
large graphs. Instead, we compute k ≪ n top and bottom eigen-
values, and use interpolation in between. This reduces complexity
to O(n2k) in the general case and to O(nk) in the case of bounded
degree graphs.
5 EXPERIMENTS
We evaluate SGR on classification and clustering tasks on a vari-
ety of real graph collections. We compare against state-of-the-art
kernels and graph representation methods, in terms of accuracy
and running time. In order to ensure experimental repeatability
we provide data, parameters, and source code1.
Experimental setup.We ran experiments on a 20-core Intel Xeon
CPU E5-2640v4, 3.20GHz machine with 256Gb RAM. Unless other-
wise stated, we repeat each experiment 100 times and report the
average across all trials. SGR interpolates the spectrum of the nor-
malized Laplacian of each graph in the collection through cubic
splines; we use 256 values uniformly sampled in the interpolated
spectrum.
We compare SGR against representative graph kernel methods:
the Shortest-Path (SP) [6] kernel, the Graphlet kernel (GK-4) [18],
the Weisfeiler-Lehman kernel (WL), and the state-of-the-art Multi-
scale Laplacian Graph kernel (MLG) [14], using default parameters
for each method. We also compare SGR against NetSimile [4] and
1Will be available upon publication
FGSD [20] graph representations. We additionally report the re-
sults of a naïve baseline spectral representation (Λ) that represents
the graphs with a 256-dimensional vector sampled uniformly from
a cubic spline-interpolated [9] spectrum of the normalized Lapla-
cian.
Datasets. We use 9 graph collections from the standard bench-
mark forGraphKernels [12]. Such collections describe either social
interactions (e.g., REDDIT-B frommessages in the Reddit platform)
or biological connections (e.g., protein-protein interactions in PRO-
TEINS). The number of graphs in each collection varies from 200
(MUTAG) to 5000 (REDDIT-M-5k), while the average graph size
varies from 18 (MUTAG) to 500 (REDDIT).
5.1 Classification
In our classification experiment, on each of the datasets we ran-
domly select 80% of the data for training, and 20% for testing. We
train an SVM using LibSVM [8] with default parameter C=1 and
each kernel. For all graph representations, including SGR, we train
a logistic regression classifier with default C=1 and L2 regulariza-
tion. Table 2 reports the classification accuracy averaged over 100
runs.
Our method attains good quality in almost all datasets except
for IMDB datasets, for which FGSD outperforms SGR. Due to the
small average graph size and density of these datasets, the task be-
comes harder for our self-supervised approach that relies on local
and global graph structures. At the same time, while state-of-the-
art kernels (MLG) outperform SGR, they fail to deliver results on
medium and large collections in less than one day.
6 CONCLUSIONS
We introduced SGR, a lightweight and concise graph representa-
tion that is self-learned by means of a single-layer perceptron over
a collection of synthetically generated graphs. In particular, SGR
learns a single-layer perceptron encoding global and local graph
properties as nonlinear transformations of the graphs’ Laplacian
spectra; thus, it can adapt to a multitude of analytical tasks and ap-
plication domains. Through extensive experimentation, we estab-
lished that SGR achieves accuracy matching (or negligibly below)
that of the most computationally demanding kernel methods on
graph classification and clustering. In the future, we want to inves-
tigate more advanced architectures, and ways to incorporate both
node and edge labels into the learning task.
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