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Abstract 
Let a family of curves or surfaces be given in parametric form via the model equation x =J‘(s, /I), where x E R”, p E KY’, 
and s E S c [wd. d < n. We present an algorithm for solving the problem: Find a shape cec’tor p* such that the 
manlfold M* = (f(s, /I*): s E S) is a best fir to scattered data :z, j ,‘= , c R” in the Sense that, jbr some is* )y=, , the sum of 
the squared least distances )-y=, ;I :, -j (ST. fi*) 1): ,f rom the datu points to the munifold M* is minimal umong all such 
mun$olds. 
For robustness. our algorithm uses a globally convergent trust region approach in which, at each iteration, an 
approximation to the objective function is minimized in a given neighborhood of the current iterate. 
The set S may be all of Rd or a closed, convex subset, In particular, it may be chosen so that our theory is applicable to 
splines. 
Keywords: ODR; Curves and surfaces: Scattered data: Trust region 
1. Introduction 
Suppose that a family of curves or surfaces or, more generally, nonlinear manifolds is given in 
parametric form via the model equation s =,f(s, p), where x E R”, fi E R”, and s E S c Rd with 
d -C ~1. We use the term parametric here to distinguish such manifolds from those given in implicit 
form ,f(s, p) = 0. Of course, both s and D may be considered as parameter vectors, so to avoid 
confusion we shall refer to s as a location parameter and to fl as a shape parameter. In this paper we 
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present an algorithm for solving the Par.nme~ic~ ODR Problem: 
Find a shape cector /I* such that the man(~~~ld M* = ( ,f’(s, fl*): s E S) is a best ,fit to scattered data 
{z& c [w” in the sense that, ,for some 1s: iFz 1, 
C'>= 1 lIzi -f(sT, fi* 
the sum of the squared least distances 
) 11: ,fj.om the data points to the man$Ad M* is minimal among all such 
manifolds. 
For fixed /3, if ,I 2 -,f(.s, /I) 1 2 is minimal (for unconstrained s) then : -.f(s, 8) is orthogonal to the 
manifold at f(s, /?), hence the term orthogonal distance regression or ODR is used to describe such 
problems. The subproblem of determining the closest point on the manifold to a given point z is 
referred to as a least distance problem. 
The set S in which the location parameter s lies is initially assumed to be all of Rd. In Section 4, 
however, we discuss the changes in the algorithm that result if we allow S to be any closed, convex 
subset of [Wd. The extended algorithm then covers the case of box constraints that is commonly 
encountered in parametric tensor-product spline approximation. 
The papers [8, 91 dealt with algorithms for solving the implicit ODR problem and the implicit 
least distance problem. In this paper we extend those results to the parametric setting. As in these 
previous two papers, we shall apply the trust re$giolt approach [ 15, 161 to solving these problems. 
Trust region methods are iterative--at each stage we accept the minimum of a linear or 
quadratic model of the objective function only if it adequately reflects the behavior of the 
objective function, based on the relationship between the predicted change and the actual decrease 
achieved at that stage. A trust region strategy limits the length of the step from the current iterate 
by converting the subproblem into a constrained problem of the type: minimize thr model of the 
objectire ,func.tion in a yicell neighborhood (the trust region) of’ the current iterate. By using the 
trust region approach it is possible to produce algorithms that are globally convergent, hence 
robust. 
Our main algorithm is based on a generic trust region algorithm for ODR problems presented in 
[S]. One feature of this algorithm is that the least distance part of the algorithm-the determina- 
tion of the closest points for fixed p-is uncoupled from the part of the algorithm in which the 
shape parameters are adjusted. Thus. the ODR algorithm consists of two iterative processes, one in 
which for fixed b the closest points are computed. and a main iteration in which at each stage the 
closest points are held fixed. It should be stressed that we are not merely optimizing the location 
parameters and then the shape parameters in an alternating manner. The functional optimized in 
the second stage is a true first-order approximation to the actual error function involving all of the 
parameters. 
One consequence of this approach is that the objective function in the main algorithm cannot be 
expressed in closed form as it depends on the unknown closest points. Nonetheless, once a “first- 
order approximation” to the objective function is determined it may be used to produce a globally 
convergent ODR algorithm, as was proved in [8, 91. 
Note that a direct approach to the parametric ODR problem would require the solution of 
a large nonlinear system with Nd + HI unknowns. while the least distance subproblems have low 
dimensionality and can usually be solved very quickly. 
For more on nonparametric, explicit and implicit ODR the reader is referred to [1, 2, 5, 19-211. 
Methods for parametric ODR are discussed in [ 10. 13. 171, where further references are given. The 
parametric least distance problem is discussed in these references and in [18] under the guise of 
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“parameter optimization.” However, we are unaware of any published paper in which the conver- 
gence of an algorithm for the parametric ODR problem is given. 
This paper is laid out as follows. The main algorithm is described in Section 2, where its global 
convergence is also indicated. In Section 3 we present a trust region algorithm for solving the 
parametric least distance problem, and show that it is globally convergent as well. In Section 4 we 
consider constraints on the location parameters. Section 5 contains an illustrative example, and we 
close in Section 6 with a brief discussion of our results. 
2. The parametric ODR algorithm 
Let s =,f(s, fl) define a twice continuously differentiable, nonlinear manifold in [w”, where the 
location parameter s is unrestricted in [Wd and the shape parameter vector p lies in 1w”. 
First, consider the subproblem of finding the least distance from a given point z E [w” to the 
manifold M = {,f(.s, p)) f or a given /I. Let x(p) =,f(s(P). 0) solve that problem and define 
4(B):= i: -s(p) Z = inf( 1,~ -,f’(s, fi) 12:s~ [Wdj, 
In order to apply a trust region method to the task of determining the unknown shape parameter 
vector p we construct a first-order approximation to the function 42(fi). Assuming that z # x(p), 
let Y(/?) = (Z - x( fi))l I/ I - s( /$ i/z- the distance vector with unit length; v(p) is orthogonal to the 
manifold M. In the special case d = n - 1, V(B) is one of the two unit normals to the surface at the 
point x(p). 
Note that we may express the distance from z to 121 as 
I’ = 4(p) = \I( p)‘(: - x( p,,. 
Set ? = r(p). S = s(p), and S = s(B). Linearizing PT(: - x(fl)) with respect to fl about (S; p) yields 
where Dcr,f(s. p) denotes the Jacobian matrix of s =,f’(s, [j) with respect to fl. We may interpret this 
expression as the orthogonal projection on ? of the first-order approximation of the vector z - x 
with respect to the parameter b. We will show that we simultaneously obtain a first-order 
approximation to the distance @(/I). This means that the variations in the location parameter s and 
the unit normal r with respect to fi do not contribute to the first-order terms in the distance. In 
order to demonstrate this we need to make the following. 
Assumption. The matrix il = (Q) E ZdXd with entries 
has full rank 
Theorem 2.1. For arz~ /r, the squured, linearized distance I,?‘( /3) is a first-order approximation to 
42(8). 
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Proof. Let F = 1 z -.f’(s, fl) I/ :. A first- or d er approximation is provided by 
AF = f (‘F Aflj + i iF Asj. 
j= 1 ?Bj j=l dSj 
(2) 
We claim that the first sum in this expression yields a first-order approximation to 4’(o). Since, by 
the optimality of the location parameter S, the partial derivatives with respect to the parameters 
sj vanish, it is sufficient to show that the variation As is of order 0( 11 A/i’ I/ 2). By the Implicit 
Function Theorem we need only show that the Jacobian matrix of the system of equations for the 
parameter s, 
(3) 
has full rank d. A simple calculation shows that this matrix is given by (1). Since this matrix has full 
rank we may drop the second term in (2) and obtain 
In some important cases we can give a geometric interpretation to the Assumption. 
Cuse 11 = II - 1: Let the orientation of the surface be such that 1’ is the oriented normal to the 
surface. Then the assumption holds if and only if the principal curvatures of the surface are different 
from I* - ‘. 
Proof. By (3) we have zj - .~j = rl’j. Introducing the first and the second fundamental forms 
” ix. (3.x. 
gkl = 1 1+. Lk, = i 
(Qyj 
\’ ~ 
j= , c.sI, C‘S/ j= I ’ i’s, ?.s, * 
we obtain 
ilk/ = ( - Lk1 + Kyk[ ) I 
with K = r-‘. It is well known from differential geometry [ 12, p. 471 that the matrix (Q) is singular 
if and only if K is equal to a principal curvature. 0 
Example 2.2. Consider a sphere in three-dimensional space. The Assumption is violated if and only 
if the point z coincides with the center of the sphere. Note that for points outside the sphere our 
orientation gives negative curvatures. 
Crrsr d = 1: Let the normal of the curve point towards 2. The assumption holds if and only if the 
inverse length of the projection of z - .? is different from the curvature K. 
Proof. Without loss of generality we may assume that the space curve is parametrized by the 
arclength s. Now the components of the tangent vector of the curve are given by tk = d.xk/ds and 
the normal vector is determined by V~ = x d’.u’d.s2. provided the orientation of the curve is properly 
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chosen. Now we may write 
U11 = 1 - i (Zj - Xj)Kl’j, 
and the assertion follows. q 
Example 2.3. Consider a circle in three-dimensional space. The Assumption is violated if and only 
if the point 2 lies on the line that passes through the center of the circle and is perpendicular to the 
plane in which the circle lies. 
We now present the main iteration of the parametric ODR algorithm. For fixed p, let (Pi) denote 
the subproblem of finding the least distance from the point zi to the manifold: 
4i(/I) = inf( 1:; -.f(S, fi)lll:S E Rd). 
Define 
s 
@(PI = 1 4itB)'. 
i=l 
We wish to minimize Q(p) with respect to /?. 
For a given shape parameter vector &, let 
N 
yk(r) = 1 ($i(pk + r)2 - $i(jjk)2), 
i=l 
where $i is defined as $ above with z = Zi. Note that by Theorem 2.1, w,(O) = v@(ljk). 
The Main Algorithm: 
l Step 0: An initial f10 E [w”‘, a trust region radius d, > 0. and constants 0 < ,U < 1 and 
0 < ;’ < 1 < ;; are given. Set k = 0. 
a Step 1: Solve the subproblems (Pi), i = 1, . . . , IV. with shape parameter Pk. 
0 Step 2: Minimize y,(x) subject to l/x I1 < dk. Let xk denote the solution. 
. Step 3: If p yk(rk) = 0, stop. 
0 Step 4: Compute 
Pk = @(j3k + xk) - @(Bk) 
Iyk(xk) 
l Step 5: 
and choose dk+ r such that 
dk < dk+ 1 < ;‘dk. 
(2) Unsuccessful step. Otherwise. set 
pk+r = ,$ and 0 < dk+, < jldk. 
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l Step 6: Increment k by one and go to Step 1. 
The solution of the least distance problems in Step 1 is discussed below. The minimization 
problem in Step 2 is an inequality-constrained linear least squares problem. Its solution is also 
discussed below. 
Theorem 2.4 (convergence). Either the main algorithm ends in a jinite number of steps, or a sequence 
(/&} is generated for which 
lim V@(p,) = 0. 
k-x 
With appropriate global smoothness assumptions, the proofs of convergence in [S, 91 may 
readily be applied to prove Theorem 2. 
Remark 2.5. It is important to note that Theorem 2 does not ensure convergence of the shape 
parameter vector p. In order to prove convergence of the parameter vector certain compactness 
assumptions would have to be made. Similarly, we make no assertion concerning the convergence 
of the location parameters; indeed, no minimum values need exist. An elementary example due to 
Grandine [7] illustrates the nonconvergence of the location parameters as well as possible 
nonuniqueness of the solution. In [ 131 several examples of nonuniqueness and nonconvergence of 
the shape parameters are given. 
2.1. Solution of’ the Lerenber-g-Marquardt subproblem 
The Levenberg-Marquardt subproblem [14. 151 is Step 2 of the main algorithm. It reduces to 
a constrained linear least squares problem of the form 
Minimize 1 As - h ,il 
subject to Ii x llz < d. 
Such problems have also been discussed in [6. p. 5641. Generally speaking, if the solution of the 
unconstrained problem has norm greater than d, then a solution to the corresponding problem 
with equality constraint is computed. The actual solution is computed with the aid of a Lagrange 
multiplier jL > 0, called a Levenberg-Marquardt parameter. This is equivalent to minimizing 
Ii (A + XZ)x - b 11 z f or an appropriate jb. We note that this problem has a solution which can be 
expressed in terms of the singular values of A. The norm ~Ix(>~)~I~ of the solution is a strictly 
monotonic function of i,. 
In most implementations of a trust region method, the solution of the subproblem when the 
constraint is active is achieved by iteration involving a sequence of values of i so that the norms of 
the resulting solutions converge to d. However, since the trust region need not be precisely defined 
in order to achieve global convergence of the main algorithm, it suffices to find a solution to the 
subproblem whose norm lies in some neighborhood of d. For this reason, in our implementation, 
we solve an approximation to the constrained least squares problem by replacing the trust region 
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radius by an interval in which the norm of the solution is allowed to lie. One possibility for such an 
iteration is given below. 
l Step 0: An initial i, > 0. trust region radii 0 < do < d i : a small t’ > 0, and a constant y > 0 are 
given. Set k = 0. 
l Srrp I: Solve the linear least squares problem 
Minimize lI(A + il)sk - h ~?. 
0 Step 2: If i < E and 11 .xk 12 < d, , stop. 
l Step 3: Distinguish the following three cases: 
(1) il.xk lz < do: If k > 0 and ij.vkPl iiz > d, set ;’ equal to *;3. 
Set i. equal to i./( 1 + ~9). 
(2) /I xk I2 > Al: If li > 0 and lIsk- i ilZ < do set ;’ equal to t;$. 
Set i equal to (7 + 1)i. 
(3) Otherwise, stop. 
l Step 4: Increment li by one and go to Step 1. 
Due to monotonicity the bisection may be expected to converge readily. 
The values of d,, and d 1 are adjusted in the main algorithm. As a rough guide, d i may be used in 
place of d, with do set to one-half of d i. These modifications do not affect the global convergence 
of the least distance algorithm. 
3. The parametric least distance problem 
We now turn our attention to Step 1 of the Main Algorithm. In this section we drop the reference 
to the shape parameter p and consider a function f’ of the location parameter s alone. Let 
a d-dimensional nonlinear manifold M in R” be defined by x =,f’(s), s E R”. We assume that f(s) is 
uniformly continuously differentiable and that the manifold is regular in the following sense: The 
tangent vectors tk = i2J?isk obey the inequality 
$liYll 6 lX,tl + ..’ + Xdtd /z <?/IX 11 
with some positive constants c’. I; The parcuwtric least distance problem is 
For (I ,fird point ; E R” jiml .Y E M swk that 
(4) 
I- :- -sliz=rnin(~=-~i,:~~!LI). (5) 
A straightforward approach to the parametric least distance problem would be the following 
Gauss-Newton method (cf. [ 10, 17, 181): Starting from an initial point x =f(s) on M, we project 
the point z onto the space spanned by the tangent vectors t, , . td to M at X; i.e., we find scalars 
21, . . . Q yielding the minimum value of 
11: - (S + Y] tl + “’ + 2,jfd) 2 
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We then set x =f(s + 2) and repeat the process as often as required. In many situations this 
process may be expected to yield satisfactory results; however, it is not stable. For example, if the 
manifold is the surface of a sphere and the point z lies a great distance away, then the initial point 
must be very close to the actual closest point in order for this method to converge. In order to 
stabilize this algorithm, we introduce a trust region structure as follows. In each stage of the 
iteration, first determine a new point X as the solution to a constrained subproblem of the form 
Minimize IIz -(x + xltl + “’ + X(jfd) 12 
subject to 1lx,t, + ‘.. + adrd112 < d, 
and then set X =f(s + a) and .2 = x + a,t, + ... + rdtd. 
The decision to accept X as the new iterate depends on the value of 
Note that the definition of 2 implies that the denominator of p is positive unless x is a solution of 
the constrained subproblem. Thus, the sign of p reliably indicates whether an increase or decrease 
in the objective function is achieved with X. 
In what follows, Pk denotes orthogonal projection onto the tangent space of the manifold at 
a given point xk. The algorithm is as follows: 
Parametric Least Distance Algorithm: 
l Step 0: A starting point .Y 0 =J‘(sO), an initial trust region radius do < d and constants 0 < p < 1 
and 0 < ;’ < 1 < 7 are given. Set k = 0. 
l Step I: Compute the tangent vectors tl, . . . , td. If Pk(z - .xk) = 0, stop; the solution is xk. 
Otherwise, solve the following constrained subproblem for ~6~): 
Minimize 11~ - (xk + xltl + ... + zdtd’12 
Subject to llxrt, + ... i-‘Xdfd~/~ < dk. 
0 Step 2: Set Sk + r = Sk + x”), .fk + r =.f(.?k+ r ), and .? k+l = xk + a’lk’tl + ... + $fk’t& 
0 Step 3: Compute 
IIz - Xkl/f - IIz - .Tk+l 11; 
Pk= /z-xkl/:-I/z-.~k+,Ii:’ 
xk - I = .?k + 1, and choose dk+ , such that dk d dk + , d ;‘dk. 
(2) ~rnSucCeSsfu~ Step. Otherwise, Set Sk+, = Sk, 
xk+r = .yk, and choose dk+l such that 0 < dk+* < i’dk. 
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l Step 4: Increment k by one and go to Step 1 
In Step 1 we need to solve a subproblem of the following form: 
Given an approximation p to x, jind a uector 
p + r,t, + “’ + &td 
in the tangent space T of M at p such thal 
(6) 
) = -(p + altl + ... + &,td)(l2 
is minimal and 
(7) 
Lemma 3.1. Let @ solce the minimization subproblem without the constraint (7). Then the solution 4 
of the constrained problem is given by 
4 = P + c(G - P), (8) 
where 
1, if Ii-PI12 GA, 
c= 
A 
II4 - P’l2’ 
if otherwise. 
Proof. Let 4 be an arbitrary vector of the form 
q = p + 21 tl + ..’ + rdtd, with 114 - PII2 < A. 
Let 
s^ = p + (4 - P14 - P> @ _ p) 
(4 - P> 4 - P> 
be the orthogonal projection of q onto the line ~4. Then 
‘I4 - PII: = ~14 -411: + II4 - pllf; 
therefore, 
114 - PIIZ d 114 - PIIZ G A. 
As a consequence of orthogonality we have 
II2 - 411s = Ibz - 4llS + II4 - 411s 
3 I’ z - 411;. 
This means that we can find a vector $ on the line pi with 
Il~-~l/~~Ilz-q12 and l14*-pl12<A. 
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From these equations it follows that the minimum of problem (6) lies on the line ~4. Now a simple 
argument shows that the minimal q is given by (8). 0 
Theorem 3.2 (convergence). Either the ulyorithm ends in a finite number of steps, or a sequence {xk} 
is generated ,for which 
lim I/ Pk(z - xk) iz = 0. 
L-L 
The proof of this theorem is essentially the same as that of the corresponding theorem in [9]. Note 
that, as in the case of Theorem 2.4, it is not guaranteed that a point .Y yielding a minimum in (5) exists. 
4. Application to splines 
In practical applications of curve and surface fitting algorithms it is often the case that the 
location parameters are constrained to lie in a given set Q. which is usually closed and convex. In 
particular, for spline approximation Q often has the form (s E Rd: li < si < ui f (box constraints). In 
this section we discuss the changes to the least distance algorithm and to the main algorithm 
necessitated by the restriction of the location parameter s to a closed, convex subset fi E Rd, as well 
as the effect these changes have on the convergence results already stated. 
We first consider the least distance algorithm. Let P(s) denote the projection of s E Rd onto 0; 
that is. P(s) is the unique closest point to s in Q. Let F(s) = 11 z -f(s) ,I2 for a fixed z E R”. The 
projected gradient VQF(s) is the projection of the gradient VF(s) onto the tangent cone of Sz at s (this 
differs by a minus sign from the definition in [3]). The gradients VF(s) and VQF(s) may differ only 
when s is on the boundary of R. In the case of box constraints, for example, 
[ &>F(s)]i = 
I 
iiF( Si E (li, Ui), 
min(PiF(s), 0). Si = li. (9) 
max(c^iF(s), 0), si = ui. 
A necessary condition for a point s* E Q to be a stationary point of F is that V[)(s*) = 0. However, 
since V’F is often discontinuous at a stationary point, we may not use the magnitude of the 
projected gradient as an indication of convergence in our iterative scheme. Instead, we propose to 
follow [4] in using the continuous quantity P(s - VF(s)) - s as an indicator of “criticality.” This is 
appropriate since P(s* - VF(s*)) - s* = 0 if s* is a stationary point of F in Q. We now modify 
Step 1 of the least distance algorithm as follows: 
l Step I: Compute the tangent vectors tl, . , td. If P(Sk - vf-(Sk)) - Sk = 0, Stop; the SdUtion is 
&. Otherwise, solve the following constrained subproblem for CX(~): 
Minimize ‘2 - (x, + !i,t, + “’ + &,fd) 11 
subject to xlfl + “’ + &fdllJ 6 d,, 
and sk + XEQ. 
Alternatively, one could compute a projected gradient step ([3,4]). 
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Theorem 4.1 (convergence). If VF is unijorml~~ continuously difirentiable in Q, (4) holds throughout 
Sz, and s0 E !2, then either the constrained least distance algorithm ends in a finite number of iterations, 
or a sequence (ski 1 is generated ,/or which 
lim inf 11 P(sk - VF(s,)) - .Q II2 = 0. 
k- / 
This theorem is a direct consequence of Theorem 4.4 of [3], after taking Eq. (4) into considera- 
tion. 
Remark 4.2. In the case d = 1, if the closest point is an endpoint then the algorithm ends in a finite 
number of iterations with the projected gradient equal to zero. Otherwise. the conclusion of 
Theorem 3.2 holds. This is due to the fact that the sequence {F(+)) is strictly decreasing on 
successful steps, hence the endpoints of Q may only occur each at most once on a successful step. 
Having made these changes in the least distance algorithm. we claim that no further changes are 
required in the main algorithm, provided 4(p) is redefined approximately: 
The definition of I,$ stays the same. although the vector Y need not be orthogonal to the manifold if 
.x(p) lies on the boundary of Q. 
In order to demonstrate the next theorem we need some basic facts about variational inequalities 
(see, e.g., [l 11). Let F: R -+ R be a continuously d@erentiable function defined on a cormex subset 
Q c R”. A necessary condition that F attain its minimum at a point se!Z is 
VF(S)~(~ - s) 3 0 for all ~EQ. (10) 
For box constraints this condition is equivalent to (9). A natural condition for uniqueness of 
a minimum is strict monotonicity. defined by 
(VF(s) - VF(t))T(s - t) > 0 for t # s. 
This condition also ensures that the solution of the variational inequality (10) yields a minimum of 
the functional F on the convex set 0. For a twice continuously differentiable function F this 
condition is satisfied if the Hessian matrix given (up to a factor 2) by (1) is positive definite. 
Since we are interested in local approximations, it suffices if the Hessian is positive definite in an 
appropriate neighbourhood of the local minimum. 
Theorem 4.3. With c$ redefined as above, the squared, linearized distance $‘(p) is a first-order 
approximation to c$~‘(fi), provided that the matrix (1) is positire de$nite. 
Proof. We set F(s. /I) = il z -f’(s, p) /I :. A s in the proof of Theorem 2.1, we show first that the 
variation ds is of order 0( 11 dfl 12). We apply (10) with t = s + ds and use the optimality of s to get 
VyF(s. fl)‘ds 3 0. (11) 
Since s + ds is optimal for fl + dfl, we may apply (10) again with r = s to get 
V,F(s + As, /I + d/j)T(- As) 3 0. (12) 
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Since F is twice continuously differentiable, by positive definiteness there are constants m and 
L such that in a neighborhood of s, 
m 11 As 11; < ( VsF(s + As, p) - PDF@, p))TAs = (&F(s + As, p + Afl) - v$(s, p))‘ds 
+ (V$(s + As, /?) - Vs’,F(s + As. p + Afi))TAs < L II A/l 112 !I As l/z. 
Hence, it follows that 11 As I/ 2 d (L/m) iI Afi /I z. 
We now show that the second term on the right-hand side of (2) is of order 0( I/ p 11 i). By (11) this 
term is nonnegative, so it suffices to estimate it from above. We may rewrite this term as 
(l’$(s + As, fi + A/?))TAs + (V$(s + As, p) - &,F(s + As, j? + Ap))TAs. 
The first term is less or equal than zero by (12). whereas by the above the last term is of order 
0( 11 As 11: + 11 ds II2 11 LIB Ill). Hence, the proof is complete. 0 
Now the proof of Theorem 2.4 covers the constrained case. as well. 
5. A numerical example 
As an illustrative example, we fit a hyperboloid to data, given as triplets in Iw3. There are 
sixty-three data points and nine components to the shape parameter vector (i.e., n = 3, d = 2, 
m = 9, N = 63). W e used a standard parametrization involving a shift (x0, yo, zO), an axis (a, 6, c), 
and a rotation matrix involving three Euler angles o, 4, K. The data are given in the Appendix. 
The output is shown below. The initial values for the parameters were chosen in an arbitrary 
fashion, so that the initial objective function value (the sum of the squared distances from the data 
points to the initial surface) was about 382.375. In 11 main iterations (4.7 s on a Sun SPARCstation 
20), the algorithm converged with an objective function value of 6.375097219. The stopping 
Fig. 1. A hyperboloid 
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criterion satisfied was a relative error of less than IO-‘. The estimated parameter values were 
x0 = 1.006417. y. = - 1.971124, z. = 1.531454, a = 0.908960, b = 1.299521, c = 1.069383, and 
Euler angles tc) = 0.997781, 4 = - 1.325477, K = 0.757291. The average number of closest point 
iterations per main iteration was 8. The final surface, with the data points and the associated closest 
points is shown in Fig. 1. 
6. Discussion 
In this paper, we have presented an algorithm that may be used to fit curves and surfaces to the 
measurement data in a least squares sense or, in fact, to fit parametric manifolds to data in any 
dimension. The approach we have taken utilizes a trust region strategy for robustness; indeed, it is 
possible to prove global convergence of the algorithm under reasonable conditions. Moreover, our 
algorithm generalizes easily to the case of constrained location parameters such as those occurring 
in many instances of spline approximation, while retaining global convergence. 
Other than the use of a trust region approach, what distinguishes our algorithm from other least 
squares algorithms for fitting parametric curves and surfaces is the use of orthogonal distances and 
the complete uncoupling of the least distance iteration, in which the location parameters are 
optimized, from the main iteration, in which the shape parameters are adjusted. 
As a trust region method, our implementation differs little from other standard trust region 
algorithms, except for the use of two trust region radii do and d i, along with bisection, to compute 
a Levenberg-Marquardt parameter i, such that the length of the stabilized Gauss-Newton step 
falls between do and d i. This has the advantage of simplicity and seems to work satisfactorily. 
The algorithms given here are incomplete in that explicit constants are not given and, other than 
convergence. no stopping criteria are specified. As is often the case in algorithms of this type, the 
precise choice of values for the various constants seems to have little effect on the convergence of 
the algorithm, although a particular choice might prove more effective in any given setting. 
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Appendix 
1.39579420745747 - 2.20592121065463 2.7276672665 1404 
1.34958938165764 - 2.37054687497368 3.30385564669089 
1.73916077575032 - 1.739865558 16268 3.19353836273958 
2.17219569415410 - 2.15038975423435 3.51663749481326 
3.22041275371539 - 2.00138819987050 5.06022956013218 
4.93053 127075723 - 2.549875573 16292 6.29886096745876 
7.13456698587231 - 1.33490881246999 8.496494309 17782 
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1.51698565747221 - 1.96061412996059 2.15246380076936 
1.75855593077254 - 1.51904792667901 2.70542586125922 
1.90670694575533 - 1.56373430053863 2.74565444015209 
1.848907 13223468 - 0.90965000169054 3.17848932803038 
2.27096959017578 0.70019305119527 4.51084741105583 
3.23465487200557 2.03532797576674 6.25662834848636 
5.21210751637261 4.043800662 17902 8.47185669972054 
0.6762673 1740044 - 2.00274548 166386 3.027295 19450796 
0.76947363875884 - 1.66800 147399670 2.45408250052030 
0.75626034719848 - 0.94700135336853 2.98888696572839 
0.97059233150852 0.52555677614711 3.89353382046273 
0.45908388378888 1.04603503301376 4.507378 17960865 
1.06887799598400 3.69249663429585 6.29554575711519 
0.72404461531426 5.628836608 10276 9.22464620965724 
0.98766261332618 - 2.25830911438267 2.92947573168543 
1.16242622508417 - 1.35009373555454 2.73799094568724 
0.73070773005482 - 0.77104942456370 2.42772055133332 
- 0.36966198130027 - 0.00660760829737 4.13795077740058 
- 1.28950553 180076 0.78187467127961 4.60727641488921 
- 2.30974592308088 1.68681135364361 6.01912027235634 
- 3.8788507450363 1 4.21202280234377 8.50201791820460 
1.39616281800120 - 2.25987027449287 2.94722780084853 
0.20786101357059 - 1.834048435202 11 2.72921685611079 
0.53833284102786 - 1.85050002694942 3.01151658955307 
- 0.59790390707893 - 1.93150317682713 4.22387327162879 
- 1.45486445582402 - 2.12410050464644 5.21078910677571 
- 3.19197317771404 - 2.46553033428393 6.22106152962344 
- 5.15897993148131 - 2.66086396853283 8.9090773 1152430 
1.11526622909899 - 1.62705588515991 2.72733817991056 
0.62011917857881 - 2.53335706184125 2.58443331677777 
0.37982768235912 - 3.32251669520641 3.62349755240245 
- 0.1404413759107’ - 3.27 107405928042 3.44740868335418 
- 0.563532074505 14 - 5.57178886919128 4.61288893932939 
- 1.60672264741397 - 5.91971701963610 6.46457887114743 
- 3.84950670385538 - 7.82904669101753 8.42985032459024 
0.57040295024119 - 2.445202277 17832 2.77153500083223 
0.3052963528 1257 - 2.83458075416441 2.18205060465694 
0.86235632478402 - 3.28769025748220 3.18975395672086 
1.54780276438263 - 4.31719043665400 3.11792673938183 
0.32983776930292 - 5.8827 1772299447 4.8829446289533 1 
1.27805007069 186 - 7.84049543805982 5.93275445470288 
0.99266938074485 - 10.63633495397 150 8.44827171729693 
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0.96253470411934 - 2.0292080259 1109 3.14571826089749 
1.36515072846116 - 2.57950124326724 2.67299292146594 
2.02643943421044 - 3.3 1266194329523 2.74513711117943 
1.5745477025 1308 - 3.75842450804064 3.19237343807121 
2.73029655637789 - 4.31416012412864 4.79131628378978 
3.58660581069539 - 5.81755664211986 6.25439089798438 
5.2837825945 1977 - 7.87683404759995 9.19905065572739 
1.27860492867228 - 2.05938534494788 2.82155581000781 
2.00503 126965503 - 2.12684296013736 3.10544895186467 
1.55684167184886 - 2.09756113635320 3.51614990390870 
2.32347464480165 - 1.67988610690326 3.51862106208349 
3.43 158988467837 - 1.79088045528474 5.01717118083545 
4.54526355044028 - 1.81923553158510 6.23356567723857 
6.81686454518042 - 1.96456645709699 8.78216136037763 
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