Hochschild cohomology of group extensions of quantum complete
  intersections by Grimley, Lauren
ar
X
iv
:1
60
6.
01
72
7v
1 
 [m
ath
.R
T]
  6
 Ju
n 2
01
6
HOCHSCHILD COHOMOLOGY OF GROUP EXTENSIONS OF
QUANTUM COMPLETE INTERSECTIONS
LAUREN GRIMLEY
Abstract. We formulate the Gerstenhaber algebra structure of Hochschild
cohomology of finite group extensions of some quantum complete intersections.
When the group is trivial, this work characterizes the graded Lie brackets on
Hochschild cohomology of these quantum complete intersections, previously
only known for a few cases. As an example, we compute the algebra structure
for two generator quantum complete intersections extended by select groups.
1. Introduction
The behavior of Hochschild cohomology of quantum complete intersections has
been shown to vary greatly based on the choice of quantum coefficients [3, 5, 20],
exhibiting behaviors unseen with commutative algebras. The quantum complete
intersections of interest in this document are noncommutative generalizations of
truncated polynomial rings. Formally, if k is a field, m1, m2, ...., mn are positive
integers, and q = {qi,j}i,j∈{1,2,...,n} such that qi,j ∈ k
∗ for all i, j ∈ {1, 2, ..., n},
qj,i = q
−1
i,j , and qi,i = −1, then
Λm
q
= k〈x1, x2, ..., xn| xixj = −qi,jxjxi, x
mi
i = 0 for all i, j ∈ {1, 2, ...n}〉
is the quantum complete intersection on q and m = (m1, m2, ..., mn).
In [11], Happel asked: does the vanishing of Hochschild cohomology in high
degrees of a finite dimensional algebra over a field imply finite global dimen-
sion? Avramov and Iyengar showed in [1] that, for commutative algebras, finite
Hochschild cohomology does imply finite global dimension. Quantum complete
intersections, however, provided the first examples for which this implication was
shown not to hold. In [5], Buchweitz, Green, Madsen and Solberg showed that the
two generator quantum complete intersections, Λ
(2,2)
q , with q not a root of unity
have infinite global dimension and finite Hochschild cohomology. When the quan-
tum coefficient is a root of unity, Λ
(2,2)
q has infinite Hochschild cohomology with
large gaps determined by the root of unity [5]. Bergh and Erdmann generalized
this result in [3], showing that the two generator quantum complete intersections,
Λ
(m1,m2)
q , have finite Hochschild cohomology if and only if the quantum coefficient
is not a root of unity. In [20], Oppermann furthered this study by showing that the
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Hochschild cohomology of finite quantum complete intersections, Λ
(m1,m2,...,mn)
q , is
intimately tied to the choice of quantum coefficients.
While the algebra structure of Hochschild cohomology of quantum complete
intersections with respect to the cup product has been studied, Hochschild coho-
mology of an associative algebra also admits a graded Lie bracket which is less
understood. The graded Lie algebra structure on Hochschild cohomology has been
studied for monomial algebras [7, 21, 23], skew group algebras [22], tensor prod-
ucts [12], group extensions of polynomial rings [19] and skew polynomial rings [25],
and the quantum complete intersections Λ
(2,2)
q [10]. Most recently in [2], Benson,
Kessar, and Linkelman studied the Lie algebra structure of the first Hochschild
cohomology k-module of Λ
(p,p)
q for a prime p and q of order dividing p− 1.
In this paper, we focus on Λ
(2,2,...,2)
q and allow a finite group, G, to act diag-
onally on the basis {x1, x2, ..., xn} in order to study Hochschild cohomology of
the corresponding skew group algebra. Hochschild cohomology in this case is con-
trolled by the quantum coefficients as well as the choice of group action. We study
the Gerstenhaber algebra structure of Hochschild cohomology of group extensions
of these quantum complete intersections, providing explicit formulas for the cup
product and graded Lie bracket which encode the noncommutative behaviors.
When the group is trivial, this work characterizes the graded Lie algebra struc-
ture of Hochschild cohomology of the quantum complete intersections Λ
(2,2,...,2)
q ,
extending the previous results of [3, 5, 20].
We utilize the notion of twisted tensor products given by Bergh and Oppermann
in [4] and adapt the technique of Wambst in [26] to compute the Hochschild
cohomology in Section 3.1. As in [26], we restrict to the char k = 0 case as it
is required by the contracting homotopy used in the proof. We also restrict to
diagonal actions because the deconstruction used does not generalize immediately
to nondiagonal actions. We use techniques adapted from [5] to compute the cup
product in Section 3.2. Using an alternative bracket description given by Negron
and Witherspoon in [18] and [19], we compute the bracket structure in Section 3.3.
The bracket definition given in [18] works well with Koszul algebras. We focus on
Λ
(2,2,...,2)
q because it is the exclusive case for which Λmq is Koszul. As an example,
these structures are computed for several cases when n = 2 in Section 3.4 and 4.
These example cases are generalizations of, and can be compared to, the examples
in [10, Section 5], [5, Section 3], and [3, Section 3] when the characteristic of the
field is 0.
For the remainder of the paper, we assume k is a field of characteristic 0. Unless
otherwise noted, ⊗ = ⊗k and all modules are left modules.
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2. Preliminaries
Let A be a k-algebra. Let Ae = A⊗ Aop be the enveloping algebra of A where
Aop is the opposite algebra. Because A is a k-algebra, the Hochschild cohomology
of A is
HH∗(A) = Ext∗Ae(A,A).
Hochschild cohomology of A is a Gerstenhaber algebra, having a graded commu-
tative algebra structure given by the cup product, ⌣, and a graded Lie bracket,
[−,−], also called a Gerstenhaber bracket, such that [−, f ] is a graded derivation
with respect to ⌣.
Any k-algebra A has a projective Ae-module resolution given by the bar reso-
lution. The bar resolution of A, B(A), is given by
B(A) : ...
δ3−→ A⊗4
δ2−→ A⊗A⊗A
δ1−→ A⊗A
δ0−→ A→ 0
where
dn(a0 ⊗ a1 ⊗ ...⊗ an+1) =
n∑
m=0
(−1)ma0 ⊗ a1 ⊗ ...⊗ amam+1 ⊗ ...⊗ an+1
for a0, ..., an+1 ∈ A.
Recall the bar resolution admits a comultiplication given by the diagonal map
on B(A), ∆B(A) : B(A)→ B(A)⊗A B(A) which is a chain map given by
∆B(A)(a0 ⊗ a1 ⊗ ...⊗ an+1) =
n∑
m=0
(a0 ⊗ ...⊗ am ⊗ 1)⊗A (1⊗ am+1 ⊗ ...⊗ an+1)
for a0, ..., an+1 ∈ A. We define the cup product, ⌣, on the chain level in terms of
this diagonal map.
Let f ∈ HomAe((B(A))n, A) and g ∈ HomAe((B(A))m, A). The cup product,
f ⌣ g ∈ HomAe((B(A))n+m, A), is the composition
f ⌣ g : B(A)
∆B(A)
−−−→ B(A)⊗A B(A)
f⊗Ag
−−−→ A⊗A A
µ
−→ A
where µ is the multiplication map given by A⊗A A ∼= A.
The graded Lie bracket on Hochschild cohomology, [−,−], was originally given
by Gerstenhaber in [8] for functions defined at the chain level on the bar resolution.
Here we use a construction given in [18] to define the Gerstenhaber bracket on
any projective resolution, K, of A satisfying the following conditions:
Conditions 2.1. (a) There is a chain map ι : K→ B(A) lifting 1A.
(b) There is a chain map π : B(A)→ K such that πι = 1K.
(c) K admits a diagonal map, ∆K : K → K ⊗A K, such that ∆B(A)ι = (ι ⊗A
ι)∆K.
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Notice K = B(A) trivially satisfies conditions above. It is argued in [18] that if A
is a Koszul algebra and K is its Koszul resolution, then K satisfies the conditions
above.
Let m : K→ A be a quasi-isomorphism then, as in [18, Section 3.2], define
FK = (m⊗A 1K − 1K ⊗A m) : K⊗A K→ K.
Assume φ : K ⊗A K → K satisfies dHom(K⊗K,K)(φ) = FK and f ∈ HomAe((K)n, A)
and g ∈ HomAe((K)m, A). Define the ◦-product on the chain level as the compo-
sition
f ◦ g : K
∆K−−→ K⊗A K
∆K⊗A1K−−−−−→ K⊗A K⊗A K
1K⊗Ag⊗A1K
−−−−−−−→ K⊗A K
φ
−→ K
f
−→ A
(2.2)
where 1K⊗A g⊗A 1K has Koszul signs. That is, for x1⊗A x2⊗x3 ∈ K⊗AK⊗AK
with x1 homogeneous,
(1K ⊗A g ⊗A 1K)(x1 ⊗A x2 ⊗A x3) = (−1)
m||x1||x1 ⊗A g(x2)⊗A x3
where ||x1|| is the homological degree of x1. Finally, define the bracket, [f, g], on
the chain level to be
[f, g] = f ◦ g − (−1)(n−1)(m−1)g ◦ f.
By [18, Theorem 3.2.5], this bracket induces the Gerstenhaber bracket on Hochschild
cohomology.
We complete the preliminaries section by defining another crucial concept for
this paper, the twisted tensor product. Let R and S be k-algebras, graded by
abelian groups A and B respectively. Let
t : A⊗Z B → k
∗
be a homomorphism of abelian groups which we will call the twisting map. We
will denote t(a ⊗Z b) = t
<a|b> for all a ∈ A and b ∈ B. Then, as in [4], define
R⊗t S, the twisted tensor product of R and S, to be R⊗S as a vector space with
multiplication
(r0 ⊗ s0)(r1 ⊗ s1) = t
<|r1|||s0|>(r0r1 ⊗ s0s1)
for all homogeneous elements r0, r1 ∈ R and s0, s1 ∈ S, where | · | denotes the
grading degree of the element.
3. Hochschild cohomology of group extensions of quantum
complete intersections
Let q = {qi,j}i,j∈{1,2,...,n} such that qi,j ∈ k
∗ for all i, j ∈ {1, 2, ..., n}, qj,i = q
−1
i,j ,
and qi,i = −1. Define
Λq = k〈x1, x2, ..., xn|xixj = −qi,jxjxi, x
2
i = 0 for all i, j ∈ {1, 2, ...n} with i < j〉.
Notice that this definition agrees with the definition of Λ
(2,2,...,2)
−q found in [20]. Let
G be a finite group which acts diagonally on the generating set x1, x2, ..., xn of
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Λq. For g ∈ G and λ ∈ Λq, let
gλ denote the action of g on λ. Then for each
i ∈ {1, 2, ..., n} and g ∈ G, there exists a χg,i ∈ k such that
gxi = χg,ixi. Extend
linearly to induce an action of G on Λq by automorphisms.
By restricting to considering only diagonal actions, we impart no additional
conditions on q, allowing us to consider group extensions of all quantum complete
intersections in the form of Λq. See [19, Lemma 4.2] for the restrictions on q under
more general actions. Additionally, because we are assuming that G is a finite
group, notice χg,i is necessarily a root of unity for all g ∈ G and i ∈ {1, 2, ..., n}.
Define Λq ⋊G, the group extension of Λq by G (or skew group algebra), to be
Λq ⊗ kG as a vector space with multiplication determined by
(λ0 ⊗ g0)(λ1 ⊗ g1) = λ0(
g0λ1)⊗ g0g1
for λ0, λ1 ∈ Λq and g0, g1 ∈ G. Notice Λq ⋊ 1 ∼= Λq.
Because char k ∤ |G|, the Hochschild cohomology of Λq ⋊ G has a particular
form,
HH∗(Λq ⋊G) ∼= (HH
∗(Λq,Λq ⋊G))
G,
the G-invariants of HH∗(Λq,Λq ⋊ G). The more general result, HH
∗(A ⋊ G) ∼=
(HH∗(A,A⋊G))G, for a k-algebra A with char k ∤ |G| was first given for Hochschild
homology in [13] and for the more general setting of Hochschild cohomology of
smash product algebras in [24].
With this result in mind, we use the remainder of this section to construct a
resolution of Λq using the twisted tensor products of [4]. First, notice we can
construct Λ by taking an iteration of twisted tensor products. Consider Rxi =
k〈xi〉/(x
2
i ) which is Z-graded by the degree of xi for i ∈ {1, 2, ..., n}. Let t
<[j]|1>
i =
−q−1j,i+1 for i ∈ {1, 2, ..., n− 1}, j < i, and [j] = (0, ..., 0, 1, 0, ..., 0), the i-tuple with
a 1 in the jth coordinate and 0 otherwise. Then
Λq ∼= (...((Rx1 ⊗
t1 Rx2)⊗
t2 Rx3)⊗
t3 ...)⊗tn−1 Rxn .
For each i ∈ {1, 2, ..., n}, Rxi has a projective resolution as an R
e
xi
-module given
by
Kxi : ...
δ3−→ Rexi
δ2−→ Rexi
δ1−→ Rexi
µ
−→ Rxi → 0
where µ is multiplication, and δxim (1 ⊗ 1) = xi ⊗ 1 + (−1)
m1 ⊗ xi. The boundary
maps δm have degree 1. Thus to form a graded resolution, we introduce degree
shifts to get
K′xi : ...
δ3−→ Rexi〈2〉
δ2−→ Rexi〈1〉
δ1−→ Rexi
µ
−→ Rxi → 0
where (Rexi〈a〉)b = (R
e
xi
)b−a, a graded R
e
xi
-module resolution of Rxi. By [4, Lemmas
4.3, 4.4, 4.5],
K = Tot(K′x1 ⊗
t1 K′x2 ⊗
t2 ...⊗tn−1 K′xn)
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is a graded projective resolution of Λq as a (Λq)
e-module. By [4, Lemma 4.3], we
can rearrange the elements of K using the isomorphism of graded (Rxj ⊗
tj Rxj+1)
e-
modules, Rexj〈ij〉 ⊗
tj Rexj+1〈ij+1〉
∼= (Rxj ⊗
tj Rxj+1)
e〈ij, ij+1〉 given by
(r1 ⊗ r
′
1)⊗
tj (r2 ⊗ r
′
2) 7→ t
−<r′1|r2>−<ij |r2>−<r
′
1|ij+1>
j (r1 ⊗
tj r2)⊗ (r
′
1 ⊗
tj r′2)
for r1, r
′
1 ∈ Rxj and r2, r
′
2 ∈ Rxj+1.
Let ǫi1,i2,...,in be the copy of 1 ⊗ 1 for which we assign homological degree ij in
xj for j ∈ {1, 2, ..., n}. Iterating the isomorphism of [4, Lemma 4.3] and changing
notation to better track homological degree, we get an isomorphism of graded
(Λq)
e-modules
(K)m ∼=
⊕
i1+i2+...+in=m
Λqǫi1,i2,...,inΛq,
by sending
xα11 ⊗x
α′1
1 ⊗
t1 xα22 ⊗x
α′2
2 ⊗
t2 ...⊗tn−1 xαnn ⊗x
α′n
n ∈ (K
x1)i1⊗
t1 (Kx2)i2⊗
t2 ...⊗tn−1 (Kxn)in
to ∏
l<j
(−ql,j)
αjα
′
l+ijα
′
l+ilαjxα11 x
α2
2 ...x
αn
n ǫi1,i2,...inx
α′1
1 x
α′2
2 ...x
α′n
n ∈ Λqǫi1,i2,...,inΛq.
The boundary map becomes
δm(ǫi1,i2,...,in) =
n∑
j=1
(
∏
l<j
qill,jxjǫi1,...ij−1,ij−1,ij+1,...,in
+ (−1)
∑
l≤j il
∏
l>j
(−qj,l)
ilǫi1,...ij−1,ij−1,ij+1,...,inxj).
By an abuse of notation, we will refer to this identified complex asK with boundary
maps δm for the remainder of the paper.
Now that we have a resolution, apply Hom(Λq)e(−,Λq ⋊ G). Homomorphisms
η ∈ Hom(Λq)e((K)m,Λq ⋊ G), are entirely determined by the image, η(ǫi1,i2,...,in),
for i1 + i2 + ... + in = m. Denote ǫ
∗
i1,i2,...,in
the function in Hom(Λq)e(K,Λq ⋊ G)
defined by ǫ∗i1,i2,...,in(ǫj1,j2,...,jn) = δi1,j1δi2,j2...δin,jn ⊗ 1 where δim,jm is the Kronecker
delta. Then any η ∈ Hom(Λq)e((K)m,Λq ⋊G) can be written
η =
∑
g∈G
∑
i1+i2+...+in=m
(λgi1,i2,...,in ⊗ g)ǫ
∗
i1,i2,...,in
where λgi1,i2,...,in ∈ Λq depends on i1, i2, ..., in and g. Moreover,
Hom(Λq)e(K,Λq ⋊G)
∼=
⊕
g∈G
Hom(Λq)e(K,Λq ⊗ g)
therefore we can restrict to only looking at homomorphisms in Hom(Λq)e(K,Λq⊗g)
for each g ∈ G.
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Before we move farther, we will need some additional notational conveniences, as
in [26]. Elements of Λq are linear combinations of the monomials x
α1
1 x
α2
2 ...x
αn
n for
αi ∈ {0, 1}. Thus, for α ∈ {0, 1}
n, denote xα = xα11 x
α2
2 ...x
αn
n . And similarly,
for β ∈ Nn, define ǫβ = ǫβ1,β2,...,βn and ǫ
∗
β = ǫ
∗
β1,β2,...,βn
. Denote |β| = β1 +
β2 + ... + βn. Lastly, as in the twisting maps in the construction of Λq, denote
[i] = (0, ..., 0, 1, 0, ..., 0), the n-tuple with 1 in the ith coordinate and 0 otherwise.
Using this notation, the induced boundary map on Hom(Λq)e(K,Λq⊗g) becomes
δm((xα ⊗ g)ǫ∗β) =
n∑
l=1
(
∏
k<l
qβkk,lxl(x
α ⊗ g)ǫ∗β+[l]
− (−1)
∑
k≤l βk
∏
k>l
(−ql,k)
βk(xα ⊗ g)xlǫ
∗
β+[l])
=
n∑
l=1
(
∏
k<l
qβkk,l(−qk,l)
−αk(xα+[l] ⊗ g)ǫ∗β+[l]
− (−1)
∑
k≤l βk
∏
k>l
(−ql,k)
βk(−ql,k)
−αkχg,l(x
α+[l] ⊗ g)ǫ∗β+[l])
=
n∑
l=1
(
∏
k<l
(−1)βk(−qk,l)
βk−αk − (−1)
∑
k≤l βk
∏
k>l
(−ql,k)
βk−αkχg,l)
(xα+[l] ⊗ g)ǫ∗β+[l]
=
n∑
l=1
(−1)
∑
k<l βk(
∏
k<l
(−qk,l)
βk−αk − (−1)βl
∏
k>l
(−ql,k)
βk−αkχg,l)
(xα+[l] ⊗ g)ǫ∗β+[l]
for β ∈ Nn with |β| = m−1 and α ∈ {0, 1}n. If αl = 1 or (−1)
βl
∏
k 6=l(−qk,l)
βk−αk =
χg,l, the coefficient of ǫ
∗
β+[l] in δ
m((xα⊗g)ǫ∗β) is 0. Thus, for l ∈ {1, 2, ..., n}, define
Ωg(α, β, l) =


0 if αl = 1
0 if (−1)βl
∏
k 6=l(−qk,l)
βk−αk = χg,l
(−1)
∑
k<l βk(
∏
k<l(−qk,l)
βk−αk
−(−1)βl
∏
k>l(−ql,k)
αk−βkχg,l) otherwise.
In this notation, for β ∈ Nn with |β| = m− 1 and α ∈ {0, 1}n,
δm((xα ⊗ g)ǫ∗β) =
n∑
l=1
Ωg(α, β, l)(x
α+[l] ⊗ g)ǫ∗β+[l].(3.1)
8 LAUREN GRIMLEY
3.1. The vector space. To compute Hochschild cohomology, we decompose the
complex Hom(Λq)e(K,Λq⊗g) into subcomplexes, adapting a method of [26, Section
6] and [15]. For each m ∈ N, g ∈ G, and γ ∈ (N ∪ {−1})n, consider the set,
Kmg,γ = spank{(x
α ⊗ g)ǫ∗β|α ∈ {0, 1}
n, β ∈ Nn, |β| = m, and β − α = γ},
of all elements in homological degree m with fixed β − α. Because the difference
β − α is unchanged by the boundary map δm given in (3.1), Kg,γ =
⊕
m∈NK
m
g,γ is
a subcomplex of Hom(Λ)e(K,Λ⊗ g).
We will show that for some g ∈ G and γ ∈ (N ∪ {−1})n, the subcomplexes
Kg,γ are acyclic and, for others, the differentials are 0. The condition of the
subcomplexes is determined by the set,
Cg = {γ ∈ (N ∪ {−1})
n|∀ l, γl = −1 or (−1)
γl
∏
k 6=l
(−qk,l)
γk = χg,l},
of γ which satisfy a relation between the quantum coefficients and the diagonal
action by g.
Lemma 3.2. Let γ ∈ (N ∪ {−1})n − Cg for some g ∈ G. Then Kg,γ is acyclic.
Proof. To show this result, we adapt the proof of [26, Theorem 6.1] and [15, Lemma
4.6] to this setting. That is, we will show this result by demonstrating a contracting
homotopy but first we will need a bit more notation. For γ ∈ (N ∪ {−1})n and
g ∈ G, define
||γ||g = #{l ∈ {1, 2, ..., n}|γl 6= −1 and (−1)
γl
∏
k 6=l
(−qk,l)
γk 6= χg,l}.
Notice for γ ∈ (N ∪ {−1})n − Cg, ||γ||g 6= 0 by construction.
Now, let m and γ ∈ (N ∪ {−1})n − Cg be fixed, and define hm : K
m
g,γ → K
m−1
g,γ
by
hm((x
α ⊗ g)ǫ∗β) =
1
||β − α||g
n∑
l=1
ωg(α, β, l)(x
α−[l] ⊗ g)ǫβ−[l]
for β ∈ Nn with |β| = m, α ∈ {0, 1}n such that β − α = γ and
ωg(α, β, l) =


0 if αl = 0 or βl = 0
0 if
∏
k 6=l(−qk,l)
βk−αk(−1)βl = −χg,l
Ωg(α− [l], β − [l], l)
−1 otherwise.
.
By defining this contracting homotopy in this way, we require the char k = 0
condition.
We need to show that hm+1δ
m+1+δmhm = 1
∣∣
Kmg,γ
. Let α ∈ {0, 1}n, β ∈ Nn with
|β| = m such that β − α = γ, then
(hm+1δ
m+1+δmhm)((x
α ⊗ g)ǫ∗β)
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=
1
||β − α||g
n∑
j=1
n∑
l=1
(Ωg(α, β, l)ωg(α+ [l], β + [l], j)
+ Ωg(α− [j], β − [j], l)ωg(α, β, j))(x
α+[l]−[j]⊗ g)ǫ∗β+[l]−[j]
=
1
||β − α||g
n∑
l=1
(Ωg(α, β, l)ωg(α + [l], β + [l], l)
+ Ωg(α− [l], β − [l], l)ωg(α, β, l))(x
α ⊗ g)ǫ∗β
+
1
||β − α||g
∑
j 6=l
(Ωg(α, β, l)ωg(α + [l], β + [l], j)
+ Ωg(α− [j], β − [j], l)ωg(α, β, j))(x
α+[l]−[j]⊗ g)ǫ∗β+[l]−[j].
It remains to show that
1
||β − α||g
n∑
l=1
(Ωg(α, β, l)ωg(α + [l], β + [l], l) + Ωg(α− [l], β − [l], l)ωg(α, β, l))(x
α ⊗ g)ǫ∗β
= (xα ⊗ g)ǫ∗β
and
1
||β − α||g
∑
j 6=l
(Ωg(α, β, l)ωg(α + [l], β + [l], j)
+ Ωg(α− [j], β − [j], l)ωg(α, β, j))(x
α+[l]−[j]⊗ g)ǫ∗β+[l]−[j]
= 0.
Let’s start by showing the second condition. Assume j 6= l. Notice, because
(α ± [r])s = αs and (β ± [r])s = βs for r 6= s, Ωg(α, β, l)ωg(α + [l], β + [l], j) and
Ωg(α− [j], β− [j], l)ωg(α, β, j) are both either simultaneously 0 or nonzero. If they
are 0, we have nothing to prove. Therefore assume these terms are nonzero. If
j < l, then
Ωg(α, β, l)ωg(α+ [l], β + [l], j) + Ωg(α− [j], β − [j], l)ωg(α, β, j)
=(−1)
∑
k<l βk(
∏
k<l
(−qk,l)
βk−αk − (−1)βl
∏
k>l
(−ql,k)
−βk+αkχg,l)
(−1)
∑
k<j βk(
∏
k<j
(−qk,j)
βk−αk + (−1)βj
∏
k>j
(−qj,k)
−βk+αkχg,j)
−1
+ (−1)
∑
k<l βk(−
∏
k<l
(−qk,l)
βk−αk + (−1)βl
∏
k>l
(−ql,k)
−βk+αkχg,l)
(−1)
∑
k<j βk(
∏
k<j
(−qk,j)
βk−αk + (−1)βj
∏
k>j
(−qj,k)
−βk+αkχg,j)
−1
=0.
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We get a similar computation if j > l. Thus for every j, l ∈ {1, 2, ..., n} with j 6= l,
Ωg(α, β, l)ωg(α + [l], β + [l], j) + Ωg(α− [j], β − [j], l)ωg(α, β, j) = 0,
giving us our desired expression.
Now we will show
1
||β − α||g
n∑
l=1
(Ωg(α, β, l)ωg(α + [l], β + [l], l) + Ωg(α− [l], β − [l], l)ωg(α, β, l))(x
α ⊗ g)ǫ∗β
= (xα ⊗ g)ǫ∗β
by showing that
n∑
l=1
(Ωg(α, β, l)ωg(α + [l], β + [l], l) + Ωg(α− [l], β − [l], l)ωg(α, β, l)) = ||β − α||g.
Recall, we assumed γ ∈ (N∪{−1})n−Cg. Thus for some l ∈ {1, 2, ..., n}, β−α =
γ ∈ (N∪{−1})n−Cg has βl−αl 6= −1 and (−1)
βl−αl
∏
k 6=l(−qk,l)
βk−αk 6= χg,l. The
reader can check that Ωg(α, β, l)ωg(α+[l], β+[l], l)+Ωg(α−[l], β−[l], l)ωg(α, β, l) =
1 for each l ∈ {1, 2, ..., n} such that βl−αl 6= −1 and (−1)
βl−αl
∏
k 6=l(−qk,l)
βk−αk 6=
χg,l. On the other hand, if l ∈ {1, 2, ..., n} satisfies βl − αl = −1 or
(−1)βl−αl
∏
k 6=l(−qk,l)
βk−αk = χg,l, then Ωg(α, β, l)ωg(α + [l], β + [l], l) + Ωg(α −
[l], β − [l], l)ωg(α, β, l) = 0. Combined these give us our final result.

Theorem 3.3. For each g in G,
HHm(Λq,Λq ⊗ g) ∼=
⊕
β∈Nn
|β|=m
⊕
α∈{0,1}n
β−α∈Cg
spank{(x
α ⊗ g)ǫ∗β}.
Therefore HHm(Λ⋊G) is the G-invariant subspace of
⊕
g∈G
⊕
β∈Nn
|β|=m
⊕
α∈{0,1}n
β−α∈Cg
spank{(x
α ⊗ g)ǫ∗β}.
Proof. We start by showing that for γ ∈ Cg, δ
m
∣∣
Kmg,γ
= 0. If γ ∈ Cg, then for all
l ∈ {1, 2, ..., n}, γl = −1 or (−1)
γl
∏
k 6=l(−qk,l)
γk = χg,l.
Case 1: If γl = −1, then, because γl = −1 if and only if αl = 1 and βl = 0, we
have Ωg(α, β, l) = 0.
Case 2: If (−1)γl
∏
k 6=l(−qk,l)
γk = χg,l, we have two cases to consider, αl =
0 or αl = 1. If additionally αl = 1, then Ωg(α, β, l) = 0. In this case, the
(−1)γl
∏
k 6=l(−qk,l)
γk = χg,l condition is unnecessary. If (−1)
γl
∏
k 6=l(−qk,l)
γk = χg,l
and αl = 0, then (−1)
βl
∏
k 6=l(−qk,l)
γk = (−1)γl
∏
k 6=l(−qk,l)
γk = χg,l and therefore
Ωg(α, β, l) = 0 in this case as well.
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Thus for γ ∈ Cg, δ
m
∣∣
Kmg,γ
= 0, making the cohomology of the subcomplexes Kmg,γ
for γ ∈ Cg equal to spank{(x
α⊗g)ǫ∗β|β−α = γ}. By Lemma 3.2, the subcomplexes
Kmg,γ for γ /∈ Cg are acyclic.

3.2. The cup product. We define the cup product on Hochschild cohomology as
a composition, for f ∈ Hom(Λq)e(B(Λq)l,Λq⋊G) and g ∈ Hom(Λ)e(B(Λq)m,Λq⋊G)
f ⌣ g : B(Λq)
∆B(Λq)
−−−−→ B(Λq)⊗Λq B(Λq)
f⊗Λqg
−−−−→ Λq ⋊G⊗Λq Λq ⋊G
µ
−→ Λq ⋊G
where µ is the multiplication map. To make use of this description, we will define
yet another resolution of Λq, P, which is a subcomplex of B(Λ) such that the
diagonal ∆B(Λ) induces a comultiplication on P.
We begin by defining an n−dimensional analog of the fmi defined in [5]. Let
f(0,0,...,0,0) = 1, f[l] = xl for all l ∈ {1, 2, ..., n}, and fβ = 0 for any β ∈ Z
n with
βl < 0 for some l ∈ {1, 2, ..., n}. Then for β ∈ N
n, define
fβ =
n∑
l=1
∏
k>l
qβkl,kfβ−[l] ⊗ xl.
That is, for β ∈ Nn, fβ is a linear combination of all tensor products of length
|β| with βi xi’s for each i ∈ {1, 2, ..., n} and coefficient q
α determined by the
commuting coefficients that appear when moving the generators past each other
starting from the configuration with generators in increasing order. For example,
f(0,2,1,0,...,0) = x2 ⊗ x2 ⊗ x3 + q2,3x2 ⊗ x3 ⊗ x2 + q
2
2,3x3 ⊗ x2 ⊗ x2.
As in [5], f˜β = 1⊗ fβ ⊗ 1. Consider the Λ
e
q
-module resolution
P : ...
dm+1
P−−−→
⊕
β∈Nn
|β|=m
Λq ⊗ fβ ⊗ Λq
dm
P−→
⊕
β∈Nn
|β|=m−1
Λq ⊗ fβ ⊗ Λq
dm−1
P−−−→ ...
where, for β ∈ Nn with |β| = m,
dP(f˜β) =
n∑
j=1
(
∏
l<j
qill,jxj f˜β−[j] + (−1)
m
∏
l>j
qilj,lf˜β−[j]xj).
Lemma 3.4. P is a subcomplex of B.
Proof. To see this, we will show that the differential on the bar resolution, d,
induces the map dP defined above. Notice for each m ∈ N, (P)m ⊂ (B(Λ))m.
Fix β ∈ N with |β| = m. Write
d =
m∑
i=0
(−1)iδi
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where δi(λ0⊗λ1⊗...⊗λm+1) = λ0⊗λ1⊗...⊗λiλi+1⊗...⊗λm+1 for λ0, λ1, ..., λm+1 ∈
Λq. Using this notation, d(f˜β) contains the terms
n∑
j=1
(
∏
l<j
qill,jxj f˜β−[j] + (−1)
m
∏
l>j
qilj,lf˜β−[j]xj)
as they are generated by δ0(f˜β) and δm(f˜β) respectively. Thus what needs to be
shown is that
∑m−1
i=1 (−1)
iδi(f˜β) = 0.
For α ∈ {1, 2, ..., n}m define xα = xα1 ⊗ xα2 ⊗ ...⊗ xαm . Then we can write
fβ =
∑
α∈{1,2,...,n}m
#{αl=i}=βi ∀i∈{1,2,...,n}
qαxα
where qα is determined by the commuting coefficients that appear when moving
the generators past each other starting from the configuration with generators in
increasing order.
Consider a single term qα ⊗ xα ⊗ 1 in f˜β. If αi = αi+1 for i ∈ {2, 3, ..., m− 2}
then, because x2j = 0 for all j ∈ {1, 2, ..., n}, δi(q
α ⊗ xα ⊗ 1) = 0. If αi 6= αi+1
for i ∈ {2, 3, ..., m − 2} then, without loss of generality, assume αi < αi+1. By
definition f˜β also contains the term q
αqαi,αi+1 ⊗ xα1 ⊗ xα2 ⊗ ... ⊗ xαi−1 ⊗ xαi+1 ⊗
xαi ⊗ xαi+2 ⊗ ...⊗ xαm ⊗ 1. Notice
δi(q
α ⊗ xα ⊗ 1)
= qα ⊗ xα1 ⊗ xα2 ⊗ ...⊗ xαi−1 ⊗ xαixαi+1 ⊗ xαi+2 ⊗ ...⊗ xαm ⊗ 1
= qα(−qαi,αi+1)⊗ xα1 ⊗ xα2 ⊗ ...⊗ xαi−1 ⊗ xαi+1xαi ⊗ xαi+2 ⊗ ...⊗ xαm ⊗ 1
= −qαqαi,αi+1 ⊗ xα1 ⊗ xα2 ⊗ ...⊗ xαi−1 ⊗ xαi+1xαi ⊗ xαi+2 ⊗ ...⊗ xαm ⊗ 1
and
δi(q
αqαi,αi+1 ⊗ xα1 ⊗ xα2 ⊗ ...⊗ xαi−1 ⊗ xαi+1 ⊗ xαi ⊗ xαi+2 ⊗ ...⊗ xαm ⊗ 1)
= qαqαi,αi+1 ⊗ xα1 ⊗ xα2 ⊗ ...⊗ xαi−1 ⊗ xαi+1xαi ⊗ xαi+2 ⊗ ...⊗ xαm ⊗ 1.
Thus in d(f˜β), these two terms cancel each other and no other terms in f˜β con-
tribute to the 1⊗ xα1 ⊗ xα2 ⊗ ...⊗ xαi−1 ⊗ xαi+1xαi ⊗ xαi+2 ⊗ ...⊗ xαm ⊗ 1 term in
d(f˜β). 
To see that the diagonal on B(Λq) restricts to a diagonal on P, recall
∆B(λ0 ⊗ ...⊗ λm+1) =
m∑
i=0
(λ0 ⊗ ...⊗ λi ⊗ 1)⊗Λq (1⊗ λi+1 ⊗ ...⊗ λm+1)
for λ0, ..., λm+1 ∈ Λq. For β ∈ N
m and 0 ≤ t ≤ |β| fixed, we have
fβ =
∑
α+γ=β
α,γ∈Nm and |α|=t
(
∏
1≤l≤n
k<l
qγkαlk,l )fα ⊗ fγ.
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Therefore define,
∆P(f˜β) =
∑
α+γ=β
(
∏
1≤l≤n
k<l
qγkαlk,l )f˜α ⊗Λq f˜γ.
Then the diagonal map, ∆P, is induced by ∆B.
Finally, the motivation for developing fβ is that we have
⊕
β∈Nn
|β|=m
Λn
q
⊗fβ⊗Λ
n
q
∼=
⊕
β∈Nn
|β|=m
ΛqǫβΛq by sending f˜β to ǫβ and this isomorphism preserves the differential
on the respective complexes. That is, K ∼= P. Therefore, using this isomorphism,
we have our desired diagonal map
∆K(ǫβ) =
∑
α+γ=β
∏
1≤l≤n
k<l
qγkαlk,l ǫα ⊗Λnq ǫγ
and we are finally ready to describe the cup product.
By Theorem 3.3, the vector space structure of HHm(Λ,Λ⋊G) has a basis given
by (xα⊗g)ǫ∗β such that β−α ∈ Cg. Then, the cup product, defined on these basis
elements is given by the following formula.
Theorem 3.5. If α, γ ∈ {0, 1}n, β, κ ∈ Nn, and g, h ∈ G, then
(xα ⊗ g)ǫ∗β ⌣ (x
γ ⊗ h)ǫ∗κ =
n∏
l=1
χγlg,l
∏
k<l
qκkβl−γkαlk,l (−1)
−γkαl(xα+γ ⊗ gh)ǫ∗β+κ.
Proof. Let α, γ ∈ {0, 1}n, β, κ, ρ ∈ Nn, and g, h ∈ G. Because we can identify K as
a subcomplex of B(Λ), we can compute the cup product, (xα ⊗ g)ǫ∗β ⌣ (x
γ ⊗ h)ǫ∗κ
as the composition
K
∆K−−→ K⊗Λq K
(xα⊗g)ǫ∗β⊗(x
γ⊗h)ǫ∗κ
−−−−−−−−−−−→ Λq ⋊G⊗Λq Λq ⋊G
µ
−→ Λq ⋊G.
Then
(xα ⊗ g)ǫ∗β ⌣ (x
γ ⊗ h)ǫ∗κ(ǫρ)
= µ((xα ⊗ g)ǫ∗β ⊗ (x
γ ⊗ h)ǫ∗κ(∆K(ǫρ)))
= µ((xα ⊗ g)ǫ∗β ⊗ (x
γ ⊗ h)ǫ∗κ(
∑
ρ′+ρ′′=ρ
∏
1≤l≤n
k<l
q
ρ′′kρ
′
l
k,l ǫρ′ ⊗Λnq ǫρ′′))
= µ(
∏
1≤l≤n
k<l
qκkβlk,l (x
α ⊗ g)⊗Λnq (x
γ ⊗ h))
=
∏
1≤l≤n
k<l
qκkβlk,l (x
α ⊗ g)(xγ ⊗ h)
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=
n∏
l=1
χγlg,l
∏
k<l
qκkβlk,l (x
αxγ ⊗ gh)
=
n∏
l=1
χγlg,l
∏
k<l
qκkβlk,l (−qk,l)
−γkαl(xα+γ ⊗ gh).
Notice for the third equality, we need ρ′ = β, ρ′′ = κ, and ρ = κ+ β. 
3.3. The Gerstenhaber bracket. With a bit more structure, we can compute
the brackets on HH∗(Λn
q
#G) using the techniques of [18] adapted to this setting.
Lemma 3.6. K satisfies Conditions 2.1.
Proof. (a) Let ι : K→ B be defined by sending ǫβ 7→ f˜β , with ǫβ, f˜β defined as in
the previous section.
(b) Extend f˜β to a free Λ
e
q
-basis of B|β|. Let π : B → K be a map π such that
f˜β 7→ ǫβ . By the Comparison Theorem, such a map exists and, by construction,
πι = 1K.
(c) Let the diagonal map ∆K : K→ K⊗Λnq K be defined by
∆K(ǫβ) =
∑
α+γ=β
∏
1≤l≤n
k<l
qγkαlk,l ǫα ⊗Λnq ǫγ
for β ∈ Nn, as in Section 3.2. The reader may check that ∆Bι = (ι ⊗Λn
q
ι)∆K as
required.

Let φ : K ⊗A K → K satisfying d(φ) = FK. We can define the ◦-product on
HH∗(Λ) on the chain level as a composition
f ◦ g : K
∆K−−→ K⊗Λ K
∆K⊗Λ1K−−−−−→ K⊗Λ K⊗K
1K⊗Λg⊗Λ1K−−−−−−−→ K⊗Λ K
φ
−→ K
f
−→ Λ
for f ∈ HomΛe((K)l,Λ) and g ∈ HomΛe((K)m,Λ). However, we would like to
define the ◦-product on HH∗(Λ ⋊ G). By [19], we can define such a ◦-product
using a similar technique, extended trivially to the group.
Define K˜ to be the resolution
...
δ˜3−→ K2 ⊗ kG
δ˜2−→ K1 ⊗ kG
δ˜1−→ K0 ⊗ kG
δ˜0−→ Λq ⋊G→ 0
where δ˜m = δm ⊗ 1kG. Let ∆K˜ = ∆K ⊗ 1kG be the induced diagonal map on K˜.
Let φ˜ = φ ⊗ 1kG. Then, by [19, Section 2.2], for f ∈ Hom(Λq⋊G)e(K˜m,Λq ⋊ G)
and g ∈ Hom(Λq⋊G)e(K˜l,Λq ⋊ G) we can view the φ-circle product, f ◦φ g, as a
composition
K˜
∆
K˜−−→ K˜⊗Λq⋊G K˜
1
K˜−→ K˜⊗Λq⋊G K˜⊗Λq⋊G K˜
1
K˜
⊗g⊗1
K˜−−−−−→ K˜⊗Λq⋊G K˜
φ˜
−→ K˜
f
−→ Λq ⋊G
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where the tensor products in 1K˜ ⊗ g ⊗ 1K˜ are over Λq ⋊G, 1K˜ ⊗ g ⊗ 1K˜ includes
the identification K˜⊗Λq⋊G Λq ⋊ G
∼= K˜, and this function has Koszul signs as in
(2.2). By [18, Theorem 3.2.5], the Gerstenhaber bracket on HH
r
(Λq ⋊G) is given
by
[f, g] = f ◦φ˜ g − (−1)
(m−1)(l−1)g ◦φ˜ f
at the chain level. Thus the only remaining work is to determine φ.
Using [10, Lemma 3.5], we can define φ iteratively as K = Tot(...((Kx1 ⊗t1
Kx2) ⊗t2 ...) ⊗tn−1 Kxn) is defined iteratively. To get a closed form description
of φ, we need to introduce some notation. Let K(ℓ) = Tot(...((Kx1 ⊗t1 Kx2) ⊗t2
...)⊗tℓ−1 Kxℓ) and for α ∈ {0, 1}ℓ, define α(l−1) = (α1, α2, ..., αℓ−1) the (ℓ−1)-tuple
consisting of the first ℓ− 1 entries of α.
Lemma 3.7. If β, γ ∈ Nn and α ∈ {0, 1}n, then
φ(ǫβ ⊗Λn
q
xαǫγ) =
n∑
ℓ=1
(−1)|β|δβℓ+1+...+βn,0δγ1+...+γℓ−1,0δαℓ,1
∏
ℓ<k≤n
(−qℓ,k)
αk(γℓ+1)
∏
1<k≤ℓ
(−qk,ℓ)
αk(βℓ+1)
∏
1≤r<s≤n
r 6=ℓ 6=s
(−qr,s)
αr(αs+γs)+αsβr
x
αℓ+1
ℓ+1 ...x
αn
n ǫβ+γ+[ℓ]x
α1
1 ...x
αℓ−1
ℓ−1
Proof. We will show this by induction. By [10, Lemma 4.2], we know for β, γ ∈ N
and α ∈ {0, 1}
φK(1)(ǫβ ⊗Λnq x
α
1 ǫγ) = δα,1(−1)
βǫα+γ+1.
Assume the formula holds for φK(n−1). Then for β, γ ∈ N
n and α ∈ {0, 1}n, using
[10, Lemma 3.5] in the second equality,
φK(n)(ǫβ ⊗Λnq x
αǫγ) = φ(
∏
k<n
(−qk,n)
αnγkǫβ ⊗Λnq x
α(n−1)ǫγ(n−1) ⊗ x
αnǫγn)
=(φK(n−1) ⊗ F
l
Kxn + (−1)
i+pF rK(n−1) ⊗ φKxn )σ
(
∏
k<n
(−qk,n)
αnγkǫβ ⊗Λn
q
xα(n−1)ǫγ(n−1) ⊗ x
αnǫγn)
=(φK(n−1) ⊗ F
l
Kxn + (−1)
i+pF rK(n−1) ⊗ φKxn )
(
∏
k<n
(−qk,n)
αnγk−βn(αk+γk)(−1)βn|γ(n−1)|ǫβ(n−1) ⊗Λnq x
α(n−1)ǫγ(n−1) ⊗ ǫβn ⊗ x
αnǫγn)
=(
∏
k<n
(−qk,n)
αnγk−βn(αk+γk)(−1)βn|γ(n−1)|)
(
n−1∑
ℓ=1
(−1)|β(n−1)|δβℓ+1+...+βn−1,0δγ1+...+γℓ−1,0δαℓ,1
∏
ℓ<k<n−1
(−qℓ,k)
αk(γℓ+1)
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∏
1≤k<ℓ
(−qk,ℓ)
αk(βℓ+1)
∏
1≤r<s≤n−1
r 6=ℓ 6=s
(−qr,s)
αr(αs+γs)+αsβr
x
αℓ+1
ℓ+1 ...x
αn−1
n−1 ǫβ(n−1)+γ(n−1)+[ℓ]x
α1
1 ...x
αℓ−1
ℓ−1 ⊗ δβn,0x
αn
n ǫγn
+ (−1)|β(n−1)|+|γ(n−1)|δ|γ(n−1)|,0ǫβ(n−1)x
α(n−1) ⊗ δαn,1(−1)
βnǫβn+γn+1)
by the inductive hypothesis. Now, rearrange the terms to get the statement in the
lemma. 
We now have all of the necessary pieces to compute the Gerstenhaber bracket,
[f, g] = f ◦φ˜ g − (−1)
(m−1)(l−1)g ◦φ˜ f(3.8)
for f ∈ Hom(Λq⋊G)e((K˜)m,Λq ⋊ G) and g ∈ Hom(Λq⋊G)e((K˜)l,Λq ⋊ G). Notice
{(xα ⊗ g)(ǫβ ⊗ 1)
∗}α∈{0,1}n,β∈Nn,g∈G forms a basis of Hom(Λq⋊G)e(K˜,Λq ⋊ G). In
the following theorem, we give the circle product on elements of this form. While
these elements are not necessarily non-zero elements of cohomology, the given
formula can be extended linearly to give a well-defined bracket on cohomology by
restricting to the elements of the form as in Theorem 3.3.
Theorem 3.9. For α, γ ∈ {0, 1}n, β, κ ∈ Nn, and g, h ∈ G
(xγ ⊗ h)(ǫκ ⊗ 1)
∗ ◦φ˜ (x
α ⊗ g)(ǫβ ⊗ 1)
∗
=
n∑
r=1
∑
ρ′+ρ′′=κ+β−[r]
(ρ′−β)ℓ≥0 ∀ℓ∈{1,2,...,n}
(−1)|ρ
′−β|(|β|+1)δρ′r+1,βr+1...δρ′n,βnδρ′′1+..+ρ′′r−1,0δαr ,1
Q(xα+γ−[r] ⊗ hg)(ǫκ+β−[r] ⊗ 1)
∗
where
Q =
∏
1≤s<r
χαsh,s(−qs,r)
αs(ρ′r−βr+1)
∏
1≤k<ℓ<r≤n
q
βk(ρ
′−β)ℓ
k,ℓ
∏
1≤r<k<ℓ≤n
q
ρ′′kβℓ
k,ℓ
∏
r<s≤n
(−qr,s)
αs(ρ′′r+1)
∏
1≤t<u≤n
t6=r 6=u
(−qt,u)
αt(αu+ρ′′u)+αt(ρ
′
u−βu)
∏
1≤s<r
s<v≤n
(−qs,v)
−αsγv
∏
1≤v<r<s≤n
(−qv,s)
−(γv+αv)αs
∏
r<s≤n
r≤v<s
(−qv,s)
−γvαs .
Proof.
(xγ ⊗ h)(ǫκ ⊗ 1)
∗ ◦φ˜ (x
α ⊗ g)(ǫβ ⊗ 1)
∗(ǫρ ⊗ 1)
=(xγ ⊗ h)(ǫκ ⊗ 1)
∗φ˜(1K˜ ⊗ (x
α ⊗ g)(ǫβ ⊗ 1)
∗ ⊗ 1K˜)∆˜
(2)(ǫρ ⊗ 1)
=(xγ ⊗ h)(ǫκ ⊗ 1)
∗φ˜(1K˜ ⊗ (x
α ⊗ g)(ǫβ ⊗ 1)
∗ ⊗ 1K˜)(∆˜⊗ 1K˜)
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( ∑
ρ′+ρ′′=ρ
∏
1≤l≤n
k<l
q
ρ′′kρ
′
l
k,l ǫρ′ ⊗ ǫρ′′ ⊗ 1
)
=(xγ ⊗ h)(ǫκ ⊗ 1)
∗φ˜(1K˜ ⊗ (x
α ⊗ g)(ǫβ ⊗ 1)
∗ ⊗ 1K˜)( ∑
ν′+ν′′=ρ′
∑
ρ′+ρ′′=ρ
∏
1≤l≤n
k<l
q
ρ′′kρ
′
l+ν
′′
k ν
′
l
k,l ǫν′ ⊗ ǫν′′ ⊗ ǫρ′′ ⊗ 1
)
.
In order to get a non-zero output from the function 1K˜ ⊗ (x
α ⊗ g)(ǫβ ⊗ 1)
∗ ⊗ 1K˜,
we need ν ′′ = β. Set ν ′′ = β, then ν ′ = ρ′ − β. Applying this map thus gives us
the Koszul sign (−1)|ρ
′−β||β|, making
(xγ ⊗ h)(ǫκ ⊗ 1)
∗ ◦φ˜ (x
α ⊗ g)(ǫβ ⊗ 1)
∗(ǫρ ⊗ 1)
=(xγ ⊗ h)(ǫκ ⊗ 1)
∗φ˜( ∑
ρ′+ρ′′=ρ
(ρ′−β)l≥0 ∀l∈{1,2,...,n}
(−1)|ρ
′−β||β|
∏
1≤l≤n
k<l
q
ρ′′kρ
′
l+βk(ρ
′−β)l
k,l
ǫρ′−β ⊗ (x
α ⊗ g)⊗ ǫρ′′ ⊗ 1
)
.
We need (ρ′ − β)l ≥ 0 for all l ∈ {1, 2, ..., n} because ǫρ′−β is tracking homological
degree which is positive in each coordinate. Therefore δ(ρ′−β)r+1+...+(ρ′−β)n,0 =
δρ′r+1,βr+1...δρ′n,βn. We will use this in the next expression.
(xγ ⊗ h)(ǫκ ⊗ 1)
∗ ◦φ˜ (x
α ⊗ g)(ǫβ ⊗ 1)
∗(ǫρ ⊗ 1)
=(xγ ⊗ h)(ǫκ ⊗ 1)
∗φ˜( ∑
ρ′+ρ′′=ρ
(ρ′−β)l≥0 ∀l∈{1,2,...,n}
(−1)|ρ
′−β||β|
∏
1≤l≤n
k<l
q
ρ′′kρ
′
l+βk(ρ
′−β)l
k,l
ǫρ′−β ⊗ (x
α ⊗ g)⊗ ǫρ′′ ⊗ 1
)
=(xγ ⊗ h)(ǫκ ⊗ 1)
∗
( ∑
ρ′+ρ′′=ρ
(ρ′−β)l≥0 ∀l∈{1,2,...,n}
(−1)|ρ
′−β||β|
∏
1≤l≤n
k<l
q
ρ′′kρ
′
l+βk(ρ
′−β)l
k,l
n∑
r=1
(−1)|ρ
′−β|δρ′r+1,βr+1...δρ′n,βnδρ′′1+..+ρ′′r−1,0δαr ,1
∏
r<s≤n
(−qr,s)
αs(ρ′′r+1)
∏
1≤s<r
(−qs,r)
αs(ρ′r−βr+1)
∏
1≤t<u≤n
t6=r 6=u
(−qt,u)
αt(αu+ρ′′u)+αt(ρ
′
u−βu)
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x
αr+1
r+1 ...x
αn
n ǫρ′−β+ρ′′+[r]x
α1
1 ...x
αr−1
r−1 ⊗ g
)
.
In order to get a non-zero output from the function (xγ ⊗ h)(ǫκ ⊗ 1)
∗, we need
ρ′ − β + ρ′′ + [r] = κ. That is, κ+ β − [r] = ρ′ + ρ′′ = ρ. Notice
x
αr+1
r+1 ...x
αn
n ǫρ′−β+ρ′′+[r]x
α1
1 ...x
αr−1
r−1 ⊗g = (x
αr+1
r+1 ...x
αn
n ⊗1)(ǫρ′−β+ρ′′+[r]⊗1)(x
α1
1 ...x
αr−1
r−1 ⊗g)
by the definition of the multiplication on Λq ⋊ G. The second expression makes
it clearer how to apply (xγ ⊗ h)(ǫκ ⊗ 1)
∗. Then
(xγ ⊗ h)(ǫκ ⊗ 1)
∗ ◦φ˜ (x
α ⊗ g)(ǫβ ⊗ 1)
∗(ǫρ ⊗ 1)
=
∑
ρ′+ρ′′=κ+β−[r]
(ρ′−β)l≥0 ∀l∈{1,2,...,n}
(−1)|ρ
′−β||β|
∏
1≤l≤n
k<l
q
ρ′′kρ
′
l+βk(ρ
′−β)l
k,l
n∑
r=1
(−1)|ρ
′−β|δρ′r+1,βr+1...δρ′n,βnδρ′′1+..+ρ′′r−1,0δαr ,1
∏
r<s≤n
(−qr,s)
αs(ρ′′r+1)
∏
1≤s<r
(−qs,r)
αs(ρ′r−βr+1)
∏
1≤t<u≤n
t6=r 6=u
(−qt,u)
αt(αu+ρ′′u)+αt(ρ
′
u−βu)
(x
αr+1
r+1 ...x
αn
n ⊗ 1)(x
γ ⊗ h)(xα11 ...x
αr−1
r−1 ⊗ g)
=
n∑
r=1
∑
ρ′+ρ′′=κ+β−[r]
(ρ′−β)l≥0 ∀l∈{1,2,...,n}
(−1)|ρ
′−β|(|β|+1)
∏
1≤l≤n
k<l
q
ρ′′kρ
′
l+βk(ρ
′−β)l
k,l
δρ′r+1,βr+1...δρ′n,βnδρ′′1+..+ρ′′r−1,0δαr ,1
∏
r<s≤n
(−qr,s)
αs(ρ′′r+1)
∏
1≤s<r
(−qs,r)
αs(ρ′r−βr+1)
∏
1≤t<u≤n
t6=r 6=u
(−qt,u)
αt(αu+ρ′′u)+αt(ρ
′
u−βu)
∏
1≤s<r
χαsh,s
∏
1≤s<r
s<v≤n
(−qs,v)
−αsγv
∏
r<s≤n
1≤v<r
(−qv,s)
−(γv+αv)αs
∏
r<s≤n
r≤v<s
(−qv,s)
−γvαs
xα+γ−[r] ⊗ hg.
This expression can be simplified slightly to eliminate trivial terms. That is,
(xα ⊗ g)(ǫβ ⊗ 1)
∗ ◦φ˜ (x
γ ⊗ h)(ǫκ ⊗ 1)
∗
=
n∑
r=1
∑
ρ′+ρ′′=κ+β−[r]
(ρ′−β)ℓ≥0 ∀ℓ∈{1,2,...,n}
(−1)|ρ
′−β|(|β|+1)δρ′r+1,βr+1...δρ′n,βnδρ′′1+..+ρ′′r−1,0δαr ,1
∏
1≤s<r
χαsh,s(−qs,r)
αs(ρ′r−βr+1)
∏
1≤k<ℓ<r≤n
q
βk(ρ
′−β)ℓ
k,ℓ
∏
1≤r<k<ℓ≤n
q
ρ′′kβℓ
k,ℓ
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∏
r<s≤n
(−qr,s)
αs(ρ′′r+1)
∏
1≤t<u≤n
t6=r 6=u
(−qt,u)
αt(αu+ρ′′u)+αt(ρ
′
u−βu)
∏
1≤s<r
s<v≤n
(−qs,v)
−αsγv
∏
1≤v<r<s≤n
(−qv,s)
−(γv+αv)αs
∏
r<s≤n
r≤v<s
(−qv,s)
−γvαs
(xα+γ−[r] ⊗ hg)(ǫκ+β−[r] ⊗ 1)
∗.

3.4. Example in 2 generators. Now that we have the general formulas for the
Gerstenhaber algebra structure on HH∗(Λn
q
⋊ G), we can apply them to a simple
example very similar to the example computed in [10, 5.1]. Let n = 2 and assume
q1,2 is not a root of unity. For simplicity, let q = q1,2.
Then, by Theorem 3.3,
HHm(Λ2
q
⋊G) ∼= (
⊕
β∈Nn
|β|=m
⊕
α∈{0,1}n
β−α∈Cg
spank{(x
α ⊗ g)ǫ∗β})
G.
where Cg = {γ ∈ (N ∪ {−1})
2|∀i, γi = −1 or (−1)
γi
∏
k 6=i(−qk,l)
γk = χg,i}.
Therefore we have two conditions on the γ = β − α for which (xα ⊗ g)ǫ∗β is
non-trivial in HHm(Λ2
q
,Λ2
q
⋊G),
γ1 = −1 or (−1)
γ1(−q−1)γ2 = χg,1
and γ2 = −1 or (−1)
γ2(−q)γ1 = χg,2.
If γ1 = −1, then, as q is not a root of unity and χg,2 must be a root of unity,
we cannot have (−q)−1 = (−1)γ2χg,2 and thus, for γ ∈ Cg, we need γ2 = −1.
Alternatively, if γ1 6= −1, then for γ ∈ Cg, we need (−1)
γ1(−q−1)γ2 = χg,1.
But, again because q is not a root of unity, we must have γ2 = 0 and χg,1 = 1.
Thus γ1 6= −1 forces γ2 6= −1 also. Therefore, for γ ∈ Cg, γ1 must satisfy
(−1)γ2(−q)γ1 = χg,2, forcing γ1 = 0 and χg,2 = 1.
That is, we have two options for non-trivial elements, either γ = (−1,−1) or
γ = (0, 0) and χg,1 = χg,2 = 1, making
HH∗(Λ2
q
⋊G) ∼= (spank{ǫ
∗
0,0, {(x1x2 ⊗ g)ǫ
∗
0,0}g∈G,
{(x2 ⊗ g)ǫ
∗
0,1, (x1 ⊗ g)ǫ
∗
1,0, (x1x2 ⊗ g)ǫ
∗
1,1} g∈G
χg,1=χg,2=1
})G
∼= spank{ǫ
∗
0,0, {(x1x2 ⊗ g)ǫ
∗
0,0} g∈Z(G)
χg,1χg,2=1
,
{(x2 ⊗ g)ǫ
∗
0,1, (x1 ⊗ g)ǫ
∗
1,0, (x1x2 ⊗ g)ǫ
∗
1,1} g∈Z(G)
χg,1=χg,2=1
}.
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We can now use our formula from Theorem 3.5,
(xα ⊗ g)ǫ∗β ⌣ (x
γ ⊗ h)ǫ∗κ =
2∏
l=1
χγlg,l
∏
k<l
qκkβl−γkαlk,l (−1)
−γkαl(xα+γ ⊗ gh)ǫ∗β+κ
to compute cup products. Because of the xα+γ in the result of the product, the
only possibly non-zero cup products are
(x2 ⊗ g)ǫ
∗
0,1 ⌣ (x1 ⊗ h)ǫ
∗
1,0 = χ
1
g,1q
1−1(−1)1(x1x2 ⊗ gh)ǫ
∗
1,1
= −χg,1(x1x2 ⊗ gh)ǫ
∗
1,1
= −(x1x2 ⊗ gh)ǫ
∗
1,1
and, using either the formula or the anti-commutativity of ⌣ on HHm(Λ2
q
⋊G),
(x1 ⊗ h)ǫ
∗
0,1 ⌣ (x2 ⊗ g)ǫ
∗
1,0 = (x1x2 ⊗ gh)ǫ
∗
1,1.
Finally, we can use our formula from Theorem 3.9, restated for the case n = 2,
(xγ ⊗ h)(ǫκ ⊗ 1)
∗ ◦ (xα ⊗ g)(ǫβ ⊗ 1)
∗
=
2∑
r=1
∑
ρ′+ρ′′=κ+β−[r]
(ρ′−β)ℓ≥0 ∀ℓ∈{1,2}
(−1)|ρ
′−β|(|β|+1)δρ′r+1,βr+1...δρ′n,βnδρ′′1+..+ρ′′r−1,0δαr ,1
∏
1≤s<r
χαsh,s(−qs,r)
αs(ρ′r−βr+1)
∏
r<s≤2
(−qr,s)
αs(ρ′′r+1)(xα+γ−[r] ⊗ hg)
(ǫκ+β−[r] ⊗ 1)
∗
to compute brackets. Then the non-zero ◦-products are
(x2 ⊗ h)(ǫ0,1 ⊗ 1)
∗ ◦ (x1x2 ⊗ g)(ǫ0,0 ⊗ 1)
∗
=
∑
ρ′+ρ′′=(0,0)
χh,1(−q)
1(0−0+1)(−q)−1(x1x2 ⊗ hg)(ǫ0,0 ⊗ 1)
∗
= χh,1(x1x2 ⊗ hg)(ǫ0,0 ⊗ 1)
∗
= (x1x2 ⊗ hg)(ǫ0,0 ⊗ 1)
∗
and
(x2 ⊗ h)(ǫ0,1 ⊗ 1)
∗ ◦ (x1x2 ⊗ g)(ǫ0,0 ⊗ 1)
∗ = (x1x2 ⊗ hg)(ǫ0,0 ⊗ 1)
∗,
(x1 ⊗ h)(ǫ1,0 ⊗ 1)
∗ ◦ (x1 ⊗ g)(ǫ1,0 ⊗ 1)
∗ = (x1 ⊗ hg)(ǫ1,0 ⊗ 1)
∗,
(x1 ⊗ h)(ǫ1,0 ⊗ 1)
∗ ◦ (x1x2 ⊗ g)(ǫ0,0 ⊗ 1)
∗ = (x1x2 ⊗ hg)(ǫ0,0 ⊗ 1)
∗,
(x1x2 ⊗ h)(ǫ1,1 ⊗ 1)
∗ ◦ (x1 ⊗ g)(ǫ1,0 ⊗ 1)
∗ = (x1x2 ⊗ hg)(ǫ1,1 ⊗ 1)
∗,
(x1 ⊗ g)(ǫ1,0 ⊗ 1)
∗ ◦ (x1x2 ⊗ h)(ǫ1,1 ⊗ 1)
∗ = (x1x2 ⊗ gh)(ǫ1,1 ⊗ 1)
∗,
(x2 ⊗ h)(ǫ0,1 ⊗ 1)
∗ ◦ (x2 ⊗ g)(ǫ0,1 ⊗ 1)
∗ = (x2 ⊗ hg)(ǫ0,1 ⊗ 1)
∗,
(x1x2 ⊗ h)(ǫ1,1 ⊗ 1)
∗ ◦ (x2 ⊗ g)(ǫ0,1 ⊗ 1)
∗ = (x1x2 ⊗ hg)(ǫ1,1 ⊗ 1)
∗, and
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(x2 ⊗ g)(ǫ0,1 ⊗ 1)
∗ ◦ (x1x2 ⊗ h)(ǫ1,1 ⊗ 1)
∗ = (x1x2 ⊗ gh)(ǫ1,1 ⊗ 1)
∗.
Using our formula (3.8), modifying for this notation,
[(xα ⊗ g)(ǫβ ⊗ 1)
∗,(xγ ⊗ h)(ǫκ ⊗ 1)
∗]
= (xα ⊗ g)(ǫβ ⊗ 1)
∗ ◦ (xγ ⊗ h)(ǫκ ⊗ 1)
∗
− (−1)(|κ|−1)(|β|−1)(xγ ⊗ h)(ǫκ ⊗ 1)
∗ ◦ (xα ⊗ g)(ǫβ ⊗ 1)
∗,
we can complete the bracket computations. The non-zero brackets among pairs of
the generators of HH
r
(Λ2
q
⋊G) are
[(x2 ⊗ h)(ǫ0,1 ⊗ 1)
∗,(x1x2 ⊗ g)(ǫ0,0 ⊗ 1)
∗] = (x1x2 ⊗ hg)(ǫ0,0 ⊗ 1)
∗ and
[(x1 ⊗ h)(ǫ1,0 ⊗ 1)
∗,(x1x2 ⊗ g)(ǫ0,0 ⊗ 1)
∗] = (x1x2 ⊗ hg)(ǫ0,0 ⊗ 1)
∗.
Notice that the bracket and cup product computations agree with the results
in [10, Section 5.1] and [5, Section 2.1] respectively when G = 1.
4. A specific group action on Λ2
q
We will now consider a specific example, on Λ2
q
, to study the structure in more
depth. As in the previous section, to ease notation, let q1,2 = q. Let G = 〈g〉 be
the cyclic group generated by an element g. Assume |G| = m and that G acts
on Λ2
q
by gx1 = qx1 and
gx2 = q
−1x2. That is, G acts on Λ
2
q
by its quantum
coefficient. And let q be a primitive dth root of unity.
By Theorem 3.3, we know that HHm(Λ2
q
⋊G) is isomorphic to the G-invariants
of
d⊕
i=1
⊕
β∈N2
|β|=d
⊕
α∈{0,1}2
β−α∈C
gi
spank{(x
α ⊗ gi)ǫ∗β}
where
Cgi ={γ ∈ (N ∪ {−1})
2| ∀ l, γl = −1 or, for k 6= l, (−1)
γl(−qk,l)
γk = qil,k}
={γ ∈ (N ∪ {−1})2| ∀ l, γl = −1 or, for k 6= l, q
γk+i
k,l = (−1)
|γ|}
={γ ∈ (N ∪ {−1})2| γ1 = −1 or q
γ2+i = (−1)|γ| and
γ2 = −1 or q
γ1+i = (−1)|γ|}.
Therefore to have a non-trivial element of cohomology, we need to first check
the conditions for which γ ∈ (N ∪ {−1})2 satisfies γ1 = −1 or q
γ2+i = (−1)|γ| and
γ2 = −1 or q
γ1+i = (−1)|γ| and then check for terms that are G-invariant.
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To compute the cup product, by Theorem 3.5, we know that for α, γ ∈ {0, 1}2,
β, κ ∈ N2, and gi, gj ∈ G,
(xα ⊗ gi)ǫ∗β ⌣ (x
γ ⊗ gj)ǫ∗κ =
2∏
l=1
∏
l 6=k
qiγll,k
∏
k<l
qκkβl−γkαlk,l (−1)
−γkαl(xα+γ ⊗ gi+j)ǫ∗β+κ
=qi(γ1−γ2)+κ1β2−γ1α2(−1)−γ1α2(xα+γ ⊗ gi+j)ǫ∗β+κ.
And, under these assumptions, Theorem 3.9 becomes, for α, γ ∈ {0, 1}2, β, κ ∈
N2, and gi, gj ∈ G
(xα ⊗ gi)(ǫβ ⊗ 1)
∗ ◦φ˜ (x
γ ⊗ gj)(ǫκ ⊗ 1)
∗
=
2∑
r=1
∑
ρ′+ρ′′=κ+β−[r]
(ρ′−β)ℓ≥0 ∀ℓ∈{1,2}
(−1)|ρ
′−β|(|β|+1)δρ′r+1,βr+1...δρ′n,βnδρ′′1+..+ρ′′r−1,0δαr ,1
∏
1≤s<r
qjαss,r (−qs,r)
αs(ρ′r−βr+1)
∏
r<s≤2
(−qr,s)
αs(ρ′′r+1)
∏
1≤s<r
s<v≤2
(−qs,v)
−αsγv(xα+γ−[r] ⊗ gi+j)(ǫκ+β−[r] ⊗ 1)
∗
=
∑
ρ′+ρ′′=κ+β−[1]
(ρ′−β)ℓ≥0 ∀ℓ∈{1,2}
(−1)|ρ
′−β|(|β|+1)δρ′2,β2δα1,1(−q1,2)
α2(ρ′′1+1)
(xα+γ−[1] ⊗ gi+j)(ǫκ+β−[1] ⊗ 1)
∗
+
∑
ρ′+ρ′′=κ+β−[2]
(ρ′−β)ℓ≥0 ∀ℓ∈{1,2}
(−1)|ρ
′−β|(|β|+1)δρ′′1 ,0δα2,1q
jα2(−q)α1(ρ
′
2−β2+1)−α1γ2
(xα+γ−[2] ⊗ gi+j)(ǫκ+β−[2] ⊗ 1)
∗.
As in [5] and [10], we study the specific structure of Hochschild cohomology for
each choice of d.
4.1. d > 1 is odd. If d > 1 is odd, then
Cgi ={γ ∈ (N ∪ {−1})
2| γ1 = −1 or (∃ t, k ∈ N, γ2 + i = td and |γ| = 2k) and
γ2 = −1 or (∃ t, k ∈ N, γ1 + i = td and |γ| = 2k)}
={γ ∈ (N ∪ {−1})2| γ1 = −1 and γ2 = −1 or
γ1 = −1 and ∃ t ∈ N, γ2 = 2t+ 1 and i = 1 or
γ2 = −1 and ∃ t ∈ N, γ1 = 2t+ 1 and i = 1 or
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∃ t, t′ ∈ N, γ1 = td− i and γ2 = t
′d− i and t + t′ even}.
From this description, we immediately get
HH∗(Λ2
q
,Λ2
q
⋊G) ∼=
⊕
t∈N
spank{(x1 ⊗ g)ǫ
∗
0,2t+1, (x2 ⊗ g)ǫ
∗
2t+1,0, (x1x2 ⊗ g)ǫ
∗
2t,0,
(x1x2 ⊗ g)ǫ
∗
0,2t}
d⊕
i=1
⊕
t,t′∈N
t+t′ even
spank{(1⊗ g
i)ǫ∗td−i,t′d−i, (x1 ⊗ g
i)ǫ∗td−i+1,t′d−i,
(x2 ⊗ g
i)ǫ∗td−i,t′d−i+1, (x1x2 ⊗ g
i)ǫ∗td−i+1,t′d−i+1}
d⊕
i=1
spank{(x1x2 ⊗ g
i)ǫ∗0,0, (1⊗ g
i)ǫ∗0,0}
as a vector space.
Then, after taking G-invariants, we get
HH∗(Λ2
q
⋊G) ∼=
⊕
t∈N
spank{(x1 ⊗ g)ǫ
∗
0,2td−1, (x2 ⊗ g)ǫ
∗
2td−1,0, (x1x2 ⊗ g)ǫ
∗
2td,0, (x1x2 ⊗ g)ǫ
∗
0,2td}
d⊕
i=1
⊕
t,t′∈N
t+t′ even
spank{(1⊗ g
i)ǫ∗td−i,t′d−i, (x1 ⊗ g
i)ǫ∗td−i+1,t′d−i,
(x2 ⊗ g
i)ǫ∗td−i,t′d−i+1, (x1x2 ⊗ g
i)ǫ∗td−i+1,t′d−i+1}
d⊕
i=1
spank{(x1x2 ⊗ g
i)ǫ∗0,0, (1⊗ g
i)ǫ∗0,0}
as a vector space.
We will forgo the cup product structure in favor of showing the bracket structure.
The non-zero brackets are, for t, t′, t′′, t′′′ ∈ N and i, j ∈ {1, 2, ..., d},
[(x2 ⊗ g)ǫ
∗
2t′d−1,0, (x1 ⊗ g)ǫ
∗
0,2td−1] = (2t
′d− 1)(x2 ⊗ g
2)ǫ∗2t′d−2,2td−1,
− (2td− 1)q(x1 ⊗ g
2)ǫ∗2t′d−1,2td−2,
[(x1x2 ⊗ g)ǫ
∗
2t′d,0, (x1 ⊗ g)ǫ
∗
0,2td−1] = (2t
′d)(x1x2 ⊗ g
2)ǫ∗2t′d−1,2td−1,
[(1⊗ gi)ǫ∗t′d−i,t′′d−i, (x1 ⊗ g)ǫ
∗
0,2td−1] = (t
′d− i)(1⊗ gi+1)ǫ∗t′d−i−1,2td+t′′d−i−1,
[(x1 ⊗ g
i)ǫ∗t′d−i+1,t′′d−i, (x1 ⊗ g)ǫ
∗
0,2td−1] = (t
′d− i+ 1)(x1 ⊗ g
i+1)ǫ∗t′d−i,2td+t′′d−i−1,
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[(x2 ⊗ g
i)ǫ∗t′d−i,t′′d−i+1, (x1 ⊗ g)ǫ
∗
0,2td−1] = (t
′d− i)(x2 ⊗ g
i+1)ǫ∗t′d−i−1,2td+t′′d−i
− (2td− 1)q(x1 ⊗ g
i+1)ǫ∗t′d−i,2td+t′′d−i,
[(x1x2 ⊗ g
i)ǫ∗t′d−i+1,t′′d−i+1, (x1 ⊗ g)ǫ
∗
0,2td−1] = (t
′d− i+ 1)(x1x2 ⊗ g
i+1)ǫ∗t′d−i,2td+t′′d−i,
[(x1x2 ⊗ g
i)ǫ∗0,2t′d, (x2 ⊗ g)ǫ
∗
0,2td−1] = (2t
′d)q(x1x2 ⊗ g
2)ǫ∗2td−1,2t′d−1,
[(1⊗ gi)ǫ∗t′d−i,t′′d−i, (x2 ⊗ g)ǫ
∗
0,2td−1] = (t
′′d− i)qi(1⊗ gi+1)ǫ∗2td+t′d−i−1,t′′d−i−1,
[(x1 ⊗ g
i)ǫ∗t′d−i+1,t′′d−i, (x2 ⊗ g)ǫ
∗
0,2td−1] = (t
′′d− i)qi(x1 ⊗ g
i+1)ǫ∗2td+t′d−i,t′′d−i−1
− (2td− 1)(x2 ⊗ g
i+1)ǫ∗2td+t′d−i−1,t′′d−i,
[(x2 ⊗ g
i)ǫ∗t′d−i,t′′d−i+1, (x2 ⊗ g)ǫ
∗
0,2td−1] = (t
′′d− i+ 1)qi(x2 ⊗ g
i+1)ǫ∗2td+t′d−i−1,t′′d−i,
[(x1x2 ⊗ g
i)ǫ∗t′d−i+1,t′′d−i+1, (x2 ⊗ g)ǫ
∗
0,2td−1]
= (t′′d− i+ 1)qi(x1x2 ⊗ g
i+1)ǫ∗2td+t′d−i,t′′d−i,
[(1⊗ gi)ǫ∗t′d−i,t′′d−i, (x1x2 ⊗ g)ǫ
∗
2td,0]
= (−1)t
′d−i+1
t′′d−i−1∑
ρ′2=0
qρ
′
2+i+1(x1 ⊗ g
i+1)ǫ∗2td+t′d−i,t′′d−i−1,
[(x1 ⊗ g
i)ǫ∗t′d−i+1,t′′d−i, (x1x2 ⊗ g)ǫ
∗
2td,0]
= −(2td)(x1x2 ⊗ g
i+1)ǫ∗2td+t′d−i,t′′d−i,
[(x2 ⊗ g
i)ǫ∗t′d−i,t′′d−i+1, (x1x2 ⊗ g)ǫ
∗
2td,0]
= (−1)t
′d−i
t′′d−i∑
ρ′2=0
qρ
′
2+i(x1x2 ⊗ g
i+1)ǫ∗2td+t′d−i,t′′d−i,
[(1⊗ gi)ǫ∗t′d−i,t′′d−i, (x1x2 ⊗ g)ǫ
∗
0,2td]
= (−1)t
′d−i
t′d−i−1∑
ρ′′1=0
qρ
′′
1+1(x2 ⊗ g
i+1)ǫ∗t′d−i−1,2td+t′′d−i
− (−1)t
′d−i
t′′d−i−1∑
ρ′2=2td
qρ
′
2−2td+i+1(x1 ⊗ g
i+1)ǫ∗t′d−i,2td+t′′d−i−1,
[(x1 ⊗ g
i)ǫ∗t′d−i+1,t′′d−i, (x1x2 ⊗ g)ǫ
∗
0,2td]
= (−1)t
′d−i+1
t′d−i∑
ρ′′1=0
qρ
′′
1+1(x1x2 ⊗ g
i+1)ǫ∗t′d−i−1,2td+t′′d−i,
[(x2 ⊗ g
i)ǫ∗t′d−i,t′′d−i+1, (x1x2 ⊗ g)ǫ
∗
0,2td]
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= (−1)t
′d−i
2td+t′′d−i∑
ρ′2=2td
qρ
′
2−2td+i(x1x2 ⊗ g
i+1)ǫ∗t′d−i,2td+t′′d−i
− (2td)q(x1x2 ⊗ g
i+1)ǫ∗t′d−i,2td+t′′d−i,
[(x1 ⊗ g
j)ǫ∗t′′d−j+1,t′′′d−j , (1⊗ g
i)ǫ∗td−i,t′d−i]
= −(td − i)(1⊗ gi+j)ǫ∗(t+t′′)d−i−j,(t′+t′′′)d−i−j ,
[(x2 ⊗ g
j)ǫ∗t′d−j,t′′d−j+1, (1⊗ g
i)ǫ∗td−i,t′d−i]
= −(t′d− i)qi(1⊗ gi+j)ǫ∗(t+t′′)d−i−j,(t′+t′′′)d−i−j ,
[(x1x2 ⊗ g
j)ǫ∗t′d−j+1,t′′d−j+1, (1⊗ g
i)ǫ∗td−i,t′d−i]
= (−1)t
′′d−j+1
td−j−1∑
ρ′′1=0
qρ
′′
1+1(x2 ⊗ g
i+j)ǫ∗(t+t′′)d−i−j,(t′+t′′′)d−i−j+1
+ (−1)td−i
(t′+t′′′)d−i−j∑
ρ′2=t
′′′d−i+1
qρ
′
2−t
′′′d+i+j(x1 ⊗ g
i+j)ǫ∗(t+t′′)d−i−j+1,(t′+t′′′)d−i−j ,
[(x1x2 ⊗ g
j)ǫ∗0,0, (1⊗ g
i)ǫ∗td−i,t′d−i]
= (−1)td−i
td−i−1∑
ρ′′1=0
qρ
′′
1+1(x2 ⊗ g
i+j)ǫ∗td−i−1,t′d−i
+ (−1)td−i
t′d−i−1∑
ρ′2=0
qρ
′
2+i+1(x1 ⊗ g
i+j)ǫ∗td−i,t′d−i−1,
[(x1 ⊗ g
j)ǫ∗t′′d−j+1,t′′′d−j , (x1 ⊗ g
i)ǫ∗td−i+1,t′d−i]
= ((t + t′′)d− i− j)(x1 ⊗ g
i+j)ǫ∗(t+t′′)d−i−j+1,(t′+t′′′)d−i−j ,
[(x2 ⊗ g
j)ǫ∗t′d−j,t′′d−j+1, (x1 ⊗ g
i)ǫ∗td−i+1,t′d−i]
= (t′′d− j)(x2 ⊗ g
i+j)ǫ∗(t+t′′)d−i−j,(t′+t′′′)d−i−j+1
− (t′d− i)qi(x1 ⊗ g
i+j)ǫ∗(t+t′′)d−i−j+1,(t′+t′′′)d−i−j ,
[(x1x2 ⊗ g
j)ǫ∗t′d−j+1,t′′d−j+1, (x1 ⊗ g
i)ǫ∗td−i+1,t′d−i]
= (t′′d− j + 1)(x1x2 ⊗ g
i+j)ǫ∗(t+t′′)d−i−j+1,(t′+t′′′)d−i−j+1
+ (−1)td−i
td−i∑
ρ′′1=0
qρ
′′
1+1(x1x2 ⊗ g
i+j)ǫ∗(t+t′′)d−i−j+1,(t′+t′′′)d−i−j+1,
[(x1x2 ⊗ g
j)ǫ∗0,0, (x1 ⊗ g
i)ǫ∗td−i+1,t′d−i]
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= (−1)td−i
td−i∑
ρ′′1=0
qρ
′′
1+1(x1x2 ⊗ g
i+j)ǫ∗td−i,t′d−i,
[(x2 ⊗ g
j)ǫ∗t′d−j,t′′d−j+1, (x2 ⊗ g
i)ǫ∗td−i,t′d−i+1]
[(t′′′d− j + 1)qj − (t′d− i+ 1)qi](x2 ⊗ g
i+j)ǫ∗(t+t′′)d−i−j,(t′+t′′′)d−i−j+1,
[(x1x2 ⊗ g
j)ǫ∗t′d−j+1,t′′d−j+1, (x2 ⊗ g
i)ǫ∗td−i,t′d−i+1]
= (t′′′d− j + 1)qj(x1x2 ⊗ g
i+j)ǫ∗(t+t′′)d−i−j+1,(t′+t′′′)d−i−j+1
− (−1)td−i
t′d−j∑
ρ′′2=0
qρ
′′
2−t
′′d+j+i−1(x1x2 ⊗ g
i+j)ǫ∗(t+t′′)d−i−j+1,(t′+t′′′)d−i−j+1,
and
[(x1x2 ⊗ g
j)ǫ∗0,0, (x2 ⊗ g
i)ǫ∗td−i,t′d−i+1]
= (−1)td−i+1
t′d−i∑
ρ′2=0
qρ
′
2+i(x1x2 ⊗ g
i+j)ǫ∗td−i,t′d−i.
We can compare these results to the computations in [10, Section 5.3] and [5,
Section 3.1] when i = 0.
4.2. d > 2 is even. If d > 2 is even, then
Cgi ={γ ∈ (N ∪ {−1})
2| γ1 = −1 or (∃ t, t
′ ∈ N, γ2 + i = t
d
2
and |γ| = t′
and t+ t′ even) and
γ2 = −1 or (∃ t, t
′ ∈ N, γ1 + i = t
d
2
and |γ| = t′
and t+ t′ even)}
={γ ∈ (N ∪ {−1})2| γ1 = −1 and γ2 = −1 or
γ1 = −1 and ∃ t ∈ N, γ2 = t
′ + 1 and
i = t
d
2
+ 1 and t+ t′ even or
γ2 = −1 and ∃ t ∈ N, γ1 = t
′ + 1 and
i = t
d
2
+ 1 and t+ t′ even or
∃ t, t′ ∈ N, γ1 = t
d
2
− i and γ2 = t
′d
2
− i and t+ t′ even}.
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From this description, we immediately get
HH∗(Λ2
q
,Λ2
q
⋊G) ∼=
⊕
t∈N
spank{(x1 ⊗ g)ǫ
∗
0,2t+1, (x1 ⊗ g
d
2
+1)ǫ∗0,2t, (x2 ⊗ g)ǫ
∗
2t+1,0,
(x2 ⊗ g
d
2
+1)ǫ∗2t,0, (x1x2 ⊗ g)ǫ
∗
2t,0, (x1x2 ⊗ g
d
2
+1)ǫ∗2t+1,0,
(x1x2 ⊗ g)ǫ
∗
0,2t, (x1x2 ⊗ g
d
2
+1)ǫ∗0,2t+1}
d⊕
i=1
⊕
t,t′∈N
t+t′ even
spank{(1⊗ g
i)ǫ∗
td
2
−i,t′ d
2
−i
, (x1 ⊗ g
i)ǫ∗
td
2
−i+1,t′ d
2
−i
,
(x2 ⊗ g
i)ǫ∗
td
2
−i,t′ d
2
−i+1
, (x1x2 ⊗ g
i)ǫ∗
td
2
−i+1,t′ d
2
−i+1
}
d⊕
i=1
spank{(x1x2 ⊗ g
i)ǫ∗0,0, (1⊗ g
i)ǫ∗0,0}
as a vector space.
Then, after taking G-invariants, we get
HH∗(Λ2
q
⋊G) ∼=
⊕
t∈N
spank{(x1 ⊗ g)ǫ
∗
0,td−1, (x1 ⊗ g
d
2
−1)ǫ∗0,td, (x2 ⊗ g)ǫ
∗
td−1,0,
(x2 ⊗ g
d
2
+1)ǫ∗td,0, (x1x2 ⊗ g)ǫ
∗
td,0, (x1x2 ⊗ g
d
2
+1)ǫ∗td−1,0,
(x1x2 ⊗ g)ǫ
∗
0,td, (x1x2 ⊗ g
d
2
+1)ǫ∗0,td−1}
d⊕
i=1
⊕
t,t′∈N
t+t′ even
spank{(1⊗ g
i)ǫ∗
td
2
−i,t′ d
2
−i
, (x1 ⊗ g
i)ǫ∗
td
2
−i+1,t′ d
2
−i
,
(x2 ⊗ g
i)ǫ∗
td
2
−i,t′ d
2
−i+1
, (x1x2 ⊗ g
i)ǫ∗
td
2
−i+1,t′ d
2
−i+1
}
d⊕
i=1
spank{(x1x2 ⊗ g
i)ǫ∗0,0, (1⊗ g
i)ǫ∗0,0}
as a vector space.
4.3. q = −1. Now assume q = −1. That is, d = 2 and we are in the commutative
truncated polynomial case. Then
Cgi ={γ ∈ (N ∪ {−1})
2| γ1 = −1 or ∃ t ∈ N, γ1 − i = 2t and
γ2 = −1 or ∃ t ∈ N, γ2 − i = 2t}
={γ ∈ (N ∪ {−1})2| γ1 = −1 and γ2 = −1 or
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γ1 = −1 and ∃ t ∈ N, γ2 = 2t+ i or
γ2 = −1 and ∃ t ∈ N, γ1 = 2t+ i or
∃ t, t′ ∈ N, γ1 = 2t+ i and γ2 = 2t
′ + i}.
From this description, we immediately get
HH∗(Λ2
q
,Λ2
q
⋊G) ∼=
2⊕
i=1
⊕
t∈N
spank{(x1 ⊗ g
i)ǫ∗0,2t+i, (x2 ⊗ g
i)ǫ∗2t+i,0, (x1x2 ⊗ g
i)ǫ∗2t+i+1,0,
(x1x2 ⊗ g
i)ǫ∗0,2t+i+1}
2⊕
i=1
⊕
t,t′∈N
spank{(1⊗ g
i)ǫ∗2t+i,2t′+i, (x1 ⊗ g
i)ǫ∗2t+i+1,2t′+i,
(x2 ⊗ g
i)ǫ∗2t+i,2t′+i+1, (x1x2 ⊗ g
i)ǫ∗2t+i+1,2t′+i+1}
d⊕
i=1
spank{(x1x2 ⊗ g
i)ǫ∗0,0, (1⊗ g
i)ǫ∗0,0}
as a vector space.
Then, after taking G-invariants, we get
HH∗(Λ2
q
⋊G) ∼=
⊕
t∈N
spank{(x1 ⊗ g)ǫ
∗
0,2t+1, (x2 ⊗ g)ǫ
∗
2t+1,0, (x1x2 ⊗ g)ǫ
∗
2t,0,
(x1x2 ⊗ g)ǫ
∗
0,2t}
2⊕
i=1
⊕
t,t′∈N
spank{(1⊗ g
i)ǫ∗2t+i,2t′+i, (x1 ⊗ g
i)ǫ∗2t+i+1,2t′+i,
(x2 ⊗ g
i)ǫ∗2t+i,2t′+i+1, (x1x2 ⊗ g
i)ǫ∗2t+i+1,2t′+i+1}
d⊕
i=1
spank{(x1x2 ⊗ g
i)ǫ∗0,0, (1⊗ g
i)ǫ∗0,0}
as a vector space.
4.4. q = 1. Finally, if q = 1, we are considering the truncated skew polynomial
ring. In this case,
C1 ={γ ∈ (N ∪ {−1})
2| γ1 = −1 or ∃ t ∈ N, γ1 + γ2 = 2t and
γ2 = −1 or ∃ t ∈ N, γ1 + γ2 = 2t}
={γ ∈ (N ∪ {−1})2| γ1 = −1 and γ2 = −1 or
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γ1 = −1 and ∃ t ∈ N, γ2 = 2t+ 1 or
γ2 = −1 and ∃ t ∈ N, γ1 = 2t+ 1 or
∃ t ∈ N, γ1 + γ2 = 2t}.
From this description, we immediately get
HH∗(Λ2
q
⋊G) ∼=
⊕
t∈N
spank{(x1 ⊗ 1)ǫ
∗
0,2t+1, (x2 ⊗ 1)ǫ
∗
2t+1,0, (x1x2 ⊗ 1)ǫ
∗
2t,0,
(x1x2 ⊗ 1)ǫ
∗
0,2t}⊕
t,t′∈N
t+t′ even
spank{(1⊗ 1)ǫ
∗
t,t′ , (x1 ⊗ 1)ǫ
∗
t+1,t′ , (x2 ⊗ 1)ǫ
∗
t,t′+1,
(x1x2 ⊗ 1)ǫ
∗
t+1,t′+1}⊕
spank{(x1x2 ⊗ 1)ǫ
∗
0,0, (1⊗ 1)ǫ
∗
0,0}
as a vector space.
Because the group action is trivial in this case, we can directly compare this
result to [5, Section 3.5] and [10, Section 5.6].
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