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Abstract
Let Γ (H) be the symmetric Fock space over a Hilbert space H and ε :H → Γ (H) the exponential
mapping. By an E-operator we mean an operator defined on ε(H). For an E-operator A, the compo-
sition mapping Φ =A ◦ ε is called its W -transform. In this paper, we obtain a criterion based on the
W -transform for checking whether or not an E-operator becomes a bounded linear operator on the
Fock space.
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1. Introduction
The quantum stochastic calculus initiated by Hudson and Parthasarathy [12], which has
been extensively studied and successfully applied to many fields in mathematical physics
(see [1,2,10,11,15,16]and references therein), is essentially a branch of functional analysis.
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separable Hilbert space.
Let Γ (H) be the symmetric Fock space over a complex separable Hilbert space H
and ε :H → Γ (H) the exponential mapping. Elements in ε(H) are known as exponential
vectors of Γ (H). By anE-operator we mean an operator defined on the exponential vectors
(i.e., on ε(H)). For an E-operator A, the composition mapping Φ = A ◦ ε is called its
W -transform.
E-operators play an important role in the quantum stochastic calculus. In fact, in de-
veloping their theory, Hudson and Parthasarathy [12] used the set ε(H) as “testing vec-
tors”: all operators in Γ (H) were firstly defined on ε(H) and then extended to their
proper domains. On the other hand, in [4] the authors, by using the W -transform, gave
a characterization for continuous linear operators from Hida testing functional space to
Hida generalized functional space (for white noise analysis and its applications, see, e.g.,
[5,7,8,13,14,17–19]). Hence it is natural as well as meaningful to use the W -transform to
characterize properties of E-operators. In this paper, motivated by the above, we use the
W -transform to discuss the existence of bounded extensions of E-operators.
The paper is organized as follows. In Section 2 we briefly review some necessary no-
tions, notations and facts. In Sections 3 and 4, we introduce and investigate a special class
of multilinear mappings as well as a special class of Fréchet analytic mappings. Several
new results on these mappings are obtained. In Section 5, by using the results obtained
in Sections 3 and 4, we prove our main results, which provide a criterion based on the
W -transform for checking whether or not an E-operator becomes a bounded linear opera-
tor on the Fock space.
2. Preliminaries
In this section we briefly review some notions, notations and facts in Fock calculus and
nonlinear analysis. For details see [3,6,9,15].
Let H be a complex separable Hilbert space with inner product 〈· , ·〉 and norm | · |.
For n 0, let H⊗n denote the n-fold tensor product of H . Note that H⊗0 = C, where
C stands for the complex field. The inner product and norm in H⊗n are still denoted by
〈· , ·〉 and | · |, respectively.
Let Sn stands for the permutation group of {1,2, . . . , n}. For each σ ∈ Sn, there is an
unitary operatorUσ onH⊗n such thatUσ (h1⊗h2⊗· · ·⊗hn)= hσ(1)⊗hσ(2)⊗· · ·⊗hσ(n).
Put
En = 1
n!
∑
σ∈Sn
Uσ . (2.1)
Then En is a projection in H⊗n, which is referred as the symmetrization operator in H⊗n.
Usually En(h1 ⊗ h2 ⊗ · · · ⊗ hn) is denoted by h1 ⊗ˆh2 ⊗ˆ · · · ⊗ˆhn. We endow H ⊗ˆn ≡
En(H
⊗n) with the norm | · |
H ⊗ˆn ≡
√
n! | · |, where | · | is the norm of H⊗n. Then H ⊗ˆn
remains a Hilbert space, which is known as the symmetric n-fold tensor product of H .
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Γ (H)=C⊕H ⊕H ⊗ˆ2 ⊕ · · · ⊕H ⊗ˆn⊕ · · · . (2.2)
The inner product and norm in Γ (H) are denoted by 〈· , ·〉Γ (H) and | · |Γ (H), respectively.
By convention we view H ⊗ˆn as a subspace of Γ (H) in a natural way.
For each h ∈H , let ε(h) denote the exponential vector associated with h, namely
ε(h)= 1⊕ h⊕ 1
2!h
⊗2 ⊕ · · · ⊕ 1
n!h
⊗n ⊕ · · · . (2.3)
Then (2.3) defines mapping ε :H → Γ (H), which is known as the exponential mapping.
It is well known that, as a subset of Γ (H), the set E = ε(H) is linearly independent and
total in Γ (H).
Let {ek}k1 be an orthonormal basis of H . Then H ⊗ˆn has the following orthonormal
basis {
e
⊗r1
i1
⊗ˆ e⊗r2i2 ⊗ˆ · · · ⊗ˆ e
⊗rk
ik√
r1!r2! . . . rk! ; 1 i1 < i2 < · · ·< ik, r1 + r2 + · · · + rk = n,
1 k  n
}
, (2.4)
where 1 r1, r2, . . . , rk  n. Hence⋃
n0
{
e
⊗r1
i1
⊗ˆ e⊗r2i2 ⊗ˆ · · · ⊗ˆ e
⊗rk
ik√
r1!r2! . . . rk! ; 1 i1 < i2 < · · ·< ik, r1 + r2 + · · · + rk = n,
1 k  n
}
(2.5)
constitutes an orthonormal basis of Γ (H), where
e
⊗r1
i1
⊗ˆ e⊗r2i2 ⊗ˆ · · · ⊗ˆ e
⊗rk
ik√
r1!r2! . . . rk!
means 1 when n= 0.
Let X,Y be two Banach spaces, whose norms are denoted by the same symbol | · |.
For n  0, let Xn stand for the n-fold Cartesian product of X. Note that Xn = C if
n= 0. A mapping M : Xn → Y is said to be n-linear if M(h1, h2, . . . , hn) is linear for
each variable and it is said to be symmetric if for each σ ∈ Sn one has
M(hσ(1), hσ(2), . . . , hσ(n))=M(h1, h2, . . . , hn), ∀(h1, h2, . . . , hn) ∈Xn. (2.6)
In the sequel, for a symmetric n-linear mapping M :Xn → Y we use the following con-
vention
Mh
r1
1 h
r2
2 . . . h
rk
k ≡M(h1, h1, . . . , h1, h2, h2, . . . , h2, . . . . . . , hk, hk, . . . , hk), (2.7)
where r1 + r2 + · · · + rk = n and hi appears ri times in the right-hand side for each i
(i = 1,2, . . . , k). In particular Mhn =M(h,h, . . . , h).
For an n-linear mapping M , its norm ‖M‖ is defined as
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(h1, h2, . . . , hn) ∈Xn
}
. (2.8)
M is said to be bounded if ‖M‖<∞.
Suppose Ω ⊂X is an open set and x0 ∈Ω . A mapping F :Ω→ Y is said to be Fréchet
differentiable at x0 if there exists a bounded linear operator A :X→ Y such that∣∣F(x0 + h)− F(x0)−Ah∣∣= o(|h|), h ∈X, x0 + h ∈Ω. (2.9)
In that case, A is called the Fréchet derivative of F at x0 and denoted by F ′(x0), i.e.,
F ′(x0) = A. The mapping F :Ω → Y is said to be Fréchet differentiable if it is Fréchet
differentiable at each point in Ω .
The nth Fréchet derivative of F at x0, denoted by F (n)(x0), can be defined inductively.
If F :Ω → Y is n-times Fréchet differentiable then, for x0 ∈Ω , F (n)(x0) is a symmetric
bounded n-linear mapping from Xn to Y .
A mapping F :Ω → Y is said to be Fréchet analytic if for each x0 ∈Ω there exists a
number δ > 0 such that
F(x)=
∞∑
n=0
Mn(x − x0)n, x ∈Ω, |x − x0|< δ, (2.10)
where, for each n 1, Mn :Xn → Y is a symmetric bounded n-linear mapping associated
with x0 and M0 = F(x0).
For a Fréchet analytic mapping F :Ω → Y , if it has an expansion of form (2.10) at
x0 ∈Ω then Mn = (1/n!)F (n)(x0), n= 0,1, . . . .
3. Results on multilinear mappings
In this section, we first introduce the notion of a strongly bounded multilinear mapping
and then prove some results on strongly bounded multilinear mappings.
Let H be the same as in Section 2 and K another complex separable Hilbert space with
inner product 〈· , ·〉 and norm | · |. In addition we assume that {fk}k1 is a given orthonormal
basis of K .
Definition 3.1. Let n 1 and M :Hn →K a bounded n-linear mapping. M is said to be
strongly bounded if it holds that
‖M‖s ≡
{
sup
|g|=1, g∈K
∑
j1,j2,...,jn
∣∣〈g,M(ej1, ej2 , . . . , ejn)〉∣∣2}1/2 <∞, (3.1)
where
∑
j1,j2,...,jn
≡∑∞j1,j2,...,jn=1.
Remark. For a strongly bounded n-linear mapping M :Hn→K , we can easily see that∑
j1,j2,...,jn
∣∣〈g,M(ej1 , ej2, . . . , ejn)〉∣∣2  ‖M‖2s |g|2, g ∈K. (3.2)
Moreover, for a bounded linear operator L :H →K , it holds that ‖L‖ = ‖L‖s .
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exists a unique bounded linear operator M+ :K→H⊗n such that〈
M(h1, h2, . . . , hn), g
〉= 〈h1 ⊗ h2 ⊗ · · · ⊗ hn,M+g〉,
(h1, h2, . . . , hn) ∈Hn, g ∈K. (3.3)
In that case, it holds that ‖M‖s = ‖M+‖, where ‖M+‖ means the usual norm of M+ as a
bounded linear operator.
Remark. From this proposition, we immediately see that ‖M‖ ‖M‖s , where ‖M‖ is the
usual norm of M as a bounded n-linear mapping (cf. Section 2).
Proof of Proposition 3.1. The uniqueness of M+ is obvious since the set{
h1 ⊗ h2 ⊗ · · · ⊗ hn; (h1, h2, . . . , hn) ∈Hn
}
is total in H⊗n. Now we prove the existence. To this end, we define M+ :K→H⊗n as
M+g =
∑
j1,j2,...,jn
〈
g,M(ej1 , ej2, . . . , ejn)
〉
ej1 ⊗ ej2 ⊗ · · · ⊗ ejn , g ∈K. (3.4)
From (3.2), we see that M+ is well-defined linear operator. Moreover, by a direct compu-
tation we get
|M+g|2 =
∑
j1,j2,...,jn
∣∣〈g,M(ej1, ej2, . . . , ejn)〉∣∣2 (3.5)
which implies that ‖M+‖ = ‖M‖s . Hence M+ is bounded.
It remains to verify (3.3). In fact, for (h1, h2, . . . , hn) ∈Hn and g ∈K , from the bound-
edness of M it follows that
〈h1 ⊗ h2 ⊗ · · · ⊗ hn,M+g〉
=
〈
h1 ⊗ h2 ⊗ · · · ⊗ hn,
∑
j1,j2,...,jn
〈
g,M(ej1, ej2, . . . , ejn)
〉
ej1 ⊗ ej2 ⊗ · · · ⊗ ejn
〉
=
∑
j1,j2,...,jn
〈
M(ej1, ej2, . . . , ejn), g
〉〈h1, ej1〉〈h2, ej2〉 . . . 〈hn, ejn〉
=
∑
j1,j2,...,jn
〈
M
(〈h1, ej1〉ej1, 〈h2, ej2〉ej2 , . . . , 〈hn, ejn〉ejn), g〉
= 〈M(h1, h2, . . . , hn), g〉.
This completes the proof. ✷
Proposition 3.2. Let M :Hn → K be a strongly bounded n-linear mapping. Then there
exists a unique bounded linear operator TM :H⊗n→K such that
‖TM‖ = ‖M‖s (3.6)
and
M(h1, h2, . . . , hn)= TM(h1 ⊗ h2 ⊗ · · · ⊗ hn), (h1, h2, . . . , hn) ∈Hn. (3.7)
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Proposition 3.3. Let M :Hn → K be a strongly bounded symmetric n-linear mapping.
Define M̂+ = (1/n!)EnM+. Then, as a bounded linear operator, M̂+ :K →H ⊗ˆn admits
the following properties:∥∥M̂+∥∥= 1√
n! ‖M‖s (3.8)
and 〈
M(h1, h2, . . . , hn), g
〉= 〈h1 ⊗ˆh2 ⊗ˆ · · · ⊗ˆhn, M̂+g〉H ⊗ˆn, (3.9)
∀(h1, h2, . . . , hn) ∈Hn, ∀g ∈K .
Proof. Let (h1, h2, . . . , hn) ∈Hn and g ∈K . Then, by (3.3) as well as the symmetry ofM ,
we have〈
h1 ⊗ˆh2 ⊗ˆ · · · ⊗ˆhn, M̂+g
〉
H ⊗ˆn =
〈
En(h1 ⊗ h2 ⊗ · · · ⊗ hn),EnM+g
〉
= 1
n!
∑
σ∈Sn
〈
hσ(1)⊗ hσ(2)⊗ · · · ⊗ hσ(n),M+g
〉
= 1
n!
∑
σ∈Sn
〈
M(hσ(1), hσ(2), . . . , hσ(n)), g
〉
= 1
n!
∑
σ∈Sn
〈
M(h1, h2, . . . , hn), g
〉
= 〈M(h1, h2, . . . , hn), g〉.
Hence (3.9) holds. Next we verify (3.8).
Let n denote 1  i1 < i2 < · · · < ik , 1  r1, r2, . . . , rk  n, r1 + r2 + · · · + rk = n,
1 k  n. Recall that H ⊗ˆn has the orthonormal basis given by (2.4). Hence we have
∣∣M̂+g∣∣2
H ⊗ˆn =
∑
n
∣∣∣∣∣
〈
e
⊗r1
i1
⊗ˆ e⊗r2i2 ⊗ˆ · · · ⊗ˆ e
⊗rk
ik√
r1!r2! . . . rk! , M̂
+g
〉
H ⊗ˆn
∣∣∣∣∣
2
=
∑
n
1
r1!r2! . . . rk!
∣∣〈M(er1i1 er2i2 . . . erkik ), g〉∣∣2
= 1
n!
∑
j1,j2,...,jn
∣∣〈M(ej1, ej2, . . . , ejn), g〉∣∣2
which implies (3.8). ✷
Theorem 3.4. Let M :Hn→K be a strongly bounded symmetric n-linear mapping. Then
there exists a unique bounded linear operator LM :H ⊗ˆn →K such that
‖LM‖ = 1√ ‖M‖s (3.10)
n!
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M(h1, h2, . . . , hn)= LM(h1 ⊗ˆh2 ⊗ˆ · · · ⊗ˆhn), (h1, h2, . . . , hn) ∈Hn. (3.11)
Proof. By putting LM = M̂+∗, the adjoint of M̂+, we come to the conclusion. ✷
4. Results on Fréchet analytic mappings
In the present section, we introduce the S-B condition for Fréchet analytic mappings and
then prove some theorems on a special class of Fréchet analytic mappings which satisfy
the S-B condition.
Let H,K be the same as in Section 3.
Definition 4.1. Let Φ :H →K be an infinitely Fréchet differentiable mapping.Φ is called
a Fréchet entire mapping if the following two conditions are satisfied
l ≡ lim
n→∞
[
1
n!
∥∥Φ(n)(0)∥∥]1/n = 0 (4.1)
and
Φ(h)=
∞∑
n=0
1
n!Φ
(n)(0)hn, h ∈H. (4.2)
Proposition 4.1. Suppose that Φ :H →K is a Fréchet entire mapping. Then it holds that
lim
n→∞
[
1
n!
∥∥Φ(n)(f )∥∥]1/n = 0, f ∈H, (4.3)
and
Φ(f + h)=
∞∑
n=0
1
n!Φ
(n)(f )hn, f,h ∈H. (4.4)
In particular, Φ is a Fréchet analytic mapping.
Proof. Firstly we assert that the next series is absolutely convergent in space K for each
f,h ∈H
∞∑
k=0
∞∑
n=k
1
k!(n− k)!Φ
(n)(0)f n−khk. (4.5)
In fact, we have
∞∑
k=0
∞∑
n=k
1
k!(n− k)!
∣∣Φ(n)(0)f n−khk∣∣ ∞∑
k=0
∞∑
n=k
1
k!(n− k)!
∥∥Φ(n)(0)∥∥|f |n−k|h|k

∞∑ n∑ 1
k!(n− k)!
∥∥Φ(n)(0)∥∥|f |n−k|h|k
n=0 k=0
404 C. Wang et al. / J. Math. Anal. Appl. 288 (2003) 397–410
∞∑
n=0
1
n!
∥∥Φ(n)(0)∥∥(|f | + |h|)n.
From (4.1), we see that the last series is convergent. Hence the assertion is true.
Now, for f ∈H , define Mk(f ) :Hk →K as
Mk(f )(h1, h2, . . . , hk)=
∞∑
n=k
1
(n− k)!Φ
(n)(0)(f,f, . . . , h1, h2, . . . , hk),
(h1, h2, . . . , hk) ∈Hk, (4.6)
where f appears n−k times inΦ(n)(0)(f,f, . . . , h1, h2, . . . , hk). Then, by the above asser-
tion, we find that, for each k  1, Mk(f ) :Hk →K is a well-defined symmetric bounded
k-linear mapping satisfying
∥∥Mk(f )∥∥ ∞∑
n=k
1
(n− k)!
∥∥Φ(n)(0)∥∥|f |n−k. (4.7)
From (4.2) and the above assertion, we have
Φ(f + h)=
∞∑
n=0
1
n!Φ
(n)(0)(f + h)n =
∞∑
n=0
n∑
k=0
1
k!(n− k)!Φ
(n)(0)f n−khk
=
∞∑
k=0
∞∑
n=k
1
k!(n− k)!Φ
(n)(0)f n−khk
=
∞∑
k=0
1
k!
∞∑
n=k
1
(n− k)!Φ
(n)(0)f n−khk
=
∞∑
k=0
1
k!Mk(f )h
k,
where f,h ∈H . On the other hand, from (4.3) and (4.7), we can get
∞∑
k=0
1
k!
∥∥Mk(f )∥∥Rk <∞, ∀R > 0, (4.8)
which implies that [(1/k!)‖Mk(f )‖]1/k → 0. Therefore Φ(n)(f ) =Mn(f ), n = 0,1, . . . .
This completes this proof. ✷
Definition 4.2. Let Φ :H →K be an infinitely Fréchet differentiable mapping. Φ is said
to satisfy the S-B condition if it holds that
‖Φ‖2 ≡ sup
|g|=1, g∈K
∞∑
n=0
1
n!
∑
j1,j2,...,jn
∣∣〈g,Φ(n)(0)(ej1, ej2, . . . , ejn)〉∣∣2 <∞. (4.9)
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S-B condition. Then
1
n!
∥∥Φ(n)(0)∥∥2
s
 ‖Φ‖2. (4.10)
Theorem 4.2. For a mapping Φ :H →K , the following two properties are equivalent:
(i) Φ is a Fréchet entire mapping satisfying the S-B condition;
(ii) Φ is locally bounded and for each f,h ∈H and g ∈K , the following complex function
is an entire function:
G(z)= 〈Φ(f + zh), g〉, z ∈ C. (4.11)
Moreover, Φ satisfies the S-B condition.
Proof. (i) ⇒ (ii) Firstly, for each f,h ∈ H , g ∈ K and z ∈ C, we can prove, with an
argument similar to that in the proof of (4.5), that the next series is absolutely convergent
in C:
∞∑
k=0
∞∑
n=k
1
k!(n− k)!
〈
Φ(n)(0)f n−khk, g
〉
zk. (4.12)
Hence, by a computation, we have
G(z)=
∞∑
k=0
1
k!akz
k, ∀z ∈ C, (4.13)
where
ak =
∞∑
n=k
1
(n− k)!
〈
Φ(n)(0)f n−khk, g
〉
. (4.14)
Note that the series on the right-hand side of (4.14) converges absolutely in K . Therefore
G(z) is an entire function.
(ii) ⇒ (i) We first note that, according to Theorem 2.3.3 in [3], Φ is infinitely Fréchet
differentiable. Next from (4.10) it follows that
1
n!
∥∥Φ(n)(0)∥∥
s
 1√
n! ‖Φ‖ (4.15)
which implies that[
1
n!
∥∥Φ(n)(0)∥∥
s
]1/n
→ 0 (n→ 0). (4.16)
In particular,[
1
n!
∥∥Φ(n)(0)∥∥]1/n→ 0 (n→ 0). (4.17)
Hence series
∑∞
n=0(1/n!)Φ(n)(0)hn is absolutely convergent in space K for all h ∈H .
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dn
dzn
Φ(zh)
∣∣
z=0 =
∂
∂z1
∂
∂z2
· · · ∂
∂zn
Φ(z1h1 + z2h2 + · · · + znhn)
∣∣
z1=z2=···=zn=0,
(4.18)
from which it follows that〈
Φ(h), g
〉= ∞∑
n=0
1
n!
dn
dzn
〈
Φ(zh), g
〉∣∣
z=0 =
∞∑
n=0
1
n!
〈
Φ(n)(0)hn, g
〉
=
〈 ∞∑
n=0
1
n!Φ
(n)(0)hn, g
〉
, ∀h ∈H, g ∈K.
Therefore
Φ(h)=
∞∑
n=0
1
n!Φ
(n)(0)hn, h ∈H.
This completes the proof. ✷
5. Main results
In this section, we state and prove our main results, which provide a criterion based on
the W -transform for checking whether or not an operator defined only on the exponential
vectors becomes a bounded linear operator on the Fock space.
Let H,K be the same as in Section 3 and ε :H → Γ (H) the exponential mapping (cf.
Section 2). By an E-operator we mean an operator defined on ε(H) and valued in K . Let
A : ε(H)→ K be an E-operator. Then the composition mapping Φ = A ◦ ε is called the
W -transform of A.
Now we first prove a lemma that will be used later.
Lemma 5.1. Let Ln :H ⊗ˆn →K , n= 0,1, . . . , be a sequence of bounded linear operators
satisfying
sup
|g|=1, g∈K
∞∑
n=0
|L∗ng|2H ⊗ˆn <∞. (5.1)
Then there exists a bounded linear operator L :Γ (H)→K such that
L(F)= (w)
∞∑
n=0
Ln(fn), F =
∞⊕
n=0
fn ∈ Γ (H). (5.2)
In particular,
L ◦ ε(h)= (w)
∞∑
n=0
1
n!Ln(h
⊗n), h ∈H. (5.3)
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∑∞
n=0 |L∗ng|2H ⊗ˆn . We first assert that
∞∑
n=0
∣∣〈g,Lnfn〉∣∣ α|g||F |, ∀g ∈K, ∀F = ∞⊕
n=0
fn ∈ Γ (H). (5.4)
In fact, by Schwartz inequality, we have
∞∑
n=0
∣∣〈g,Lnfn〉∣∣= ∞∑
n=0
∣∣〈L∗ng,fn〉H ⊗ˆn ∣∣
{ ∞∑
n=0
|L∗ng|2H ⊗ˆn
}1/2{ ∞∑
n=0
|fn|2
H ⊗ˆn
}1/2
 α|g||F |.
Now define φ :K × Γ (H)→C as follows:
φ(g,F )=
∞∑
n=0
〈g,Lnfn〉, g ∈K, F =
∞⊕
n=0
fn ∈ Γ (H). (5.5)
Then it follows from (5.4) that φ(· , ·) is a bounded sesquilinear form. Hence there exists a
bounded linear operator L :Γ (H)→K such that
φ(g,F )= 〈g,L(F )〉, g ∈K, F ∈ Γ (H). (5.6)
Obviously, (5.5) and (5.6) imply (5.2). ✷
The theorems below are our main results.
Theorem 5.2. Let Φ :H →K be a mapping. Then the next three properties are equivalent:
(i) There exists a bounded linear operator L :Γ (H)→K such that Φ = L ◦ ε.
(ii) Φ is Fréchet entire mapping satisfying the S-B condition.
(iii) Φ is locally bounded and for each f,h ∈H and g ∈K , the complex function G(z)=
〈Φ(f + zh), g〉, z ∈ C, is an entire function. Moreover, Φ satisfies the S-B condition.
Proof. (i) ⇒ (ii) Define Mn :Hn→K as follows:
Mn(h1, h2, . . . , hn)= L(h1 ⊗ˆh2 ⊗ˆ · · · ⊗ˆhn), (h1, h2, . . . , hn) ∈Hn. (5.7)
It is easy to see that, for each n, Mn is a symmetric bounded n-linear mapping and more-
over,
‖Mn‖
√
n! ‖L‖ (5.8)
which implies [(1/n!)‖Mn‖]1/n→ 0 (n→ 0). On the other hand, by a simple computation,
we have
Φ(h)=
∞∑
n=0
1
n!Mnh
n, h ∈H, (5.9)
which yields that Φ(n)(0)=Mn. Hence Φ is a Fréchet entire mapping. Now we show that
Φ satisfies the S-B condition. Indeed, we have
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|g|=1, g∈K
∞∑
n=0
1
n!
∑
j1,j2,...,jn
∣∣〈g,Mn(ej1, ej2 , . . . , ejn)〉∣∣2
= sup
|g|=1, g∈K
∞∑
n=0
1
n!
∑
j1,j2,...,jn
∣∣〈g,L(ej1 ⊗ˆ ej2 ⊗ˆ · · · ⊗ˆ ejn)〉∣∣2
= sup
|g|=1, g∈K
∞∑
n=0
∑
n
∣∣∣∣〈g,L(e⊗r1i1 ⊗ˆ e⊗r2i2 ⊗ˆ · · · ⊗ˆ e⊗rkik√r1!r2! . . . rk!
)〉∣∣∣∣2
= sup
|g|=1, g∈K
∞∑
n=0
∑
n
∣∣∣∣〈L∗g, e⊗r1i1 ⊗ˆ e⊗r2i2 ⊗ˆ · · · ⊗ˆ e⊗rkik√r1!r2! . . . rk!
〉
Γ (H)
∣∣∣∣2
= sup
|g|=1, g∈K
|L∗g|2Γ (H) = ‖L∗‖2 = ‖L‖2,
where n means the same as in the proof of Proposition 3.3.
(ii) ⇒ (i) Let Mn = Φ(n)(0). Then Mn is a symmetric bounded n-linear map-
ping and moreover, (1/n!)‖Mn‖2s  ‖Φ‖2 (cf. (4.10)), which implies that Mn is also
strongly bounded. Hence, by Theorem 3.4, there exists a unique bounded linear operator
Ln :H
⊗ˆn→K such that
Mn(h1, h2, . . . , hn)= Ln(h1 ⊗ˆh2 ⊗ˆ · · · ⊗ˆhn), (h1, h2, . . . , hn) ∈Hn, (5.10)
and
‖Ln‖ = 1√
n! ‖Mn‖s . (5.11)
On the other hand, we have
sup
|g|=1, g∈K
∞∑
n=0
|L∗ng|2H ⊗ˆn = sup|g|=1, g∈K
∞∑
n=0
∑
n
∣∣∣∣〈L∗ng, e⊗r1i1 ⊗ˆ e⊗r2i2 ⊗ˆ · · · ⊗ˆ e⊗rkik√r1!r2! . . . rk!
〉
H ⊗ˆn
∣∣∣∣2
= sup
|g|=1, g∈K
∞∑
n=0
∑
n
∣∣∣∣〈g,Ln(e⊗r1i1 ⊗ˆ e⊗r2i2 ⊗ˆ · · · ⊗ˆ e⊗rkik√r1!r2! . . . rk!
)〉∣∣∣∣2
= sup
|g|=1, g∈K
∞∑
n=0
1
n!
∑
j1,j2,...,jn
∣∣〈g,Mn(ej1, ej2, . . . , ejn)〉∣∣2
= ‖Φ‖2.
Hence, by Lemma 5.1, there exists a bounded linear operator L :Γ (H)→K such that
L ◦ ε(h)= (w)
∞∑
n=0
1
n!Ln(h
⊗n), h ∈H.
Noting that Φ is a Fréchet entire mapping, we have
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∞∑
n=0
1
n!Ln(h
⊗n), h ∈H.
Therefore Φ = L ◦ ε.
(ii) ⇔ (iii) This is an immediate consequence of Theorem 4.2. ✷
Theorem 5.3. Let A : ε(H)→K be an E-operator and Φ = A ◦ ε its W -transform. Then
the following three properties are equivalent:
(i) A has a bounded linear extension to Γ (H).
(ii) Φ is Fréchet entire mapping satisfying the S-B condition.
(iii) Φ is locally bounded and for each f,h ∈H and g ∈K , the complex function G(z)=
〈Φ(f + zh), g〉, z ∈ C, is an entire function. Moreover, Φ satisfies the S-B condition.
Proof. Obviously, A has a bounded linear extension on Γ (H)⇔ there exists a bounded
linear operator L :Γ (H)→ K such that Φ = L ◦ ε. Hence by Theorem 5.2 we have the
conclusion. ✷
Remark. Theorem 5.3 provides a criterion based on the W -transform for checking whether
or not an E-operator becomes a bounded linear operator on the Fock space.
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