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Abstract. Extracting information from invoices is a highly structured, recurrent
task in auditing. Automating this task would yield efficiency improvements,
while simultaneously improving audit quality. The challenge for this endeavor is
to account for the text layout on invoices and the high variety of layouts across
different issuers. Recent research has proposed graphs to structurally represent
the layout on invoices and to apply graph convolutional networks to extract the
information pieces of interest. However, the effectiveness of graph-based
approaches has so far been shown only on datasets with a low variety of invoice
layouts. In this paper, we introduce a graph-based approach to information
extraction from invoices and apply it to a dataset of invoices from multiple
vendors. We show that our proposed model extracts the specified key items from
a highly diverse set of invoices with a macro 𝐹! score of 0.8753.
Keywords: Graph attention networks, unstructured data, audit digitization,
graph-based machine learning

1

Introduction

According to the study conducted by Frey & Osborne [1], auditing is among the
professions which are most likely to be impacted by computerization, as they involve a
high number of repetitive, structured tasks. One crucial task that fits this description is
the extraction of information from invoices (EII), which is performed during tests of
details. Tests of details are substantive audit procedures to obtain evidence that the
balances and disclosures related to the audited company’s financial statement and the
corresponding transactions have been recorded and reported correctly [2]. Invoices are
used frequently here, as they are the most elemental source of data used in accounting.
They hold the details of any commercial exchange of goods or services between
companies and/or consumers. Details of interest to the auditor are e.g. invoice numbers,
invoice and due dates, total and tax amounts, VAT numbers, and line items. When
performing tests of details, auditors draw samples of invoices, which can range from
dozens to hundreds of documents in size, depending on the beforehand conducted risk
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assessment. Reviewing the sampled invoices by hand for tests of details requires many
person-hours per audit engagement. Automating EII can thus increase the efficiency of
audits, while simultaneously increasing audit quality by allowing auditors to focus on
higher value-added tasks, and through the ability to test more invoices by increasing
the processing speed. Initially proposed solutions for automating EII employ rulesbased processing and template-matching [3–5], which require human input to construct
business rules and templates. In an audit context, the scalability of such solutions
quickly reaches its limits: Especially bigger audit firms audit a wide range of clients
from multiple industries, which receive invoices from a multitude of different business
partners. The layouts of invoices can vary highly between issuing companies (hereafter
referred to as ‘vendors’). The efficiency gains from rules- or template-based automation
solutions would soon be canceled out by the effort required for their adaption to
individual vendor layouts. For a solution to be employed in audits, it should therefore
be able to capture the general patterns prevalent on invoices and generalize to unseen
invoice layouts. The applicability of such a solution would also extend beyond auditing
and could support administrative processes, especially accounts payable, in public and
private organizations. To address the complexity of dealing with a multitude of invoice
layouts, recent research in the area of EII has proposed machine learning (ML)-based
approaches [6–11]. The challenge for the application of ML to EII is that the text
follows a 2-dimensional layout, as opposed to the sequential, unformatted text usually
assumed by natural language processing (NLP) methods. Previous studies proposed to
employ graphs for representing the text on an invoice document such that the layout is
preserved [9, 10]. The key items are extracted from this document graph by using graph
convolutional neural networks (GCN) [9, 10]. GCN leverage a context diffusion
mechanism, which is functionally similar to the local receptive fields in (grid)
convolutional networks used in computer vision (CV) [12]. Graph representations of
invoices are albeit less granular than their pixel-based CV counterparts [7, 8], making
them more computationally efficient. However, the ability to extract key items from
invoices of GCNs has so far only been demonstrated on invoice datasets with minor
variations in layouts [10]. In line with the above-mentioned requirements for the audit
domain, our research therefore addresses the following research question:
“How can graph-based neural networks be applied to extract key items from invoices
with a high variety of layouts?”
The contribution of this paper lies in the introduction of a graph attention-based model
to extract information from invoices, and its application on a dataset of invoices sourced
from a multitude (277) of vendors.

2

Related Work

Early works concerned with the automation of EII have studied rule- and templatebased approaches to automating this task [3–5]. These approaches are able to extract
the desired information, albeit only from known invoice templates, and require human

input to create new rules or templates. One of the first proposed systems to apply ML
was CloudScan [6], which uses an LSTM-based neural network to extract key items via
sequence labeling, a common approach to information extraction in NLP. However,
such approaches assume the text to be sequential and unformatted and do not account
for the 2-dimensional layout of invoices.
Recent studies have proposed different approaches to represent the text on invoices
such that the layout is preserved. The approaches can be broadly classified into gridbased [7, 8] and graph-based [9, 10]. In the former, the text is mapped to a grid, as in
Chargrid [7] and BERTgrid [8]. The latter approaches model documents as graphs, in
which either words [9] or whole text segments [10] are represented as nodes, and their
spatial relationships are represented as edges. In [10], the edges are furthermore
weighted with the distances between text segments. As is shown in table 1, the
document representation and the methods used are intertwined. Table 1 summarizes the
methodology of previous studies and provides details on the respective data sets and
the reported performance metrics: Grid-based approaches lean methodologically more
towards CV and define the task of extracting key items as semantic segmentation and/or
bounding box regression [7, 8]. The graph-based approaches lean more towards NLP,
using word/node classification and sequence labeling to identify key items. [9, 10].
Majumder et al. [11] use a different approach. Their work is based on representation
learning and leverages prior knowledge about key items which is used to generate
prototypical embeddings for each key item. For each field, candidate words are selected
based on their inferred data type. To determine whether a candidate is a key item, it is
embedded together with its contextual information, and the cosine distance between the
candidate’s embedding and the respective key item embedding is calculated [11].
While there are different approaches to document representation, a notion common
to all mentioned works is the importance of context for the detection of key items. To
this end, grid [7, 8] or graph [9, 10] convolutions are employed in the recent literature,
as well as the attention mechanism [11], or a combination thereof [10]. Further
similarities can be found in the nature of the features used. Usually, some combination
of syntactical, positional, and/or semantic features are employed. Syntactical features
capture (dis-) similarities in the syntax of words and are obtained via character [7, 8] or
byte pair [9] encoding, as well as through the inference of data types (string, date,
alphanumeric, etc.) [9, 11]. Positional features are usually bounding box coordinates
either used as explicit features [11], implicitly encoded in the document representation
[7–10], or Euclidean distances between text boxes [9, 10]. Semantic features are
obtained through word embedding layers [11] or from language models such as
word2vec [10] or BERT [8]. In addition to semantic, positional, and semantic features,
Lohani et al. [9] use external databases to discover known entities (cities, zip codes,
etc.). While the general type of features used is similar across approaches, the specific
utilization and the respective implementation of the model vary. The works reviewed
in this section are difficult to compare in terms of performance, as each work relies on
different proprietary invoice datasets. As is shown in table 1, the datasets vary in size
and variety; Majumder et al. [11] use the most exhaustive dataset of the works presented
in this section, with each invoice coming from a different vendor. The dataset used by
Katti et al. [7] and Denk et al. [8] is comparable in size and variety. Liu et al. [10] use

a set of Chinese invoices, which all follow the same government-regulated layout. In
terms of size, it is comparable to the dataset used by Lohani et al. [9]. The authors
however do not provide any further details, such as the number of vendors or templates
or the exact distribution of languages.
Table 1. Methodology, dataset details and reported performance measures of
related studies
Document
Model
representation type
structure and
granularity
Denk et al.
[7]

Grid;
Characters

Information Dataset Dataset Number of Reported
extraction task size languages vendors / averaged
layouts in performance
dataset over all key
items

(Grid)
Semantic 12.000 Several,
Most
61.48%
Convolu- segmentation,
mainly vendors Accuracy
tional bounding box
English
appear measure (as
Neural
regression
once or reported in
Network
twice [7]
[8])

Katti et al.
[8]
Liu et al.
[10]

65.49%
Accuracy
measure
Graph;
Graph
Text segments Attention
Network,
BiLSTMCRF

Lohani et
al. [9]

Graph;
Words

Majumder
et al. [11]

Candidate
representtations;
Words

Sequence
labelling

3.000

Graph
Node
3.100
Convolu- classification
tional
Network

Chinese

Single
layout

English,
No
French reference

Attention- Measuring 14.327 English
based
candidate
Neural
embedding
Network similarity to
field
embedding

14,327

0.881
F1 score

0.93
F1 score
(Micro)
0.93
Precision
(Micro)
0.929
Recall
(Micro)
0.878
F1 score
(Macro)

Apart from the datasets, another difficulty in comparing approaches is given through
the different evaluation methodologies and metrics. Katti et al. [7] and Denk et al. [8]
evaluate the performance of their models on the character level. To this end, they use a
metric similar to the word error rate. As they are based on the same dataset and use the
same metric, they are the most comparable works reviewed in this section. Denk et al.
[8] show that BERTgrid is able to outperform Chargrid with 65.49% average accuracy
over 61.48%. by extracting BERT features for every word on the invoice from a BERT
model trained on invoices. The other works evaluate their models on the word level.
Lohani et al. [9] present very detailed results for the most exhaustive list of extracted
key items of all works reviewed in this section. They report F1 scores, precision, and
recall for 27 extracted key items, with micro-averages of 0.93, 0.93 and 0.929
respectively. The other graph-based approach presented by Liu et al. [10] achieves an
averaged F1 score of 0.881 on an invoice dataset. No details on the averaging method
are provided. They furthermore report F1 scores for 6 out of 16 extracted key items on
the invoice dataset. Majumder et al. [11] present F1 scores for 7 extracted key items
along with a macro-averaged F1 score of 0.878. Naively observed, it may seem that the
approach introduced by Lohani et al. [9] performs better than the approaches presented
by Liu et al. [10] and especially Majumder et al. [11]. Due to the specifics of the
datasets, a direct comparison of the presented results is not meaningful. The limited
variety of the invoice dataset used by Liu et al. [10] and the incomplete information
regarding the variety of the dataset used by Lohani et al. [9] leave doubt as to whether
graph-based approaches would perform as well in a setting with a higher variety of
layouts. Our work aims to close this research gap by exploring the performance of a
graph-based neural network for EII on a dataset with invoices from a multitude of
vendors.

3

Methodology

To evaluate the performance of graph-based models in EII, we introduce a graph
network model that draws inspiration from the above presented recent research. Figure
1 depicts the document representation and model architecture, and how they are
intertwined. The model takes document graphs as input, in which each node represents
a word in the document. Syntactic, positional, and semantic features are attached to
each node, which are derived from the word the node represents. The edges in the
document graphs represent the relative positional relationship between the words. Key
items are then extracted via node classification. In this section, we introduce the
representation of documents through node features and document graphs and the
architecture of the proposed model.

Figure 1. The node features are embedded using fully connected (FC) and recurrent (GRU)
layers and are attached to the document graph, which is passed into graph attention layers
(GAT) for node classification

3.1

Document representation

As mentioned before, we use graphs to represent documents, which are constructed
from optical character recognition (OCR) outputs of invoices. We use word-level OCR
outputs, such that OCR yields a set of text boxes 𝒟, which contains all 𝑛 recognized
words 𝑤 on the document. Each text box corresponds to a word. We ignore empty and
whitespace text boxes. The bounds of the text boxes are described by the cartesian
coordinates 𝑥! , 𝑦! , 𝑥" , 𝑦" of the box’ corners, measured in pixels. The width and
height of a document are denoted by 𝑊, 𝐻 such that 0 ≤ 𝑥!," ≤ 𝑊 and 0 ≤ 𝑦!," ≤ 𝐻.
An OCRed document can hence be formally described as a set of 𝑛 text boxes on a 2(%) (%) (%) (%)
dimensional plane 𝒟 = ,(𝑤 (%) , 𝑥! , 𝑦! , 𝑥" , 𝑦" ) | 𝑗 ∈ {1, . . . , 𝑛}7, where the
superscript refers to a text box. Each text box in 𝒟 is represented as node in the
document graph 𝐺 = (𝑉, 𝐸). 𝑉 = ,𝑣 (') | 𝑖 ∈ {1, . . . , 𝑛}7 is a set of nodes, and 𝐸 =
,𝑒'% | 𝑖, 𝑗 ∈ {1, . . . , 𝑛}7 a set of edges between nodes 𝑣 (') and 𝑣 (%) . Figure 2 depicts an
example of the graph representation used in our approach. 𝐸 is then constructed from
the text box coordinates. We use the following algorithm to construct 𝐸: Using the
bounding box coordinates, each node 𝑣 (') is connected through 𝑒%' with its neighbors
𝑣 (%) to the top, bottom, left and right. The neighborhood 𝒩(𝑖) of 𝑣 (') are all nodes
which are connected to it via an edge: 𝒩(𝑖) = {𝑣 (%) ∈ 𝑉 | 𝑒%' ∈ 𝐸}. 𝒩(𝑖) can contain
more than four elements, as the edges are in rare instances not symmetrical.

Figure 2. Example for the constructed document graph, showing the neighborhood 𝒩(1) for
the node 𝑣 (!) representing 𝑤 (!) “January”

For 𝑣 (%) | 𝑗 ≠ 𝑖 to become a candidate for a horizontal neighbor, it must fulfill either
(%)
(')
(%)
(')
𝑥" ≤ 𝑥! (left neighbor) or 𝑥" ≥ 𝑥! (right neighbor), while simultaneously
(')
(%)
(')
(')
(%)
(')
(%)
(') (')
(%)
fulfilling 𝑦! ≤ 𝑦! ≤ 𝑦" , 𝑦! ≤ 𝑦" ≤ 𝑦" or 𝑦! ≤ 𝑦! , 𝑦" ≤ 𝑦" . From these
candidates, the candidate with the smallest Euclidean distance between the respective
outer coordinates is then selected as neighbor. An example for this heuristic is given in
Figure 3.

Figure 3. Valid right neighbor candidates for 𝑣 (!) , with 𝑣 ($) being selected as neighbor

Vertical neighbors are determined analogically. In addition to the neighbors, each
node includes a self-loop 𝑒'' . Through the self-loops, the model proposed in section 3.2
can access the node’s own features. The edges in E are unweighted and undirected, the
in-degree of 𝑣 (') is equal to its out-degree.
For each node in 𝐺, word-level features are extracted. We use three types thereof:
Syntactic features, positional features, and semantic features. The syntactic features are
used to capture the fine-grained syntactical (dis-) similarities between tokens. Character
level one-hot representations of 𝑤 (%) are extracted, using a fixed dictionary of 110
capital and lowercase Western European letters, numbers and special characters. The
length of each token is padded to ten characters. The one-hot encoding process yields
a tensor 𝐂 = [𝒄𝟏 , . . . , 𝒄𝒏 ] with dimensions (𝑛 × 110 × 10). The coordinates of the
(%)
(%)
text boxes are used to extract positional features. The 𝑥!," 𝑎𝑛𝑑 𝑦!," coordinates are
scaled to 𝑊 and H respectively. The positional features include the width, height, and

area of the text box, and the Euclidean distances to the nearest neighbors. Missing
values for distances are imputed using the maximum possible distance 1.0. Missing
values appear if a node has no neighbor in one of the directions. In sum, 13 positional
features are extracted for each text box, yielding a matrix 𝐏 = [𝒑𝟏 , . . . , 𝒑𝒏 ] of shape
(𝑛 × 13). The semantic features are supposed to capture the meaning behind a token
and its relationship to other tokens. To this end, we extract word embedding vectors for
𝑤 (%) using a pretrained multilingual BERT [13] base model. To ensure the scalability
of the system, we refrain from building dictionaries or embedding tables of a fixed set
of words. Another reason for this is the susceptibility of OCR to noise, depending on
the quality of the underlying document. For each 𝑤 (%) , BERT outputs a feature vector
of length 768. Passing each token into BERT, a feature matrix 𝐒 = [𝒔𝟏 , . . . , 𝒔𝒏 ] is
obtained. Four model inputs are generated in summary: The document graph G, a
feature tensor containing the one-hot encoded tokens C, the positional feature matrix
P, and the semantic feature matrix S.
3.2

Model architecture

We use the document representation described above as input to the model to perform
node classification on the document graph G; each node is assigned a corresponding
class label. The model proposed in this paper is composed of recurrent, linear, and graph
attention layers. Figure 1 shows the model architecture, along with the correspondent
in- and outputs. The first layers are designated for feature embedding. The one-hot
encoded character sequences C are passed into a gated recurrent unit (GRU) [14] layer,
which extracts syntax-sensitive word embeddings C’. Recurrent layers (such as GRU)
have been shown to be useful for character-level language modeling [15]. The semantic
features S are embedded into a lower dimensional vector space using a fully connected
layer (FC) with 𝑅𝑒𝐿𝑢 nonlinearity, yielding S’. The embedded syntactic and semantic
features are then concatenated with the positional features to form the node features
𝐅 = (𝐂′ || 𝐏 || 𝐒′), where || denotes the concatenation operator. G and 𝐅 are passed
into the graph attention (GAT) layers [16]. GAT layers perform weighted neighborhood
feature aggregation over G, using attention scores as weights. The attention mechanism
allows the model to focus on specific neighboring nodes. For a node 𝑣 (') and its
neighborhood 𝒩(𝑖) of adjacent nodes, which includes its self-loop 𝑒'' , the forward
propagation rule of a GAT layer 𝑙 can be written as
(*+!)

ℎ'

(*) (*)

= 𝜎 U V 𝛼'% 𝑧% Y

(1)

%∈𝒩(')
(*)

(*)

(*)

where 𝛼'% = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥_𝑤'% ` and 𝑤'%
!

(*)

(*)

!

(*)

are the raw attention scores 𝑤'% =
(*)

(*)

𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝑙𝑢 b𝑎(*) _𝑧' c𝑧% `d. 𝑎(*) is a vector learned by the model and 𝑧' , 𝑧% are
the linear activations of layer 𝑙. 𝜎 denotes the nonlinearity, for which we use 𝑅𝑒𝐿𝑢 on
the GAT layers, similar to Lohani et al. [9]. We use multiple GAT layers to extend the
context used to classify a node beyond its direct neighborhood 𝒩(𝑖) to include the

neighborhoods 𝒩(𝑗) of the nodes in 𝒩(𝑖) [12]. In the first two GAT layers, we
additionally employ multi-headed attention. Multi-headed attention has been applied to
increase the stability of the learning process in GAT layers [16]. The attention heads
compute equation (1) independently, their outputs are then concatenated and passed
into the next layer. The last layer is a single-headed GAT layer with a 𝑠𝑜𝑓𝑡𝑚𝑎𝑥
activation function, which performs the node classification. It returns a probability
distribution over the classes for each node in the document graph.

4

Experimental setup

We test the above-proposed document representation and model using a set of invoices
to determine its performance in a realistic setting. For now, we focus on a limited set
of key items to be extracted: The invoice number, the invoice date, and the total amount.
We define a fourth class, “unlabeled”, for all other text on the invoice. Details on the
dataset and the model implementation and training are given below.
4.1

Dataset

As of now, there are no publicly available sets of labeled invoices, which are sufficient
in size and variety to train sophisticated ML models. For this research, we were
provided a set of invoices by an audit firm, in which they are the recipient. The dataset
is composed of 1129 English one-page invoices from 277 different vendors. We
annotated the invoices ourselves by hand for the key items. Individual key items can be
composed of multiple words and appear more than once on one invoice. The classes
(i.e. key items) in our dataset are sharply imbalanced: Out of the 243,704 textboxes
retrieved in our dataset, only 1427 (~0.58%) contain invoice numbers, 2221 (~0.91%)
contain total amounts, and 2600 (~1.06%) contain invoice dates. Table 2 details the
split of the dataset into training, validation, and test sets. We chose validation and test
set sizes of 10% each, to save as many examples for training as possible. The data splits
were stratified across vendors. This way we ensure that both the validation and test
splits contain invoices from vendors that remained unseen during training.
Table 2. Details on data splits

Training set
Validation set
Test set

Number of
invoices
903
113
113

Number of unique
vendors
239
58
62

Number of vendors
unique to split
178
18
18

4.2

Implementation and training

The model described above is implemented using Pytorch 1.7.0 with CUDA 10.1 and
the Deep Graph Library [17] 0.5.2. We use Tesseract 4.0 as OCR engine. Table 3
outlines the chosen model specification in terms of layer sizes (number of hidden
nodes) and the number of attention heads in the GAT layers. The size of the GAT 1
layer equals the sum of sizes of the FC and GRU layers and the number of positional
features 𝒑.
Table 3. Selected model specification

Layer
FC
GRU
GAT 1
GAT 2
GAT 3

Size
256
128
397
192
512

# Attention heads
12
8
1

The model is trained using the multi-class cross-entropy loss between the predicted
and target labels for the nodes, with class weighting to address the class imbalance
described above. The ‘unlabeled’ class is weighted with 0.1112 and the key item classes
with 1.0. The weighting increases the misclassification cost for key items compared to
the ‘unlabeled’ class. Training batches are constructed from batches of documents,
using 8 invoices per batch. The invoices in the training set are shuffled. ADAM [18] is
used as optimizer with the standard configuration 𝛽! = 0.9, 𝛽" = 0.999, 𝜀 = 1𝑒 − 8.
We employ gradient clipping to control for the exploding gradients problem in recurrent
layers; all gradients with 𝐿" norm over 0.5 are clipped. A fixed stepwise learning rate
(𝛼) schedule is applied: The model training starts with 𝛼 = 5.4452 ∗ 10./ , and 𝛼 is
decreased by factor 10 every 50 epochs. We furthermore use an early stopping criterion,
which aims to maximize the macro F1 score on the validation set with a patience of 50
epochs.
The above described model specification (layer sizes, number of attention heads per
layer) and training hyperparameters (𝛼, batch size, weighting of the “unlabeled” class)
were selected using a hyperparameter search with Hyperband [19]. 50 hyperparameter
configurations were tried with the objective to maximize the macro F1 score on the
validation set. For each configuration, the model was trained for a minimum of 10 and
a maximum of 60 epochs. The best configuration achieved a macro F1 score (incl. the
“unlabeled” class) of 0.8956 after 60 epochs.

5

Results

We report F1, precision, and recall scores for the extracted key items. We furthermore
include their macro averages, both including and excluding the unlabeled class. The
scores are calculated by comparing the model outputs with the annotated instances in
the test set. The model outputs were generated using the model state after the

completion of epoch 64, as the early stopping criterion ended the model training on
epoch 115. We furthermore analyze the attention weights inferred on the document
graph edges by the model.
5.1

Classification results

Table 4 shows the classification results on the test set. The model is able to detect all
three key items, though performing better on invoice numbers and invoice dates than
total amounts. For total amounts and invoice dates, precision and recall are well
balanced, leading to reasonable high F1 scores. For invoice numbers, the spread
between precision and recall is higher.
Table 4. Classification results on test set

Precision
Recall
F1 Score

Unlabeled

Invoice
number

Total
amount

Invoice
date

0.9959
0.9971
0.9965

0.9391
0.8571
0.8963

0.8333
0.8072
0.8200

0.9196
0.8996
0.9095

Macro
avg. incl.
unlabeled
0.9220
0.8902
0.9055

Macro
avg. excl.
unlabeled
0.8974
0.8546
0.8753

This can also be seen in Figure 4, which shows a plot of the precision and recall scores
for different probability thresholds (precision-recall curve), along with isometric lines
for several levels of F1 scores. The curve for invoice numbers indicates high trade-off
costs between precision and recall if a recall over 0.9 was to be achieved. Generally,
the figure shows that higher F1 scores are attainable through threshold moving; F1
scores over 0.9 for invoice numbers and close to 0.85 for total amounts could be
achieved.

Figure 4. Precision-recall curves for different probability thresholds for the key items invoice
number, total amount, and invoice date

5.2

Attention analysis

To classify a node 𝑣 (') , the model has not only access to the node’s own features but to
all features of 𝒩(𝑖). The distinguishing ability of GAT is to perform feature
aggregation weighted by the attention weights allocated to the connecting edges 𝑒'% .
Analyzing the attention weights inferred by the model therefore allows to gain an
understanding if and how contextual relationships affect the node classification. To this
end, we analyze the attention weights allocated by the model on the edges of the
document graphs in the test set.

Figure 5. Distribution of attention weights over all edges on predicted key item nodes

Figure 5 depicts the distributions of attention weights inferred by the last GAT layer
on the edges which connect all nodes classified as key items with their surrounding
nodes. For invoice numbers, the model infers sharp attention weights, i.e. the weights
tend to be closer to either 0.0 or 1.0, resembling a bimodal distribution. For invoice
dates and total amounts, this distribution is flatter; weights in between the two extremes
are allocated more frequently. As the model allocates weights close to 0.0 very often,
we furthermore narrow the analysis down to the attention allocated towards the selfloops. This way, we can analyze whether the model disregards the neighborhood
features in favor of the node features or vice versa.
Figure 6 shows the distribution of attention weights on the node’s self-loop edges
𝑒'' . The model infers primarily very small attention weights for invoice numbers, which
indicates that the classified node’s own features informed the classification not as much
as the features of its neighboring nodes 𝑣 (%) . In the case of total amounts and invoice
dates, the self-loop edges received much higher attention weights. In summary, the
attention weights on the self-loops imply that invoice numbers are rather identified via
their context, whereas total amounts and invoice dates are identified via their own
features.

Figure 6. Distribution of attention weights over self-loop edges on predicted key item nodes

This is also reflected in Figure 7: The figure depicts graphs that summarize the
attention weights inferred on the edges of the 2-hop neighborhood of predicted key
items. The attention weights are summed by similar words. The thickness of the edges
connecting the tokens reflects the attention placed by the model on the respective
relationships, summed across all document graphs in the test set. For each key item, we
exemplarily choose the 10 terms which have received the highest attention weights. In
the figure, <Key Item> denotes a neighboring token which has also been classified as
a key item, <Self> denotes the attention on the self-loop.

Figure 7. Attention weights allocated towards the edges of extracted key items, summed across
unique words

In the case of invoice numbers, the model assigns most attention to combinations of
words that form some variation of “invoice number.” For the invoice date, the model
allocates most attention to the self-loop and to neighboring nodes which have also been
classified as invoice dates. Similarly, the classification of total amounts is mainly based
on the node’s own features, and the context receives only small attention weights. For
these two key items, their context is less important for their classification than their
own features.

The analysis of attention weights shows that the model classifies nodes both based
on the node’s own features, as well as based on the features of neighboring nodes. The
weighting hereby varies by key item class. Furthermore, it shows that the model is
capable of identifying contextual relationships over multiple hops in the graph. This is
highly relevant as discriminative terms such as “invoice number”, “total amount” and
“invoice date” are usually composed of multiple words.
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Discussion

Prior research has presented promising results for graph-based approaches to EII.
However, these were tested on invoice datasets with a low variety of invoice layouts.
The purpose of this research is therefore to evaluate the effectiveness of a graph-based
approach on a dataset containing invoices from a multitude of vendors, based on a novel
model architecture. Our results show that the model is able to capture the patterns
prevalent on invoices to extract the defined key items. They further show that the model
emphasizes either the context of a word or the word itself to classify it, depending on
the key item class. One interesting finding is that the model identifies relevant context
over multiple hops in the graph, thereby combining multiple words.
The intended area of application for the model proposed in this paper is the test of
details in audits. The overall goal of the test of details is to see whether the details (key
items) from the invoices have been recorded correctly. To this end, the key items
extracted by the model are reconciled against other, mostly structured, sources of data.
Hereby, false positives and false negatives incur different costs with respect to the
overall goal of automating EII: False positives (falsely detected key items) require the
active attention of an auditor. False negatives (falsely not detected key items), can be
offset by further testing of details until sufficient audit evidence is collected. In that
regard, the current performance of the model is adequate, yet offers room for further
improvement. The model achieves macro averaged precision and recall of 0.8974 and
0.8546 on the key items. While the current performance of the model would not be
enough to fully automate this task, it can still lead to efficiency gains in an audit
engagement, as long as the effort to review possible false positives is smaller than the
effort to extract all key items from the invoices by hand. The raw outputs of the model
could also be further enhanced by heuristics and business rules to reduce false positives,
which we did not explore in this paper. For example, rules could be applied which
retrieve only the key items with the highest probability per document. Another
possibility is to perform logical checks on the data type of a retrieved key item, e.g.
evaluating whether retrieved invoice dates can be parsed as dates. For full automation
of the task, the model should be tunable such that precisions close to 1.0 can be achieved
by threshold moving, without sacrificing too much recall. In that case, it could
substitute human labor by only requiring limited amounts of additional testing.
In the usage of graphs, our work relates to the approaches by Lohani et al. [9] and
Liu et al. [10]. As anticipated, we do not match their respective results. We achieve F1
scores on the invoice number, total amount, and invoice date of 0.8963, 0.8200, and
0.9095, while Liu et al. [10] report 0.961, 0.910, and 0.963 for the respective key items,

and Lohani et al. [9] report 0.90, 0.99, and 0.95. For Liu et al. [10], this gap in
performance can be attributed to the much higher layout variety in our dataset. As
Lohani et al. [9] do not report in detail on the variety in their dataset, we can only safely
attribute this performance gap to the difference in size: Our dataset is smaller than the
invoice datasets used in related works. The differences in variety and size render the
results hardly comparable. This also applies to a comparison with the results presented
by Majumder et al. [11], which use the biggest and most diverse dataset in all of the
related research. However, similar to our results and the results of Liu et al. [10], they
report worse performance on total amounts than the other two key items. They achieve
F1 scores of 0.949 and 0.940 on invoice numbers and invoice dates, and 0.858 on total
amounts. A possible explanation for this is that total amounts can appear multiple times
on one invoice and are difficult to identify by their context.
In general, we see advantages to the graph approach: The model can access an
arbitrary number of direct or indirect neighbors of each node, instead of restricting it to
a fixed-sized number of neighbors, like in the approach used by Majumder et al. [11].
This advantage is however contrasted by the computational cost of constructing the
document graph in the first place. To extract node embeddings from the document
graph, we use GAT layers, similar to Liu et al. [10]. This way, edges between nodes
can be individually weighted, unlike the graph convolutions used in [9]. GAT networks
are also better suited for transductive graph learning tasks [16]. Hence, document
graphs can be processed individually instead of requiring one large graph composed of
multiple documents for both learning and inference. Our approach deviates from Liu et
al. [10] in the granularity of the graph: Similar to [9], we construct the graph from single
words instead of using paragraph-like text blocks.
The presented research must be seen in light of some limitations, which are mainly
grounded in the dataset. First, multiple recurring vendors are present in the dataset,
hence recurring layouts. Though we try to control for this effect by applying stratified
sampling in the training, validation, and test splits, overfitting might still be an issue.
Furthermore, all invoices in our dataset are addressed to the same recipient. These
however are realistic circumstances for the audit domain, where a client might have
recurrent business with suppliers, and all invoices are addressed to the client. Second,
we only used English invoices. We have yet to assess how the model responds to
invoices from several languages. A further limitation is grounded in the size of the
dataset; compared to other works in the area, our dataset is quite small. The
classification results of our models are therefore not comparable to other research.

7

Conclusion and Outlook

EII is a highly structured, repetitive task in auditing, which can highly benefit from
automation. The high variety of invoice layouts faced by auditors calls for approaches
that are able to capture the general patterns on invoices. Recent research in this area has
proposed graph-based approaches to EII, showing promising results. However, these
approaches have been so far applied to datasets with a low variety of invoice layouts.
In this paper, we introduce a novel graph-based model architecture, perform an

experiment using a dataset from 277 different vendors. The dataset resembles a realistic
setting faced by auditors. We show that the model extracts specified key items with
high F1 scores, by leveraging contextual relationships between words on the invoices.
While our results do not match the scores achieved by previous works due to the higher
variety of invoice layouts in our dataset, they indicate that graph-based models are
capable of learning the general patterns prevalent on invoices and extrapolate them.
As of now, we do not see our research on this topic as concluded. As the dataset used
in this research is small compared to other related works, further research with bigger
datasets and more invoice layouts needs to be conducted to strengthen our results.
Complementary to that, we aim to explore more architectural options for the model,
such as replacing the GRU with a convolutional layer to extract character-level word
embeddings. In our usage of graphs, we further aim to explore edge features. Interesting
features could be both continuous, such as the semantic and spatial distance between
words, as well as categorical, such as whether words are linked entities or the direction
of the edge. Further research should also include more key items to be extracted;
especially line items represent an interesting area of investigation. We also plan to
extend this model to extract key items from further document types such as receipts,
purchase orders, etc.
As pointed out in section 2, the whole research field of EII lacks comparability.
Unfortunately, as of now, there are no publicly available labeled sets of invoices that
are sufficient in size and variety to train sophisticated ML models. It could therefore
vastly benefit from a study that benchmarks different approaches on the same dataset,
or from an openly accessible annotated dataset.
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