In order to provide a ubiquitous telecommunications network which merges the concepts of wireless mobile communications with the use of ATM as a transport mechanism, this paper focuses on the problem of reducing the effects of the high bit error rate on the data transmission. We present a simulator which can be used to study the effects 0 1 ' various coding techniques on the overall system bit error rate. Among these coding techniques are convolutional coding, interleaving, fragmentation, and puncturing. We show that convolutional coding, along with interleaving or fragmentalion, improves transmission reliability over the bursty error channel.
I. Introduction
In the future, ATM has the potential of becoming ubiquitous on all computer platforms. Thus, to avoid the problem of protocol conversion, it is important for it to be provided on wireless systems. The wireless ATM should be designed in such a way that seamless integration can be made with wired ATM systems [6] .
networks introduces a set of challenges due to the two fundamental differences between the networks (i.e., link characteristics and mobility). Broadband networks have a bery high transmission rate and very low bit error rate. Wireless networks, on the other hand, are characterized by a relatively low transmission rate and relatively high bit error rate.
Wireless links suffer from multipath fading resulting in a varying bit error rate. In broadband networks, the user-network interface (UNI) is fixed; whereas it is variable in a wireless setting due to user mobility. The mobility has brought about the need to redesign things such as virtual path routing, call admission control, resource allocation, and so forth while the noisy wireless channel has brought about the need for increased error control [ 
111.
Wireless communications must deal with more interferences from the surrounding environment in the form of line noise and echoes. The field strength is highly dependent on the physical environment: geographical surroundings, distance from the base station, building structure materials, etc. Interferences typically cause bursts of transmission errors 01 even disconnection in the worst case. Errors are often increased if the mobile station is actually moving (e.g., in a car) which may lead to changes in coverage area causing at least a temporary disconnection [2] . Thus, wireless networks,suffer from an increased network latency due to retransmissions, t [me outs, and error processing [7] .
In a wireless network, when a signal from a mobile to an access point becomes weak, the mobile unit can switch to a new access point providing acceptable signal quality using ii process called a hand-off. Network call processing functions must be involved to set up a new route using the new access The combining of broadband networks and wireless point and to ensure that the QoS is at an acceptable level for the current mobile and all mobiles that share the new access point [ 111. During the period of the handoff the user may see a degradation of channel quality. It may be beneficial to implement a stronger error control protocol to reduce the channel noise incurred by handoffs.
viable solutions to some of the problems hindering wireless ATM. Karol, et al. presents a scheme to handle the mobility aspect of the wireless end station. This scheme, called a connection tree, exploits statistical multiplexing to prevent the overload of a base station [lo] . Eng, et al. proposes the BAHAMA (A Broadband Ad-hoc wireless ATM LAN) scheme which solves the mobility problem by associating each mobile with a "home" base station and a series of forwarding pointers until the current mobile location is reached [6] . Several wireless-ATM channel access protocols have been proposed, including the DQRUMA protocol in [ 101. Work still needs to be done to reduce the high bit error rate of the wireless channel.
In this paper, we will present results of a simulator in which error control coding was added to a wireless ATM network scenario.
conversion required if this error correction coding were placed at the ATM layer, we placed the coding in the AAL on the end stations. Forward error correction (FEC) implementation at the S A R layer lends itself to the use of block coding due to the fixed size of ATM cells (the cell size specifies the block length). On the other hand, FEC implementation at the convergence sublayer lends itself to the use of convolutional coding due to the long streams of data [5] . We chose to implement convolutional coding at the CS sublayer.
After the data is run through the convolutional encoder, the encoded message gets split up and placed into ATM cells. In order for a series of damaged bits or a lost cell to be properly reconstructed at the receiver, sufficiently long streams of correctly received cells must be received before and after the damaged bits or lost cell. These streams are known as the guard space and contain the redundancy needed to reconstruct the missing cell [5] .
The problem with this scheme is that errors in wireless networks typically occur in bursts, thus requiring a large guard space to properly recover from the loss. The number of consecutive packets lost can be significantly reduced by interleaving the packet streams as they leave the sender. This will result in a smaller guard space being required and, in turn, an increase in the error correction abilities of the scheme [5] .
Some research has already been done to attempt to find In order to avoid having to provide the protocol
Simulator Description
The Wireless ATM Handoff Simulator is a simulation engine that can be used to study the effects of various coding 0-7803-4788-9/98/$10.00 0 1998 IEEE.
techniques on a bursty error channel. Among the usermodifiable parameters are: channel model parameters, convolutional code, puncturing matrix, data interleaver, and various time and frame size distributions (packet arrival, handoff time, inter-handoff time, frame length, etc.).
fragmented into small blocks, and convolutionally encodes these packets using a (2, 1,5) convolutional encoder. This error control protocol is placed at the CS sublayer of the AAL. After encoding, the packet bit streams are optionally punctured and interleaved. These resulting bit streams are passed into a bursty channel simulator where errors are introduced to the data. Finally, the erroneous bit streams enter a Viterbi decoder which attempts to correct all the errors in the bit streams. If the decoder is unable to correct all of the errors in the packet, then we keep necessary statistics, increment the simulation timer for the time for an ARQ to occur, and the sender starts over trying to send the packet again. This process repeats over and over until the end of the simulation is reached, designated by a stop time or a total number of generated frames. If the channel parameters are so harsh that a particular packet cannot be successfully transmitted in a reasonable number of retries, then that particular simulation run will end abnormally. The simulator calculates statistics for the time until successful transmission, the probability of frame retransmission, the frame length for retransmitted packets, the frame length for successful packets, and the number of retransmissions required by each The simulator continuously oscillates between two modes of operation-normal (non-handoff) mode and handoff mode. Each of these modes of operation has different channel characteristics which are modeled in the simulator (Le., during handoff mode, error bursts tend to occur more frequently and may persist for a longer duration). The simulator allows different levels of puncturing to be applied for each of these modes of operation. During the transmission of one long packet, the simulator may transition back and forth between handoff and non-handoff modes of operation. In this case, the channel parameters will change with each transition, but the puncturing level used will remain as the one used during the mode in which packet transmission had begun.
Interleaving The interleaver successively places the input bit stream into a (n x n) matrix row-wise and puts these bits out onto the channel in a column-wise fashion. The block diagram of figure   1 illustrates the placement of the interleaver/un-interleaver function into the simulator. The convolutionally encoded bits are fed into the interleaver and spread apart prior to entering the channel. On the channel, the bit stream suffers the effects of a bursty error channel. At the destination, the bits are Puncturing from the output stream of a low-rate encoder in order to reduce the amount of data to be transmitted, thus forming a high-rate code. The bits are deleted according to a perforation matrix.
The new high-rate code is dependent on the low-rate original code in addition to the perforation matrix. For instance, if the output of the encoder is represented by "1234567890", and the puncturing matrix I I were used, then the resulting "punctured" stream would be "12356790" since the matrix specifies that each fourth bit is to be deleted. Puncturing may be employed to dynamically change the coding rate during transitions between handoff and non-handoff modes of operation, to account for the differing channel characteristics. Rate-compatible punctured convolution codes (RCPC) allow the error correction capability to adapt to the channel quality while using the same encodexjdecoder pair at all times [9] . Puncturing in the simulator can be specified independently for both the handoff and non-handoff modes.
Puncturing is the process of systematically deleting bits
Bursty Channel Model The Gilbert Channel Model is a channel in which bit errors occur in distinct bursts. The model consists of two states-a good and a bad state (refer to the Gilbert Model state diagram shown in figure 2) . No errors occur during a good state, but errors can occur in the bad state. The probability of transitions from state to state is shown on the diagram. In this simulator, an error occurs during the bad state with probability %. properly reordered, effectively spreading out the error bursts.
Since a convolutional code requires a number of correctly transmitted "guard" bits around each erroneous bit, the spreading should aid in the correction of the burst errors. Finally, the bit stream enters the decoder which attempts to correct errors in the stream. Fragmentation The simulator assumes that packets are variable length from the CS sublayer of the AAL (prior to segmentation). Since long packets tend to suffer more errors than short packets on the channel, fragmentation may be used. By fragmenting the large packet into fixed size small blocks, we effectively have convolutional encoding on fixed blocks. By convolutionally encoding small fixed size blocks, we will ideally be able to have a lower probability of a retransmission. This comes at a cost, though, as there is a certain amount of overhead that is attached to each encoded block (the bits to flush the buffer). In the original long packet, this overhead appears only once, but for the encoded fragments, it appears once for each fragment. 
IPI. Simulation Results
General Comments We ran many simulations varying one input parameter for each series. This way, the effects of this particular inptit parameter can be seen on all of the various output statistics. The simulations seem to reach steady state since the confidence interval follows the mean very closely.
Simulation Run Series Among the parameters that were varied in the simulation runs include the probability to start a burst and the probability to remain in a burst for both the handoff and the non-handoff modes of operation, the puncturing mask used in either mode of operation, the interleaver size, and the fragmentation size. state transition variables are studied for both the handoff and non-handoff modes of operation. For these simulation series, the simulator mode transitions follow a distribution with interhandoff time varying uniformly between 30 and 40 time uriits and handoff time varying uniformly between 1 and 10 timc: units. Thus, the expected handoff time is 5.5 and the expcted inter-handoff time (i.e., time spent in non-handoff mode) is 35. Therefore because so much more time is expected to be spent in non-handoff mode than in handoff mode, changes to parameters that occur only in non-handoff mode are expected to have ii much stronger influence on the simulation results compared to changes to parameters in handoff mode. The simulation results indeed support this expected behavior.
Vary the Probability of Starting an Error Burst
In the first series, we vary the probability of entering a bad state in the Gilbert model (1-p) while in non-handoff rnode and handoff mode, respectively. Since the non-handoff mcde is long compared to the handoff mode, the effect of the In each of these series, the effects of the Gilbert Model modification of this variable has a much stronger influence on the overall performance than the modification of the variable in the handoff mode. Intuitively, as the probability of starting a burst increases, so does the time until successful transmission, the number of retransmissions per frame, and the probabi1it.y of frame retransmission. The latter is shown in figure 3 . Vary the Probability of Remaining in an Error Burst As we vary the probability of remaining in an error burst (a) during the non-handoff and handoff modes of operation, all of the statistics (the time for successful transmission, the number of retransmissions required per frame, and the probability of frame retransmission (shown in figure 4) ) increase with increasing probability of staying in an error burst, like we expect. As we predict, the non-handoff mode parameters have a stronger influence of the non-handoff mode parameters on the overall system performance. 
Interleaving
Through the use of interleaving, the error bursts are effectively spread across the entire bit stream. This improves the performance of the Viterbi decoder in correcting the errors in the stream. In this simulation series, a square interleaver of size 10 was used and the probability of entering an error burst during non-handoff mode was varied. On the same graph, the equivalent experiment without interleaving is plotted for the sake of comparison. The probability of frame retransmission is smaller for the interleaving case than the similar scenario without using interleaving. Varying Interleaver Size In this series, the x-axis represents the size of the interleaver matrix (NOTE: x =1 is equivalent to no interleaving). We expect that as the interleaver gets larger, the error correction strength improves because adjacent bit positions of a burst are spread farther and farther apart.
At first glance, the simulation results for varying the interleaver size do not look reasonable. But, indeed, they are. Because each successive simulation run steps up the interleaver size by one, the overall change between successive runs is minimal. Furthermore, very small interleaver sizes do not give us improvement in coding. To see this, we must analyze the expected error bursts in the bit streams. In the simulation runs, the stationary parameters for the bursty error channel tell us that a burst is expected to occur every 50 bits with the burst length being equal to 10 bits. A small interleaver, for instance n=2, can interleave only 4 consecutive bits. Thus, since the expected burst size is larger than the interleaver capacity, we are merely interleaving the erroneous bits onto themselves. Thus, the interleaver does not help our error correction here. The interleaver must have a capacity of the expected burst length plus an additional stream of bits, for instance the standard deviation of the burst size as a reasonable heuristic. Thus, as the matrix becomes large, it gets filled with both bursty bits and good bits, which is what is needed for the interleaver to be effective. The waviness in the curves of this plot in figure 6 can be attributed to the problem of having too small of an interleaver and a very small y-axis range which magnifies small differences in observed values. Fragmentation The following graph compares the case of fragmentation versus no fragmentation when varying the probability of starting a burst during non-handoff mode. A fixed fragmentation size of 50 bits was used. As is expected, the fragmentation case performs better due to the small block sizes as the probability of entering a burst increases. It is not obvious from the graph due to the large y-axis scale (it can be observed by looking at the raw data), but at very low probabilities of entering an error burst, the fragmentation case actually performs slightly worse due to the extra overhead of sending multiple packets. 
Vary Puncturing Matrix used during non-handoff mode
In this series, the puncturing matrix was modified at each simulation run for the non-handoff mode. The numbers on the x-axis represent the puncturing matrix numbers. '1' represents the strongest puncturing matrix, A 1 , 2 represents the next weaker matrix, 1 1 1 , and so forth up to 10 which represents theweakestmatrix, 1 1 1 1 1 1 1 1 1 1 1 . Finally point 11 represents the case of no puncturing. Since non-handoff mode occurs much more frequently than the handoff mode (on average 35 time units non-handoff mode vs. on average 5.5 time units handoff time), according to the input parameters, the overall effect of the non-handoff mode coding dwarfs the effect of the handoff mode coding. A very "strong" puncturing matrix introduces many errors into the bit stream, reducing the effectiveness of the error correction coding. As the puncturing matrix "strength" is reduced (as the distance between punctured bits increases), the code tends to approach the performance of the use of no puncturing matrix, as supported by figure 8. Vary puncturing matrix in handoff mode. Like the non-handoff mode puncturing series, the puncturing matrix is modified at each simulation run, but this time during the handoff mode. The leftmost point on the x-axis represents the strongest puncturing matrix. As we move to the right on the x-axis, the distance between punctured bits increases.
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The general trend, as expected, is for the time until successiful transmission, the number of retransmissions per frame, and the probability for retransmission to decrease as the puncturing matrix becomes weak and approach the case of no puncturing matrix use. Hand-off time distribution In this series the handoff time, which follows a uniform distribution, is varied with the following (MIN_HANDOFF-TIME, MAX-HANDOFF-TIME) pairs:
Since during the handoff mode, the channel is much more noisy than the non-handoff case, as we increase the time in the handoff, the time until successful transmission, the number of retransmissions per frame, and the probability of frame retransmission all increase. In this simulation series, the Gilbert channel characteristics are as follows: 
IV. Conclusion
In this paper, we have presented some of the results of the wireless-ATM error control simulator. A strong error correction code scheme will be essential to the functioning of a wireless-ATM protocol due to the high bit error rate of the underlying wireless channel. Convolutional coding is an ideal choice for the variable packet size of the CS-PDUs. As can be seen from the results of this simulator, some type of interleaving of the bit stream will be beneficial to increasing the errorcorrecting power of the convolutional code. Fragmentation of the packets also results in much better error correction properties. Punctured convolutional coding is an attractive idea since it could dynamically vary the coding rate, adapting to changing channel characteristics and may be ideal for the basis of a feedback mechanism for QoS in the wireless ATM network. Coding techniques used during the non-handoff mode of operation have a much stronger effect on overall system performance due to the relative time spent in the non-handoff and handoff mode states.
ATM can become a reality. Bit error rates will no longer be negligible and will require forward error correction coding to hide this increased bit error rate from the higher layers on the protocol stack. Users will no longer be fixed in one location, thus complicating the handling of ATM QoS guarantees.
Security is an increasingly important issue that will need to addressed for the new environment. Once these, and other problems are solved, computer networks will evolve in such a way that the underlying physical network will be hidden from the user; thus approaching our goal of ubiquitous and tetherless access to the computer network.
Many hurdles will have to be overcome before wjreless
