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Abstract—The random walker (RW) algorithm is used for both
image segmentation and registration, and possesses several useful
properties that make it popular in medical imaging, such as being
globally optimizable, allowing user interaction, and providing
uncertainty information. The RW algorithm defines a weighted
graph over an image and uses the graph’s Laplacian matrix to
regularize its solutions. This regularization reduces to solving
a large system of equations, which may be excessively time
consuming in some applications, such as when interacting with
a human user. Techniques have been developed that precompute
eigenvectors of a Laplacian offline, after image acquisition but
before any analysis, in order speed up the RW algorithm
online, when segmentation or registration is being performed.
However, precomputation requires certain algorithm parameters
be fixed offline, limiting their flexibility. In this paper, we develop
techniques to update the precomputed data online when RW
parameters are altered. Specifically, we dynamically determine
the number of eigenvectors needed for a desired accuracy based
on user input, and derive update equations for the eigenvectors
when the edge weights or topology of the image graph are
changed. We present results demonstrating that our techniques
make RW with precomputation much more robust to offline
settings while only sacrificing minimal accuracy.
Index Terms—Random Walker, Segmentation, Registration,
Precomputation, Graph Laplacian
I. INTRODUCTION
Segmentation and registration are crucial tasks in medical
image interpretation. While manual segmentation by an expert
is accurate, it is also very time consuming and expensive, mak-
ing computational techniques designed to aid in segmentation
an important field of research [1], [2]. Such techniques are
even more necessary in registration, where manual results are
often infeasible to obtain [3].
A. Discrete Segmentation
Discrete formulations have become popular for automated
image segmentation [4]–[8], with the problem of finding an
optimal segmentation cast as minimizing a Markov random
field (MRF) energy, allowing powerful techniques from dis-
crete optimization to be leveraged. The random walker (RW)
algorithm is a popular, efficient, and flexible discrete technique
that was initially developed by Grady for image segmentation
(RWIS) [9]. Minimizing the RW MRF reduces to solving a
system of equations, with the system matrix given by the
Laplacian of a weighted graph defined over the image. The
Laplacian is a sparse, positive semi-definite matrix (defined in
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detail in Sec. II-A), thus RWIS is relatively straightforward
to implement and provides a globally optimal solution. RWIS
provides several other features that make it useful for medical
segmentation applications: it extends trivially to multi-label
segmentation and higher dimensional images; it provides a
probabilistic segmentation, useful for evaluating segmentation
uncertainty, which can in turn be used to identify segmentation
errors [10]–[12]; and it allows user interaction through user
specified “seed” voxels that are fixed by the user.
Interactive segmentation has been an active research field
in medical imaging, due to the difficulty of the segmentation
problems and the frequent necessity of expert verified accuracy
[1], [2], [4], [12], [13]. While the listed properties make
RWIS a competitive interactive segmentation algorithm, its
main drawback is the cost involved in solving the large
system of equations between each batch of user input, which
can result in time spent waiting for the user, particularly
for volumetric images. This issue was greatly mitigated by
Grady and Sinop [14] by taking advantage of the time an
image is available offline (after acquisition but before any
user interaction) to precompute eigenvector/value pairs of the
Laplacian that can greatly speed up the RW algorithm online
(when a user is actively interacting with the image). The
number of eigenvectors controls the trade-off between speed
and accuracy, and it was shown that a significant speed-up can
be achieved with a minimal loss in accuracy. This technique
was extended by Andrews et al. [15] to apply even when prior
information was not available offline [16]. We refer to this
technique as fastRWIS.
B. Discrete Registration
The success of discrete techniques for image segmentation
has lead to similar discrete formulations for registration [17]–
[19]. Some discrete registration techniques are based on multi-
label optimization techniques, with labels corresponding to
displacement vectors from a discrete pre-defined set. An exam-
ple of such a technique is the RW image registration (RWIR)
technique developed by Cobzas and Sen [20]. As a globally
optimal deformable registration framework, RWIR has been
growing in popularity, with multiple recent extensions [21]–
[24]. As with RWIS, the uncertainty information provided by
RWIR has been utilized to identify registration error [25].
While RWIR permits user interaction through the placement
of landmark points, it is more often guided by prior proba-
bilities for the displacements derived from image similarity
terms. Andrews et al. demonstrated that the precomputation
techniques applied to RWIS could be utilized to increase the
RWIR speed even when no user interaction is used [26]. The
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2key idea is to re-define “offline time” as the time when only
one of the images being registered is available, which can
often be a significantly long period (e.g. when one image is
an atlas). Precomputation performed offline on the available
image can then be used to speed up RWIR online, when
other images become available and the prior probabilities for
each displacement vector can be calculated. We refer to this
technique as fastRWIR.
C. Contributions
While the fastRW techniques have been shown to achieve
excellent increase in online speed with minimal loss in ac-
curacy, they suffer from one fundamental drawback - they
rely on data computed offline, when information regarding the
problem to be solved is incomplete, thus limiting the flexibil-
ity of the RW methods. Specifically, the fastRW algorithms
require the Laplacian matrix and number of precomputed
eigenvector/value pairs to be fixed offline. In this paper, in
order to mitigate this drawback, we present techniques for:
• Efficient online estimation of the number of eigenvectors
required for a desired accuracy. This technique is based
on the available online information, specifically, user
seeds for RWIS and prior displacement probabilities for
RWIR.
• Updating the eigenvectors/values when the image graph
edge weights are altered online, e.g. to provide stronger
regularization across certain image edges.
• Updating the eigenvectors/values when the topological
structure of the image graph is altered online. Recent
work in discrete registration have shown that image
dependent techniques for aggregating graph vertices into
super-vertices can greatly improve efficiency [21], [23].
The remainder of the paper is laid out as follows. In
Sec. II, we review the RW algorithm and fastRW extensions,
and discuss connections to the normalized cuts segmentation
framework [7] that will be relevant when introducing our
techniques in Sec. III. We then demonstrate the practical
usefulness of our techniques in Sec. IV and conclude the paper
in Sec. V.
II. FAST RANDOM WALKER OVERVIEW
A. Random Walker Algorithm
Let J be an image over the voxel set Ω, with |Ω| = N . The
RW algorithm assigns each voxel a K length probability vector
(i.e. a positive vector that sums to 1), which we will denote by
the N ×K row stochastic matrix U = [u
¯
1, . . . , u
¯
K ]. In RWIS,
these probabilities correspond to K different structures in an
image. In RWIR, the probabilities correspond to K different
potential displacement vectors.
The RW algorithm consists of defining constraints on U
and then regularizing it subject to these constraints. Typical
constraints are either soft, consisting of an n×K matrix P =
[p
¯
1, . . . , p
¯
K ] of prior probabilities that U should be similar to,
or hard, consisting of user specified “seeds” voxels that have
one label fixed to probability 1. In RWIR, these seeds take the
form of landmarks. In order to simplify the notation related
to the seed constraints, we re-order the voxels so the rows
corresponding to seeded voxels come first, and then divide
U into “s
¯
”eeded and “n
¯
”on-seeded components using block
matrix notation:
U =
[
Us
Un
]
, u
¯
k =
[
u
¯
k
s
u
¯
k
n
]
, (1)
where Us is a fixed constant and Un are the remaining
unknowns. We denote S  N as the number of seeds.
In RWIS, the prior probabilities can be calculated from
statistics on the user input seeds, allowing spatially disjoint
objects to be segmented without seeding each object individ-
ually [16]. In RWIR, the soft constraints are usually based on
a local image similarity measure, and are the driving force
behind the registration.
The RW regularization is done using an image graph, with
vertices corresponding to voxels and weighted edges between
neighboring voxels, where the weights control how similar the
probabilistic labels of neighboring voxels should be. We define
W as the matrix of edge weights with components
wxy =
{
exp(−β|J(x)− J(y)|) x ∈ N (y)
0 otherwise. (2)
Here, x, y ∈ Ω, J(x) is the image’s intensity at x, N (y)
is the set of voxels neighboring y, and β ≥ 0 is a scalar
parameter. Letting D be the diagonal matrix with diagonal
entries given by the row sums of W (or column sums, since
W is symmetric), the Laplacian matrix of the graph is defined
as L = D −W .
The RW algorithm calculates the label probabilities by
solving, for each k ∈ {1, . . . ,K},
arg min
u
¯
k
n
u
¯
k>Lu
¯
k + γ
∥∥∥u
¯
k − p
¯
k
∥∥∥2 , (3)
where γ ≥ 0 is a scalar parameter. Writing L and P in block
matrix notation similar to (1),
L =
[
Ls B
B> Ln
]
, P =
[
Ps
Pn
]
, p
¯
k =
[
p
¯
k
s
p
¯
k
n
]
(4)
the globally optimal solution to (3) for each k can be found
simultaneously by solving the linear system of equations:
(Ln + γIn)Un = γPn −B>Us (5)
where In is an appropriately sized identity matrix. This equa-
tion consists of K linear systems, each of size (N −S) ≈ N ,
and solving them can be very computationally expensive,
which can disrupt the workflow when a user is waiting to pro-
vide additional input. However, the system matrix (Ln+γIn)
is mostly known offline; the only unknown is the S  N
rows and columns corresponding to the seeded voxels. This
suggests precomputation could be performed on the matrix
(L+ γI) to quickly approximate the solution to (5) online.
B. Fast Random Walker Through Precomputation
The precomputation scheme of Grady and Sinop [14] is
based on an eigenvector decomposition of the Laplacian:
L = QΛQ> , (6)
3(a) Image (b) Eigenvectors
Fig. 1. A slice of a thigh MRI and several corresponding eigenvectors. The eigenvectors correspond to relaxed normalized cuts of the image, and thresholding
them would result in a segmentation of certain structures, albeit perhaps not a useful one, as no user guidance has yet been given.
where the columns of Q are the eigenvectors and Λ is a
diagonal matrix of the eigenvalues, ordered from smallest to
largest. The Laplacian is known to be positive semi-definite,
with one zero eigenvalue corresponding to the normalized
constant vector g
¯
, with components 1/
√
n. We now show
how we use these eigenvectors to quickly find an approximate
solution to (5). Following Andrews et al. [15], we define E
as the pseudo-inverse of (L+ γI), given by
E = Q(Λ + γI)−1Q> . (7)
In block notation,
E =
[
Es R
R> En
]
(8)
=
[
Qs(Λ + γI)
−1Q>s Qs(Λ + γI)
−1Q>n
Qn(Λ + γI)
−1Q>s Qn(Λ + γI)
−1Q>n
]
. (9)
In practice it is infeasible to calculate all N eigenvectors of L,
as Q would have ∼ N2 non-zero elements, which would be
too large of a matrix from both a computational and memory
perspective, particularly for volumetric images. Thus, we only
calculate the m  N eigenvectors, corresponding to the m
smallest eigenvalues, since the smallest eigenvalues give the
best approximation to E.
We now define the unknown F = (L+ γI)U :
F =
[
Fs
Fn
]
(10)
Fs = LsUs + γUs +BUn (11)
Fn = B
>Us + LnUn + γUn (12)
= γPn , from (5). (13)
Left multiplying by E gives
EF = E(L+ γI)U = U (14)
R>Fs + γEnPn = Un (15)
Qn(Λ + γI)
−1(Q>s Fs + γQ
>
nPn) = Un , (16)
where (15) takes only the non-seeded rows and uses the block
notation for E from (8) and P from (4). Equation (16) has
two unknowns, Un and Fs; the strategy now is to remove Un
and solve for Fs. To remove Un, we right multiply (15) by B
and subtract it from (11), giving
(I −BR>)Fs = LsUs + γ(Us +BEnPn) , (17)
which has Fs as the only unknown, and can thus be found by
solving the systems of equations in (17). These systems are
only of size S  n, and can be solved efficiently. Finally,
we can solve for Un directly using (15) instead of solving the
system of equations in (5).
We note that if γ = 0 (no prior probabilities), (14) must be
altered, since L has the constant vector g
¯
as a zero eigenvector,
so EL = (I − g
¯
g
¯
>). A technique to address this case by
was presented by Grady and Sinop [14], which involves first
calculating g
¯
>
n
Un, the column sums of Un, and using those to
calculte Fs.
The RW algorithm ran using this precomputation technique
will be referred to as “fastRW”, and without as “basic RW”.
fastRW has been shown to provide an excellent speed increase
in both RWIS [14], [15] and RWIR [26] with only a minimal
loss in accuracy. However, some questions still remain:
1) How large should m be? A larger m leads to greater
accuracy, but greater runtime both offline and online,
since the online phase involves multiplications between
matrices of size n×m.
2) What if the Laplacian is not known offline? Particularly,
what if one wants a different value for β in (2)?
3) What if the graph connectivity changes? In order to
make RWIR more efficient, techniques have been de-
veloped that use sparser graph structures when solving
(5), and this structure may be updated online [23].
So far, justification of the above precomputation technique
is largely algebraic. In order to answer these questions, we
provide a more intuitive interpretation of the eigenvectors Q.
C. Relationship to Normalized Cuts
Grady and Sinop [14] showed their precomputation tech-
nique could be thought of as incorporating user interaction
into the normalized cuts segmentation technique of Shi and
Malik [7]. Given a weighted image graph, a normalized cut
seeks to find a partition of the vertices Ω into two sets, ΩA
and (Ω \ ΩA) that minimizes the normalized cut value
Ncut(ΩA) =
cut(ΩA)
assoc(ΩA)
+
cut(ΩA)
assoc(Ω \ ΩA) (18)
cut(ΩA) =
∑
i∈ΩA,j∈Ω\ΩA
wij (19)
assoc(ΩA) =
∑
i∈ΩA,j∈Ω
wij . (20)
While finding the minimizing normalized cut is intractable,
the relaxed solution (assigning real numbers instead of binary
indicators to each vertex) is found by calculating the eigenvec-
tors with smallest eigenvalues in the generalized eigenvector
4system (recall L = D −W ):
Lv
¯
= λDv
¯
. (21)
Defining Lˆ = D−1/2LD−1/2 as the normalized Laplacian,
(21) can be rewritten as a standard eigenvector system:
Lˆvˆ
¯
= λvˆ
¯
, (22)
where vˆ
¯
= D1/2v
¯
. Note that since the eigenvectors are orthog-
onal, they tend to represent complimentary cuts, representing
different structures in the image (Fig. 1).
To complete the connection, we note that the RW algorithm
can be formulated using the normalized Laplacian Lˆ instead of
L by defining Uˆ = D1/2U and Pˆ = D1/2P , substituting these
new variables into the RW equation (5), solving for Uˆ , and
then recovering U . This results in the precomputation scheme
from Sec. II-B calculating, in (6), the eigenvectors of Lˆ instead
of L, which has been advocated because the normalized
Laplacian tends to have a better behaved spectrum than the
unnormalized Laplacian [14], [27]. In this formulation, the
columns of Q correspond to relaxed normalized cuts of the
image. In the subsequent sections, we assume the normalized
Laplacian is used, but maintain the use of U , P , and L
for consistency, explicitly noting any differences that would
arise when using the normalized instead of the unnormalized
Laplacian.
Shi and Malik explore several techniques for using the
eigenvectors to segment an image, such as thresholding the
eigenvectors [7]. In the subsequent section, however, we only
require the intuition that the fastRW techniques are approxi-
mating the original image with its most prominent structures
as determined by normalized cuts, and, as seen in (16), the
segmentations are linear combinations of the eigenvectors.
III. INCREASING PRECOMPUTATION ROBUSTNESS
A. Determining the Number of Eigenvectors
Computing eigenvectors of the Laplacian is expensive, so
there may be a limit to the number that can be computed
offline, though this limit depends on factors such as the amount
of computation power available and the throughput of images.
More importantly, the online runtime scales linearly with m,
the number of eigenvectors used, so with large enough m
fastRW would be more computationally expensive than basic
RW. Thus, we focus on choosing an appropriate number
of eigenvectors online, and assume at least that many are
computed offline.
The accuracy of fastRW is characterized by how close the
solution it produces (using (15) and (17)) is to the basic RW
solution (produced by using (5)), in terms of, for example,
the Dice similarity coefficient for RWIS or the mean overlap
between images for RWIR (described in more detail in Sec.
IV). However, the relationship between accuracy and m for
any prior probabilities and user input seeds is difficult to
characterize. For example, in RWIS, if the user input seeds
happen to correspond well to the image structures represented
by the first few eigenvectors, a very small m should give
good accuracy. However, if a user is trying to delineate more
complex structures, a large m may be required before these
structures are represented well by the eigenvectors. Below we
develop a strategy for efficiently determining the appropriate
number of eigenvectors to use online, after user input seeds
and prior probabilities become known.
1) User Seeds in RWIS: From (16), each column of the
segmentation Un = [u¯
1
n, . . . , u¯
K
n ] is a linear combination of
the columns of Qn. Recall Us = [u¯
1
s, . . . , u¯
K
s ] is an S × K
matrix of 0’s and 1’s, with a single 1 in each row, representing
the probabilities of the seeded voxels. Intuitively, since the
unseeded voxels are derived from the seeds (see (5)), if no
linear combination of the eigenvectors gives a segmentation
for the seeded voxels similar to the labeling dictated by Us,
we conclude the segmentation specified by these seeds cannot
be represented well by the current set of eigenvectors.
To make this rigorous, if we define αk ∈ RK such that u¯
k
n =
Qnαk, then we expect u¯
k
s ≈ Qsαk. We note the constraint
‖u
¯
k‖ = ‖Qαk‖ = ‖α‖ ≤
√
N , (23)
since the components of ‖u
¯
k‖ are at most 1. If the normalized
Laplacian is being used,
√
n should be replaced by
√
1
¯
>D1
¯
.
We now define the function f(u
¯
k
s) measuring how well the
current eigenvectors can represent the seeds for label k:
f(u
¯
k
s) = min‖α‖≤√N
‖Qsα− u¯
k
s‖2 . (24)
The minimization in (24) is over a convex function with a
convex constraint, and is of size S × m  N , so can be
solved efficiently. We calculate f(u
¯
k
s) for each k to ensure
each label is represented well by the eigenvectors, and if any
are above a threshold fmax, we add more eigenvectors and
repeat the process. fmax controls the trade-off between speed
and accuracy, and is thus application dependent, though since
f(u
¯
k
s)/S is roughly a measure of the expected squared error
at each voxel, for a desired mean absolute error , one should
set fmax = S · 2. We use  = 1/10.
2) Prior Probabilities in RWIR: The prior probabilities
P = [p
¯
1, . . . , p
¯
K ] correspond to an unregularized probabilistic
registration, so determining how well they can be represented
by the eigenvectors is fairly straightforward. Since the columns
of Q are orthonormal, we can project each of the columns of
P onto their span and calculate the magnitude of the residual:
g(p
¯k
) =
∥∥∥p
¯
k −QQ>p
¯
k
∥∥∥2 . (25)
Since each label corresponds to a displacement vector, labels
corresponding to similar displacement vectors often have sim-
ilar probabilities, thus (25) need not be evaluated for every
k. To increase efficiency, we evaluate g(p
¯k
) for one out of
every rd displacement labels, uniformly spaced, where d is the
image dimension. If any of them are above a threshold gmax,
we add more eigenvectors. In this work, we use r = 4, so
(25) is evaluated for (K/64) labels in volumetric registration.
Similar to fmax, gmax controls the trade-off between speed
and accuracy, and
√
gmax/n is roughly proportional to the
voxel-wise error in the probabilities. For a desired mean
absolute error , one should set gmax = n · 2. We use
 = 1/10. Note that we save the residual (p
¯
k−QQ>p
¯
k), so we
5are able to update (25) efficiently when more eigenvectors are
added by projecting the residual onto the new eigenvectors.
Calculating g(p
¯k
) can be relatively expensive, as it requires
multiplications between matrices of length n. In segmentation,
the priors are sometimes available offline (e.g. expected range
of HU units in CT for different tissue types); if the priors are
derived from the user input seeds, calculating g(p
¯k
) may not
be worth the time. In registration, calculating the priors often
constitutes a significant overhead, so calculating g(p
¯k
) may be
relatively insignificant.
B. Updating the Laplacian
The RW algorithm can be significantly affected by how the
edge weights are calculated in (2), but the Laplacian must be
fixed when precomputation is performed. Previously, if a user
wanted to change the edge weights online, they had to abandon
using fastRW. In this section, we propose a technique to update
the precomputed data when the edge weights are changed.
Specifically, we focus on changes in the key parameter β.
One potential technique is to precompute eigenvectors for
multiple Laplacians with different edge weights, though there
are limitations to this technique: there’s no guarantee the
desired Laplacian (i.e. for a specific β) will be precomputed
offline, and the offline computational burden could limit the
number of Laplacians that can be used. Instead, we make
the observation that when β is increased or decreased, the
relative ordering of the edge weights doesn’t change, so small
relaxed normalized cuts for one value of β should also be
small for other values of β. Thus, while the eigenvectors of the
Laplacian are different for different values of β, they should
correspond roughly to the same prominent image structures.
This suggests we may be able to compute the eigenvectors for
a certain β′ and then re-use them for other β’s. The key is
updating the eigenvalues.
The relaxed normalized cuts function in (18) is equivalent
to the Rayleigh quotient:
Ncut(v
¯
) =
v
¯
>Lˆv
¯
v
¯
>v
¯
. (26)
If v
¯
is an eigenvector of Lˆ with corresponding eigenvalue λ,
Ncut(v
¯
) = λ. Thus, the values on the diagonal of Λ are not
only the eigenvalues corresponding to the eigenvectors Q, but
also their normalized cut values.
When β is updated online, we construct the new normalized
Laplacian Lˆ, evaluate the new Ncut(·) function (calculated
using the offline Laplacian) at each column of Q, and replace
the values on the diagonal of Λ with the new normalized cut
values. That is, for Q = [q
¯
1, . . . , q
¯
m], we define Λˆ as an m×m
diagonal matrix with elements {λˆ1, . . . , λˆm} given by
λˆi = q
¯
i>Lˆq
¯
i . (27)
Eˆ, the pseudo-inverse of Lˆ, is then approximated by
E = Q(Λˆ + γI)−1Q> , (28)
instead of using the actual eigenvectors of Lˆ, as in (7). This
weights each column of Q by how well it “cuts” the updated
image graph, so columns that no longer correspond to good
cuts will be largely ignored. While Q and Λˆ can no longer
be considered eigenvectors and eigenvalues, their use in the
fast RW algorithm does not otherwise change. While this
approximation is expected to get worse for β further from
β′, we mitigate this by precomputing eigenvectors for several
different β’s and using (26) to “interpolate” between them.
C. Aggregated Image Graphs
In RWIR, as with other discrete registration techniques,
there has been recent work targeted at reducing the number of
vertices in the image graph, and thus the computational cost
of RWIR, by aggregating vertices into “super-vertices”. While
this aggregation has often been done in an image agnostic way,
using grids of predefined resolutions, recent image dependent
online techniques have proven successful [21], [23], [28]. In
general, vertex aggregation is performed by defining a new
set of vertices Ω¯, |Ω¯| = N¯ < N and a “projection function”
η(x, y), where x ∈ Ω and y ∈ Ω¯, encoding the influence
of each super-vertex on vertex x when propagating values
from the sparser graph to the denser graph. The corresponding
“aggregation function” is defined as η¯(x, y), encoding the
influence of each vertex on super-vertex y when propagating
values from the denser graph to the sparser graph. We require
these functions be normalized:∑
y∈Ω¯
η(x, y) = 1,
∑
x∈Ω
η¯(x, y) = 1 . (29)
Once RW is solved on the aggregated graph, the solution is
propagated back to the original vertices. Denoting probabilities
assigned to y ∈ Ωˆ as U¯y , the corresponding probabilities for
vertex x are given by
Ux =
∑
y∈Ω¯
η(x, y)U¯y . (30)
Note that for a given x, often η(x, y) = 0 for most y, with
vertices only dependent on a few nearby super-vertices.
Vertex aggregation performed online invalidates the eigen-
vectors precomputed from the original graph. We cannot apply
the technique from Sec. III-B directly, since the number of
vertices have changed, so the normalized cut values cannot be
computed for the columns of Q. We thus develop a technique
for aggregating the columns of Q to the super-vertices.
Let q
¯
= [q1, . . . , qn]
> be one of the columns of Q, and
let q¯
¯
= [q¯1, . . . , q¯n¯]
> be the (undetermined) aggregation of q
¯to the super-vertices. The most straightforward technique for
calculating q¯
¯
would be to use η¯(·, ·) directly:
q¯
¯y
=
∑
x∈Ω
η¯(x, y)q
¯x
. (31)
However, using (31) may not respect the property that q¯
¯
should
have a small normalized cut value on the aggregate graph.
A super-vertex j may “consume” some edges, if the vertices
on both ends of the edge are assigned exclusively to j. The
influence of consumed edges should not be considered when
calculating q¯
¯
, as they have no effect on the normalized cut of
the aggregate graph. Consider a vertex i with all of its edges
6(a) Manual Seg. (b) Basic RWIS (c) fastRWIS
Fig. 2. (Color figure) An example of the segmentations achieved by basic
RWIS and fastRWIS with eigenvectors adapted to the seeds. Regions are
outlined in color. fastRWIS takes only about 20% of time as basic RWIS
(see Fig. 3).
consumed; qi was based exclusively on those edges, and thus
should not be considered when performing aggregation.
To account for this, instead of weighting components of q
¯just by η¯(·, ·), we also weight them by the local change in
η(·, ·), since the edges between vertices assigned to different
super-vertices will still affect the normalized cut value:
∆(x) =
∑
x′∈N (x)
∑
y∈Ω¯
|η(x, y)− η(x′, y)| (32)
q¯
¯y
=
∑
x∈Ω
∆(x) η¯(x, y) q
¯x
. (33)
We note that the vectors generated by (33) will not form an
orthonormal set, but are made so using the Gram-Schmidt
process. Combining the orthonormal vectors into a matrix Q¯
and then calculating their corresponding Ncut values allows
fastRW to be run on the aggregate graph with minimal
overhead and loss in accuracy.
We focus on fastRWIR for graph aggregation as we found
the aggregation step was typically too expensive compared
to the fastRWIS run-time, along with the possibility of the
aggregated super-voxels crossing weak image boundaries and
reducing segmentation accuracy.
IV. RESULTS
In this section, we test the effectiveness of the techniques
presented in Sec. III. Since fastRW is an approximation to the
basic RW method, our evaluations focus on measuring the loss
in accuracy compared to the increase in run-time when using
fastRW (with and without the adaptive techniques presented
here) instead of basic RW. Ideally, only a small fraction of the
Fig. 3. (Color figure) A comparison of run-time (as a fraction of basic
RWIS) vs. accuracy for basic RWIS, fastRWIS with fixed numbers of
eigenvectors, and fastRWIS with eigenvectors adapted automatically to the
seeds. Our adaptive approach achieves excellent accuracy and run-time while
automatically choosing the number of eigenvectors to use. See Table I for
more details.
overall accuracy will be lost when using fastRW. Note that
“accuracy” will be defined by comparing to manual segmen-
tation results using the Dice similarity coefficient (DSC) in
segmentation and mean overlap (MO) in registration [29]. For
two images segmented into K foreground regions given by
Ω1k and Ω
2
k, k ∈ {1, . . . , k},
MO = 2
∑K
k=1 |Ω1k ∩ Ω2k|∑K
k=1 |Ω1k|+ |Ω2k|
. (34)
Probabilistic segmentations converted to non-probabilistic seg-
mentations by thresholding and probabilistic registrations are
converted to non-probabilistic registrations by taking the ex-
pected displacement at each voxel.
A. Setup
We use two 2D images and 2 data sets of 40 volumetric
images each. The 2D images consist of a 256 × 256 CT
cardiac image slice, manually segmented into 4 regions, and a
265×272 blood cell image, manually segmented into 2 regions
(blood cell and background). 2D data allows a large number
of tests with different seed locations. The cardiac image slice
is used because it provides a multi-label segmentation and the
blood cell image is used because it requires prior probabilities
calculated from the user seeds to segment every cell (Fig. 2).
The first volumetric data set consists of 40 (250×250×40)
T1-MR images of thighs, manually segmented into 16 regions.
For segmentation, we combine some regions, resulting in a 5-
label segmentation (muscle, fat, cortical bone, bone marrow,
and background, see Fig. 2, Fig. 4).
The second volumetric data set consists of 40 (181 ×
181× 217) T1-MR brain images from the LONI dataset [29],
manually segmented into 56 regions, skull stripped, and with
their intensity histograms normalized (see Fig. 4).
When testing segmentation, we use the 2D images and
the thigh images, with seeds generated automatically using
the manual segmentations. For the cardiac image slice, we
randomly place 10 seeds in each region, and with the blood
cell image, we randomly place 10 seeds inside a single blood
cell and 10 seeds nearby in the background. We generate
7(a) Original Alignment (b) Basic RWIR (c) fastRWIR
Fig. 4. (Color figure) An example of the registrations achieved by basic
RWIR and fastRWIR with eigenvectors adapted to the priors. fastRWIR takes
only about 30% of time as basic RWIR (see Fig. 5).
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Fig. 5. (Color figure) A comparison of run-time (as a fraction of basic
RWIR) vs. accuracy for basic RWIR, fastRWIR with fixed numbers of
eigenvectors, and fastRWIR with eigenvectors automatically adapted to the
prior probabilities. Our adaptive approach achieves excellent accuracy and
run-times while automatically choosing the number of eigenvectors to use.
See Table I for more details.
100 different sets of seeds for each image, with the single
blood cell chosen randomly each time. For the thigh images,
we randomly place 40 seeds each in the muscle, fat, and
background regions, and 20 seeds each in the two bone
regions. We generate 5 sets of seeds each for the 40 images.
All of the segmentation results in this section are averaged
over each set of seeds. Different techniques for sampling
seeds would lead to different segmentation accuracies, but as
our goal is to compare different segmentation methods, it is
sufficient to ensure they use the same sets of seeds. Unless
otherwise stated, we use β = 50, γ = 0.001 for RWIS on
cardiac and thigh images, and γ = 0.01 for RWIS on blood
cell images. The prior probabilities P are calculated by fitting
a Gaussian to the intensity values of the seeds for each region.
When testing registration, we use the 3D thigh and LONI
brain images, registering each pair of images together for
39× 40 tests total. The local similarity between two voxels is
evaluated using the sum of absolute intensity differences in a
patch of size 5× 5× 5. We use K ≈ 12, 000 (31× 31× 13)
displacement labels for the thigh images and K ≈ 4000
(21×21×9) for the brain images. displacement labels for The
prior probabilities P for displacement vectors are calculated as
the negative exponential of the squared local patch difference,
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Fig. 6. (Color figure) A comparison of fastRWIS accuracy when β is known
offline versus when β is changed online and Λ is updated using our technique
from Sec. III-B. The eigenvectors from the Laplacian with β′ = 50 are used
as the base eigenvectors when β is not known. The difference in DSC (with
respect to the optimal segmentation) between the results of the two methods
is reported. As expected, the DSC is higher when the Laplacian is known
offline, though only slightly higher for a large range of values, particularly
for the blood cell image. This indicates our technique allows β to be adjusted
online by at least a factor of 2 while sacrificing only minimal accuracy (< 3%
for the blood cell image).
normalized to sum to 1 at each voxel. We use β = 50, γ = 1
for RWIR.
Experiments use unoptimized MATLAB code run on a
machine with 2 Quad Core Intel Xeon 2.33 GHz CPUs.
B. Determining the Number of Eigenvectors
1) User Seeds: First, we evaluate our technique from Sec.
III-A1 for choosing the number of eigenvectors m based
on the seed locations (see (24)). Our goal is to show we
can adaptively and automatically choose m when segment-
ing real medical images and achieve results comparable to
the results for the best fixed m. For the 2D images, we
precompute 160 eigenvectors, and run RWIS and fastRWIS
using m ∈ {60, 80, . . . , 160}. For the 3D thigh images, we
precompute 800 eigenvectors, and run RWIS and fastRWIS
using m ∈ {300, 400, . . . , 800}. We then run fastRWIS with
m chosen using our adaptive technique for each image. The
accuracy and run-time of each segmentation algorithm is seen
in Fig. 3, with example segmentations shown in Fig. 2.
We see that our technique for choosing m online provides
accuracy comparable to using all the eigenvectors while run-
ning, on average, significantly faster. We emphasize that while
each image seems to have an “optimal” number of eigenvectors
which gives similar results to our technique in terms of run-
time and accuracy, this number is not known ahead of time and
is different for each image class (∼ 120 for cardiac, ∼ 100 for
blood cells, and ∼ 700 for thigh). Our technique requires no
prior knowledge to achieve this accuracy, and further, provides
slightly lower run-time than any fixed number of eigenvectors,
due to cases where fewer eigenvectors are used. Clearly the
performance of fastRWIS is highly dependent on the number
of eigenvectors, yet choosing an appropriate number online
would be guesswork without our technique.
2) Prior Probabilities: Second, we evaluate our technique
from Sec. III-A2 for choosing the number of eigenvectors m
based on the prior probabilities (see (25)). Again, our goal is
to show we can adaptively choose m when registering a pair of
8and achieve results comparable to the best fixed m. For each
pair of images, we choose one randomly as the moving image
and precompute 1500 eigenvectors. We run RWIR, fastRWIR
with m ∈ {250, 500, . . . , 1500}, and fastRWIR with m chosen
using our adaptive technique. The accuracy and the run-time
of each registration algorithm is seen in Fig. 5, with example
registrations show in Fig. 4. Similar to segmentation, our
technique allows fastRWIR to achieve an average accuracy and
run-time comparable to the best fixed number of eigenvectors,
but without any prior knowledge.
Data Algorithm Accuracy Run-Time (sec)
Cardiac
RWIS 0.943 ± 0.027 0.983 ± 0.012
fastRWIS 0.942 ± 0.031 0.203 ± 0.003
Adaptive fastRWIS 0.942 ± 0.034 0.178 ± 0.006
Blood Cell
RWIS 0.986 ± 0.012 1.07 ± 0.014
fastRWIS 0.984 ± 0.015 0.24 ± 0.004
Adaptive fastRWIS 0.983 ± 0.016 0.19 ± 0.007
Thigh
RWIS 0.927 ± 0.034 289.2 ± 10.3
fastRWIS 0.917 ± 0.041 42.0 ± 2.3
Adaptive fastRWIS 0.919 ± 0.040 43.6 ± 3.4
RWIR 0.862 ± 0.044 864 ± 44.5
fastRWIR 0.854 ± 0.053 276 ± 18.3
Adaptive fastRWIR 0.854 ± 0.054 248 ± 21.3
Brain
RWIR 0.687 ± 0.091 2112 ± 130.0
fastRWIR 0.677 ± 0.103 592 ± 35.3
Adaptive fastRWIR 0.677 ± 0.105 504 ± 41.4
TABLE I
A SUMMARY OF THE RESULTS FROM SEC. IV-B. ADAPTIVE fastRWIS
AND ADAPTIVE fastRWIR CHOOSE THE NUMBER OF EIGENVECTORS TO
USE ONLINE BASED ON THE USER SEEDS OR PRIOR PROBABILITIES. THE
RESULTS REPORTED FOR fastRWIS AND fastRWIR ARE FOR A FIXED
NUMBER OF EIGENVECTORS m, CHOSEN SEPARATELY FOR EACH IMAGE
TO GIVE THE RUN-TIME AND ACCURACY CLOSEST TO THEIR ADAPTIVE
COUNTER-PARTS. ACCURACY IS REPORTED USING DSC OR MO FOR
RWIS AND RWIR, RESPECTIVELY, AND AGGREGATION TIME IS
INCLUDED.
C. Updating the Laplacian
We evaluate our technique from Sec. III-B (updating the
precomputed values when the Laplacian edge weights are
changed) by precomputing eigenvectors/values for an offline
Laplacian constructed with β′ = 50, then running fastRW
using an online Laplacian with β ∈ [25, 100] and a Λ updated
using (26). We note that doubling β corresponds to squaring
the weights of all the edges (see (2)). As a baseline, we
compare the results to fastRWIS run using eigenvector/values
calculated from the online Laplacian directly. We precompute
320 eigenvectors for the 2D images and 1600 for the thigh
images. The accuracy of each technique is shown in Fig. 6.
We see that when β is not known offline, our technique for
updating Λ achieves very similar accuracy compared to when
β is known offline.
D. Aggregated Image Graphs
In this section, we evaluate our technique for aggregating
the eigenvectors into super-vertices, given by (33) in Sec.
III-C. We use m = 2500 eigenvectors for fastRWIR. We
aggregate vertices based on their prior probabilities P and
(a) Images (b) Aggregated Graphs
Fig. 7. (Color figure) An example of aggregated graphs used to improve
RWIR efficiency. Nearby nodes with similar prior probabilities are aggregated
into super-vertices. The aggregated graphs have on average 18% and 15%
as many vertices as the original graph for the thigh and brain images,
respectively.
spatial proximity [23] (see Fig. 7), and thus the aggregation
must be performed online, after the precomputation. For each
pair of thigh and brain images, we run 4 registration schemes:
basic RWIR, fastRWIR with the eigenvectors aggregated using
the naı¨ve technique in (31), fastRWIR with the eigenvectors
aggregated using our proposed technique in (33), and using
eigenvectors calculated from the Laplacian of the aggregated
graph directly (used only as a baseline, since the aggregated
graph is not known offline). The accuracy and run-time of
each technique is seen in Fig. 8. Our proposed technique
performs significantly better than the naı¨ve technique, and only
slightly worse than the eigenvectors calculated directly from
the aggregate graph.
V. DISCUSSION AND CONCLUSION
The main drawback of fastRW algorithms is that certain
algorithmic decisions must be made offline, when there is
incomplete information. We have proposed multiple extensions
that significantly improve the online flexibility of fastRW
algorithms, while only incurring a minor overhead in run-time
and implementation complexity. Since the fastRW paradigm
already achieves results very similar to the popular RWIS
and RWIR algorithms, removing its limitations constitutes a
major improvement to RW algorithms in general. Further,
while the techniques presented here were only demonstrated
individually, there is nothing to preclude combining them to
further increase the robustness of the online algorithm to the
offline settings.
When deciding how many eigenvectors to compute offline,
some applications may be limited by offline time available
and by memory constraints. For the 2D results presented here,
offline computation typically took between 1 and 2 seconds
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Fig. 8. (Color figure) A comparison of RWIR techniques used on graphs
with aggregated super-vertices. Accuracy and run-time are given in proportion
to RWIR run on the full graph (see Fig. 5 for absolute values). When run on
the aggregated graph, RWIR achieves a significant speed-up with a minimal
loss in accuracy, with further speed-up achieved by fastRWIR. The run times
and MO values are given as a fraction of those achieved by the basic RWIS
algorithm (see Fig. 5 for absolute values). We note that using the eigenvectors
from the aggregated graph (“”) is not actually possible, since the aggregated
graph is not known off-line, and is only included as a baseline.
per eigenvector, for total run-times of less than 5 minutes. For
the 3D results, offline computation typically took between 1
to 5 minutes per eigenvector, and thus the offline run-times
could be on the order of several days for large images. In
these cases, the fastRW algorithms presented here may not be
useful, dependent on the time between image acquisition and
analysis.
Another concern is the memory constraints imposed by
using a thousand eigenvectors for 3D images. Fortunately, the
techniques presented do not require all of the eigenvectors to
be in memory simultaneously, but rather allow them to be
loaded into memory sequentially. This can be used to control
the memory usage at a small cost in run-time.
While the results shown here demonstrate the potential
effectiveness of our techniques, the popularity of the RW
algorithm has lead to other interesting and potentially powerful
extensions that are not discussed here, such as the inclusion
of learnt shape priors and automatic seeding for RWIS [30],
[31] and adaptive displacement labels for RWIR [22]. Further,
the RW algorithm was shown by Couprie et al. to be part
of a family of graph-based algorithms [5], including other
popular algorithms such as Graph Cuts [4]. Random walks
have also been applied to other imaging tasks, such as stereo
matching [32] and shape correspondence [33]. Our future
work will focus on extending our precomputation techniques
to the extensions of the RW algorithm, similar graph-based
algorithms, and other imaging applications mentioned above.
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