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Abstract
In this paper, we will provide an introduction to the derivative-free optimization algo-
rithms which can be potentially applied to train deep learning models. Existing deep learn-
ing model training is mostly based on the back propagation algorithm, which updates the
model variables layers by layers with the gradient descent algorithm or its variants. How-
ever, the objective functions of deep learning models to be optimized are usually non-convex
and the gradient descent algorithms based on the first-order derivative can get stuck into
the local optima very easily. To resolve such a problem, various local or global optimization
algorithms have been proposed, which can help improve the training of deep learning mod-
els greatly. The representative examples include the Bayesian methods, Shubert-Piyavskii
algorithm, Direct, LIPO, MCS, GA, SCE, DE, PSO, ES, CMA-ES, hill climbing and
simulated annealing, etc. One part of these algorithms will be introduced in this paper
(including the Bayesian method and Lipschitzian approaches, e.g., Shubert-Piyavskii algo-
rithm, Direct, LIPO and MCS), and the remaining algorithms (including the population
based optimization algorithms, e.g., GA, SCE, DE, PSO, ES and CMA-ES, and random
search algorithms, e.g., hill climbing and simulated annealing) will be introduced in the
follow-up paper [18] in detail.
Keywords: Derivative-Free; Global Optimization; Bayesian Method; Lipschitzian Ap-
proach; Deep Learning
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1. Introduction
As introduced in the previous IFM Lab tutorial article [19], existing deep learning model
training is mostly based on the back propagation algorithm, which updates the model vari-
ables layers by layers with the gradient descent algorithms. Gradient descent together with
its many variants have been shown to be effective for optimizing a large group of problems.
However, for the non-convex objective functions of deep learning models, gradient descent
algorithms cannot guarantee to identify the globally optimal solutions, whose iterative up-
dating process may inevitably get stuck in the local optima. The performance of gradient
descent algorithms are not very robust, which will be greatly degraded for the objective func-
tions with non-smooth shape or learning scenarios polluted by noisy data. Furthermore, the
distributed computation process of gradient descent requires heavy synchronization, which
may hinder its adoption in large-cluster based distributed computational platforms.
Besides these optimization algorithms based on gradient descent, there also exist a group
of optimization algorithms which can be potentially applied to learn the optimal variables
for the deep learning models. These optimization algorithms don’t need to compute the
derivatives of the objective function regarding the model variables, thus they are called the
derivative-free optimization algorithms in this paper. The representative examples include
the Bayesian methods, Shubert-Piyavskii algorithm, Direct, LIPO, MCS, GA, SCE, DE,
PSO, ES, CMA-ES, hill climbing and simulated annealing, etc. Many of these derivative-
free optimization algorithms can even effectively compute the global optimal variables for
the non-convex objective functions. These algorithms along can work well for training the
deep learning models. Meanwhile, they can also work with the gradient descent algorithms
in a hybrid manner similar to Gadam [20] as we have introduced in [19], which can integrate
the advantages of both the gradient descent optimization algorithms together with these
derivative-free optimization algorithms.
Here, we will briefly introduce the learning settings as follows. The training set for opti-
mizing the deep learning models can be represented as T = {(x1,y1), (x2,y2), · · · , (xn,yn)},
which involves n pairs of feature-label instances. Formally, for each data instance, its feature
vector xi ∈ Rdx , ∀i ∈ {1, 2, · · · , n} and label vector yi ∈ Rdy ,∀i ∈ {1, 2, · · · , n} are of dimen-
sions dx and dy respectively. The deep learning models define a mapping F (·;θ) : X → Y,
which projects the data instances from the feature space X to the label space Y. In the
above representation of function F (·,θ), vector θ ∈ Θ contains the variables involved in the
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deep learning model and Θ denotes the variable inference space. Formally, we can denote
the dimension of variable vector θ as dθ, which will be used when introducing the algorithms
later. Given one data instance featured by vector xi ∈ X , we can denote its prediction label
vector by the deep learning model as yˆi = F (xi;θ). Compared against its true label vector
yi, we can denote the introduced loss for instance xi as `(yˆi,yi). Several frequently used
loss representations have been introduced in [19], and we will not redefine them here again.
For all the data instances in the training set, we can represent the total loss term as
L(θ) = L(θ; T ) =
∑
(xi,yi)∈T
`(yˆi,yi). (1)
And the deep model learning can be formally denoted as the following function:
min
θ∈Θ
L(θ), (2)
which is also the main objective function to be studied in this paper.
We need to add a remark here, the above objective function defines a minimization
problem. Meanwhile, when introducing some of the optimization algorithms in the following
sections, we may assume the objective function to be a maximization function instead for
simplicity. The above objective can be transformed into a maximization problem easily by
introducing a new term L′(θ) = −L(θ). We will clearly indicate it when the algorithm is
introduced for a maximization problem.
In the following part of this paper, we will introduce the derivative-free optimization
algorithms that can be potentially used to resolve the above objective function. To be
more specific, this paper covers the introduction to the Bayesian method as well as the
Lipschitzian approaches (including Shubert-Piyavskii algorithm, Direct, LIPO and MCS)
for global optimization. The population based algorithms (e.g., GA, SCE, DE, PSO, ES
and CMA-ES) and the random search based optimization algorithms (e.g., hill climbing
and simulated annealing) will be introduced in the follow-up article [18] in detail.
2. Bayesian Method for Global Optimization
Bayesian methods [11] assume the objective function is a black-box. Evaluating the objec-
tive function is expensive or even impossible, whose derivatives and convexity properties are
also unknown. Such an assumption holds for some deep learning models involving compli-
cated structures with multiple layers of non-linear projections, since its analytical expression
and derivatives will be too complex to analyze. Instead of optimizing the objective function
directly, Bayesian methods propose to approximate the objective function based on a set
of sampled points in the variable domain, and tries to select the optimal variable based on
the approximated objective function. Such a process involves two basic functions in the
Bayesian methods: surrogate function and acquisition function, respectively. To approxi-
mate the objective function, Bayesian method adopts a surrogate function to update the
posterior distribution of the function based on both the prior distribution and the likelihood
computed with the sampled points. Meanwhile, to sample efficiently, Bayesian methods use
an acquisition function to determine the next optimal variable to sample from the variable
domain.
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In Algorithm 1, we provide the pseudo-code of the Bayesian Method, which involves 3
main steps: (1) optimal variable point computing via maximizing the acquisition function;
(2) objective function value sampling subject to noise; and (3) Gaussian Process updating
with the surrogate function to update µ(θ) and σ2(θ).
Algorithm 1 Bayesian Optimization Methods
Require: Input variable space Θ; GP prior µ, σ.
Ensure: Model Parameter θ
1: for τ = 1, 2, · · · do
2: Find θτ = arg maxθ∈Θ α(θ;Sτ−1) by optimizing the acquisition function.
3: Sample the objective function value zτ = L(θτ ) + τ .
4: Update Sτ = Sτ−1 ∪ {(θτ , zτ )} and recompute µ(θ), σ2(θ) based on the surrogate function.
5: end for
6: Return model variable θ
Most of the steps in Algorithm 1 will be covered in the following subsections, except for
the noisy function value sampling part. Considering noise-free observations are very hard
to achieve in the real-world. In the algorithm, term τ ∼ N (0, σ2noise) is a random noise
sampled from the normal distribution, which performs a noisy transformation on function
L(θ). A tutorial on Bayesian methods is available at [1].
2.1 Surrogate Function for Posterior Distribution Updating
In Bayesian methods, the sample sequence achieved prior to iteration τ ≥ 1 can be denoted
as Sτ−1 = {θ1,θ2, · · · ,θτ−1} (or Sτ−1 = {(θ1, z1), (θ2, z2), · · · , (θτ−1, zτ−1)} if we pair the
sampled variables with their introduced loss terms together), where zi = L(θi) denotes the
loss value introduced by variable θi. Formally, let P (L) denote the prior distribution of the
loss function, and P (Sτ−1|L) denote the likelihood function of achieve the sampled variables
based on the loss function L. Based on these two terms, the posterior distribution of the
objective loss function based on the sampled points can be denoted as
P (L|Sτ−1) ∝ P (Sτ−1|L)P (L). (3)
The step of updating the posterior distribution of the loss function based on the sampled
variable points is also interpreted as estimating the objective function with a surrogate
function (also called a response surface).
As pointed out in [11], such a process can be modeled effectively with the Gaussian
Process (GP), where the prior distribution of the loss function is subject to a Gaussion
distribution. Here, let’s misuse the loss function notation L as a variable, and it follows
L(θ) ∼ N (mθ, kθ), (4)
where mθ and kθ denote the mean and co-variance functions of the normal distribution
respectively. For convenience, the prior mean is usually assumed to be zeros, and the
variance function kθ has several different choices (we will introduce later).
Following such a distribution, let’s assume we have sampled τ − 1 variable points al-
ready from objective variable domain Θ, whose loss terms can be denoted as a vector
4
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[L(θ1),L(θ2), · · · ,L(θτ−1)]>. According to the above descriptions, they should follow the
following multivariate normal distribution
L(θ1)
L(θ2)
...
L(θτ−1)
 ∼ N (0,K) , (5)
where the covariance matrix
K =
 k(θ1,θ1), · · · , k(θ1,θτ−1)... . . . ...
k(θτ−1,θ1), · · · , k(θτ−1,θτ−1)
 (6)
By further sampling one more variable point θτ , in a similar way, we can achieve the
distribution of the sampled τ variable points as
L(θ1)
L(θ2)
...
L(θτ−1)
L(θτ )
 ∼ N
(
0,
[
K k
k> k(θτ ,θτ )
])
, (7)
where vector k = [k(θ1,θτ ), k(θ2,θτ ), · · · , k(θτ−1,θτ )]>.
Based on the Sherman-Morrison-Woodbury formula [14], we can represent the posterior
distribution of the loss function for the sampled point θτ as follows
P (L(θτ )|Sτ−1,θτ ) ∼ N (µτ (θτ ), σ2τ (θτ )), (8)
where
µτ (θτ ) = k
>K−1

L(θ1)
L(θ2)
...
L(θτ−1)
 , (9)
σ2τ (θτ ) = k(θτ ,θτ )− k>K−1k. (10)
As we mentioned before, the co-variance function k(·, ·) may be defined in different ways,
and some representative examples include:
• squared exponential function:
k(θi,θj) = exp(−1
2
‖θi − θj‖2). (11)
• squared exponential function with hyperparameters:
k(θi,θj) = exp(− 1
2β2
‖θi − θj‖2), (12)
where the hyperparameter β controls the width of the variance.
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• squared exponential function with automatic relevance determination hyperparameters:
k(θi,θj) = exp(−1
2
(θi − θj)>diag(β)−2(θi − θj)), (13)
where β is a hyperparameter vector and notation diag(β) denotes a diagonal matrix
with entries β on its diagonal.
• Mate´rn function:
k(θi,θj) =
1
2ς−1Γ(ς)
(2
√
ς ‖θi − θj‖)ςHς(2
√
ς ‖θi − θj‖), (14)
where Γ(·) and Hς(·) are the Gamma function and Bessel function of order ς respec-
tively. As the order hyperparameter ς → ∞, the Mate´rn function will be reduced to
the squared exponential function.
2.2 Acquisition Function for Optimal Variable Sampling
Based on the posterior distribution updated via the Gaussian Process iteratively, here, we
will introduce the acquisition function, which guides the search for the optimal variables in
Bayesian methods. Typically, acquisition functions are defined to ensure high acquisition
function values correspond to potentially higher values of the objective function. Therefore,
the optimal variable points will be selected iteratively which can maximize the acquisition
function. Considering the objective function studied in deep learning model training is a
minimization problem, which can be transformed into a maximization problem easily by
defining a pseudo-loss function L′(θ) = −L(θ). The following contents are introduced based
on the maximization objective function on the loss function L′(θ) (to simplify the notations,
we will use L(θ) directly to denote the function to be maximized).
Formally, based on the sampling records prior to iteration τ , i.e., Sτ−1 = {θ1,θ2, · · · ,θτ−1},
Bayesian methods will select the optimal variable for iteration τ with the following function:
θτ = arg max
θ∈Θ
α(θ;Sτ−1), (15)
where α(θ;Sτ−1) is called the acquisition function. Acquisition function helps the Bayesian
methods to compute the next sampling point of the variables, and it has various repre-
sentations. Popular acquisition functions include the maximum probability of improvement
(MPI) [7], expected improvement (EI) [10] and upper confidence bound (UCB) [3], which will
be introduced as follows respectively. Meanwhile, the above objective acquisition function
can be optimized with the Direct algorithm as introduced in Section 3.2.
2.2.1 MPI
Formally, let θ+ = arg maxθ∈Sτ−1 L(θ) denote the best variable among all the variables we
have sampled in the previous τ−1 iterations. For the MPI acquisition function [7], its main
objective will be to select the variable points which can lead to the improvement with the
maximum probability. In other words, the MPI based acquisition function can be formally
6
IFM LAB TUTORIAL SERIES # 2, COPYRIGHT c©IFM LAB
represented as
αmpi(θ) = P (L
(
θ) ≥ L(θ+)) (16)
= Φ
(
µ(θ)− L(θ+)
σ(θ)
)
, (17)
where function Φ(·) denote the cumulative distribution function (CDF) of the standard
Gaussian distribution and the iteration index subscript (i.e., τ as we used in Equations 9)
on the mean and standard deviation functions µ(θ) and σ(θ) are omitted for simplicity
reasons.
According to the above function, the MPI based acquisition function mainly care about
the probability value instead of the real advantages of the loss term L(θ) against L(θ+). It
is possible that maximizing the above acquisition function may lead to a variable point θ
which is slightly greater than θ+ (i.e., L(θ)− L(θ+ → 0+) simply because the probability
value P (L (θ) ≥ L(θ+)) is large. To resolve such a problem, some research works also
propose to use the following MPI based acquisition function instead:
αmpi(θ) = P (L
(
θ) ≥ L(θ+) + ξ) (18)
= Φ
(
µ(θ)− L(θ+)− ξ
σ(θ)
)
. (19)
The parameter ξ defines the desired gap in the loss function in the variable selection, which
is usually a hyperparameter inputted into the algorithm.
2.2.2 EI
Since L(θ) is the objective function to optimize in our studied problem, the main focus in
variable selection should be picking the ones which can lead the maximum improvement
against the best historical variable, i.e., θ+ = arg maxθ∈Sτ−1 L(θ). In other words, the EI
[10] based acquisition function can be defined as follows:
αei(θ) = E (I(θ;Sτ−1)) (20)
= E
(
max{0,L(θ)− L(θ+)}) , (21)
where I(L(θ);Sτ−1) = max{0,L(θ)− L(θ+)} is also called the improvement function.
Meanwhile, the normal density function of I (here, we treat function I(θ;Sτ−1) as a
variable) can be computed based on the posterior distribution parameterized by mean µ(θ)
and co-variance σ2(θ) as follows:
P (I) =
1√
2piσ(θ)
exp
(
−
(
µ(θ)− L(θ+)− I)2
2σ2(θ)
)
. (22)
Therefore, the expected improvement can be represented as
E(I) =
∫ I=∞
I=0
IP (I)dI (23)
= σ(θ)
[
µ(θ)− L(θ+)
σ(θ)
· Φ
(
µ(θ)− L(θ+)
σ(θ)
)
+ φ
(
µ(θ)− L(θ+)
σ(θ)
)]
, (24)
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where Φ(·) and φ(·) denote the CDF and PDF of the standard Gaussian distribution re-
spectively.
Based on the above analysis, we can formally represent the EI based acquisition function
as follows:
αei(θ) =
{(
µ(θ)− L(θ+))Φ(Z) + σ(θ)φ(Z) if σ(θ) > 0;
0 if σ(θ) = 0,
(25)
where term Z = µ(θ)−L(θ
+)
σ(θ) .
2.2.3 UCB
As introduced in [3], given a random function on variable θ, we can compute its maximum
value by maximizing its upper confidence bound (UCB) as follows:
UCB(θ) = µ(θ) + κσ(θ), (26)
where κ ≥ 0 is a hyperparameter.
In recent years, some works propose to adopt the UCB function to define the acquisition
function for optimizing the posterior distribution function. Formally, let L(θ∗) denote the
globally optimal value. Therefore, for any variable θ we choose, we can represent its distance
compared with the optimal value as the following regret function [16]:
r(θ) = L(θ∗)− L(θ). (27)
In sampling the variable points, our main objective will be to minimize the regret func-
tion, which is equivalent to the maximization of function values at the sampled variable
points, i.e.,
min
i=τ∑
i=1
r(θi) ∝ max
i=τ∑
i=1
L(θi). (28)
By using the upper confidence bound as the selection criterion, we can define the UCB
based acquisition function as follows:
αucb(θ) = µ(θ) +
√
νγτσ(θ), (29)
where γτ = 2 log(dθτ
2pi2/6δ) is a function about τ , while δ ∈ (0, 1) and ν > 0 are the
hyperparameters in the algorithm. By maximizing the UCB based acquisition function, we
will be able to select promising variable points iteratively.
3. Lipschitzian Approaches for Global Optimization
Lipschitzian approach is the name for a group of optimization approaches based on the
Lipschitz functions. Lipschitzian approaches usually require the prior knowledge about the
Lipschitz constant, which is a bound on the change rate of the objective function. Mean-
while, in the case where the Lipschitz constant is unknown, some other variant approaches
have been proposed, like Direct, LIPO and MCS, which will be introduced in this section
as well. Lipschitzian approaches have many outstanding advantages compared against other
optimization algorithms. First of all, Lipschitzian approaches have very few parameters to
8
IFM LAB TUTORIAL SERIES # 2, COPYRIGHT c©IFM LAB
a
<latexit sha1_base64="7DjYM/D8LHHg6Z3rG4v6kCnHnNs=" >AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4ELmVv2YMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSAT XxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVlLVoLGLVDVAzwSVrGW4E6yaKYRQI1gkmt3O/88SU5rF8NNOE+RGOJA85RWOlhypWB+WK W3MXIOvEy0kFcjQH5a/+MKZpxKShArXueW5i/AyV4VSwWamfapYgneCI9SyVGDHtZ4tTZ+TCKkMSxsqWNGSh/p7IMNJ6GgW2M0Iz 1qveXPzP66UmvPYzLpPUMEmXi8JUEBOT+d9kyBWjRkwtQaq4vZXQMSqkxqZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQ RNaQGEEz/AKb45wXpx352PZWnDymVP4A+fzB3pfjT8=</latexit><latexit sha1_base64="7DjYM/D8LHHg6Z3rG4v6kCnHnNs=" >AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4ELmVv2YMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSAT XxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVlLVoLGLVDVAzwSVrGW4E6yaKYRQI1gkmt3O/88SU5rF8NNOE+RGOJA85RWOlhypWB+WK W3MXIOvEy0kFcjQH5a/+MKZpxKShArXueW5i/AyV4VSwWamfapYgneCI9SyVGDHtZ4tTZ+TCKkMSxsqWNGSh/p7IMNJ6GgW2M0Iz 1qveXPzP66UmvPYzLpPUMEmXi8JUEBOT+d9kyBWjRkwtQaq4vZXQMSqkxqZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQ RNaQGEEz/AKb45wXpx352PZWnDymVP4A+fzB3pfjT8=</latexit><latexit sha1_base64="7DjYM/D8LHHg6Z3rG4v6kCnHnNs=" >AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4ELmVv2YMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSAT XxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVlLVoLGLVDVAzwSVrGW4E6yaKYRQI1gkmt3O/88SU5rF8NNOE+RGOJA85RWOlhypWB+WK W3MXIOvEy0kFcjQH5a/+MKZpxKShArXueW5i/AyV4VSwWamfapYgneCI9SyVGDHtZ4tTZ+TCKkMSxsqWNGSh/p7IMNJ6GgW2M0Iz 1qveXPzP66UmvPYzLpPUMEmXi8JUEBOT+d9kyBWjRkwtQaq4vZXQMSqkxqZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQ RNaQGEEz/AKb45wXpx352PZWnDymVP4A+fzB3pfjT8=</latexit><latexit sha1_base64="7DjYM/D8LHHg6Z3rG4v6kCnHnNs=" >AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4ELmVv2YMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSAT XxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVlLVoLGLVDVAzwSVrGW4E6yaKYRQI1gkmt3O/88SU5rF8NNOE+RGOJA85RWOlhypWB+WK W3MXIOvEy0kFcjQH5a/+MKZpxKShArXueW5i/AyV4VSwWamfapYgneCI9SyVGDHtZ4tTZ+TCKkMSxsqWNGSh/p7IMNJ6GgW2M0Iz 1qveXPzP66UmvPYzLpPUMEmXi8JUEBOT+d9kyBWjRkwtQaq4vZXQMSqkxqZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQ RNaQGEEz/AKb45wXpx352PZWnDymVP4A+fzB3pfjT8=</latexit> b
<latexit sha1_base64="WPgaAq3b50GLJAxwmXHzGAjr7VI=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2 Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQzWoDsoVt+YuQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp 5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NrPhEpS5IotF4WpJBiT+d9kKDRnKKeWUKaFvZWwMdWUoU2nZEPwVl9eJ+16zXNr3n290rjJ4yjCGZzDJXhwBQ24gya0gMEInuEV3hzpvDjvzseyteDkM6fwB87nD3vkjUA=</latex it><latexit sha1_base64="WPgaAq3b50GLJAxwmXHzGAjr7VI=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2 Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQzWoDsoVt+YuQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp 5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NrPhEpS5IotF4WpJBiT+d9kKDRnKKeWUKaFvZWwMdWUoU2nZEPwVl9eJ+16zXNr3n290rjJ4yjCGZzDJXhwBQ24gya0gMEInuEV3hzpvDjvzseyteDkM6fwB87nD3vkjUA=</latex it><latexit sha1_base64="WPgaAq3b50GLJAxwmXHzGAjr7VI=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2 Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQzWoDsoVt+YuQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp 5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NrPhEpS5IotF4WpJBiT+d9kKDRnKKeWUKaFvZWwMdWUoU2nZEPwVl9eJ+16zXNr3n290rjJ4yjCGZzDJXhwBQ24gya0gMEInuEV3hzpvDjvzseyteDkM6fwB87nD3vkjUA=</latex it><latexit sha1_base64="WPgaAq3b50GLJAxwmXHzGAjr7VI=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2 Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQzWoDsoVt+YuQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp 5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NrPhEpS5IotF4WpJBiT+d9kKDRnKKeWUKaFvZWwMdWUoU2nZEPwVl9eJ+16zXNr3n290rjJ4yjCGZzDJXhwBQ24gya0gMEInuEV3hzpvDjvzseyteDkM6fwB87nD3vkjUA=</latex it>
L(✓)
<latexit sha1_base64="wc2H6ng45guKjXwqP9cjV4ilEps=" >AAAB/nicbVDLSsNAFJ3UV62vqLhyM9gKdVOSbnRZdOPCRQX7gKaUyXTSDp1MwsyNUELBX3HjQhG3foc7/8ZJm4W2Hhg4nHMv98z xY8E1OM63VVhb39jcKm6Xdnb39g/sw6O2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX9yk/mdR6Y0j+QDTGPWD8lI8oBTAkYa2CcV LyQwpkSkd7OqB2MG5KIysMtOzZkDrxI3J2WUozmwv7xhRJOQSaCCaN1znRj6KVHAqWCzkpdoFhM6ISPWM1SSkOl+Oo8/w+dGGeIg UuZJwHP190ZKQq2noW8ms6x62cvE/7xeAsFVP+UyToBJujgUJAJDhLMu8JArRkFMDSFUcZMV0zFRhIJprGRKcJe/vEra9Zrr1Nz7e rlxnddRRKfoDFWRiy5RA92iJmohilL0jF7Rm/VkvVjv1sditGDlO8foD6zPHz9slQA=</latexit><latexit sha1_base64="wc2H6ng45guKjXwqP9cjV4ilEps=" >AAAB/nicbVDLSsNAFJ3UV62vqLhyM9gKdVOSbnRZdOPCRQX7gKaUyXTSDp1MwsyNUELBX3HjQhG3foc7/8ZJm4W2Hhg4nHMv98z xY8E1OM63VVhb39jcKm6Xdnb39g/sw6O2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX9yk/mdR6Y0j+QDTGPWD8lI8oBTAkYa2CcV LyQwpkSkd7OqB2MG5KIysMtOzZkDrxI3J2WUozmwv7xhRJOQSaCCaN1znRj6KVHAqWCzkpdoFhM6ISPWM1SSkOl+Oo8/w+dGGeIg UuZJwHP190ZKQq2noW8ms6x62cvE/7xeAsFVP+UyToBJujgUJAJDhLMu8JArRkFMDSFUcZMV0zFRhIJprGRKcJe/vEra9Zrr1Nz7e rlxnddRRKfoDFWRiy5RA92iJmohilL0jF7Rm/VkvVjv1sditGDlO8foD6zPHz9slQA=</latexit><latexit sha1_base64="wc2H6ng45guKjXwqP9cjV4ilEps=" >AAAB/nicbVDLSsNAFJ3UV62vqLhyM9gKdVOSbnRZdOPCRQX7gKaUyXTSDp1MwsyNUELBX3HjQhG3foc7/8ZJm4W2Hhg4nHMv98z xY8E1OM63VVhb39jcKm6Xdnb39g/sw6O2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX9yk/mdR6Y0j+QDTGPWD8lI8oBTAkYa2CcV LyQwpkSkd7OqB2MG5KIysMtOzZkDrxI3J2WUozmwv7xhRJOQSaCCaN1znRj6KVHAqWCzkpdoFhM6ISPWM1SSkOl+Oo8/w+dGGeIg UuZJwHP190ZKQq2noW8ms6x62cvE/7xeAsFVP+UyToBJujgUJAJDhLMu8JArRkFMDSFUcZMV0zFRhIJprGRKcJe/vEra9Zrr1Nz7e rlxnddRRKfoDFWRiy5RA92iJmohilL0jF7Rm/VkvVjv1sditGDlO8foD6zPHz9slQA=</latexit><latexit sha1_base64="wc2H6ng45guKjXwqP9cjV4ilEps=" >AAAB/nicbVDLSsNAFJ3UV62vqLhyM9gKdVOSbnRZdOPCRQX7gKaUyXTSDp1MwsyNUELBX3HjQhG3foc7/8ZJm4W2Hhg4nHMv98z xY8E1OM63VVhb39jcKm6Xdnb39g/sw6O2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX9yk/mdR6Y0j+QDTGPWD8lI8oBTAkYa2CcV LyQwpkSkd7OqB2MG5KIysMtOzZkDrxI3J2WUozmwv7xhRJOQSaCCaN1znRj6KVHAqWCzkpdoFhM6ISPWM1SSkOl+Oo8/w+dGGeIg UuZJwHP190ZKQq2noW8ms6x62cvE/7xeAsFVP+UyToBJujgUJAJDhLMu8JArRkFMDSFUcZMV0zFRhIJprGRKcJe/vEra9Zrr1Nz7e rlxnddRRKfoDFWRiy5RA92iJmohilL0jF7Rm/VkvVjv1sditGDlO8foD6zPHz9slQA=</latexit>
c
<latexit sha1_base64="o3a39a0qM5anyN+bLVBnbVmx3ro=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2 Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQ5VVB+WKW3MXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU 8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5dieO1nQiUpcsWWi8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQRNawGAEz/AKb450Xpx352PZWnDymVP4A+fzB31pjUE=</latex it><latexit sha1_base64="o3a39a0qM5anyN+bLVBnbVmx3ro=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2 Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQ5VVB+WKW3MXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU 8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5dieO1nQiUpcsWWi8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQRNawGAEz/AKb450Xpx352PZWnDymVP4A+fzB31pjUE=</latex it><latexit sha1_base64="o3a39a0qM5anyN+bLVBnbVmx3ro=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2 Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQ5VVB+WKW3MXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU 8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5dieO1nQiUpcsWWi8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQRNawGAEz/AKb450Xpx352PZWnDymVP4A+fzB31pjUE=</latex it><latexit sha1_base64="o3a39a0qM5anyN+bLVBnbVmx3ro=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2 Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQ5VVB+WKW3MXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU 8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5dieO1nQiUpcsWWi8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQRNawGAEz/AKb450Xpx352PZWnDymVP4A+fzB31pjUE=</latex it>
Slope = -K Slope = +K
Figure 1: An Example to Illustrate the Shubert-Piyavskii Algorithm.
tune, which is a desired strength compared with other algorithms. On the other hand, since
they are the deterministic methods, Lipschitzian approaches don’t require multiple runs in
computing the optimum.
3.1 Shubert-Piyavskii Algorithm
In this part, we will introduce the classic Shubert-Piyavskii algorithm [15, 13] based on an
objective function with one single variable. For the case where the objective function is
multivariate, several extension works have been proposed, and we will briefly mention some
of them at the end of this subsection. Formally, let’s assume the objective function to be
minimized here is L(θ), where the variable θ is within a closed interval [a, b] (i.e., variable
θ is constrained and a, b denote the upper bound and lower bound respectively).
Standard Lipschitzian approaches usually assume the objective function L(θ) is subject
to the Lipschitz function, i.e., there exist a finite bound on the rate of function changes.
Formally, assuming there exist a positive constant K, the following Lipschitz function should
hold:
|L(θ1)− L(θ2)| ≤ K · |θ1 − θ2| , ∀θ1, θ2 ∈ [a, b], (30)
where constant K is also called the Lipschitz constant.
The above inequality actually creates a lower bound for the objective function, and we
will illustrate it with the following example.
Example 1 Based on the Lipschitz function provided in formula (30), we can replace θ1
with θ and θ2 with a, which will lead to
|L(θ)− L(a)| ≤ K · |θ − a| (31)
⇒ L(a)− L(θ) ≤ |L(θ)− L(a)| ≤ K · (θ − a) (32)
⇒ L(θ) ≥ L(a)−K · (θ − a),∀θ ∈ [a, b]. (33)
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<latexit sha1_base64="wc2H6ng45guKjXwqP9cjV4ilEps=">AAAB/nicbVDLSsNAFJ3UV62v qLhyM9gKdVOSbnRZdOPCRQX7gKaUyXTSDp1MwsyNUELBX3HjQhG3foc7/8ZJm4W2Hhg4nHMv98zxY8E1OM63VVhb39jcKm6Xdnb39g/sw6O2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX9yk/mdR6Y 0j+QDTGPWD8lI8oBTAkYa2CcVLyQwpkSkd7OqB2MG5KIysMtOzZkDrxI3J2WUozmwv7xhRJOQSaCCaN1znRj6KVHAqWCzkpdoFhM6ISPWM1SSkOl+Oo8/w+dGGeIgUuZJwHP190ZKQq2noW8ms6x62 cvE/7xeAsFVP+UyToBJujgUJAJDhLMu8JArRkFMDSFUcZMV0zFRhIJprGRKcJe/vEra9Zrr1Nz7erlxnddRRKfoDFWRiy5RA92iJmohilL0jF7Rm/VkvVjv1sditGDlO8foD6zPHz9slQA=</latexi t><latexit sha1_base64="wc2H6ng45guKjXwqP9cjV4ilEps=">AAAB/nicbVDLSsNAFJ3UV62v qLhyM9gKdVOSbnRZdOPCRQX7gKaUyXTSDp1MwsyNUELBX3HjQhG3foc7/8ZJm4W2Hhg4nHMv98zxY8E1OM63VVhb39jcKm6Xdnb39g/sw6O2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX9yk/mdR6Y 0j+QDTGPWD8lI8oBTAkYa2CcVLyQwpkSkd7OqB2MG5KIysMtOzZkDrxI3J2WUozmwv7xhRJOQSaCCaN1znRj6KVHAqWCzkpdoFhM6ISPWM1SSkOl+Oo8/w+dGGeIgUuZJwHP190ZKQq2noW8ms6x62 cvE/7xeAsFVP+UyToBJujgUJAJDhLMu8JArRkFMDSFUcZMV0zFRhIJprGRKcJe/vEra9Zrr1Nz7erlxnddRRKfoDFWRiy5RA92iJmohilL0jF7Rm/VkvVjv1sditGDlO8foD6zPHz9slQA=</latexi t><latexit sha1_base64="wc2H6ng45guKjXwqP9cjV4ilEps=">AAAB/nicbVDLSsNAFJ3UV62v qLhyM9gKdVOSbnRZdOPCRQX7gKaUyXTSDp1MwsyNUELBX3HjQhG3foc7/8ZJm4W2Hhg4nHMv98zxY8E1OM63VVhb39jcKm6Xdnb39g/sw6O2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX9yk/mdR6Y 0j+QDTGPWD8lI8oBTAkYa2CcVLyQwpkSkd7OqB2MG5KIysMtOzZkDrxI3J2WUozmwv7xhRJOQSaCCaN1znRj6KVHAqWCzkpdoFhM6ISPWM1SSkOl+Oo8/w+dGGeIgUuZJwHP190ZKQq2noW8ms6x62 cvE/7xeAsFVP+UyToBJujgUJAJDhLMu8JArRkFMDSFUcZMV0zFRhIJprGRKcJe/vEra9Zrr1Nz7erlxnddRRKfoDFWRiy5RA92iJmohilL0jF7Rm/VkvVjv1sditGDlO8foD6zPHz9slQA=</latexi t><latexit sha1_base64="wc2H6ng45guKjXwqP9cjV4ilEps=">AAAB/nicbVDLSsNAFJ3UV62v qLhyM9gKdVOSbnRZdOPCRQX7gKaUyXTSDp1MwsyNUELBX3HjQhG3foc7/8ZJm4W2Hhg4nHMv98zxY8E1OM63VVhb39jcKm6Xdnb39g/sw6O2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX9yk/mdR6Y 0j+QDTGPWD8lI8oBTAkYa2CcVLyQwpkSkd7OqB2MG5KIysMtOzZkDrxI3J2WUozmwv7xhRJOQSaCCaN1znRj6KVHAqWCzkpdoFhM6ISPWM1SSkOl+Oo8/w+dGGeIgUuZJwHP190ZKQq2noW8ms6x62 cvE/7xeAsFVP+UyToBJujgUJAJDhLMu8JArRkFMDSFUcZMV0zFRhIJprGRKcJe/vEra9Zrr1Nz7erlxnddRRKfoDFWRiy5RA92iJmohilL0jF7Rm/VkvVjv1sditGDlO8foD6zPHz9slQA=</latexi t>
c
<latexit sha1_base64="o3a39a0qM5anyN+bLVBnbVmx3ro=">AAAB6nicbVA9TwJBEJ3DL8Qv 1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg 94jThfkRHSoSCUbTSQ5VVB+WKW3MXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5dieO1nQiUpcsWWi 8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQRNawGAEz/AKb450Xpx352PZWnDymVP4A+fzB31pjUE=</latexit><latexit sha1_base64="o3a39a0qM5anyN+bLVBnbVmx3ro=">AAAB6nicbVA9TwJBEJ3DL8Qv 1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg 94jThfkRHSoSCUbTSQ5VVB+WKW3MXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5dieO1nQiUpcsWWi 8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQRNawGAEz/AKb450Xpx352PZWnDymVP4A+fzB31pjUE=</latexit><latexit sha1_base64="o3a39a0qM5anyN+bLVBnbVmx3ro=">AAAB6nicbVA9TwJBEJ3DL8Qv 1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg 94jThfkRHSoSCUbTSQ5VVB+WKW3MXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5dieO1nQiUpcsWWi 8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQRNawGAEz/AKb450Xpx352PZWnDymVP4A+fzB31pjUE=</latexit><latexit sha1_base64="o3a39a0qM5anyN+bLVBnbVmx3ro=">AAAB6nicbVA9TwJBEJ3DL8Qv 1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQw6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg 94jThfkRHSoSCUbTSQ5VVB+WKW3MXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5dieO1nQiUpcsWWi 8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQRNawGAEz/AKb450Xpx352PZWnDymVP4A+fzB31pjUE=</latexit>
(a) Step 1
a
<latexit sha1_base64="7DjYM/D8LHHg6Z3rG4v6kCnHnNs=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4ELmVv2YMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSAT XxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVlLVoLGLVDVAzwSVrGW4E6yaKYRQI1gkmt3O/88SU5rF8NNOE+RGOJA85RWOlhypWB+WKW3MXIOvEy0kFcjQH5a/+MKZpxKShArXueW5i/AyV4VSwWamfapYgneCI9SyVGDHtZ4tTZ+TCKkMSxsqWNGSh/p7IMNJ6GgW2M0Iz1qveXPzP66UmvPYzLpPUMEmXi8JUEBOT+d9kyBWjRkwtQaq4vZXQMSqkxqZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQ RNaQGEEz/AKb45wXpx352PZWnDymVP4A+fzB3pfjT8=</latexit><latexit sha1_base64="7DjYM/D8LHHg6Z3rG4v6kCnHnNs=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4ELmVv2YMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSAT XxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVlLVoLGLVDVAzwSVrGW4E6yaKYRQI1gkmt3O/88SU5rF8NNOE+RGOJA85RWOlhypWB+WKW3MXIOvEy0kFcjQH5a/+MKZpxKShArXueW5i/AyV4VSwWamfapYgneCI9SyVGDHtZ4tTZ+TCKkMSxsqWNGSh/p7IMNJ6GgW2M0Iz1qveXPzP66UmvPYzLpPUMEmXi8JUEBOT+d9kyBWjRkwtQaq4vZXQMSqkxqZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQ RNaQGEEz/AKb45wXpx352PZWnDymVP4A+fzB3pfjT8=</latexit><latexit sha1_base64="7DjYM/D8LHHg6Z3rG4v6kCnHnNs=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4ELmVv2YMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSAT XxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVlLVoLGLVDVAzwSVrGW4E6yaKYRQI1gkmt3O/88SU5rF8NNOE+RGOJA85RWOlhypWB+WKW3MXIOvEy0kFcjQH5a/+MKZpxKShArXueW5i/AyV4VSwWamfapYgneCI9SyVGDHtZ4tTZ+TCKkMSxsqWNGSh/p7IMNJ6GgW2M0Iz1qveXPzP66UmvPYzLpPUMEmXi8JUEBOT+d9kyBWjRkwtQaq4vZXQMSqkxqZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQ RNaQGEEz/AKb45wXpx352PZWnDymVP4A+fzB3pfjT8=</latexit><latexit sha1_base64="7DjYM/D8LHHg6Z3rG4v6kCnHnNs=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4ELmVv2YMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSAT XxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVlLVoLGLVDVAzwSVrGW4E6yaKYRQI1gkmt3O/88SU5rF8NNOE+RGOJA85RWOlhypWB+WKW3MXIOvEy0kFcjQH5a/+MKZpxKShArXueW5i/AyV4VSwWamfapYgneCI9SyVGDHtZ4tTZ+TCKkMSxsqWNGSh/p7IMNJ6GgW2M0Iz1qveXPzP66UmvPYzLpPUMEmXi8JUEBOT+d9kyBWjRkwtQaq4vZXQMSqkxqZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQ RNaQGEEz/AKb45wXpx352PZWnDymVP4A+fzB3pfjT8=</latexit> b<latexit sha1_base64="WPgaAq3b50GLJAxwmXHzGAjr7VI=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQ w6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQzWoDsoVt+YuQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NrPhEpS5IotF4WpJBiT+d9kKDRnKKeWUKaFvZWwMdWUoU2nZEPwVl9eJ+16zXNr3n290rjJ4yjCGZzDJXhwBQ24g ya0gMEInuEV3hzpvDjvzseyteDkM6fwB87nD3vkjUA=</latexit><latexit sha1_base64="WPgaAq3b50GLJAxwmXHzGAjr7VI=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQ w6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQzWoDsoVt+YuQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NrPhEpS5IotF4WpJBiT+d9kKDRnKKeWUKaFvZWwMdWUoU2nZEPwVl9eJ+16zXNr3n290rjJ4yjCGZzDJXhwBQ24g ya0gMEInuEV3hzpvDjvzseyteDkM6fwB87nD3vkjUA=</latexit><latexit sha1_base64="WPgaAq3b50GLJAxwmXHzGAjr7VI=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQ w6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQzWoDsoVt+YuQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NrPhEpS5IotF4WpJBiT+d9kKDRnKKeWUKaFvZWwMdWUoU2nZEPwVl9eJ+16zXNr3n290rjJ4yjCGZzDJXhwBQ24g ya0gMEInuEV3hzpvDjvzseyteDkM6fwB87nD3vkjUA=</latexit><latexit sha1_base64="WPgaAq3b50GLJAxwmXHzGAjr7VI=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQ w6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQzWoDsoVt+YuQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NrPhEpS5IotF4WpJBiT+d9kKDRnKKeWUKaFvZWwMdWUoU2nZEPwVl9eJ+16zXNr3n290rjJ4yjCGZzDJXhwBQ24g ya0gMEInuEV3hzpvDjvzseyteDkM6fwB87nD3vkjUA=</latexit>
L(✓)
<latexit sha1_base64="wc2H6ng45guKjXwqP9cjV4ilEps=">AAAB/nicbVDLSsNAFJ3UV62vqLhyM9gKdVOSbnRZdOPCRQX7gKaUyXTSDp1MwsyNUELBX3HjQhG3foc7/8ZJm4W2Hhg4nHMv98z xY8E1OM63VVhb39jcKm6Xdnb39g/sw6O2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX9yk/mdR6Y0j+QDTGPWD8lI8oBTAkYa2CcVLyQwpkSkd7OqB2MG5KIysMtOzZkDrxI3J2WUozmwv7xhRJOQSaCCaN1znRj6KVHAqWCzkpdoFhM6ISPWM1SSkOl+Oo8/w+dGGeIgUuZJwHP190ZKQq2noW8ms6x62cvE/7xeAsFVP+UyToBJujgUJAJDhLMu8JArRkFMDSFUcZMV0zFRhIJprGRKcJe/vEra9Zrr1Nz7e rlxnddRRKfoDFWRiy5RA92iJmohilL0jF7Rm/VkvVjv1sditGDlO8foD6zPHz9slQA=</latexit><latexit sha1_base64="wc2H6ng45guKjXwqP9cjV4ilEps=">AAAB/nicbVDLSsNAFJ3UV62vqLhyM9gKdVOSbnRZdOPCRQX7gKaUyXTSDp1MwsyNUELBX3HjQhG3foc7/8ZJm4W2Hhg4nHMv98z xY8E1OM63VVhb39jcKm6Xdnb39g/sw6O2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX9yk/mdR6Y0j+QDTGPWD8lI8oBTAkYa2CcVLyQwpkSkd7OqB2MG5KIysMtOzZkDrxI3J2WUozmwv7xhRJOQSaCCaN1znRj6KVHAqWCzkpdoFhM6ISPWM1SSkOl+Oo8/w+dGGeIgUuZJwHP190ZKQq2noW8ms6x62cvE/7xeAsFVP+UyToBJujgUJAJDhLMu8JArRkFMDSFUcZMV0zFRhIJprGRKcJe/vEra9Zrr1Nz7e rlxnddRRKfoDFWRiy5RA92iJmohilL0jF7Rm/VkvVjv1sditGDlO8foD6zPHz9slQA=</latexit><latexit sha1_base64="wc2H6ng45guKjXwqP9cjV4ilEps=">AAAB/nicbVDLSsNAFJ3UV62vqLhyM9gKdVOSbnRZdOPCRQX7gKaUyXTSDp1MwsyNUELBX3HjQhG3foc7/8ZJm4W2Hhg4nHMv98z xY8E1OM63VVhb39jcKm6Xdnb39g/sw6O2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX9yk/mdR6Y0j+QDTGPWD8lI8oBTAkYa2CcVLyQwpkSkd7OqB2MG5KIysMtOzZkDrxI3J2WUozmwv7xhRJOQSaCCaN1znRj6KVHAqWCzkpdoFhM6ISPWM1SSkOl+Oo8/w+dGGeIgUuZJwHP190ZKQq2noW8ms6x62cvE/7xeAsFVP+UyToBJujgUJAJDhLMu8JArRkFMDSFUcZMV0zFRhIJprGRKcJe/vEra9Zrr1Nz7e rlxnddRRKfoDFWRiy5RA92iJmohilL0jF7Rm/VkvVjv1sditGDlO8foD6zPHz9slQA=</latexit><latexit sha1_base64="wc2H6ng45guKjXwqP9cjV4ilEps=">AAAB/nicbVDLSsNAFJ3UV62vqLhyM9gKdVOSbnRZdOPCRQX7gKaUyXTSDp1MwsyNUELBX3HjQhG3foc7/8ZJm4W2Hhg4nHMv98z xY8E1OM63VVhb39jcKm6Xdnb39g/sw6O2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX9yk/mdR6Y0j+QDTGPWD8lI8oBTAkYa2CcVLyQwpkSkd7OqB2MG5KIysMtOzZkDrxI3J2WUozmwv7xhRJOQSaCCaN1znRj6KVHAqWCzkpdoFhM6ISPWM1SSkOl+Oo8/w+dGGeIgUuZJwHP190ZKQq2noW8ms6x62cvE/7xeAsFVP+UyToBJujgUJAJDhLMu8JArRkFMDSFUcZMV0zFRhIJprGRKcJe/vEra9Zrr1Nz7e rlxnddRRKfoDFWRiy5RA92iJmohilL0jF7Rm/VkvVjv1sditGDlO8foD6zPHz9slQA=</latexit>
c
<latexit sha1_base64="o3a39a0qM5anyN+bLVBnbVmx3ro=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQ w6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQ5VVB+WKW3MXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5dieO1nQiUpcsWWi8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQ RNawGAEz/AKb450Xpx352PZWnDymVP4A+fzB31pjUE=</latexit><latexit sha1_base64="o3a39a0qM5anyN+bLVBnbVmx3ro=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQ w6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQ5VVB+WKW3MXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5dieO1nQiUpcsWWi8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQ RNawGAEz/AKb450Xpx352PZWnDymVP4A+fzB31pjUE=</latexit><latexit sha1_base64="o3a39a0qM5anyN+bLVBnbVmx3ro=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQ w6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQ5VVB+WKW3MXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5dieO1nQiUpcsWWi8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQ RNawGAEz/AKb450Xpx352PZWnDymVP4A+fzB31pjUE=</latexit><latexit sha1_base64="o3a39a0qM5anyN+bLVBnbVmx3ro=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQ w6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQ5VVB+WKW3MXIOvEy0kFcjQH5a/+MGZpxBUySY3peW6CfkY1Cib5rNRPDU8om9AR71mqaMSNny1OnZELqwxJGGtbCslC/T2R0ciYaRTYzoji2Kx6c/E/r5dieO1nQiUpcsWWi8JUEozJ/G8yFJozlFNLKNPC3krYmGrK0KZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQ RNawGAEz/AKb450Xpx352PZWnDymVP4A+fzB31pjUE=</latexit>d<latexit sha1_base64="FPG1C7oYrlV8KfgM3wYALcTsB4k=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2dvbgw17e5fdORNC+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKU w6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZJpxlsskYnuBtRwKRRvoUDJu6nmNA4k7wTj27nfeeLaiEQ94iTlfkyHSkSCUbTSQzWsDsoVt+YuQNaJl5MK5GgOyl/9MGFZzBUySY3peW6K/pRqFEzyWamfGZ5SNqZD3rNU0Zgbf7o4dUYurBKSKNG2FJKF+ntiSmNjJnFgO2OKI7PqzcX/vF6G0bU/FSrNkCu2XBRlkmBC5n+TUGjOUE4soUwLeythI6opQ5tOyYbgrb68Ttr1mufWvPt6pXGTx1GEMziHS/DgChpwB 01oAYMhPMMrvDnSeXHenY9la8HJZ07hD5zPH37ujUI=</latexit><latexit sha1_base64="FPG1C7oYrlV8KfgM3wYALcTsB4k=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2dvbgw17e5fdORNC+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKU w6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZJpxlsskYnuBtRwKRRvoUDJu6nmNA4k7wTj27nfeeLaiEQ94iTlfkyHSkSCUbTSQzWsDsoVt+YuQNaJl5MK5GgOyl/9MGFZzBUySY3peW6K/pRqFEzyWamfGZ5SNqZD3rNU0Zgbf7o4dUYurBKSKNG2FJKF+ntiSmNjJnFgO2OKI7PqzcX/vF6G0bU/FSrNkCu2XBRlkmBC5n+TUGjOUE4soUwLeythI6opQ5tOyYbgrb68Ttr1mufWvPt6pXGTx1GEMziHS/DgChpwB 01oAYMhPMMrvDnSeXHenY9la8HJZ07hD5zPH37ujUI=</latexit><latexit sha1_base64="FPG1C7oYrlV8KfgM3wYALcTsB4k=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2dvbgw17e5fdORNC+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKU w6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZJpxlsskYnuBtRwKRRvoUDJu6nmNA4k7wTj27nfeeLaiEQ94iTlfkyHSkSCUbTSQzWsDsoVt+YuQNaJl5MK5GgOyl/9MGFZzBUySY3peW6K/pRqFEzyWamfGZ5SNqZD3rNU0Zgbf7o4dUYurBKSKNG2FJKF+ntiSmNjJnFgO2OKI7PqzcX/vF6G0bU/FSrNkCu2XBRlkmBC5n+TUGjOUE4soUwLeythI6opQ5tOyYbgrb68Ttr1mufWvPt6pXGTx1GEMziHS/DgChpwB 01oAYMhPMMrvDnSeXHenY9la8HJZ07hD5zPH37ujUI=</latexit><latexit sha1_base64="FPG1C7oYrlV8KfgM3wYALcTsB4k=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2dvbgw17e5fdORNC+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKU w6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZJpxlsskYnuBtRwKRRvoUDJu6nmNA4k7wTj27nfeeLaiEQ94iTlfkyHSkSCUbTSQzWsDsoVt+YuQNaJl5MK5GgOyl/9MGFZzBUySY3peW6K/pRqFEzyWamfGZ5SNqZD3rNU0Zgbf7o4dUYurBKSKNG2FJKF+ntiSmNjJnFgO2OKI7PqzcX/vF6G0bU/FSrNkCu2XBRlkmBC5n+TUGjOUE4soUwLeythI6opQ5tOyYbgrb68Ttr1mufWvPt6pXGTx1GEMziHS/DgChpwB 01oAYMhPMMrvDnSeXHenY9la8HJZ07hD5zPH37ujUI=</latexit> e<latexit sha1_base64="8Ab2i8LFIk1suPHuKr/z+PZBj5c=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2VvmYMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSAT XxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVDFssFrHqBlSj4BJbhhuB3UQhjQKBnWByO/c7T6g0j+WjmSboR3QkecgZNVZ6qGJ1UK64NXcBsk68nFQgR3NQ/uoPY5ZGKA0TVOue5ybGz6gynAmclfqpxoSyCR1hz1JJI9R+tjh1Ri6sMiRhrGxJQxbq74mMRlpPo8B2RtSM9ao3F//zeqkJr/2MyyQ1KNlyUZgKYmIy/5sMuUJmxNQSyhS3txI2pooyY9Mp2RC81ZfXSbte89yad1+vNG7yOIpwBudwCR5cQQPuo AktYDCCZ3iFN0c4L86787FsLTj5zCn8gfP5A4BzjUM=</latexit><latexit sha1_base64="8Ab2i8LFIk1suPHuKr/z+PZBj5c=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2VvmYMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSAT XxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVDFssFrHqBlSj4BJbhhuB3UQhjQKBnWByO/c7T6g0j+WjmSboR3QkecgZNVZ6qGJ1UK64NXcBsk68nFQgR3NQ/uoPY5ZGKA0TVOue5ybGz6gynAmclfqpxoSyCR1hz1JJI9R+tjh1Ri6sMiRhrGxJQxbq74mMRlpPo8B2RtSM9ao3F//zeqkJr/2MyyQ1KNlyUZgKYmIy/5sMuUJmxNQSyhS3txI2pooyY9Mp2RC81ZfXSbte89yad1+vNG7yOIpwBudwCR5cQQPuo AktYDCCZ3iFN0c4L86787FsLTj5zCn8gfP5A4BzjUM=</latexit><latexit sha1_base64="8Ab2i8LFIk1suPHuKr/z+PZBj5c=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2VvmYMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSAT XxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVDFssFrHqBlSj4BJbhhuB3UQhjQKBnWByO/c7T6g0j+WjmSboR3QkecgZNVZ6qGJ1UK64NXcBsk68nFQgR3NQ/uoPY5ZGKA0TVOue5ybGz6gynAmclfqpxoSyCR1hz1JJI9R+tjh1Ri6sMiRhrGxJQxbq74mMRlpPo8B2RtSM9ao3F//zeqkJr/2MyyQ1KNlyUZgKYmIy/5sMuUJmxNQSyhS3txI2pooyY9Mp2RC81ZfXSbte89yad1+vNG7yOIpwBudwCR5cQQPuo AktYDCCZ3iFN0c4L86787FsLTj5zCn8gfP5A4BzjUM=</latexit><latexit sha1_base64="8Ab2i8LFIk1suPHuKr/z+PZBj5c=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2VvmYMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSAT XxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVDFssFrHqBlSj4BJbhhuB3UQhjQKBnWByO/c7T6g0j+WjmSboR3QkecgZNVZ6qGJ1UK64NXcBsk68nFQgR3NQ/uoPY5ZGKA0TVOue5ybGz6gynAmclfqpxoSyCR1hz1JJI9R+tjh1Ri6sMiRhrGxJQxbq74mMRlpPo8B2RtSM9ao3F//zeqkJr/2MyyQ1KNlyUZgKYmIy/5sMuUJmxNQSyhS3txI2pooyY9Mp2RC81ZfXSbte89yad1+vNG7yOIpwBudwCR5cQQPuo AktYDCCZ3iFN0c4L86787FsLTj5zCn8gfP5A4BzjUM=</latexit>
(b) Step 2
a
<latexit sha1_base64="7DjYM/D8LHHg6Z3rG4v6kCnHnNs=">AAAB6nicbVA9TwJBEJ3DL8Qv 1NJmI5hYkTsaLYk2lhjlI4ELmVv2YMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSATXxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVlLVoLGLVDVAzwSVrGW4E6yaKYRQI1gkmt3O/88SU5rF 8NNOE+RGOJA85RWOlhypWB+WKW3MXIOvEy0kFcjQH5a/+MKZpxKShArXueW5i/AyV4VSwWamfapYgneCI9SyVGDHtZ4tTZ+TCKkMSxsqWNGSh/p7IMNJ6GgW2M0Iz1qveXPzP66UmvPYzLpPUMEmXi 8JUEBOT+d9kyBWjRkwtQaq4vZXQMSqkxqZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQRNaQGEEz/AKb45wXpx352PZWnDymVP4A+fzB3pfjT8=</latexit><latexit sha1_base64="7DjYM/D8LHHg6Z3rG4v6kCnHnNs=">AAAB6nicbVA9TwJBEJ3DL8Qv 1NJmI5hYkTsaLYk2lhjlI4ELmVv2YMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSATXxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVlLVoLGLVDVAzwSVrGW4E6yaKYRQI1gkmt3O/88SU5rF 8NNOE+RGOJA85RWOlhypWB+WKW3MXIOvEy0kFcjQH5a/+MKZpxKShArXueW5i/AyV4VSwWamfapYgneCI9SyVGDHtZ4tTZ+TCKkMSxsqWNGSh/p7IMNJ6GgW2M0Iz1qveXPzP66UmvPYzLpPUMEmXi 8JUEBOT+d9kyBWjRkwtQaq4vZXQMSqkxqZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQRNaQGEEz/AKb45wXpx352PZWnDymVP4A+fzB3pfjT8=</latexit><latexit sha1_base64="7DjYM/D8LHHg6Z3rG4v6kCnHnNs=">AAAB6nicbVA9TwJBEJ3DL8Qv 1NJmI5hYkTsaLYk2lhjlI4ELmVv2YMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSATXxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVlLVoLGLVDVAzwSVrGW4E6yaKYRQI1gkmt3O/88SU5rF 8NNOE+RGOJA85RWOlhypWB+WKW3MXIOvEy0kFcjQH5a/+MKZpxKShArXueW5i/AyV4VSwWamfapYgneCI9SyVGDHtZ4tTZ+TCKkMSxsqWNGSh/p7IMNJ6GgW2M0Iz1qveXPzP66UmvPYzLpPUMEmXi 8JUEBOT+d9kyBWjRkwtQaq4vZXQMSqkxqZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQRNaQGEEz/AKb45wXpx352PZWnDymVP4A+fzB3pfjT8=</latexit><latexit sha1_base64="7DjYM/D8LHHg6Z3rG4v6kCnHnNs=">AAAB6nicbVA9TwJBEJ3DL8Qv 1NJmI5hYkTsaLYk2lhjlI4ELmVv2YMPe3mV3z4Rc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSATXxnW/ncLG5tb2TnG3tLd/cHhUPj5p6zhVlLVoLGLVDVAzwSVrGW4E6yaKYRQI1gkmt3O/88SU5rF 8NNOE+RGOJA85RWOlhypWB+WKW3MXIOvEy0kFcjQH5a/+MKZpxKShArXueW5i/AyV4VSwWamfapYgneCI9SyVGDHtZ4tTZ+TCKkMSxsqWNGSh/p7IMNJ6GgW2M0Iz1qveXPzP66UmvPYzLpPUMEmXi 8JUEBOT+d9kyBWjRkwtQaq4vZXQMSqkxqZTsiF4qy+vk3a95rk1775eadzkcRThDM7hEjy4ggbcQRNaQGEEz/AKb45wXpx352PZWnDymVP4A+fzB3pfjT8=</latexit> b<latexit sha1_base64="WPgaAq3b50GLJAxwmXHzGAjr7VI=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQ w6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQzWoDsoVt+YuQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NrPhEpS5IotF4WpJBiT+d9kKDRnKKeWUKaFvZWwMdWUoU2nZEPwVl9eJ+16zXNr3n290rjJ4yjCGZzDJXhwBQ24g ya0gMEInuEV3hzpvDjvzseyteDkM6fwB87nD3vkjUA=</latexit><latexit sha1_base64="WPgaAq3b50GLJAxwmXHzGAjr7VI=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQ w6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQzWoDsoVt+YuQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NrPhEpS5IotF4WpJBiT+d9kKDRnKKeWUKaFvZWwMdWUoU2nZEPwVl9eJ+16zXNr3n290rjJ4yjCGZzDJXhwBQ24g ya0gMEInuEV3hzpvDjvzseyteDkM6fwB87nD3vkjUA=</latexit><latexit sha1_base64="WPgaAq3b50GLJAxwmXHzGAjr7VI=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQ w6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQzWoDsoVt+YuQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NrPhEpS5IotF4WpJBiT+d9kKDRnKKeWUKaFvZWwMdWUoU2nZEPwVl9eJ+16zXNr3n290rjJ4yjCGZzDJXhwBQ24g ya0gMEInuEV3hzpvDjvzseyteDkM6fwB87nD3vkjUA=</latexit><latexit sha1_base64="WPgaAq3b50GLJAxwmXHzGAjr7VI=">AAAB6nicbVA9TwJBEJ3DL8Qv1NJmI5hYkTsaLYk2lhjlI4EL2Vv2YMPe3mV3zoRc+Ak2Fhpj6y+y89+4wBUKvmSSl/dmMjMvSKQ w6LrfTmFjc2t7p7hb2ts/ODwqH5+0TZxqxlsslrHuBtRwKRRvoUDJu4nmNAok7wST27nfeeLaiFg94jThfkRHSoSCUbTSQzWoDsoVt+YuQNaJl5MK5GgOyl/9YczSiCtkkhrT89wE/YxqFEzyWamfGp5QNqEj3rNU0YgbP1ucOiMXVhmSMNa2FJKF+nsio5Ex0yiwnRHFsVn15uJ/Xi/F8NrPhEpS5IotF4WpJBiT+d9kKDRnKKeWUKaFvZWwMdWUoU2nZEPwVl9eJ+16zXNr3n290rjJ4yjCGZzDJXhwBQ24g ya0gMEInuEV3hzpvDjvzseyteDkM6fwB87nD3vkjUA=</latexit>
L(✓)
<latexit sha1_base64="wc2H6ng45guKjXwqP9cjV4ilEps=">AAAB/nicbVDLSsNAFJ3UV62v qLhyM9gKdVOSbnRZdOPCRQX7gKaUyXTSDp1MwsyNUELBX3HjQhG3foc7/8ZJm4W2Hhg4nHMv98zxY8E1OM63VVhb39jcKm6Xdnb39g/sw6O2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX9yk/mdR6Y 0j+QDTGPWD8lI8oBTAkYa2CcVLyQwpkSkd7OqB2MG5KIysMtOzZkDrxI3J2WUozmwv7xhRJOQSaCCaN1znRj6KVHAqWCzkpdoFhM6ISPWM1SSkOl+Oo8/w+dGGeIgUuZJwHP190ZKQq2noW8ms6x62 cvE/7xeAsFVP+UyToBJujgUJAJDhLMu8JArRkFMDSFUcZMV0zFRhIJprGRKcJe/vEra9Zrr1Nz7erlxnddRRKfoDFWRiy5RA92iJmohilL0jF7Rm/VkvVjv1sditGDlO8foD6zPHz9slQA=</latexi t><latexit sha1_base64="wc2H6ng45guKjXwqP9cjV4ilEps=">AAAB/nicbVDLSsNAFJ3UV62v qLhyM9gKdVOSbnRZdOPCRQX7gKaUyXTSDp1MwsyNUELBX3HjQhG3foc7/8ZJm4W2Hhg4nHMv98zxY8E1OM63VVhb39jcKm6Xdnb39g/sw6O2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX9yk/mdR6Y 0j+QDTGPWD8lI8oBTAkYa2CcVLyQwpkSkd7OqB2MG5KIysMtOzZkDrxI3J2WUozmwv7xhRJOQSaCCaN1znRj6KVHAqWCzkpdoFhM6ISPWM1SSkOl+Oo8/w+dGGeIgUuZJwHP190ZKQq2noW8ms6x62 cvE/7xeAsFVP+UyToBJujgUJAJDhLMu8JArRkFMDSFUcZMV0zFRhIJprGRKcJe/vEra9Zrr1Nz7erlxnddRRKfoDFWRiy5RA92iJmohilL0jF7Rm/VkvVjv1sditGDlO8foD6zPHz9slQA=</latexi t><latexit sha1_base64="wc2H6ng45guKjXwqP9cjV4ilEps=">AAAB/nicbVDLSsNAFJ3UV62v qLhyM9gKdVOSbnRZdOPCRQX7gKaUyXTSDp1MwsyNUELBX3HjQhG3foc7/8ZJm4W2Hhg4nHMv98zxY8E1OM63VVhb39jcKm6Xdnb39g/sw6O2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX9yk/mdR6Y 0j+QDTGPWD8lI8oBTAkYa2CcVLyQwpkSkd7OqB2MG5KIysMtOzZkDrxI3J2WUozmwv7xhRJOQSaCCaN1znRj6KVHAqWCzkpdoFhM6ISPWM1SSkOl+Oo8/w+dGGeIgUuZJwHP190ZKQq2noW8ms6x62 cvE/7xeAsFVP+UyToBJujgUJAJDhLMu8JArRkFMDSFUcZMV0zFRhIJprGRKcJe/vEra9Zrr1Nz7erlxnddRRKfoDFWRiy5RA92iJmohilL0jF7Rm/VkvVjv1sditGDlO8foD6zPHz9slQA=</latexi t><latexit sha1_base64="wc2H6ng45guKjXwqP9cjV4ilEps=">AAAB/nicbVDLSsNAFJ3UV62v qLhyM9gKdVOSbnRZdOPCRQX7gKaUyXTSDp1MwsyNUELBX3HjQhG3foc7/8ZJm4W2Hhg4nHMv98zxY8E1OM63VVhb39jcKm6Xdnb39g/sw6O2jhJFWYtGIlJdn2gmuGQt4CBYN1aMhL5gHX9yk/mdR6Y 0j+QDTGPWD8lI8oBTAkYa2CcVLyQwpkSkd7OqB2MG5KIysMtOzZkDrxI3J2WUozmwv7xhRJOQSaCCaN1znRj6KVHAqWCzkpdoFhM6ISPWM1SSkOl+Oo8/w+dGGeIgUuZJwHP190ZKQq2noW8ms6x62 cvE/7xeAsFVP+UyToBJujgUJAJDhLMu8JArRkFMDSFUcZMV0zFRhIJprGRKcJe/vEra9Zrr1Nz7erlxnddRRKfoDFWRiy5RA92iJmohilL0jF7Rm/VkvVjv1sditGDlO8foD6zPHz9slQA=</latexi t>
c
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(c) Step 3
Figure 2: Shubert-Piyavskii Algorithm Optimization Process.
Similarly, by substituting θ1 with θ and θ2 with b, we can get
L(θ) ≥ L(b) +K · (θ − b), ∀θ ∈ [a, b]. (34)
These two inequalities introduce two lines with slopes −K and +K as shown in Figure 1
respectively, which forms a “V” structure. According to the plot, the curve of function
L(θ) is above these two lines, i.e., function L(θ) is lower-bounded by these two lines. The
intersection of these two lines is the lowest point for these two lines, whose coordinate can
be denoted as c. With some simple derivations, we can get the representations of c as well
as its corresponding function value to be
c =
(a+ b)
2
+
L(a)− L(b)
2K
, (35)
L(c) = L(a) + L(b)
2
−K · (b− a). (36)
The above two equations will serve as the core component in the Shubert-Piyavskii
algorithm, whose detailed descriptions will be provided as follows. We can still use the
curve in Figure 1 as an example.
1. As shown by Figure 2(a), the algorithm starts by the evaluation of the objective func-
tion at the endpoints a and b to compute terms L(a) and L(b), which help determine
the division point c together with its evaluation term L(c).
10
IFM LAB TUTORIAL SERIES # 2, COPYRIGHT c©IFM LAB
Algorithm 2 Shubert Piyavskii Algorithm
Require: Variable range [a, b].
Ensure: Model Parameter θ
1: Evaluate L(a) and L(b) for endpoints a and b.
2: Compute division point c and evaluate L(c) according to Equation (35).
3: Initialize set S = {[L(c) : (a, b; c)]}.
4: while Stop criteria is not met. do
5: Select interval [ai, bi] whose corresponding L(ci) is the minimum.
6: S = S \ {[L(ci) : (ai, bi; ci)]}.
7: Divide interval [ai, bi] into two intervals [ai, ci] and [ci, bi].
8: Compute division point di and evaluate L(di) for interval [ai, ci] according to Equation (35).
9: Compute division point ei and evaluate L(ei) for interval [ci, bi] according to Equation (35).
10: Update S = S ∪ {[L(di) : (ai, ci; di)], [L(ei) : (ci, bi; ei)]}.
11: end while
2. Point c divides the search space [a, b] into two intervals [a, c] and [c, b], and we are
interested in which interval may have a lower objective function value. As shown
in Figure 2(b), the evaluation at the endpoints of them will bring about two new
division points d and e together with their evaluations L(d) and L(e) respectively.
In this example, we happen to have L(d) = L(e), and the algorithm will randomly
choose one interval to divide, e.g., interval [a, c], which will lead to 3 intervals [a, d],
[d, c] and [c, b] respectively.
3. Next, as shown in Figure 2(c), the algorithm will compare the evaluations at the
division points of these three intervals, i.e., f , g and e, and chose the next ones to
explore. Among these three intervals, [c, b] will lead to a smaller objective function
value at the division point e and should be explored next.
Such an algorithm continues until the minimum of the approximation is within some pre-
specified tolerance of the current best solution. The pseudo-code of the Shubert-Piyavskii
algorithm is provided in Algorithm 2.
In the algorithm, the interval selection criteria is the objective function evaluation at the
corresponding division point, as illustrated in Equation 35. Among all the existing intervals,
the one with the minimal L(c) = L(a)+L(b)2 − K · (b − a) will be picked. By checking the
representation of L(c), we observe that L(c) can achieve a smaller value iff (1) L(a)+L(b)2 is
small, and (2)K ·(b−a) is large. In other words, for the intervals whose endpoints correspond
to smaller objective function values (i.e., the interval contains points with relatively smaller
values), and the interval is wide (i.e., there exists more space to explore in the interval),
they will be picked for exploration in the Shubert-Piyavskii algorithm.
The Shubert-Piyavskii algorithm has two main disadvantages in applications in the real
world:
• Global Exploration: The Shubert-Piyavskii algorithm is highly dependent on the
hyperparameter K. To ensure the Lipschitz function can hold, the parameter K is
usually a very large value. It also brings about a problem as the interval selection
criteria L(c) = L(a)+L(b)2 −K · (b− a) will be mainly determined by the interval width
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b−a. In other words, the Shubert-Piyavskii algorithm will focus on global exploration
in applications on real-world problems.
• Computational Complexity: The Shubert-Piyavskii algorithm introduced here
works well for the objective function with one single variable. When it comes to
the scenario with dθ variables, the exploration of the Shubert-Piyavskii algorithm
will involve the evaluations at 2dθ endpoints, which will become very inefficient. To
resolve such a problem, several variant version of the Shubert-Piyavskii algorithm have
been proposed for the multivariate objective functions, including [4, 12, 9]. However,
these extension algorithms may still be very computationally complex for some other
reasons, which also hinders its application in many real-world optimization problems.
3.2 Direct Algorithm
The Shubert-Piyavskii algorithm requires the prior knowledge of the Lipschitz constant K
for the objective function in advance, which may be impractical in real-world applications.
In this part, we will introduce the Direct (DIviding RECTangles) algorithm [6], which can
also effectively resolve the two disadvantages mentioned above for the Shubert-Piyavskii
algorithm. We will first introduce the Direct algorithm for the one-dimensional variable
first, and then talk about its extensions to the multi-dimensional variable objective function.
3.2.1 One-dimensional Direct Algorithm
According to the analysis provided before, one of the great challenges that hinder the
application of the Shubert-Piyavskii algorithm in multivariate objective functions is due to
its huge evaluation costs, which grows exponentially with the variable dimensions. Instead
of evaluating the objective function at the endpoints of an interval, the Direct algorithm
evaluates the function at the center point instead. In other words, when it deals with the
multivariate objective function (e.g., with n variable), the function evaluation will need to
be done just once, instead of the 2n as required by the Shubert-Piyavskii algorithm.
Based on the Lipschitz function (i.e., the inequality in Formula 30), by replacing θ1 with
θ and θ2 with c, we can easily get the following two inequalities:
L(θ) ≥ L(c) +K(θ − c), ∀θ ≤ c;
L(θ) ≥ L(c)−K(θ − c), ∀θ ≥ c,
where c = a+b2 denotes the center point of interval [a, b].
Here, we assume the Lipschitz constant K is still known, and we will introduce the
approach for unknown Lipschitz constant scenarios later. As illustrated in Figure 3, these
two inequalities actually correspond to the two lines of slops −K and +K forming a “Λ”
structure below the function curve. Values of these two lines at points a and b will define
the lowest value of them within the interval [a, b], i.e.,
lower bound = L(c)−Kb− a
2
. (37)
The interval division for the Direct algorithm is slightly different from the Shubert-
Piyavskii algorithm, which partitions the interval into 3 sub-intervals instead.
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Figure 3: An Example to Illustrate the Direct Algorithm.
Before Division: 
After Division: 
Figure 4: A Example for Division in the Direct Algorithm.
Example 2 For instance, given the interval before division in Figure 5, the Direct algo-
rithm partitions it into 3 segments as illustrated in the plot after division. Among all the
potential intervals, the Direct algorithm will pick the interval with a smaller lower-bound
(as defined in Equ 37) to explore. In many cases the strict Lipschitz constant K is hard to
compute in advance, and the Direct algorithm allows us to use a rate-of-change constant
K˜ to replace it instead.
Suppose we have partition the original interval [a, b] into a group of sub-intervals {[ai, bi]}i=1,2,··· ,m
with the corresponding midpoints {ci}i=1,2,··· ,m. Let Lmin denote the current best function
value and  denote a positive constant. Interval [aj , bj ], j ∈ {1, 2, · · · ,m} will be selected
selected to explore next iff there exists some rate-of-change constant K˜ such that
L(cj)− K˜ bj − aj
2
≤ L(ci)− K˜ bi − ai
2
, ∀i = 1, 2, · · · ,m; (38)
L(cj)− K˜ bj − aj
2
≤ Lmin − |Lmin|. (39)
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Algorithm 3 One-Dimensional Direct Algorithm
Require: Variable range [a, b]; Rate-of-change parameter K˜; Constant .
Ensure: Model Parameter θ
1: Evaluate L(c) at the midpoint of intervan [a, b].
2: Initialize set S = {[L(c) : (a, b; c)]}.
3: Initialize Lmin = L(c).
4: while Stop criteria is not met. do
5: Select the optimal [ai, bi] according to Inequalities (38).
6: Compute S size m = |S|.
7: S = S \ {[L(ci) : (ai, bi; ci)]}.
8: Compute δ = (bi − ai)/3.
9: Update the interval [ai, bi] = [ai + δ, ai + 2δ].
10: Create two new intervals [am+1, bm+1] = [ai, ai + δ] and [am+2, bm+2] = [ai + 2δ, bi].
11: Evaluate L(cm+1) and L(cm+2) at the midpoints cm+1 and cm+2.
12: Update Lmin = min (Lmin,L(cm+1),L(cm+2)).
13: Update set with the updated/new intervals S = S ∪ {[L(ci) : (ai, bi; ci)], [L(cm+1) :
(am+1, bm+1; cm+1)], [L(cm+2) : (am+2, bm+2; cm+2)]}.
14: end while
For the above inequalities, the first one indicates that interval [aj , bj ] to be on the lower
right of the convex hull of the dots, and the second condition requires the selected interval
to be better than the current best solution by a nontrivial amount. The pseudo-code of the
one-dimensional Direct algorithm is provided in Algorithm 3.
3.2.2 Multi-dimensional Direct Algorithm
In this part, we will introduce the multi-dimensional Direct algorithm for computing the
solution to the multivariate objective function. To simplify the problem settings, we assume
every variable is within a pre-specified bound [0, 1], which can be achieved by variable
rescaling easily. In other words, the search space of the problem with be a n-dimensional
unit hyper-cube instead, which will be partitioned into hyper-rectangles by the Direct
algorithm in the learning process with a sample point in each of them. The main challenge
to be studied here will be how to partition the hyper-cube for the multi-dimensional Direct
algorithm.
The division process in the multi-dimensional Direct Algorithm is different from the
division process in the uni-dimensional Direct Algorithm. Formally, let c denote the center
point of the current hyper-cube to be explored, whose dimension length can be denoted as
3δ (i.e., one-third of the dimension length will be δ). Therefore, the potential points to be
evaluated here can be denoted as {c± δ · ei}ni=1, where vector ei contains 1 at the ith entry
and 0s at the remaining entries.
Example 3 For instance, we provide an example in Figure 5, where plot (a) is the hyper-
cube to be explored. Based on the dimension length as well as the central solid point, we can
represent the set of points to be evaluated as set {1, 2, 3, 4}, i.e., the 4 hollow dots in plot
(b). Dots 1 and 3 are the ones sampled from the horizontal dimension, while dots 2 and 4
are sampled from the vertical dimension instead.
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hyper-cube

to explore
potential points

to evaluate 
horizontal division vertical division 
vertical division horizontal division
1
2
3
4
(a) (b)
(c) (d)
(e) (f)
Figure 5: A Example of Direct in 2D Division.
Figure 5 also illustrate two different ways to partition the hyper-cube into smaller re-
gions:
1. Plots (c) and (d) illustrate the partition of the hyper-cube in the horizontal dimension
first, and then partition it along the vertical dimension.
2. Plots (e) and (f) illustrate the partition of the hyper-cube along the vertical dimension
first, and then along the horizontal dimension.
To determine which division is more promising, the strategy adopted in the Direct
algorithm is to make the biggest rectangles contain the best function values. Among all the
potential dimensions i = {1, 2, · · · , n}, the Direct algorithm will compute a weight wi for
each dimension as follows:
wi = min{L(c + δei),L(c− δei)}, (40)
which denotes the best function value along dimension i.
The optimal dimension i∗ will be selected to divide based on the weight values {wi}i=1,2,··· ,n,
i.e.,
i∗ = arg min
i∈{1,2,··· ,n}
wi. (41)
Meanwhile, the selection of the optimal hyper-rectangles for the multivariate Direct
algorithm is very similar to the one-dimensional version. Formally, let’s assume we have
partition the original hyper-cube into m hyper-rectangles and we can denote all the current
hyper-rectangles available with their centers, i.e., {ci}i=1,2,··· ,m. A hyper-rectangle centered
at cj is said to be optimal if there exists some K˜ such that
L(cj)− K˜dj ≤ L(ci)− K˜di, ∀i = 1, 2, · · · ,m; (42)
L(cj)− K˜dj ≤ Lmin − |Lmin|, (43)
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Algorithm 4 Multi-Dimensional Direct Algorithm
Require: Variable range hyper-rectangle; Rate-of-change parameter K˜; Constant .
Ensure: Model Parameter θ
1: Normalize the search space to be a unit hyper-cube.
2: Evaluate L(c) at the center point of the hyper-cube.
3: Initialize set S = {[L(c) : c]}.
4: Initialize Lmin = L(c).
5: Initialize hyper-rectangle number m = 1.
6: while stop criteria is not met. do
7: Identify the set of optimal hyper-rectangles S ′ ⊂ S.
8: for hyper-rectangle centered at cj in S ′ do
9: Identify the set I of dimensions of the maximum side length.
10: Evaluate the function at points {c± ei}i∈I .
11: Sort the dimensions in I according to the weights wi = min{L(c + δei),L(c − δei)} for
dimension i computed according to Equation 40.
12: Divide the hyper-rectangle containing c into thirds along the dimensions in I, starting with
the dimension with the lowest wi and the so forth.
13: end for
14: Update Lmin and m according to the points in the newly sampled hyper-rectangles.
15: end while
where dj denotes the distance from the center cj to the vertices of the jth hyper-rectangle.
Based on the above descriptions, we can provide the pseudo-code of multivariate Direct
in Algorithm 4. As indicated in [6], the Direct algorithm is guaranteed to converge to
the global optimal if the objective function is continuous, or at least continuous in the
neighborhood of a global optimum.
3.3 LIPO Algorithm
The global optimization algorithms we have introduced in this section, including both the
Shubert-Piyavskii algorithm and the Direct algorithm, is shown to converge subject to
the local smoothness assumption. However, by this context so far, such convergence prop-
erties of these algorithms have not been considered in the scenarios where only the global
smoothness assumption on the function can be specified. In this part, we will introduce
another Lipschitz function based global optimization algorithm, namely LIPO [8]. LIPO
effectively exploits the global smoothness of the unknown function, and is shown to converge
faster on globally smooth problems than the other existing Lipschitz function based global
optimization algorithms.
3.3.1 LIPO with Known Lipschitz Constant
Similar to the Shubert-Piyavskii algorithm and the Direct algorithm, LIPO is also a
sequential algorithm, whose optimization process involves a sequence of sampled variable
points and the function evaluations at these points. Formally, given the variable search
space Θ, we can represent these sampled points as a sequence (θ1,θ2, · · · ,θn), where θi
denotes the point uniformly sampled from Θ at iteration i ∈ {1, 2, · · · , n}. The LIPO
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algorithm will decide whether or not to evaluate the function at the point subject to certain
criteria.
Before we talk about the evaluation criteria, we need to introduce several important
concepts as follows, including consistent function and potential maximizer. Formally, give
the Lipschitz constant K ≥ 0, we can represent the set of functions subject to the corre-
sponding Lipschitz function inequality (i.e., Formula 30) as Lip(K), namely the K-Lipschitz
functions. Based on the sequence of sampled points together with the function evaluations,
a subset of the functions in Lip(K) can be identified as the consistent functions.
Definition 1 (Consistent Functions): The active subset of the K-Lipschitz functions con-
sistent with the unknown function L(·) over a sequence of n sampled points and function
evaluations [(θ1,L(θ1)), (θ2,L(θ2)), · · · , (θn,L(θn))] (n ≥ 1) is defined as follows
FK,n = {g ∈ Lip(K) : ∀i ∈ {1, 2, · · · , n}, g(θi) = L(θi)} . (44)
Based on the above definition, the functions in set FK,n can achieve consistent values
with the evaluation of L(·) at these sampled points in the search space. Considering that
function L(·) is unknown, its optimal variable can be potentially identified with the function
candidates in set FK,n.
Definition 2 (Potential Maximizers): Given the sampled points and function evaluation
sequence [(θ1,L(θ1)), (θ2,L(θ2)), · · · , (θn,L(θn))] together with the set of consistent func-
tions FK,n, we can represent the set of potential maximizers as
ΘK,n =
{
θ ∈ Θ : ∃g ∈ FK,n such that θ ∈ arg max
θ′∈Θ
g(θ′)
}
. (45)
The set ΘK,n defines the space that function L(·) can achieve the maximum values.
Given any variable θ, the notation “θ ∈ ΘK,n” has an equivalent representation according
to the following Lemma 3.
Lemma 3 Let ΘK,n denote the set of potential maximizer defined above, we can achieve
the following equivalent representation for any variable θ ∈ ΘK,n:
θ ∈ ΘK,n ⇔ min
i∈{1,2,··· ,n}
(L(θi) +K · ‖θ − θi‖2) ≥ max
i′∈{1,2,··· ,n}
L(θi′). (46)
Proof We will prove the above Lemma from two directions:
• Direction 1 : θ ∈ ΘK,n ⇒ mini∈{1,2,··· ,n} (L(θi) +K · ‖θ − θi‖2) ≥ maxi′∈{1,2,··· ,n} L(θi′).
Given that variable θ ∈ ΘK,n, we can have θ ∈ arg maxθ′∈Θ g(θ′) for some function
g ∈ FK,n. Considering that g is a K-Lipschitz function, we can have
|g(θ1)− g(θ2)| ≤ K · ‖θ1 − θ2‖2 ,∀θ1,θ2 ∈ Θ. (47)
Here, let’s assign θ1 = arg maxθ′∈Θ g(θ
′) and θ2 = arg mini∈{1,2,··· ,n} (g(θi) +K · ‖θ1 − θi‖2),
we have
g(θ1) ≥ g(θ2) (48)
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Algorithm 5 LIPO Algorithm
Require: Variable search space Θ; Lipschitz constant K; Constant n.
Ensure: Model Parameter θ
1: Initialization: Sample θ1 ∼ U(Θ) from Θ uniformly.
2: Evaluate function value L(θ1).
3: Add (θ1,L(θ1)) to the sampling sequence.
4: Initialize index tag t = 2
5: while t ≤ n do
6: Sample θ ∼ U(Θ) from Θ uniformly.
7: if mini∈{1,2,··· ,t} (L(θi) +K · ‖θ − θi‖2) ≥ maxi′∈{1,2,··· ,t} L(θi′) then
8: Assign θt = θ.
9: Evaluate function L(θt).
10: Add (θt,L(θt)) to the sampling sequence.
11: t = t+ 1
12: end if
13: end while
14: Return θ∗ = arg maxi∈{1,2,··· ,n} L(θi)
and according to Inequality 47, we can get
max
i′∈{1,2,··· ,n}
g(θi′) ≤ g(θ1) ≤ g(θ2) +K · ‖θ1 − θ2‖2 . (49)
Considering that function g ∈ FK,n, function evaluation g(θi) = L(θi), ∀i ∈ {1, 2, · · · , n}.
In other words, we have
max
i′∈{1,2,··· ,n}
L(θi′) ≤ min
i∈{1,2,··· ,n}
L(θi) +K · ‖θ1 − θi‖2 , (50)
where θ1 ∈ ΘK,n.
• Direction 2 : mini∈{1,2,··· ,n} (L(θi) +K · ‖θ − θi‖2) ≥ maxi′∈{1,2,··· ,n} L(θi′) ⇒ θ ∈
ΘK,n. According to the previous analysis, we know that for any θ ∈ Θ, we have
L(θ) ≤ min
i∈{1,2,··· ,n}
(L(θi) +K · ‖θ − θi‖2) . (51)
In other words, the terms on the right-hand-side actually defines the upper bound
of potential values that function L(·) can achieve at point θ, which can be formally
defined as follows:
UB(θ) = min
i∈{1,2,··· ,n}
(L(θi) +K · ‖θ − θi‖2) . (52)
Meanwhile, the space denoted by the following inequality actually defines the set of
potential variable θ which can achieve the maximum value for the function L(·):
Θub =
{
θ : θ ∈ Θ, UB(θ) ≥ max
i′∈{1,2,··· ,n}
L(θi′)
}
. (53)
Therefore, ∀θ /∈ ΘK,n, we can have θ /∈ Θub (i.e., ∀θ ∈ Θub ⇒ θ ∈ ΘK,n), which
proves the Direction 2.
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The inequality mini∈{1,2,··· ,n} (L(θi) +K · ‖θ − θi‖2) ≥ maxi′∈{1,2,··· ,n} L(θi′) mentioned
in the above Lemma 3 can serve as the criteria for function evaluation in the sampling
process of LIPO, and the pseudo-code of LIPO in Algorithm 5.
3.3.2 AdaLIPO with Unknown Lipschitz Constant
In many cases, the Lipschitz constant is hard to know in advance. In this part we will in-
troduce the AdaLipo (Adaptive LIPO) algorithm for optimizing function L ∈ ∪k≥0Lip(k),
whose specific Lipschitz constant is unknown.
The pseudo-code of AdaLipo is provided in Algorithm 6. Compared with LIPO,
AdaLipo don’t need unknown Lipschitz constant K, but will take two more parameters:
(1) Bernoulli distribution parameter p, and (2) Lipschitz constant meshgrid Ki∈Z. Here,
the notation Ki∈Z defines a meshgrid of R+ such that ∀x > 0,∃i ∈ Z with Ki ≤ x ≤ Ki+1.
The AdaLipo algorithm starts with an initialized Lipschitz constant Kˆ = 0, and proceeds
with the exploration by sampling the variables from either Θ or ΘKˆt,t, which is controlled
via a Bernoulli distribution variable Bt ∼ B(p). According to the algorithm pseudo-code,
AdaLipo extends LIPO by adding a step to infer the potential Lipschitz constant Kˆt (i.e.,
Line 16 in Algorithm 6) in each step iteratively.
Besides the inference technique introduced in Algorithm 6, some other Lipschitz constant
inference approaches proposed in [2, 17] can be used as well to implement the algorithm.
To be consistent with [8], we will not introduce them here and the readers may refer to the
cited papers for more information.
3.4 MCS Algorithm
The MCS algorithm [5] to be introduced here is a heuristic-based optimization algorithm,
and it has a close relationship with the Direct algorithm introduced before. In Direct,
the search space will be normalized to a hyper-cube [0, 1]dθ , which will be partitioned into
smaller hyper-rectangles in the searching process. Each hyper-rectangle is characterized by
its center-point, and the dimension length of the hyper-rectangles will be always 3−k, k ∈ N.
The Direct algorithm may suffer from several disadvantages: (1) Direct cannot handle
the search space with infinite bounds; and (2) Direct cannot reach the boundary and may
lead to slow learning process if the minimum lies at the boundaries. The MCS algorithm
to be introduced in this part can resolve such these problems.
3.4.1 Overview of MCS
Here, we will provide the overview of MCS, whose detailed information will be provided
as follows. Similar to the Shubert-Piyavskii algorithm and Direct, MCS also combines
the global search with local search, where “global search” denotes the division of hyper-
rectangles with large unexplored territory and “local search” denotes the division of hyper-
rectangles with the optimal function values (corresponding to the two terms indicated in
Equations 42 and 37). MCS adopts a multi-level search strategy to balance between global
search and local search, where each hyper-rectangle will be assigned with a level index
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Algorithm 6 AdaLipo Algorithm
Require: Variable search space Θ; Constant n; Bernoulli distribution parameter p, Lipschitz con-
stant meshgrid Ki∈Z.
Ensure: Model Parameter θ
1: Initialization: Sample θ1 ∼ U(Θ) from Θ uniformly.
2: Evaluate function value L(θ1).
3: Add (θ1,L(θ1)) to the sampling sequence.
4: Initialize inferred Lipschitz constant Kˆ2 = 0.
5: Initialize index tag t = 2
6: while t ≤ n do
7: Sample variable Bt ∼ B(p) from the Bernoulli distribution.
8: if Bt = 1 then
9: Sample θt ∼ U(Θ) from Θ.
10: else
11: Sample θt ∼ U(ΘKˆt,t) from ΘKˆt,t (which denotes the set of potential optimizers computed
with Kˆt and t).
12: end if
13: Evaluate function L(θt).
14: Add (θt,L(θt)) to the sampling sequence.
15: t = t+ 1
16: Update Kˆi = inf
{
Ki∈Z : maxi 6=j
|L(θi)−L(θj)|
‖θi−θj‖2 ≤ Ki
}
.
17: end while
18: Return θ∗ = arg maxi∈{1,2,··· ,n} L(θi)
s ∈ {0, 1, · · · , smax}. Here, level s = 0 denotes the hyper-rectangle has been divided and
will be ignored for further division, and level s = smax denotes the hyper-rectangle is too
small for further division. Meanwhile, for the hyper-rectangles with a level 0 < s < smax,
after division, their level will be set to be s = 0 but their descendants will get level s+ 1 or
min(s + 2, smax). Viewed in such a perspective, the hyper-rectangle level s will denote its
size effectively, and the ones with a small level will have a larger size (except level 0).
After the initialization step, the MCS algorithm will sweep through all the available
hyper-rectangles with levels 0 < s < smax from the lowest levels to the higher ones (which
corresponds to the global part in MCS). For the hyper-rectangles belonging to the same
level, MCS will select the ones with the lowest function evaluation values, which corresponds
to the local part in MCS. For the finally selected hyper-rectangles, MCS will divide them
along one single coordinate (i.e., one single variable) in one step, and the coordinate as well
as the division point are determined by the information from the sampled points. Different
from Direct, the division points lies at the boundaries of the hyper-rectangle in MCS,
which allows MCS to resolve the second disadvantage of Direct as mentioned before.
With multiple times of division, the hyper-rectangles will become arbitrarily small and the
hyper-rectangles will shrink sufficiently fast.
MCS without local search will put the sampled points together with their function
evaluations of hyper-rectangles of level smax into a basket (containing the “useful” points).
Meanwhile, the MCS with local search will start a local search from these points before
putting them into the basket so as to accelerate the convergence of the algorithm. MCS
with local search will first check whether the point in the current hyper-rectangle is in the
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basin of attraction of a local minimizer or not. If it is not the case, MCS will build a
quadratic model by triple searches, and identify minimum of the quadratic function with a
line search along a promising direction.
For the terms and techniques mention above, we will provide a much more detailed
description in the following subsections in great detail.
3.4.2 Initialization
In MCS, the sampled points lie at the boundaries of the hyper-rectangles, which may belong
to multiple hyper-rectangles (which share the same boundary or vertices). These sampled
points are also called the base points. In MCS, besides these base points, each hyper-
rectangle is also assigned with an opposite point, which together with the corresponding
base point can precisely identify the hyper-rectangle. Let the initial point in the hyper-
rectangle as θ0. MCS starts the initialization step by selecting a set of initial base points (at
least three points) along some coordinate, e.g., coordinate i ∈ {1, 2, · · · , dθ} corresponding
to variable θi, which can be denoted as {θ1,θ2, · · · ,θli}. These points share the same
coordinates with the initial point θ0 for all the other coordinates except the ith coordinate,
and their ith coordinate takes the following values respectively
ai ≤ θ1i < θ2i < · · · < θlii ≤ bi, (54)
where [ai, bi] denote the lower/upper bounds along the ith dimension in the search space.
The objective function will be evaluated at these selected points, which can form the pairs{(
θ1,L(θ1)) , (θ2,L(θ2)) , · · · , (θli ,L(θli))}. Among these points, the one achieving the
optimal function evaluation will be denoted as θ∗.
Besides these li points, an extra group of li − 1 division points will be selected, which
can be denoted as {z2, z3, · · · , zl1}. These points also share the same coordinates with θ0
except the ith dimension, which take value
zli = θ
l−1
i + q
k
(
θli − θl−1i
)
, l ∈ {2, 3, · · · , li}. (55)
Here, in the above equation term q =
√
5−1
2 denotes the golden section ratio, and k ∈ {1, 2}
is chose to ensure the parts with smaller function evaluations can get larger intervals.
Depending how many points in {θ1,θ2, · · · ,θli} lie at the lower/upper boundaries, these
points together with the above extra division points {z2, z3, · · · , zli} will divide the search
space into 2li − 2 (if ai = θ1i and θlii = bi), 2li − 1 (if ai = θ1i or θlii = bi), and 2li (if
ai < θ
1
i and θ
li
i < bi) sub-hyper-rectangles. In addition, {θ1,θ2, · · · ,θli} will serve as the
base points of these new hyper-rectangles, which will also be used to update θ∗. If θ∗ is
not shared by multiple hyper-rectangles, then the one containing θ∗ will be picked as the
“current” hyper-rectangle for the next round of division. Otherwise, MCS will select the
sub-hyper-rectangle to divide for the next dimension in the initialization with a quadratic
interpolation. By sampling 3 random consecutive points selected from {θ1,θ2, · · · ,θli},
MCS fits a quadratic model with these 3 points. For the hyper-rectangles sharing θ∗,
the one containing the minimizer of the quadratic model will be picked as the “current”
hyper-rectangle for the next dimension.
Such a process continues for i = 1, 2, · · · , dθ so as to finish the initialization step.
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3.4.3 Sweep
After initialization, MCS continues with a sweep process across all the hyper-rectangles
according to the following three steps:
• For all the hyper-rectangles with level s ∈ (0, smax), MCS introduces a pointer ps in-
dicating the hyper-rectangle belonging to level s with the smallest function evaluation
value. If there is no hyper-rectangle of level s, then MCS sets ps = 0.
• According to the rules to be introduced in the following subsection, for level s, if
the hyper-rectangle pointed by ps is not divided, MCS will increase its level by 1
and update bs+1 if necessary. If the hyper-rectangle pointed by bs is divided, MCS
will mark it as divided and insert its children to higher levels. MCS will update
the list and the pointers if any children hyper-rectangles introduce a smaller function
evaluations.
• Increase s by 1. If s = smax, start a new sweep; else if s = 0, go to Step 3; else go to
step 2.
The sweep step outlines the general architecture of the MCS algorithm, and next we
will introduce the division rules in the following subsection.
3.4.4 Hyper-rectangle Division
Given a candidate hyper-rectangle of level s < smax for division, the division rules include
the following two categories:
1. Division by Rank : Let ni denotes the times coordinate i has been divided in the
past for the hyper-rectangle, we can denote nmin = mini∈{1,2,··· ,dθ} ni as the minimum
division count for all the coordinates in the search space. If
s > 2dθ(nmin + 1), (56)
the hyper-rectangle will always be divided, and the division dimension index will
be i = arg mini∈{1,2,··· ,dθ} ni. In other words, for the hyper-rectangles which have
been divided for many times (with a relatively large level s), there may exist some
coordinates which haven’t been divided very often and MCS will choose to divide
these coordinates.
For the selected coordinate i, (1) if ni = 0 (i.e., the coordinate hasn’t beed divided
at all), the division rules will be very similar to the initialization division process
(involving the selection of li sample points as well as the division points at the golden
section). Meanwhile, (2) if ni > 0, MCS will select two division points to divide the
hyper-rectangle into three parts. In MCS, to store the hyper-rectangle information,
besides the base point θ, another opposite point o will be stored as well, which denotes
one of the corners of the hyper-rectangle farthest away from θ. Therefore, the range
to be divided along the ith dimension will be [θi,oi] and the selected division points
22
IFM LAB TUTORIAL SERIES # 2, COPYRIGHT c©IFM LAB
include: (1) zi = θi+
2
3(ξ
′′−θi), and (2) the golden section division point. Here, term
ξ′′ = subint(θi,oi) =

sign(oi), if 1000|θi| < 1, |oi| > 1000;
10sign(oi)|θi|, if 1000|θi| < 1, |oi| > 1000|θi|;
oi, otherwise.
(57)
Therefore, with these two points, the hyper-rectangle will be divided into 3 parts
with one more function evaluation at z (a point with identical coordinates with θ
except coordinate i with zi), which will also serve as the base point for the second
and third sub-hyper-rectangles. The smaller fraction of the golden section split gets
level min(s+ 2, smax) and the other two get level s+ 1.
2. Division by Expected Gain: If
s ≤ 2dθ(nmin + 1), (58)
the hyper-rectangle may be divided along a coordinate where the maximum function
value gain can be achieved according to a local quadratic model obtained by fitting
2dθ + 1 function values. Meanwhile, if the function expected gain is not large enough,
MCS will increase its level by 1 without any division.
If in the history of the current hyper-rectangle, coordinate i has never been divided,
i.e., ni = 0, then MCS will divide the hyper-rectangle along the ith dimension ac-
cording to the initialization step as introduced before. Meanwhile, if ni > 0, MCS
will retrieve the closest two points to the base point in the current hyper-rectangle for
each coordinate i ∈ {1, 2, · · · , dθ}. By fitting a quadratic model with these 3 points,
MCS builds the following function
ei(ξ) = α(ξ − θi) + β(ξ − θi)2. (59)
Within interval [ξ′, ξ′′] (ξ′′ is defined in Equation 57, and ξ′ = θi+(ξ′′−θi)/10), MCS
will identify the point achieving the minimum as the potential division point, which
can be denoted as
zi = arg min
ξ∈[min(ξ′,ξ′′),max(ξ′,ξ′′)]
ei(ξ). (60)
MCS will divide the hyper-rectangle along dimension i at zi if the following condition
holds:
L(θ) + min
i∈{1,2,··· ,dθ}
L(z) < L∗, (61)
where L∗ denotes the current best function value (including the function values
obtained by local optimization). Otherwise, MCS will increase the current hyper-
rectangle level by 1 without division.
In addition to the three steps mentioned above, MCS also adopts a local search step,
which provides powerful tools for the task of optimization of a smooth function when knowl-
edge about the gradient or even the Hessian is known. Meanwhile, when there exists no
information about the derivative information, successive line searches can be adopted. In
this paper, we will not introduce the local search step adopted in MCS, and the readers
may refer to [5] for more information.
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4. Summary
In this paper, we have introduce two categories of derivative-free optimization algorithms,
including the Bayesian methods and Lipschitzian approaches. Many of these introduced
algorithms can be potentially applied to learn the deep neural network models. This tutorial
paper will also be updated accordingly as we observe more new developments on this topic
in the near future.
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