An unweighted, connected graph is distance-balanced (also called self-median) if there exists a number d such that, for any vertex v, the sum of the distances from v to all other vertices is d. An unweighted connected graph is strongly distancebalanced (also called distance-degree regular ) if there exist numbers d 1 , d 2 , d 3 , . . . such that, for any vertex v, there are precisely d k vertices at distance k from v.
Introduction
For a graph G, let d G (u, v) denote the minimal path-length distance between vertices u and v of G. In this paper we restrict our attention to finite and connected graphs, and thus the distances d G (·, ·) are always finite. Let us introduce the notation d G (v) = u∈V (G) d G (u, v) for the sum of the distances in G from v to all other vertices. The median of a graph G is the set of all vertices v of G for which the value d G (v) is minimized. A graph is self-median if its median is the whole vertex set. Thus, a graph G is self-median if and only if the value d G (v) is constant over all vertices v of G. A seemingly unrelated concept is that of distance-balanced graphs, due to Jerebic et al. [8] (see also Handa [6] ). A graph G is distance-balanced if for all edges uv of G it holds
Balakrishnan et al. [2] noticed that a connected graph G is distance-balanced if and only if it is self-median. Thus, the concepts of distance-balanced and self-median are the same. (For non-connected graphs one has to look into each connected component separately. However, as we mentioned before, we will only consider connected graphs though the paper.) For the rest of this paper, we will use the term distance-balanced but in fact use the equivalent definition of self-median.
Distance-balanced graphs are relevant in the area of facility location problems [4] because the median of a graph comprises of vertices that have a minimal sum of distances to all other vertices. They are also useful in mathematical chemistry. For example, bipartite distance-balanced graphs have the maximal Szeged index among all graphs of the same size [1, 7] , while distance-balanced graphs have the maximal revised Szeged index [1, 12] .
A graph G is distance-degree regular (DDR) if for any integer k there is a number
for all vertices v of G. The concept is due to Bloom et al. [3] . Kutnar et al. [11] introduced the following notion: a graph G is strongly distance-balanced if for every edge uv of G and any integer k it holds
It turns out [11] that a connected graph is strongly distance-balanced if and only if it is DDR. Thus, both concepts are actually the same (for connected graphs). For the rest of this paper, we will use the term strongly distance-balanced but in fact use the equivalent definition of DDR-graph. Note that a strongly distance-balanced graph is distance-balanced as well. We are interested in the following optimization problem: given a graph, add the minimum possible number of edges to obtain a (strongly) distance-balanced graph. Since complete graphs are (strongly) distance-balanced, the problem always has a feasible solution. This problem is considered in Jerebic et al. [8] , where it is mentioned that the computation seems quite hard. Cycles are distance-balanced graphs with the smallest possible number of edges. In [12] this optimization problem was considered for cycles with an added edge. The solutions were hard to compute even for small cycles, as there was no symmetry or common patterns in the solutions. The heuristics that were tried to solve the problem did not return very good results either. Thus, it seemed that the problem must be hard.
We formulate the associated decision problems:
Dbea (Distance-balanced edge addition) Input: Graph G = (V, E) and an integer k. Output: Can we obtain a distance-balanced graph from G by adding at most k edges?
Strong-dbea Input: Graph G = (V, E) and an integer k. Output: Can we obtain a strongly distance-balanced graph from G by adding at most k edges?
In Section 2 we show that both problems are solvable in polynomial time for graphs with diameter 2. The algorithm is based in the theory of b-matchings and a simple characterization of (strongly) distance-balanced graphs of diameter 2. In contrast, we show in Section 3 that the problems Dbea and Strong-dbea are NP-complete for graphs of diameter 3, and thus also for general graphs. The proof is based on a delicate construction. The main obstacle is to have control over which edges may be added in an optimal solution.
Graphs of diameter two
In this section we will show that the problems Dbea and Strong-dbea are solvable in polynomial time for graphs with diameter 2. Let G be a graph with diameter 2. We have the following straightforward characterization.
Lemma 2.1. If G is connected and has diameter 2, then the following statements are equivalent:
Proof. Clearly, conditions (b) and (c) are equivalent for graphs of diameter 2. Since G has diameter two, for any vertex v we have
, and the equivalence of (a) and (c) follows. Theorem 2.2. The distance-balanced edge addition problem (Dbea) and the strongly distance-balanced edge addition problem (Strong-dbea) can be solved in polynomial time for graphs of diameter 2.
Proof. Because of Lemma 2.1, the problems Dbea and Strong-dbea are equivalent to the following problem: given a graph G and an integer k, is there a set F with at most k edges such that G + F (G with the added edges F ) is a regular graph? We next show that this problem can be solved in polynomial time.
Let G = (V, E) be the given input graph and denote by ∆ its maximum degree. Let G = (V,Ē) be its complement graph. The problem of deciding whether the graphḠ has a d-regular spanning subgraph can be solved in polynomial time because it is a special case of a b-matching; see for example Schrijver [14, Chapter 31] or Korte and Vygen [9, chapter 12] . Thus, for any given d we can decide in polynomial time if there exist a set of edges F d ⊆Ē whose removal makesḠ d-regular, which is equivalent to the graph
whenever F i and F j exist and i < j. We can thus try each value d between 0 and |V | − 1 − ∆ to find the maximum d * for which there exist a set 
Graphs of diameter three
In this section we will show that the problems Dbea and Strong-dbea are NP-complete for graphs with diameter 3. A dominating set in a graph G is a subset of vertices U ⊆ V (G) such that each vertex of V (G) \ U has at least one neighbor in U . Our reduction will be from the dominating set problem for cubic graphs.
Dom3
Input: Cubic graph G and an integer k. Output: Is there a dominating set U ⊆ V (G) with at most k vertices?
The problem Dom3 is NP-complete [5, Update for the current printing], even when restricted to planar graphs [10] . It is clear that the problem keeps being NP-complete if we assume that k > 1. Furthermore, Reed's theorem [13] implies that a cubic graph G has a dominating set with at most 3 8 |V (G)| vertices. Thus, we can restrict our attention to inputs (G, k) for Dom3 that satisfy
Let (G, k) be an input for Dom3 satisfying (1), and let us use n = |V (G)|. We define a graph H = H(G, k) as the graph arising from the following construction; see Figure  1 5. We add a vertex z to H and put edges between z and each vertex of B.
6. We put an edge between each vertex of B and C.
7. We put an edge between each vertex of A and V (G) ∪ V (G ).
8. We make a maximal matching between A and C by putting the edges a i c i , where 0 ≤ i ≤ 2n − 3. With this, each vertex of C has the same degree. To force that each vertex of A has the same degree, we remove the edge c 0 c 1 , and add the edges c 0 a 2n−2 and c 1 a 2n−1 . With this, each vertex of A is adjacent to some vertex of C, and vice versa.
9. Since k ≥ 2 by (1), it holds |A| ≥ |B|. We make a maximal matching between A and B by putting the edges a i b i , where 0 ≤ i ≤ 2n + 3 − 2k. With this, each vertex of B has the same degree. To force that each vertex of A has the same degree, we We next discuss basic properties of the graph H. The graph H has n + n + 2n + (2n + 4 − 2k) + (2n − 2) + 1 = 8n − 2k + 3 vertices. The degrees of the vertices in H are:
We have the following key property in H:
The distance in H from z to vertices in V (G)∪ V (G ) is exactly 3. Any other distance in H is at most 2.
As an example, let us see that this property holds for a vertex a ∈ A: it is adjacent to any vertex x ∈ V (G) or x ∈ V (G ), it is at distance at most 2 to any other vertex a ∈ A through any vertex x ∈ V (G), it is at distance at most 2 to any vertex b ∈ B through a vertex c ∈ C, it is at distance at most 2 to any vertex c ∈ C through a vertex b ∈ B, and it is at distance 2 to vertex z through a vertex b ∈ B. Similar arguments work for the other cases.
A simple calculation shows that the sum of distances from vertices are:
We can now prove the following characterization.
Lemma 3.1. Let G be a cubic planar graph with n vertices and k an integer satisfying (1). The graph G has a dominating set of size at most k if and only if the graph H can be made distance-balanced with the addition of at most n + k edges.
Proof. Assume that G has a dominating set of size at most k, and let U be a dominating set of size exactly k. Consider the graph obtained from H by adding the edges zu and zu for each u ∈ U , as well as the edges vv for each v ∈ V (G) \ U . The resulting graph is (2n + 4)-regular: the degree of each vertex x ∈ V (G) and x ∈ V (G) is increased by one, the degree of z is increased by 2k, and the other degrees are untouched. Furthermore, the diameter of the resulting graph is 2: the distance from z to a vertex u ∈ U is 1 and the distance from z to vertex x ∈ V (G)\U is 2 through the vertex u ∈ U that dominates x. Since the resulting graph is regular and has diameter 2, it is distance-balanced by Lemma 2.1. Together, we added 2k + (n − k) = n + k edges, which proves the forward direction of the Lemma. The rest of the proof is devoted to the other direction of the Lemma. Assume that there is a set F with at most n + k edges whose addition to H give a distance-balanced graph H + F . Let U be the set of vertices in V (G) ∪ V (G ) that are adjacent to z through an edge of F :
Let X = (V (G) ∪ V (G )) \ U be the set of edges from V (G) ∪ V (G ) not adjacent to z through F . We will show the following:
Structural Claim. U has exactly 2k vertices, the restriction of F to X is a matching, and no edge of F connects U to X.
We first argue that no edge from F is incident to A ∪ B ∪ C. Let deg F (v) be the number of edges from F adjacent to a vertex v. For any vertex v ∈ A ∪ B ∪ C we have
because in H any vertex is at distance at most 2 from v. Thus, if F is incident to some vertex of A ∪ B ∪ C, then it must be incident to all vertices of A ∪ B ∪ C. However, this is not possible because by (1) there are not enough edges in F :
Therefore, the edges in F are incident to {z}∪V (G)∪V (G ) and disjoint from A∪B ∪C. Since any vertex is at distance at most 2 from a vertex v of A ∪ B ∪ C, and F is not incident A ∪ B ∪ C, it follows that adding the edges F preserves the sum of distances from v. Therefore we have d H+F (v) = 14n − 4k for any vertex v of A ∪ B ∪ C. Since
The sum of distances from a vertex x ∈ V (G) can only decrease by 2 if some edge of F is incident to x, as only the vertex z is at distance larger than 2 from x. The same holds for any vertex x ∈ V (G ). Thus, F must be incident to each vertex of
Adding F to H, the distance from z to any vertex of U decreases by 2, while the distance from z to any vertex of X can decrease at most by 1. Thus
where we have used |X| = 2n − |U |. Since H + F is distance-balanced it must be d H+F (z) = 14n − 4k, and therefore |U | ≥ 2k. If |U | > 2k, then it cannot be that F is adjacent to each vertex of V (G ) ∪ V (G ) because there are not enough edges left:
Therefore |U | = 2k, which implies |X| = 2(n − k). Furthermore, each of the 2(n − k) vertices of X must be incident to some of the n − k edges of F that are not incident to z, and thus the restriction of F to X must be a matching. In particular |F | = n + k, and no edge of F connects U to X. This finishes the proof of the Structural Claim. Let x be a vertex from X. Since deg F (x) = 1 and x is not adjacent to z, the sum of distances from x can decrease by 2 only if d H+F (x, z) = 2, which is equivalent to x being adjacent in H + F to a vertex of U . Since F does not have edges connecting U to X by the Structural Claim, then x must be adjacent to U in the graph H. We conclude that U dominates any vertex of X in G ∪ G . In particular V (G) ∩ U is a dominating set of G and V (G ) ∩ U is a dominating set of G . Since |U | = 2k, the size of one of these dominating sets is bounded by k. However, since G is a disjoint copy of G, there exists a dominating set of size at most k in G.
We can now prove the main theorem. Proof. First, we prove that Dbea belongs to the complexity class NP. Using a breathfirst search we can compute the distances between all vertices in polynomial time, and thus we can decide in polynomial time if adding a guessed set of edges gives a distancebalanced graph.
To show that Dbea is NP-complete we use a reduction from the problem Dom3: given an input (G, k) for Dom3, we construct the graph H = H(G, k) in polynomial time, and consider the instance (H, n + k) for Dbea. The answer to input (H, n + k) for Dbea is the same as the answer to input (G, k) for Dom3 because of Lemma 3.1. Since the graph H has diameter 3, the reduction shows NP-hardness for graphs of diameter 3.
The same reduction works for Strong-dbea.
Corollary 3.3. The strongly distance-balanced edge addition problem (Strong-dbea) is NP-complete, even for graphs of diameter 3.
Proof. The problem Strong-dbea is in NP: after adding a guessed set of edges in the solution, we can compute the distances degrees of all vertices in polynomial time and decide if the graph is strongly distance-balanced by checking that the graph is DDR.
For showing hardness, we argue the following variation of Lemma 3.1: G has a dominating set of size at most k if and only if the graph H can be made strongly distance-balanced with the addition of at most n + k edges. By Lemma 2.1 a graph of diameter 2 is distance-balanced if and only if it is strongly distance-balanced. It follows that the proof of the forward implication in Lemma 3.1 goes untouched for this case. For the reverse implication, we use the following property in the proof of Lemma 3.1: If H + F is distanced-balanced, then U must be a dominating set in G ∪ G . This structure implies that in the graph H + F the vertex z is at distance at most 2 from any vertex of V (G) ∪ V (G ), and thus H + F has diameter 2. With this variation of Lemma 3.1 and Lemma 2.1, the reduction used in the proof of Theorem 3.2 applies to Strong-dbea as well.
Conclusions
We have shown that there is dichotomy for the problem Dbea: it is polynomially solvable for graphs of diameter 2 but NP-hard for graphs of diameter 3. It seems that our technique does not not show that Dbea is NP-hard for other natural families of graphs or related problems. We pose the following questions:
• Is Dbea NP-hard for graphs of diameter 4? More generally, we conjecture that, for every constant k = 1, 2, the problem Dbea is NP-hard for graphs of diameter k.
• Is Dbea NP-hard for trees?
• It is easy to see that Dbea can be solved in time n O(k) by trying all (≤ k)-tuples of edges. Is Dbea fixed-parameter tractable with respect to the number of edges that are added? That is, is there an algorithm that solves Dbea in time f (k)n c for some function f and constant c?
• In the problem Dbea we add edges. One could consider the version where edges are removed or where edges are removed and added to obtain a distance-balanced graph, while minimizing the number of edges in the symmetric difference between the input graph and the distance-balanced graph. Are these problems NP-hard? Note that if we do not insist on the resulting graph being connected, then the concepts of distance-balanced and self-median are different, and give rise to different problems.
