Abstract-Long-chain wireless sensor network exhibits a special topology with the nodes distributed in one line just like a long chain. The wireless nodes in this special topology cannot directly access the Internet and the data in the transmission process prone to collision. The 6LoWPAN standard makes it possible for nodes within each wireless sensor network to connect the Internet. According to the characteristics of Long-chain wireless sensor networks and combining with the 6LoWPAN standard, an address allocation method is proposed, which allocates IP addresses for the node in Long-chain wireless sensor network. By compressing the network address of the data frame to improve the data transmission efficiency. In this paper, we also propose a dynamic routing protocol based on maximum routing radius (DMR) to avoid data collision in the transmission process and improve system responsiveness. The experimental results show that the nodes in the network can interact with the users via the Internet, the stability and responsiveness of the network are greatly improved.
INTRODUCTION
Long-chain wireless sensor networks are used in special scenes such as mines, oil and gas pipelines, etc. In order to realize the Long-chain wireless sensor networks connect to the Internet needs to resolve two key issues. The first is to assign IP addresses to the node within the network. The second is to have a reasonable routing protocol to achieve stable data transmission. In [1] , the author proposes a sensor network address allocation scheme that combines of geographic location information, but the scheme is based on IPv4 and does not suitable for IPv6 networks. Another independent research [2] which proposes a repeating address detection scheme based on IPv6 stateless address auto configuration, but it will lead to a large amount of network overhead and is not suitable for resource-constrained wireless networks. In [3] [4] [5] [6] also proposed other address configuration strategy, but it is not suitable for Long-chain wireless sensor networks. At present, a number of routing protocols are proposed for the Long-chain wireless sensor network, mainly divided into two categories: Hierarchical routing protocol and locationbased routing protocol. In [7] , an adaptive clustering algorithm LEACH is proposed. The node sends data to the cluster head, which integrates the node data in the cluster and sends it to the Sink node through multi-hop mode. The LEACH algorithm randomly selected cluster head may be concentrated in a particular area cannot cover the entire monitoring area maybe cause the network split and the node energy consumption increases. In [8] , an improved minimum hop routing algorithm is proposed for Longchain wireless sensor networks in tunnel, but this algorithm is aimed to reduce the energy consumption of the nodes in the network has not improved the node data transmission delay and congestion. Based on the above research, this paper presents an address allocation method for Long-chain wireless sensor networks, which allocates IPv6 addresses for the node in the network. A dynamic routing with maximum routing radius (DMR) for Longchain wireless sensor networks is adopted to improve the responsiveness of data transmission and reduce packet loss rate. The node does not need to maintain more routing state information and realize seamless connection between Long-chain wireless sensor network and Internet.
II. NETWORK ARCHITECTURE
The structure of Long-chain wireless sensor network based on 6LoWPAN shown in Fig. 1 .The sensor network is consists of IP router, edge router and wireless nodes, in which the wireless nodes and the edge routers distributed in one line. The edge router through the IP router to obtain the network address prefix and assigns it to the wireless nodes. The node uses the address prefix and the short address to generate the IP address. The communication between the node and the edge router in the network adopts a dynamic routing method based on the maximum route radius (DMR) to realize the stable transmission between the node and the edge router. The users can send the commands to the network to control the wireless nodes, while the status information of wireless nodes can also be transmitted to the remote users. The bidirectional transmission of the user to the wireless node is shown in the Fig. 2 . 
III. NETWORK ADDRESS CONFIGURATION
In the Long-chain wireless sensor network, the node has a unique two-byte short address. The encoding of the node is determined by the distance from the node to the edge router, where the address encoding of the edge router is 0x0000, and the address of the wireless node in the network starts with 0x0001 and so on.
In the Long-chain wireless sensor network, the IPV6 address of the node is composed of the 64 bit address prefix and the 64 bit interface identifier (see Fig. 3a ). The IPv6 address prefix can be applied to the IP router, and the local link address prefix can also be used. The interface identity is generated according to the RFC6282 [9] by the 16-bit short address, where the short address of the 16 bits is made up of the node's short address, which is the unique identity of the node in the Long-chain wireless network, so the IP address of the node within the network is unique.
When a node is added to the wireless network and the node is at the end of the link, the node uses the stateless address auto configuration to generate the temporary address (see Fig. 3b ), where the interface identifier is converted by the IEEE EUI-64 address. Since the new added node is not adjacent to the edge router, the node needs the adjacent routing node to forward the request message to the edge router to join the network. The new added node can send a Router Solicitation (RS) [10] to the neighbor routing node. After the neighbor routing node receives the RS, the routing node sends a Router Advertisement (RA) [10] to the new added node and forwards the Node Registration (NR) [10] to the edge router. The new added node can obtains the address prefix through the option information in the RA and the edge router assigns a short address to the new added node after the NR is received. When the node obtains the short address, it reassembles the address prefix and interface identifier to generate the unique IPv6 address in the network. 
IV. NETWORK ADDRESS COMPRESSION
In order to make the IPV6 datagram transmit within the Long-chain wireless sensor network, the IPv6 basic header needs to be compressed. In this paper, the IPV6 basic header is compressed by the method of stateless compression and uses the improved IPHC encoding to represent the compressed format of the IPv6 header (see Fig. 4 ).
In this improved IPHC header, TF (Traffic class / Flow label), NH (Next Header), HLM (Hop Limit) and C (Context ID) are encoded in the same way as traditional IPHC [9] . The coding of the SAM, M, AT and DAM identify the source address and destination address compression format, the specific meaning of each field is as follows.
SAM (Source Address Mode). The source addresses compression mode flag. The source address is not compressed and 128 bits in length (SAM = 00), the source address prefix is omitted and the address interface identity is preserved and 64 bits in length (SAM=01), the source address prefix is omitted, in the interface identity only the 16-bit short address is preserved (SAM=10).
DAM (Destination Address Mode). The destination addresses compression mode flag. If the M bit in the improved IPHC header is set, the destination address is a multicast address, The DMA encoding mode is consistent with the traditional IPHC, if the M bit is not set, the DAM encoding is the same as SAM.
AT (Address Type). The attribute identifiers of the node address. When the AT bit is set, the address is the global routing address and the address prefix is the global routing prefix, if that bit is not set, the address is the linklocal address, and the address prefix is the link-local prefix 
V. ROUTING PROTOCOL
The data of the nodes in the Long-chain wireless sensor network, which is transmitted along the same link. Not only enhance the probability of data collision, but also increases the time delay of data transmission, leading to the low working efficiency for data reception of Sink node In this paper, we propose a routing protocol based on the This work was supported in part by The Natural Science Foundation of Guangdong Province: No. 2014A03031026. maximum routing radius (DMR) to avoid data collision in the transmission process and improve system responsiveness.
A. Definition of routing radius
The routing radius is specified by the transport node, which indicates the range of the communication. The value of the routing radius should be adjusted dynamically to adapt to the changes of the external environment and to ensure the data transmission can be achieved with the minimum hops. In addition, because the node address is encoded in sequence, the transport node can determine the transmission direction of the data packet, according to the source address 
The routing radius R delimits the communication range for this communication. When the node is in the monitoring phase and receives the broadcast information, we can draw the following inference from the local address of the node.
1)
Local source
The node is outside the range of this communication, the node should discard the broadcast frame.
2) =
Local source Addr Addr R + . The node is on the edge of the communication range, not only need to reply to the broadcast, but also as a broadcast forwarding node.
3)
Local source
Addr Addr R + < . The node is within the range of this communication and needs to reply to the broadcast information.
B. Data conflict avoidance mechanism
The node receiving the data needs to determine whether it is within the communication range. The node takes the moment at which the broadcast frame is received as the start time of the synchronization. As shown in Fig. 5 , from the beginning of the broadcast sends out to the nodes to reply to the message, the process as a hierarchical transmission process.
The process can be divided into three stages: First, data processing phase, the node receives the broadcast information waits for the control module to process the data frame. The waiting time is consistent for all nodes. Second, the node response phases (see Fig. 5a ). The communication range of all nodes to reply to the broadcast, the response slot of all nodes is consistent with a fixed value. Third, the broadcast monitoring phase (see Fig. 5b ), in order to avoid the node set the routing radius exceeds the actual communication range. Set a waiting period for all nodes in the communication range to ensure that the next hop broadcast is successfully received. Assume that the broadcast frame is emitted by the node S0 and set the routing radius is R. The node Sn is at the edge of the broadcast communication range and its address is
According to the source address in the broadcast data frame and the short address of the node, use the following formula to calculate the response slot c SL for all nodes in the node response phase to avoid data conflicts
If the broadcast is eventually forwarded by node Sm, it indicates that the routing radius is set unreasonable. The routing radius in the broadcast sent by node C will be corrected to
The broadcast monitoring phase is also the next forwarding phase of the broadcast and this phase is ended when the broadcast is forwarded. The first slot in the broadcast monitoring phase is the node (including the original broadcast node) within the communication range monitor the node Sn to send a broadcast. In the first broadcast monitoring slot, if the node within the communication range is not receiving the broadcast of the node Sn, it indicates that the node Sn is not within the transmission range of the broadcast or the node Sn is invalid. In the second broadcast monitoring slot, the node Sn-1 to forward the broadcast, while the communication range of nodes start monitor the broadcast send by the node Sn-1. And so on, until has a node that sends the broadcast, and then this phase is over.
C. Node response mechanism
The node's response message is eventually transmitted to the edge router. If the node is far from the edge router, the data sent by the node may require multiple hops to reach the edge router. In order to reduce the probability of unsuccessful sending, the transmission node has 3 times to resend the response message: If the node sends a response message, the node does not receive the response from the destination node within the specified time. Indicates that the target node is not within the actual communication range or that the node has been invalidated, and the transport node is adjusted to a shorter routing radius to resend. 
VI. DIAGNOSTIC TEST RESULTS

A. Simulation test
In this paper, the simulation is carried out by Matlab. The simulation scenario is that the node and edge router distributed in one line and the distance between each node is 20m, the scale of the network is 20 nodes, 100 nodes and 200 nodes respectively. The farthest transmission distance and monitoring distance of the signal is 100m in the current scenario. This simulation compares the average endto-end time-delay of the LEACH and DMR protocols (see in Fig. 8 ). The sending rate of the nodes under the two protocols is the same, which is 1 packet / slot. The communication slot is 200ms. When the communication distance is the initial value, the average time-delay of the LEACH and DMR protocols is not much different, and DMR is only a few slots less than LEACH. When the communication distance is shortened by 20%, because the DMR protocol dynamically adjusts the routing radius, the average time-delay is only slightly increased, and the LEACH protocol due to the transmission signal between the cluster head weakened, the data retransmission increased, result the average time-delay increased almost doubled. The results show that the time delay performance of DMR protocol is better than Leach. 
B. Field test
In order to verify the connectivity of the network, the test platform is constructed as shown in Fig. 9 . The test platform consists of 80 wireless nodes, edge routers, and host computer. The edge router and wireless node using the wireless communication module is independently developed 433MZ wireless module (see Fig. 10 ). The address-mapping in the edge router is composed of the MAC address, short address and the node IP address as shown in Table I . When a node joins the network, the table will be updated. The ping test is performed on the wireless nodes and the test results are shown in the Fig. 11a . It can be seen from the figure that the connectivity of the nodes is normal. The data sent from the node to the host computer can be captured by the network protocol analyzer Wireshark. The sensor network datagram captured by the Wireshark show in the Fig. 11b , the address of the host computer is bbbb::82:48f:7e0d:7ae5 and the bbbb::ff:fe00:1 is the address of the node in the wireless network, The node and the edge router use the UDP protocol for data transfer.
VII. CONCLUSION
In order to realize the seamless connection between the Long-chain Wireless sensor network and the Internet, avoid the conflict during data in the transmission process and reduce transmission time-delay. This paper presents an address coding method for Long-chain wireless sensor networks, which assigns IP addresses to wireless nodes in the network. Through the DMR routing protocol to improve the stability and responsiveness of data transmission, making the wireless nodes within the network can interact with the Internet. The network system will be further improved in the future through specific application practices.
