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ABSTRACT
Distributed Control Approaches to Network Optimization. (May 2010)
Sankalp Sah, B.Tech., Indian Institute of Technology Guwahati
Chair of Advisory Committee: Srinivas Shakkottai
The objective of this research is to develop distributed approaches to optimizing
network trac. Two problems are studied, which include exploiting social networks
in routing packets (coupons) to desired network nodes (users in the social network),
and developing a rate based transport protocol, which will guarantee that all the
ows in a network (e.g. Internet) meet a delay constraint per packet.
Firstly, we will study social networks as a means of obtaining information about
a system. They are increasingly seen as a means of obtaining awareness of user pref-
erences. Such awareness could be used to target goods and services at them. We
consider a general user model, wherein users could buy dierent numbers of goods
at a marked and at a discounted price. Our rst objective is to learn which users
would be interested in a particular good. Second, we would like to know how much
to discount these users such that the entire demand is realized, but not so much that
prots are decreased. We develop algorithms for multihop forwarding of such dis-
count coupons over an online social network, in which users forward coupons to each
other in return for a reward. Coupling this idea with the implicit learning associated
with backpressure routing (originally developed for multihop wireless networks), we
would like to demonstrate how to realize optimal revenue. We will then propose a
simpler heuristic algorithm and try to show, using simulations, that its performance
approaches that of backpressure routing.
As the second problem, we look at the traditional formulation of the total value
of information transfer, which is a multi-commodity ow problem. Here, each data
iv
source is seen as generating a commodity along a xed route, and the objective is
to maximize the total system throughput under some concept of fairness, subject
to capacity constraints of the links used. This problem is well studied under the
framework of network utility maximization and has led to several dierent distributed
congestion control schemes. However, this idea of value does not capture the fact that
ows might associate value, not just with throughput, but with link-quality metrics
such as packet delay, jitter and so on. The traditional congestion control problem is
redened to include individual source preferences. It is assumed that degradation in
link quality seen by a ow adds up on the links it traverses, and the total utility is
maximized in such a way that the quality degradation seen by each source is bounded
by a value that it declares. Decoupling source-dissatisfaction and link-degradation
through an \eective capacity" variable, a distributed and provably optimal resource
allocation algorithm is designed, to maximize system utility subject to these quality
constraints. The applicability of our controller in dierent situations is illustrated,
and results are supported through numerical examples.
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1CHAPTER I
INTRODUCTION
A. Implicit Learning for Explicit Discount Targeting in Online Social Networks
The past few years have seen the rapid and global emergence of online social networks
as a medium for community interaction [1, 2]. Their success can be gauged by their
meteoric adoption by a large populace, and the continued success of the medium
requires a sound economic foundation for sustainable growth. The medium of choice
to extract commercial value out of online social networks is the advertising and sale
of goods and services by using the structure and nature of social interactions. Since
an individual user's preferences can be identied by his or her response to exogenous
stimulation such as advertisements, an approach that is often used is to try to learn
about user preferences through exploration. Such feedback obtained though the user
responses could be used to oer incentives to purchase certain goods and services.
Consider goods and services that are consumed periodically (say on a weekly
or monthly basis) such as movie tickets, car washes, tness club visits and so on.
Here, we could have a high displayed price that some consumers would be willing to
pay. In order to extract maximum revenue, other consumers need to be subsidized
to some extent by using discounts such as rebate coupons. In other words, discount
coupons are used to create multiple tiers of prices for the same good or service. Two
questions immediately arise, (i) which users should be given coupons?, and (ii) how
many coupons should they be given? Further, the questions have to be answered in
a system in which user preferences change over time.
Both questions are hard since the seller of the good is unlikely to be aware of the
The journal model is IEEE Transactions on Automatic Control.
2preferences of users, or possibly even of their existence. Even if the seller is aware of
a user's interest, he must not give too many or too few discounts { too many would
reduce prots and too few would mean that the entire demand would not be realized.
There are two classical methods of oering such incentives. The rst is to ood
communities of users in the hope that some of them would use the coupons. Here,
the idea is to pre-identify communities that are not likely to buy the good without
discounts. If identication is incorrect, either the users would not use the coupons, or
the wrong set of users would be discounted. The second is to rely on self-identication
of interested individuals. Here, the store gets the users to sign up for coupons, and
then judiciously sends them coupons. Such a scheme would work only on users who
do identify themselves to the store, and might not realize the entire demand.
Both the above solutions ignore the fact that users could belong to an online
social network, and hence could obtain coupons by interacting with his or her friends.
Thus, users could forward coupons from one to the next in a multihop fashion across
the online social network. If a user is interested in good that the coupon represents,
he or she could use it. Otherwise the user could forward it onwards. Allowing
for coupon forwarding implies that the two questions raised have to be modied
slightly: (i) given that a user has a coupon that he does not want, which friend
should he forward it to and why?, and (ii) what rate should coupons be injected into
the system? Hence, we need to design a signaling scheme that incentivizes users to
somehow learn the preferences of users in such a way that the prots of the store
are maximized. An example of such a system in practice is mGinger [3] that acts as
a multi-hop advertising and discount distribution system using SMS messages, with
rewards being paid in a pyramidal fashion. The motivation for multi-hop coupon
distribution is that since user preferences change with time, and new products are
continuously introduced, it is impossible for any store to be aware of all its potential
3customers. Hence a system must learn user preferences, which then change after a
while.
In this research, we develop implicit distributed learning schemes based on ideas of
backpressure [4] that has been used as a throughput optimal scheme for packet routing
in multihop wireless networks [5{8]. We assume that the capacity for consumption
of a good i by user j can be divided naturally into two parts|one at at the marked
(\high") price x^ihj , and one at the discounted (\low") price x^
il
j . We assume that these
values are xed for some duration of time, and so can be learned. The number of
coupons given to the user must be carefully regulated; if it is larger than x^ilj , the store
loses prots due to excessive discounting, while if it is less than x^ilj , the entire demand
is not realized. We combine ideas of self-identication by users and directed ooding
through backpressure to achieve an optimal solution that realizes the entire demand
by injecting the right number of coupons, and maximizes prot by ensuring that the
users receive coupons at the optimal rate.
We then use optimization decomposition techniques in Section D to develop a
coupon distribution scheme consisting of three entities: (i) a store at which goods
may be purchased, (ii) users connected by an online social network and (iii) a coupon
source (or sources). The behavior of these entities is as follows:
 A store sells goods i at a marked price pi, which it discounts to a price qi upon
presentation of a coupon. The store assigns a \goodness value" to each user
j that makes a purchase form it. This value determines the probability with
which neighbors of j are rewarded for forwarding a coupon to j1. However, all
the other users (non-neighbors of j) that are involved in the forwarding path are
1Throughout this report, we use the word reward to denote remuneration for
forwarding coupons, and the word discount to denote remuneration for redeeming
coupons (when purchasing goods) at a store.
4guaranteed a reward. This artice enables locality of information, as we show
later. In other words, although the discount carried by each coupon is identical,
the reward for forwarding coupons to each user j is not. The store uses a simple
up-down controller to determine the reward probability for forwarding, based
on the number of goods purchased by user j.
 All users in the system maintain a count of the number of coupons of each kind
that their neighbors possess via communication over the social network. Users
also maintain a count of the number of unrewarded coupons associated with
their neighbors by polling the relevant store. We refer to the sum of these two
as the eective coupons. Coupons can be transferred among users in a multihop
fashion, and users are incentivized to forward coupons in the direction of lowest
eective pressure, i.e., to a neighbor who has the smallest number of eective
coupons. This controller is similar in nature to a backpressure controller.
 Finally, the coupon source generates coupons of dierent kinds (corresponding
to dierent goods), and sends them to users that have identied themselves as
interested in receiving particular kinds of coupons. The source chooses to send
coupons using a threshold controller, which generates new coupons when the
eective pressure is less than a certain threshold.
We prove that the system using this backpressure-based coupon distribution
evolves with time to attain the maximum prots by ensuring that each potential
consumer obtains exactly the right number of coupons. The system is distributed
and each user only requires information associated with his or her neighbors. Thus,
it succeeds in achieving light-weight learning framework, in which exploring for user
capacity and exploiting existing capacity go hand-in-hand.
We then consider a simpler heuristic algorithm in Section E, that is based on the
5delay in obtaining rewards. This delay-based algorithm does not require information
exchange between users. At any time, users simply forward coupons to that neigh-
bor for whom the delay experienced between forwarding a coupon and obtaining a
reward for that coupon is the smallest. This algorithm inherently captures the idea
of backpressure, although it is at a coarse level.
Our nal scheme is even simpler, and consists of random coupon distribution.
Here, each user randomly forwards coupons to its neighbors in the hope of nding
correct paths. This system does not learn user preferences. We use this algorithm to
test the ecacy of our other algorithms.
We simulate the distribution schemes in Section F on dierent topologies to
compare their performance. We show that the backpressure-based scheme achieves
near-optimal revenue, while the delay-based scheme performs acceptably well. Fur-
ther, both schemes signicantly outperform the randomized scheme, thus making a
strong case for backpressure based targeted coupon delivery in online social networks.
B. Value-aware Resource Allocation for Service Guarantees in Networks
Recent years have seen an enormous growth in demand for Internet access, with ap-
plications ranging from personal use to commercial and military operations. Several
of these applications are sensitive to a \quality" of packet delivery. For instance,
although archiving data transfer can tolerate long delays, voice over Internet proto-
col (VoIP) is very sensitive to latency. Between these two extreme examples lies a
spectrum of applications with varying service requirements, e.g. electronic commerce,
video conferencing and online gaming. All these applications require the allocation
of enough network resources for satisfactory performance.
The design of ecient network control systems demands that end-user value be
6taken into consideration when allocating resources. The Internet architecture is built
around the concept of a ow, which is a transfer of data between a xed source-
destination pair. How do we quantify the value of such a ow? The classical formu-
lation of the total value of information transfer is a multi-commodity ow problem,
in which each data source is seen as generating a commodity along a xed route, and
the objective is to maximize the total throughput under some concept of fairness,
subject to capacity constraints of the links used [15{18]. If the ow from source r has
a rate xr  0 and the system utility associated with such a ow is represented by a
concave, increasing function Ur(xr), the objective is
max
X
r2S
Ur(xr) (1.1)
s.t. yl  cl; 8 l 2 L
where S is the set of sources, L the set of links, cl the capacity of link l 2 L. Also
let R be the routing matrix with Rlr = 1 if the route associated with source r uses
link l. The load on link l is yl =
P
r2S Rlrxr. Note that we refer to ows and sources
interchangeably; if there are multiple ows between a source and a destination, we
simply give them dierent names. This is a convex optimization problem that is well
studied [15{18] under the framework of network utility maximization.
This approach to network resource allocation often can be used to decompose the
problem into several sub problems, each of which are amenable to distributed solution.
This so-called optimization decomposition framework has yielded a rich set of control
schemes and protocols, whose architectural implications are discussed in detail in [19].
For example, there is a strong connection between the so-called primal solution to
the utility maximization problem and TCP-Reno [20, 21] characterized in [22, 23].
Similarly, one can obtain connections between TCP-Vegas and the dual solution of the
7problem [24]. The same approach has been taken in the design of several new protocols
such as Scalable TCP [25,26] (that allows scaling of rate increases/decreases based on
network characteristics), FAST-TCP [27] (meant for high bandwidth environments),
TCP-Illinois [28] (that uses loss and delay signals to attain high throughput), and
TRUMP [29] (a multipath protocol with fast convergence properties).
However, there is a growing realization that throughput cannot be considered as
the sole value metric. As mentioned above, in applications such as voice calls, the
data is rendered useless after a certain delay threshold. Thus, simply ensuring that
the link capacity is not exceeded is not sucient to provide value in this scenario
{ how do we ensure that the user is not dissatised with the quality of service? In
many cases the quality of data transfer over a link decreases with load. For example,
metrics such as the delay and the jitter experienced by packets as they pass through
a queue depend on the total load on the link. Such quality degradation might also
add up over multiple hops. Indeed, the delay experienced by packets in a ow is the
sum of the delays experienced over each hop taken.
Once we have a clear conception of quality degradation as a function of link load,
we ask the following question: can we design a simple distributed algorithm for fair
resource allocation under which each users' quality is no worse than a value that she
or he declares? We need to redene the traditional congestion control problem to
include individual source preferences. We denote the degradation in quality of link l
with load yl by a convex increasing function Vl(yl), and assume that degradation in
link quality seen by a ow adds up on the links it traverses. In addition, we assume
that the quality degradation is inherent to a link, and is identical for all ows sharing
the link. Thus, there are no priorities for any particular ows. We now maximize
utility in such a way that the total degradation seen by each source r is required to
8be bounded by a value r. Thus, the modied objective is
max
xr0;y=Rx
X
r2S
Ur(xr)
subject to
X
l2L
RlrVl (yl)  r;
(1.2)
where we assume that limy!cl Vl(y) = 1. Note that this is a convex optimization
problem where the quality degradation on each route is bounded. While some of
our objectives might be achieved by existing schemes such as DiServ [30], they
often require complex priority management methods and per-ow information to be
maintained at routers. In this work, our objective is to design a simple distributed
control scheme that can achieve this goal without maintaining per-ow information or
prioritizing certain packets at intermediate hops. We overview our main contributions
below, with details in the sections following.
9CHAPTER II
IMPLICIT LEARNING FOR EXPLICIT DISCOUNT
TARGETING IN ONLINE SOCIAL NETWORKS
A. Related Work
A typical learning problem is that of the bandit-problem [9{11], which has its historical
origin in a coin-operated gambling machine that pays o according to the matching
of symbols on wheels spun by a handle, also called a one-armed bandit. The multi-
armed bandit is the situation confronted by a gambler who has a choice between
n one-armed bandits, and attempts to learn by experience which one to pull. Our
approach to learning is quite dierent, and follows a more implicit method derived
from communication networks.
The backpressure algorithm is a joint routing/scheduling for communication net-
works where the routing/scheduling decisions are dynamically made without requir-
ing the information of the network topology and trac arrivals [4]. The algorithm
has been proved to stabilize any trac that can be stabilized by any other rotu-
ing/scheduling algorithm for dierent types of communication networks [5{8,12,13].
The backpressure algorithm learns trac and network information implicitly
from queue-lengths. Based on the similar idea, we develop a coupon delivery scheme,
where the users learn the coupon demands from coupon queues and dynamically dis-
tribute coupons to their neighbors based on the eective pressure. However, coupon
delivery problem has fundamental dierences from routing/scheduling for communi-
cation networks, which include: (i) user behavior follows user beliefs, so a proper
incentive scheme is needed to motivate users to distribute coupons in the right way;
(ii) users are selsh and will use all the coupons they get, so a good coupon delivery
10
scheme should avoid sending too many coupons to a user. This implies that a user
that is interested in a particular type of coupons cannot serve as a relay for that type
of coupon. This is fundamentally dierent from communication networks where every
node can serve as a relay.
B. System Model
Fig. 1. A coupon distribution system
Network model: We consider an online social network structure as shown in
Figure 1. Denote by N the set of nodes and L the set of links. There are three
dierent nodes | coupon distributor, users, and store | in the network. The links
represent social connections. A link from a coupon source to a user represents the
idea that the user has registered with the source to receive its coupon periodically.
A link from a user to a product means that the user buys that product periodically.
The links between users are assumed to be bidirectional, and represent friendship
between the connected users. In this research, we assume that the coupon sources
and the store are managed by the same entity. We use s to denote the store and d to
denote the coupon distributor. We dene S to be the set of products and Bi is the
set of users who will buy product i:
We consider a synchronized slotted-time system. We dene j to be the coupon
11
transmission capacity of node j; which is the maximum number of coupons user j
can send out in one time-step. We also impose the constraint that a user can buy a
discounted product only if a coupon is presented.
Two-capacity model for user demands: We assume that users naturally
have a maximum number of goods that they would buy at the marked price, x^ihj , and
number of goods that users would buy at the discounted price, x^ilj : Note that either
of these quantities could be zero. We further dene bij = x^
ih
j + x^
il
j : These values can
be thought of as the capacities associated with a user. We consider two dierent time
scales in this research. The small time scale t is the one in which purchases are made
and coupons are delivered. The large time-scale, consisting of T small time slots,
is the buying interval after which the customers start afresh. Since the users have
the incentive to buy a product with a low price, we assume that the x^ihj , associated
with the high price goods could be used to buy low priced goods as well. Specically,
during each large time scale, if the user were given no more than bijT coupons, he
would use them all and buy bijT goods.
Note that if a user were given more than x^ilj T coupons, the store would not
extract the maximum extractable revenue. If he were given less than x^ilj T coupons,
he would not buy enough discounted goods, which reduces the prot of the store as
well. A store that is unaware of these two capacities needs to probe customers in
order to nd their true potential, and neither supply too few or too many coupons.
In what follows, we present a distributed solution that automatically explores for and
attains the capacity of users, thus achieving the prot maximizing solution.
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C. Prot Maximization
Consider the prot made by the store. We say a coupon is valid if it is eventually
used to purchase a product. We denote by yi(m;n) the average number of valid type-i
coupons sent from user m to user n in a time slot. The prot the store extracts from
user j is
qiyi(j;s) + p
imin

x^ihj ; b
i
j   yi(j;s)
	
:
Thus, the maximum prot the store can extract is dened by the following optimiza-
tion problem:
OPT 1:
max
X
i2S
X
j2Bi
 
qiyi(j;s) + p
imin

x^ihj ; b
i
j   yi(j;s)
	
(2.1)
s:t:
X
i2S
X
j:(m;j)2L;j 6=si
yi(m;j)  m;8m 2 N (2.2)X
j:(m;j)2L
yi(m;j) =
X
n:(n;m)2L
yi(n;m)8m 2 N (2.3)
yi(m;j) = 0 if m 2 Bi and j 6= s (2.4)
where (2.2) is the capacity constraint, which indicates node m cannot send more than
m coupons in a time-slot, (2.3) is the ow-conservation constraint for the coupons,
and (2.4) indicates that user j will not forward type-i coupons to his/her neighbors
if he/she uses type-i coupons.
To extract the maximum revenue, we need to distribute coupons to the users.
There are two diculties in distributing the right number of coupons to the users:
(1) The optimal
 
x^ihj ; x^
il
j

is unknown at the store, and needs to be identied.
(2) Since all users interested in a product may not be registered to directly receive
coupons, they might need to receive such coupons via the social network. The
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store cannot directly control the number of coupons sent to such users.
To tackle these two diculties, we develop a two time-scale coupon distribution
scheme in the next section.
D. Coupon Distribution
In this section, we develop an implicit distributed learning scheme based the idea of
backpressure routing/scheduling [4]. Our algorithm consists of two control loops that
operate at the small time scale and the large time scale. The purpose of the control
loops is as follows:
1. Choice of Coupon Forwarding Reward Rate: At the large time scale,
each store must adapt the target rate ij for the next buying interval using the
information gathered about the customers' preferences over the past intervals.
In our algorithm, ij is an estimate of x^
il
j : As discussed in Section B, if 
i
j is set
too low, customer j may not purchase all the goods that he potentially could,
and if ij is too high, customer j may be being discounted excessively and the
store is not extracting the maximum extractable revenue.
2. Coupon Routing at Target Rate: At the small time scale a store arbitrarily
assigns to a rate of coupon delivery ij to each product i and each customer j
that purchases goods from it. The purpose of this control loop is to ensure
that the customer would indeed receive discount coupons at this target rate.
Mathematically, we will guarantee that the coupon distribution algorithm solves
the following optimization problem:
OPT 2:
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max
X
i2S
qi
 X
j2Bi
yij;si
!
(2.5)
s:t:
X
i2S
X
j:(m;j)2L;j 6=si
yi(m;j)  m; 8m 2 N (2.6)X
j:(m;j)2L
yi(m;j) =
X
n:(n;m)2L
yi(n;m)8m 2 N (2.7)
yi(j;s)  ij 8j; i (2.8)
yi(m;j) = 0 if m 2 Bi and j 6= s (2.9)
To show the correctness of the proposed algorithm, we rst need the following
straightforward lemma.
Lemma 1 Given that ij = x^
il
j for all i and j; OPT 1 is equivalent to OPT 2.
Proof 1 The proof is presented in Appendix A.
Next, we develop a distributed coupon routing algorithm that solves OPT 2.
1. Small Time Scale Control: Backpressure Coupon Routing
We rst introduce the coupon management scheme which consists of three parts: (i)
each user maintains a per-product queue, and monitors the lengths of the queues; (ii)
store rewards the neighbors that forwarded type i coupons used by each customer j
at a rate ij; and monitors the number of unrewarded coupons at each customer
1; (iii)
coupon distributor i monitors the number of coupons she has not yet sent out, and
generates additional coupons based on this value.
A1: Coupon Management:
1Recall that these are coupons that have been redeemed for a discount by j, but
the neighbors of j who forwarded these coupons have not been rewarded.
15
(1) Per-product queues are maintained at each user, and the number of type i
coupons user j has at a ner time-step t is denoted by Qij[t]: Thus, the dynamic
of Qij[t] is as follows: If j 62 Bi; then
Qij[t+ 1]
=
0@Qij[t] + X
m:(m;j)2L
yi(m;j)[t] 
X
n:(j;n)2L
yi(j;n)[t]
1A+ ;
otherwise
Qij[t+ 1] = Q
i
j[t] +
X
m:(m;j)2L
yi(m;j)[t]  yi(j;s)[t];
where
yi(j;s)[t] = min
8<:Qij[t] + X
m:(m;j)2L
yi(m;j)[t];
 
bijT  
t 1X
=0
yi(j;s)[ ]
!+9=; ;
i.e., user j will use up all available coupons unless she has already bought enough
(bijT ) products.
(2) Store maintains a queue for unrewarded coupons corresponding to each of prod-
uct i and its customers j. We may think of these as virtual coupons that are
used to maintain a pressure on j's neighbors. Note that it is only the neighbors
of j that are not rewarded for forwarding these coupons, the rest of the users
involved in forwarding coupons would be guaranteed a reward (and, of course,
j has already redeemed these coupons for a discount). Denote by ~Qij[t] the
number of such unrewarded coupons corresponding to customer j: We have
~Qij[t+ 1] =

~Qij[t] + y
i
(j;s)[t]  ij
+
;
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where ij is the coupon forwarding reward rate for neighbors of customer j:
(3) Coupon distributor d maintains a separate queue for each type of coupons that
have not been sent out. The length of the queue is denoted by ~Qid[t] for each
product i: We have
Qid[t+ 1] =
0@Qid[t] + i[t]  X
j:(di;j)2L
yi(d;j)[t]
1A+ ;
where i[t] is the number of new type i coupons generated by coupon distributor
i at time t:
(4) We also assume that when user j receives a type i coupon such that j 62 Bi;
user j will insert her identity and the coupon queue length Qij[t] in the coupon
before sending the coupon to her neighbor. This information allows the store
to reconstruct path and reward the coupon relays based on Qij[t]:
In our system the store need to reward coupon fowarding in order to motivate
users to forward coupons to their friends. The eciency of a coupon distribution
scheme is determined by: (i) the incentive scheme that the store use, and (ii) the users'
decisions under the incentive scheme. Next, we propose a coupon rewarding scheme,
under which a rational user will distribute the coupons according to a backpressure
policy. The optimality of the coupon distribution scheme will be proved in Theorem
2.
A2: Reward Scheme for Coupon Forwarding: Store rewards the users involved
in forwarding each used type i coupon with a total of i dollars. Consider a specic
coupon associated with product i; and assume R is the path (consisting of the se-
quence of transmissions used to distribute the coupon) over which the coupon was
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transferred. Then node m gets a reward
 
Qim  Qin:(m;n)2R
+ iP
l2R

Qis(l)  Qir(l)
+ ; (2.10)
where l is a link on path R; s(l) is the sender, and r(l) is the receiver. Note that this
queue length information is inserted by the users before they forward the coupons
to their neighbors. Furthermore, note that the amount of reward user m obtains is
proportional to the queue dierence. The idea is to motivate user m to send her
coupon to a neighbor who has the least number of coupons and hence is most likely
the one who needs the coupon. Under this scheme, the user has the motivation to
follow the backpressure-like coupon distribution scheme.
A3: User Behavior:
(1) First, if node j is interested in buying product i; then user j uses all available
type i coupons up to her purchasing limit bij: Thus, at ner time-step t; user j
purchases yi(j;si)[t] products with coupons such that
yi(j;s)[t] = min
8<:Qij[t] + X
m:(m;j)2L
yi(m;j)[t]; 
bijT  
tX
=0
yi(j;s)[ ]
!+)
;
We assume that user j never forwards type-i coupons to her neighbors if user j
buys product i:
(2) If user j is not a customer buying product i; then user j needs to distribute type
i coupons to her neighbors. We assume that at the beginning of ner time-step
t, user j requests Qim[t] if user m is her neighbor, and also polls the store to
obtain ~Qim[t]: Since the amount of coupon forwarding reward is determined by
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the queue dierence as described in (2.10), user j selects a coupon type i and
neighbor m such that
(i;m) 2
arg max
(j;m)2L

Qij[t] + ~Q
i
j[t] Qim[t]  ~Qim[t]

;
and transfers min

j; Q
i
j [t]
	
of type i coupons to node m:
Note that ~Qim[t] is the number of coupons used by userm but not been rewarded
yet, so ~Qim[t] = 0 if user m is not a customer buying product i: A store main-
tains this unrewarded coupon queue to prevent a customer receiving too many
coupons. When user j uses too many coupons, the unrewarded coupon queue
becomes large. After a neighbor of user j nds a large ~Qij[t]; the neighbor real-
izes that user j has received too many coupons and the store might not reward
him for forwarding coupons to user j. Then the neighbor will stop forwarding
more coupons to user j:
A4: Coupon Generation Scheme: The coupon distributor needs to decide the
number of coupons to inject into the network. We assume that coupon distributor
generates d type-i coupons when Q
i
d[t]  QT qi; and zero type-i coupon otherwise.
Here, QT is a constant threshold value. In other words, 
i[t] = d if Q
i
d[t]  QT qi;
and i[t] = 0 otherwise.
In the following theorem, we analyze the performance of the backpressure coupon
routing, and prove that
Theorem 2 Assume that ij  bij for all i and j: Under the coupon management,
coupon rewarding and generating scheme, and user behavior dened above, we have
lim
QT!1
lim
T!1
PT
t=1
i[t]
T
=
 X
j2Bi
yi(j;s)
!
; (2.11)
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and
lim
QT!1
lim
T!1
PT
t=1 y
i
(j;s)[t]
T
= yi(j;s); (2.12)
where y is the optimal solution of OPT 2.
Proof 2 The proof is presented in Appendix B.
Note that although the theorem is an asymptotic result, the algorithm itself
works for any value of T: A nite value of T may result in a sub-optimal solution. In
our simulations, we choose T = 300 and the nal coupon allocation is very close to
the optimal.
2. Large Time Scale Control: Coupon Rate Selection
We assume that the algorithm for coupon delivery at the small time scale converges
quickly to the target rate, and now consider how to choose this target rate. Recall that
our means of implementing coupon delivery at rate ij is to reward the neighbors of a
customer j for forwarding coupons to j at rate ij. In this section all dynamics take
place at the large time. Thus, we have the sequence of target rates ij[0];    ; ij[k  
1]; ij[k]; 
i
j[k + 1];    ; and the large time scale algorithm needs to guarantee that
limk!1 ^ij[k] = x^
il
j :
Denote by zihj [k] and z
il
j [k] the number of product i that user j buys from store
in the interval [k; k + 1] at the marked price and the discounted price, respectively.
Let the total number of goods purchased in the interval [k; k + 1] be denoted zij[k] =
zihj [k]+z
il
j [k]. Further, denote the dierence in purchases made by user j over intervals
[k; k + 1] and [k   1; k] by zij[k] = zij[k]  zij[k   1] corresponding to a dierence in
the coupon delivery rate ij[k] = 
i
j[k]   ij[k   1]. We rst intuitively understand
the four possibilities associated with ij[k];x
i
j[k] (assuming that 
i
j[k] is small) :
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 ij[k] < 0 and zij[k] = 0 : This implies that ij[k]  x^ilj and the user is
receiving more coupons than he can use. We need to ensure ij[k + 1] < 
i
j[k].
 ij[k] < 0 and zij[k] < 0 : This implies that ij[k] < x^ilj and the user is not
receiving enough coupons to realize the maximum possible number of purchases.
We need to ensure ij[k + 1] > 
i
j[k].
 ij[k] > 0 and zij[k] = 0 : This implies that ij[k]  x^ilj and the user is
receiving more coupons than he can use. We need to ensure ij[k + 1] < 
i
j[k].
 ij[k] > 0 and zij[k] > 0 : This implies that ij[k] < x^ilj and the user is not
receiving enough coupons to realize the maximum possible number of purchases.
We need to ensure ij[k + 1] > 
i
j[k].
Note that an increase in the coupon rate cannot cause a decrease in the number of
purchases. A simple controller that takes into account all the four possible conditions
is
ij[k + 1] = (
i
j[k] + )fij [k]zij [k]>0g
+(ij[k]  )fij [k]zij [k]=0g: (2.13)
Here,  > 0 is a constant small amount by which we increase or decrease ij. We can
now easily prove that the controller converges to within =2 of the desired value of
^ij.
Theorem 3 Under the time scale separation assumption, using the controller (2.13)
we have
lim
k!1
jij[k]  x^ilj j  =2 8 i 2 S; j 2 R:
Proof 3 The proof is presented in Appendix C.
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Note that when  is smaller enough and the algorithm starts with a small ij[0];
we can guarantee that ij[k]  bij for all k: Combining Lemma 1, Theorem 2 and
Theorem 3, we conclude that the number of coupons consumed under the two time-
scale algorithm converges to the optimal solution to OPT 1.
E. Delay-Based Coupon Forwarding
Suppose that the store rewards relays only after a coupon has been used to make
a purchase. The insight that we obtain from the optimality of backpressure is the
following:
 If coupons are not used on a particular path, queues build up. This would cause
the average delay in being rewarded to all relays on the path to increase.
 If a higher rate of coupons than that set by the store are transferred along a
path, the store does not reward the relays for some fraction of coupons and
virtual coupons build up. Again, this would mean that the average delay in
being rewarded to all relays on the path would increase.
The observation immediately suggests that perhaps a simpler algorithm would be to
replace the backpressure based user control of Section D A3 with a much simpler
scheme. Users need only keep track of the average delay experienced in obtaining
rewards when they forward coupons to each of their neighbors. They choose to
forward coupons to that neighbor who has the lowest such delay. The scheme is
intuitively incentive compatible, since users might want to obtain rewards as soon as
possible. Thus, we may replace the reward scheme of Section D A2 with an equal
reward for all users in the path.
However, a few further additions are required to construct a workable heuristic
algorithm. The rst addition stems from the fact that under backpressure, if a user
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nds that all her neighbors have larger eective queue lengths than herself, she does
not forward coupons to any of them. The equivalent in the delay based regime would
be to simply choose a threshold value of delay (e.g., DU), and refuse to forward
coupons to any neighbor that yields a delay larger than this threshold.
The second addition is that while keeping track of delays, even small dierences
in delays could result in a particular user being ignored entirely. Hence, instead of a
hard comparison between the delays of dierent options, we soften the comparison.
For example, if neighbors 1 and 2 of a node yield delays d1 and d2, we consider both
as equally lucrative options if jd1 d2j  DT ; where DT is a constant delay threshold.
Our expectation is that this simplied algorithm would perform almost as well as the
backpressure-scheme.
Based on the observations above, we propose the following delay-based coupon
forwarding to replace the user control of Section D A3 for all coupons in which user
i is not interested.
Delay-based coupon forwarding: Consider product j that user i is not inter-
ested. Denote by Dim(t) the average delay experienced in obtaining rewards when user
j forwards type i coupons to neighbor m: User i keeps track Dim(t) for all neighbors.
At time step t; user j rst selects type i coupon such that
i 2 argmin
i
min
m:(j;m)2L
Dim(t)
and a subset of neighbors associated with type i coupon
Kij =
n
m : jDi

m (t) minm:(j;m)2LDi

m jDT
Di

m (t)DU ;(j;m)2L
o
:
Then user j sends
min

Qi

j (t); j(t)
	
jKij j
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number of type i coupons to each of the neighbors in Kij :
Remark: Backpressure based user control requires a user to obtain the lengths
of coupon queues from her/his neighbors and from the store. Delay-based coupon
forwarding, on the other hand, does not require any information exchange among the
users. Each user makes decisions based on her/his own information history, which
results in a much smaller communication overhead as compared to backpressure based
user control. Further, unlike backpressure, the reward given to every user in the path
of a coupon can be identical.
F. Simulation Results
We simulate our coupon distribution system on dierent network topologies to study
the validity of our schemes. For the sake of comparison, we also create a third
coupon distribution system in which coupons are forwarded by relays randomly to
their neighbors. This would indeed be the case if multihop coupon distribution were
allowed without incentives for forwarding in any particular direction. Intuitively, such
a distribution scheme should over-distribute coupons, since the distributor receives
no feedback. Recall that each large-scale time slot consists of T small time slots.
1. Simple Tree Topology
A simple tree topology is illustrated in Figure 5. There is a single coupon source,
two relays, six leaf nodes (customers), and one store. Relays may choose one of their
neighbors to forward coupons to at each time instant. Each customer j has a dierent
value of x^lj and x^
h
j . At each time instant t; users utilize all the coupons that they
possess if the cumulative number of purchases made is less than
 
x^lj + x^
h
j

T: Once
this is done, they purchase a random number of goods at the marked price, as long
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as it is rational to do so (i.e., either
Pt
=0 x
l
j[t]  x^ljT and
Pt 1
=0 x
h
j [ ]  x^hjT , orPt
=0 x
l
j[ ] +
Pt 1
=0 x
h
j [ ]  bijT and
Pt 1
=0 x
h
j [ ]  x^hjT ). Users repeat this process
until the end of the small time period T = 300: At the last instant t = T   1, ifPT 2
=0 x
h
j [ ]  x^hjT , user j purchases x^hjT  
PT 2
=0 x
h
j [ ] goods.
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Fig. 2. Example trajectories of fractional errors, random distribution
We rst verify that the small time scale dynamics of backpressure is able to
distribute the correct number of coupons to any user j. The capacities of all the relay
links are set to 300 coupons per unit time. We illustrate the trajectory of purchases
made by user 3 who has x^l3 = 50 and x^
h
3 = 60 over a time interval T = 300 units in
Figure 6. For purposes of illustration, we assume that 3 = x^
l
3 = 50 In other words,
we set the reward rate for coupon forwarding by neighbors of user 3 exactly equal
to the average rate at which the user 3 should be given coupons in order to extract
maximum revenue. We see in Figure 6 that the backpressure scheme indeed gives
the right number (and rate) of coupons to the user, ensuring that xl3[T ] = 50 and
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Fig. 5. Simple tree topology.
xh3 [T ] = 60.
We now simulate all three schemes (small and large time scales) and the results
are as follows. Figure ?? shows the fractional error in high and low price purchases
made by user 3, as compared to x^h3 and x^
l
3 for the delay based-scheme. We notice that
there is a signicant error. We plot the same quantities when we use the backpressure-
scheme in Figure ??. The scheme quickly converges, causing the errors to be small.
Finally, we plot the same for the delay-based scheme in Figure ??. For this scheme,
we chose the cut-o threshold to be T=8 and the acceptable delay dierence to be
15%. Its error is between the other schemes.
Finally, we plot the total revenue obtained by the store for the two dierent
schemes, and compare them to the maximum possible revenue in Figure 7. The upper
bound is the value
P
j px^
h
j + qx^
l
j, which is the maximum extractable revenue. We see
that the randomized algorithm does signicantly worse than backpressure as well as
delay-based schemes. Even accounting for the fact that a constant part of the revenue
would have to be used to incentivize the scheme, the performance improvement is still
signicant, although the delay-based scheme performs worse than backpressure.
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Fig. 6. An example trajectory for user 3 over the small time scale. The solid line
indicates purchases made at the marked price, while the dashed line indicates
discounted purchases. The user has x^lj = 50 and x^
h
j = 60. In this example
we have set (for illustration) j = x^
l
j = 50; i.e., the reward rate for coupon
forwarding is known exactly, and we see that the user receives exactly the right
number of coupons.
2. Power Law Topology
We now consider a power-law topology that might bear a closer resemblance to real-
world social networks. The graph consists of 100 nodes, and is constructed using
preferential-attachment [14] with each entering node connecting to two others. Nodes
are connected to the coupon source, are relays, and are customers with probabilities
0:2, 0:7 and 0:1, respectively. Customers have arbitrary spending capacities. We
show the upper bound and the performance of the three schemes in Figure 8. Back-
pressure clearly performs the best, followed by the delay-based and random schemes.
The results indicate that using such coupon distribution schemes could signicantly
28
0 5 10 15 20 25
420
440
460
480
500
520
540
560
580
600
620
TIME
R
EV
EN
UE
 O
BT
AI
NE
D
 
 
Backpressure
Max
Random
Delay Based
Fig. 7. Trajectory of revenue obtained by the store using dierent schemes.
increase the revenue obtained.
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CHAPTER III
VALUE-AWARE RESOURCE ALLOCATION FOR
SERVICE GUARANTEES IN NETWORKS
A. Main Results
Classical optimization-decomposition techniques usually yield a \source-rate responds
to link-price" type of controller [15, 17{19], wherein each link's price increases with
the link-load in order to prevent the link-capacity from being exceeded. As the link-
price increases, sources cut down their transmission rates, where the aggressiveness
of the source controller is determined by its utility function. However, the solution to
our problem has remained elusive due to strong coupling between the quality seen at
source that requires a hard guarantee, and the link quality degradation that depends
on the link-loads along its route.
We rst present some examples of what the quality degradation functions might
look like in Section B, and discuss examples that we use later in this work. We then
proceed to provide a centralized solution to the problem in Section C. We develop
two algorithms to this end. A primal algorithm is presented in Section D. Our
main contribution, a dual algorithm is presented in Section E, and stems from the
realization that it is possible to decouple the QoS guarantees at sources and link
quality degradation using eective capacity that is based on the link-price and user-
dissatisfaction. Once we choose an eective capacity for a link, the quality degradation
depends solely on this choice, and not on the actual link-load.
Each source declares its dissatisfaction to the links it uses based on the dierence
between the quality it sees and what it requires. The links set a price based on the
dierence between load and eective capacity, which in turn depends on link-load
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and total user dissatisfaction. This decoupling of link-load and eective capacity
appears to have the correct properties to allow distributed solution. Finally, sources
use route-price (the sum of all link-prices on a route) to determine the source-rate.
We prove that the algorithm is indeed capable of solving our resource allocation
problem using Lyapunov techniques [31]. We illustrate the optimality of the solution
reached by our distributed dual control scheme in some selected cases by directly
solving the optimization problem. We simulate the controller and conduct experi-
ments on realistic topologies in Section F. We conclude with pointers to future work
in Section ??.
B. Examples of Quality Degradation Functions
We rst begin with some ideas of link quality degradation with load. We make several
assumptions on the properties of link quality degradation functions. Mathematically,
one can list them in the following manner. If the total sum-rate on any link is
yl =
P
r2S Rlrxr then
 the quality degradation function Vl(yl) is non-negative and convex increasing in
link-load yl,
 the total quality degradation seen by ow r isPl2LRlrVl(yl) (i.e., quality degra-
dation sums up over multiple hops), and
 nally, in our deterministic approach to the problem, we have an implicit as-
sumption that the service process at one link does not impact the arrival process
at the succeeding link.
While the above assumptions result in mathematical simplicity of our optimiza-
tion problem, we believe that they provide acceptable models of quality degradations
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in communication systems with queues. Below, we justify our assumptions with some
common examples of quality degradation functions.
1. Average Delay in M/M/1 Queues
For an M/M/1 queue with arrival rate x and service rate c, the expected waiting time
in the queue is x
c(c x) for a stable queue, that is when x < c. In this case, one can
write quality degradation function to be the expected waiting time for any packet in
the queue. That is,
V (x) =
x
c (c  x) :
We note that the quality degradation function is always positive and increases from
0 to 1 when x ranges in [0; c). Further,
V 0(x) =
1
(c  x)2 > 0;
V 00(x) =
2
(c  x)3 > 0:
Hence, the function is convex increasing.
2. Decay-rate of a Fluid Buer With On-O Service Process
Consider a single server queue with constant-rate arrival x and a two-state On-O
service process where on and o times are exponentially distributed with rates  and
 respectively. When service is on and the buer is non-empty, it is serviced at a
constant rate R > x such that x < R 
+
. It can be shown [32] that the probability
of buer exceeding a threshold z is exponentially decreasing and a possible quality
degradation function in this case could be the inverse of this decay-rate. One can
write down this decay-rate explicitly in terms of the above parameters as
V (x) =

  lim
z!1
logPr fL > zg
z
 1
=


x
  
R  x
 1
:
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If we denote R 
+
by c then, one can write
V (x) =
x

c

  x
+

c  x :
First, we notice that V (x) is always non-negative in the interval [0; c). Second, we
see that when x approaches 0, the value V (x) diminishes to zero. Analogously, when
x approaches c, the value V (x) tends to innity. Additionally,
V 0(x) =
1
+ 
 
1 +



c
c  x
2!
> 0;
V 00(x) =
2c2
(+ )(c  x)3 > 0:
Hence, one can conclude it is convex increasing. Recent results [33] suggest that
under appropriate conditions, even when packets of a ow traverse from one queue
to the next in a network, the delay seen in each queue is independent of the others.
C. Centralized Resource Allocation
We start by developing ideas on how to solve our resource allocation problem in
a centralized fashion and creating model networks that we will use as examples to
illustrate the performance of dierent control loops throughout this work. We recall
our optimization problem, repeated here for convenience,
max
X
r2S
Ur(xr) (3.1)
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subject to the constraints
yl  cl; 8 l 2 LX
l2L
RlrVl (yl)  r; 8 r 2 S
xr  0; 8 r 2 S:
(3.2)
Consider the case, where utility functions assume unbounded negative values when
xr = 0 and quality degradation functions grow unbounded when sum-rate yl approach
cl. Then, clearly xr > 0 and yl < cl for optimal solution. Let x

r be a feasible point
and there exist constants wr  0 such that
U 0r(x

r) 
X
s2S
ws
X
l2L
RlsRlrV
0
l
 X
i2S
Rlix

i
!
= 0; 8 r 2 S
wr
 X
l2L
RlrVl
 X
i2S
Rlix

i
!
  r
!
= 0; 8 r 2 S;
(3.3)
then xr is a global maximum and if Ur is strictly concave, then x

r is unique global
maximum.
We will illustrate by the following examples how our model takes into consider-
ation all of the desired properties of the quality degradation function and how they
impact resource allocation with service guarantees.
1. Homogeneous Tandem Network
Consider n ows sharing a simple tandem network of L links where each link has a
constant capacity c and identical quality degradation function Vl associated with each
link. All the ows originate at the rst node and their destination is the nal node
as shown in Fig. 9.
We assume that associated with each ow i is a utility function ai log(xi) corre-
sponding to its throughput xi, and a service guarantee i. We also take the quality
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x2
xn
c1 c2
cL
Fig. 9. Tandem network of L links being shared by n ows.
degradation function to be Vl(yl) =   log(1  ylcl ). We choose this quality degradation
function, as it satises the desired convexity property. It also captures the eect that
for achieving capacity over erroneous communication links, one needs to use arbitrary
long codes leading to unbounded variance in available service. Thirdly and very im-
portantly, this choice of quality degradation function gives us analytical expression
for xi's, that oers valuable insight into trade-o between throughput and service
guarantees. Under these assumptions, we have the following optimization problem
max
nX
i=1
ai log xi (3.4)
subject to the constraints
 L log(1 
Pn
i=1 xi
c
)  i; i = 1; 2; : : : ; n
nX
i=1
xi  cl = c; l = 1; 2; : : : ; L
xi  0; i = 1; 2; : : : ; n:
(3.5)
The log function ensures that all xi's are always positive and also that the sum-
rate constraints are never active. Let wi be the Lagrange multipliers associated with
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the quality degradation constraint, then the Lagrangian is given by
L(x;w) =
nX
i=1
ai log xi +
nX
j=1
wj

L log

1 
Pn
k=1 xk
c

+ j

(3.6)
Dierentiating the Lagrangian with respect to xi's and equating them to zero, we
obtain
c 
nX
j=1
xj =
L
Pn
k=1wk
ai
xi : (3.7)
Dening row vector 1 of ones of size n, and n  n matrix D with real entries such
that Djj = 1 +
L
Pn
k=1 wk
aj
and Dij = 1 for i 6= j; we can equivalently write the above
equation in the following compact form,
xD = c1: (3.8)
Let i = argminfi : i = 1; 2; : : : ; ng, then wi = 0; i 6= i and c  
Pn
j=1 x

j =
c exp ( i=L) by KKT conditions. Then,
xi =
 
ai=
nX
i=1
ai
!
c (1  exp ( i=L)) :
This example veries that our modeling intuition is right for resource allocation with
service guarantees. Here are some observations from this simple example:
 For any nite service requirement, sum-rate is always less than the capacity of
each link.
 Throughputs decrease with number of hops due to service requirements.
 When quality degradation is inherent to a link, ow with most stringent service
requirements limits the throughput for every other ow.
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2. Three-Flows Two-Hop Network
Consider the network in Fig. 10 in which three sources transmit over two links. Let
link i have capacity ci. Assuming log utility and quality degradation functions as in
previous example, the resource allocation problem becomes
max
nX
i=1
ai log xi (3.9)
subject to the constraints
  log(1  xi + x3
ci
)  i; i = 1; 2
 
2X
i=1
log(1  xi + x3
ci
)  3:
(3.10)
Let wi be the Lagrange multipliers corresponding to quality degradation constraint
x1
c1 c2
U (  )
1
x2U (  )2
x3U (  )3
Fig. 10. Three ows sharing a two-link network.
of ow i, then the Lagrangian is written
L(x;w) =
3X
i=1
ai log xi +
2X
i=1
wi

log(1  xi + x3
ci
) + i

+ w3
 
2X
i=1
log(1  xi + x3
ci
) + 3
! (3.11)
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From above equations, we can derive the KKT conditions
ai
xi
  wi + w3
ci   xi   x3
= 0; i = 1; 2
a3
x3
 
2X
i=1
wi + w3
ci   xi   x3
= 0;
wi

log(1  xi + x3
ci
) + i

= 0; i = 1; 2
w3
 
2X
i=1
log(1  xi + x3
ci
) + 3
!
= 0:
(3.12)
Let us consider the case when 3 < minf1; 2g. In this case, w1 = w2 = 0 andP2
i=1 log(1  xi+x3ci ) + 3

= 0. For the simple case of ai = 1; i = 1; 2; 3 we have
optimal rates
x1 = x

2 = 2x

3 =
2c
3
(1  exp( 3=2)) : (3.13)
This example veries our modeling intuition for resource allocation with service
guarantees, with same conclusions as in previous example. We will use above two
simple examples for numerical studies of our dual algorithm in Section E.
D. Primal Algorithm
We now develop an algorithm that could potentially be used to obtain an approximate
solution of our optimization problem. The approach that we use is called the Primal
method, as it follows from the Primal formulation of the problem. The main idea is to
relax the constraints by incorporating them as a cost into the objective. Essentially,
the idea is that there is a price to violating the quality constraints, and we maximize
utility minus price. Thus we consider the function
J(x) =
P
r2S
 
Ur(xr) Br
 P
l2LRlrVl (yl)

; (3.14)
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where Br() is a barrier function assumed to be convex increasing, from zero to un-
bounded values when argument increases from zero to r. To minimize this function,
we can use a gradient descent approach, i.e.,
_xr = kr(xr) (U
0
r(xr)  qr) ;
qr =
X
s2S
B0s
 X
l2L
RlsVl (yl)
!X
l2L
RlsRlrV
0
l (yl) :
(3.15)
Since the problem is convex, it is straightforward to show using Lyapunov techniques
[16,23,31] that the above algorithm converges, and leads to one maximizer of (3.14).
To this end, note that J(x) as dened in (3.14) is a strictly concave function. We
denote its unique maximizer by x^. Then, J(x^)   J(x) is non-negative and equals
zero only at x = x^. This makes W (x) , J(x^)  J(x), a natural candidate Lyapunov
function and we use it in the following proposition, which has a similar proof to that
of [23].
Proposition 4 Consider a network in which all sources follow the primal control
algorithm (3.15). Let J(x) be as dened in (3.14) and functions Ur(); kr(); Vl()
and Bs() be such that W (x) grows unbounded as kxk ! 1, and x^i > 0 for all i.
Then, the controller in (3.15) is globally asymptotically stable and the equilibrium
value maximizes (3.14).
Proof 4 Dierentiating W (x) with time t, we get
_W =  
X
r2S
@J
@xr
_xr
=  
X
r2S
kr(xr) (U
0
r(xr)  qr)2 < 0; 8x 6= x^;
and _W = 0 for x = x^. Here, second line of the equation follows from equations (3.14)
and (3.15). Thus, all the conditions of the Lyapunov theorem are satised and we
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have proved that the system state converges to x^.
However, primal controller suers from the following handicaps. The approach is
not optimal since the relaxation would yield an acceptable solution only if the barrier
values at the optimal solution of our original objective (3.1) were small. Further, the
above formulation would not allow for optimal points on the boundary of constraint
set. We now approach the problem from a dual perspective to see if we can obtain
any better insight.
E. Dual Algorithm
We start by writing down Dual version of our resource allocation problem dened in
(3.1) in the hope it yields insight on how to obtain a distributed method of achieving
optimal resource allocation. The Dual problem corresponding to the problem dened
in (3.1) is given by
D(w) =max
xs0
X
s2S
Us(xs)  ws
 X
l2L
RlsVl (yl)  s
!
:
Let xr be the optimal maximizer, then
U 0r(x

r) =
X
s2S
ws
X
l2L
RlsRlrV
0
l (y

l ) :
This gives us a system of equations that needs to be solved to nd the optimal
xr for each w: However, this is in an implicit form that requires the knowledge of
load on every link that a ow traverses. Therefore, this approach is not completely
distributed.
Nevertheless, this formulation gives us the hint that instead of link load and link-
degradation being dependent on each other directly with load y = Rx and degradation
V (y), we could break up their coupling. We do this by introducing a new variable ~y
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that we refer to as eective capacity. The relaxed version of the resource allocation
problem is now
max
X
r2S
Ur(xr) (3.16)
subject to the constraints X
r2S
Rlrxr = yl  ~yl; 8 l 2 L
X
l2L
RlrVl (~yl)  r; 8 r 2 S
xr  0; 8 r 2 S:
(3.17)
Assuming that our concave utility and convex quality degradation functions ensure
that respectively xr's and (cl   ~yl)'s are always positive, we can express the Dual
problem in terms of positive Lagrange multipliers pl's and wr's
min
p;w0
D(p; w) (3.18)
where D(p; w) is the maximum of the Lagrangian L(x; ~y; p; w) with respect to x; ~y
D(p; w) = max
xs;~yl0
X
s2S
Us(xs) 
X
l2L
pl
 X
s2S
Rlsxs   ~yl
!
 
X
s2S
ws
 X
l2L
RlsVl (~yl)  s
!
:
Let x; ~y be the maximizers for the above problem for any p; w, then
U 0r(x

r) =
X
l2L
Rlrpl;
pl = V
0
l (~y

l )
X
r2S
Rlrwr:
(3.19)
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Now, we nd the partial derivatives of D(p; w) with respect to variables p and w
@D
@pl
= ~yl  
X
s2S
Rlsx

s; l 2 L
@D
@wr
= r  
X
l2L
RlrVl (~y

l ) r 2 S:
(3.20)
Then the update equations for solving the Dual minimization of the relaxed problem
are
_pl = hl(pl)
 X
s2S
Rlsx

s   ~yl
!+
pl
; l 2 L
_wr = kr(wr)
 X
l2L
RlrVl (~y

l )  r
!+
wr
r 2 S;
(3.21)
where hl(); kr()are positive functions and the notation (z)+ is used to denote the
function
(z)+ =
8><>: z   0maxfz; 0g  = 0:
1. Distributed Algorithm
We can now easily see that the above algorithm is distributed in nature. At any time
during evolution of our algorithm, we can treat Lagrange multipliers pl and wr as
link-price and route-dissatisfaction, respectively. A ow r needs to \pay" link-price
pl for congesting link l if it uses the link (with the route-price being the sum of all
such pls), and wr is its end-to-end dissatisfaction under the current system state.
The eective capacity of link l is ~yl and is decoupled from the actual load on this
link yl =
P
r2S Rlrxr. We denote the sum of link-prices by qr =
P
l2LRlrpl for any
ow r, and sum of route-dissatisfaction on a link l by l =
P
r2S Rlrwr to yield the
total dissatisfaction on that link. Note that such a total implies that there is no
need to maintain per-ow information at the link. We denote the eective quality
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degradation seen by any ow r by ~r =
P
l2LRlrVl(~yl). Notice again that due to
decoupling through ~y, the perceived quality degradation is a function of eective
capacity, and not the actual link-load.
The algorithm is illustrated in Fig. 11. Although the diagram is reminiscent
of traditional \source-rate responds to link-price" [15{18] corresponding to the con-
gestion control problem dened in (1.1), the system is actually very dierent. The
system may be described as follows:
 Each ow r, as it traverses its route, it accrues the price qr that it needs to
\pay" for using each of the links l. Using this route-price, each source computes
a feasible rate
xr = U
0 1
r (qr):
Furthermore, each source declares its dissatisfaction wr to the links it uses based
on the dierence between the quality degradation ~r that it sees and r what
it is willing to tolerate. The dissatisfaction is updated using
_wr = kr(wr) (~r   r)+wr :
 Each link detects the total dissatisfaction l of ows sharing it and computes
eective capacity
~yl = V
0 1
l (pl=l)
and updates the link price by
_pl = hl(pl) (yl   ~yl)+pl :
Further, the link ensures that the quality degradation suered by sharing ows
is Vl(~yl) by adding to or dropping part of the total ow as needed.
In summary, along with the two traditional elements of source-rate xr and link-price
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pl; we have two additional control variables: source-dissatisfaction wr and eective ca-
pacity ~yl (with link-degradation Vl(~yl)) that provide two further dimensions of control
that are required for distributed solution.
xr = U
′
−1
r (qr)
w˙r = kr (σ˜r − σr)
+
wr
y˜l = V
′
−1
l (
pl
νl
)
p˙l = hl (yl − y˜l)
+
pl
R
RT
x,w y, ν
q, σ˜ p, V (y˜)
Sources Links
Fig. 11. A block diagram of value-aware resource allocation that allows decoupling of
user-dissatisfaction on the source side, and quality on the link side.
Now, we show that under reasonable assumptions over Vl(), the slackness condi-
tion of sum-rate being less than or equal to eective capacity is always satised with
equality at equilibrium.
Proposition 5 Let us assume that Vl() is strictly convex and increasing. Then, at
the equilibrium yl = ~yl for all l 2 L.
Proof 5 Our proof is by contradiction. Let us assume that there is a l 2 L, such that
yl < ~yl. Then for this l, we have pl = 0. Note that V
0
l () is a non-negative increasing
function. That is, either V 0l (0) = 0 or V
0
l (z) > 0 for all z 2 [0; cl]. For the former
45
case, 0  yl  ~yl = 0 = V 0 1l (0); i.e., yl = ~yl. For the latter case, pl cannot be zero
since V
0 1
l (0) is not in the feasible range of yl and hence this will force yl = ~yl at the
equilibrium.
We have in eect, shown that the equilibrium conditions of our control loop
satisfy the KKT conditions of our original optimization problem dened in (3.1).
The conditions are easy to verify, and we may state this result as a corollary of
Proposition 5.
Corollary 6 The stationary point of (3.21) is a maximizer of the convex optimiza-
tion problem described by (3.1).
2. Global Stability of Distributed Algorithm
It is quite easy to show that the above algorithm is globally asymptotically stable.
To show this, we choose our Lyapunov function to be
Q(p; w) = D(p; w) D(p^; w^); (3.22)
where p^; w^ are the unique minimizers of D(p; w). It is clear that Q(p; w)  0 for all
values of p; w. Also, it is easily seen that D(p; w) grows radially unbounded in p; w
for our choice of Vl(). Therefore, to show that the above algorithm is stable it suces
to show _D(p; w)  0, with equality i p = p^ and w = w^. Note that at p^; w^, one would
have _pl = _wr = 0.
Proposition 7 Let Q(p; w) be as dened in (3.22) and functions Ur(); Vl(); kr() and
hl() be such that Q(p; w) grows unbounded with kpk and kwk. Then the controller
in (3.21) is globally asymptotically stable and the equilibrium value maximizes (3.1).
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Proof 6 Dierentiating D with respect to time, we get
_D(p; w) =
X
l2L
@D
@pl
_pl +
X
r2S
@D
@wr
_wr
=  
X
l2L
hl(pl) (yl   ~yl) (yl   ~yl)+pl
 
X
r2S
kr(wr) (~r   r) (~r   r)+wr
< 0; 8p; w 6= p^; w^;
and _D(p^; w^) = 0. Here, the second line of equation follows from equations (3.20)
and (3.21). Thus, all the conditions of the Lyapunov theorem [31] are satised and
we have proved that the Lagrange multipliers converge to p^; w^. Hence, the system con-
verges to the minimizer of (3.18). From the convexity of our original problem (3.1),
and Corollary 6, this in turn implies that the stable point is the maximizer of (3.1).
Now, we study our primary examples of homogeneous tandem network and three-ows
two-links network to compare our dual algorithm's performance with the optimal
solution.
3. Homogeneous Tandem Network
Consider the same setting as in 1. Then, for an optimal x; y we would have
xi =
ai
Lp
y = c 
Pn
i=1wi
p
:
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Here, we have assumed that pl = p and y

l = y
 by symmetry. We would also have
additional equations from KKT conditions
p
 
nX
i=1
xi   y
!
= 0
wi

L log

1  y

c

+ i

= 0:
Finiteness of xi from throughput and quality degradation constraint ensures that
p 6= 0 and the solution degenerates to the solution of original resource allocation. We
can also verify that by simulating dual algorithm on Simulink and using our proposed
distributed algorithm to nd the optimal operating point as predicted. This exercise
also shows that proposed algorithm indeed converges.
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Fig. 12. Distributed resource allocation for homogeneous tandem network.
We used the following parameters for our Simulink model, n = 2; L = 3; 1 =
24; 2 = 3; c1 = c2 = c3 = 5 and a1 = a2 = 1. For this case, we have x

1 = x

2 =
2:5  (1  exp( 1)) = 1:5803. We have plotted the convergence of source rates with
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iteration time for both the ows in Fig. 12.
4. Three-Flows Two-Hop Network
Consider the same setting as in 2. Then, for an optimal x; y we would have
xi =
1
pi
; i = 1; 2 x3 =
1
p1 + p2
yi = c 
wi + w3
pi
; i = 1; 2:
Here, we have assumed that pl = p and y

l = y
 by symmetry. We would also have
additional equations from KKT conditions
p
 
nX
i=1
xi   y
!
= 0
wi

log

1  y

i
c

+ i

= 0; i = 1; 2
w3
 
2X
i=1
log

1  y

i
c

+ 3
!
= 0:
Finiteness of xi from throughput and quality degradation constraint ensures that
p 6= 0 and the solution degenerates to the solution of original resource allocation
problem since yi = x

i + x

3; i = 1; 2.
For numerical study of convergence of our proposed algorithm for this topology,
we used the following parameters in our Simulink model, 1 = 2 = 1; 3 = 3; c1 =
c2 = 5 and ai = 1; i = 1; 2; 3. For this case, 3 > 1 + 2, and hence we would have
w3 = 0. Therefore, x

1 = x

2 = 2x

3 =
2c1
3
(1   exp( 1)) = 2:1071. We have plotted
the convergence of source rates with iteration time for all ows in Fig. 13.
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Fig. 13. Distributed resource allocation for three-ow two-hop network.
F. NS-2 Experiments
We implemented our transport layer protocol on Network Simulator (NS-2). Unlike
TCP, this transport layer protocol is rate based. The various implementation details
are given in the following sections, followed by results and analysis.
1. Source Dynamics
Each Packet header in the source contains the following additional elds:
1.Dissatisfaction of the source. Dissatisfaction is calculated at a per packet basis. It
is done as per the following computation at the destination node.
_w(t) = 1000 (~r   r)+wr : (3.23)
~r is the quality degradation the source sees. r is the quality degradation the source is
willing to tolerate. w(t) is the current dissatisfaction for the particular source. Using
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the dissatisfaction in the previous time instant the current source dissatisfaction can
be calculated.
2.Route Price (qr), initialized to zero.
qr =
X
pl (3.24)
pl is the real queue length at link l.
At the destination node, qr for a particular source is used to set the source rate till
the next interval. The source rate is given by the following equation:
xr =
a
qr
(3.25)
To scale this equation to the rates of the link capacities, we do a modication as given
below:
xr =
a
qr
106
(3.26)
a is set to a value of 100, so that convergence is fast.
2. Link (Router) Dynamics
In order to implement the virtual capacity of links, we need to shape the trac
arriving at links. We achive such trac shaping through a system of two queues { (i)
the trac shaping (TS) queue, and (ii) the router queue.
The Trac Shaping (TS) Queue: The purpose of this queue is to shape trac entering
the router queue. Since our system requires decoupling of the real load yl on link l
from the actual load ~yl; we need to either add or subtract packets arriving at the link.
For example, if two sources (S1, S2) are using link L, then the whenever a packet
from S1 or S2 arrive they are enqueued into the TS queue rather than into the router
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Fig. 14. Link in our system comprises of the TS-queue and the router queue.
queue. The TS queue is drained at rate ~yl: We implement such a drain rate by means
of a token generator at each link. Tokens are created at rate ~yl: Each token obeserves
the TS queue. If there is any packet in the TS queue, it places the packet at the head
of the TS queue into the router queue. Otherwise, the token itself is placed in the
router queue. Delays are created due to the time that packets spend in the TS queue,
but we will see that these delays are small. We choose a large buer size (10; 000
packets) to ensure that few packets are lost.
c
Router QueueTS Queue
Tokens
y
Tokens Dropped
y
Fig. 15. TS-queue in our system
The Router Queue: This queue is the output queue at the link l. It is drained at rate
cl: The delay of this queue maps to the fucntion Vl(~yl): In other words, the delays seen
at this queue are used to calculate end-to-end dissatisfaction at sources. However, the
overall packet delays are actually the sum of the TS delay and the router delay. Note
that some of the packets on this queue might actually be tokens that were generated
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at the TS queue. These tokens are dropped immediately upon reception at the next
hop TS queue.
c
Router QueueTS Queue
Tokens
y
y
Tokens Dropped
Fig. 16. Router queue in our system
At periodic time intervals the ~y is updated according to the following equation:
~y = cl  
r
l
pl
(3.27)
where cl is the link capacity, l is the link dissatisfaction calculated as follows:
l =
X
r2S
wr (3.28)
pl is the real queue length at the link. As in previous section, we scale l and pl by
a constant so that there is an eect on ~y when there are changes in either of the
quantities. The l is changed as follows:
l = 1000:
X
r2S
wr (3.29)
and the pl is modied as follows:
pl =
pl
106
(3.30)
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The equation for ~yl becomes:
~y = cl  
s
109  l
pl
(3.31)
Unlike the analytical proof presented earlier, we note that in reality it takes a
while for the impact of changing ~yl to be felt on the end-to-end delay. Therefore, we
do not change ~yl at the same time scale as source rates. Instead, we do so periodically
at each link. The times at whcih each link changes its value of ~yl are not synchronized.
The objective is to get the source rates to converge to ~yl. The ~yl is again changed
after some time interval, assuming that the sum of source rates converged to that ~yl;
and hence the observed delay is Vl(~yl):
3. Results
We rst simulate the Three-Flows Two-Hop Network as a basic case to study the
protocol we have developed. Then we proceed to two realistic topologies presented
in [29] to conduct the simulations. Our objective is to study the performance of our
value-aware controller in dierent networking scenarios.
a. Three-Flows Two-Hop Network
x1
c1 c2
U (  )
1
x2U (  )2
x3U (  )3
Fig. 17. Three ows sharing a two-link network.
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As shown in the above gure, the three ows are x1, x2 and x3. c1 and c2 are
taken to be 15Mb.
Let Ti denote the propogation delay for ow i with no queueing delays. In the system
considered T1 = 40ms, T2 = 40ms and T3 = 80ms. The following two cases are studied
here.
1. Flow x3 with a tight delay constraint
2. All ows with a loose delay constraint.
Case 1: In this case the following parameters for the ows are considered:
1 = 1000s, 2 = 1000s, 3 = 0.085s. A i value is the allowed dissatisfaction for the
ow i. In this case we have set a very high value for ows 1 and 2, while for ow
2 the dissatisfaction allowed is very low and nearly equals the propogation delay of
80ms, and allows a queuing delay of 5ms for the two intermediate queues at router
1 and router 2. The tight delay constraint on ow 3 has an eect on the other two
ows which share the link with it. In Figure 18 we have plotted the three rates for
ows x1, x2 and x3. Figure 19 shows the acceptable delay for packets for ow 3, the
control delay achieved and the actual total delay for packets to reach node 3 from
node 1. Figure 20 plots the ~y at router node 1.
55
0
2e+06
4e+06
6e+06
8e+06
1e+07
2000 4000 6000 8000 10000
So
ur
ce
 R
at
es
Time
route 1
route 2
route 3
Fig. 18. Rates for the routes 1, 2 and 3 for a realizable but, tight constraint
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Fig. 19. Delay experienced by route 3, as plotted against the required delay and the
control delay
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Fig. 20. ~y at router node 1
Case 2: In this case the following parameters for the ows are considered:
1 = 1000s, 2 = 1000s, 3 = 1000s. In Figure 21 we have plotted the three rates
for ows x1, x2 and x3. Figure 22 plots the ~y at router node 1. As can be seen, ~y is
equal to the link capacity, since the dissatisfaction is very high.
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Fig. 21. Rates for the routes 1, 2 and 3 for a realizable loose constraint
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Fig. 22. ~y at router node 1
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b. Abilene Topology
Our rst realistic network represents the major nodes of the Abilene network topol-
ogy [34]. The network consists of high bandwidth links, and connects several uni-
versities and research labs. Trac consists of large scale data transfers (low quality
constraints) and distributed computation (where ows have strict delay constraints).
Here we consider the same two cases as discussed in the Three-Flows Two-Hop case.
1
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Fig. 23. Abeline topology
As shown in Figure ??, the three ows are x1, x2 and x3. In the system considered
T1 = 50ms, T2 = 45ms and T3 = 25ms. The following two cases are studied here.
1. Flow x1 with a tight delay constraint
2. All ows with a loose delay constraint.
Case 1: In this case the following parameters for the ows are considered:
1 = 1000s, 2 = 1000s, 3 = 0.055s. A i value is the allowed dissatisfaction for the
ow i. In this case we have set a very high value for ows 2 and 3, while for ow
1 the dissatisfaction allowed is very low and nearly equals the propogation delay of
50ms, and allows a queuing delay of 5ms for the ve intermediate queues at routers
1, 5, 4, 6 and 10. The tight delay constraint on ow 1 has an eect on the other two
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ows which share the link between routers 6 and 10 with it.
In Figure 24 we have plotted the three rates for ows x1, x2 and x3. Figure 25 shows
the acceptable delay for packets for ow 1, the control delay achieved and the actual
total delay for packets to reach node 11 from node 1. Figure 26 plots the ~y at router
node 10 which is shared by all the three ows.
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Fig. 24. Rates for the routes 1, 2 and 3 for a realizable but, tight constraint
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Fig. 25. Delay experienced by route 1, as plotted against the required delay and the
control delay
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Fig. 26. ~y at router node 10
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Case 2: In this case the following parameters for the ows are considered:
1 = 1000s, 2 = 1000s, 3 = 1000s. In Figure 27 we have plotted the three rates for
ows x1, x2 and x3. Figure 28 plots the ~y at router node 10. As can be seen, ~y is
equal to the link capacity, since the dissatisfaction is very high for all the ows using
that link.
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Fig. 27. Rates for the routes 1, 2 and 3 for a realizable loose constraint
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c. Abilene Topology: ON-OFF ows
In the abilene topology we study the eect of ON-OFF ows on the dynamics of the
system. The Figure 23 shows ows x1; x2andx3. x1 and x2 ows are present in the
system for T time units. The ow x3 enters the system after t1 time units and leaves
after t2 time units, where t1 < t2 < T: The dissatisfaction for x1andx2 is very high,
while the dissatisfaction for x3 is very low, i.e. the delay constraint for packets for
ow x3 is very tight. Figure 29 shows how the rates go down as soon as the third ow
starts. This is due to the low dissatisfaction of the ow. Similarly Figure 30 shows
the corresponding ~yl which falls down as soon as the new ow enters, and picks up
again as soon as the ow leaves the system.
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Fig. 29. Rates for ows x1; x2; x3
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Fig. 30. ~y at router node 10
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d. Access-Core Topology
Our second realistic network is an access-core topology. It represents a paradigm
similar to commercially available Internet access, wherein users have a relatively small
access bandwidth (from homes and businesses), connected together by resource rich
core-network. User bandwidth is constrained, either directly at the nal hop into the
home, or at a neighborhood head-end. Applications such as P2P le transfers (low
quality constraint), as well as voice and video calls (higher quality constraints) result
in end-to-end trac on such a topology.
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Fig. 31. Access core topology
As shown in Figure 31, the three ows are x1, x2 and x3. In the system considered
T1 = 20ms, T2 = 25ms and T3 = 20ms. The following two cases are studied here.
1. Flow x1 with a tight delay constraint
2. All ows with a loose delay constraint.
Case 1: In this case the following parameters for the ows are considered:
1 = 0.025s, 2 = 1000s, 3 = 1000s. In this case we have set a very high value
for ows 2 and 3, while for ow 1 the dissatisfaction allowed is very low and nearly
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equals the propogation delay of 20ms, and allows a queuing delay of 5ms for the three
intermediate queues at routers 1, r1 and r4. The tight delay constraint on ow 1 has
an eect on the other two ows which share the link between r4 and 4 with it.
In Figure 32 we have plotted the three rates for ows x1, x2 and x3. Figure 33 shows
the acceptable delay for packets for ow 1, the control delay achieved and the actual
total delay for packets to reach node 4 from node 1. Figure 34 plots the ~y at router
r4 which is shared by all the three ows.
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Fig. 32. Rates for the routes 1, 2 and 3 for a realizable but, tight constraint
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Fig. 33. Delay experienced by route 1, as plotted against the required delay and the
control delay
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Fig. 34. ~y at router node 10
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Case 2: In this case the following parameters for the ows are considered:
1 = 1000s, 2 = 1000s, 3 = 1000s. In Figure 35 we have plotted the three rates
for ows x1, x2 and x3. Figure 36 plots the ~y at router node r4. As can be seen, ~y is
equal to the link capacity, since the dissatisfaction is very high for all the ows using
that link.
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Fig. 35. Rates for the routes 1, 2 and 3 for a realizable loose constraint
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CHAPTER IV
CONCLUSIONS
A. Implicit Learning for Explicit Discount Targeting in Online Social Networks
We developed distributed schemes for targeted coupon delivery using online social
networks. The objective was to create a two-tier price structure for maximum revenue
extraction by selective discounting. We designed systems that allow users to obtain
coupons from their neighbors, and incentivize these neighbors by rewarding them for
coupon forwarding. We proved how backpressure ideas could be used to achieve a
optimal solution, and also how to use it to obtain a simpler (albeit less ecient)
scheme. Future work includes dealing with potential malicious users, and a testbed
implementation.
B. Value-aware Resource Allocation for Service Guarantees in Networks
In this work we considered the design of a distributed resource allocation algorithm
that would allow each individual ow to specify its measure of value. We assumed
that every ow passing through a link suers a certain quality-degradation due to the
load on the link, and that such degradation adds up over the multiple links that the
ow traverses. The objective is to ensure that the system throughput is maximized
in a fair manner, subject to each ow's quality of service satisfying a hard constraint.
Our aim was to ensure that the algorithm should be simple, use local information,
and the relays need not maintain per-ow information.
We rst showed that attempting to solve this problem by the usual optimization
decomposition techniques in Primal formulation yield approximate solutions, and in
Dual formulation centralized solutions. However, the observation that decoupling
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the link-load from the quality degradation using a secondary variable that we call
eective-capacity, allows us to design such a controller. Under our scheme, the source
chooses its rate based on a route price, and it declares a dissatisfaction based on
the quality of service that it sees. Links choose an eective-capacity based on dis-
satisfaction and link-price, and modify the price as if the eective-capacity were the
actual capacity of the link. The control scheme only requires that links be aware of
aggregate quantities of the ows using them, and the sources perform computations
solely based on the parameters obtained from the links they traverse, hence satisfying
our requirements.
We studied various topologies, and used ns-2 simulations to show the perfor-
mance acheivable by this protocol. We observed that if a ow declares a very low
dissatisfaction (achievable), it will be able to achieve it. In order to do so, the eective
capacity would go down and the ows using the common links with this ow will need
to cut down on their rates. On the other hand if the dissatisfaction declared by all the
ows is high, all ows will use up the entire link capacity, since the eective capacity
of the link would be equal to the link capacity. As mentioned in the implementation
section of the ns-2 simulations, this protocol can be easily implemented in the current
routers and end hosts.
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APPENDIX A
PROOF OF LEMMA 1
First, it is easy to verify that the optimal solution satises yi(j;s)  xilj because oth-
erwise, the store can extract more prot by reducing the number of coupons sent to
user j: Based on that, OPT 1 can be re-written as:
OPT1 : max
X
i2S
X
j2Bi
 
qiyi(j;s) + p
ix^ihj

s:t:
X
i2S
X
j:(m;j)2L;j 6=si
yi(m;j)  m;8m 2 NX
j:(m;j)2L
yi(m;j) =
X
n:(n;m)2L
yi(n;m)8m 2 N
yi(j;s)  xilj
yi(m;j) = 0 if m 2 Bi and j 6= s
Since x^ihj are constants, the objective is equivalent to
max
X
i2S
X
j2Bi
 
qiyi(j;s)

= max
X
i2S
qi
 X
j2Bi
yi(j;s)
!
:
Thus, the lemma holds.
76
APPENDIX B
PROOF OF THEOREM 2
The analysis follows the Lyapunov drift used in [5{7].
Dene Q[t] = fQij[t]; ~Qij[t]gj2N ;i2S : It is easy to verify that Q[t] is a Markov chain.
Further, given ij  bij for all j and i; we can obtain that for any j 2 Bi; the following
holds
Qij[t+ 1] + ~Q
i
j[t+ 1]
=
0@Qij[t] + ~Qij[t] + X
m:(m;j)2L
yi(m;j)[t]  ij
1A+ :
Next, consider a Lyapunov function such that
V [t] =
1
2
X
i2S
X
j2Bi

Qij[t] + ~Q
i
j[t]
2
:
Following the analysis in [7], it can be shown that there exists B > 0; independent of
Q[t]; such that
E [V [t+ 1]  V [t]jQ[t]]
 B +
X
i2S
Qid[t]E
24i[t]  X
j:(d;j)2L
yi(d;j)[t]
Q[t]
35
+
X
i2S;j 6=d

Qij[t] + ~Q
i
j[t]


E
240@ X
m:(m;j)2L
yi(m;j)[t] 
X
n:(j;n)2L
yi(n;j)[t]
1AQ[t]
35 :
Letting i =
P
j:(d;j)2L y
i
(j;d); where y
i
(j;d) is the optimal solution to OPT 2, we further
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obtain that
E [V [t+ 1]  V [t]jQ[t]]
= B1 +
X
i2S
 
Qid[t] QT qi

E

i[t]  iQ[t]
+
X
i2S
Qid[t] 
i
 
X
j
X
m:(j;m)2L
X
i2S
yi(j;m)[t]
Qij[t] + ~Q
i
j[t] Qim[t]  ~Qim[t]

Next we have that
X
(j;m)2L
X
i2S
yi(j;m)[t]

Qij[t] + ~Q
i
j[t] Qim[t]  ~Qim[t]

(a)
X
(j;m)2L
X
i2S
yi(j;m)

Qij[t] + ~Q
i
j[t] Qim[t]  ~Qim[t]


X
i2S
Qid[t] 
i;
where inequality (a) holds due to backpressure routing, and
 
Qidi [t] QT qi
  
i[t]  i  0
holds according to the denition of the rate controller. Thus, according to the Fos-
ter's criterion, we can conclude that Q[t] is positive recurrent, which implies that
limt!1E[V [t]] <1:
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Since Q[t] is positive recurrent, we further have
1
T
(E [V [T ]]  E [V [0]])
=
1
T
TX
t=1
(E [E[V [t]jQ[t]]]  E [E[V [t  1]jQ[t  1]])
 B1 +
X
i
QT q
i
 PT
t=0
i[t]
T
  i
!
;
which implies that
X
i
qi
 
i  
PT
t=0
i[t]
T
!
 B
QT
+
E [V [T ]  V [0]]
T
:
Note that X
i
qi
 
i  
PT
t=0
i[t]
T
!
 0
because the network is stable and the i is the optimal solution to OPT 2. Thus, we
have that
0 
X
i
qi
 
i   lim
T!1
PT
t=0
i[t]
T
!
 B
QT
;
which leads to equality (2.11). Furthermore, since the queues are stable, so when
T !1; almost all coupons are consumed, which implies that equality (2.12).
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APPENDIX C
PROOF OF THEOREM 3
We use a Lyapunov argument, with the Lyapunov function
J [k] =
 
ij[k]  ^ij
2
:
Then we have
J [k + 1]   J [k]
= (ij[k + 1])
2
+ (^ij)
2   2^ijij[k + 1]
 (ij[k])2   (^ij)2 + 2^ijij[k]
=
 
ij[k + 1]  ij[k]
  
ij[k + 1] + 
i
j[k]  2^ij

We have two cases.
Case I: If ijz
i
j[k] > 0, i.e., 
i
j[k] < ^
i
j, we have from (2.13)
J [k + 1]  J [k] = (2(ij[k]  ^) + );
which is non-positive except in ij[k]  ^ij 2 [ =2; 0].
Case II: ijz
i
j[k] = 0, i.e., 
i
j[k]  ^ij, we have from (2.13)
J [k + 1]  J [k] =  (2(ij[k]  ^) + );
which is non-positive except in ij[k]  ^ij 2 [0; =2].
Thus, the system is globally asymptotically stable and ij   ^ij will converge to
the interval [ =2;+=2].
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