Abstract. We study the composition operator C Ψ induced by an analytic self-map Ψ of the unit ball B N in C N that extends to be smooth on B N . When Ψ is of class C 3 on B N , we extend to weighted Bergman spaces W. R. Wogen's characterization of when C Ψ is bounded on H p (B N ) . Next, when Ψ is of class C 4 on B N , we show that if > 0 and
Introduction and Statement of results

Let
where dV α (z) = (1 − |z| 2 ) α dV (z) and dV is normalized volume measure on B N . Also, for 0 < p < ∞, the Hardy space H p (B N ) is the space of all g ∈ H(B N ) for which
where dσ is normalized surface measure on ∂B N . We will often use the following notation to allow unified statements:
known to induce an unbounded composition operator on H p (B 2 ); see section 3.5 in [CM] .
W. R. Wogen [W1] has shown a condition on Ψ ∈ C 3 (B N ) to be necessary and sufficient for C Ψ to be bounded on H p (B N ). We will refer to Wogen's condition as "Condition W"; see (3.1) below. In this paper we continue the study of composition operators induced by a symbol that is smooth on B N , using Condition W as the basis of our study. Our approach involves careful local analysis of Ψ at a point on the unit sphere to show that failure of Condition W implies failure of Carleson measure criteria for C Ψ to be bounded between certain weighted Bergman spaces.
D. D. Clahane [Cl, Theorem 3.3] has shown that in general, i.e. without assuming Ψ is smooth, if −1 ≤ α 1 < α 2 and C Ψ is bounded on A p α1 (B N ), then C Ψ is bounded on A p α2 (B N ). When Ψ ∈ C 3 (B N ), our local analysis shows that the converse of Clahane's theorem is valid, and so Condition W characterizes boundedness of C Ψ on every weighted Bergman space A p α (B N ); see Theorem 3.2 below which is our first main result. We also give examples showing that the converse fails in general, i.e. without the assumption that Ψ is smooth.
Next we consider Ψ ∈ C 4 (B N ) and show that when Condition W fails, failure of Carleson measure criteria for C Ψ to be bounded implies failure of Carleson measure criteria for a composition operator induced by a polynomial map H defined from the Taylor expansion of Ψ to be bounded. Analysis of the action of C H on simple monomials can then be used to show that
for any > 0. This gives our second main result: If Ψ ∈ C 4 (B N ), > 0, and
; see Theorem 4.1 below. Or, paraphrasing the contrapositive, if Ψ is sufficiently smooth and maps A p α (B N ) into a larger (but not too large) Bergman space, then it automatically is bounded on A p α (B N ). This kind of result, with a discrete jump of size 1/4 in the exponent of the weight, seems to be new. The assumption that Ψ is smooth is essential. Given any δ > 0, we provide an example of ϕ :
In a recent preprint [W2] , W. R. Wogen shows that failure of Condition W implies a related condition that can be easier to check. The polynomial map H referred to in the preceding paragraph appears in the examples given in [W2] .
The rest of the paper is organized as follows: §2 contains the key lemmas used to prove our main results. These lemmas come from the local analysis of Ψ at a point on the unit sphere when Ψ is smooth. The extension of Wogen's theorem to A p α (B N ) is given in §3, and then our results when Ψ ∈ C 4 (B N ) are given in §4. The first author wishes to acknowledge the hospitality of the University of Hawaii, where this research was carried out.
Local analysis of Ψ when it is smooth
Let Ψ = (ψ 1 , ..., ψ N ) : B N → B N be a smooth map and analytic on B N with Ψ(e 1 ) = e 1 where e 1 = (1, 0, . . . , 0). In this section we analyze the local behavior of ψ 1 near e 1 . The following is Lemma 6.6 of [CM] .
Lemma 2.1. Let ϕ : B N → B 1 be analytic and of class C 3 on B N with ϕ(e 1 ) = 1. Then
We introduce the following notation:
Assuming the hypotheses of Lemma 2.1, near e 1 the Taylor expansion of ϕ is
−1 times the sum of the quadratic terms of the Taylor expansion of ϕ at e 1 in z k variables, i.e.,
(2.1)
Therefore, near e 1 the Taylor expansion of ϕ is given by
Lemma 2.2. Let ϕ : B N → B 1 be analytic and of class C 3 on B N with ϕ(e 1 ) = 1. Then
Moreover, if equality holds for some z 2 = 0, then there exists a unitary change of coordinates in z 2 such that
Proof. Let k ≥ 2. Fix any z k and make a unitary change of coordinates to w 2 with w 2 as the z k direction. Since Q 2,ϕ is invariant under a unitary change of coordinates, using Lemma 2.1 and equation (2.1) we have
By taking k = 2 this proves the first assertion. Now suppose equality holds for some z 2 = 0 in (2.3). Making the same change of variables as in (2.6) and then making the change of variables z 2 → e iθ z 2 for an appropriate θ, equation (2.2) can be rewritten as
For positive real numbers s and t with 1
Since |ϕ| ≤ 1 and D 1 ϕ(e 1 ) > 0, it follows that a j = 0 for j = 3, ..., N and so
By (2.6) we know that
for all z 3 . If equality holds for some z 3 = 0, then we may repeat the argument above with z 3 in place of z 2 . We can repeat this argument as long as
Lemma 2.3. Let ϕ : B N → B 1 be analytic and of class C 3 on B N with ϕ(e 1 ) = 1. If equality does not hold in (2.3) for any z 2 = 0, then as z → e 1
for some constant C > 0 depending smoothly on ϕ.
Proof. If equality does not hold in (2.3) for any z 2 = 0, then there exists
Since (1 − 2C) > 0, (2.7) now follows from (2.2). Now assume that ϕ ∈ C 4 (B N ). If equality does not hold in (2.3) for any z 2 = 0, then (2.8) follows from (2.7). Now assume that equality holds in (2.3) for some z 2 = 0, and so (2.4) and (2.5) hold after a unitary change of coordinates by Lemma 2.2. Then
We have C < 1/2 from (2.5), so there exists c > 0 such that
for all z 2 , and on the other hand
, then (2.8) follows from (2.10) and (2.2). Therefore we assume |1 − z 1 | < 2(1 − |z 1 |) for the rest of the proof. Under this assumption, using (2.9) we may fix c > 0 such that for all z 2
Since ϕ ∈ C 4 (B N ), with λ = D 1 ϕ(e 1 ), we have the Taylor expansion
where, using the notation δ ii = 1 and δ ij = 0 for i = j,
we can now write this as
Here, the last equality holds since
3). We will show that
but first we show how this will finish the proof. Assuming (2.12),
Inequality (2.8) is now an immediate consequence of (2.11), and this completes the proof. Thus it remains only to establish (2.12). For z t = (t, 0, ..., 0, ± √ 1 − t 2 , 0, ..., 0) where ± √ 1 − t 2 is in the -th coordinate with 2 ≤ ≤ k − 1, we have
Using that 1 − t − (1 − t 2 )/2 = (1 − t) 2 /2, we get
Since ϕ(B N ) ⊂ B 1 , it follows that
Let 2 ≤ , m ≤ k − 1 and m = . For positive real numbers s and t with 1 − t 2 = (1 − s 2 ) 2 , define z s = (z 1 , ..., z N ) ∈ ∂B N to be
Since ϕ(B N ) ⊂ B 1 , we have
(2.14)
Finally, let i, j, ∈ {2, . . . , k − 1} be distinct and let t ∈ (0, 1).
Then, as t → 1 − we have
Since ϕ(B N ) ⊂ B 1 , we have β ij = 0 if i, j, and are distinct. Along with (2.13) and (2.14) this completes the proof of (2.12), and hence the proof of the lemma.
3. When Ψ is of class C 3 on B N
In this section we extend Wogen's characterization of smooth functions that induce bounded composition operators on H p (B N ). Throughout this section we assume Ψ : B N → B N is analytic and of class C 3 on B N . We must first introduce some notation. We write z, w = z 1w1 + · · · + z NwN for the Hermitian inner product of z = (z 1 , ..., z N ) and w = (w 1 , ..., w n ) in C N . For η ∈ ∂B N , we denote Ψ η by
For any ζ ∈ ∂B N , we denote by D ζ the radial differential operator defined as
Then, for any ζ, η, τ ∈ ∂B N with Ψ(ζ) = η and < ζ, τ >= 0, we have
from Lemma 2.1 after a unitary change of coordinates, where
We will say "Condition W is satisfied" if:
for all ζ, τ ∈ ∂B N with < ζ, τ >= 0 and Ψ(ζ) = η ∈ ∂B N . (3.1)
This condition was introduced by W. R. Wogen in [W1] and shown to characterize when a composition operator induced by a smooth symbol is bounded on H p (B N ), which is the case α = −1 of the theorem below; see also [CM, Theorem 6 .14 and Theorem 6.15 on p. 241]. We will show that this characterization extends to all the weighted Bergman spaces. First we need a Carleson measure characterization of when a composition operator is bounded on these spaces.
For ζ ∈ ∂B N and δ > 0, let S N (ζ, δ) and S N (ζ, δ) be Carleson boxes on B N and B N defined by
We use the notation Ψ * for the radial limit function for Ψ : B N → B N , i.e. Ψ * (ζ) = lim r→1− Ψ(rζ), ζ ∈ ∂B N , and Ψ * : ∂B N → B N . Note that Ψ * (ζ) exists almost everywhere on ∂B N , since each Ψ j is a bounded holomorphic function and so has radial limits almost everywhere.
Proposition 3.1. Let 0 < p < ∞ and α, β > −1. Suppose that Ψ : B N → B N is a holomorphic vector-valued function and define the Borel measure µ β on B N by µ β (E) = V β (Ψ −1 (E)) and the Borel measure µ * on B N by µ * (F ) = σ(Ψ * −1 (F )).
is bounded if and only if there exists C < ∞ so that
This type of embedding characterization is called Carleson measure criteria and first proved by Carleson in [Ca] for a general Borel measure µ when N = 1 and α = β = 0. For a proof of Proposition 3.1 we refer to [CM] . Part (1) of the proposition is [CM, Theorem 3.35] , and the proof there works to prove part (2). When α = β, part (3) is [CM, Theorem 3.37] and the same proof works for α = β. [Cl, Theorem 3.3] . Hence Condition W is sufficient for C Ψ to be bounded on all the weighted Bergman spaces A p α (B N ). For the converse, suppose Condition W fails. By Wogen's theorem, C Ψ is not bounded on A p −1 (B N ), so suppose α > −1. After some unitary changes of variable and using Lemma 2.2, we may assume that Ψ = (ϕ, ψ) = (ϕ, ψ 2 , ..., ψ N )) : B N → B N with ϕ(e 1 ) = 1, and
Consider the set
where z j = x j + iy j , j = 1, 2. Then from (3.2) there exists C > 0 such that
Note that for z ∈ Ω δ and δ sufficiently small we have
(1 − x 1 ) < 2δ + x 2 2 /2 < 2δ + (δ/y 2 ) 2 /2 < 2δ + δ 2/3 /2 < δ 2/3 , and so
Therefore Ω δ ⊂ B N and
where A ≈ δ N −2 is the volume of a ball in C N −2 of radius δ 1/2 and
is the volume in C 2 of a z 1 z 2 -coordinate slice of Ω δ . Hence, using (3.3),
and by Proposition 3.1 C Ψ is not bounded on A In this section we show that when Ψ is sufficiently smooth, the assumption that C Ψ maps A p α (B N ) into a slightly larger weighted Bergman space implies that C Ψ is bounded on A p α (B N ). An example is given that shows exactly how much larger the weighted Bergman space can be. A second example is given at the end of the section that shows some smoothness hypothesis is necessary for results of this kind. 
Proof. We will prove the contrapositive of the first statement. Assume
, so that condition W fails by Theorem 3.2. ¿From (2.2) and Lemma 2.2 and a unitary change of variables, if necessary, we may assume that Ψ = (ϕ, ψ) = (ϕ, ψ 2 , ..., ψ N )) : B N → B N with ϕ(e 1 ) = 1, and
where there exist k ≥ 2 and > 0 such that
¿From Lemma 2.3, there is a constant C > 0 such that
where we used the inequality (4.1). Therefore, by (2.4) and (4.2) we have
Thus there is a constant C > 0 such that
Let ζ = (ζ 1 , ..., ζ N ) ∈ ∂B N and ζ 1 = re iθ with 0 ≤ r ≤ 1. Then
where U θ is a unitary map of the unit ball defined as U θ (z) = (e iθ z 1 , e iθ/2 z 2 , ..., e iθ/2 z N ).
Therefore,
Combining (4.3) and (4.4), there exists a constant C > 0 such that
for all ζ ∈ ∂B N . Since the V β -measure of a set is invariant under unitary transformations, we see from the Carleson measure criteria of Proposition 3.1 that if C H is not a bounded map from A (1, 0, . . . , 0) and e 2 = (0, 1, . . . , 0), so < e 1 , e 2 >= 0. Then H e1 =< H, e 1 >= h, and D e1 H e1 (e 1 ) = D 1 h(e 1 ) = 1 = D 22 h(e 1 ) = D e2e2 H e1 (e 1 ). Hence Condition W fails for H. The proof is complete, except for the parts deferred to Propositions 4.3 and 4.4.
We note that the proof showed an bit more than was stated: Lemma 4.2. Let α be a multi-index and t > −1. Then
Proof. Note that (see [R, p.17] )
Therefore, using polar coordinates we have
.
Proof. The result is independent of p by Proposition 3.1, so we set p = 2 to allow use of Hilbert space methods. For notational convenience, in this proof we reserve the notation α for a multi-index. We need to show that if t ≥ −1 and > 0, then C H is not a bounded map from A (4.7) follows from (4.5) with α = (k, 0, . . . , 0) and Stirling's formula, Γ(x + 1) ≈ x x √
x/e x , when t > −1 and (4.6) when t = −1. It remains to establish (4.8). To simplify notation, let s = t + (n − 1)/4 − and note s > −1. For the rest of the proof, every multi-index α will be of the form α = (α 1 , ..., α n , 0, ..., 0). Note Let p(k) = k n be the greatest integer which is less than k n . Let Λ k be the set of multi-indices of the form α = (q, p(k) − m 2 , ..., p(k) − m n , 0, ..., 0) with |α| = k and p(k) ≤ p(k) − m j ≤ 2 p(k) (j = 2, ..., n).
