Lotka & Volterra's studies showed the dynamics of two species in competition. Although it is very simple, the model has not been improved until recently. As Margalef (1980) pointed out, space must be taken into account in all fundamental aspects of ecological organization. On the other hand, in the last few years unexpected results on non-linear dynamical systems have changed our view of complexity. In this paper we explore the spatiotemporal behaviour of a two-species competition coupled map lattice. The coexistence of the two competitors is demonstrated although they have high interspecific competition coefficients. This coexistence is closely related with spatial segregation and the formation of a well-defined Turing-like structure. Moreover, the patches observed can have a large influence on the temporal dynamics. Some implications for population extinction and for the competitive exclusion principle are also discussed.
Introduction
and Volterra (1926) started the study of competition models with the following system of differential equations:
dY_r2y(K2-Y-fiX)
(lb) dt 1(2 X, Y being the population sizes of the two species, rl and rE are growth rates, KI and /(2 are the carrying capacities and a and fi are the interspecific competition coefficients, a kind of equivalence from one species to the other.
The analytic solution to model (1) shows the existence of three non-trivial fixed points: P= {(X*, Y*), (K,, 0) , (0, K2)}. The coexistence of the two populations is only possible if afi < l, i.e. if the interspecific competition pressures are lower than the intraspecific. In other words, when afi > 1 the system evolves toward the extinction of one of the species, depending on initial conditions. This competitive exclusion was soon confirmed by laboratory experiments in which conditions were spatially homogeneous. Otherwise, natural observations and substitutive experiments in the field 469 0022-5193/92/240469 + 12 $08.00/0 © 1992 Academic Press Limited created the core of the ecological niche theory (for a review see, for example, Begon & Mortimer, 1986) . On the other hand, when space is considered, new, unexpected results appear. Thus, the reaction-diffusion mathematical models can give spatial structures through Turing symmetry-breaking instabilities (Nicolis & Prigogine, 1977; Murray, 1989) . As pointed out by Turing (1952) , they can model the problem of pattern formation in developmental biology. These Turing structures that emerge from the interaction between an "activator" and an "inhibitor" that diffuse at differential rates, are also used in the description of the structures in space in ecology (Segel & Jackson, 1972 ). An equivalent approach is that based on the Coupled Map Lattice (CML) formalism, that describes the spatiotemporal organization of a continuous variable of state through a discrete time and space. The CML has been applied to the study of turbulence and the structural stability properties of spatiotemporal chaos (Kaneko, 1990) , and recently to the modelling of ecosystems (So16 & Vails, 1991) . In a parallel way, the global persistence of populations is shown despite local highly unstable dynamics when spatial degrees of freedom are introduced (Taylor, 1990; Sabelis et al., 1991 ; Sol+ &Valls, 1992) . However, part of modern theoretical ecology is still working with Lotka-Volterra-like models. This kind of ecological model, as pointed out by Margalef (1986) , accepts that "everything happens at a point, without space, a curious view to hold after centuries of making fun about how many angels can dance on the tip of a pin".
Two-dimensional Competition Discrete Map
Let us begin by showing the following two-dimensional map which is applied to the study of species competition with non-overlapped generations:
y. +, = P 2y,,( l -y. -fl2x.) .
Here x., y. are the population sizes at a given discrete time n, ;11,2 are growth rates and fll.2 competition rates. Analytically, this system has three non-trivial steady states: exclusion points, Pj = (I -I//~1,0), P2 = (0, 1 -1/~t2) and a coexistence point P3=(x *, y*) being: x* = (1 -1//aj)/(1 +fl~) and y* =(1 -1//12)/(1 + f12). Here we will consider the case of ecologically identical species, i.e. p ~.2 =/1 and fll,2=fl. We have selected the most symmetrical case, but if coexistence is possible here, it will be easily found in some ecological interaction involving real species, where the asymmetries are inevitable. This symmetry in the equation's structure will be discussed in the next section.
It can be proved that the coexistence point is unstable for fl > 1 for small perturbations, leading to competitive exclusion. This is in agreement with the analytical properties of Lotka-Volterra's model and with the competitive exclusion theory.
The community matrix is here defined as:
For Pi =(1 -1///j, 0) (or/)2=(0, 1 -1///2)), l" will be:
which has an associated eigenvalue equation tF(P0 -All = 0 with two solutions given by ~.+=2-/~ and A_=fl+~(1-fl). The attractor will be stable provided that I~,~:1 < l, for both eigenvalues. This condition leads to a stability domain given by We can see that fl is a key parameter here in controlling the stability of solutions. For fl< 1, the coexistence point is stable and, simultaneously, exclusion points become unstable. In both cases, another kind of instability appears for//c>3, in which a pitchfork bifurcation takes place (as it is well known for the logistic map). In such a situation, we still have coexistence or exclusion but with a periodic oscillation around the critical point. Chaotic dynamics takes place for /t>//~= 3" 569... after a period doubling bifurcation scenario.
While the Lotka-Volterra competition model [(la) and (lb)] can only approach the equilibrium point monotonically and can never exhibit oscillatory behaviour, discrete counterparts permit oscillatory damping as well as limit cycles and chaos (Hassell & Comins, 1976) . Our model confirms this richness of dynamical behaviour. In this context, chaos theory has changed our understanding of complexity. Chaotic systems are entirely deterministic (without random inputs) in spite of showing nonperiodic (noise-like) motion. Furthermore, they exhibit sensitive dependence on initial conditions, i.e. the fact that nearby trajectories separate exponentially. The more chaotic a system is, the greater the rate of divergence. The measure of this degree of "stretching" is given by the computation of the largest Lyapunov exponent (Z,.):
r being the number of points sampled and llX(t + r)-X'(t + r)lt ®(t, r)-
IfS(t)-S'(t)rl
There is one Lyapunov exponent for each dimension of the phase space. Thus, a dynamical system is called chaotic if at least one Lyapunov exponent is positive. A negative exponent means that there is convergence of different trajectories in that direction of phase space, while a zero value indicates periodicity (there is neither convergence nor divergence). The largest Lyapunov exponent for different parameter values is shown in Fig. ! , indicating the existence of different stationary, periodic and chaotic attractors for model (2).
Flo. 1. Largest Lyapunov exponents (2,,,) for model (2) in relation with parameters # and p. As can be seen, there are different stationary, periodic and chaotic attractors depending on the parameter values. Calculations were made using 2000 time steps after 1000 were discarded. The initial conditions were the same for all calculations.
Spatially Extended Model
Space is now introduced using a discrete N x N lattice of points. The new set of equations (a CML) wiU be:
y.
with k = (i,j) and where the coupling is defined as the diffusive operator: a m o t o , 1984) . When space is introduced, chaos become more frequent and robust and this has important consequences in ecology (Soi~ & Valls, 1992) .
In all the following calculations we introduce a high competition, i.e. fl = 1.2. For fl < 1, low interspecific competition is present at all lattice points. In such situation, coexistence will be naturally present. For fl > l, the high competition will lead, at least locally, to extinction of one of the competitors. The question is how this situation will be present in the spatially extended counterpart. As is shown in Fig. 3 , there is coexistence between the two species which is related with spatial structures. It is a new, unexpected result because, as we pointed out above, coexistence in model (2) is highly unstable for fl > 1. The structures formed are yet well defined after n ~ 50 generations and they are time invariant. This result is equivalent to those present in Turing structures (Turing, t952) but there are two differences. First, while in Turing structures there is an explicit asymmetry in the equations' structure, in our case there is no asymmetry (there is neither "activator" nor "inhibitor"). On the other hand, these structures are formed even with a parameter combination that gives chaotic dynamics. This coexistence of order and chaos has been shown in previous papers (Sol6 & Vails, 1991) . The local dynamics of one of the lattice points of Fig. 3(b) can be seen in Fig. 4 . There is a Lyapunov exponent of about 0.4 associated with this particular point. These Chaotic Turing Structures are a fairly common emergent property of our model for a wide range of parameter combinations. We have found an unexpected richness of spatiotemporal behaviour similar to that shown in a recent paper by Hassell et al. (1991) on host-parasitoid dynamics. The size of the spatial domain plays a crucial role in the formation and persistence of the structural patterns which result. If the domain is small enough, only one of the competitors can persist. Increasing the size of space, a bifurcation point appears and we obtain two different patches ill a similar way to that of Murray (1981) . The bigger the spatial domain, the more frequent the number of patches. In this sense, the degree of complexity is given by the ratio of the diffusion rate to the size of the space. Increasing the lattice for a given diffusion rate has the same effect than decreasing the diffusion rate for a fixed lattice size (see Fig. 5 ).
Although the local dynamics are so unstable (with positive Lyapunov exponents), global dynamics are similar to those of a steady state with added noise. As seen in Fig. 6 , global populations are nearly constant. We believe that this is a good argument against the point of view of authors such as Berryman & Millstein (1989) who argue that chaotic dynamics can facilitate the probability that a population becomes extinct.
Summary and Discussion
Let us emphasize some of our conclusions by the following remarks: (1) Our discrete time model for a two-species competition shows a wide range of dynamical behaviour, including chaos. 
FIG. 5.
Extinction probabilities for the competition CML, in relation to the lattice size and to the diffusion rate. The extinction of one of both species is given by the proportion of 20 replicates failing to persist over 2000 generations. As can be observed, the larger the space domain, the less the probability of extinction. (a) p =3-3 and (b) 1~ =3-6.
(2) The spatially extended counterpart, based on the CML formalism, allows the global coexistence of the two species included for high enough values of interspecific competition.
(3) This coexistence implies the formation of structures over space with local segregation. Which is the mechanism of generation of these patches and which biological implications have they? Our spatially extended model holds the stability properties locally, i.e. on one lattice point only one of both species can coexist. The initial density is generated with some degree of stochasticity. In this sense, small differences in the numerical proportion of the competitors grow exponentially. The system evolves locally toward the extinction of one species and the global structural patterns which result from non-linear interactions are very sensitive to initial fluctuations, as can be seen in Fig. 7 . This phenomenon can be common in nature, where the spatial pattern can be seen as the amplification of some initial distributions, the consequence of which is to hinder future changes and decrease the turnover (Margalef, 1980) . The size of the patches depends on the diffusion and growth rates. If one species is more abundant at a point, it will also diffuse faster towards its neighbourhood and so it will increase there. The biological consequence of this spatial heterogeneity is to vary the importance of interspecific competition in front of an intraspecific one when we move along different spatial scales. Thus, if there is local competitive exclusion, globally there is coexistence because the outcome of the interaction is not the same in different points (patches). A practical consequence for the management and protection of natural resources is that an ecosystem cannot be shielded without protecting a large enough spatial domain. The global persistence of both competing species in spite of local exclusion is one of the most important results of our study. Interspecific competition being higher than intraspecific, this global stability (coexisting with local chaos) indicates that some ideas concerning niche theory should be reviewed. Hutchinson (1965) stated that coexistence is only possible if there is compartmentation of the fundamental niche, i.e. if there is some kind of ecological differences between the opponents. These restrictions can be relaxed only if some external variability or stochastic factors are considered. In other words, persistence needs a reduction of the interspecific competition pressure. A discussion about this point is made by Chesson (1991) and Shorrocks (1991) who questioned the need for niches. In the CML counterpart of our model we have shown spatial coexistence although the previous condition does not hold. Furthermore, in our simulation we have selected the most symmetrical case, i.e. two identical species. This result is in agreement with that of Shorrocks et al. (1984) showing that "Drosophila species will rarely exclude one another in nature even if they show no traditional resource partitioning and compete most strongly".
Our conclusion is that coexistence would be easier when space is considered. Space can be viewed as a limiting resource. Its compartmentation under non-linear interactions corroborates the classical theory but, simultaneously, gives us a framework in which the richness and diversity of our world is possible.
We hope to report the generalization from 2 to n species very soon. We believe that such a system can help us to understand the self-organization properties of ecological systems. In this way, old questions such as the existence of an upper limit to diversity could be seen from new perspectives. This theoretical framework invites the study of real temporal series, in spite of the fact that there are formidable problems in applying the techniques of dynamical system theory in ecology. Among these problems are the lack of long-term data and the high amount of noise (Godfray & Blythe, 1990). So, we need the development of new techniques conceived for biology. Finally, it is important to consider the simulation of practical examples based on the Monte Carlo formalism, because in these kind of systems the experimentation is very difficult given the large temporal and spatial scale in which they take place. This work has been supported by the grants of CIRIT EE91/I.
