This paper addresses Lipschitzian stability issues that play an important role in both theoretical and numerical aspects of variational analysis, optimization, and their applications. We particularly concentrate on the so-called relaxed one-sided Lipschitz property of setvalued mappings with negative Lipschitz constants. This property has been much less investigated than more conventional Lipschitzian behavior while being well recognized in a variety of applications. Recent work has revealed that set-valued mappings satisfying the relaxed onesided Lipschitz condition with negative Lipschitz constant possess a localization property that is stronger than uniform metric regularity. The present paper complements this fact by providing a characterization not only of one specific single point of a preimage, but of entire preimages of such mappings. Developing a geometric approach, we derive an explicit formula to calculate preimages of relaxed one-sided Lipschitz mappings between finite-dimensional spaces and obtain a further specification of this formula via extreme points of image sets.
Introduction
The importance of various Lipschitzian stability and related properties of setvalued/multivalued mappings (multifunctions) has been highly recognized in numerous aspects of variational analysis, optimization, optimal control, and various of applications; see, e.g., the books [1, 2, 3, 4, 5, 6] and the references therein. In this paper we consider the relaxed one-sided Lipschitz property which was introduced by Tzanko Donchev [7] and was used by him and other researchers as a stability criterion for ordinary differential inclusions. The relaxed one-sided Lipschitz constant of a multivalued vector field measures the rate of contraction or expansion of the induced multivalued flow. Namely, a negative constant corresponds to contraction of mappings, while a positive constant corresponds to their expansion. Some modifications and further applications of the relaxed one-sided Lipschitz property of multifunctions can be found in, e.g., [8, 9, 10] among other publications.
In this paper we entirely focus on the relaxed one-sided Lipschitz property of mappings with negative Lipschitz constants. Surjectivity results for such mappings are established in [11] and [12] . It is shown in [13] that such mappings are (uniformly) metrically regular; see, e.g., [1, 4] for more discussions on this and related properties. The latter result has been recently refined in [14] (see Theorem 2 below) and then further extended to infinite-dimensional Hilbert spaces and to the case of Gelfand triples in [15] .
To the best of our knowledge, descriptions of preimages/inverse images of sets (and in particular of singletons) under mappings satisfying the relaxed one-sided Lipschitz condition is a completely open area, while such objects play an important role in many aspects of variational analysis and optimization being significantly investigated for mappings with conventional Lipschitzian properties. The present paper partly albeit significantly fills this gap by deriving an explicit characterization of preimages of singletons under upper semicontinuous relaxed one-sided Lipschitz mappings with negative Lipschitz constant with providing further specifications via extreme points.
The paper is organized as follows. Section 2 contains some preliminaries widely used below. In Section 3 we develop a new preimage formula for relaxed one-sided Lipschitz multifunctions, while Section 4 presents its major specification by using extreme points of images. The concluding Section 5 discusses some challenging unsolved problems in this area.
Preliminaries
We equip Ê d with the Euclidean norm · : Ê d → Ê + and the canonical inner product ·, · :
and an nonempty set
and for any X ⊂ Ê d and r ∈ Ê + we set 
Consider further the graph of F given by
The main property of our study in this paper is defined as follows.
Definition 1 (relaxed one-sided Lipschitz property). Consider a set-valued
and fix a constant ℓ ∈ Ê. We say that F is ℓ-relaxed one-sided Lipschitz if for any x, x
Recall that a set-valued mapping F is upper semicontinuous if for every
x ∈ Ê d and ε > 0 there exists δ > 0 such that
The following result is taken from [14, Theorem 3.1]. (ȳ − y),
Theorem 2. (solvability property of relaxed one-sided Lipschitz mappings)
Note that the above statement is stronger than the aforementioned metric regularity, since it does not specify a ball centered at x in which a solution x ofȳ ∈ F (x) can be found, but a smaller ball with x on its boundary.
Explicit formula for preimages
Throughout this paper we fix the number ℓ < 0 as a given constant/modulus of the relaxed one-sided Lipschitz mapping
under consideration, and also fix a pair (x,ȳ) ∈ gph F . Our goal is to derive a precise formula of representing the preimages of F via the set-valued mapping defined by
We split the derivation of this formula into the following two lemmas. The first one requires only the relaxed one-sided Lipschitz property, while not upper semicontinuity of the mapping F . 
Proof. Fix any x ∈ Ê d and pickx ∈ F −1 (ȳ). The relaxed one-sided Lipschitz property of F allows us to find y ∈ F (x) such that
This implies the relationships
which readily give us the inclusion
ȳ − y and thus verify the statement of the lemma.
The reverse estimate requires only upper semicontinuity of F , while not its relaxed one-sided Lipschitz property. 
Proof. Havingȳ / ∈ F (z) and F (z) ∈ CC(Ê d ), we find by the classical separation theorem such numbers ε > 0 and
The upper semicontinuity of F ensures the existence of δ > 0 with
Set x := z + δv and fix an arbitrary vector y ∈ F (x). Using (2) tells us that
and thus z = x + 1 2ℓ
(ȳ − y) + ξ. This verifies that
Since y ∈ F (x) was chosen arbitrarily, it gives us the conclusion in (1).
Combining Lemmas 3 and 4, we arrive at the aforementioned formula. 
The following example shows that it is not necessary to take the intersection over all of Ê d in the above formula, while it also demonstrates that there are limits to how far this result can potentially be improved.
Example 6. Consider the set-valued mapping
which is upper semicontinuous and satisfies the relaxed one-sided Lipschitz condition with the negative constant ℓ = −1. We get F −1 (0) = {0} and
This readily yields the equality
At the same time we observe that
It is currently unclear whether formula (3) holds in general, and also whether an equality can be obtained in (4) if assuming in addition that F is continuous. The question on which vectors y ∈ F (x) are really needed to compute G F (x,ȳ) is addressed in the next section.
Specification of the mapping G F in the preimage formula
Here we establish an effective specification of the mapping G F in the above preimage formula by using extreme points of the image sets. Given a compact and convex set C in finite dimensions, the collection of all its extreme points is denoted by ext(C). The proof of the main result of this section is based on the following four lemmas. The first one is a classical result of convex analysis, which can found, e.g., in [16, Corollary 18.5.1].
Lemma 7. (existence of extreme points)
The next lemma provides a useful representation of ball covers via extreme points of the basic set. It leads us to a better understanding of images of the mapping G F in the preimage formula of Theorem 5. and fix a vector x ∈ Ê d . If x ∈ B z (z) for some z ∈ C, then there exists an extreme point z * ∈ ext(C) such that x ∈ B z * (z * ).
Proof. For the fixed vector
We clearly have x ∈ B ξ (ξ) if and only if x − ξ 2 ≤ ξ 2 , which can be equivalently rewritten as g(ξ) ≤ 0. Since the function
is linear in ξ, it attains its minimum over C at an extreme point. It follows from the assumption made that there exists z ∈ C with x ∈ B z (z). Thus
This ensures the existence of z * ∈ ext C such that g(z * ) ≤ 0. The latter is clearly equivalent to x ∈ B z * (z * ), which completes the proof of the lemma.
The following geometrical fact reveals a relationship between extreme points of the set ext(C) ∪ {0} and its convexification denoted by "conv".
Lemma 9. (extreme points under convexification). For any set
Proof. Pick any x ∈ ext(conv(C ∪ {0})) and find by definition a point z ∈ C and a number µ ∈ [0, 1] such that x = µz. If µ = 0, then we get x = 0, and thus the claimed statement holds. If µ ∈ (0, 1), then the point x = µz = µz + (1 − µ)0 is not extreme for conv(C ∪ {0}), which also verifies the statement of the lemma. It remains to examine the case where µ = 1. In this case we have x ∈ C. If x / ∈ ext(C), then there exist λ ∈ (0, 1) and z 1 , z 2 ∈ C with x = λz 1 + (1 − λ)z 2 and z 1 = z 2 . Since z 1 , z 2 ∈ conv(C ∪ {0}), it tells us that x / ∈ ext(conv(C ∪ {0})) and thus completes the proof of this lemma.
The last lemma of this section is based on the previous ones while providing a certain counterpart of Lemma 8 under convexification. It actually shows that the extreme points of the set C therein, which are facing towards zero, can be omitted in the statement of Lemma 8.
Lemma 10. (ball covers generated by outward facing extreme points) Take C ∈ CC(Ê d ) and x ∈ B z (z) with some z ∈ C. Then there exists an extreme point z * ∈ ext(C) ∩ ext(conv(C ∪ {0})) such that we have x ∈ B z * (z * ).
Proof. Consider the set C := conv(C ∪ {0}) ∈ CC(Ê d ). Since we know that x ∈ B z (z) for some z ∈ C ⊂ C, applying Lemma 8 to x, z and the setĈ together with the usage of Lemma 9 tells us that x ∈ B ẑ (ẑ) for somê
Ifẑ = 0, thenẑ ∈ ext(C), and the claimed statement is fulfilled with z * :=ẑ. Ifẑ = 0, then we have x = 0. Employing Lemma 7 yields z * ∈ ext(C), which verifies therefore that x ∈ B z * (z * ) while completing the proof.
Applying now Lemma 10 to the problem in question leads us to the following specification of the images of the mapping G F (x,ȳ) for each fixed y ∈ Ê d and hence of the preimages of F in the calculation formula of Theorem 5. This result shows that for such a calculation we may use only extreme points of F (x) facing away fromȳ. 
Proof. The inclusion "⊃" is trivial. Let us verify the converse inclusion therein. Applying Lemma 10 to the set C := 1 2ℓ
It can be directly checked that
In addition we have the equalities
Therefore, the following relationship is satisfied:
Combining all the above and shifting inclusion (5) by x, we arrive at the claimed statement of the theorem.
Conclusions
The results of this paper provide useful formulas to calculate preimages of points under set-valued mappings satisfying the relaxed one-sided Lipschitz property with negative Lipschitz constants. The importance of such mappings has been recognized in variational analysis, optimization, optimal control, and stability theory for differential equations and inclusions, while this property is largely underinvestigated. In particular, regularity and the topological features of the preimages of relaxed one-sided Lipschitz mappings with negative Lipschitz constants are almost completely unexplored. The explicit geometric characterization obtained in this paper is only a first step in this direction, and much more work should be done in the future. Note furthermore that, in contrast to well-developed generalized differential calculus for various compositions involving preimages of sets under Lipschitz continuous multifunctions and the like (see, e.g., [1, 4, 6] ), nothing at all is known in the case of mappings satisfying the relaxed one-sided Lipschitzian condition considered in our paper. This definitely is a challenging issue of variational analysis with many potential applications to optimization, control, and other areas.
