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HOFER-ZEHNDER CAPACITY OF UNIT DISK COTANGENT
BUNDLES AND THE LOOP PRODUCT
KEI IRIE
Abstract. We prove the finiteness of the Hofer-Zehnder capacity of unit disk cotangent
bundles of closed Riemannian manifolds, under some simple topological assumptions on
the manifolds. The key ingredient of the proof is a computation of the pair-of-pants
product on Floer homology of cotangent bundles. We reduce it to a simple computation
of the loop product, making use of results of A. Abbondandolo - M. Schwarz.
1. Introduction
1.1. Main result. This paper concerns the Hofer-Zehnder capacity of unit disk cotan-
gent bundles of closed Riemannian manifolds. First we recall the definition of the Hofer-
Zehnder capacity, following [7]. Let (X,ω) be a symplectic manifold, possibly with bound-
ary. For any Hamiltonian H ∈ C∞(X), its Hamiltonian vector field XH ∈ X (X) is
defined by ω(XH , · ) = −dH( · ). H ∈ C∞(X) is called nice if and only if it satisfies the
following conditions:
• There exists a compact set K ⊂ intX := X \∂X such that H ≡ maxH on X \K.
• There exists a nonempty open set U ⊂ X such that H ≡ 0 on U .
• H(x) ≥ 0 for any x ∈M .
• Any nonconstant periodic orbit of XH has a period strictly larger than 1.
Then, the Hofer-Zehnder capacity cHZ(X,ω) is defined as
cHZ(X,ω) := sup
{
maxH
∣∣ H is nice}.
To explain our main result and the idea of its proof, we fix some notations. Let M be
a closed oriented Riemannian manifold.
• ΛM denotes the Hilbert manifold of free loops S1(:= R/Z)→ M of Sobolev class
W 1,2 (i.e. loops with square integrable derivatives).
• A homotopy class of free loops on M is trivial if it consists of contractible loops.
• Let α be a homotopy class of free loops on M , and a > 0. Let us define
ΛαM := {γ ∈ ΛM | [γ] = α}, Λ<aM := {γ ∈ ΛM | len(γ) < a},
Λ<a,αM := Λ
<a
M ∩ ΛαM .
len(γ) denotes the length of γ. Obviously, Λ<aM ,Λ
α
M are open sets in ΛM .
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• DT ∗M denotes the unit disk cotangent bundle ofM , and ST ∗M denotes its bound-
ary, i.e.
DT ∗M :=
{
(q, p) ∈ T ∗M ∣∣ |p| ≤ 1}, ST ∗M := {(q, p) ∈ T ∗M ∣∣ |p| = 1}.
• πM denotes the natural projection map T ∗M → M ; (q, p) 7→ q.
• λM ∈ Ω1(T ∗M), ωM ∈ Ω2(T ∗M), ZM ∈ X (T ∗M) is defined as
λM(ξ) := p(dπM(ξ))
(
(q, p) ∈ T ∗M, ξ ∈ T(q,p)(T ∗M)
)
,
ωM := dλM ,
iZMωM := λM .
• For any periodic orbit γ of a certain vector field, its period is denoted as Per (γ).
Our main result is the following:
Theorem 1.1. Let M be a closed oriented Riemannian manifold. Let α be a nontriv-
ial homotopy class of free loops on M . Suppose that the evaluation map ev : ΛαM →
M ; γ 7→ γ(0) has a smooth section s (i.e. s : M → ΛαM such that ev ◦ s = idM). Then
cHZ(DT
∗M,ωM) <∞.
The following corollary is immediate from Theorem 1.1.
Corollary 1.2. Let M be a closed oriented Riemannian manifold. Suppose that M admits
a smooth S1 action S1 × M → M such that S1 orbit γp : S1 → M ; t 7→ t · p is not
contractible for any p ∈ M . Then cHZ(DT ∗M,ωM) <∞.
Proof. We may assume that M is connected. Set α := [γp]. Then, s : M → ΛαM ; p 7→ γp
satisfies the assumption of Theorem 1.1. 
1.2. Idea of the proof. We briefly explain an idea to prove Theorem 1.1. We use some
terminologies without their definitions. Their definitions are explained in section 2.
For any homotopy class α of free loops onM , one can define Floer homology HFα∗ (DT
∗M)
of a Liouville domain (DT ∗M,λM).
⊕
α
HFα∗ (DT
∗M) (where α runs over all homotopy
classes of free loops) is abbreviated as HF∗(DT
∗M). It satisfies the following properties
(n := dimM):
• There exists a natural homomorphism ι∞ : Hn−∗(DT ∗M)→ HF∗(DT ∗M). ι∞(1) ∈
HFn(DT
∗M) is denoted as F∞.
• There exists a natural product structure (the pair-of-pants product) on Floer ho-
mology: HFi(DT
∗M)⊗HFj(DT ∗M)→ HFi+j−n(DT ∗M); x⊗ y 7→ x ∗ y.
The following facts are established in [2], [3], [11], [12]:
(a): For any α, there exists a natural isomorphism HFα∗ (DT
∗M) ∼= H∗(ΛαM).
(b): The isomorphism in (a) interwines the pair of pants product on HF∗(DT
∗M) with
the loop product on H∗(ΛM).
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In section 3, we recall the definition of the loop product, and state the above results in
more precise form (Theorem 3.2).
The key ingredient of the proof is a simple computation of the loop product (Lemma
5.1). Combined with the facts (a), (b), Lemma 5.1 implies the following (Corollary 5.2):
(c): Under the asssumptions of Theorem 1.1, there exist x ∈ HFαn(DT ∗M) and y ∈
HFn(DT
∗M) such that x ∗ y = F∞ ∈ HFn(DT ∗M).
Theorem 1.1 is proved by (c) and a criterion for Hamiltonians to have nonconstant periodic
orbits (Proposition 4.3), which is based on the theory of spectral invariants.
1.3. Organization of the paper. In section 2, we recall Floer theory on Liouville do-
mains. We define truncated Floer homology of Liouville domains, and define the pair-
of-pants product on Floer homology. Section 3 concerns Floer homology of cotangent
bundles. We recall the definition of the loop product, and state the above facts (a), (b)
in more precise form (Theorem 3.2). Although Theorem 3.2 is essentially established in
[2] and [3], it requires some technical arguments to deduce it from results in those papers
in a rigorous manner. These arguments are rather technical, hence they are postponed
until section 6. In section 4, we introduce the notion of spectral invariants, and establish
a criterion for Hamiltonians to have nonconstant periodic orbits (Proposition 4.3). In
section 5, we prove our main result, Theorem 1.1. In section 6, we prove Theorem 3.2. In
section 7, we discuss a quantitative refinement of our main result.
Acknowledgement. The author would like to appreciate his advisor professor Kenji
Fukaya for precious comments.
2. Floer theory on Liouville domains
In this section, we recall Floer theory on Liouville domains. In section 2.1, we recall
basic objects (Liouville domains, Hamiltonians, almost complex structures) and prove
some convexity results for solutions of the Floer equations (Lemma 2.2, Lemma 2.3). In
section 2.2, first we define truncated Floer homology of (admissible) Hamiltonians. After
that, we define truncated Floer homology of Liouville domains. In section 2.3, we define
the pair-of-pants product on truncated Floer homology.
2.1. Preliminaries.
2.1.1. Liouville domains. Liouville domain is a pair (X, λ), where X is a 2n-dimensional
compact manifold with boundary, λ ∈ Ω1(X) such that dλ is a symplectic form on X ,
and λ∧ (dλ)n−1 > 0 on ∂X . Liouville vector field Z ∈ X (X) is defined as iZ(dλ) = λ. It
is easy to show that Z points strictly outwards on ∂X . For any Liouville domain (X, λ),
(∂X, λ) is a contact manifold. We define Spec (X, λ) by
Spec (X, λ) :=
{∫
γ
λ
∣∣∣∣ γ is a periodic Reeb orbit on (∂X, λ)
}
.
Obviously, Spec (X, λ) ⊂ (0,∞). Moreover, it is well-known that Spec (X, λ) is closed
and nowhere dence in R.
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Let I : ∂X × (0, 1]→ X be an embedding defined by
I(z, 1) = z, ∂rI(z, r) = r
−1Z
(
I(z, r)
)
.
It is easy to check that I∗λ(z, r) = rλ(z) for any (z, r) ∈ ∂X × (0, 1].
Define a manifold Xˆ by
Xˆ := X ∪I ∂X × (0,∞),
and λˆ ∈ Ω1(Xˆ) by
λˆ(x) :=
{
λ(x) (x ∈ X),
rλ(z)
(
x = (z, r) ∈ ∂X × (0,∞)).
(Xˆ, λˆ) is called the completion of (X, λ). dλˆ is a symplectic form on Xˆ . For each r > 0,
X(r) denotes the bounded domain in Xˆ with boundary ∂X × {r}, i.e.
X(r) :=
{
X ∪ ∂X × [1, r] (r ≥ 1),
X \ ∂X × (r, 1] (r < 1).
Example 2.1. When M is a closed Riemannian manifold, (DT ∗M,λM) is a Liouville
domain. There exists a unique diffeomorphism ϕ : D̂T ∗M → T ∗M , such that ϕ∗λM = λˆM
and ϕ|DT ∗M is the inclusion DT ∗M → T ∗M . Hence we identify (T ∗M,λM) with the
completion of (DT ∗M,λM).
2.1.2. Hamiltonians. For H ∈ C∞(S1 × Xˆ), Ht ∈ C∞(Xˆ) is defined by Ht(x) := H(t, x).
P(H) denotes the set of 1-periodic orbits of (XHt)t∈S1 , i.e.
P(H) := {x : S1 → Xˆ | XHt(x(t)) = ∂tx(t)}.
H is nondegenerate when all orbits in P(H) are nondegenerate. H is linear at ∞ when
there exist aH > 0, bH ∈ R and r0 ≥ 1 such that Ht(z, r) = aHr + bH for any t ∈ S1,
z ∈ ∂X , r ≥ r0. H is admissible when it is nondegenerate and linear at∞. We denote the
set of admissible Hamiltonians by Had(X, λ). Notice that any H ∈ Had(X, λ) satisfies
aH /∈ Spec (X, λ), since otherwise P(H) contains infinitely many degenerate orbits.
2.1.3. Almost complex structures. Let J be an almost complex structure on Xˆ . J is
compatible with dλˆ when
gJ : TM ⊗ TM → R; v ⊗ w 7→ dλˆ(v, Jw)
is a Riemannian metric (we denote gJ(v, v)
1/2 as |v|J). J (Xˆ, λˆ) denotes the set of almost
complex structures on Xˆ , which are compatible with dλˆ.
Let I ⊂ (0,∞) be an interval. J is of contact type on ∂X×I, when dr◦J(z, r) = −λ(z)
for any (z, r) ∈ ∂X×I. If J is of contact type on ∂X×(r0,∞) for some r0, J is of contact
type at ∞. A family of almost complex structures (Ja)a∈A is of contact type on ∂X × I
when each Ja is of contact type on ∂X × I.
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2.1.4. Convexity results. We prove the following convexity results, which are necessary to
develop Floer theory on Liouville domains.
Lemma 2.2. Let (X, λ) be a Liouville domain, (Hs,t)(s,t)∈R×S1 be a family of Hamiltonians
on Xˆ, and (Js,t)(s,t)∈R×S1 be a family of elements in J (Xˆ, λˆ). Suppose that there exists
r0 > 0, such that the following holds:
• There exist a, b ∈ C∞(R) such that Hs,t(z, r) = a(s)r+ b(s) on ∂X × [r0,∞), and
a′(s) ≥ 0 for any s ∈ R.
• For any (s, t) ∈ R× S1, Js,t is of contact type on ∂X × [r0,∞).
Under these assumptions, if u : R× S1 → Xˆ satisfies the Floer equation ∂su− Js,t(∂tu−
XHs,t(u)) = 0 and u
−1
(
∂X × (r0,∞)
)
is bounded, then u(R× S1) ⊂ X(r0).
Proof. If u(R×S1) is not contained inX(r0), then there exists r1 > r0 such that u(R×S1)
is not contained inX(r1), and u is transversal to ∂X×{r1}. Then, D := u−1
(
∂X×[r1,∞)
)
is a compact surface with boundary, and
0 <
∫
D
|∂su|2Js,tdsdt =
∫
D
dλˆ(∂tu−XHs,t(u), ∂su) dsdt =
∫
D
dHs,t(∂su) dsdt− u∗(dλˆ).
On the otherhand, if u(s, t) ∈ ∂X × [r0,∞),
dHs,t(∂su) = a(s)∂sr(s, t) ≤ a(s)∂sr(s, t)+a′(s)r(s, t) = ∂s(a(s)r(s, t)) = ∂s
(
λˆ(XHs,t(u))
)
.
Hence we get∫
D
dHs,t(∂su) dsdt−u∗(dλˆ) ≤
∫
D
∂s
(
λˆ(XHs,t(u))
)
dsdt−u∗(dλˆ) =
∫
∂D
λˆ(XHs,t(u)dt−du).
We can compute the right hand side as follows (j denotes the almost complex structure
on R× S1 which is defined by j(∂s) = ∂t):∫
∂D
λˆ(XHs,t(u) dt−du) =
∫
∂D
λˆ(Js,t◦(XHs,t(u) dt−du))◦j = r1
∫
∂D
dr(XHs,t(u) dt−du)◦j.
The first equality follows from the Floer equation, the second equality holds since Js,t is
of contact type on ∂X × [r0,∞) and u(∂D) ⊂ ∂X × {r1}. Finally,∫
∂D
dr(XHs,t(u) dt− du) ◦ j < 0.
This is because dr(XHs,t) = 0 on ∂X × {r1}, and dr
(
du(jV )
)
> 0 when V is a vec-
tor tangent to ∂D, positive with respect to the boundary orientation. Hence we get a
contradiction. 
Lemma 2.3. Let (X, λ) be a Liouville domain, (Hs,t)(s,t)∈R×S1 be a family of Hamiltonians
on Xˆ, and (Js,t)(s,t)∈R×S1 be a family of elements in J (Xˆ, λˆ). Suppose that ∂sHs,t(x) ≥ 0
for any (s, t) ∈ R × S1 and x ∈ Xˆ, and there exist 0 < r0 < r1 with the following
properties:
• There exist a, b ∈ C∞(R) such that Hs,t(z, r) = a(s)r + b(s) on ∂X × [r0, r1], and
b′(s) ≤ 0 for any s ∈ R.
• For any (s, t) ∈ R× S1, Js,t is of contact type on ∂X × [r0, r1].
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Under these assumptions, if u : R× S1 → Xˆ satisfies the Floer equation ∂su− Js,t(∂tu−
XHs,t(u)) = 0 and u
−1(∂X × (r0,∞)) is bounded, then u(R× S1) ⊂ X(r0).
Proof. If u(R×S1) is not contained in X(r0), there exists r2 ∈ (r0, r1) such that u(R×S1)
is not contained inX(r2), and u is transversal to ∂X×{r2}. Then, D := u−1
(
∂X×[r2,∞)
)
is a compact surface with boundary, and
0 <
∫
D
|∂su|2Js,t + ∂sHs,t(u) dsdt =
∫
∂D
Hs,t(u) dt− u∗λˆ.
When (s, t) ∈ ∂D, Hs,t
(
u(s, t)
)
= a(s)r2 + b(s) and λˆ(XHs,t(u(s, t))
)
= a(s)r2. Therefore∫
∂D
λˆ(XHs,t(u))−Hs,t(u) dt = −
∫
∂D
b(s) dt = −
∫
D
b′(s) dsdt ≥ 0.
Hence we get 0 <
∫
∂D
λˆ(XHs,t(u)dt − du), but we can show the opposite inequality by
exactly same arguments as in the proof of Lemma 2.2. 
2.2. Truncated Floer homology of Liouville domains. In section 2.2.1, we define
truncated Floer homology of admissible Hamiltonians, and introduce the monotonicity
homomorphism. In section 2.2.2, we define truncated Floer homology of Liouville domains,
by taking a direct limit with respect to the monotonicity homomorphism.
2.2.1. Truncated Floer homology of admissible Hamiltonians. Let (X, λ) be a Liouville
domain, H ∈ Had(X, λ), α be a homotopy class of free loops on X , and I ⊂ R be a
nonempty interval. We develop our arguments under the following assumption:
We are given Z-valued Conley-Zehnder index indCZ : P(H)→ Z.
Remark 2.4. In general (when c1(TX) 6= 0), it is impossible to assign Z-valued Conley-
Zehnder index to periodic orbits of Hamiltonian vector fields on (X, λ). Even when
c1(TX) = 0, there is no canonical way to assign Z-valued Conley-Zehnder index to
noncontractible orbits. However, when (X, λ) = (DT ∗M,λM) where M is an oriented
Riemannian manifold, there exists a canonical way to assign Z-valued Conley-Zehnder
index to periodic orbits of Hamiltonian vector fields on (X, λ) (see Lemma 1.2, Lemma
1.3 in [2]). In the proof of our main result Theorem 1.1, we only deal with the case
(X, λ) = (DT ∗M,λM), where M is a closed oriented Riemannian manifold. Hence, in
this paper, it is enough to develop our arguments under the above assumption.
For each integer k, CFI,αk (H) denotes a free Z2 module generated over
{x ∈ P(H) | indCZ(x) = k,AH(x) ∈ I, [x] = α},
where AH(x) is defined by
AH(x) :=
∫
S1
x∗λˆ−Ht
(
x(t)
)
dt.
CFαk (H) abbreviates CF
R,α
k (H).
Remark 2.5. Throughout this paper, we work on Z2 - coefficient homology.
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Let J = (Jt)t∈S1 be a family of elements in J (Xˆ, λˆ), which is of contact type at ∞.
For x, y ∈ P(H), define Mˆ (x, y) as follows (u(s) donotes S1 → Xˆ ; t 7→ u(s, t)):
Mˆ (x, y) :=
{
u : R× S1 → Xˆ | ∂su− Jt
(
∂tu−XHt(u)
)
= 0,
lim
s→−∞
u(s) = x, lim
s→∞
u(s) = y
}
.
Notice that one can define a natural R action on Mˆ (x, y) by shifting trajectories in
the s-variable. M (x, y) denotes its quotient Mˆ (x, y)/R. For generic J = (Jt)t∈S1 , the
following holds: M (x, y) is a smooth manifold of dimension indCZ(x) − indCZ(y) − 1.
When dimM (x, y) = 0, M (x, y) is compact (hence is a finite point set). Moreover,
∂H,J : CF
α
∗ (H)→ CFα∗−1(H); [x] 7→
∑
y
♯M (x, y) · [y]
satisfies ∂2H,J = 0. These claims are proved by the usual transversality and glueing ar-
guments, combined with a C0-estimate for solutions of the Floer equation (Lemma 2.2).
The homology group of (CFα∗ (H), ∂H,J) does not depend on J , and is denoted as HF
α
∗ (H).
It is called Floer homology of H .
It is easy to check that for any x, y ∈ P(H) and u ∈ Mˆ (x, y), there holds
AH(x)−AH(y) =
∫
R×S1
|∂su(s, t)|2Jt dsdt ≥ 0.
In particular, M (x, y) 6= ∅ =⇒ AH(x) ≥ AH(y). Hence for any nonempty interval
I ⊂ R, (CFI,α∗ (H), ∂H,J) is a chain complex. Its homology group HFI,α∗ (H) is called
truncated Floer homology of H . We introduce some abbreviations:
HF<a,α∗ (H) := HF
(−∞,a),α
∗ (H), HF
I
∗(H) :=
⊕
α
HFI,α∗ (H), HF∗(H) := HF
R
∗ (H).
We define I+, I− ⊂ R as I+ := (−∞, inf I ] ∪ I, I− := I+ \ I. The following statements
are immediate from the definition:
• For any nonempty intervals I, I ′ ⊂ R such that I± ⊂ I ′±, there exists a natural
homomorphism ΦII
′
H : HF
I,α
∗ (H)→ HFI
′,α
∗ (H).
• For any −∞ ≤ a < b < c ≤ ∞, there holds the following long exact sequence:
· · · // HF[a,b),α∗ (H) // HF[a,c),α∗ (H) // HF[b,c),α∗ (H) // HF[a,b),α∗−1 (H) // · · · .
Next we introduce the monotonicity homomorphism.
Proposition 2.6. Let H,H ′ ∈ Had(X, λ) and assume that aH ≤ aH′. Notice that
∆ :=
∫
S1
max(Ht −H ′t) dt <∞.
Let I, I ′ ⊂ R be nonempty intervals which satisfy I± + ∆ ⊂ I ′±, and α be a homotopy
class of free loops on X. Then, there exists a natural homomorphism ΦII
′
HH′ : HF
I,α
∗ (H)→
HFI
′,α
∗ (H
′). Moreover, there holds the following properties:
• When H = H ′, ΦII′HH coincides with ΦII
′
H .
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• Suppose that H,H ′, H ′′ ∈ Had(X) satisfy aH ≤ aH′ ≤ aH′′, and let I, I ′, I ′′ ⊂ R be
nonempty intervals. Then, the following diagram commutes if the homomorphisms
ΦII
′
HH′, Φ
II′′
HH′′ , Φ
I′I′′
H′H′′ are defined.
HFI
′,α
∗ (H
′)
ΦI
′I′′
H′H′′
''OO
OO
OO
OO
OO
O
HFI,α∗ (H)
ΦII
′
HH′
88qqqqqqqqqqq
ΦII
′′
HH′′
// HFI
′′,α
∗ (H
′′)
.
Proof. The proof is almost same as the case of closed aspherical symplectic manifolds
(see [10] pp.431). The only difference is that we need a C0-estimate for Floer trajectories,
and it follows from Lemma 2.2. 
The homomorphism ΦII
′
HH′ defined in Proposition 2.6 is called the monotonicity homo-
morphism. The following corollary is immediate from Proposition 2.6.
Corollary 2.7. Let (X, λ) be a Liouville domain, α be a homotopy class of free loops on
X, and H,H ′ ∈ Had(X, λ).
(1) If aH = aH′, there exists a natural isomorphism ΦHH′ : HF
α
∗ (H)→ HFα∗ (H ′).
(2) If Ht ≤ H ′t for any t ∈ S1, there exists a natural homomorphism HFI,α∗ (H) →
HFI,α∗ (H
′) for any nonempty interval I.
2.2.2. Truncated Floer homology of Liouville domains. Let (X, λ) be a Liouville domain,
α be a homotopy class of free loops on X , and I ⊂ R be a nonempty interval. Setting
H negad (X, λ) := {H ∈ Had(X, λ) | H|S1×X < 0}, we define
HFI,α∗ (X, λ) := lim−→
H∈H negad (X,λ)
HFI,α∗ (H),
where the right hand side is a direct limit with respect to monotonicity homomorphisms
in Corollary 2.7 (2). If two nontrivial intervals I, I ′ satisfy I± ⊂ I ′±, there exists a natural
homomorphism HFI,α∗ (X, λ)→ HFI
′,α
∗ (X, λ). We prove the following useful lemma.
Lemma 2.8. For any H ∈ Had(X, λ), there exists a natural isomorphism ΨH : HFα∗ (H)→
HF<aH ,α∗ (X, λ). Moreover, if H−, H+ ∈ Had(X, λ) satisfy aH− ≤ aH+, the following dia-
gram commutes:
HFα∗ (H−)
ΨH−
//
ΦH−H+

HF
<aH− ,α
∗ (X, λ)

HFα∗ (H+) ΨH+
// HF
<aH+ ,α
∗ (X, λ)
.
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Proof. First we construct ΨH : HF
α
∗ (H) → HF<aH ,α∗ (X, λ). It is not hard to check that
the following natural homomorphisms are all isomorphic:
HFα∗ (H)→ lim−→
G∈Had
aG≤aH
HFα∗ (G),
lim−→
G∈H negad
aG≤aH
HFα∗ (G)→ lim−→
G∈Had
aG≤aH
HFα∗ (G),
lim−→
G∈H negad
aG≤aH
HF<aH ,α∗ (G)→ lim−→
G∈H negad
aG≤aH
HFα∗ (G),
lim−→
G∈H negad
aG≤aH
HF<aH ,α∗ (G)→ lim−→
G∈H negad
HF<aH ,α∗ (G) = HF
<aH ,α
∗ (X, λ).
By composing the above isomorphisms and their inverses, we get an isomophsim ΨH :
HFα∗ (H) → HF<aH ,α∗ (X, λ). This proves the first assertion. The second assertion follows
from the above construction. 
It is a standard fact that for any δ ∈ (0,min Spec (X, λ)), there exists a natural iso-
morphism Hn−∗(X) ∼= HF<δ∗ (X, λ). (see [12], Proposition 1.4). Then, for any 0 < a ≤ ∞,
one can define a natural homomorphism
ιa : H
n−∗(X) ∼= HF<δ∗ (X, λ)→ HF<a∗ (X, λ)
by taking sufficiently small δ > 0. Using ιa, we define an important homology class
Fa ∈ HF<an (X, λ) by
Fa := ιa(1).
For any H ∈ Had(X, λ), we define FH ∈ HFn(H) by FH := Ψ−1H (FaH ). The second
assertion in Lemma 2.8 shows that for any H−, H+ ∈ Had(X, λ) with aH− ≤ aH+ , there
holds ΦH−H+(FH−) = FH+ .
2.3. Product structure. First we define the pair-of-pants Riemannian surface Π. The
following definition is taken from [3], pp.1602–1603. In the disjoint union R × [−1, 0] ⊔
R× [0, 1], we consider the identifications
(s,−1) ∼ (s, 0−), (s, 0+) ∼ (s, 1) (s ≤ 0),
(s, 0−) ∼ (s, 0+), (s,−1) ∼ (s, 1) (s ≥ 0),
and define Π to be the quotient. We define the standard complex structure at every point
on Π other than P := (0, 0) ∼ (0,−1) ∼ (0, 1). On a neighborhood of P , we define a
complex structure by the following holomorphic coordinate:
(⋆) :
{
ζ ∈ C ∣∣ |ζ | < 1/√2}→ Π; ζ = σ+τi 7→


(σ2 − τ 2, 2στ) (σ ≥ 0),
(σ2 − τ 2, 2στ + 1) (σ ≤ 0, τ ≥ 0),
(σ2 − τ 2, 2στ − 1) (σ ≤ 0, τ ≤ 0).
jΠ denotes the complex structure on Π. We need the following convexity result:
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Lemma 2.9. Let (Hs,t)(s,t)∈Π be a family of Hamiltonians on Xˆ, and (Js,t)(s,t)∈Π be a
family of elements in J (Xˆ, λˆ). Suppose that there exists r0 > 0, such that the following
holds:
• There exist a, b ∈ C∞(R) such that Hs,t(z, r) = a(s)r+ b(s) on ∂X × [r0,∞), and
a′(s) ≥ 0 for any s ∈ R.
• For any (s, t) ∈ Π, Js,t is of contact type on ∂X × [r0,∞).
If u : Π→ Xˆ satisfies the Floer equation
∂su− Js,t(∂tu−XHs,t(u)) = 0 (at (s, t) 6= P )
JP ◦ du ◦ jΠ − du = 0 (at P )
and u−1(∂X × (r0,∞)) is bounded, then u(Π) ⊂ X(r0).
Proof. If u(Π) is not contained in X(r0), then there exists r1 > r0 such that u(Π) is
not contained in X(r1), u is transversal to ∂X × {r1} and u(P ) /∈ ∂X × {r1}. Then,
D := u−1
(
∂X × [r1,∞)
)
is a compact surface with boundary, and P /∈ ∂D.
The rest part of the proof is almost same as that of Lemma 2.2, replacing D with
D \ {P}. The only delicate point is that we have to check∫
D\{P}
∂s
(
λˆ(XHs,t(u))
)
dsdt− u∗(dλˆ) =
∫
∂D
λˆ(XHs,t(u) dt− du)
holds true, where we cannot apply Stokes’s theorem (when P ∈ intD, D \ {P} is non-
compact). It is enough to consider the case P ∈ intD. Take a complex chart (⋆) near P ,
and set Dε := {ζ ∈ C | 0 ≤ |ζ | ≤ ε}. Then, the above identity is proved as∫
D\{P}
∂s
(
λˆ(XHs,t(u))
)
dsdt− u∗(dλˆ) = lim
ε→0
∫
D\Dε
∂s
(
λˆ(XHs,t(u))
)
dsdt− u∗(dλˆ)
= lim
ε→0
∫
∂Dε∪∂D
λˆ(XHs,t(u) dt− du) =
∫
∂D
λˆ(XHs,t(u) dt− du).

Let H,K ∈ Had(X, λ). Suppose that the following holds:
(P0): ∂rtH|t=0 = ∂rtK|t=0 for any integer r ≥ 0. In particular, aH = aK .
We define H ∗K ∈ C∞(S1 × Xˆ) by
(H ∗K)t :=
{
2H2t (0 ≤ t ≤ 1/2)
2K2t−1 (1/2 ≤ t ≤ 1)
.
Suppose also that the following holds:
(P1): H ∗K ∈ Had(X),
(P2): For any x ∈ P(H) and y ∈ P(K), x(0) 6= y(0).
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Let (Jt)−1≤t≤1 be a family of elements in J (Xˆ, λˆ), which is of contact type at ∞ and
∂rt Jt|t=−1 = ∂rt Jt|t=0 = ∂rt Jt|t=1 for any integer r ≥ 0. For any x ∈ P(H), y ∈ P(K) and
z ∈ P(H ∗K), let M (x, y : z) denote the set of u : Π→ Xˆ which satisfies
∂su− Jt(∂tu−X(H∗K)(t+1)/2(u)) = 0 (at (s, t) 6= P )
JP ◦ du ◦ j − du = 0 (at P )
with boundary conditions
lim
s→−∞
u(s, t) = x(t) (0 ≤ t ≤ 1),
lim
s→−∞
u(s, t) = y(t+ 1) (−1 ≤ t ≤ 0),
lim
s→∞
u(s, t) = z
(
(t+ 1)/2
)
(−1 ≤ t ≤ 1).
For generic (Jt)−1≤t≤1, following holds: M (x, y : z) is a smooth manifold with dimension
indCZ(x) + indCZ(y)− indCZ(z) − n. When dimM (x, y : z) = 0, M (x, y : z) is compact
(hence is a finite point set). Moreover,
CFi(H)⊗ CFj(K)→ CFi+j−n(H ∗K) : [x]⊗ [y] 7→
∑
z
♯M (x, y : z) · [z]
is a chain map. These claims are proved by the usual transversality and glueing arguments,
combined with a C0-estimate for Floer trajectories, which follows from Lemma 2.9. Hence
we can define the pair-of-pants product on Floer homology of Hamiltonians:
HFi(H)⊗HFj(K)→ HFi+j−n(H ∗K); α⊗ β 7→ α ∗ β.
Simple computations show that for any x ∈ P(H), y ∈ P(K), z ∈ P(H ∗ K) and
u ∈ M (x, y : z),
AH(x) + AK(y)−AH∗K(z) =
∫
Π\{P}
|∂su|2Jt dsdt ≥ 0.
In particular, M (x, y : z) 6= ∅ =⇒ AH(x) + AK(y) ≥ AH∗K(z). Hence for any
−∞ ≤ a, b ≤ ∞, one can define the pair-of-pants product on truncated Floer homology
of Hamiltonians:
HF<ai (H)⊗HF<bj (K)→ HF<a+bi+j−n(H ∗K).
By using Lemma 2.9, it is easy to show that it commutes with monotonicity homomor-
phisms:
Lemma 2.10. Suppose that H,K, H¯, K¯ ∈ Had(X, λ) satisfy the following:
(1) H and K satisfy (P0), (P1), (P2).
(2) H¯ and K¯ satisfy (P0), (P1), (P2).
(3) Ht ≤ H¯t, Kt ≤ K¯t for any t ∈ S1.
Then, the following diagram commutes for any −∞ ≤ a, b ≤ ∞:
HF<ai (H)⊗ HF<bj (K) //
ΦHH¯⊗ΦKK¯

HF<a+bi+j−n(H ∗K)
ΦH∗K,H¯∗K¯

HF<ai (H¯)⊗ HF<bj (K¯) // HF<a+bi+j−n(H¯ ∗ K¯)
.
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By Lemma 2.10, one can define the pair-of-pants product on truncated Floer homology
of Liouville domains: HF<ai (X, λ)⊗ HF<bj (X, λ)→ HF<a+bi+j−n(X, λ).
Moreover, the isomorphism in Lemma 2.8 commutes with products. More precisely, if
H,K ∈ Had(X, λ) satisfy (P0), (P1), (P2), the following diagram commutes (a := aH =
aK):
HFi(H)⊗HFj(K) //
ΨH⊗ΨK

HFi+j−n(H ∗K)
ΨH∗K

HF<ai (X, λ)⊗HF<aj (X, λ) // HF<2ai+j−n(X, λ)
.
3. Floer homology of cotangent bundles and loop product
The computation of Floer homology of cotengent bundles has been studied by several
authors (see [2], [3], [11], [12]). We mainly follow [2], [3]. The aim of this section is to state
Theorem 3.2, which relates Floer homology of cotangent bundles with singular homology
of loop spaces, and the pair-of-pants product with the loop product.
In section 3.1, we recall the definition of the loop product following [3]. In section 3.2,
we state Theorem 3.2. Although Theorem 3.2 is essentially established in [2] and [3], it
requires some technical arguments to deduce it from results in those papers in a rigorous
manner. Since these arguments are rather technical, they are postponed until section 6.
3.1. Loop product. In this subsection, we recall the definition of the loop product,
which was discovered in [5]. The following exposition is taken from section 1.2 in [3]
(although authors work on C0(S1,M) rather than W 1,2(S1,M) there).
First we recall the definition of the Umkehr map. Let X be a Hilbert manifold, Y be
its closed submanifold with codimension n, and i : Y → X be the inclusion map. Let NY
denote the normal bundle of Y . The tublar neighborhood theorem (see [8], IV, sections
5-6) claims that there exists a unique (up to isotopy) open embedding u : NY → X such
that u(y, 0) = i(y) for any y ∈ Y . Setting U := u(NY ), the Umkehr map i! : H∗(X) →
H∗−n(Y ) is defined as
H∗(X) // H∗(X,X \ Y )
∼=
// H∗(U, U \ Y ) (u∗)
−1
// H∗(NY,NY \ Y ) τ // H∗−n(Y ).
The second arrow is the isomorphism given by excision, the last one is the Thom iso-
morphism associated to the vector bundle NY → Y (although it is not oriented, we can
consider the Thom isomorphism since we are working on Z2-coefficient homology). For
later purposes, we state the following lemma which is immediate from the above definition:
Lemma 3.1. Let X be a Hilbert manifold, Y be its closed submanifold with codimension
n, and i : Y → X be the inclusion map. Let Z be a k-dimensional compact manifold, and
f : Z → X be a smooth map which is transversal to Y . Then, there holds the following
identity in Hk−n(Y ) : i!
(
f∗[Z]
)
= f∗
[
f−1(Y )
]
.
Then we define the loop product. LetM be a n-dimensional Riemannian manifold, and
a, b > 0. Let us consider the evaluation map ev × ev : Λ<aM × Λ<bM → M ×M ; (γ, γ′) 7→
12
(
γ(0), γ′(0)
)
and the diagonal ∆M := {(x, x) ∈ M × M | x ∈ M} ⊂ M × M . Then,
Θa,bM := (ev × ev)−1(∆M) is a n-codimensional submanifold of Λ<aM × Λ<bM . Let us denote
the embedding map Θa,bM → Λ<aM × Λ<bM by e. Moreover, Γ : Θa,bM → Λ<a+bM denotes the
concatenation map, i.e.
Γ(γ, γ′)(t) :=
{
γ(2t) (0 ≤ t ≤ 1/2)
γ′(2t− 1) (1/2 ≤ t ≤ 1) .
Then, the loop product
◦ : Hi(Λ<aM )⊗Hj(Λ<bM )→ Hi+j−n(Λ<a+bM )
is defined as the composition of the following three homomorphisms:
Hi(Λ
<a
M )⊗Hj(Λ<bM )
×
// Hi+j(Λ
<a
M × Λ<bM )
e!
// Hi+j−n(Θ
a,b
M )
Γ∗
// Hi+j−n(Λ
<a+b
M ).
The first arrow is the usual cross-product in singular homology. The second one is the
Umkehr map associated to the embedding e : Θa,bM → Λ<aM × Λ<bM , and the last one is
induced by the concatenation map Γ.
3.2. Floer homology of cotangent bundles. We state Theorem 3.2. As we have
explained at the beginning of this section, its proof is postponed until section 6:
Theorem 3.2. For any closed oriented n-dimensional Riemannian manifold M , there
holds the following statements:
(1) For any homotopy class α of free loops on M and 0 < a ≤ ∞, there exists a
natural isomorphism HF<a,α∗ (DT
∗M) ∼= H∗(Λ<a,αM ).
(2) For any 0 < a ≤ b ≤ ∞, the following diagram commutes:
HF<a,α∗ (DT
∗M)
∼=
//

H∗(Λ
<a,α
M )

HF<b,α∗ (DT
∗M) ∼=
// H∗(Λ
<b,α
M )
.
The right arrow is induced by the inclusion Λ<a,αM → Λ<b,αM .
(3) The following diagram commutes:
HFi(DT
∗M)⊗HFj(DT ∗M) //
∼=

HFi+j−n(DT
∗M)
∼=

Hi(ΛM)⊗Hj(ΛM) // Hi+j−n(ΛM)
.
The top arrow is the pair-of-pants product, the bottom arrow is the loop product.
Here are two corollaries:
Corollary 3.3. For any 0 < a ≤ ∞, the isomorphism HF<a∗ (DT ∗M) ∼= H∗(Λ<aM ) maps
Fa ∈ HF<an (DT ∗M) to c∗[M ] ∈ Hn(Λ<aM ), where c :M → Λ<aM maps p ∈M to the constant
loop at p.
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Proof. Theorem 3.2 (2) implies that it is enough to prove the assertion for sufficiently
small a > 0. We may assume that M is connected. When a > 0 is sufficiently small,
both HF<an (DT
∗M) and Hn(Λ
<a
M ) are isomorphic to Z2, and they are generated by Fa and
c∗[M ], respectively. Hence the assertion is obvious in this case. 
Corollary 3.4. For any 0 < a ≤ ∞, Fa 6= 0.
Proof. c∗ : H∗(M)→ H∗(Λ<aM ) is injective, since ev∗ : H∗(Λ<aM )→ H∗(M) is a left inverse
of c∗. Hence c∗[M ] 6= 0. Therefore Corollary 3.3 implies Fa 6= 0. 
4. Spectral invariants
The notion of spectral invariants has been developed by several authors (see [6], [9]
section 12.4, and references therein). In this section, we define the spectral invariants
for admissible Hamiltonians on Liouville domains. In section 4.1, we define the spectral
invariants and summerize their basic properties. In section 4.2, we establish a criterion
for Hamiltonians to have nonconstant periodic orbits (Proposition 4.3), which is used in
the proof of our main result, Theorem 1.1.
4.1. Definition and basic properties. Let (X, λ) be a Liouville domain, and H ∈
Had(X, λ). For any a ∈ R, there exists a long exact sequence
· · ·HF<a∗ (H)
ia∗
// HF∗(H)
ja∗
// HF≥a∗ (H)
∂a∗
// HF<a∗−1(H) · · · .
Recall that there exists a natural isomorphism ΨH : HF∗(H)→ HF<aH∗ (X, λ). Then, for
any x ∈ HF<aH∗ (X, λ), we define the spectral invariant ρ(H : x) by
ρ(H : x) := inf{a ∈ R | Ψ−1H (x) ∈ Im ia∗} = inf{a ∈ R | ja∗ (Ψ−1H (x)) = 0}.
Notice that ρ(H : 0) = −∞. We abbreviate ρ(H : FaH ) as ρ(H).
In the next Lemma 4.1, we summerize basic properties of the spectral invariants. First
we introduce some notations:
• For H ∈ C∞(S1 × Xˆ) and a homotopy class α of free loops on X , we define
Pα(H) := {x ∈ P(H) | [x] = α}, Spec α(H) := {AH(x) | x ∈ Pα(H)},
Spec (H) := {AH(x) | x ∈ P(H)}.
It is easy to see that for any H ∈ C∞(S1 × Xˆ) which is linear at ∞ and aH /∈
Spec (X, λ), Spec α(H), Spec (H) ⊂ R are closed, nowhere dence sets.
• For H ∈ C∞0 (S1 × Xˆ), its Hofer norm is defined as
‖H‖ :=
∫
S1
maxHt −minHt dt.
Lemma 4.1. (1) For any H ∈ Had(X, λ) and x ∈ HF<aH ,α∗ (X, λ) \ {0}, ρ(H : x) ∈
Spec α(H).
(2) Suppose H,K ∈ Had(X, λ) satisfy that supp(H −K) is compact. Then, for any
x ∈ HF<aH∗ (X, λ) \ {0}, |ρ(H : x)− ρ(K : x)| ≤ ‖H −K‖.
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(3) Suppose H,K ∈ Had(X, λ) satisfy (P0), (P1), (P2) in section 2.3. Then, for any
x, y ∈ HF<aH∗ (X, λ), ρ(H ∗K : x ∗ y) ≤ ρ(H : x) + ρ(K : y).
Proof. (1): Suppose the contrary: i.e. ρ(H : x) /∈ Spec α(H). We abbreviate ρ(H : x)
as ρ. Since x 6= 0, ρ 6= −∞. Since Spec α(H) is closed, there exists ε > 0 such that
[ρ − ε, ρ + ε] ∩ Spec α(H) = ∅. Hence HF[ρ−ε,ρ+ε),α∗ (H) = 0, therefore HF<ρ−ε,α∗ (H) →
HF<ρ+ε,α∗ (H) is isomorphic. Hence we get
Im
(
HF<ρ−ε,α∗ (H)→ HFα∗ (H)
)
= Im
(
HF<ρ+ε,α∗ (H)→ HFα∗ (H)
)
.
However, the definition of the spectral invariant implies that Ψ−1H (x) /∈ Im
(
HF<ρ−ε,α∗ (H)→
HFα∗ (H)
)
and Ψ−1H (x) ∈ Im
(
HF<ρ+ε,α∗ (H)→ HFα∗ (H)
)
, hence a contradiction.
(2): By Proposition 2.6, for any a ∈ R there exists a monotonicity homomorphism
HF<a∗ (H)→ HF<a+‖H−K‖∗ (K). The commutativity of the diagram (horizontal arrows are
monotonicity homomorphisms)
HF<a∗ (H)
//
ia∗

HF<a+‖H−K‖∗ (K)
i
a+‖H−K‖
∗

HF∗(H) // HF∗(K)
shows that ρ(K : x) ≤ ρ(H : x) + ‖H −K‖. A similar argument shows that ρ(H : x) ≤
ρ(K : x) + ‖H −K‖, hence (2) is proved.
(3) follows from the fact that the isomorphism in Lemma 2.8 commutes with products
(see the last paragraph of section 2.3). 
Using Lemma 4.1 (2), we can define the spectral invariants for larger class of Hamil-
tonians. Let H ∈ C∞(S1 × Xˆ) be linear at ∞ and aH /∈ Spec (X, λ), but P(H) may
contain degenerate orbits. Take a sequence (Hj)j=1,2,... of admissible Hamiltonians so that
supp(Hj −H) is compact for any j and lim
j→∞
‖Hj −H‖ = 0. Define ρ(H : x) by
ρ(H : x) := lim
j→∞
ρ(Hj : x).
By Lemma 4.1 (2), the right hand side converges and does not depend on choices of (Hj)j .
The following lemma is immediate from Lemma 4.1 and the above definition.
Lemma 4.2. Let H ∈ C∞(S1 × Xˆ) be linear at ∞ and aH /∈ Spec (X, λ).
(1) For any x ∈ HF<aH ,α∗ (X, λ) \ {0}, ρ(H : x) ∈ Spec α(H).
(2) For any K ∈ C∞(S1 × Xˆ) such that supp(H − K) is compact and for any x ∈
HF<aH∗ (X, λ) \ {0}, |ρ(H : x)− ρ(K : x)| ≤ ‖H −K‖.
(3) Suppose that 2aH /∈ Spec (X, λ). If K ∈ C∞(S1 × Xˆ) satisfies ∂rtH|t=0 = ∂rtK|t=0
for any integer r ≥ 0, ρ(H ∗ K : x ∗ y) ≤ ρ(H : x) + ρ(K : y) for any x, y ∈
HF<aH∗ (X, λ).
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4.2. Criterion for Hamiltonians to have nonconstant periodic orbits. In this
subsection, we prove the following criterion for Hamiltonians to have nonconstant periodic
orbits. Recall that for any H ∈ Had(X, λ), ρ(H : FaH ) is abbreviated as ρ(H).
Proposition 4.3. Let (X, λ) be a Liouville domain, H ∈ C∞0 (intX), χ ∈ C∞(S1), and
ν ∈ C∞([1,∞)). Define Hχ,ν ∈ C∞(S1 × Xˆ) by
Hχ,ν(t, x) :=
{
χ(t)H(x) (x ∈ X)
ν(r)
(
x = (z, r) ∈ ∂X × [1,∞)) .
Suppose that the following holds:
(1) ν ∈ C∞([1,∞)) satisfies the following properties:
(a) There exists 1 < r0 such that ν(r) ≡ 0 on [1, r0].
(b) There exist 1 < r1 and aν ∈ (0,−minH) \ Spec (X, λ) such that ν ′(r) ≡ aν
on [r1,∞).
(c) S(ν) := sup
r≥1
rν ′(r)− ν(r) < −minH.
(2)
∫
S1
χ(t)dt = 1.
(3) Faν 6= 0.
Under these assumptions, if ρ(Hχ,ν) 6= −minH, then there exists a nonconstant periodic
orbit γ of XH with Per (γ) ≤ 1.
First we prove the following lemma. For any K ∈ C∞(Xˆ), we define K¯ ∈ C∞(S1× Xˆ)
by K¯(t, x) := K(x).
Lemma 4.4. Fix r > 1. Let K be a Morse function on Xˆ, such that K¯ ∈ Had(X, λ) and
K is linear on ∂X × [r,∞). If C2-norm of K|X(r) is sufficiently small, ρ(K¯) = −minK.
Proof. If C2-norm of K|X(r) is sufficiently small, the Floer complex of K¯ is identified with
the Morse complex of K, and it induces an isomorphism HF∗(K¯) ∼= Hn−∗(X). Since FK¯ ∈
HFn(K¯) corresponds to 1 ∈ H0(X) in this isomorphism,
∑
q∈CrP0(K)
aq[q] represents FK¯ if
and only if aq = 1 for any q ∈ CrP0(K) := {critical points of K with Morse index 0}.
Hence ρ(K¯) = max
q∈CrP0(K)
−K(q) = −minK. 
Now we return to the proof of Proposition 4.3. It is enough to show the following claim:
Claim 4.5. Suppose that assumptions (1), (2), (3) in Proposition 4.3 hold. If every non-
constant periodic orbit of XH has period strictly larger than 1, then ρ(Hχ,ν) = −minH .
The proof consists of 4 steps. In the course of the proof, we use the following notation:
for any a ∈ R, we also denote the constant function S1 → R; t 7→ a by a. For instance,
Ha,ν denotes the function on S
1 × Xˆ defined as
Ha,ν(t, x) :=
{
aH(x) (x ∈ X)
ν(r)
(
x = (z, r) ∈ ∂X × [1,∞)) .
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Step 1: There exist ε0, δ0 ∈ (0, 1) such that: for any ε ∈ (0, ε0] and δ ∈ (0, δ0] such
that δaν /∈ Spec (X, λ), ρ(Hε,δν) = −εminH .
For any ε, δ > 0, there exists a sequence of Morse functions (Hj)j=1,2,... on Xˆ such that
supp(Hε,δν − H¯j) is contained in X(r1), and lim
j→∞
H¯j = Hε,δν in C
2-norm. When ε and δ
are sufficiently small, C2-norm of Hε,δν |X(r1) is sufficiently small. Hence
ρ(Hε,δν) = lim
j→∞
ρ(H¯j) = lim
j→∞
−minHj = −minHε,δν = −εminH,
where the second equality follows from Lemma 4.4.
Step 2: For any 0 < δ < min
{
δ0,
−ε0minH
S(ν)
}
such that δaν /∈ Spec (X, λ), ρ(H1,δν) =
−minH .
For any ε ∈ (0, 1], P(εH) consists of only constant loops at critical points of H , since
every nonconstant periodic orbit of XH has period > 1. On the otherhand, for any
x ∈ P(Hε,δν) which is not contained in X , AHε,δν (x) ≤ δS(ν). Hence Spec (Hε,δν) ⊂(−∞, δS(ν)] ∪ −εCrV(H), where CrV(H) denotes the set of critical values of H . Since
δaν ≤ aν and Faν 6= 0, Fδaν 6= 0. Hence Lemma 4.2 (1) shows that ρ(Hε,δν) ∈
(−∞, δS(ν)]∪
−εCrV(H).
Let I := {ε ∈ [ε0, 1] | ρ(Hε,δν) = −εminH}. Step 1 shows ε0 ∈ I. Lemma 4.2
(2) shows that ρ(Hε,δν) depends continuously on ε, hence I is closed. Moreover, since
δS(ν) < −ε0min(H) and CrV(H) is nowhere dence, I is open. Hence I = [ε0, 1]. In
particular, ρ(H1,δν) = −minH .
Step 3: ρ(H1,ν) = −minH .
Since Faν 6= 0,
ρ(H1,ν) ∈ Spec (H1,ν) ⊂
(−∞, S(ν)] ∪ −CrV(H) ⊂ (−∞,−minH ].
Hence ρ(H1,ν) ≤ −minH . We prove the opposite inequality. Take δ > 0 so that δaν /∈
Spec (X, λ) and 0 < δ < min
{
δ0,
−ε0minH
S(ν)
}
. For sufficiently small c > 0, there exist
G−, G+ ∈ Had(X, λ) with the following properties:
(a): G+ −H1,ν and G− −H1,δν are compactly supported.
(b): ‖G+ −H1,ν‖, ‖G− −H1,δν‖ < c.
(c): G+ = G− on S1 ×X(r0).
(d): G+(t, x) ≥ G−(t, x) for any t ∈ S1, x ∈ Xˆ.
(e): There exist a, b ∈ R such that G±(t, z, r) = ar+b for any (t, z, r) ∈ S1×∂X×[1, r0].
(f): Any x ∈ P(G±) satisfying AG±(x) ≥ −minH − c is contained in X .
Consider the following commutative diagram:
HF∗(G
−) //

HF≥−minH−c∗ (G
−)

HF∗(G
+) // HF≥−minH−c∗ (G
+)
,
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where vertical arrows are monotonicity homomorphisms. (d), (e), (f) and Lemma 2.3
imply that all Floer trajectories involved in the right arrow are contained in X . Hence
(c) shows that the right arrow is an isomorphism.
By Step 2, ρ(H1,δν) = −minH . Hence (a), (b) and Lemma 4.2 (2) show ρ(G−) >
−minH − c. It implies that FG− does not vanish by the top arrow. Since the right
arrow is isomorphic, FG+ does not vanish by the bottom arrow, i.e. ρ(G
+) ≥ −minH−c.
Finally, (a), (b) and Lemma 4.2 (2) show ρ(H1,ν) > −minH−2c. Since c > 0 is arbitrarily
small, ρ(H1,ν) ≥ −minH .
Step 4: ρ(Hχ,ν) = −minH .
For any s ∈ [0, 1], define χs by χs := (1 − s) + sχ. Then, it is easy to check that
Spec (Hχs,ν) does not depend on s. Moreover, Lemma 4.2 (2) shows that ρ(Hχs,ν) depends
continuously on s. Since Spec (Hχs,ν) is nowhere dence, ρ(Hχs,ν) does not depend on s.
Hence ρ(Hχ,ν) = ρ(H1,ν) = −minH . 
5. Proof of Theorem 1.1
5.1. Key lemma. First we introduce a few notations. For any loop γ : S1 → M , we
define γ¯ : S1 → M by γ¯(t) := γ(1 − t). Since γ ∼ γ′ =⇒ γ¯ ∼ γ¯′, one can define α¯ for
any homotopy class α of free loops.
Lemma 5.1. Let M be a closed Riemannian manifold. Suppose that ev : ΛM →M ; γ 7→
γ(0) has a smooth section s. Then, setting s¯ : M → ΛM and c : M → ΛM by
s¯(p) := s(p), c(p) := constant loop at p (∀p ∈M),
there holds s∗[M ] ◦ s¯∗[M ] = c∗[M ], where ◦ denotes the loop product on H∗(ΛM).
Proof. Recall that the loop product is the compsition of the following three homomor-
phisms (we use same notations as in section 3.1):
Hi(ΛM)⊗Hj(ΛM) × // Hi+j(ΛM × ΛM) e! // Hi+j−n(ΘM) Γ∗ // Hi+j−n(ΛM).
It is clear that s∗[M ]×s¯∗[M ] = (s×s¯)∗[M×M ]. Moreover, since (ev×ev)◦(s×s¯) = idM×M
and ΘM = (ev × ev)−1(∆M), s × s¯ : M ×M → ΛM × ΛM is transversal to ΘM . Then
Lemma 3.1 shows that s∗[M ] ◦ s¯∗[M ] = Γ(s, s¯)∗[M ].
Hence it is enough to show that two continuous maps Γ(s, s¯), c : M → ΛM are homo-
topic. Define K : M × [0, 1]→ ΛM by
K(p, t)(τ) :=
{
s(p)(2tτ) (0 ≤ τ ≤ 1/2)
s(p)(2t− 2tτ) (1/2 ≤ τ ≤ 1) .
Then K is a homotopy between Γ(s, s¯) and c. 
Lemma 5.1, Theorem 3.2 and Corollary 3.3 imply the following:
Corollary 5.2. Let M be a closed, oriented Riemannian manifold, α be a homotopy class
of free loops on M . Suppose that the evaluation map ΛαM → M ; γ 7→ γ(0) has a smooth
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section. Then, there exist x ∈ HFαn(DT ∗M), y ∈ HFα¯n(DT ∗M) such that x ∗ y = F∞ ∈
HFn(DT
∗M).
5.2. Proof of Theorem 1.1. Finally we prove our main result, Theorem 1.1. Since
HF∗(DT
∗M) = lim−→
a→∞
HF<a∗ (DT
∗M), Corollary 5.2 shows that, for sufficiently large 0 <
a < ∞, there exist x ∈ HF<a,αn (DT ∗M), y ∈ HF<a,α¯n (DT ∗M) such that x ∗ y = F2a ∈
HF<2an (DT
∗M). Corollary 3.4 shows that F2a 6= 0, hence x, y 6= 0.
We show the following claim:
Claim 5.3. For any H ∈ C∞0 (intDT ∗M) such that minH < −2a, there exists a noncon-
stant periodic orbit γ of XH such that Per (γ) ≤ 1.
Claim 5.3 immediately implies that cHZ(DT
∗M) ≤ 2a. In particular, cHZ(DT ∗M) is
finite. Suppose that Claim 5.3 does not hold: i.e. there exists H ∈ C∞0 (intDT ∗M) such
that minH < −2a and any nonconstant periodic orbit γ of XH satisfies Per (γ) > 1.
Since Spec (DT ∗M,λM) is nowhere dence, we may assume that a, 2a /∈ Spec (DT ∗M,λM).
Take ν ∈ C∞([1,∞)) such that:
(a) There exists 1 < r0 such that ν(r) ≡ 0 on [1, r0].
(b) There exists 1 < r1 such that such that ν
′(r) ≡ a on [r1,∞).
(c) S(ν) := sup
r≥1
rν ′(r)− ν(r) < −minH/2.
Moreover, take χ ∈ C∞(S1) such that
∫
S1
χ(t)dt = 1 and χ ≡ 0 near 0 = 1.
Consider Hχ,ν, H0,ν ∈ C∞(S1 × T ∗M). Obviously, Hχ,ν ∗ H0,ν = Hη,2ν , where η ∈
C∞(S1) is defined as
η(t) =
{
2χ(2t) (0 ≤ t ≤ 1/2)
0 (1/2 ≤ t ≤ 1) .
By the same arguments as in Step 4 in the proof of Proposition 4.3, ρ(Hχ,ν : x) = ρ(H1,ν :
x). If there exists γ ∈ P(H1,ν) with [γ] = α and γ(S1) ⊂ DT ∗M , γ is a nonconstant
(since α is nontrivial) periodic orbit of XH , and obviously Per (γ) = 1. It contradicts our
assumption. Hence any γ ∈ P(H1,ν) with [γ] = α is not contained in DT ∗M , and (c)
shows that Spec α(H) ⊂ (−∞,−minH/2). Hence ρ(Hχ,ν : x) = ρ(H1,ν : x) < −minH/2.
On the otherhand, (c) shows that Spec (H0,ν) ⊂ (−∞,−minH/2). Hence ρ(H0,ν : y) <
−minH/2. Therefore we conclude
ρ(Hη,2ν) = ρ(Hη,2ν : F2a) ≤ ρ(Hχ,ν : x) + ρ(H0,ν : y) < −minH.
Since 2a, S(2ν) < −minH ,
∫
S1
η(t) dt = 1 and F2a 6= 0, Proposition 4.3 shows that
there exists a nonconstant periodic orbit of XH with period ≤ 1. This contradicts our
assumption. 
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6. Proof of Theorem 3.2
The aim of this section is to prove Theorem 3.2. Although it is essentially established
in [2], [3], we have to overcome the following technical matters to deduce it from results
in [2], [3]:
• In section 2, we define truncated Floer homology of Liouville domains, by using
Hamiltonians which grow linearly at ends. On the otherhand, in [2] and [3], the
authors study Floer homology of Hamiltonians on cotangent bundles which grow
quadratically at ends. Hence we have to understand how to define truncated Floer
homology of unit disk cotangent bundles, by using Hamiltonians on cotangent
bundles which grow quadratically at ends.
• In [2], the main result is stated as
HF<a∗ (H)
∼= H∗
({AL < a}),
where H is a time-dependent Hamiltonian on a cotangent bundle T ∗M , L is its
Fenchel dual, and AL is a functional on ΛM which is defined as
AL(γ) :=
∫
S1
L(t, γ(t), γ′(t)) dt.
On the otherhand, Theorem 3.2 deals with truncated Floer homology of unit disk
cotangent bundles, which is defined by taking a limit of Hamiltonians. Hence to
prove Theorem 3.2, we have to choose an appropriate sequence of Hamiltonians,
and take a limit of the above isomorphism.
Section 6.1 concerns the first matter, and the goal of this subsection is to define trun-
cated Floer homology of unit disk cotangent bundles by using Hamiltonians on cotangent
bundles which grow quadratically at ends (Proposition 6.4). In section 6.2, we state main
results in [2], [3] in a rigorous manner (Theorem 6.5, Theorem 6.8). In section 6.3, we
prove Theorem 3.2, by choosing an appropriate sequence of Hamiltonians (Lemma 6.9)
and taking a direct limit.
6.1. Floer homology of cotangent bundles. Let M be a compact Riemannian man-
ifold. For each (q, p) ∈ T ∗M , T hor(q,p)(T ∗M) denotes the horizontal subspace of T(q,p)(T ∗M)
with respect to the Levi-Civita connection, and T ver(q,p)(T
∗M) := T(q,p)(T
∗
qM). T (T
∗M)
naturally splits as T hor(T ∗M) ⊕ T ver(T ∗M). Then, natural isomorphisms of vector bun-
dles
T ver(T ∗M)
∼=
// π∗M(T
∗M)
∼=
// π∗M (TM)
∼=
// T hor(T ∗M)
define an almost complex structure on T (T ∗M) (the second arrow is defined by the Rie-
mannian metric on M). We denote it as JM . It is easy to check that JM is compatible
with ωM . Hence it defines a Riemannian metric gJM on T
∗M . Simple computations show
the following lemma:
Lemma 6.1. Identifying (T ∗M,λM) with the completion of (DT
∗M,λM) (see example
2.1), JM is of contact type on T
∗M \M = ST ∗M × (0,∞).
Let H ∈ C∞(S1 × T ∗M). For any t ∈ S1, Ht ∈ C∞(T ∗M) is defined as Ht(q, p) :=
H(t, q, p). In [2], the authors introduce the following conditions on H :
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(H0): All orbits in P(H) are nondegenerate.
(H1): dHt(q, p)(ZM)−Ht(q, p) ≥ h0|p|2 − h1 for some constants h0 > 0 and h1 ≥ 0.
(H2): |∇qHt(q, p)| ≤ h2(1 + |p|2), |∇pHt(q, p)| ≤ h2(1 + |p|) for some constant h2 ≥ 0.
In (H1), ZM denotes the Liouville vector field of (T
∗M,λM), as we have introduced
at the beginning of this paper. In (H2), ∇qHt, ∇pHt denote horizontal and vertical
components of the gradient of Ht with respect to gJM .
For any −∞ ≤ a ≤ ∞ and H ∈ C∞(S1 × T ∗M) satisfying (H0), (H1), (H2), one can
define the Floer chain complex (CF<a∗ (H), ∂JM ,H) in the usual manner, and its homology
group is denoted as HF<a∗ (H) (see section 3.1 in [3]). The crusial step is to prove a C
0-
estimate for Floer trajectories, and it is carried out in section 1.5 in [2] (see also section
6.1 in [3]).
Remark 6.2. In [3], the authors fix the almost complex structure JM , and achieve
transversalities by perturbing Hamiltonians (see Remark 3.3 in [3]).
We check the existence of the monotonicity homomorphism in this case:
Proposition 6.3. Suppose that H,K ∈ C∞(S1 × T ∗M) satisfy (H0), (H1), (H2), and
Ht(q, p) ≤ Kt(q, p) for any t ∈ S1 and (q, p) ∈ T ∗M . Then, there exists a natural
homomorphism HF<a∗ (H)→ HF<a∗ (K) for any −∞ ≤ a ≤ ∞.
Proof. We take χ ∈ C∞(R) so that χ′(s) ≥ 0 for any s ∈ R, χ(s) = 0 for s ≤ −1,
χ(s) = 1 for s ≥ 1. Set Hs,t := χ(s)Kt + (1 − χ(s))Ht. Then we define a chain map
ϕ : CF<a∗ (H)→ CF<a∗ (K) by
ϕ[x] :=
∑
y
ϕx,y · [y]
where ϕx,y is the (mod 2) number of u : R×S1 → T ∗M which satisfies the Floer equation
∂su− JM(∂tu−XHs,t(u)) = 0, lim
s→−∞
u(s) = x, lim
s→∞
u(s) = y.
The only delicate point is a C0 estimate for solutions of the above Floer equation, where
we cannot apply Lemma 2.2, since Hs are not linear at ∞. The key fact is that any
solution u : R× S1 → T ∗M of the above Floer equation satisfies
∂s
(
AHs
(
u(s)
))
= −
∫
S1
∣∣∂su(s, t)∣∣2JM + ∂sHs,t(u(s, t)) dt.
Since ∂sHs,t(q, p) ≥ 0 for any (s, t) ∈ R× S1 and (q, p) ∈ T ∗M , we get∫
R×S1
|∂su(s, t)|2JM dsdt ≤ AH(x)−AK(y),
AHs
(
u(s)
) ∈ [AK(y),AH(x)] (∀s ∈ R).
Then, Theorem 1.14 (i) in [2] shows that u(R × S1) is contained in some compact set,
which depends on x and y (in that theorem s-independent Hamiltonians are considered,
however its proof makes use of only the above inequalities). 
We call the homomorphism in Proposition 6.3 the monotonicity homomorphism.
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One can define lim−→
H|S1×DT∗M<0
HF<a∗ (H) for any −∞ ≤ a ≤ ∞, by taking a direct limit
with respect to the monotonicity homomorphism in Proposition 6.3. We have to check
that it coincides with trucated Floer homology defined in section 2.2.2:
Proposition 6.4. For any −∞ ≤ a ≤ ∞, there exists a natural isomorphism
HF<a∗ (DT
∗M) ∼= lim−→
H|S1×DT∗M<0
HF<a∗ (H),
where the left hand side is truncated Floer homology defined in section 2.2.2, and the right
hand side is a direct limit with respect to the monotonicity homomorphism.
Proof. In this proof, we denote (DT ∗M,λM) as (X, λ). Let H denote the set of H ∈
C∞(S1× Xˆ), which satisfies (H0), (H1), (H2) and H|S1×X < 0. Then the right hand side
in the statement is written as lim−→
H∈H
HF<a∗ (H). Notice that it is enough to consider the
case a <∞. Let Ha be the set of H ∈ H , which satisfies the following properties:
• There exist aH ∈ (0,∞) \ Spec (X, λ), bH ∈ R such that Ht(z, r) = aHr + bH for
any (z, r) ∈ ∂X × [2, 3].
• Any x ∈ P(H) satisfying AH(x) < a is contained in X(2).
It is easy to see that Ha is cofinal inH . Hence the natural homomorphism lim−→
H∈Ha
HF<a∗ (H)→
lim−→
H∈H
HF<a∗ (H) is isomorphic.
For each H ∈ Ha, we define H lin ∈ Had(X, λ) by
H lint (x) :=
{
Ht(x)
(
x ∈ X(2)),
aHr + bH
(
x = (z, r) ∈ ∂X × [2,∞)).
Since any x ∈ P(H) with AH(x) < a is contained in X(2), there exists a natural
isomorphism of modules CF<a∗ (H)
∼= CF<a∗ (H lin). Since JM is of contact type on ∂X ×
(0,∞) (hence on ∂X × [2, 3]), Lemma 2.3 shows that the above isomorphism of modules
is an isomorphism of complexes between (CF<a∗ (H), ∂H,JM ) and (CF
<a
∗ (H
lin), ∂Hlin,JM ).
Hence we get an isomorphism HF<a∗ (H)
∼= HF<a∗ (H lin).
Suppose that H,K ∈ Ha satisfy Ht(x) ≤ Kt(x) for any t ∈ S1, x ∈ Xˆ . Then, Lemma
2.3 shows that, if bH ≥ bK
HF<a∗ (H)
∼=
//

HF<a∗ (H
lin)

HF<a∗ (K) ∼=
// HF<a∗ (K
lin)
commutes, where vertical arrows are monotone homomorphisms.
It is easy to see that there exists a cofinal sequence (H i)i=1,2,... in Ha, such that H
1 ≤
H2 ≤ · · · and bH1 ≥ bH2 ≥ · · · . Hence lim−→
H∈Ha
HF<a∗ (H)
∼= lim−→
H∈Ha
HF<a∗ (H
lin). On the
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otherhand, since {H lin}H∈Ha is cofinal in {H ∈ Had(X, λ) | H|S1×X < 0}, the natural
homomorphism lim−→
H∈Ha
HF<a∗ (H
lin) → HF<a∗ (X) is isomorphic. Hence we end up with an
isomorphism lim−→
H∈H
HF<a∗ (H)
∼= HF<a∗ (X). 
Suppose that H,K ∈ C∞(S1 × T ∗M) satisfy the following conditions:
• ∂rtH|t=0 = ∂rtK|t=0 for any integer r ≥ 0.
• H,K,H ∗K satisfy (H0), (H1) and (H2).
Under these assumptions, for any−∞ ≤ a, b ≤ ∞ one can define the pair-of-pants product
HF<ai (H)⊗ HF<bj (K)→ HF<a+bi+j−n(H ∗K)
in the same manner as in section 2.3 (see section 3.3 in [3]). This product commutes with
the monotonicity homomorphism defined in Proposition 6.3. (The only delicate point is
a C0 estimate for solutions of the Floer equation, and it is proved by arguments similar
to the proof of Proposition 6.3. See section 6.1 in [3].) Hence one can define a product
lim−→
H|S1×DT∗M<0
HF<ai (H)⊗ lim−→
H|S1×DT∗M<0
HF<bj (H)→ lim−→
H|S1×DT∗M<0
HF<a+bi+j−n(H).
The isomorphism in Proposition 6.4 interwines this product with the pair-of-pants product
on truncated Floer homology, which was defined in section 2.3.
6.2. Main results in [2], [3]. In section 6.2.1, we construct a Morse complex of a La-
grangian action functional on a loop space, and see that its homology group is naturally
isomorphic to singular homology of the loop space. In section 6.2.2, we state the main
results in [2], [3] in a rigorous term.
6.2.1. Morse complexes on loop spaces. Let M be a Riemannian manifold, and L ∈
C∞(S1 × TM). For any t ∈ S1, Lt ∈ C∞(TM) is defined as Lt(q, v) := L(t, q, v).
In [2], the authors introduce the following conditions on L:
(L1): ∇vvLt(q, v) ≥ l1 for some l1 > 0.
(L2): |∇qqLt(q, v)| ≤ l2(1 + |v|2), |∇qvLt(q, v)| ≤ l2(1 + |v|), |∇vvLt(q, v)| ≤ l2 for some
l2 ≥ 0.
The Lagrangian action functional AL on ΛM is defined as
AL(γ) :=
∫
S1
Lt
(
γ(t), γ′(t)
)
dt,
and the corresponding Euler-Lagrange equation is
d
dt
∂vLt(γ(t), γ
′(t)) = ∂qLt(γ(t), γ
′(t)).
Let P(L) denote the set of solutions of the above Euler-Lagrange equation, and consider
the following condition on L:
(L0): All orbits in P(L) are nondegenerate.
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In [4] (Theorem 4.1), it is proved that if L ∈ C∞(S1 × TM) satisfies (L0), (L1) and
(L2), then there exists a smooth vector field X on ΛM with the following properties (for
terminologies, see [4]):
(X1): X is complete.
(X2): AL is a Lyapnov function for X .
(X3): X is Morse and all its singular points have finite Morse index.
(X4): The pair (X,AL) satisfies the Palais-Smale condition.
(X5): X satisfies the Morse-Smale condition up to every order.
Let X be a smooth vector field on ΛM which satisfies (X1)-(X5). ϕX : ΛM × R → ΛM
denotes the flow generated by X . For any x ∈ P(L), i(x : L) denotes the Morse index of
AL at x. The stable and unstable mainifolds at x ∈ P(L) are defined as
W s(x : X) := {p ∈ ΛM | lim
t→∞
ϕX(t, p) = x},
W u(x : X) := {p ∈ ΛM | lim
t→−∞
ϕX(t, p) = x}.
They are submanifolds of ΛM , and dimW
u(x : X) = i(x : L) (see Theorem 1.20 in [1]).
The following fact follows from results in [1] (see Corollary 4.1 in [4]):
• For any a ∈ R, let CM<a∗ (L) be a free Z2 module generated over
{
x ∈ P(L) ∣∣
AL(x) < a, i(x : L) = ∗
}
. Define ∂L,X : CM
<a
∗ (L)→ CM<a∗−1(L) by
∂L,X [x] :=
∑
y
∂x,y · [y],
where ∂x,y is the (mod 2) number of a compact 0-dimensional manifold W
u(x :
X) ∩ W s(y : X)/R. Then, (CM<a∗ (L), ∂L,X) is a chain complex. Its homology
group HM<a∗ (L,X) is called Morse homology.
• HM<a∗ (L,X) is naturally isomorphic to singular homology H∗
({AL < a}).
Suppose that L1, L2 ∈ C∞(S1 × TM) satisfy (L0), (L1), (L2) and L1t (q, v) ≥ L2t (q, v)
for any t ∈ S1 and (q, v) ∈ TM . Then obviously {AL1 < a} ⊂ {AL2 < a}. We will
describe a natural homomorphism H∗
({AL1 < a}) → H∗({AL2 < a}) in terms of Morse
homology, following Appendix A.2 in [3].
Take smooth vector fields X1, X2 on ΛM so that X
i satisfies (X1)-(X5) with Li, and
assume that P(L1) ∩P(L2) ∩ {AL1 < a} = ∅. Then, up to C∞-small perturbations of
X1 and X2, we may assume that
For any x ∈ P(L1)∩{AL1 < a} and y ∈ P(L2), W u(x : X1) is transversal
to W s(y,X2).
Then, one can define a chain map ϕ : CM<a∗ (L
1, X1)→ CM<a∗ (L2, X2) by
ϕ[x] :=
∑
y
ϕx,y · [y],
where ϕx,y is the (mod 2) number of W
u(x : X1) ∩W s(y : X2). ϕ induces a homomor-
phism on homology Φ : HM<a∗ (L
1, X1) → HM<a∗ (L2, X2), and Φ satisfies the following
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commutative diagram (for proofs, see Appendix A.2 in [3]):
HM<a∗ (L
1, X1)
∼=
//
Φ

H∗
({AL1 < a})

HM<a∗ (L
2, X2) ∼=
// H∗
({AL2 < a})
.
6.2.2. Computations of Floer homology of cotangent bundles. Suppose that L ∈ C∞(S1×
TM) satisfies (L1), (L2). (L1) implies that Lt is strictly convex on each tangent fiber for
any t ∈ S1, hence one can define its Fenchel dual H = (Ht)t∈S1 , namely
Ht(q, p) := max
v∈TqM
p(v)− Lt(q, v)
(
(q, p) ∈ T ∗M).
There exists a 1 : 1 correspondence between P(L) and P(H), and L satisfies (L0) if and
only if H satisfies (H0). The main result in [2] is the following:
Theorem 6.5. Let M be a compact oriented Riemannian manifold. Suppose that L ∈
C∞(S1×TM) satisfies (L0), (L1), (L2), and its Fenchel dual H ∈ C∞(S1×T ∗M) satisfies
(H0), (H1), (H2).
(1) For any a > 0, there exists a natural isomorphism H∗
({AL < a}) ∼= HF<a∗ (H).
(2) For any a, b > 0 such that a ≤ b, the following diagram commutes:
H∗
({AL < a}) ∼= //

HF<a∗ (H)

H∗
({AL < b}) ∼= // HF<b∗ (H)
.
Proof. We only describe a construction of a chain level isomorphism to prove (1). Let
X be a smooth vector field on ΛM satisfying (X1)-(X5) with L. For γ ∈ P(L) and
x ∈ P(H), consider the following moduli space:
M (γ, x) :=
{
u : [0,∞)× S1 → T ∗M ∣∣ ∂su− JM(∂tu−XH(u)) = 0,
lim
s→∞
u(s) = x, πM
(
u(0)
) ∈ W u(γ : X)}.
Following facts are proved in [2]:
• Up to perturbations of H , M (γ, x) is a smooth manifold of dimension i(γ : L) −
indCZ(x).
• When i(γ : L) − indCZ(x) = 0, M (γ, x) is compact (hence is a finite point set).
We define ψ : CM∗(L,X)→ CF∗(H, JM) by
ψ[γ] :=
∑
x
♯M (γ, x) · [x].
• If AH(x) > AL(γ) then M (γ, x) = ∅. Hence for any a ∈ R, ψ maps CM<a∗ (L : X)
to CF<a∗ (H, JM).
• ψ<a : CM<a∗ (L : X) → CF<a∗ (H, JM) is isomorphic, and is a chain map. Hence it
induces an isomorphism Ψ<a : HM<a∗ (L : X)→ HF<a∗ (H).
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Combined with the natural isomorphism HM<a∗ (L : X)
∼= H∗
({AL < a}), this proves the
assertion (1). (2) is obvious from the construction. 
Remark 6.6. It is clear from the above construction that for any homotopy class α of
free loops on M , there exists a natural isomorphism
H∗
({γ ∈ ΛM | [γ] = α,AL(γ) < a}) ∼= HF<a,α∗ (H).
It is easy to prove the following proposition from the construction of the chain level
isomorphsim in the proof of Theorem 6.5 and results in section 6.2.1:
Proposition 6.7. Let M be a compact oriented Riemannian manifold. Let L0, L1 ∈
C∞(S1 × TM) satisfy (L0), (L1), (L2) and their Fenchel dual H0, H1 ∈ C∞(S1 × T ∗M)
satisfy (H0), (H1), (H2). If L0t (q, v) > L
1
t (q, v) for any (t, q, v) ∈ S1 × TM , then
H0t (q, p) < H
1
t (q, p) for any (t, q, p) ∈ S1 × T ∗M . Moreover, the following diagram com-
mutes for any a ∈ R:
H∗
({AL0 < a}) ∼= //

HF<a∗ (H
0)

H∗
({AL1 < a}) ∼= // HF<a∗ (H1)
.
The horizontal arrows are isomorphisms in Theorem 6.5, the left arrow is induced by the
inclusion {AL0 < a} → {AL1 < a}, and the right arrow is the monotonicity homomor-
phism defined in Proposition 6.3.
Finally we state the main result in [3]:
Theorem 6.8. Let M be a closed Riemannian manifold. Let H,K ∈ C∞(S1 × T ∗M)
such that ∂rtH|t=0 = ∂rtK|t=0 for any integer r ≥ 0, and H,K,H ∗K satisfy (H0), (H1),
(H2). Then, the following diagram commutes:
Hi(ΛM)⊗Hj(ΛM) //
∼=

Hi+j−n(ΛM)
∼=

HFi(H)⊗HFj(K) // HFi+j−n(H ∗K).
The vertical arrows are isomorphisms in Theorem 6.5 (1) with a =∞. The top arrow is
the loop product, and the bottom arrow is the pair-of-pants product.
6.3. Proof of theorem 3.2. First we prove the following lemma:
Lemma 6.9. Let M be a closed Riemannian manifold. Then, there exists a sequence of
elements in C∞(S1 × TM): L0 > L1 > · · · , with the following properties:
(1) For any integer i, Li satisfies (L0), (L1), (L2) and its Fenchel dual H i satisfies
(H0), (H1), (H2).
(2) For any a > 0,
∞⋃
i=1
{ALi < a} = Λ<aM .
(3) For any H ∈ C∞(S1 × T ∗M) which satisfies (H1), (H2) and H|S1×DT ∗M < 0,
H < H i for sufficiently large i.
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Proof. Since the nondegenerate conditions (L0), (H0) are achieved by C∞ small pertur-
bations, it is enough to construct a sequence (Li)i which satisfies (2), (3) and
(1)’: For any integer i, Li satisfies (L1), (L2) and its Fenchel dual H i satisfies (H1),
(H2).
Take a sequence l1 > l2 > · · · of C∞([0,∞)) with the following properties:
• Each li is an increasing and stricly convex function.
• For each li, there exists c > 0 such that li(t) = li(0) + ct2 for sufficiently small
t ≥ 0.
• For each li, there exists a quadratic function qi such that supp (li− qi) is compact.
• For each li, li(t) > t for any t ∈ [0,∞),
• If l ∈ C∞([0,∞)) satisfies l(t) > t for any t ∈ [0,∞) and there exists a quadratic
function q such that supp (l − q) is compact, l > li for sufficently large i.
Then, it is easy to check that a sequence (Li)i, defined by L
i(t, q, v) := li(|v|) satisfies the
condition. 
Finally we prove Theorem 3.2. Take a sequence (Li)i as in Lemma 6.9 and let (H
i)i
be its Fenchel dual. Then, Theorem 6.5 and Proposition 6.7 imply that there exsits a
natural isomorphism
lim−→
i→∞
H∗
({ALi < a}) ∼= lim−→
i→∞
HF<a∗ (H
i).
(2) in Lemma 6.9 shows that the left hand side is isomorphic to H∗(Λ
<a
M ). (3) in Lemma
6.9 and Proposition 6.4 show that the right hand side is isomorphic to HF<a∗ (DT
∗M).
Hence we have obtained an isomorphism H∗(Λ
<a
M )
∼= HF<a∗ (DT ∗M). Remark 6.6 shows
that there exists an isomorphism H∗(Λ
<a,α
M )
∼= HF<a,α∗ (DT ∗M) for any homotopy class
α of free loops on M . Theorem 3.2 (2) follows from Theorem 6.5 (2). Theorem 3.2 (3)
follows from Theorem 6.8. 
7. Quantitative refinement of the main result
It is likely that Theorem 3.2 (3) can be refined in the following form:
Conjecture 7.1. For any closed oriented Riemannian manifold M and 0 < a, b ≤ ∞,
the following diagram commutes:
HF<ai (DT
∗M)⊗ HF<bj (DT ∗M) //
∼=

HF<a+bi+j−n(DT
∗M)
∼=

Hi(Λ
<a
M )⊗Hj(Λ<bM ) // Hi+j−n(Λ<a+bM )
.
The vertical arrows are isomorphisms in Theorem 3.2 (1), the top arrow is the pair-of-
pants product, and the bottom arrow is the loop product.
Once this is established, same arguments as the proof of Theorem 1.1 imply the following
quantitative refinement of Theorem 1.1:
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Conjecture 7.2. Let M be a closed oriented Riemannian manifold, α be a nontrivial
homotopy class of free loops on M , and a > 0. If ev : Λ<a,α → M has a smooth section,
then cHZ(DT
∗M,ωM) ≤ 2a.
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