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Abstract
Room temperature ionic liquids are an important class of materials due to their chemical
tunability and numerous advantageous physicochemical properties. As a result, ionic liquids are
currently being investigated for use in a wide array of chemical and electrochemical applications.
Despite their great potential, however, the relationship between the chemical structure and
physicochemical properties of ionic liquids is not well understood.
To this end, this dissertation presents experimental studies of the reorientational structural
dynamics and charge transport properties of a variety of room temperature ionic liquids using
quasielastic light scattering spectroscopy and broadband dielectric spectroscopy.
Studies of a series of 1-butyl-3-methylimidazolium based ionic liquids, in which the
anion was systematically varied, have revealed that the anion chemical structure has a significant
impact on the structural dynamics and charge transport properties of ionic liquids. As the anion
becomes larger and more asymmetrical, ionic mobility increases strongly as a result of an
increased fluidity. Surprisingly, the mole fraction of free ions remains unaffected by the anion
chemical structure.
The influence of cation chemical structure on the transport properties of ionic liquids was
explored in a homologous series of tetra-alkylammonium based ionic liquids. It was found that
pronounced chemical heterogeneity causes ionic liquids to exhibit complex and strongly
heterogeneous molecular dynamics. Furthermore, when aliphatic side-groups of cations occupy a
large liquid volume fraction, both the ion mobility as well as the mole fraction of free ions were
found to decrease strongly as a consequence of pronounced nanophase segregation.
The transport properties of a novel carboxylic acid-tertiary amine based protic ionic
liquid were also studied in this dissertation. The structural dynamics and charge transport
iii

mechanism in this protic ionic liquid are surprisingly very similar to the aprotic ionic liquids,
despite the fundamental differences in the intrinsic charge carrier.
Through these comparative studies, this dissertation not only provides a fundamental
understanding of the unique dynamical properties of room temperature ionic liquids, but it also
elucidates the complex interrelationship between key chemical structure variations and molecular
transport properties of these important materials.
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1. Introduction
Room temperature ionic liquids are salts with normal melting temperatures at or below
100°C.1 These materials have many unique physical properties such as low vapor pressure, high
electrochemical and thermal stability, as well as high ionic conductivity which make them
potentially ideal materials for use in a manifold of technological applications.2 In addition, ionic
liquids may be synthesized using a wide array of various counterion combinations and ion sidegroup functionalities, leading many to consider ionic liquids as truly “designer solvents”.3
Despite the great potential of ionic liquids to be used to solve numerous chemical and
electrochemical challenges, there remains much to be understood about these important
materials.
One of the major goals in the field of ionic liquid research is to develop a predictive
understanding of the relationship between molecular structure and the physicochemical
properties of these materials. As a result of the seemingly limitless numbers of potential ionic
liquids which may be synthesized, there are many opportunities to contribute to the resolution of
this great challenge in both theoretical and experimental capacities. To this end, this dissertation
presents experimental studies of the reorientational structural dynamics and charge transport
properties of a variety of room temperature ionic liquids and addresses three major questions
related to molecular transport in ionic liquids: (i) How does the anion chemical structure
influence structural dynamics and charge transport, as well as the interrelationship between these
dynamical processes? (ii) What effect does the presence of nanophase segregated structures and
large alkyl moieties have on the structural dynamics and charge transport of ionic liquids? (iii)
To what extent is charge transport in protic ionic liquids similar to, or different from, transport in
aprotic ionic liquids?
1

Chapter two presents an overview of the dynamical properties of supercooled liquids and
the glass transition, and also discusses the physicochemical properties of ionic liquids. Chapter
three describes the experimental techniques used in this dissertation to measure the
reorientational structural dynamics and charge transport properties of the studied ionic liquids. In
chapter four, a homologous series of three 1-butyl-3-methylimidazolium based ionic liquids are
investigated with the goal of understanding the role that the anion chemical structure plays in
controlling the molecular transport mechanism. In chapter five, the influence of nanophase
segregation and the presence of long alkyl side chain on the molecular transport mechanism is
explored in a homologous series of three tetra-alkylammonium based ionic liquids. Whereas
chapters four and five are concerned with aprotic room temperature ionic liquids, chapter six
presents studies of the structural dynamics and charge transport properties of a carboxylic acidtertiary amine based protic ionic liquid. Concluding remarks and a brief outlook are presented in
chapter seven.

2

2. Properties of Molecular and Ionic Liquids
2.1. Dynamics in Supercooled Liquids and the Glass Transition
The general feature that defines all glass forming materials is the capability to be
supercooled below the thermodynamic melting point Tm.4-6 Nearly all liquids can be supercooled
to some extent and avoid crystallization.7 Not all liquids, however, may be supercooled deeply
enough to reach the temperature where the rate of cooling becomes faster than the rate of
molecular motion. At this temperature Tg, the liquid falls out of equilibrium because the
constituent molecules are no longer able to rearrange fast enough to reach the newly imposed
ground state. This kinetic trapping process is called the glass transition.4-8
The ease with which a liquid may reach and remain in the metastable supercooled state
depends on several factors such as chemical structure, local symmetry, and the type of
intermolecular interactions present in the liquid.8, 9 The most common types of liquids that can be
easily supercooled are organic molecules with dominant hydrogen bonds such as glycerol,
inorganic molecular liquids with strong covalent bonds such as silica, and asymmetric molecular
liquids exhibiting Van der Waals interactions such as ortho-terphenyl.7 The room temperature
ionic liquids that will be studied in this dissertation are also stable in the supercooled liquid state
and can be considered “good glass-formers”. The reasons as to why some liquids are good glassformers are still not well understood. A simple, qualitative hypothesis is that the locally preferred
ordering of neighbor molecules is not compatible with the order that is favored by the long range
crystalline state. This concept of competition between local and long range order is an essential
part of the theories of glass transition proposed by Tanaka (Two-order parameter model)10, 11 and
Kivelson (Frustration limited domain theory).12, 13 Using this picture we can qualitatively
understand that molten salts (e.g. NaCl), due to the high degree of ionic symmetry, possess a
3

correspondingly large compatibility between local and long range order and are very unstable in
the supercooled liquid state. Room temperature ionic liquids, on the other hand, generally consist
of large, asymmetric, and charge delocalized cations, while the anion is usually smaller with
different structural and electrostatic symmetry.14 The intrinsic molecular incompatibility of ionic
liquids frustrates the crystal lattice and results in a highly stable supercooled liquid. It is thus
critical to understand how the chemical structure influences the physicochemical properties of
glass forming liquids, as it is perhaps the most crucial variable in determining the unique
qualities of these materials.
2.1.1. Non-Arrhenius structural dynamics and “fragility”
Upon cooling toward the glass transition temperature, dramatic changes in the molecular
dynamics (e.g. viscosity, translational diffusion rate, molecular rotation rate, and ionic
conductivity) of a glass forming liquid occur. For a prototypical glass forming liquid, the
viscosity increases by an extraordinary fourteen orders of magnitude when the liquid is cooled
from the high temperature regime down to the glass transition.8 Most liquids near the glass
transition would take years to measurably flow, and the liquid at or below the glass transition is a
solid for all practical purposes. A key distinction to make is that unlike liquids that undergo
crystallization or some other type of thermodynamic phase transition, supercooled liquids do not
exhibit any discontinuous changes in the dynamical properties as the melting point or glass
transition temperature is traversed. Instead, they exhibit a continuous increase of their viscosity,
etc. with decreasing temperature.4, 8
The most common way of presenting dynamic relaxation data of glass forming liquids
are on the so called “Angell plot”, in which the viscosity, relaxation time, etc. of a specific liquid
is plotted as a function of relative temperature Tg/T.15 As can be seen in Fig. 2.1, supercooled
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liquids approach their respective glass transition temperatures on their own unique kinetic
pathway. This pathway is non-Arrhenius for practically all glass forming liquids, with the
notable exceptions of the covalent network oxides. On the plot in Fig. 2.1, the Arrhenius law16
𝐸

𝜏𝛼 = 𝜏0 exp(𝑘 𝐴𝑇)

(2.1)

𝐵

where τα is the characteristic structural relaxation time (or viscosity, diffusion rate, etc.), τ0 is the
relaxation attempt time, EA is the characteristic activation energy, and kB is Boltzmann’s
constant, would appear as a straight line with a slope proportional to the characteristic activation
energy EA required to overcome the potential energy barrier against molecular motion.

Figure 2.1. “Angell plot” of shear viscosity as a function of T g -scaled inverse temperature
for several molecular glass forming liquids. 1 7

The Arrhenius law describes a kinetic process where the free energy barrier does not depend on
temperature, and it was first used to characterize the temperature dependent rate of chemical
5

reactions.16 Molecular motion in glass forming liquids clearly does not follow the Arrhenius law
(except at temperatures far from Tg), and it can be seen in Fig. 2.1 that the apparent free energy
barrier increases as Tg is approached (the derivative of each curve monotonically increases as the
temperature decreases toward Tg).
The Vogel-Fulcher-Tammann (VFT) equation18, 19 is commonly employed to fit
measurements of the temperature dependent structural relaxation data of many supercooled
liquids, and it will be employed throughout this dissertation. It introduces an additional fit
parameter to the Arrhenius equation such that
𝐵

𝜏𝛼 = 𝜏0 exp(𝑇−𝑇 )

(2.2)

0

where B and T0 are empirical fit parameters. The VFT equation fits relaxation data of most glass
forming liquids fairly well over a very broad temperature range. One potentially unphysical
aspect of it, however, is the equation implies that there exists a finite temperature T0 where the
structural relaxation time in the liquid becomes infinite. It is near this temperature that the so
called Kauzmann paradox20 is postulated to occur in which the extrapolated entropy of the
supercooled liquid apparently becomes lower than the entropy of the corresponding crystal.
There are some authors who suggest that the Kauzmann paradox is resolved by a thermodynamic
phase transition to an ideal glass state near T0, and that this transition is the underlying cause of
viscous slowdown in supercooled liquids.21, 22 However, the VFT temperature dependence of
relaxation times and the Kauzmann paradox remain great puzzles because a phase transition of
this kind has never been observed experimentally in prototypical glass forming liquids.23, 24
It is seen in Fig. 2.1 that the relaxation times for some of the liquids are much more
curved and deviate much more strongly from the Arrhenius law than other glass forming liquids.
Angell et al. introduced the concept of fragility in order to quantify this difference.4, 25 Liquids
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that closely follow the Arrhenius temperature dependence and have less curvature in the
temperature dependence of structural relaxation are called “strong”, while liquids that deviate
significantly from Arrhenius temperature dependence are called “fragile”. Fragility m is
determined by calculating the derivative of the relaxation time data in Fig. 2.1 at Tg, where
𝑚=

𝑑log𝜏𝛼
𝑑

𝑇𝑔

|

𝑇

(2.3)
𝑇=𝑇𝑔

The fragility of the covalent network oxides (eg. SiO2) is usually in the range m ≈ 20–30, most
small molecule liquids have m ≈ 50–100 (e.g. glycerol and ortho-terphenyl), while polymeric
liquids exhibit a wide range of fragilities with m ≈ 20–200.26 The microscopic mechanism
responsible for the non-Arrhenius temperature dependence of structural relaxation in supercooled
liquids is still not understood, although there are several phenomenological theories which have
been developed in an attempt to understand this important property of supercooled liquid
dynamics.
One of the most important phenomenological theories describing the temperature
dependence of relaxation times in supercooled liquids is the Adam-Gibbs theory.27 In this theory,
a single molecular rearrangement may only occur with the simultaneous, cooperative
rearrangement of neighboring molecules. This group of molecules is called the cooperatively
rearranging region (CRR). The smallest possible CRR consists of z* molecules and possesses one
additional configurational state to which it may transition. The average time between collective
rearrangements within the CRR is then given by
𝑧 ∗ ∆𝜇

𝜏 = 𝐴𝑒𝑥𝑝( 𝑘

𝐵𝑇

)

(2.4)

where A is the rearrangement attempt time, z* is the number of molecules contained within the
CRR, and Δμ is the potential energy barrier per molecule that hinders the cooperative
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rearrangement. Thus, the AG theory relates the non-Arrhenius temperature dependence of
structural relaxation times to the increasing size of the CRR. The size z* of the CRR as a function
of temperature is directly related to the macroscopic configurational entropy of the supercooled
liquid in the AG theory such that
𝑧∗ =

𝑁𝐴 𝑠𝑐∗
𝑆𝑐

=

𝑁𝐴 𝑘𝐵 𝑙𝑛2

(2.5)

𝑆𝑐

where NA is Avogadro’s number, sc* is the configurational entropy of the smallest possible CRR
(which possesses two transition states), and Sc is the macroscopic configurational entropy. The
average size of the CRR increases as the supercooled liquid becomes denser, leading to a
corresponding decrease in the macroscopic configurational entropy.
Through this theory, it is seen that the precipitous increase in the structural relaxation
times and the inherent non-Arrhenius temperature dependence results from a decrease in
configurational entropy on approach toward Tg. For liquids of different fragility, the size of the
CRR and the corresponding configurational entropy have material specific temperature
dependences which are not determined in the AG theory. Yamamuro et al. estimated the
temperature dependence of several glass forming liquids by measuring the temperature
dependence of the specific heat capacity of these liquids.28, 29 In this work they found that the
size of the CRR z* for a variety of small molecule glass forming liquids begins from
approximately one at temperatures far from Tg and was z* ≈ 4–8 at the Tg of these materials.28, 29
What is surprising about this result is the AG theory predicts that only a very subtle increase in
the cooperativity length scale in a glass forming liquid is required to produce the enormous
experimentally observed changes in structural relaxation times.
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2.1.2. The dynamic crossover
As mentioned previously, the VFT function is often used to fit relaxation data over a
broad range of time scales and temperatures. However, the VFT function systematically deviates
from the relaxation data measured for many glass forming liquids, indicating that this function
only approximately describes the temperature dependence of the structural relaxation process.30
Further detailed analysis of relaxation data performed by Stickel et al. has shown that in those
systems with systematic deviation from single VFT, there is a temperature where the high
temperature VFT behavior of structural relaxation transitions to a distinct, low temperature
behavior.31, 32 This is called the dynamic crossover, and it can be seen as the intersection of two
straight lines in the so called “Stickel plot” shown in Fig. 2.2.
Goldstein has hypothesized that when the liquid viscosity reaches approximately 1 Pa∙s
(or τ ≈ 10-8 s), molecules in the liquid become so tightly packed that free diffusion becomes
hindered, and the molecular transport process as a consequence becomes thermally activated.33
In the framework of the Mode Coupling Theory (MCT), it is hypothesized that at a certain
temperature TC, the molecular motions in a liquid undergo a kinetic transition from “liquid like”
to “solid like” dynamics.34, 35 MCT describes structural relaxation as a two-step process. On
picosecond time scales, molecules execute motions that can be described qualitatively as cage
rattling motions. The molecule will escape from its cage of neighbors after a certain waiting
time, and this escaping from the cage is the structural relaxation process. The coupling between
the fast, cage rattling motions and the cage escape process causes the exponential slowdown of
the structural dynamics according to MCT. The structural relaxation time is predicted to have a
critical power law dependence on temperature, 𝜏𝛼 ∝ (𝑇 − 𝑇𝐶 )−𝛾 , where the relaxation time
diverges at the critical temperature, Tc. It has been found that the critical temperatures estimated
9

in the framework of MCT and the dynamic crossover temperature estimated from the Stickel
derivative analysis of relaxation times are found to be very similar in most materials.36 It should
be noted, however, that the diverging relaxation time of MCT is a theoretical construct and does
not occur in real glass forming liquids. Although, some authors have suggested that this
underlying dynamic transition is connected to the change of the temperature dependence of
structural relaxation time which occurs at the dynamic crossover temperature.37

Figure 2.2. (a) Structural relaxation times of the molecular liquid salol measured via
broadband dielectric spectroscopy are shown fit with the Vogel -Fulcher-Tammann
equation. (b) The “Stickel” derivative of the relaxation times of salol reveals that there
are two distinct dynamical regimes which require fitting with different VFT functions.
Data taken from ref. [ 30].
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At temperatures near the dynamic crossover temperature, it has been observed that the
translational and rotational molecular motions begin to decouple from one another, and it is also
at this temperature that secondary relaxation processes (the Johari-Goldstein relaxation) visibly
break away from the main structural relaxation process.38, 39 The dynamic crossover temperature
may be just as important as the glass transition temperature because it is interconnected with
many important experimental phenomena of supercooled liquids. It is thus critical to develop a
thorough understanding of the dynamic crossover for all types of supercooled liquids.
Nonetheless, there is still no complete explanation for why the structural dynamics change at this
specific temperature for so many supercooled liquids.
2.1.3. Stretched exponential structural relaxation and dynamical heterogeneity
One of the distinctive features of the structural relaxation process in glass forming liquids
is that when experimentally measured, it generally occurs with a non-exponential time
dependence (or has a broad spectral distribution in frequency).7, 40 The Kohlrausch-WilliamWatts (KWW) function41
𝜑 = exp(− (𝜏

𝑡
𝐾𝑊𝑊

𝛽𝐾𝑊𝑊

)

)

(2.6)

where βKWW and τKWW are the characteristic stretching parameter and relaxation time, is usually
employed to model the non-exponentiality when fitting density correlation functions measured
via inelastic neutron scattering or orientational correlation functions measured via quasielastic
light scattering. In a dilute suspension of non-interacting Brownian particles, these correlation
functions which describe the translational and rotational motion of the particles will decay with a
purely exponential form (i.e. βKWW = 1).42 As will be seen in this dissertation, it is very rare for a
supercooled liquid to exhibit non-exponential structural relaxation, although there are some
interesting cases where this type of relaxation behavior may occur.
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Figure 2.3. Simulated stretched exponential relaxation functions with the same
characteristic relaxation time and different degrees of non -exponentiality.

There are two opposing explanations for why the structural relaxation process can appear
stretched when measured experimentally, and they are referred to as the homogenous and
heterogeneous scenario.38, 43 In an experiment where measurements of structural relaxation are
performed, a large ensemble of molecules is probed, and their individual structural relaxation
processes are inherently averaged. The time dependent macroscopic correlation function can be
generally written in the heterogeneous scenario as
𝑡

𝜑(𝑡) =  ∫ 𝑔(𝜏) exp (− 𝜏) 𝑑𝜏

(2.7)

where g(τ) is a probability density of individual molecular relaxation times.44 This interpretation
of stretched exponential relaxation implies that all of the molecules participating in a structural
relaxation event do so in a purely exponential (i.e. diffusive) fashion, and each molecule
executing structural relaxation has its own inherent relaxation time which can be significantly
different from that of a neighboring molecule. The measured stretching exponent in the
heterogeneous scenario becomes less than one (pure exponential) when the distribution of
relaxation times broadens. Thus, it has been proposed that the stretching parameter from
12

experimentally measured correlation functions may be a quantification of the degree of
dynamical heterogeneity in a liquid.
In the homogeneous scenario, on the other hand, all molecules participating in structural
relaxation do so in an intrinsically non-exponential fashion, and it occurs on a time scale that is
shared by all participating molecules. The nonexponentiality, in this case, may arise from strong
intermolecular interactions. These interactions may lead to a hierarchical temporal pathway of
the structural relaxation process, wherein molecular motion at times prior to the moment of
structural relaxation govern, to some degree, how the present structural relaxation event will
occur.45, 46 This type of non-Markovian dynamical picture leads to nonexponential structural
relaxation, and it is similar to the concept of the Mode Coupling Theory.
There has been a significant effort over the last several decades to determine whether the
homogenous or heterogeneous scenario is responsible for non-exponential structural relaxation in
glass forming liquids. Experiments have shown that structural relaxation may be intrinsically
non-exponential to some degree,47, 48 while considerable dynamical heterogeneity may also exist
in the liquid and lead to a deviation from pure exponential behavior.49, 50 However, the physical
reasons behind dynamical heterogeneity and how it affects properties of supercooled liquids are
still lacking. Several theoretical and simulation studies have been performed in an attempt to
identify and characterize the role that dynamical heterogeneity plays in controlling the viscous
slowdown of glass forming liquids. A liquid is dynamically heterogeneous when the molecules
of the liquid have a distribution of mobilities, where some of the molecules are essentially
immobile on a certain observation time scale, while other molecules are highly mobile on this
same time scale. This distribution of mobilities is readily observed in computer simulations of
glass forming liquids, and a representative image of dynamical heterogeneity observed in a
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simulated liquid, is shown in Fig. 2.4.46 There are experimental methods such as 4D NMR,50
non-resonant hole burning spectroscopy,51 and optical photo bleaching experiments52, 53 which
have shown that a distribution of relaxation times does exist in a glass forming liquid. However,
no experimental techniques are currently available to directly probe the dynamical heterogeneity
in glass forming liquids.

Figure 2.4. Mobility heat-map from a computer simulation of a model supercooled liquid
of spherical particles. The blue particles are those which have not moved during a certain
time step Δt, while the red particles are those which have moved more than one particle
diameter. As is seen, there is a very wide distribution of particle mobilities. 4 6

The existence of dynamical heterogeneity in supercooled liquids is often invoked to
account for the experimentally observed decoupling of translational and rotational molecular
motion in supercooled liquids as the glass transition is approached. This translation-rotation
decoupling is also referred to as the violation of Stokes-Einstein (SE) and Debye-Stokes-Einstein
(DSE) relations.38, 54 The Stokes-Einstein (SE) relation connects the translational diffusion of
Brownian particles to the viscosity of a surrounding medium
𝑘 𝑇

𝐵
𝐷𝑇 = 6𝜋𝜂𝑟


(2.8)
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where η is the shear viscosity of the medium and r is the hydrodynamic radius of the diffusing
object.55 The Debye-Stokes-Einstein relation (DSE)56 similarly describes the relationship
between rotational diffusion of Brownian particles and the viscosity of the medium
𝑘 𝑇

𝐵
𝐷𝑅 = 𝜏𝛼 −1 = 8𝜋𝜂𝑟

3

(2.9)

When the SE and DSE equations are combined, it is readily shown that the above hydrodynamic
relations predict that the product 𝐷𝑇 ∙ 𝜏𝛼 is temperature independent.

Figure 2.5. (a) Translational diffusion c oefficient (solid symbols) and temperature -scaled
viscosity (solid line) of the glass forming liquid ortho -terphenyl (OTP) is plotted as a
function of temperature. It can be seen that these quantities deviate from one another as
T g is approached. (b) The normalized product 𝐷𝑇 ∙ 𝜏𝛼 for the same measured OTP is shown
plotted against T g -scaled temperature. It can be seen that the molecular dynamics no
longer follow the SE/DSE relations near T g . 5 7
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The SE and DSE relations have been found to hold at high temperatures above the
dynamic crossover temperature Tc, but they breakdown at temperatures close to Tg.38 For some
glass forming liquids (Fig. 2.5), such as ortho-terphenyl, the translational diffusion rate is nearly
two orders of magnitude faster than the corresponding structural relaxation time at Tg.57 Most of
the proposed explanations for the violation of the SE and DSE relations, as mentioned
previously, account for this unique behavior by attributing it to the dynamical heterogeneity in a
supercooled liquid. It is hypothesized that in the high temperature regime, near the normal
melting point of the liquid and above, the distribution of structural relaxation times is narrow and
the degree of dynamical heterogeneity is small. It is in this regime where the rotational and
translational motions in nearly all glass formers are strongly coupled. As the liquid is cooled,
dynamical heterogeneity becomes more prominent, and molecules that were once dynamically
independent become correlated.
As a result of the increasingly pronounced dynamical heterogeneity, the distribution of
structural relaxation times broadens, and the measured diffusion coefficient or structural
relaxation time sample this distribution in different ways. The diffusion coefficient can be
considered an average over all inverse relaxation times in the liquid 〈𝜏 −1 〉, while the structural
relaxation is an average over all relaxation times in the liquid 〈𝜏〉.58 The gap between the
measured diffusion coefficient, which is heavily weighted by the fast components of the
relaxation time distribution, and the measured structural relaxation time, which is heavily
weighted by the slow components of the distribution, thus becomes increasingly pronounced as
the glass transition is approached specifically because of the effects of dynamical heterogeneity
on the relaxation time distribution. The dynamical heterogeneity hypothesis intrinsically
connects the width of the relaxation time distribution to the degree of decoupling, i.e. the ratio of
16

translational and rotational diffusion coefficients. In order to test the dynamical heterogeneity
hypothesis, it is necessary to characterize the translational and rotational diffusion coefficients,
as well as the relaxation time distribution (i.e. the nonexponentiality parameter). While much
research effort has been devoted to classifying and understanding the effects of dynamical
heterogeneity on supercooled liquid dynamics, it remains unclear if dynamical heterogeneity is
the underlying cause of the unique properties of supercooled liquids, or if it is a generic effect of
the subtle changes that the supercooled liquid experiences upon approaching the glass
transition.59

2.2. Room Temperature Ionic Liquids
2.2.1. Introduction to ionic liquids and their applications
Having discussed the properties and phenomenology of glass forming liquids in general,
this next section will be devoted to defining the subset of materials known as room temperature
ionic liquids (RTILs or ILs). While not strictly defined, it is generally accepted that RTILs are
salts which are liquid at or below 100°C.1, 14 These materials usually consist of large,
asymmetric, and charge delocalized cations that are paired with organic or inorganic anions
having significantly different chemical structure and symmetry.2 Whereas simple molten salts
possess a large crystal lattice energy due to the highly symmetrical counter-ion chemical
structures, the incompatibility of the chemical structures in ILs frustrates the crystal lattice and
dramatically reduces the melting temperature. As an example, the normal melting temperature of
sodium chloride is Tm = 801°C,60 while the normal melting temperature of the prototypical room
temperature ionic liquid 1-butyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide
[BMIM][NTF2] is Tm = -1°C.61 Not only does the structural complexity lead to lower melting
temperatures for these materials, but many ILs are also highly stable in the supercooled liquid
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phase with characteristic glass transition temperatures commonly found in the range of 180–220
K. As can be seen in Fig 2.6, the glass transition temperature increases weakly with increasing
molecular volume for a wide variety of ionic liquids (the alkali inorganic salts are not room
temperature ILs and clearly exhibit different behavior).

Figure 2.6. The glass transition temperature T g is shown plotted as a function of
molecular volume for a variety of ionic liquids. Excluding the inorganic salts, T g
increases weakly with increasing molecular volume. 6 2

The wide variety of counterion pairs that can be formed from the ions shown in Fig. 2.7
represent the subset of ILs known as aprotic ionic liquids (AIL). In the AILs, charge is
permanently fixed to the cation via covalent attachment of molecular side groups to form
ammonium and phosphonium functionalities (there are other types of AILs such as sulfonium,
but those shown in Fig. 2.7 are most common). The anions are usually formed through the
deprotonation of “super-acid” molecules such as HNTF2. It is estimated that there are
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approximately 106 ILs that could be synthesized from all known counterion combinations, and it
is because of this diversity that many people have come to refer to ILs as “designer solvents”.3

Figure 2.7. Common cations (a) and anions (b) constituting the aprotic ionic liquids. 1 4

Aprotic ionic liquids have many unique physical properties which make them important
materials for technological applications. Due to their low vapor pressures and high thermal
decomposition temperatures, AILs are being explored for use as non-volatile and recyclable
“green” reaction media, as heat transfer fluids in solar-thermal energy plants, as novel industrial
lubricants, and also in carbon capture and sequestration technologies.63-66 Furthermore, many
AILs have intrinsically high ionic conductivities and can withstand relatively high voltages
compared to other electrolytic media, such as water (1.2 V), before electrochemical breakdown
occurs.66, 67 These properties make ILs especially promising candidates for a range of
electrochemical applications.
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For example, current lithium-ion battery technology employs electrolytes which consist
of hazardous salts (e.g. LiPF6) dissolved in volatile and potentially reactive solvents (ethylene
carbonate, dimethoxyethane).63 If the temperature of the battery becomes too high, there is a risk
for thermal runaway to occur, in which the electrode and electrolyte undergo exothermic
chemical reaction. During this reaction, the pressure inside the battery increases dramatically,
and due to the flammability of the electrolyte, the battery may catch fire and explode. This risk
could be abated by using ionic liquids in place of the organic solvents because of their low vapor
pressure and flammability.2 Conversely, if the temperature of the battery becomes too low, the
electrolyte may become too viscous (or potentially even crystallize) to allow ions to diffuse fast
enough to provide the desired power. AILs may be used to extend the usable temperature range
of batteries to lower temperatures.
Another important class of ionic liquids are the protic ionic liquids (PIL),62, 68, 69 which
are formed due to the reversible transfer of protons between a Brønsted acid and Brønsted base
such that
𝐻𝐴 + 𝐵 ⇄ 𝐴− + 𝐻𝐵 +

(2.9)

Depending on the degree of free energy reduction due to proton transfer, the equilibrium of this
reaction may lie far to the right resulting in a highly ionized PIL, or it may lie far to the left
resulting in poor ionization and a mixture of neutral and ionized acid/base moieties.70
Ethylammonium nitrate (EAN), first synthesized by Paul Walden in 1914, is one of the earliest
examples of a protic ionic liquid—one in which the equilibrium of eq. 2.9 lies far to the right.71
As a result of the large degree of ionicity, the boiling point of this PIL is quite high at Tb =
240°C, and the conductivity is also high with σdc = 2×10-3 S/cm at room temperature.72
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PILs have an extremely large versatility and an enormous potential for technological
applications due to the relative ease of synthesis, as well as the ability to tune the
physicochemical properties according to the variability of the proton transfer reaction. Many
active pharmaceutical ingredients, for example, are delivered as protic salts, and the ability to
control the ionicity by varying the acid and base chemical structures could enhance solubility and
cell permeation rates.73, 74 Another important application of PILs is as the electrolyte of
anhydrous polymer membrane fuel cells.69, 75 Current fuel cell technology employs polymer
membranes electrolytes, such as Nafion, which are humidified with water to enhance proton
conductivity between the cathode and anode. While the intrinsic proton conductivity of these
humidified membranes are high (10-2 S/cm), fuel cells must operate at temperatures usually
above the boiling point of water.76 Angell et al. have shown that protic ionic liquids, such as
protic ammonium salts and their eutectic mixtures, have intrinsically high proton conductivity
and are thermally stable at temperatures above 100°C.77 Furthermore, these electrolytes have the
potential to be used in simpler cell designs and with a wider variety of catalysts than aqueous
electrolytes.
2.2.2. Charge and mass transport in ionic liquids
While there are certainly many important technological applications of ILs, it is critical to
develop a thorough and predictive understanding of the physicochemical properties of these
materials in order to utilize them properly and to their full potential. To this end, numerous
studies of the charge and mass transport properties of ILs have been performed in an attempt to
establish the chemical structure–physical properties relationships in these materials.78-81 One of
the most well characterized properties of the room temperature ionic liquids is the temperature
dependent ionic conductivity σdc. The conductivity of an electrolyte or ionic liquid is defined as
21

𝜎𝑑𝑐 = ∑𝑖 𝑛𝑖 𝜇𝑖 𝑞𝑖

(2.10)

where the summation is over the distinct populations of charge carriers in the liquid, ni is the
number density of free charge carriers, μi is the electrical mobility, and qi is the electrical charge
of the ions.82 According to the Einstein relation, which relates the electrical mobility to the selfdiffusion coefficient, eq. 2.10 can be reformulated such that
𝜎𝑑𝑐 =

2 +𝑛 𝐷 𝑞 2 )
(𝑛+ 𝐷+ 𝑞+
− − −

(2.11)

𝑘𝐵 𝑇

where D+,- is the self-diffusion coefficient of the positive and negative ions, respectively.55 In this
classical picture, electrical conductivity in ionic liquids is controlled by the Brownian-like
translational diffusion of ions.
Tokuda et al. were among the first to systematically study the charge transport properties
and the relationship between ionic self-diffusion coefficients and dc conductivity in aprotic ionic
liquids.83-86 In their studies, the self-diffusion coefficients of a series of ionic liquids with the
same cation [BMIM]+ and different anions were experimentally determined using pulsed field
gradient nuclear magnetic resonance (PFG NMR). The authors found systematic differences in
the diffusion coefficients of the studied ionic liquids, as seen in Fig. 2.8, indicating that the
chemical structure of the anion plays an important role in governing both cationic and anionic
mobility. Interestingly, it was also found that the counterions of a given IL have nearly identical
self-diffusion coefficients at all measured temperatures—independent of ionic size.
According to eq 2.11, both the self-diffusion coefficients and the concentration of free
ions determine the conductivity of the ionic liquid. Using measurements of dc conductivity in
conjunction with the measured diffusion coefficients, Tokuda et al. found that the mole fraction
of free ions 𝑓 =

𝑛𝑓𝑟𝑒𝑒
𝑛𝑡𝑜𝑡

in the family of imidazolium based ILs was lower than unity with f = 0.5–

0.7, indicating that a significant degree of long-lived ion association occurs in these ILs.83-86
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Their studies were some of the first to quantitatively determine the ionicity of a wide variety of
ILs, and they explicitly demonstrated that most ILs are not ideal, completely dissociated
electrolytes. The exact mechanism of ion association in ILs and the physical/chemical reasons
behind it remain poorly understood. Some authors have claimed that counter-ions may form
discrete pairs or well defined aggregate clusters, and this limits the mole fraction of free ions.87
This concept has been challanged based on structural studies of several ionic liquids via XRD
and MD simulation,88, 89 as well as dielectric spectroscopy studies,90 which suggest instead that
the ionic solvation environment in most ionic liquids is relatively symmetrical. There are cases,
however, where large hydrophobic side groups may disrupt this symmetry and lead to ionic
aggregation.

Figure 2.8. Diffusion coefficients for a set of imidazolium based ionic liquids as
determined via pulsed field gradient nuclear magnetic resonance (PFG NMR). Pane (a)
shows the cationic ( 1 H) and anionic ( 1 9 F) diffusion coefficients individually, and pane (b)
shows the total diffusion coefficients. 8 3
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One of the major drawbacks of PFG NMR is that it can only be used to determine
diffusions coefficients in the high temperature and highly fluid regime. Since many ILs can be
supercooled, it is important to characterize the transport properties of these materials in the
highly viscous state as well. To this end, Sangoro et al. have performed several studies of the
dielectric and charge transport properties for a wide variety of ionic liquids.91 In addition to
developing a technique to calculate ion diffusion coefficients and free ion concentrations from
dielectric relaxation data over a broad temperature range which extends from Tm down to Tg (a
method which will be employed throughout this dissertation and described in Ch. 4), the authors
also characterized the complex dielectric permittivity of many ionic liquids over a broad
frequency range.

Figure 2.9. Universal scaling of the complex dielectric permittivity and conductivity in the
ionic liquid 1-butyl-3-methylimidazolium tetrafluoroborate [BMIM][BF 4 ] . 9 0
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Through their studies, the authors found that the complex dielectric permittivity measured
under different thermal conditions in the same IL, as well as for different species of ILs,
exhibited a quasi-universality.92 This universality was suggested to arise from the fact that the
underlying mechanism of charge transport, which they suggest is Brownian-like hopping of ions
in a disordered liquid matrix, is identical regardless of the specifics of the ionic liquid chemical
structure. Recent studies have shown that this universality is only an approximation, however,
and there certainly are different aspects of the charge transport mechanism in these ILs which
may be influenced by the ionic chemical structure.93
The work of Tokuda et al.83-86 and Sangoro et al.90-92 demonstrate that the dominant
variable determining the dc conductivity of an ionic liquid is the translational ion mobility (and
the corresponding viscosity), while the concentration of free ions plays only a much smaller role.
The connection between the conductivity of an ionic melt and the viscosity is not a new idea,
however, and it was first proposed by Walden in 1906 that the molar conductivity of a dilute
electrolyte is linearly proportional to the viscosity such that Λ ∙ 𝜂 = 𝐶𝑜𝑛𝑠𝑡 (𝛬 = 𝜎0 /𝑛 is the
molar conductivity, n is the number density of ions, and η is the shear viscosity).94 It has been
found that the so-called Walden rule is well obeyed in many neat aprotic ionic liquids in the
relatively fluid state.62 For some aprotic ionic liquids with large aliphatic side groups, however,
the calculated Walden product falls well below what would be expected for 100% ion
dissociation (the ideal Walden line).95 These liquids are referred to as sub-ionic, and their lessthan ideal ion transport properties may be connected to enhanced ion association, hindered free
ion mobility, or a combination of both factors. Many protic ionic liquids have also been found to
lie far below the ideal Walden line, and this is generally attributed to incomplete proton transfer
between Brønsted acid and Brønsted base.96 As is seen in Fig. 2.10, however, there are some
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liquids which lie above the ideal line, and they are referred to as “super-ionic” or “superprotonic” liquids.

Figure 2.10. “Walden Plot” showing the relationship between molar conductivity and
fluidity in a variety of aprotic and protic ionic liquids. 6 2

In the classical Walden picture, the translational mobility of ions is directly coupled to
the liquid viscosity and molecular reorientation rates via the Stokes-Einstein and Debye-StokesEinstein relations. Interestingly, it has been reported based on tracer diffusion measurements97
and PFG NMR measurements98 that these classical hydrodynamic relations are not necessarily
obeyed in room temperature ionic liquids. This is corroborated by recent studies of several
aprotic ionic liquids which have shown that the Walden rule is not obeyed in many ionic liquids
near Tg, and instead a fractional Walden rule Λ ∙ 𝜂𝛾 = 𝐶𝑜𝑛𝑠𝑡 must be applied to describe the
relationship between viscosity and conductivity.99 The fractional Walden rule behavior observed
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in ionic liquids has been hypothesized to be connected to the amphiphilicity of the ions, which
may cause strongly heterogeneous chemical environments to form in the liquid matrix.14
It is not necessary, however, for a glass forming liquid to possess chemical heterogeneity
to exhibit anomalous diffusion, and this is actually a common phenomenon of supercooled liquid
dynamics (as shown for ortho-terphenyl in section 2.1.3.). It has been shown for the ionic melt
Ca-K-NO3 (CKN), for example, that ionic conductivity is enhanced relative to structural
relaxation by nearly three orders of magnitude near Tg.93 Decoupling of ionic conductivity from
viscosity has also been observed in the ionic liquid [BMIM][PF6], although the magnitude of the
effect is much smaller than for CKN.100, 101 Unfortunately, there are exceedingly few detailed
experimental studies of structural relaxation in room temperature ionic liquids, and this greatly
limits our understanding of the relationship between ion transport and structural dynamics in
ionic liquids. It is a primary goal of this dissertation to contribute to the understanding of these
properties and the relationship between glassy dynamics and charge transport in ionic liquids.
2.2.3. Structural heterogeneity in ionic liquids
Many of the constituent ions comprising ionic liquids are complex and exhibit
pronounced chemical heterogeneity. Aliphatic side groups, for example, are commonly bonded
to the highly polar cations to disrupt the molecular symmetry and lower the electrostatic friction
between counterions. While this generally reduces the melting point of the ionic liquid and
stabilizes it against crystallization in the supercooled liquid state, the presence of hydrophobic
alkyl tails in the ionic matrix leads to strongly pronounced compositional and structural
heterogeneity.102
Ionic liquids have pronounced nanoscale structure as a result of the formation of charge
ordered, counterion solvation shells.103 In addition to this ubiquitous structural feature, it has also
27

been shown that hydrophobic alkyl side groups self-aggregate into nanoscopic domains, leading
to well-ordered mesoscale structures in the liquid matrix.104 As the length of the alkyl side chains
increase beyond n = 4 carbons, these domains become more coherent and well defined, while
also growing moderately in size, with a length scale of approximately 1–2 nm.102, 105 The
increasingly pronounced nanophase segregation can be seen in the evolution of the mesoscale
pre-peak in the x-ray diffraction pattern of the series of alkyl-imidazolium chloride based ILs
(Fig 2.11). Using atomistic MD simulations, Annapureddy et al. demonstrated that this pre-peak
in the static structure factor arises from correlations between anions which are separated by the
hydrophobic nanodomains.106, 107 Wang et al., using atomistic MD simulations, showed that these
alkyl nanodomains can even execute slow, collective motions at low enough temperatures.108

Figure 2.11. (a) The x-ray diffraction pattern of a series of alkylimidazolium based ionic
liquids shows a pronounced pre-peak associated with mesoscale structure formation. 1 0 2
(b) Classical MD studies of the crystal structure of similar ILs have demonstrated that
this pre-peak arises from anion-anion correlations that reflect the l ength scale l of selfaggregated alkyl chains (l ≈ Q -1 ). 1 0 7
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Figure 2.12. X-ray diffraction patterns (left), 1 0 9 atomistic MD simulation snapshots
(center), 1 1 0 and chemical structures (right) are shown fo r three trialkylmethylammonium
bis(trifluoromethylsulfonyl)imide [NXXX1][NTF 2 ] ionic liquids in the liquid state. In
addition to the peaks associated with intermolecular ordering (≈ 1.4 Å -1 ) and charge
ordering (≈ 0.8 Å -1 ), the XRD data exhibit a pre -peak associated with hydrophobically
aggregated alkyl domains at ≈ 0.4 Å - 1 . These alkyl nanodomains are also clearly seen in
the MD snapshots (grey = neutral alkyl, red = anion, blue = cation charge center).

The formation of nanophase segregated alkyl-domains is more strongly pronounced in
the tetra-alkylammonium and phosphonium based ionic liquids, as seen in Fig 2.12.111 Similar to
the imidazolium based ionic liquids studied by Triolo et al. (Fig 2.11), it has been shown that
hydrophobically aggregated nanodomains form in tetra-alkylammonium ILs when the alkyl side
chains of the cation become longer than butyl (n = 4).109 MD simulations of the same series of
ammonium ILs have shown that the volume fraction of hydrophobically aggregated domains
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begin to percolate the liquid medium when the tails are four carbons long, and they will occupy a
majority of the liquid volume when the alkyl tails become sufficiently long (n ≈ 6).110
It is natural to suspect that this strong compositional heterogeneity may have a dramatic
impact on the molecular dynamics in these types of ionic liquids. Since the forces in the
hydrophobic, alkyl-rich domains are significantly different than in the charge-rich domains, one
might expect local molecular diffusion and the rate of chemical reactions in one region to occur
on much different timescales than in a region only a few nanometers away. There are, however,
exceedingly few experimental studies of the charge transport and structural dynamics in these
types of ionic liquids, and the interrelationship between nanophase segregated structures and
transport properties of ionic liquids largely remains an unanswered question.

2.3. Ionic Conductivity and the Random Barrier Model
As ions translate through a liquid electrolyte under the influence of an applied electrical
field, they not only experience the force of the external field, but they also experience a drag
force from counterions moving in the opposing direction. Depending on the concentration of the
electrolyte, these ion-ion interactions—which are conceptualized in the Debye-Hückel theory as
a test ion traversing a continuum of opposite charge and dielectric constant ε—may significantly
decrease the drift velocity of ions and correspondingly reduce the dc conductivity.112 Using this
concept and the hydrodynamic Stokes-Einstein equation, the electrolyte viscosity is seen to be
directly connected to the dc conductivity, as was empirically suggested by Paul Walden.
This theoretical construction applies, however, only the steady state conditions in an
electrolyte solution, and it is necessary to extend this picture to include time dependent effects.
The main approximation of Debye-Hückel theory, i.e. that the counterion solvation environment
is a continuum, ignores the fact that this solvent environment takes a certain relaxation time τ in
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order to react and rearrange around the moving ion. When an ac external field is applied with
oscillation periods much shorter than τ, the ion will move (in response to the field) much more
rapidly than the counterion solvation cloud can rearrange. At these frequencies the drag force
from the solvation cloud is averaged out, causing the ion to move much faster and the
conductivity to increase. On the other hand, at frequencies much lower than τ-1, the solvation
cloud is completely in phase with the solvated ion, and the steady state (dc) condition is restored.
This relaxation effect, known as the Debye Falkenhagen effect, qualitatively accounts for why
the conductivity of an electrolyte increases with increasing frequency.82, 112
Despite decades of research, the physical connection between long time ion motion,
which is the process behind dc conductivity, and the motion of ions on timescales proportional to
or even shorter than the solvent relaxation time τ is not well understood. In an important step
toward understanding the ion transport mechanism in disordered materials, Barton, Nakajima
and Namikawa discovered that the magnitude of dc conductivity was proportional to the
frequency of the characteristic dielectric relaxation peak in a wide variety of glasses, such that
𝜎𝐷𝐶 = 𝑝𝜀0 ∆𝜀𝜔𝑚𝑎𝑥

(2.12)

where p is a proportionality constant of order one, ε0 is the vacuum permittivity, Δε is the
dielectric strength, and ωmax is the peak frequency.113 This observation, known as the BNN
relation, was a major step forward because it demonstrated that dc and ac conductivity in glasses
are due to the same mechanism, and that the dielectric relaxations observed in ionic systems are
caused by the translational motion of ions. It has been recently demonstrated that the BNN
relation holds for a large variety of room temperature ionic liquids as well.92
In order to effectively model the conductivity spectrum in ionic materials, it is necessary
to use a theory that treats conduction in a way that, according to the BNN relation, does not
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require different ion transport mechanisms for the frequency-dependent ac component and the
frequency-independent dc component. To this end, Dyre et al. have developed an analytical
model known as the Random Barrier Model (RBM) in which ions in a disordered matrix
experience random, spatially varying potential energy barriers which prevent them from hopping
to new sites in the matrix.114-116 The randomness of the potential energy landscape derives from
the amorphous nature of liquid or glassy structure. They envision ion hopping as a purely
dynamically heterogeneous process, in which a broad distribution of measured relaxation times
results from a broad distribution of potential energy barriers. They have analytically determined
the form of the frequency dependent conductivity spectrum in the continuous time random walk
approximation, such that
iω𝜏

𝑒
𝜎 ∗ (𝜔) = 𝜎𝑑𝑐 𝑙𝑛(1+𝑖𝜔𝜏

(2.13)

𝑒)

In their model, τe is the time it takes an ion to surmount the largest free energy barrier and hop to
a new site. For all times longer than τe, ion motion occurs due to the cumulative result of several
distinct ion hopping events, and this is the regime of long-range and long-time dc conductivity.
The RBM has a few important qualities which make it a useful tool when modelling ion
conduction in ionic materials. The first is that, in a unifying way, it ascribes both ac and dc
conductivity to the same underlying physical process, which is the hopping of ions through the
liquid matrix. The second important quality is that it accurately describes the shape of the
conductivity spectra that have been experimentally measured in a wide variety of ionic glasses
and liquids over a broad frequency range, as seen in Fig. 2.13. The RBM model will be used
throughout this dissertation to model the conductivity and permittivity spectra of the room
temperature ionic liquids studied herein. The efficacy of this model in describing the dielectric
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spectrum of the studied room temperature ionic liquids will be analyzed in detail in the
proceeding chapters of this dissertation.

Figure 2.13. Fitting of the Random Barrier Model (eq. 2.13) to the real part of the
conductivity spectrum in two glass-forming materials. 1 1 7
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3. Experimental Methods
In this section, the theoretical considerations and practical implementation of the
experimental techniques employed for these studies will be introduced. Broadband Dielectric
Spectroscopy and Quasielastic Light Scattering Spectroscopy were the primary experimental
tools used to achieve the research objectives laid out previously, so these two techniques will be
discussed in detail. The remaining experimental methods will be discussed only briefly.

3.1. Broadband Dielectric Spectroscopy
Many liquids consist of molecules which, due to their structural asymmetries and
electronic charge distributions, possess permanent dipole moments.118 In the presence of an
external electric field, these permanent dipole moments will tend to align along the direction of
the field in order to minimize the free energy of the system. This process is called orientational
polarization, and the extent to which a field may polarize a dielectric material is determined by
the electrical susceptibility of the material under question.119 The alignment of the permanent
dipole moment in the field is necessarily accompanied by a reorientation of the molecule on
which the dipole moment resides. Thus, by probing the time dependence of the polarization of
dielectric materials due to an external electrical field, one can study ensemble averaged
molecular reorientational dynamics. This field of study is known as dielectric spectroscopy. The
state of the art dielectric spectroscopy instrumentation currently allows for the study of
reorientational dynamics over an extremely large window of time, from nearly picosecond
timescales to hours—hence the slightly more ostentatious moniker of Broadband Dielectric
Spectroscopy (BDS).
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3.1.1. Principles of dielectric spectroscopy
The way in which electromagnetic fields interact with a dielectric medium is described
by Maxwell’s equations,
𝜕

∇ × 𝑬 = − 𝜕𝑡 𝑩

(3.1)

𝜕

∇ × 𝑯 = 𝒋 + 𝜕𝑡 𝑫

(3.2)

∇ ⋅ 𝑫 = 𝜌𝑓

(3.3)

∇ ⋅ 𝑩 = 0,

(3.4)

where E and B are the electric and magnetic field, D is the electric displacement field, H the
magnetic induction, j the current density, and ρf is the density of free charges in the medium.120
Throughout this dissertation we will consider only nonmagnetic materials and assume that the
magnetic field B and magnetic induction H are equal to zero. When a dielectric material is in the
presence of an external electric field Eext, the medium polarizes due to a variety of microscopic
processes such as electronic polarization, atomic polarization (i.e. vibrational motions),
orientational polarization, and charge drift.121 In a linear, homogenous, and isotropic dielectric
medium, the polarization P of the medium, which encompasses all of the above contributions, is
proportional to the total electric field in the medium E, such that 𝑷 = 𝜀0 𝜒𝑬, where ε0 is the
permittivity of vacuum and χ is the electric susceptibility. The electric displacement field is equal
to the sum of the electric field and polarization, where 𝑫 = 𝜀0 𝑬 + 𝑷. The dielectric permittivity
ε (or dielectric constant) of the medium is defined such that 𝑫 = 𝜀𝜀0 𝑬, and it follows that 𝜀 =
𝜒 + 1.
Similar to the relation connecting the electric displacement D to the electric field E,
Ohm’s Law defines the relation between the current density and the electric field through the
conductivity σ, such that 𝒋 = 𝜎𝑬. If the electric field is periodic in time 𝑬 = 𝑬𝟎 exp(−𝑖𝜔𝑡),
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where ω is the angular frequency, one can connect the conductivity and permittivity using eq.
(3.2), Ohm’s Law, and the relation between displacement and electrical field. Combining these
relations, we see that
𝜕

𝜎 ∗ 𝑬 = −𝜀 ∗ 𝜀0 𝜕𝑡 𝑬 = −𝜀 ∗ 𝜀0 (−𝑖𝜔)𝑬

(3.5)

which leads to the equation 𝜎 ∗ (𝜔) = 𝑖𝜔𝜀0 𝜀 ∗ (𝜔). Thus, the real part of the permittivity is
proportional to the imaginary part of the conductivity, and vice versa. In this dissertation,
experimental measurements of both the complex conductivity and complex permittivity will be
routinely presented, and it should be noted that while these two functions may appear quite
differently from one another, they still reflect the same underlying properties of the material
under study.
The polarization P of a dielectric medium under an applied static electric field is related
to the contributions of the constituent molecular permanent dipole moments, such that
1

𝑷 = 𝑉 ∑𝑖 𝝁𝑖 + 𝑷∞ = 𝑛〈𝝁〉 + 𝑷∞

(3.6)

where μ is the molecular dipole moment, P∞ is the polarization due to all processes other than
dipole orientational polarization (which occur very rapidly relative to orientational polarization),
and n is the number density of permanent dipoles. The mean dipole moment ‹μ› can be
𝜇2

calculated according to Boltzmann statistics, such that 〈𝝁〉 = 3𝑘𝑇 𝑬, and it follows that 𝑷 =
𝑛𝜇 2
3𝑘𝑇

𝑬 + 𝜀0 𝜒∞ 𝑬 = 𝜀0 𝜒𝑬. According to the relation between susceptibility and permittivity, we

find that the dielectric strength Δε associated with the alignment of dipoles in an applied field is
𝑛𝜇 2 119
.
0 𝑘𝑇

𝛥𝜀 =  𝜀𝑠 − 𝜀∞ = 3𝜀

This equation is useful to qualitatively understand that the

macroscopic properties of the dielectric medium are connected to the molecular dipole moments.
In a real dielectric medium, however, dipole-dipole interactions and local field screening effects
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(fields induced by the dipoles themselves) have an important contribution to the measured
dielectric constant, but these effects are not taken into account in the above equation.
In a molecular liquid, the polarization response to an applied electric field approaches the
steady state with a complex functional form, and this time dependent process is called dielectric
relaxation. Figure 3.1 shows a qualitative sketch of the polarization response to an applied steplike electric field. In this case, the permittivity is a frequency dependent complex number
𝜀 ∗ (𝜔) = 𝜀 ′ (𝜔) − 𝑖𝜀 ′′ (𝜔), where ε′ and ε″ are the real and imaginary parts of the permittivity,
respectively. From a qualitative standpoint, ε′ represents the amount of energy that can be
reversibly stored in the dielectric medium, while ε″ represents the energy that is dissipated by the
medium as it becomes polarized.

Figure 3.1. Time dependent polarization response of a dielectric medium to a step -like
applied electric field. 1 2 1

The response of a dielectric medium to an applied field can be treated in the framework of linear
response theory if the applied field is small. For a step change in the applied field like the one
seen in Fig. 3.1, the time dependent permittivity (related to orientational polarization) can be
straightforwardly calculated, where 𝜀(𝑡) = (𝑃(𝑡) − 𝑃∞ )/𝐸(𝑡)𝜀0 . If a sinusoidal field is applied
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to the medium, the complex dielectric permittivity is related to the polarization in a manner
similar to the static case described previously, where 𝜀 ∗ (𝜔) = 𝜀

𝑷(𝜔)
0 𝑬(𝜔)

+ 1.

According to the Fluctuation-Dissipation theorem, the polarization response of a
dielectric medium to an infinitesimal applied electric field is related to the autocorrelation
function of the transient polarization fluctuations in the absence of an applied field,
𝜑(𝑡) =

〈Δ𝑃(0)Δ𝑃(𝑡)〉

(3.7)

〈Δ𝑃 2 〉

where ΔP(t) are the spontaneous fluctuations of the polarization (or dielectric constant) about the
mean value.122 The spontaneous polarization fluctuations are related to the complex permittivity
spectrum123
𝜀 ∗ (𝜔)−𝜀∞
Δ𝜀

∞

𝑑

= ∫0 exp(−𝑖𝜔𝑡) (− 𝑑𝑡 𝜑(𝑡)) 𝑑𝑡

(3.8)

It is on the basis of the Fluctuation-Dissipation theorem that we can use the response of a system
to a small perturbation to probe the equilibrium fluctuations in the same system, and vice versa.
The simplest model of dielectric relaxation is the case of rotational diffusion of an
isolated dipole moment in a viscous medium.56, 124 In this model, the rate of change of the
polarization is proportional to the magnitude of the polarization
𝑑𝑃(𝑡)
𝑑𝑡

1

= − 𝜏 𝑃(𝑡)

(3.9)

where 1/τ is the characteristic rotational diffusion rate of the dipole moment. Solving this integral
equation for P(t) and plugging the result into eq. (3.7), the polarization auto correlation function
𝑡

associated with this reorientational diffusion process is 𝜑(𝑡) = exp(− 𝜏). Using this result in eq.
(3.8), the complex dielectric function can be analytically determined, such that
Δ𝜀

𝜀 ∗ (𝜔) = 𝜀∞ + 1+𝑖𝜔𝜏

(3.10)
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This model for calculating the complex dielectric spectrum of a rotating dipole moment in an
applied field is known as the Debye Model, and the real and imaginary parts of this spectrum are
shown in Fig. 3.2. Most real dielectric materials do not exhibit a “Debye-like” relaxation
spectrum, but instead have much more complicated spectral shapes which will be discussed in
the next section.

Figure 3.2. Real (ε′) and imaginary (ε″) parts of the dielectric permittivity corresponding
to a Debye Relaxation. In this simulated curve, Δε = 20, ε ∞ = 2, and τ = 0.01 s.

3.1.2. Analyzing dielectric spectra of molecular liquids
As mentioned in the previous section, a dielectric medium will polarize in an applied
electric field due to processes such as electronic distortions, atomic vibrations, molecular
reorientational motions, and charge migration. The characteristic time scales associated with
these processes are vastly different (from fractions of picoseconds up to hours), and their
contributions to the dielectric spectrum will appear in the corresponding frequency windows.
While the timescale is certainly one of the most important parts of the dielectric spectrum, the
spectral shape often provides important additional information about the microscopic nature of
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the relaxation process being probed. In order to extract this information, we will employ a series
of functions which are used to model the dielectric spectrum in molecular liquids. Since this
dissertation is concerned primarily with reorientational processes, we will focus on the model
functions which describe this type of dielectric relaxation.
The Debye Model is the basis for our understanding of reorientational processes in
dielectric spectroscopy. When an isolated dipole executes Brownian rotational diffusion in a
viscous medium, the complex dielectric spectrum has the form described by eq. (3.10). In the ε″
representation, the peak in the spectrum is a Lorentzian function with area Δε and center τ-1. It is
rare to observe a Debye like relaxation process for most molecular liquids, however.125 Usually,
the spectrum associated with the dipolar reorientation process is significantly broadened
(primarily on the high frequency side of the maximum), and there are three major model
functions (known as the Cole-Cole, Cole-Davidson, and Havriliak-Negami functions) which
have been derived to fit the dielectric spectrum of these materials.119 These model functions are
all phenomenological generalizations of the Debye Model, and qualitative insight into the
relaxation time distribution function can be gained from using these fits. There is, however, no
direct link between non-Debye relaxation and a heterogeneous distribution of relaxation times in
the liquid. As was mentioned in the literature review section, intrinsic spectral broadening can
result from intermolecular interactions and non-Markovian diffusion processes such as those
described by Mode Coupling Theory.
The first step toward the generalization of the Debye model was made by Cole and Cole
(CC function),126 where they described a symmetrically broadened relaxation peak with the
function
Δ𝜀

∗ (𝜔)
𝜀𝐶𝐶
= 𝜀∞ + 1+(𝑖𝜔𝜏

(3.11)

𝛼
𝐶𝐶 )
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where 0 < 𝛼 ≤ 1. Since this function lead to symmetric broadening, the peak maximum occurs
at 𝜔𝑚𝑎𝑥 = 1/𝜏𝐶𝐶 . In many cases the CC function is used to model the so-called β-relaxations,
which are generally associated with fast, intramolecular side group fluctuations. The second
generalization is the Cole-Davidson function (CD function),127 which describes an
asymmetrically broadened relaxation peak, such that
Δ𝜀

∗ (𝜔)
𝜀𝐶𝐷
= 𝜀∞ + (1+𝑖𝜔𝜏

(3.12)

𝛽
𝐶𝐷 )

where 0 < 𝛽 ≤ 1. At frequencies smaller than the corresponding peak maximum, the CD
function retains the spectral shape of the Debye model, and the frequency ω = τCD-1 is the
smallest relaxation rate in the liquid. The peak maximum of the CD occurs at 𝜔𝑚𝑎𝑥 =
1
𝜏𝐶𝐷

𝜋

𝑡𝑎𝑛 (2𝛽+2). This function is used to model the so-called α-relaxation process of many small

molecule glass-forming liquids. As discussed in the literature review, the exact nature of the αrelaxation process in molecular liquids is not well understood, but it is generally accepted that it
reflects the collective reorientational motion of whole molecules (or polymer segments). The
final generalization was introduced by Havriliak and Negami (HN function),128 and it is a
combination of the CC and CD functions. The HN function includes both symmetric and
asymmetric broadening
Δ𝜀

∗ (𝜔)
𝜀𝐻𝑁
= 𝜀∞ + (1+(𝑖𝜔𝜏

(3.13)

𝛼 𝛽
𝐻𝑁 ) )

where α and β are defined as for the CC and CD functions. The HN function describes the
segmental relaxation process of many polymeric liquids well. The peak relaxation frequency of
the HN function occurs at 𝜔𝑚𝑎𝑥 = 𝜏

1
𝐻𝑁

𝛼𝜋

1/𝛼

(sin(2+2𝛽))

𝛼𝛽𝜋

spectral shape of the exponents α and β are depicted in Fig. 3.3.

41

−1/𝛼

(sin(2+2𝛽))

. The effects on the

Figure 3.3. Real (ε′) and imaginary (ε″) parts of the Cole -Cole (CC) (a,b) and the Cole Davidson (CD) (c,d) function are shown for different values of α and β. The Havriliak Negami (HN) function combines the symmetric and asymmetric aspects of the CC and CD
functions. 1 1 9

In addition to dipolar reorientations, the migration of ions through a dielectric medium
will also contribute to the complex permittivity spectrum. While the way to model such a process
is still a matter of rigorous debate, the Random Barrier Model (which was discussed in the
literature review section) accurately describes the permittivity spectrum of many ion conducting
liquids, such as the molten eutectic salt Calcium-Potassium-Nitrate (CKN).59 This function has a
significantly different spectral shape than the previous three, where
Δ𝜀

∗
(𝜔) = 𝜀∞ +
𝜀𝑅𝐵𝑀
𝑙𝑛(1+𝑖𝜔𝜏

(3.14)

𝑅𝐵𝑀 )

The detailed application of these functions to dielectric spectra will be demonstrated in Ch. 4,
and eq. (3.14) will be used throughout the course of this dissertation to model ion motion in
room temperature ionic liquids.
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3.1.3. Measurement and instrumentation details
All broadband dielectric spectroscopy measurements were carried out using the
Novocontrol Concept 80 system. This device was used to measure the complex dielectric
function ε*(ω) of the materials studied for this dissertation in the frequency window 10-2–107 Hz.
The measurement scheme which is employed by the Concept 80 system is shown in Fig. 3.4, and
it is seen in the schematic that the material under study is treated as the dielectric medium of a
test parallel plate capacitor.

Figure 3.4. Schematic for the measurements of the complex dielectric permittivity of liquid
samples using the Novocontrol Concept 80 system. 1 1 9

The quantity that is physically measured by the device is the complex impedance Z*(ω) of the
sample capacitor. First, the device generates a monochromatic sinusoidal voltage across the
sample and the current Is through the sample is determined by measuring the voltage drop across
the test resistance R. In general, the current Is(ω) will be shifted in phase φ relative to the voltage
Us(ω), such that 𝑍𝑆∗ (𝜔) =

𝑈𝑆∗ (𝜔)
𝐼𝑆∗ (𝜔)

𝑈 ∗ (𝜔)

𝑈

= | 𝐼 𝑆 | 𝑒 𝑖𝜑 = (𝑈1∗(𝜔) − 1) 𝑅. Since the complex capacitance is
𝑆

2

related to the complex impedance and complex permittivity of the capacitor medium (our
sample), we find that 𝜀𝑆∗ (𝜔) =

1

, where C0 is the empty sample cell capacitance. For

𝑈∗ (𝜔)
𝑖𝜔𝑅𝐶0 ( 1∗ (𝜔)−1)
𝑈2
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all measurements reported herein, the sample cell was a stainless steel parallel plate capacitor
with plate diameter 20 mm. The plate spacing was maintained with small Teflon spacer posts at
approximately 0.1–0.2 mm for all measurements.
The test samples were loaded by injecting the sample liquid into the empty capacitor with
a needle until the entire sample volume was filled. The liquid sample remained mounted
throughout measurement via the capillary force exerted by the stainless steel electrodes. While
the liquid volume may have changed slightly during measurements due to thermal expansion,
this effect is small enough to neglect for most cases. The filled test capacitor was then placed
into the measurement circuit as shown in Fig. 3.4, and was mounted in a cryostat under dry
nitrogen atmosphere. The sample temperature was controlled with the Novocontrol Quatro
system, where the heating and cooling was performed with temperature regulated nitrogen gas,
with temperature stability of ±0.1 K.

3.2. Quasielastic Light Scattering Spectroscopy
Quasielastic light scattering (QELS) techniques are complimentary to dielectric
spectroscopy, and are very similar in many respects. The time window that can be probed by
QELS techniques is similar to BDS—from fractions of picoseconds to hours. Whereas dielectric
spectroscopy measures the polarization response of permanent molecular dipoles to a time
varying applied electric field, QELS probes the equilibrium fluctuations of an ensemble of
optically polarizable molecules. When a monochromatic electric field (of optical wavelengths)
impinges upon a medium, fluctuations of the local optical properties will cause interference
between the locally scattered waves, resulting in a diffraction (or speckle) pattern (elastic
scattering).129 This is identical to x-ray or neutron diffraction, except the wave-vectors involved
in light scattering experiments are very small. If these local optical properties vary with time due
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to molecular vibrations, the frequency of the scattered light will be shifted relative to the incident
light. When the local optical properties fluctuate due to reorientational or diffusive molecular
motions, the elastic line becomes broadened. By analyzing this part of the light scattering
spectrum we can characterize microscopic molecular dynamics.42, 130, 131 It should be noted that
quasielastic light scattering measurements are especially important in the study of room
temperature ionic liquids. For normal dipolar fluids, the molecular reorientation process is well
resolved by dielectric spectroscopy. In ion-conducting fluids, however, the molecular
reorientation process is not clearly observable in the dielectric spectrum due to strong
contributions from ion motion. In order to develop the connection between ionic translational
and rotational motions, it is essential to study ionic liquids with both dielectric and QELS
techniques.
3.2.1. Principles of quasielastic light scattering spectroscopy
When a monochromatic electric field 𝑬𝒊 (𝑟, 𝑡) = 𝒏𝒊 𝐸0 𝑒 𝑖(𝒌𝒊 ∙𝒓−𝜔𝑖 𝑡) , where ni is the
polarization vector, E0 is the field amplitude, ki is the incident wave vector, and ωi is the angular
frequency, impinges on a medium, this field exerts a force on the electron clouds of the
molecules comprising the medium. The field consequently induces molecular dipole moments
which oscillate with the same frequency as the incident field, and these oscillating dipoles
subsequently radiate light. This type of interaction of electromagnetic radiation with a molecule
is called scattering.42 If the medium is optically homogenous and there are no fluctuations of the
local dielectric constant (at optical frequencies), light scattered from one sub-region of the
medium will, due to interference, exactly cancel out the light from a corresponding sub-region.
This will result in no net scattered light at any point far from the medium (other than in the
forward direction).
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If, on the other hand, the medium is not optically homogenous and has a local dielectric
constant 𝜺(𝒓, 𝑡) = 𝜀0 𝑰 + 𝛿𝜺(𝒓, 𝑡), then the amplitudes of the scattered fields from different subregions will certainly be different and this will result in scattered light with frequency and wavevector corresponding to the orientations and positions of the molecules in the medium. The
scattered field at a distance R in this case will be
𝐸𝑠 (𝑅, 𝑡) =
where 𝑘𝑓 =

−𝑘𝑓2 𝐸0
4𝜋𝑅𝜀0

2𝜋𝑛
𝜆𝑓

𝑒 𝑖(𝑘𝑓 𝑅−𝜔𝑖 𝑡) 𝛿𝜀𝑖𝑓 (𝒒, 𝑡)

(3.15)

is the wave vector of the scattered light, and 𝛿𝜀𝑖𝑓 (𝒒, 𝑡) = 𝒏𝑓 ∙ 𝛿𝜺(𝒒, 𝑡) ∙ 𝒏𝑖 is the

component of the dielectric constant fluctuation tensor along the initial and final polarization
directions. In most QELS experiments the magnitude of ki and kf are approximately equal, which
allows one to straightforwardly calculate the magnitude of the wave vector 𝒒 = 𝒌𝑖 − 𝒌𝑓 such
that 𝑞 =

4𝜋𝑛
𝜆𝑖

𝜃

sin( 2), where θ is the angle between the initial and final wave vectors, as shown in

Fig. 3.5. When the above condition is satisfied, the scattered electric field results from dielectric
constant fluctuations with wave vector q.

Figure 3.5. Diagram of the Quasielastic Light Scattering (QELS) experiment. 4 2
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Molecular rotations and translations will modulate the scattered electric field at the
detector as a function of time, and the characteristic rates associated with these motions can be
obtained from the electric field time correlation function
𝑘𝑓4 |𝐸0 |2

𝑔1 (𝑡) = 〈𝐸𝑠∗ (𝑅, 0)𝐸𝑠 (𝑅, 𝑡)〉 = 16𝜋2 𝑅2 𝜀2 〈𝛿𝜀𝑖𝑓 (𝒒, 0)𝛿𝜀𝑖𝑓 (𝒒, 𝑡)〉𝑒 −𝑖𝜔𝑖 𝑡
0

(3.16)

In a typical light scattering experiment we measure the spectral density of scattered light using
interferometry and dispersion techniques (these will be described in the next section). According
to the Wiener-Khintchine theorem,132 the time correlation function of the scattered electric field
is related to the spectral density of scattered light, such that
𝐴

+∞

𝐼𝑖𝑓 (𝒒, 𝜔, 𝑅) = 2𝜋 ∫−∞ 𝑑𝑡〈𝛿𝜀𝑖𝑓 (𝒒, 0)𝛿𝜀𝑖𝑓 (𝒒, 𝑡)〉 𝑒 −𝑖(𝜔𝑖 −𝜔𝑓 )𝑡

(3.17)

where A is the prefactor of eq. (3.16) and 𝜔 = 𝜔𝑖 − 𝜔𝑓 is the frequency shift between the
incident and scattered light. Thus by measuring the spectrum of scattered light, we can obtain
information about the local dielectric constant fluctuations caused by molecular motion.
There are two approaches to understanding the spectrum of scattered light from small
molecule liquids—the dielectric continuum approach described above as well as a microscopic
molecular approach.42 The continuum approach is a reasonable approximation for the light
scattering mechanism because optical wavelengths are much larger than molecular sizes, which
should result in an averaging of local properties. While it is useful to consider the spectrum of
scattered light in terms of local dielectric constant fluctuations when deriving eqs. (3.15-3.17), it
is very helpful to consider the way these fluctuations are connected to local molecular properties
in order to develop an intuitive understanding of the scattering mechanism. When a
monochromatic field is incident upon a single molecule with polarizability tensor α, this field
induces an oscillating dipole which subsequently radiates light (as described previously). Similar
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to the previous arguments, the scattered field from this molecule will be proportional to (𝒏𝑓 ∙
𝜶(𝑡) ∙ 𝒏𝑖 )𝑒 𝑖𝒒∙𝒓(𝑡) , where r(t) is the position of the molecular center of mass at time t. In a
condensed medium of molecules which are weakly electronically coupled to one another, the
scattered field will result from a superposition of contributions from all molecules in the
scattering volume, and the spectral density, similar to eq. (3.17), will be
𝐴

+∞

𝐼𝑖𝑓 (𝒒, 𝜔) = 2𝜋 ∫−∞ 𝑑𝑡〈𝛿𝛼𝑖𝑓 (𝒒, 0)𝛿𝛼𝑖𝑓 (𝒒, 𝑡)〉 𝑒 −𝑖𝜔𝑡

(3.18)

where 𝛼𝑖𝑓 (𝒒, 𝑡) = 𝒏𝑓 ∙ 𝜶(𝒒, 𝑡) ∙ 𝒏𝑖 .
Having established how the spectral density of scattered light is related to the local
fluctuations in the optical properties of a medium, we will now look at two model systems which
will provide a background for understanding the light scattering spectrum of neat molecular
liquids. The first and most simple model system to consider is a liquid consisting of spherical
and optically isotropic molecules which undergo Brownian motion.42 When light impinges on a
spherically symmetric molecule, the symmetry of the polarizability tensor α dictates that the
induced dipole is parallel to the applied field such that 𝝁 = 𝛼𝑬. In this case the fluctuations of
the polarizability tensor along the initial and final polarization directions δαif(q,t) reduce to
𝛿𝛼𝑖𝑓 (𝒒, 𝑡) = (𝒏𝒊 ∙ 𝒏𝑓 )𝛼 ∫𝑉 𝑑 3 𝑟 𝛿𝜌(𝒓, 𝑡)𝑒 𝑖𝒒∙𝒓 = 𝛼(𝛿𝜌(𝒒, 𝑡))

(3.19)

where δρ(q,t) are the spontaneous density fluctuations with wavevector q at time t. Plugging this
result into eq. (3.18) we see that the light scattering intensity of spherical and optically isotropic
particles is proportional to the self-intermediate scattering function Fs(q,t)
𝐴

+∞

+∞

𝐼𝑉𝑉 (𝒒, 𝜔) = 2𝜋 𝛼 2 ∫−∞ 𝑑𝑡〈𝛿𝜌(𝒒, 0)𝛿𝜌(𝒒, 𝑡)〉 𝑒 −𝑖𝜔𝑡 = 𝐼0 ∫−∞ 𝑑𝑡𝐹𝑠 (𝒒, 𝑡) 𝑒 −𝑖𝜔𝑡

(3.20)

where the subscript VV denotes that both the initial and final polarization vectors are oriented in
the vertical (y) direction while the incident and scattered wavevectors lie in the xz plane. This is
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referred to as polarized scattering. As is seen from eq. (3.19), when the incident and final
polarizations are orthogonal to each other such that we measure VH or HV scattering, there will
be no scattered light. This geometry will be important in the discussion of the next model system,
and it is referred to as depolarized scattering.
For Brownian diffusion, the self-intermediate scattering function can be calculated such
𝑡

that 𝐹𝑠 (𝒒, 𝑡) = exp(−𝑞 2 𝐷𝑡) = exp(− 𝜏 ), where D is the translational diffusion coefficient.
𝑞

Fs(q,t) is proportional to the electric field correlation function, and it follows that the spectral
density of scattered light will be a Lorentzian function centered on the incident light frequency
with full width at half maximum (FWHM) equal to τq-1. This result is similar to the results
obtained for the Debye Model presented in the previous section on dielectric spectroscopy. Thus
we can measure the translational self-diffusion coefficient in the medium by measuring the light
scattering spectrum from spherical, isotropic molecules (or particles).
The next model to be considered is a system of cylindrically symmetrical and optically
anisotropic molecules undergoing diffusive motions. The light scattering spectrum will now
consist of a contribution from both translational as well as rotational diffusion of the molecules.42
Generalizing the results for spherical, isotropic molecules, the intensity of scattered light from
optically anisotropic molecules is proportional to
𝐼𝑖𝑓 (𝒒, 𝑡) = 𝐴〈𝛼𝑖𝑓 (0)𝛼𝑖𝑓 (𝑡)〉〈𝛿𝜌(𝒒, 0)𝛿𝜌(𝒒, 𝑡)〉 = 𝐴〈𝛼𝑖𝑓 (0)𝛼𝑖𝑓 (𝑡)〉𝐹𝑠 (𝒒, 𝑡)

(3.21)

From eq. (3.21) we see that the light scattering spectrum will consist of a contribution from
reorientational motions, which are contained in the polarizability correlation function, as well as
density fluctuations or translational motions. Because there is no wave vector dependence in the
polarizability correlation function, this part of the spectrum provides information on purely local
motions, allowing us to probe single molecule rotational dynamics.
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We now will consider a cylindrically symmetrical molecule with polarizability along the
axis of the cylinder α∥ different from the polarizability in the radial directions α⊥. In the
coordinate system shown in Fig. 3.6, the polarized and depolarized components of the light
scattering spectrum are proportional to the polarizability tensor components such that
𝐼𝑉𝑉 (𝒒, 𝑡) = 𝐴〈𝛼𝑧𝑧 (0)𝛼𝑧𝑧 (𝑡)〉𝐹𝑠 (𝒒, 𝑡)

(3.22a)

𝐼𝑉𝐻 (𝒒, 𝑡) = 𝐴〈𝛼𝑦𝑧 (0)𝛼𝑦𝑧 (𝑡)〉𝐹𝑠 (𝒒, 𝑡)

(3.22b)

In order to calculate αzz(t) and αyz(t), it is necessary to express the molecule-fixed polarizability
tensor in the laboratory frame. The projection of this tensor into the laboratory frame yields the
polarizability tensor components
1

2

2

𝛼𝑧𝑧 = 𝛼∥ cos 𝜃 + 𝛼⊥ sin 𝜃 = 𝛼 +

16𝜋 2
( 45 ) 𝛽𝑌2,0 (𝜃, 𝜑)

(3.23a)

1

𝛼𝑦𝑧 = (𝛼∥ − 𝛼⊥ ) sin 𝜃 cos 𝜃 sin 𝜑 =

2𝜋 2
𝑖 ( 15 ) 𝛽[𝑌2,1 (𝜃, 𝜑)

+ 𝑌2,−1 (𝜃, 𝜑)]

(3.23b)

where Ylm(θ,φ) are the spherical harmonics, 𝛼 = 𝛼∥ + 2𝛼⊥ is called the isotropic part of the
polarizability tensor since that part of eq. (3.23a) is independent of molecular orientation, and
𝛽 = 𝛼∥ − 𝛼⊥ is the optical anisotropy. The scattering from cylindrically symmetric particles
reduces to the spherically symmetric case above when α∥ = α⊥. Plugging eqs. (3.23) into eqs.
(3.22) we see that the polarized and depolarized components of the scattering intensity are
proportional to
16𝜋

2 (𝜃,
𝐼𝑉𝑉 (𝒒, 𝑡) = 𝐴[𝛼 2 + ( 45 ) 𝛽 2 𝐹2,0
𝜑)]𝐹𝑠 (𝒒, 𝑡)
2𝜋

2
2 (𝑡)
2 (𝑡)
2
(𝑡)]𝐹𝑠 (𝒒, 𝑡)
𝐼𝑉𝐻 (𝒒, 𝑡) = 𝐴 15 𝛽 2 [𝐹1,1
(𝑡) + 𝐹1,−1
+ 𝐹−1,1
+ 𝐹−1,−1

(3.24a)
(3.24b)

𝑙
∗
where 𝐹𝑚,𝑚
′ (𝑡) = 〈𝑌 𝑙,𝑚 (𝜃, 𝜑, 0)𝑌𝑙,𝑚′ (𝜃, 𝜑, 𝑡)〉 are the orientational time correlation functions.
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Figure 3.6. Geometry of a cylindrically symmetrical molecule in the molecular frame
(primed) and laboratory frame (unprimed). 4 2

The Debye model56 for rotational diffusion is once again applied to obtain the
orientational correlation functions needed to calculate the scattering intensities in eqs. (3.24). In
this model, the orientational correlation functions can be shown to be
1

𝑙
𝐹𝑚,𝑚
exp(−
′ (𝑡) =
4𝜋

𝑙(𝑙+1)𝑡
𝜏𝑟𝑜𝑡

)

(3.25)

This result is nearly identical to that of the dielectric spectroscopy section, except that l = 2 for
QELS measurements, and l = 1 for dielectric spectroscopy measurements.133 Using eq. 3.25 in
eqs. (3.24), we find that the light scattering intensities are proportional to
4

6𝑡
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𝜏𝑟𝑜𝑡

𝐼𝑉𝑉 (𝒒, 𝑡) = 𝐴[𝛼 2 + ( ) 𝛽 2 exp(−
1

6𝑡

𝐼𝑉𝐻 (𝒒, 𝑡) = 𝐴[(15) 𝛽 2 exp(− 𝜏

𝑟𝑜𝑡

)]exp(−𝑞 2 𝐷𝑡)

)]exp(−𝑞 2 𝐷𝑡)

(3.26a)
(3.26b)

The translational diffusion term usually decays much more slowly that the rotational diffusion
term and does not contribute to the depolarized spectrum eq. (3.26b). This is because the wave
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vectors probed in the scattering experiment are very small, resulting in a slow decay of the
translational term, regardless of the magnitude of the translational diffusion coefficient.
Thus, measuring the depolarized light scattering spectrum of optically anisotropic
molecules allows one to characterize the average molecular reorientation rate in the liquid. Since
this dissertation presents measurements of the characteristic reorientation rates of various ionic
liquids, any mention of light scattering will likely be concerned with depolarized scattering only.
It should also be noted that the exact polarizability of a molecule is usually quite complicated,
and it is not straightforward to calculate the scattering functions from molecular liquids.
However, most molecules have some degree of optical anisotropy, and the above models
elucidate how this general property allows one to characterize molecular reorientational
dynamics. Furthermore, these models only apply for dilute systems without collective molecular
effects, which will certainly add to the complexity of the spectrum.
3.2.2. Analyzing light scattering spectra of molecular liquids
The analysis of light scattering data are in principle identical to the methods presented for
the analysis of dielectric spectra. The main difference is that in addition to frequency domain
measurements of the spectral density of scattered light (which is related to the frequency
dependent permittivity measured by dielectric spectroscopy), we also measure the electric field
time correlation function g1(t) which is related to the spectral density through the Fourier
transform. Similar to the analysis of permittivity spectra of dielectric measurements, it is often
useful to analyze light scattering spectra in the susceptibility representation. According to the
Fluctuation-Dissipation theorem, the imaginary part of the light scattering susceptibility is
𝐼(𝜔)

ℏ𝜔

proportional to the spectral density such that 𝜒 ′′ (𝜔) = [𝑛(𝜔,𝑇)+1], where 𝑛(𝜔, 𝑇) = (𝑒 𝑘𝑇 − 1)−1
is the Bose-Einstein occupation factor.122 For the temperatures and frequencies probed by QELS,
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this factor reduces to the classical approximation such that 𝜒 ′′ (𝜔) =

ℏ𝜔
𝑘𝑇

𝐼(𝜔). In this

representation, the CC, CD, and HN functions can all be applied to light scattering data as they
are for dielectric spectroscopy.
In the photon correlation spectroscopy technique, the electric field time correlation
function g1(t) can be measured, and thus time domain data is obtained. If the molecular motion
that is probed by the experiment is Brownian diffusion (rotations or translations), the correlation
𝑡

function decays exponentially, such that 𝑔1 (𝑡) = exp(− 𝜏). Analogous to the spectral
broadening observed in dielectric spectra of molecular liquids, QELS data in the time domain
rarely decay exponentially, and instead the correlation functions follow a stretched exponential
𝑡

form, such that 𝑔1 (𝑡) = exp(−(𝜏)𝛽 ), where β is called the stretching parameter. This function is
known as the Kohlrausch-William-Watts (KWW) function.41 The exact molecular reasons for
this spectral shape are not known, and there are several potential explanations as discussed in the
literature review section.
3.2.3. Measurement and instrumentation details
There are three experimental techniques that are applied in this dissertation to
characterize the light scattering spectrum over timescales spanning sub-picoseconds to seconds.
Two of these techniques—interferometry and dispersion—are used to measure the light
scattering spectral density in the frequency window from 500 MHz up to 10 THz (10-9–10-13 s).
They work by filtering the scattered light so that individual frequency increments of the spectrum
can be measured independently. The third method is known as photon correlation spectroscopy,
and it is used in the time domain to characterize dynamics slower than 10-8 s. This method
directly records all of the scattering intensity as a function of time, and a hardware correlator is
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used to calculate the intensity correlation function (which is related to the field correlation
function).

Figure 3.7. Diagram of the QELS measurement illustrating the 90° scattering geometry. 1 3 4

The external optical system used for these three techniques, are essentially the same, and
is illustrated in Fig. 3.7. A monochromatic laser source (λ = 532 nm (green) or 647 nm (red)) is
first passed through a polarizer such that vertically (or horizontally) polarized light is selected.
This light is focused onto the sample which is contained inside a cryostat with optically
transparent windows allowing for various scattering angles to be probed. The scattered light is
collected by a lens and passes through another polarizer, allowing for the measurement of either
polarized or depolarized scattered light. Finally, this scattered, analyzed light is focused onto the
entrance of the detector and recorded. The cryostats used were the Janis ST-100, with
temperature range 100–375 K and stability ±0.1 K, and the Oxford Optistat, with temperature
range 100–475 K and stability ±0.1 K. The lasers used were the Coherent Verdi (532 nm) with
max power = 2 W, as well as the Lexel (647 nm) with max power = 300 mW.
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In the interferometry technique, the scattered light is passed into a Fabry-Perot
interferometer cavity, which consists of two mirrors in which the inner surfaces are highly
reflective (≈ 98%). The light that enters then reflects multiple times inside the cavity, and the
only waves that can pass the interferometer are those whose wavelengths are half integer
𝜆

multiple of the mirror spacing, such that 𝑚 (2) = 𝐿. The frequency spacing between the adjacent
𝑐

cavity modes (m and m+1) is called the free spectral range and is Δ𝜈 = 2𝑛𝐿, where c is the speed
of light and n is the refractive index of the cavity medium (air). This frequency spacing is
normally much wider than a typical Lorentzian spectrum resulting from molecular rotation and
diffusion.

Figure 3.8. (a) Schematic of the Tandem Fabry Perot (FP) interferometer. (b) Illustration
comparing the spectrum obtained from a single FP interferometer vs. the tandem FP
setup. 1 3 5

A Tandem Fabry-Perot interferometer (TFPI–Sandercock model) extends the free spectral range
beyond that of a single Fabry-Perot. In the Tandem Fabry-Perot system, two interferometers are
used in series, and their mirror spacings L1 and L2 are slightly offset from one another, where
𝜆

𝜆

𝑚 (2) = 𝐿1 and 𝑛 (2) = 𝐿2 . The mirror spacings are selected so that they simultaneously pass
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the first order mode, but now the second order mode cannot be passed by the first FP and viceversa. However, the interferometer does pass the 20th order mode, and optical-bandpass filters
are used to suppress contributions of this mode from the spectrum. This results in a considerably
extended FSR as illustrated by Fig. 3.8. The mirrors are then scanned through small distances
using piezo-motors, and the intensity of the scattered light that passes through the TFPI is
recorded at each different mirror spacing, corresponding to a specific wavelength or frequency
increment. The Tandem Fabry-Perot interferometer was used in this dissertation to measure the
light scattering spectral density over a frequency window from 0.5–350 GHz.

Figure 3.9. Schematic of the light dispersion filter used in the Jobin Yvon T64000
spectrometer. 1 3 4

The second technique used to measure the light scattering spectral density in the
frequency domain is the diffraction grating, or light dispersion, method. In this technique,
scattered light from the sample is passed to the spectrometer and collimated onto a diffraction
grating. Light of differing wavelengths will be dispersed by this grating at different angles, and
when it arrives at the second collimating mirror, it will be focused by this mirror onto different
positions in the spectrometer. If we have a small slit at the exit leading to a single pixel detector,
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only light of one wavelength will reach the detector. By changing the angle of the diffraction
grating in the spectrometer, we can scan light of different wavelengths across the detector and
measure the spectrum. Alternatively, the spectrometer used in this study (Jobin Yvon T64000)
employs a CCD detector which allows for the simultaneous recording of several frequency
increments of the spectrum. This spectral technique was used to measure the light scattering
spectral density over a frequency window from 200–10000 GHz.

Figure 3.10. Depolarized dynamic light scattering susceptibility spectra of the ionic liquid
[BMIM][NTF 2 ] recorded at various temperatures. The spectra were obtained by compiling
the spectral densities measured using the Jobin Yvon T64000 and the Tandem Fabry Perot
Interferometer. Below 10 GHz the molecular reorientation process is observed as a peak
(at high temperatures) which move s out of the window at low temperatures. Between 100 –
3000 GHz, intermolecular librational modes are observed, and intramolecular optical
vibrations are observed above 3000 GHz. 9 3

The photon correlation spectroscopy (PCS) technique is different from the first two
methods described above in that the detector records the whole unfiltered band of scattered light
as a function of time. In this technique, scattered light from the sample is focused onto the
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entrance of a point photodiode detector through a fiber optic coupling device. As described
above, molecular translations and rotations will modulate the scattered intensity in time, and the
temporal pattern of these fluctuations reflect the timescales of these motions. The electrical
signal from the photodiode (which is proportional to the measured intensity) is then passed to the
hardware autocorrelation device (ALV-7004 fast digital correlator) which computes the Intensity
Autocorrelation Function (ICF) 𝑔2 (𝑡) =

〈𝐼(𝑜)𝐼(𝑡)〉
〈𝐼 2 〉

, where I(t) is the measured intensity at time t.

The intensity auto correlation function is related to the electric field autocorrelation function
through the Siegert-relation such that 𝑔2 (𝑡) = 1 + 𝛾|𝑔1 (𝑡)|2, where γ is a correction factor
known as the coherence factor. PCS was used to measure the field correlation function in the
time window 10-9–100 s.

3.3. Other Measurement Techniques
3.3.1. Rheology
Viscosity is the measure of the resistance of a fluid to strain under the presence of an
applied stress.136 The shear viscosity of a liquid is a bulk property, similar to the dc conductivity
(or resistivity), and the classical theories of diffusion and ion conduction directly link the
molecular translational diffusion rate and dc conductivity to the shear viscosity of the liquid
medium. In order to gain a deeper understanding of the motion of molecules and ions in viscous
media, it is often useful to combine measurements of molecular reorientation and translation
obtained via dielectric spectroscopy and light scattering with shear viscosity measurements.137
The shear viscosity of the ionic liquids studied in this dissertation was measured using the
creep compliance technique, where compliance is defined as the ratio of strain to stress (eq.
3.27). In creep compliance measurements, a liquid sample (which is initially at equilibrium) is
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placed under a constant, small applied shear stress at time t = 0 s. The sample will begin to strain,
and this strain will increase as t increases. Part of this strain is recoverable, and when the stress is
removed, the material will elastically recover this portion of the strain. At long times the strain
becomes irreversible, and this irreversible part is directly connected to the shear viscosity
𝐽(𝑡) =

𝛾(𝑡)
𝜎0

= 𝐽𝑅 (𝑡) + 𝑡/𝜂

(3.27)

where J(t) is the creep compliance, JR(t) is the recoverable creep compliance, and η is the shear
viscosity.136 All rheology (shear compliance) measurements were performed with an AR2000ex
rheometer (TA instruments) using 25 mm parallel plates with the sample mounted between the
plates. All samples were in nitrogen atmosphere with temperature controlled using dry nitrogen
gas.
3.3.2. Differential scanning calorimetry
Differential scanning calorimetry (DSC) measures heat flow upon a temperature change
of an investigated material, allowing one to characterize the specific heat capacity of the
material. DSC is used to characterize thermal transitions in materials such as crystallization,
melting, and the glass transition.138 Upon crystallization (melting), the quantity of heat flowing
out of (into) the sample changes sharply, and the temperature where this change occurs can be
straightforwardly determined. Similarly, when a supercooled liquid is cooled through the glass
transition temperature (Tg), it falls out of equilibrium which results in a step-like reduction in the
heat flow as it is cooled through Tg. DSC was used to measure the calorimetric glass transition
temperature of the ionic liquids presented in this dissertation.
In DSC, the sample and the reference are heated (cooled) such that the temperature of
each is kept identical. The reference was an empty aluminum sample container. As the
temperature of the sample and reference are varied, a different amount of heat is required to keep
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the sample and reference at the same temperature, and this differential heat is recorded as a
function of temperature. For this dissertation, the sample and reference were heated and cooled at
a constant rate of 5-10 K/min, and since the heating/cooling rate is constant, the rate of heat flow
from the sample can be measured as a function of temperature. All DSC measurements were
performed in nitrogen atmosphere using a Q1000 differential scanning calorimeter (TA
instruments).
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4. Dynamics and Charge Transport in Imidazolium based ILs
4.1. Introduction
Understanding the physicochemical properties of room temperature ionic liquids (ILs)
has become an active area of chemical physics research in the past decade due to their many
potential technological applications. In particular, ILs have been shown to be potentially useful
materials for electrochemical applications due to the large electrochemical window and relatively
high electrical conductivity.1, 2, 139, 140 As a result, significant research effort has been focused on
characterizing the charge transport properties in ILs.
Several experimental studies have been performed to measure the ion diffusion
coefficients and conductivity in several types of ILs upon variation of the cation and anion
chemical structures. Many of these studies, however, characterized the charge transport in these
materials only at high temperatures and in the highly fluid state.83-86 In an effort to expand on this
work, further studies were performed to characterize the charge transport properties in various
ionic liquids over a broad temperature range, from above the melting point down to the glass
transition temperature. In the works of Sangoro et al., a method to characterize ion diffusion rate
and free ion concentration via dielectric spectroscopy was proposed, and successfully applied to
several ionic liquids.80, 81, 90, 92 While, these authors systematically studied the electrical
conductivity and ion diffusion rate for many ILs, they did not analyze the influence of chemical
structure on the free ion concentration in these materials.
While the charge transport properties are more thoroughly studied, there are only very
few experimental studies of the reorientational structural dynamics in ionic liquids.87, 100, 141, 142
Since many of these ionic liquids can be supercooled through a glass transition, it is important to
understand whether or not these ionic liquids exhibit the phenomenology of other supercooled
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molecular liquids, such as nonexponential structural relaxation, decoupling of translational and
rotational motions, and the presence of the dynamic crossover temperature Tc. It is essential to
characterize the reorientational motion (structural relaxation) as well as translational motion of
ions in order to develop the complete picture of how ion transport occurs in these materials.
In this chapter, experimental studies of the charge transport properties and reorientational
structural dynamics are presented for a series of three imidazolium based room temperature ionic
liquids. The dielectric spectroscopy and dynamic light scattering data analysis techniques as
applied to ionic liquids are presented in detail in this chapter, and will be referred to in the
following chapters. It has been found that the chemical structure of the anion has a significant
effect on the ionic conductivity in these imidazolium based ionic liquids. As the anion size and
asymmetry increases, the ion diffusion coefficients increase while the corresponding glass
transition temperatures decrease. The free ion concentration has been found to exhibit minor
differences upon variation of the anion, indicating that the primary effect of the chemical
structure is to change the ion mobility in these liquids. Turning to the analysis of the
reorientational structural dynamics, many interesting differences have been observed when
comparing ionic liquids to neutral molecular liquids. These ionic liquids exhibit no dynamic
crossover, no change in the spectral shape of the structural relaxation process, and very weak
decoupling of translational and rotational degrees of freedom—phenomena which are nearly
ubiquitously observed in molecular liquids. These observations suggest that ionic liquids, while
exhibiting the general characteristics of supercooled liquids, have important differences that may
be the result of their unique interionic interaction mechanisms.
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4.2. Experimental Details
1-butyl-3-methylimidazolium trifluoroacetate [BMIM][TFA] (MW = 252.23 g/mol,
ρm = 1.22 g/cm3)86, 1-butyl-3-methylimidazolium hexafluorophosphate [BMIM][PF6]
(MW = 284.18 g/mol, ρm = 1.38 g/ cm3)143, and 1-butyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide [BMIM][NTF2] (MW = 419.4 g/mol, ρm = 1.44 g/cm3)144 were
purchased from Sigma-Aldrich chemical company and used as received. The mass densities
reported above are from the literature, and were recorded at T = 295 K. The chemical structures
of these ionic liquids are shown below in Fig. 4.1. Before performing measurements, the liquid
samples were passed through 220 nm PVDF filters into cleaned, dried mL sized cylindrical glass
vials. The filled vials were then placed into a vacuum oven at T = 350 K and P = 1 mbar for 24 h
to remove residual impurities and dissolved gasses. For these samples, treatment in the vacuum
oven was necessary to prevent crystallization during the course of the BDS and DLS
measurements.

Figure 4.1. Chemical structures of the imidazolium -based ionic liquids: (a) 1-butyl-3methylimidazolium trifluoroacetate [BMIM][TFA], (b) 1 -butyl-3-methylimidazolium
hexafluorophosphate [BMIM][PF 6 ], (c) 1-butyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide [BMIM][NTF 2 ] .
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Depolarized dynamic light scattering (DDLS) spectra were measured to characterize the
structural relaxation/molecular reorientation process (α process) of the three imidazolium-based
ILs over thirteen decades in time, from 10-11 s through 100 s. For these liquids, this corresponds
to temperatures ranging from 375 K down to approximately 180 K, i.e. from above the melting
point down to the glass transition temperature Tg. To characterize the α process at short
timescales (10-11 s through 10-9 s), frequency domain measurements were performed in the
backscattering geometry, with laser wavelength λ = 532 nm and laser power P = 100 mW, using
the Jobin Yvon T64000 triple monochromator spectrometer and the tandem Fabry-Perot
interferometer (Sandercock Model) at three different free spectral ranges (10 GHz, 50 GHz, 375
GHz). By combining these two techniques, hereto referred as Brillouin-Raman (BR)
spectroscopy, the depolarized light scattering spectral density was measured in the frequency
window 0.5 GHz – 10 THz. To characterize the α process at longer time scales (10-7 s through
100 s), depolarized photon correlation spectroscopy measurements (PCS) were performed in
right angle geometry, with laser wavelength λ = 647 nm and laser power P = 100 mW. The
scattered light was collected with a single mode optical fiber, split between two avalanche
photodiode detectors, and cross correlated using the ALV-7004/FAST multi-tau digital
correlator. Frequency domain measurements were performed with the sample mounted in a Janis
ST-100 optical cryostat with temperature stability of ± 0.1 K. Time domain measurements were
performed with the sample mounted in an Oxford Optistat cryostat with temperature stability of
± 0.1 K.
Broadband dielectric spectroscopy (BDS) was used to characterize the dc conductivity, as
well as the ionic and dipolar relaxation processes in these liquids over a similar range of
temperatures as measured with DDLS. These measurements were performed using the
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Novocontrol Concept 80 system in the frequency window 10-2 Hz – 1 MHz. The samples were
mounted between parallel stainless steel plates, diameter d = 15 mm and plate spacing l = 0.2
mm. The Novocontrol Quatro temperature control unit was used to heat and cool the sample with
temperature stability of ± 0.1 K.

4.3. Results and Discussion
4.3.1. Quasielastic light scattering data analysis
Figure 4.2 presents the DDLS spectra of [BMIM][TFA] measured at several temperatures
via BR frequency domain measurements and PCS time domain measurements. The spectral
features observed in [BMIM][PF6] and [BMIM][NTF2] are nearly identical to those seen in Fig.
4.2., and they are not shown for the sake of brevity. All data analysis techniques presented below
for the representative IL [BMIM][TFA] were applied to the other two ILs in an identical manner.
The α process, which reflects collective molecular reorientations, is seen as a peak in the
BR spectrum (Fig. 4.2(a)) that moves out of the frequency window (to lower frequencies) as the
temperature decreases. Since the cation [BMIM]+ has a larger optical polarizability than the
anion due to the delocalization of the electrons on the imidazolium ring (it is also more
anisotropic due to the planar shape of the imidazolium ring), the α process in the depolarized
light scattering spectrum likely reflects the collective reorientation of cations in the matrix.145 At
temperatures where the peak of the α process is visible in the BR spectrum (Fig. 4.2(a)), the LS
data were fit using the imaginary part of the Cole-Davidson function,
𝜒"(ν) = Δ𝜒[cos(atan(2πντCD ))βCD ]sin[βCD ∙ atan(2πντCD )],

(4.1)

where Δχ is the polarizability amplitude (analogous to the dielectric strength), τCD is the
characteristic relaxation time, and βCD is the characteristic non-exponentiality parameter. τCD was
converted to the most probable relaxation time (corresponding to the peak maximum) such that
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𝜏𝛼 =

𝜏𝐶𝐷
𝑡𝑎𝑛(

.119 While an analytical connection between the shape parameters βCD and βKWW

𝜋

2𝛽𝐶𝐷 +2

)

does not exist, Lindsay and Patterson123 showed that there is an empirical connection between
the CD and KWW functions such that
𝛽𝐾𝑊𝑊 = {

0.97𝛽𝐶𝐷 + 0.144;[0.2 ≤ 𝛽𝐶𝐷 < 0.6]
0.683𝛽𝐶𝐷 + 0.316;[0.6 ≤ 𝛽𝐶𝐷 ≤ 1]

(4.2)

The shape parameter βKWW was calculated via eq. 4.2, using the values of βCD determined from
the frequency domain measurements.

Figure 4.2. (a) Depolarized light scattering susceptibility spectra are shown at several
temperatures for the IL [BMIM][TFA]. The black lines are fits of the α relaxation peak
using the Cole-Davidson function. (b) Normalized intensity correlation functions (ICF) of
[BMIM][TFA] measured at several temperatures. The data measur ed at 190 K are shown
fit to a single KWW relaxation function (red line) as well as to a superposition of two
KWW functions (green dashed line) accounting for the α relaxation and the excess wing. 1 4 6

As the IL is cooled toward the calorimetric glass transition temperature Tg, the molecular
reorientational motions slow down precipitously, and they are no longer observable using the BR
frequency domain technique. At temperatures where these motions occur with a characteristic
time between 10-7–100 s, which is deep in the supercooled liquid regime, PCS time domain
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measurements are used to characterize the structural dynamics and α process. The α process is
observed in the time domain as a stretched exponential decay of the intensity correlation function
(ICF), as seen in Fig. 4.2(b). At temperatures very close to the glass transition, the ICF also
shows a very slight decay in addition to the α process. This spectral feature is known as the
excess wing, and it is commonly observed in the dielectric and light scattering spectra of glass
forming liquids.147-150
The molecular origin of the excess wing is not known, and it is currently the subject of
active research in the field. Some authors have suggested that the excess wing is related to single
molecule rotational motions, while the α process is the signature of truly cooperative and
collective molecular motions.151 Another interpretation is in the framework of the dynamical
heterogeneity hypothesis, which suggests that the excess wing is the spectral signature of highly
mobile molecules, while the α process represents the slower sub ensemble of molecules.152
Whatever the case, it is interesting, although not surprising, that the ionic liquids also show a
signature of the excess wing, and it demonstrates further that the excess wing is a common
feature of molecular relaxation in glass forming materials.
The intensity correlation functions shown in Fig 4.2(b) were fit with a superposition of
two KWW functions,
𝑡

𝛽1

𝑡

𝛽2

2

𝐼𝐶𝐹 =  𝑔2 (𝑡) − 1 = 𝛾|𝑔1 (𝑡)|2 = 𝛾 |𝑎1 exp (− (𝜏 ) ) + 𝑎2 exp (− (𝜏 ) )|
1

2

(4.3)

where γ is the coherence factor of the optical system, a1 and a2 are the relative relaxation
strengths, τ1 and τ2 are the characteristic relaxation times, and β1 and β2 are the nonexponentiality (KWW) parameters of the α relaxation (1) and excess wing (2).42, 130 The
characteristic α relaxation times τ1 were converted to the most probable relaxation times τα by
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numerically simulating the one-sided sine Fourier transform of the best fit KWW relaxation
function,123 where
∞

𝑑

𝜒"(𝜔) = ∫0 sin(𝜔𝑡) ∙ (− 𝑑𝑡 𝑔1 (𝑡))𝑑𝑡

(4.4)

The fitting function, as opposed to the experimental data, is converted to the susceptibility
representation for ease of calculation, and no information is lost in the process. Once the
correlation function is converted to the susceptibility representation, the most probable (peak)
relaxation time can be straightforwardly determined. The structural relaxation times τα as well as
the characteristic stretching parameters for the three [BMIM] based ILs were determined from
the fits of the PCS data using eq. 4.3.
4.3.2. Broadband dielectric spectroscopy data analysis
Figure 4.3 presents the dielectric spectra of [BMIM][TFA] recorded at several
temperatures in the supercooled liquid regime. Once again, the spectra of the other two ionic
liquids presented in this section are very similar and are not shown for the sake of brevity. The
real part of the conductivity spectrum σ′ (Fig. 4.3(a)) for all ionic liquids studied exhibits three
main spectral features: (i) at low frequency the conductivity is strongly frequency dependent due
to the accumulation of ions at the electrode interface (electrode polarization effect), (ii) at
intermediate frequencies the conductivity becomes frequency independent due to the drift current
of ions in the liquid matrix (dc conductivity), and (iii) at high frequencies the conductivity once
again becomes frequency dependent as a result of the ion-hopping process (ac conductivity).119
These three regions have corresponding analogs in the real and imaginary parts of the
permittivity and conductivity, as seen in Fig. 4.3. Throughout this dissertation, our analysis will
only focus on the spectral regions at frequencies faster than the electrode polarization effect.
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Figure 4.3. Real (a,b) and imaginary (c,d ) parts of the complex conductivity σ* and
permittivity ε* spectrum of [BMIM][TFA] are shown at several temperatures in the
supercooled liquids regime. The red line is a fit to the data using the combined Random
Barrier Model and Havriliak Negami function (Eq. 4.6).

The complex dielectric function (ε* or σ*) contains the information necessary to
characterize the charge transport properties in ionic liquids. The most important and pertinent
information that we are interested in extracting is twofold: what is the intrinsic dc conductivity as
a function of temperature and what is the characteristic ion-hopping rate in these materials?
Similar to the analysis of the quasielastic light scattering data, the spectral shape, as well as the
presence of additional relaxation processes, will also aid in unravelling the charge transport
mechanism in ILs. The main tool we will use to model the dielectric spectra and determine the
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characteristic ion hopping rate in ionic liquids is known as the Random Barrier Model (RBM) of
ion conduction in amorphous materials.
As discussed in the literature review section, the RBM makes few assumptions in order to
analytically determine the complex dielectric function associated with the ion hopping process in
amorphous materials. There are other analysis techniques and empirical models for ion
conduction, but the RBM is the only theoretical framework which provides a physical insight
into the dielectric spectrum in these materials.114, 116, 117 In the RBM, ion motion occurs as a
sequential, Brownian-like hopping process through a spatially heterogeneous energy landscape.
Each ion is located in a different site in the liquid, and in order to hop to the next site, these ions
must overcome an energy barrier which is completely uncorrelated to any of the corresponding
sites. When the ion hops from its original position to the next site, the counter-ion solvation
cloud undergoes rearrangement in order to re-solvate the new ion configuration. This solvent
reorganization results in the fluctuation of a virtual dipole moment, analogous to the
reorientational polarization process in dipolar liquids. As a consequence, the motion of ions
exhibits a step like frequency dependence of the real part of the dielectric permittivity, as is seen
in Fig. 4.3(b) for [BMIM][TFA].
The complex dielectric function associated with ion motion in the framework of the RBM
has been solved analytically in the continuous time random walk approximation,
𝑖𝜔𝜏

𝑒
𝑖𝜔𝜀0 𝜀 ∗ (𝜔) = 𝜎 ∗ (𝜔) = 𝜎0 (ln(1+𝑖𝜔𝜏
)
)

(4.5)

𝑒

where σ0 is the plateau (dc) conductivity and τe is the characteristic ion hopping rate.116 It has
been demonstrated that the RBM (Eq. 4.5) fits the dielectric spectrum of many room temperature
ionic liquids with minor deviations.81 Furthermore, it was recently demonstrated that for the
ionic melt Calcium-Potassium-Nitrate (CKN), a homogenous melt whose ions possess negligible
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permanent dipole moments, the RBM model almost identically reproduces the dielectric
spectrum.59 In the three imidazolium ILs presented in this chapter, the RBM successfully
describes the high frequency tail of the ion hopping process, but a sizeable part of the dielectric
spectrum is left unaccounted for, as seen in Fig. 4.4. To account for this discrepancy, we have
phenomenologically added an additional relaxation process to the model in order to completely
fit the spectrum. The fitting function used to model the dielectric spectrum of the ILs presented
in this dissertation is
𝑖𝜔𝜏

Δ𝜀

𝑒
𝑖𝜔𝜀0 𝜀 ∗ (𝜔) = 𝜎 ∗ (𝜔) = 𝜎0 (ln(1+𝑖𝜔𝜏
) + 𝑖𝜔𝜀0 (𝜀∞ + (1+(𝑖𝜔𝜏HN )𝛼 )𝛽 )
)
𝑒

𝐻𝑁

(4.6)

where the first additive contribution is the Random Barrier Model and the second additive
contribution is the Havriliak Negami (HN) Function. For the ILs presented in this chapter, the
second relaxation function was always found to have a Cole-Cole spectral shape (i.e. α = 1).
While the origin of this additional Cole-Cole relaxation is not known, there are several
potential sources for its presence in the spectrum. A natural hypothesis is that it may arise from
the rotational motion of permanent dipole moments which lie on these ionized molecules. From a
qualitative standpoint, the molecular structures presented in Fig. 4.1 all have highly
electronegative components of the ions, and these components of the molecules may give rise to
permanent dipole moments. Because of the ionic and dipolar nature of these liquids, it is
straightforward to expect that they would have a dielectric spectrum composed of an ion hopping
process that is coupled to the ion rotation process. Another possibility for this dielectric
relaxation is the existence of nanophase segregation of the apolar alkyl tails on the imidazolium
cations from the charged parts of the liquid matrix.153 These domains are insulating, and have
dramatically different dielectric properties when compare to the ion rich domains. As a
consequence of this, the interface between the ionic and neutral parts of the system may become
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polarized due to the accumulation of space charges, and this effect is called Maxwell-WagnerSillars (MWS) polarization.119 The exact manner in which this process might contribute to the
spectrum will be explored in more detail in Ch. 5.

Figure 4.4. The detailed fitting of the real permittivity of [BMIM][TFA] using eq. 4.6 is
shown at one temperature. The dashed blue line is the contribution from the Random
Barrier Model, the green dashed-dotted line is the contribution from the Cole -Cole
relaxation, and the red line is the cumulativ e fit. The inset presents the dielectric strength
of the RBM and CC process as a function of inverse temperature.

As can be seen in the inset of Fig. 4.4, the dielectric strength of the CC process in
[BMIM][TFA] decreases slightly in the temperature range measured via dielectric spectroscopy,
and this is unusual for a reorientational relaxation process in a dipolar fluid.119 This might
indicate that anti-ferroelectric like ordering of the ionic dipole moments becomes enhanced with
decreasing temperature. The dielectric strength of the CC relaxation in the other [BMIM] ionic
liquids was also found to exhibit similar temperature dependence, and the absolute values of the
CC dielectric strength (Δε ≈ 9-11) were observed to be similar for the three ILs. The spectral
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shapes of the CC processes were found to be nearly identical, with αcc = 0.75 for [BMIM][TFA],
αcc = 0.70 for [BMIM][NTF2], and αcc = 0.73 for [BMIM][PF6]. Additionally the spectral shape
was found to be temperature independent over the studied temperature range in these ILs, as has
been observed for several other ionic liquids. While it is still not possible to precisely determine
the origin of the CC relaxation with the above experimental facts, the data suggest that the CC
relaxation is not related to the details of the anion chemical structure. Since the spectral shape
and amplitude of the CC relaxation is invariant for these three ILs, it is instead probable that this
contribution to the dielectric function and the ion transport process is specifically connected to
the properties of the [BMIM] cation, or it may be related to properties on a more coarse-grained
scale.
4.3.3. Conductivity, ion diffusion rate, and free ion concentration in [BMIM] ILs
The first goal of this section will be to understand how the anion structure influences the
conductivity in imidazolium ILs. The second goal is to understand how the chemical structure of
the anions affects the diffusion coefficients and number density of free ions. The number density
of “free” ions can be thought of as the amount of ions that are simultaneously breaking out of
their solvation environments and transporting charge through the liquid matrix. Of course, the
remaining ions are not free, and they may be in paired states, or their net charge may be
counterbalanced by a symmetrical counterion solvation shell. This second counterion solvation
structure is most likely the mechanism of ion neutralization in these ILs. Looking at the dielectric
spectrum, it is clear that there is no dielectric relaxation associated with ion pairs. The effective
dipole moment of an ion pair and the corresponding dielectric strength would be much larger
than what is observed in the dielectric spectrum of the imidazolium ILs (Fig. 4.3) (the dielectric
strength for discrete ion pairs spaced a distance of 4 Å would be approximately Δε ≈ 20-25), and
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this indicates that the ion–solvation shell structure has some degree of symmetry.90 Secondly, xray diffraction measurements and MD simulations both suggest that discrete ion pairs do not
exist in the liquid structure of many types of ILs.88

Figure 4.5. (a) DC conductivity of the three imidazolium based ionic liquids is shown
plotted against inverse temperature. (b) When the t emperature axis is scaled by T g , it can
be seen that these ILs have slightly different approaches toward T g , i.e. different dynamic
fragility.

Figure 4.5(a) presents the dc conductivity σ0 (or σDC) as a function of inverse temperature
for the three [BMIM] ionic liquids studied in this chapter. The conductivities at high temperature
are all very similar with values exceeding 0.01 S/cm at 350 K. As these materials are
supercooled toward their respective glass transition temperatures, the dc conductivities decrease,
analogously to the slowing of the molecular reorientation rates observed in the QELS
measurements. The major differences between the conductivities of these ILs are observed at low
temperature, where it is seen that the conductivity of [BMIM][NTF2] becomes increasingly
larger than the other two ILs at any given temperature. At the lowest measured temperatures, the
conductivity of [BMIM][NTF2] is larger than that of [BMIM][PF6] by more than three orders of
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magnitude. The natural question to ask is are these differences in conductivity due to a difference
in the ion mobilities, free ion concentration, or a combination of both of these factors?
Furthermore, are these changes related to the chemical structure of the ions?
The calorimetric glass transition temperatures Tg for these ionic liquids were measured
via Differential Scanning Calorimetry and are as follows: Tg = 191 K for [BMIM][PF6], Tg = 186
K for [BMIM][TFA], and Tg = 181 K for [BMIM][NTF2]. By comparing the glass transition
temperatures, we can qualitatively characterize the relative molecular or ionic mobility in these
materials. A liquid with a lower Tg will tend to have a higher mobility at any given temperature
when compared to a liquid with a higher Tg.4 It is possible to directly compare the relative
conductivities of these three ILs by plotting the dc conductivities on the normalized Tg/T x-axis
(the so-called Angell plot). This type of plot focuses more on the curvature of a dynamical
quantity (such as conductivity, relaxation time, or diffusion coefficient) approaching Tg, i.e. the
dynamic fragility 𝑚 =

𝑑𝑙𝑜𝑔10 (𝑋)
𝑇𝑔

𝑑(

𝑇

)

|

.25 It can be seen in Fig. 4.5(b) that relative to their
𝑇=𝑇𝑔

calorimetric glass transition temperatures, the dc conductivities are very similar with only
slightly different curvatures in their approach toward Tg. It is evident that the major effect of
changing the anion in these imidazolium based ILs is to modify their respective glass transition
temperatures, and thus their ionic mobilities at any given temperature.
In addition to the ILs presented herein, we will provide a more detailed assessment of the
influence of the anion chemical structure on Tg (and thus the dc conductivity) by referring to
measurements of Tg in [BMIM] based ILs from the literature. It can be seen in table 4.1 that the
molecular weight plays a role in determining Tg—as the size of the anion increases, the glass
transition temperature seems to decrease.62 This is straightfowardly understood because the
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charge distribution on the anion becomes more spread out, and the distance between counterions
increases with increasing ion size which results in a reduction in the cohesive energy and the
electrostatic friction between counterions.154 This reduction in counterion friction allows for
higher ion mobility at any given temperature. However, it is also seen in Table 4.1 that this trend
is not strictly observed. For [BMIM][NO3] the ion size is similar to the halide based ionic
liquids, yet the glass transition temperature is nearly 30 K lower. This break in the trend is likely
due to the fact that the [NO3]- ion is asymmetrical, resulting in a more loosely formed counterion
coordination structure, less electrostatic friction, and relatively higher mobility (lower glass
transition temperature).

Table 4-1. Glass transition temperature, molecular weight, and assessment of the
symmetry of the anion for a series of 1 -butyl-3-methylimidazolium based ionic liquids. 1 5 5 157

Ionic Liquid Chemical Name

Glass Transition
Temperature Tg (K)

Molecular Weight
MW (g/mol)

1-butyl-3-methylimidazolium chloride [BMIM][Cl]

225

174.7

1-butyl-3-methylimidazolium bromide [BMIM][Br]

221

219.1

Y

1-butyl-3-methylimidazolium iodide [BMIM][I]

215

266.1

Y

1-butyl-3-methylimidazolium nitrate [BMIM][NO3]

188

203.2

N

1-butyl-3-methylimidazolium tetrafluoroborate
[BMIM][BF4]
1-butyl-3-methylimidazolium hexafluorophosphate
[BMIM][PF6]
1-butyl-3-methylimidazolium trifluoroacetate
[BMIM][TFA]
1-butyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide [BMIM][NTF2]

186

226.0

Y

191

284.18

Y

186

252.23

N

181

419.4

N
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Spherical
Symmetry?
(Y/N)
Y

Having determined how the anion chemical structure influences the dc conductivity in
[BMIM] based ILs, we now turn to the question of how it separately influences ion mobility and
free ion concentration. Conductivity is defined according to the Einstein relation such that
𝜎0 =

2 +𝑛 𝐷 𝑞 2 )
(𝑛+ 𝐷+ 𝑞+
− − −

(4.7)

𝑘𝑇

where k is Boltzmann’s constant, n+,- is the number density, D+,- is the diffusion coefficient, and
q+,- is the charge of positive and negative ions in the liquid.55 In order to have a complete picture
of the ion transport properties in these ILs, it is necessary to characterize n and D. Based on the
assumption that the constituent ions undergo Brownian motion, and that the average rate of
transport of a free, charge carrying ion is equivalent to the average rate of transport of a
counterbalanced ion, it is possible to calculate the characteristic ion diffusion rate D and free ion
concentration nfree from analysis of the dielectric spectrum in ionic liquids. This method has been
shown to provide values of D and nfree which quantitatively agree with measurements by other
experimental techniques.80, 81 Through our studies, we have also verified the applicability of this
technique in calculating ion diffusion rates and free ion concentrations.93, 146
Assuming ions undergo Brownian motion, the ion diffusion coefficient may be calculated
𝜆2

such that 𝐷 = 2𝜏 , where τe is the characteristic ion hopping rate determined from analysis of the
𝑒

dielectric spectrum using the RBM, and λ is the temperature independent characteristic ion
hopping distance. The parameter λ cannot be measured directly, and it is instead determined by
quantitatively comparing the diffusion coefficients calculated from the dielectric spectroscopy
technique to those measured by Pulsed Field Gradient Nuclear Magnetic Resonance (PFG
NMR)—the process of which will be demonstrated below. It has been shown experimentally that
the diffusion coefficients of cations and anions are nearly identical (D+ ≈ D- = D)83, and since n+
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= n- = n, and q+ = -q- = e (the elementary charge), we arrive at the expression connecting free ion
concentration, dc conductivity, and ion hopping rate
𝜎0 =

2𝑛𝑒 2 𝐷
𝑘𝐵 𝑇

𝑛𝑒 2 𝜆2

=𝑘

(4.8)

𝐵 𝑇𝜏𝑒

Having measured σ0 and τe, the first step in this process is to guess a value of λ (approximately
1 Å), and then calculate the free ion concentration via eq. 4.8. This quantity is shown in fig. 4.6
for the three [BMIM] ionic liquids plotted as a function of inverse temperature.

Figure 4.6. Free ion concentration n determined from analysis of the dielectric spectra for
the [BMIM] based ionic liquids is plotted against inverse temperature. It is seen that this
quantity varies only weakly with temperature for al l three ILs.

It can be seen in Fig. 4.6 that the free ion concentration follows an Arrhenius temperature
𝐸

dependence 𝑛 = 𝑛0 exp(− 𝑘𝑇𝐴 ) over the measured temperature range, and the activation energy EA
is independent of the choice of the parameter λ. It instead depends on the temperature dependent
product of σ0 and τe, and the value of λ will merely shift the data up or down on the y-axis of Fig.
4.6. The free ion concentration activation energies for these three ionic liquids are observed to be
very similar, indicating the specifics of the anion chemical structure play only a minor role in the
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ion solvation environment. The activation energies EA and infinite temperature ion
concentrations n0 are as follows: EA/kb = 120 K, n0 = 5.75∙1027 m-3 for [BMIM][PF6], EA/kb = 190
K, n0 = 7.10∙1027 m-3 for [BMIM][TFA], and EA/kb = 200 K, n0 = 4.83∙1027 m-3 for
[BMIM][NTF2].
With the activation energy determined from the Arrhenius fitting of the free ion
concentration, the functional form of n is inserted back into eq. 4.8 in order to calculate D over
the entire temperature range for which the dc conductivity was measured. Thus we are assuming
that the activation energy of ion association is identical at all temperature where the IL is in the
liquid/supercooled liquid state, which has not been explicitly verified. This assumption is made
because the ion hopping rate can only be characterized at lower temperatures, while the dc
conductivity can be measured over a very wide temperature range. The calculated D is then
compared to the independently measured D (by PFG NMR), and in an iterative manner, the
parameter λ is adjusted and the above steps are applied until the calculated BDS diffusion
coefficients overlap with the diffusion coefficients measured directly via PFG NMR. The
hopping length λ, the free ion concentration n, and diffusion coefficient D have been successfully
characterized once the diffusion data are observed to overlap with minimum error. The final
results of the so-calculated diffusion coefficients of the three [BMIM] ILs are shown as a
function of inverse temperature in Fig. 4.7(a), and the final results for the so-calculated free ion
concentration are shown in Fig. 4.6. It is necessary to use this iterative BDS technique because
measurements of diffusivity via PFG NMR are restricted to higher temperatures where the IL is
in the highly fluid state, and there are no other straightforward experimental techniques to
measure self-diffusion coefficients in such a broad temperature range. The values of the ion
hopping length λ are as follows: λ = 0.64 Å for [BMIM][TFA], λ = 0.91 Å for [BMIM][PF6], and
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λ = 1.10 Å for [BMIM][NTF2]. The hopping length λ correlates with molecular weight and
volume in these three ILs, as has been observed previously for other types of ILs.158
The measured diffusion coefficients in these three ILs exhibit nearly identical trends as
observed for the anion chemical structure dependence of the dc conductivity. This implies, once
again, that the vast majority of the effect of changing the anion chemical structure is to change
the glass transition temperature and the free ion mobility. The diffusion coefficients also differ
slightly relative to Tg (Fig. 4.7(b)), indicating that the kinetic pathway toward vitrification and
the dynamic fragility m, are only slightly influenced by the anion chemical structure.

Figure 4.7. (a) Total diffusion coefficient plotted against inverse temperature for the three
[BMIM] ionic liquids. (b) Normalized by T g , it is seen that the diffusivity of these ILs show
only minor differences, much like the results o btained for the dc conductivity.

The free ion concentration has been found to vary only weakly among the three different
ionic liquids, with [BMIM][PF6] having the largest free ion concentration and [BMIM][NTF2]
having the lowest free ion concentration—approximately 1.5 times lower than [BMIM][PF6].
There is no apparent correlation between the free ion concentration and anion chemical
structure/molecular size. In addition to the effects of ion association, the free ion concentration
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also includes the effects of density and molecular weight on the amount of free ions in the liquid.
For a less dense, higher molecular weight ionic liquid, there will simply be a smaller
concentration of total ions in the liquid. From a technological standpoint, the free ion
concentration is the most relevant quantity to increase conductivity, whereas the mole fraction of
free ions provides a more thorough picture of how ions are associating, independent of the ion
size and structure. The room temperature (295 K) mass densities of these ILs were taken from
the literature (as reported in the experimental section) in order to calculate the number density of
total ions, 𝑛𝑡𝑜𝑡 = 2𝜌𝑚 𝑀𝑊 𝑁𝐴 , where ρm is the mass density, MW is the molecular weight, NA is
Avogadro’s number, and the factor of two accounts for the fact that there are two counter ions
per ionic liquid molecule. The free ion concentration at 295 K for each IL was calculated using
the Arrhenius fitting of the free ion concentration data seen in Fig. 4.6. The mole fraction of free
ions at 295 K were then calculated such that 𝑓𝑓𝑟𝑒𝑒𝑖𝑜𝑛𝑠 =

𝑛𝑓𝑟𝑒𝑒
𝑛𝑡𝑜𝑡

, and the values are as follows: ffree

= 0.56±0.05 for [BMIM][TFA], ffree = 0.66±0.05 for [BMIM][PF6], and ffree = 0.57±0.05 for
[BMIM][NTF2].
It is very interesting that the majority of ions in these three [BMIM] ionic liquids are
“free” at any given instant in time. This suggests that the interactions between counterions are
very weak and well solvated, which is also apparent in the low activation energy of the free ion
concentration. It is also interesting that the anion chemical structure does not significantly alter
the mole fraction of free ions in these [BMIM] based ionic liquids. Although the molecular sizes
are not dramatically different, this result suggests that either the ion association/solvation
environment is significantly more dependent on the details of the chemical structure of only the
cation, or the ion solvation environment depends much more on the coarse-grained electrostatic
interaction between ions. The second of these explanations is in line with independent x-ray
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diffraction studies of numerous kinds of ionic liquids, where it has been demonstrated that the
static structure factors of ionic liquids show very similar features despite dramatically different
ionic chemical structures.89, 159, 160 While our current study does not conclusively answer this
question, it certainly narrows the possibilities to two very different scenarios, and provides
corroborative evidence to the coarse-grained picture of the ionic liquid solvation environment
scenario. Of course there are exceptions to this picture, as we will see in the next chapter.
4.3.4. Translation-rotation decoupling, dynamic crossover, and non-exponential relaxation
Having characterized the charge transport characteristics in the [BMIM] based ionic
liquids presented above, we now will analyze the influence of the anion chemical structure on the
glassy dynamics in these ILs. The temperature dependence of ion diffusion (translational motion)
measured via BDS and structural α relaxation times (rotational motion) measured via DLS are
strongly non-Arrhenius for these three [BMIM] based ionic liquids (Figs. 4.7, 4.8), as is
characteristic of most glass forming liquids. To quantify the degree of deviation from Arrhenius
temperature dependence, the fragility m is commonly used and is defined as
𝑚=

𝑑log𝜏𝛼
𝑑

𝑇𝑔
𝑇

|

(4.9)
𝑇=𝑇𝑔

where Tg is the dynamic glass transition temperature.25 Defining Tg as the temperature at which
the α- relaxation time is 100 s, we have calculated the fragility and dynamic Tg for each RTIL
(for [bmim][PF6], m = 75 and Tg = 191 K; for [bmim][TFA], m = 80 and Tg = 186 K; for
[bmim][NTf2], m = 95 and Tg = 181 K). The dynamic glass transition temperatures were found to
agree well with the calorimetric glass transition temperatures. As can be seen, an increase in
anion size and asymmetry ([PF6] < [TFA] < [NTf2]) leads to an increase in fragility. As the ion
size and asymmetry increase, the molecular packing becomes increasingly frustrated, which
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generally leads to more fragile type of thermal activation of molecular motion in the liquid.161, 162
According to the Generalized Entropy Theory, the fragility of a liquid is dependent on how
efficiently molecules can pack together in the liquid structure.163 As the packing efficiency is
decreased, the molecular motion becomes frustrated which results in precipitously slower
molecular motion. Our results on ionic liquids fit well with this picture. What is unique about
this result is that for these three ionic liquids, fragility m is anti-correlated with the glass
transition temperature Tg. It has been suggested through analysis of numerous small molecule
and polymeric liquids that m should be correlated with Tg.26 Ionic liquids clearly provide a
counter example to this correlation.
It can be seen in Fig. 4.8 that the ionic diffusion process for all three ILs has slightly
weaker temperature dependence than the α relaxation process measured via DLS. This
phenomenon of enhanced diffusion, or decoupling of diffusion from structural relaxation has
been observed in numerous other glass forming liquids.38 The Debye-Stokes-Einstein (DSE) and
Stokes-Einstein (SE) relations predict that in simple liquids, translational and rotational diffusion
times are proportional to one another, and the proportionality constant is independent of
temperature (the ratio 𝑅 = 𝐷 ∙ 𝜏𝛼 should be constant with temperature). This ratio has been
shown to hold at high temperatures, from above the melting point down to the dynamic crossover
temperature TC for many glass forming liquids.38 It has been demonstrated for numerous glass
forming liquids, however, that R changes dramatically as Tg is approached. To account for the
temperature dependence of R, a fractional SE-DSE relation was proposed in which R depends on
the structural relaxation time via a power law, i.e. 𝑅 = 𝐷 ∙ 𝜏𝛼 ∝ 𝜏𝛼 𝜀 , where ε characterizes the
degree to which the diffusion and structural relaxation are decoupled from one another.164 For
the van der Waals glass forming liquid trisnaphthylbenzene (TNB), R changes by nearly two
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orders of magnitude from high temperature to Tg, with ε ≈ 0.15, and for ortho-terphenyl (OTP), R
changes by slightly more than two orders of magnitude, with ε ≈ 0.25.54

Figure 4.8. Structural relaxation times (black diamonds), BDS diffusion coefficients (open
circles), and PFG NMR diffusion coefficients from literature (open triangles) are plotted
against inverse temperature for (a) [BMIM][TFA], (b) [BMIM][PF 6 ], and (c)
[BMIM][NTF 2 ]. The black and red lines are Vogel -Fulcher-Tammann fits to the structural
relaxation times and diffusion coefficients, respe ctively. 1 4 6
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The ratio R characterizing the decoupling of the diffusion and structural relaxation times
for the three [BMIM] based ILs has been analyzed in terms of the fractional DSE relation (Fig.
4.9). It is seen that the ratio R changes with relaxation time nearly identically for the three
RTILs, and clearly there is no effect of the anion chemical structure on the relationship between
translational and rotational motion in these ionic liquids. With R changing by less than one order
of magnitude from high temperature down to Tg, the decoupling exponent ε is approximately
0.10 ± 0.01 for the three ILs. It has recently been proposed that the decoupling exponent should
correlate to the fragility index m of the structural relaxation process.165 Clearly, the fragility
independent decoupling in these ILs does not follow this expectation. Perhaps most interesting is
that the strength of decoupling, as characterized by ε, is unexpectedly weak for these ILs when
compared to other glass forming liquids of similar fragility, such as OTP (m = 80) and Ca-K(NO3) (m = 100), where the decoupling exponents are approximately 0.25 and 0.35,
respectively.57, 93

Figure 4.9. Decoupling ratio for the [BMIM] ionic liquids plotted against structural
relaxation time. It is seen that all ILs exhibit an identical functional form and depart from
the high temperature/fast relaxation time constant value in the vicinity of 10 -8 s.
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The pronounced change in the quantity R is thought to stem directly from the effects of
dynamical heterogeneity in glass formers.166 It is hypothesized that regions of varying molecular
mobility first form then begin to grow as a supercooled liquid is cooled toward Tg. These regions
consist of dynamically correlated molecules, some of which are essentially frozen compared to
the average mobility, while some consist of highly mobile molecules. The structural relaxation
time, when measured with depolarized light scattering, is an average of all sampled relaxation
times 〈𝜏〉, while the diffusion coefficient is an average of all sampled inverse relaxation times
〈𝜏 −1 〉. Thus, the measured α relaxation time is weighted by the slow components of a
hypothetical distribution of relaxation times, while the measured diffusion coefficient is
weighted by fast components of the distribution.
According to the barrier hopping theory of Schweizer et al., dynamical heterogeneity
becomes increasingly prominent and the relaxation time distribution widens, leading to an
increase in the difference between 〈𝜏〉 and 〈𝜏 −1 〉 as a glass forming liquid is cooled toward Tg.58
One of the conclusions of this theory is that temperature dependent decoupling of the structural
relaxation time and diffusion coefficient is caused by a temperature dependent increase in the
distribution of relaxation times, i.e. a temperature dependent stretching parameter, βKWW. This
conclusion is challenged, however, by experimental studies of the glass formers OTP,167 TNB,168
and Ca-K-(NO3).169 The decoupling is quite pronounced in these liquids even though they exhibit
temperature independent stretching of the α relaxation process close to the Tg.
As can be seen from Fig. 4.10, all three RTILs also have temperature independent
stretching of the α relaxation process with βKWW = 0.62±0.02 for [BMIM][TFA],
βKWW = 0.61±0.02 for [BMIM][NTF2], and βKWW = 0.55±0.02 for [BMIM][NTF2]. These
examples conclusively show that there is no direct connection between the temperature
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dependence of the stretching of the α relaxation process and the temperature dependence of
translational-rotational decoupling in glass forming liquids, contrary to the Barrier Hopping
Theory. It is very interesting that the observed temperature dependence of βKWW in OTP and CaK-(NO3) occurs primarily before the decoupling of diffusion and structural relaxation sets in, and
not alongside the decoupling phenomenon. This result suggests that temperature dependent
stretching of the structural relaxation process might be a precursor to strong decoupling of
translational and rotational degrees of freedom. The phenomenon of decoupling is not well
understood, and these results suggest that rotational and translational degrees of freedom may be
correlated in strongly interacting molecular liquids such as ionic liquids.

Figure 4.10. The stretching (nonexponentiality) parameter β K WW is constant over the entire
studied range of temperatures and relaxation times for the three [BMIM] ionic liquids.
This unique feature distinguishes these liquids from other glass formers which can be
clearly seen to exhibit a change in β K WW in the vicinity of 10 -7 s. 1 4 6 , 1 6 9 -1 7 1

Commonly associated with translation-rotation decoupling and the onset of dynamical
heterogeneity is the existence of two distinct dynamical regions in which the structural relaxation
time of a glass forming liquid exhibits different temperature dependences. As described in the
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literature review chapter, it has been shown that in each of these two distinct regions, different
Vogel-Fulcher-Tammann (VFT) functions are required to describe the experimental data.
Stickel, et al. proposed a derivative analysis technique that can identify the existence of a change
in temperature dependence of the structural relaxation time.31, 172 In Stickel’s derivative analysis,
the quantity 𝑍 = (

−𝑑𝑙𝑜𝑔10 (𝑋) −0.5
)
𝑑𝑇

is calculated, where X is the characteristic dynamic quantity

under question (relaxation time or inverse diffusion coefficient). If the relaxation times follow a
VFT temperature dependence, then Z will appear as a straight line in temperature. In the case of
most glass forming liquids, the temperature dependence of a relaxation process usually changes
from one VFT behavior to another at some dynamic crossover temperature, TB. This temperature
can be determined by locating the intersection of two straight lines of different slope when
analyzed with this derivative technique. It has been shown that for those liquids with a clear
signature of a Stickel crossover, one VFT equation cannot accurately describe the temperature
dependence of relaxation times.172
The DLS α relaxation times and diffusion rates have been analyzed with this derivate
technique. From the inset of Fig. 4.11, it is seen that there is no indication of a change in VFT
temperature dependence of the α relaxation time in any of the three ILs. In order to more clearly
show this, the α relaxation times were fit using single VFT functions over the entire temperature
range (Fig. 4.11). The residuals of these least squares VFT fits oscillate randomly about zero for
all three ILs. The temperature dependence of the structural relaxation time in these ILs is much
different than other glass formers of similar fragility, such as OTP, salol, propylene carbonate,
and Ca-K-(NO3), which all exhibit a dynamic crossover in the temperature dependence of their
relaxation times.172 While this figure is not presented, the Stickel derivative analysis of the
diffusion coefficients in these ILs also show no dynamic crossover temperature.
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Figure 4.11. Relaxation times determined from dynamic light scattering for the three ILs
are shown plotted against inverse temperature in the main pane. The solid lines are VFT
fits to the experimental data, and it is seen in the residual inset that the data are fit with
minimal error. The upper inset illustrates the Stickel derivative of the relaxation time
data, once again illustrating the single VFT temperature dependnece of relaxation times
in these ILs. 1 4 6

It has been shown above that the structural relaxation process decouples from the
diffusion process in the three [BMIM] based ILs presented herein. This is expected because
numerous fragile glass-formers show decoupling of translational and rotational motions as the
temperature decreases toward Tg. However, it is also clear that the strength of decoupling is
significantly lower than is expected when compared to systems of similar fragility. As stated
above, these ILs have a decoupling parameter ε equal to 0.10 ± 0.01 for the three systems, while
OTP (fragility m ≈ 80), for example, has been shown to exhibit a decoupling parameter ε
approximately equal to 0.25.57 This is a very significant difference, but it can be rationalized by
considering the following. In these ILs, intermolecular interactions strongly influence the
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molecular dynamics, and clearly, the most significant interaction between the ions comprising
these liquids is the electrostatic interaction. However, the electrostatic interactions must not
solely responsible for the weak decoupling in ILs because the ionic glass former Ca-K-(NO3)
exhibits exceptionally strong decoupling of translational and rotational motions (ε ≈ 0.35).
The other important intermolecular interaction inherent to these three ILs is their
propensity to form hydrogen bonds between cations and anions.173 This hydrogen bonding
provides a directional interaction between molecules and can serve as a link between the
translational and rotational degrees of freedom. We hypothesize that as structural relaxation
occurs, the cation will execute reorientational motions that orient it preferentially toward a new
hydrogen bonding site. The cation will simultaneously translate by small steps through the liquid
as it progressively makes and breaks hydrogen bonds with other molecules through the
reorientation process. These rotational steps would occur in large angle jumps since there are
only certain molecular moieties which might participate in hydrogen bonding. Indeed, it has been
suggested in some recent studies that ion rotation occurs via a jump diffusion mechanism.174
Based on this qualitative hypothesis we speculate that the strong influence of the hydrogen bond
in the molecular motion of these RTILs is responsible for the unusually weak decoupling of
translational and rotational motion near Tg. Following this hypothesis, it is also possible to
explain the absence of decoupling in other liquids such as the network oxide SiO2 because the
intermolecular interactions present for the case of SiO2 are purely covalent, and thus strongly
directional in nature. We suspect that decoupling of translational and rotational motion would
also be highly suppressed in other nonionic, hydrogen bonded liquids such as glycerol and
propylene glycol.
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As seen in Fig. 4.10, the stretching parameter βKWW is temperature independent for all
three ILs (Fig. 4.10), from significantly above the melting point down to the glass transition
temperature. One interpretation of the nonexponentiality of the α relaxation process is that it is a
result of intermolecular interactions and many body effects on the molecular dynamics.137 This
interpretation (the Coupling Model) states that the strength of the intermolecular interaction can
qualitatively be determined by observing how stretched the α process is, with a smaller βKWW
(more stretched relaxation) indicating stronger intermolecular interaction. However, the Coupling
Model predicts that near some crossover temperature, the liquid should transition from a state of
nearly independent molecular motion at high temperature to a state of stronger intermolecular
interactions, and thus cooperativity, at low temperature. As is seen in Fig. 4.9, both OTP and CaK-(NO3) exhibit this transition, while the three ILs clearly do not exhibit any change in βKWW.
Considering the [BMIM] IL results in the framework of the Coupling Model, it follows that the
intermolecular interactions that control structural relaxation at low temperatures persist well
above the melting point in these three ILs.
Another explanation for the nonexponentiality of the structural relaxation process is that
molecular dynamics are heterogeneous.38 In this interpretation these results would mean that
there is no change in the distribution of relaxation times or the dynamical heterogeneity profile in
these ILs in the entire temperature range. Regardless of the interpretation of the stretching, it is
alluring to relate the temperature dependence of βKWW and the magnitude of decoupling when
comparing the behavior of the RTILs, OTP, and Ca-K-(NO3). Due to this observation, we
speculate that the absence of temperature dependence of the stretching parameter βKWW may be
directly connected to the experimentally observed weak decoupling of diffusion and structural
relaxation in these imidazolium based ILs.
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4.4. Conclusions
In this chapter we have characterized the charge transport properties and reorientational
relaxation dynamics in a series of 1-butyl-3-methylimidazolium ionic liquids. It has been shown
that the efficiency of long range ion conduction in this set of ionic liquids is strongly dependent
on the anion chemical structure. For smaller anions with more symmetrical chemical structures
(such as the halides), the glass transition temperatures were shown to be significantly higher than
the larger, asymmetrical anions (such as [NTF2]-). By analyzing the dielectric spectrum of these
ionic liquids, it was determined that larger ion diffusion coefficients were mainly responsible for
the increased ionic conductivity, and those liquids with lower glass transition temperatures
consequently had relatively higher ion diffusivity. There was no clear correlation between anion
chemical structure and free ion concentration in these materials, and it was demonstrated that
these ionic liquids all have a majority of ions (approximately 60%) participating in conduction at
room temperature. Our results suggests that ion association in these types of ILs is relatively
weak and is primarily controlled by the coarse-grained nature of the screened electrostatic
interaction between counterions. These results also suggest that local molecular friction and the
structural relaxation process is the most important mechanism behind conduction in ionic liquids.
Having characterized the influence of anion chemical structure on the ion conduction
properties in these materials, we next proceeded to analyze the structural dynamics in [BMIM]
ILs and how they are influenced by the anion chemical structure. We have found that the
fragility, i.e. the steepness of the temperature dependence of structural relaxation time, becomes
significantly larger as the anion size and asymmetry increases. This observation was rationalized
according to the Generalized Entropy Theory, which suggests that fragility is directly connected
to the efficiency of molecular packing in liquids. It was also found that these ionic liquids show
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dynamical characteristics which are unusual and significantly different from those of most
molecular glass-forming liquids. The decoupling of translational and rotational motions, a
currently unexplained phenomenon in glass transition research, was found to be unusually weak
in these ILs, and furthermore it was observed to occur identically regardless of the anion
chemical structure. Secondly, these ILs were found to exhibit no apparent dynamic crossover in
the structural relaxation times (or self-diffusion). Finally, the spectral shape of the structural
relaxation process was found to be temperature independent in these ionic liquids from above the
melting point down to the glass transition temperature. These three experimental observations all
illustrate that the dynamics of these types of ionic liquids show very interesting differences when
compared to other molecular glass forming liquids. We have hypothesized that these phenomena
are interrelated and may be a result of the directional character of the inter-ionic hydrogen
bonding properties in these liquids.
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5. Dynamics and Charge Transport in Ammonium Based ILs
5.1. Introduction
In the previous chapter, the influence of the anion chemical structure on the dynamics
and charge transport properties was explored for a homologous series of imidazolium based
room temperature ionic liquids. While the calorimetric glass transition temperatures of these
liquids were found to systematically change with increasing anionic size and asymmetry, the
relaxation spectra measured via dynamic light scattering and dielectric spectroscopy were
demonstrated to show minimal variation with changing chemical structure. Additionally, the free
ion concentrations exhibited minimal differences upon changing chemical structure. These
experimental results indicated that the microscopic dynamics in the [BMIM] based ionic liquids
are very similar, and they are primarily influenced by the screened coulomb interaction between
counterions, as well as the specifics of the cation chemical structure. In order to understand the
influence of the cation chemical structure on the physicochemical properties of room temperature
ionic liquids in more detail, the structural dynamics and charge transport properties of a
homologous series of tetra-alkylammonium bis(trifluoromethylsulfonyl)imide [Nxxxx][NTF2]
based ionic liquids will be explored in this chapter.
There have been several recent experimental and simulation studies which have
investigated how variations in the chemical structure of the cations of room temperature ionic
liquids lead to the formation of nanostructure and self-assembled nanodomains.109, 110, 160 It is
well known that molten salts exhibit a strong degree of mesoscale ordering of the counterions as
a result of ion solvation.14 For many ionic liquids and molten salts, the mesoscale structure
associated with charge ordering is surprisingly similar and not strongly affected by counterion
chemical structure.160 In addition to this charge ordering, it has been shown that an even longer
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length scale structural order occurs in room temperature ionic liquids with long aliphatic side
groups. As a result of the amphiphilicity of these types of ILs, the neutral, aliphatic side groups
tend to segregate from the charged parts of the ions, forming hydrophobically aggregated domain
structures with length scales of 1–2 nm.102 This type of mesoscale structural order is strongly
pronounced in the tetra-alkylammonium based ionic liquids.110
While the effects of nanophase segregation and hydrophobic aggregation have been well
studied for a large variety of room temperature ionic liquids, there have been no systematic
studies which have focused on how these phenomena influence the structural dynamics and
charge transport properties in tetra-alkylammonium based ionic liquids. In this chapter we
present measurements of the structural dynamics and charge transport properties in a series of
three ammonium based ionic liquids with varying alkyl chain length and volume fraction. We
have found that the structural dynamics in these ammonium based ILs are highly complex, and
this complexity is directly connected to the presence of hydrophobically aggregated alkyl
domains. When the alkyl groups occupy a majority of the liquid volume, the reorientational
motion of alkyl segments within the hydrophobically aggregated domains controls the
microscopic mechanism behind viscous flow and structural relaxation.
In addition to the structural dynamics, we have also found that the charge transport
properties of the ammonium ILs are strongly affected by nanophase segregation. As the volume
fraction of neutral alkyl moieties increases in the liquid matrix, the presence of hydrophobic
aggregation leads to a systematic reduction in the characteristic ion diffusion rate, while also
causing a relatively large reduction of free ion concentration and enhanced ion association in
these materials. Our results demonstrate that nanophase segregation strongly influences the
structural dynamics and charge transport mechanism of ammonium ionic liquids with large
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aliphatic moieties. Furthermore, our studies more generally show that the amphiphilic nature of
ionic liquid cations can strongly impact the physicochemical properties of these materials.

5.2. Experimental details
Tributylmethylammonium bis(trifluoromethylsulfonyl)imide [N4441][NTF2] (MW =
480.5 g/mol, ρM = 1.27 g/cm3),109 triethyloctylammonium bis(trifluoromethylsulfonyl)imide
[N2228][NTF2] (MW = 494.6 g/mol, ρM = 1.25 g/cm3),175 and trioctylmethylammonium
bis(trifluoromethylsulfonyl)imide [N8881][NTF2] (MW = 648.9 g/mol, ρM = 1.10 g/cm3)109 were
purchased from Iolitec USA and used as received. The chemical structures of these ionic liquids
are shown in Fig. 5.1. As can be seen, the elemental composition of the cation and anion were
held constant, while only the length and symmetry of the alkyl chains were varied. The liquid
samples were filtered through 220 nm PVDF filters into cleaned and dried target vials. Following
filtration, the samples were placed in a vacuum oven at T = 75°C and P = 1 mbar for 24 hours to
remove residual impurities. After vacuum drying, the samples were flushed with dry nitrogen
and were quickly sealed.
The calorimetric glass transition temperatures of these ILs were measured on cooling at 5
K/min using a Q1000 differential scanning calorimeter (TA instruments) and are as follows: Tg =
200 ± 2 K for [N4441][NTF2], Tg = 192 ± 2 K for [N2228][NTF2], and Tg = 186 ± 2 K for
[N8881][NTF2]. The glass transition temperatures are seen to decrease as the molecular weight
of the IL increases, similar to the trend observed for the imidazolium based ionic liquids studied
in the previous chapter.
Broadband dielectric spectroscopy (BDS) was used to characterize the charge transport
and dipolar relaxations of over a temperature range from 400 K down to 180 K. The
measurements were performed using the Novocontrol Alpha-A dielectric analyzer in the
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frequency window 10-1 Hz to 10 MHz. The liquid sample was mounted between parallel 15 mm
diameter stainless steel plates with small Teflon spacer posts used to maintain a plate distance of
0.1 mm. The temperature of the sample was controlled using a Novocontrol Quattro temperature
control unit with stability of ± 0.1 K.

Figure 5.1. Chemical structures of the three ionic liquids studied in this chapter: (a)
tributylmethylammonium bis(trifluoromethylsulfonyl)imide [N4441][NTF 2 ], (b)
triethyloctylammonium bis(trifluoromethylsulfonyl)imide [N2228][NTF 2 ], and (c)
trioctylmethylammonium bis(trifluoromethylsulfonyl)imide [N8881][NTF 2 ] .

Depolarized dynamic light scattering (DDLS) measurements were performed to
characterize the structural dynamics of the ammonium based ILs in a broad temperature (250 K
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down to Tg) and time window (10-7 s through 100 s). The measurements were carried out using
photon correlation spectroscopy (PCS) in right angle geometry, with laser wavelength = 647 nm
and laser power = 200 mW. The vertically polarized incident beam was focused onto the sample
mounted in an Oxford Optistat cryostat (temperature stability of ± 0.1 K), and horizontally
polarized scattered light was collected with a single mode optical fiber, split between two
avalanche photodiode detectors, and cross correlated using the ALV-7004/FAST multi-tau
digital correlator.
Rheological creep compliance measurements were performed on the AR2000ex
rheometer (TA instruments) using 25 mm plates to measure the shear viscosity of the
[N8881][NTF2] ionic liquid. The temperature of the sample was controlled in an environmental
test chamber with liquid nitrogen as the gas source. At each measurement temperature, a constant
small stress was applied until a steady state strain was achieved. The zero-shear viscosity was
then extracted from the material response at the long time limit. In addition to creep
measurements, dynamic mechanical measurements were carried out on the [N8881][NTF2] IL to
obtain the mechanical spectrum in the frequency domain near Tg. Parallel plates of small
diameter (4 mm) were used to minimize the contribution of instrument compliance.
Pulsed Field Gradient Nuclear Magnetic Resonance (PFG NMR) measurements were
performed using a 400 MHz NMR spectrometer with a home-built gradient device to obtain the
self-diffusion coefficients of [N8881][NTF2] IL at selected temperatures. These measurements
were carried out by our collaborators at the University of Leipzig, Germany.
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5.3. Results and Discussion
5.3.1. Structural dynamics of ammonium ILs—evidence for nanophase segregation
Figure 5.2 presents the normalized intensity correlation functions g2(t)-1 (ICF) and the
corresponding field correlation functions g1(t) (FCF) at selected temperatures for [N4441][NTF2]
(a,b) and [N2228][NTF2] (c,d) measured by DDLS.

Figure 5.2. Intensity correlation functions measured by DDLS in [N4441][NTF 2 ] (a) and
[N2228][NTF 2 ] (c) are shown for selected temperatures. The green lines are fits to the
data using a superposition of two KWW functions (eq. 4.3). The field correlation functions
are shown for one selected temperature in [N4441][NTF 2 ] (b) and [N2228][NTF 2 ] (d).
The green lines are fits using eq. 4.3, the red dashed lines represent the contribution from
the slow KWW function (β K W W = 0.42) while the blue dash-dotted lines represent the
contribution from the fast, secondary KWW function (β K WW = 0.30).
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Figure 5.3 presents the ICF and FCF of [N8881][NTF2]. The correlation functions of these
ammonium based ionic liquids show very interesting differences when compared to the [BMIM]
based ionic liquids studied in Ch. 4. The ICF/FCF data of the three ammonium ionic liquids were
fit using a superposition of two KWW stretched exponential functions (eq. 4.3). It can be seen
that there is a clear two-step decay of the ICF/FCF of these ammonium based ILs at nearly all
temperatures, and the faster, secondary relaxation process occupies a sizable minority of the
spectral weight in all three ILs. In contrast, the spectrum of the [BMIM] ILs consisted primarily
of a single stretched exponential decay and exhibited the excess wing feature only at
temperatures close to Tg. As discussed in Ch. 4, the excess wing was found to account for at most
a few percent of the decay of the correlation function in the [BMIM] based ILs. The fast,
secondary process of the ammonium ILs is clearly not connected to the excess wing because it is
observable in the ICF at nearly all temperatures, and most importantly it is seen that it accounts
for nearly 20–40 percent of the spectral weight—much larger than what can be attributed to the
excess wing.
We will first analyze the similarities and differences between the DDLS spectra of
[N4441][NTF2] and [N2228][NTF2]. One of the interesting similarities is that the spectral shape
of the faster and slower processes are identical for these ILs, with βKWW = 0.3±0.02 for the fast
relaxation process and βKWW = 0.42±0.02 for the slow relaxation process. This observation
suggests that the molecular relaxation mechanisms in these ionic liquids are very similar to one
another. Of course, this result is not entirely surprising because the chemical structures of the
counter ions are nearly identical, and only subtle modifications of the alkyl side chains
differentiate the two ILs. The degree of nonexponentiality in these ILs is relatively large and not
normally found for the structural relaxation process of most glass forming liquids, indicating
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either a strongly heterogeneous dynamical environment, highly non-Markovian dynamics
(heterogeneous vs. homogenous scenarios), or perhaps both.38, 44 As with the [BMIM] based ILs,
we found that the nonexponentiality parameters were independent of temperature over the
studied temperature range.

Figure 5.3. Intensity correlation functions (a) measured at selected temperatures, and the
field correlation function measured at one temperature in [N8881][NTF 2 ]. The green line
is the fit of the data using the superposition of two KWW functions (eq. 4.3), the red
dashed line represents the contribution of the slow KWW function (β K WW = 0.85), and the
blue dash dotted line represents the contribution of the fast KWW function (β K W W =
0.30). 1 7 6

Secondly, it is seen that the spectral weight of the faster relaxation process is very similar
for the two ILs, with the fast relaxation process accounting for approximately 20 percent of the
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decay of the field correlation function. There is one notable difference between the spectra of
these two ILs, however. It is evident from Fig. 5.2 that relative to the slower relaxation process,
the fast process has significantly different temperature dependence in the [N4441] IL when
compared to the [N2228] IL. Additionally, the timescales of the fast process in [N2228][NTF2]
are considerably closer to those of the slow process at all measured temperatures.
The DDLS spectra of [N8881][NTF2], shown in Fig. 5.3, are even more distinct from the
spectra of the [BMIM] based ionic liquids studied in Ch. 4, and they also show unique
differences when compared to the [N4441] and [N2228] ionic liquids presented in Fig. 5.2. It is
immediately evident that the fast relaxation process of [N8881][NTF2] occupies much more
spectral weight than in the shorter chained ammonium ILs. Furthermore, the timescales of the
faster relaxation process are considerably closer to those of the slow process—separated now
only by a few decades in time. It can be seen in Fig. 5.3 that the overall spectral shape remains
similar as the temperature is decreased toward Tg, indicating that the fast and slow processes in
the [N8881] ionic liquid have similar temperature dependences in the studied temperature range.
This is unlike the other ammonium ILs shown in Fig. 5.2 which show considerable changes in
the overall spectral shape with decreasing temperature. Looking at the spectral shapes of the
individual relaxation processes of [N8881][NTF2], the fast relaxation process was found to have
a temperature independent stretching parameter βKWW = 0.3±0.02, identical to what was observed
for the first two ammonium ILs. Once again, this suggests that the fast relaxation process in all
three of these ILs may be of similar origin. The slower process, on the other hand, was found to
decay nearly exponentially with a temperature independent stretching parameter βKWW =
0.85±0.02. The corresponding relaxation times of the fast and slow relaxation processes in these
three ionic liquids are shown as a function of inverse temperature in Fig. 5.4.
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Figure 5.4. Primary and secondary relaxation times measured via DDLS are shown as a
function of inversed temperature for the three alkylammonium ILs. The subscript “PE”
denotes that this relaxation process is associated with alkyl group motion, while the label
“aggregate” denotes that this relaxation is associated with mesoscale moieties, as will be
demonstrated in the text.

As seen in Fig. 5.4, the temperature dependence of the relaxation times in these
ammonium ionic liquids change strongly with only slight variation of chemical structure,
especially when compared to the [BMIM] ionic liquids presented in the previous chapter. The
most intriguing aspect of the dynamics in these liquids is not the variation of the glass transition
temperature with changing alkyl chain lengths/symmetry, however. It is instead the presence of
the clear two-step decay of the correlation function that is observed regardless of the alkyl chain
length/volume fraction. So what is the origin of this secondary, fast relaxation process? In order
to answer this, we will enumerate the important experimental observations regarding this
process.
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The first intriguing fact about this relaxation process is that as the number of alkyl units
and the length of an alkyl tail increases on the ammonium cation, the fast relaxation process
becomes slower and more Vogel-Fulcher-Tammann (VFT) like, i.e. an apparent increase in the
dynamic fragility m is observed. The temperature dependence of the fast relaxation process in
[N4441][NTF2] can be seen to have an apparently Arrhenius functional form, while the fast
relaxation in the [N2228] and [N8881] ILs show clear VFT temperature dependences. VFT
temperature dependence of relaxation times are generally only observed for the structural α
process, and the non-Arrhenius temperature dependence associated with the VFT function is
usually attributed to cooperativity of molecular motion.137 For many glass forming liquids, a
secondary relaxation process can be observed in the dielectric or quasielastic light scattering
spectrum, but it is usually very weak in amplitude relative to the structural relaxation process,
and it tends to exhibit an Arrhenius temperature dependence.177 Thus, the fact that the secondary
relaxation process in these ammonium ILs displays increasingly pronounced VFT-like
temperature dependence indicates that it may correspond to the collective motion of a subpopulation of fast structural units.
One natural scenario emerges for the potential molecular origin of the fast relaxation
from consideration of the spectral shapes and amplitudes in the ammonium based ionic liquids.
Clearly, the nonexponentiality parameters of the fast relaxation process in all three ILs are
equivalent, with βKWW = 0.3±0.02. Secondly, it can be seen that the relative spectral weight of
the fast process is correlated to the total number of carbons on the alkyl tails. The number of
carbons on [N4441] (n = 13) and [N2228] (n = 14) are nearly identical, and it is seen that the fast
processes of both ILs have nearly identical relative spectral weight (f = 0.20). The number of
carbons on [N8881] is nearly doubled when compared to these ILs with n = 25, and intriguingly
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we see that the fast process now accounts for approximately 40 percent of the spectral weight
(double the fraction of the shorter chained ammonium ILs). These experimental observations
indicate that the fast relaxation process observed in the DDLS spectrum of these three
ammonium ionic liquids may be attributed to the fluctuations of the alkyl groups of the cation. It
is expected that the alkyl side groups would be more mobile than the other parts of the IL at any
given temperature due to the relative flexibility of these molecular moieties.
Since each ammonium IL exhibits two clear relaxations in the DDLS spectrum, where
one component may be potentially related to the reorientational fluctuations of the alkyl side
chains, the next important step is to determine which dynamical process corresponds to the
calorimetric glass transition and the vitrification mechanism of the supercooled liquid. When
plotted on the Tg/T scale, where Tg has been determined using differential scanning calorimetry,
it can be seen in Fig. 5.5 that the slow relaxation process of the [N4441] and [N2228] based ILs
corresponds to the structural relaxation process. Generally speaking, the dynamic glass transition
temperature is defined as the temperature at which the relaxation time τ = 100 s.4 It can be seen
in Fig. 5.5 that the calorimetric glass transition temperature lies very close (within a few kelvin)
to the so-defined dynamic glass transition temperature in these ILs. We speculate that the slow
relaxation process in these two ILs reflects the collective motion of the cation and anion charge
centers.
The slow relaxation of [N8881][NTF2] does not, however, correspond to the structural
relaxation process, and instead the fast relaxation process is connected to glass transition and
vitrification of the structure. This result is quite interesting in that it indicates that vitrification,
viscosity, and ion motion in this IL may actually be controlled by the motion of the alkyl side
chains of the cation, and not by the ion charge centers. From simple estimates of molecular
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volume using the Van der Waals radii of the constituent atoms, we estimate that the volume
fraction of neutral moieties (uncharged alkyl groups) is φ = 0.65 in [N8881][NTF2]. Since nearly
2/3 of the liquid volume is occupied by the alkyl chains, it is certainly not surprising that the
structural relaxation process, and thus viscous flow, might be related to the motion of alkyl
moeities in this IL.

Figure 5.5. Primary and secondary relaxation times of the alkylammonium ILs measured
via DDLS are shown as a function of inversed temperature scaled by the corresponding
calorimetric glass transition temperature.

In order to further verify that the fast relaxation process is connected to viscous flow in
[N8881][NTF2], we have measured the shear mechanical spectrum near Tg via mechanical
spectroscopy and the zero shear viscosity via creep compliance over a broad temperature range.
According to Maxwell’s relation, the mechanical relaxation time is equal to the ratio of the
𝜂

glassy shear modulus G∞ and the zero-shear viscosity η such that 𝜏𝑚 = 𝐺 .7 The infinite
∞

frequency (glassy) shear modulus was determined to be G∞ = 0.4 GPa as seen in Fig. 5.6(a) at
temperatures close to Tg. Since it is known that G∞ changes only weakly with temperature,7 we
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assumed that this quantity was temperature independent over the range of temperatures in which
the zero shear viscosity was measured and calculated the mechanical relaxation time of
[N8881][NTF2]. As can be seen in Fig. 5.6(b), the mechanical relaxation times are nearly
identical to the fast relaxation times measured via DDLS. This result provides a strong indication
that the fast relaxation process in the DDLS spectrum of this IL is connected to structural
relaxation and glass transition.

Figure 5.6. (a) Real and imaginary parts of the complex mechanical spectrum of
[N8881][NTF 2 ] are shown for a temperature close to T g . 1 7 6 The infinite frequency shear
modulus was determined as shown to be G ∞ = 0.4 GPa. (b) Reorientational relaxation
times determined by DDLS and mechanical relaxation times determined by rheology in
[N8881][NTF 2 ] are shown plotted against inverse temperature. Solid lines are VFT fi ts to
the data. The agreement between the fast DDLS relaxation times and the mechanical
relaxation times indicate that the fast DDLS relaxation is connected to the calorimetric
glass transition and structural vitrification.

The change in structural relaxation mechanism from the [N4441] and [N2228] ILs to the
[N8881] IL is also paralleled by the change of the stretching parameter of the slow relaxation
process. The stretching parameter of the slow process in the [N4441] and [N2228] ILs was found
to be βKWW ≈ 0.42—a large degree of nonexponentiality, but not exactly unusual for ionic
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liquids. Such levels of nonexponentiality have been observed in the ionic melt CKN referenced
previously in Ch. 4.169 What really stands out in the comparison between these three ILs is that
the slow process of [N8881][NTF2] has been found to be nearly Debye-like (defined as βKWW =
1) at all measured temperatures. Such types of relaxation in neat molecular liquids cannot be
attributed to molecular reorientation in the deep supercooled liquid state. Instead, this type of
slow, Debye-like relaxation has been assigned to the rotational diffusion of mesoscale
supramolecular structures in molecular liquids.178 For example, many hydrogen bonded liquids,
such as the family of monohydroxy alcohols, show a slow Debye-like relaxation in addition to
the structural relaxation which has been attributed to the rotational motion of long-lived
hydrogen bonded chains or clusters.179-181 From this comparison, it is logical to assign the slow,
Debye relaxation in [N8881][NTF2] to the motion of supramolecular structures—potentially
ionic aggregates or hydrophobically aggregated alkyl nanodomains.
Using the Debye-Stokes-Einstein relation, we can estimate the hydrodynamic radius of
the mesoscopic moieties responsible for the slow relaxation process in the DDLS spectrum of
[N8881][NTF2]. According to the DSE relation, the rotational diffusion rate τ-1 of a spherical
particle in a dilute solution of solvent molecules is inversely proportional to the viscosity η of the
solvent such that 𝜏 −1 =

𝑙(𝑙+1)𝑘𝐵 𝑇
8𝜋𝜂𝑅 3

, where l is the rank of the spherical harmonic correlation

function associated with the rotational relaxation time τ, R is the hydrodynamic radius of the
spherical particle, and kB is Boltzmann’s constant.55, 56 We have found that the hydrodynamic
size of the molecular moiety associated with the slow relaxation process is approximately DH =
2R = 1.2 nm at all measured temperatures. This length scale is very similar to the distance
between cation charge centers in [N8881][NTF2], as seen in Fig. 5.7. The molecular model
presented in Fig. 5.7(a) is a classical energy minimized simulation of four ion pairs performed
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using AVOGADRO. Alternatively, the length scale DH is also very close to the size of the
aggregated cation heads and anions, also seen in Fig. 5.7. While this result does not allow for the
conclusive determination of the precise molecular origin of the slow relaxation process, it
certainly indicates that there are nanometer sized aggregates in the ionic liquid [N8881][NTF2].

Figure 5.7. (a) A classical, energy-minimized chemical model of four ion pairs of
[N8881][NTF 2 ] is shown with the corresponding hydrodynamic diameter calculated using
the Debye-Stokes-Einstein relation. (b) Classical, atomistic MD simulation snapshots of
150 ions of [N8881][NTF 2 ]. The segregation of alkyl domains (grey spheres) from the
charge rich domains (red (-) and blue (+)) is clearly observed. 1 1 0

The complex dynamical picture that we have observed in these ammonium based ILs is
quite reminiscent of what has been found in the large class of polymers with polar backbones and
neutral polyethylene side chains. In 2003 Beiner and Huth studied a series of poly(n-alkyl
acrylates) and poly(n-alkyl methacrylates) with systematically increasing alkyl side chains via
broadband dielectric spectroscopy and x-ray diffraction.182-184 Measurements via dielectric
spectroscopy (Fig. 5.8(a)) revealed a bimodal permittivity spectrum in all polymer melts with
alkyl side chains longer than n = 4. As the length of the side chain increased, the faster process in
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the spectrum occupied increasingly more spectral weight, and it shifted to lower frequencies and
correspondingly longer timescales relative to the slower polymer segmental relaxation process.
Additionally, the authors found that the fast relaxation process showed increasingly more
pronounced VFT temperature dependence as the length of the alkyl side chain increased (Fig.
5.8(b)). These factors led the authors to conclude that the fast relaxation process was associated
with the segmental motion of polyethylene (PE) within nanoscale PE domains.

Figure 5.8. (a) Dielectric loss spectra of a series of poly(n -alkyl acrylates) at T = - 40 ° C ,
where c is equal to the number of carbons on the alkyl side chain. (b) Relaxation times of
the same series of poly(n-alkyl acrylates) determined from dielectric permittivity spectra
are shown as a function of inverse temperature. 1 8 2

In conjunction with these dynamical measurements, the authors also characterized the
static structure of these polyethylene side chain polymers via XRD. It was found that for
polymers with side chains longer than n = 4, a prepeak in the static structure factor emerged
between 0.3–0.6 Å-1.14 The prepeak, corresponding to length scales of 1–2 nm, systematically
shifted toward smaller wave vectors, becoming sharper and more intense as the alkyl side chains
increased in length. These static structure measurements were interpreted as evidence for the
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existence of nanophase segregation of the hydrophobic, nonpolar alkyl chains from the
hydrophilic, polar polymer backbone. Interestingly, the ammonium ionic liquids studied in this
chapter also show a pronounced prepeak in the static structure factor. In the works of Pott et
al.109 and Triolo et al.,185 it was found that the prepeak in the static structure factor of alkylammonium ILs shifted toward lower wave vectors, becoming sharper and more intense as the
number of alkyl carbons on the cation increased. This unique dependence of the structural
properties on the number of alkyl carbons in the ammonium ILs was interpreted, in an identical
manner as the polyethylene side chain polymers, as arising from the nanophase segregation of
hydrophobic alkyl tails from the ionic parts of the cation and anions.
We may deduce from this comparison that the complex dynamics that exist in the alkylammonium ionic liquids are the direct result of the nanophase segregation of charged and neutral
moieties. Because these liquids are not chemically homogeneous, they consist of two distinct
phases where molecular motion in the charge-rich phase occurs much differently from the
molecular motion in the polyethylene phase. Due to this well-defined phase separation between
the ionic and neutral domains, these ionic liquids exhibit strong dynamical heterogeneity to the
point where they show the two separate relaxation processes. This picture is corroborated by the
complimentary structural information provided by the MD simulations and XRD data.
Furthermore, the comparison to the studies of dynamics and structure of the polyethylene side
chain polymers indicates that nanophase segregation is not a specific property of ILs, and it can
be found in many complex liquids exhibiting pronounced amphiphilicity.
As discussed above, the nanophase segregation of the charge centers of the cation/anion
from the neutral, aliphatic alkyl tails is the primary cause of the complex dynamics in these
liquids. All three ILs were found to show a two-step decay of the reorientational correlation
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function, indicating that nanophase segregation is present to some degree in these ILs. It was also
observed, however, that the timescales, and temperature dependences thereof, associated with the
alkyl dynamics varied greatly with alkyl chain length and volume fraction (Fig. 5.4). While the
exact reason for these differences is not understood for these ionic liquids, some insight may
once again be obtained by considering the physical picture that was developed for the
polyethylene side chain polymers.
As the alkyl chain length and volume fraction increase in these ammonium ILs, the fast
relaxation process can be seen to become slower and apparently more VFT-like (Fig. 5.4). This
is similar to what was observed by Beiner and Huth, where the temperature dependence of the
polyethylene relaxation time was found to vary in an identical and systematic fashion with
increasing alkyl side chain length.182 These authors suggested that nano-confinement of the alkyl
domains is the underlying cause of this strong variation in the alkyl dynamics. For short sidechain polymers, the alkyl domains are small, resulting in correspondingly strong confinement.
This high degree of confinement consequently disrupts the cooperativity of the motion of alkyl
segments, dramatically decreasing the effective dynamic glass transition temperature and
dynamic fragility m within the polyethylene domains.186 As the length scale of confinement
increases with increasing alkyl side chain length, the cooperativity of polyethylene segmental
motion becomes less hindered, resulting in higher polyethylene glass transition temperatures and
dynamic fragilities. Eventually, the chains become so long that bulk-like PE dynamics are
recovered.
This physical picture applies quite well to the case of the three ammonium based ILs
studied in this chapter. We observe in these liquids a systematic reduction of mobility and
increase in apparent dynamic fragility m with increasing alkyl chain length/volume fraction. For
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the case of [N8881][NTF2], bulk-like PE dynamics are recovered and it is seen that this subpopulation of molecular moieties is responsible for the calorimetric glass transition. In order to
determine the effective PE dynamic glass transition for the [N4441] and [N2228] ILs, we have
plotted the relaxation times for all three ILs on a plot similar to Fig. 5.5, but now instead the Tg is
that of the fast, polyethylene domains (the calorimetric glass transition of the [N8881] IL was
found to be the glass transition temperature of the PE nanodomains).

Figure 5.9. Primary and secondary relaxation times of the alkylammonium ILs measured
via DDLS are shown as a function of inversed temperature scaled by the corresponding
effective “polyethylene” glass transition temperature.

As is seen in Fig. 5.9, all of the fast, PE relaxation processes observed in DDLS can be collapsed
onto a single master curve. The Tg(PE) values determined from this scaling were Tg(PE) = 186 K for
[N8881][NTF2], Tg(PE) = 175 K for [N2228][NTF2], and Tg(PE) = 170 K for [N4441][NTF2]. Thus
we see that the dynamic glass transition is strongly suppressed in the PE nanodomains with
decreasing alkyl chain length/volume fraction. It is also clear, however, that the actual dynamic
fragility m does not change across these three ILs since the data collapse well onto a single
113

master curve. This interesting scaling analysis provides a final, strong indication that the
dynamics of these ILs are highly complex and are a direct consequence of nanophase segregation
of charged and alkyl moieties in the ammonium based ionic liquids.
5.3.2. Effects of nanophase segregation on charge transport
In the previous section, the influence of nanophase segregation on the reorientational
structural dynamics of ammonium ionic liquids was explored. It was found that these liquids
exhibited surprisingly pronounced dynamical heterogeneity, to the point where the rate of
average molecular motion in the alkyl rich domains could be distinctly separated from the rate of
motion in the charge rich domains. It is quite surprising that such dramatic changes in the
dynamical profile of these liquids could be induced with only subtle modifications of the alkyl
side chains of the ammonium cation. Having explored the influence of nanophase segregation on
the structural dynamics, we will now explore how this feature of ammonium ionic liquids
influences the charge transport properties.
As was the case in Ch. 4, the complex permittivity spectrum for one ammonium ionic
liquid will be presented and analyzed in detail. Figure 5.10 presents the complex permittivity
spectrum of [N8881][NTF2] measured via dielectric spectroscopy at selected temperatures. The
features observed in these spectra are very similar to those found for the [BMIM] based ILs
presented in the previous chapter, and only subtle differences are present when comparing these
spectra and those of the other two ammonium based ionic liquids. Given that the quasielastic
light scattering spectra were so dramatically different in the ammonium ILs when compared to
the [BMIM] ILs, it is somewhat surprising that the dielectric spectra do not show any
correspondingly dramatic differences. We once again observe the three major regions of
permittivity spectrum, with electrode polarization occurring at low frequencies, frequency
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independent (dc) conductivity at intermediate frequencies, and the onset of ac conductivity at
higher frequencies.

Figure 5.10. Real (a,b) and imaginary (c,d) parts of the complex conductivity σ* and
permittivity ε* spectrum of [N8881][NTF 2 ] are shown at several temperatures in the
supercooled liquids regime. The red line is a fit to the data using the combined Random
Barrier Model and Havriliak Negami function (Eq. 4.6). 1 7 6

Since the dielectric measurement is sensitive to the fluctuations of ions and permanent
dipole moments, it is clear, however, why we observe only the ionic relaxation response typical
of the ionic liquids studied in Ch. 4. The polyethylene side chains of the ammonium ILs have
essentially no permanent dipole moment and instead have a significant optical polarizability.118
Thus, fluctuations of the PE side chains should strongly contribute to the light scattering
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spectrum, while there should be no clear signature of this process in the dielectric spectrum.
Accordingly, the PE process in the polyethylene side chain polymers can be seen in Fig. 5.8 to
exhibit low dielectric loss. In the ionic liquids, on the other hand, the dielectric loss due to ion
motion is extremely large and likely obscures any measureable contribution from the PE process.

Figure 5.11. The detailed fitting of the real permittivity of [N8881][NTF 2 ] using eq. 4.6 is
shown at one temperature. The dashed blue line is the contribution from the Random
Barrier Model, the green dashed-dotted line is the contribution from the Cole -Cole
relaxation, and the red line is the cumulative fit. The inset presents the temperature scaled
dielectric strength of the RBM and CC process as a function of inverse temperature. 1 7 6

The complex dielectric permittivity was analyzed using the superposition model
combining the Random Barrier Model (RBM) and Havriliak-Negami (HN) function (eq. 4.6) in
order to extract the mean ion hopping rate τe-1 and dc conductivity σ0. It can be seen in Fig. 5.10
that the model describes the dielectric spectrum of [N8881][NTF2] well with negligible
deviations, and it was also found to describe equally well the spectra of the [N4441] and [N2228]
based ILs. As was the case for the [BMIM] ILs, however, we once again found that the RBM
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could not completely describe the spectrum of these ammonium ILs. As seen in Fig. 5.11, the
RBM fits the high frequency side of the permittivity spectrum, but there is a small fraction of
spectral weight that requires the additional HN function to be added to the model. While this
additional process was once again found to have a Cole-Cole (symmetric) spectral shape, it was
found to account for a much smaller fraction of the spectrum (Fig. 5.11 inset) and had a much
more narrow dispersion (αcc ≈ 0.9) in contrast to the [BMIM] ILs. The mean ion hopping times τe
and the CC relaxation times (referred to as τcc in the figure) determined from the fitting of the
dielectric spectra of [N8881][NTF2] are shown in Fig. 5.12 along with the relaxation times
determined via DDLS and rheology in the previous section.

Figure 5.12. Relaxation times of [N8881][NTF 2 ] measured via rheology, DDLS, and BDS
as a function of inverse temperature. 1 7 6

The origin of this Cole-Cole relaxation process is not precisely clear, as was mentioned
previously in Ch. 4. While the spectral shape and amplitude of this process was found to not be
117

significantly influenced by the chemical structure of the anion in the three [BMIM] ILs, it is
quite evident when comparing the [BMIM] ILs to the ammonium ILs that the chemical structure
of the cation has a significant effect on this spectral feature. The two most probable microscopic
origins of this relaxation are either that it is the signature of dipolar reorientational motions of the
cations in the liquid matrix, or it is the result of the interfacial polarization of the boundary
resulting from the nanophase segregation of insulating alkyl tails from the cation and anion
charge centers—the so-called Maxwell-Wagner-Sillars (MWS) effect.119
The chemical structure of the ammonium ionic liquids are comprised of a large fraction
of neutral alkyl moieties, and we have seen in the previous section that the amphiphilicity of the
ammonium cation results in nanophase segregation of the charged and neutral parts of the IL.
Thus, it is natural to hypothesize that these nanoscale inhomogeneities give rise to the MWS
interfacial polarization effect. We have estimated using the atomic Van der Waals volumes that
the charged regions of the molecule (cation and anion) account for approximately 35% of the
total volume while the remaining alkyl chains comprise the remaining 65%. Assuming the alkyl
chains have a temperature independent dielectric constant (εs = 2.3) and dc conductivity
(σPE = 10-17 S/cm) identical to polyethylene,187 and the ionic components are identical and
spherical, it is possible to calculate the relaxation time of this hypothetical interfacial polarization
process as a function of temperature, such that
(1−𝑛)𝜀
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(5.1)

𝑖𝑜𝑛

where n = 0.33 for spherical particles, φion is the volume fraction of the ionic component
estimated above, εPE and εion are the static dielectric constants of polyethylene and the measured
conductivity relaxation process of the bulk liquid, respectively, and σPE and σion are the
conductivity of polyethylene and the measured dc conductivity of the bulk liquid, respectively.119
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The MWS relaxation times calculated via eq. 5.1 are plotted as a function of temperature in Fig.
5.12. Surprisingly, the calculated MWS relaxation times agree quantitatively with the Cole-Cole
relaxation times at all measured temperatures. This quantitative agreement suggests that the CC
relaxation process may arise from the MWS interfacial polarization process in these ammonium
based ionic liquids. While the above calculation provides strong evidence for the MWS process
in the ammonium based ILs, it is also probable that both the MWS process as well as cationic
dipolar reorientational motions contribute to this additional spectral feature in the [BMIM] based
ILs. The ammonium cations studied in this chapter have very weak permanent dipole moments
due to the symmetry and lack of electronegative atoms, while the [BMIM] cations have a higher
degree of asymmetry, in addition to the pair of electronegative nitrogen atoms on the
imidazolium ring. The chemical structure differences between these two types of cations may be
the underlying reason why the dielectric strength of the additional CC process is stronger and
broader for the [BMIM] based ILs when compared to the ammonium based ILs.
While the dielectric spectra do not exhibit any significant differences with varying
chemical structure, the dc conductivities can be seen in Fig. 5.13(a) to show strong variations
across the set of ammonium ILs. Furthermore it is seen that relative to [BMIM][NTF2] (all four
ionic liquids have the same anion), the dc conductivities are significantly lower at all measured
temperatures. In contrast to the case of the [BMIM] based ILs, there are even strong changes in
the temperature dependences of the dc conductivities, where we can see, for example, that the dc
conductivity of [N8881][NTF2] has such different temperature dependence that it crosses “paths”
with the [N4441] and [N2228] IL datasets.
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Figure 5.13. DC conductivity of the ammonium ILs and [BMIM][NTF 2 ] plotted as a
function of inverse temperature (a) and T g /T (b). The solid lines are Vogel -FulcherTammann fits to the data.

This difference in temperature dependence is more apparent on the Tg/T scaled plot shown in Fig.
5.13(b). The dc conductivities of the [N4441] and [N2228] based ILs show very similar
temperature dependences relative to Tg, and this indicates, similar to the case of the [BMIM] ILs,
that the primary factor controlling the transport of charge in these ILs is the variation of the glass
transition temperature and ionic mobility with varying chemical structure. The dc conductivity of
[N8881][NTF2] does not fall onto the data from the other two ammonium ILs at any relative
temperature. It is also seen in Fig. 5.13(b) that the dc conductivity of all three ammonium ILs are
lower than [BMIM][NTF2] at all temperatures relative to their respective glass transition
temperatures.
So what is the primary cause of the significant reduction of ionic conductivity in these
ammonium ILs when compared to the [BMIM] based ILs? Do the ions move slower (relative to
Tg), are there less available free ions for conduction, or is it perhaps a combination of both of
these factors? In order to answer these questions, we will apply the technique laid out in Ch. 4
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that allowed for the determination of the free ion diffusion coefficients and the free ion
concentration from the analysis of dielectric spectra.
According to the calculation method presented in Ch. 4, the ion self-diffusion coefficients
are related to the mean ion hopping rate τe-1 and the mean ion hopping length λ such that 𝐷 =
𝜆2 80
.
2𝜏𝑒

Combining this equation and the Einstein relation (eq. 4.7), we arrive at the expression

relating dc conductivity to the ion diffusion coefficient (ion hopping rate) and the free ion
concentration (eq. 4.8). The ion hopping rate is determined from the RBM fitting, while the ion
hopping length is a parameter which can be determined by comparing diffusion coefficients
measured via dielectric spectroscopy to those measured via PFG NMR. For [N8881][NTF2], selfdiffusion coefficients were measured via PFG NMR, and these data are shown plotted vs. Tg/T in
Fig. 5.14. Following the method presented in Ch. 4, the temperature dependent self-diffusion
coefficient (Fig. 5.14), temperature dependent free ion concentration (Fig. 5.15), and the mean
ion hopping length λ = 2.1 Å were determined for [N8881][NTF2].

Figure 5.14. Self diffusion coefficients of the ammonium ILs and [BMIM][NTF 2 ] plotted as
a function of T g /T. The solid lines are Vogel -Fulcher-Tammann fits to the data.
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Figure 5.15. Free ion concentration of the ammonium ILs and [BMIM][NTF 2 ] plotted as a
function of inverse temperature. The solid lines are Arrhenius fits to the data.

Unfortunately, PFG NMR diffusion measurements were not performed and are not
available in the literature for [N4441][NTF2] and [N2228][NTF2]. Because of this, it is necessary
to estimate the mean ion hopping lengths for these materials in order to quantify the ion diffusion
coefficients and free ion concentrations. It has been shown that the mean ion jump length
determined from the PFG NMR and BDS diffusivity measurements is correlated to the molecular
weight of the ionic liquid.158 We have also found a correlation between molecular weight and ion
jump length for the four ionic liquids presented in this dissertation in which PFG NMR
measurements were available. As seen in Fig. 5.16, a rough linear relationship between
molecular weight MW and ion hopping length λ can be found from our data where
𝜆(Å) ≈ (−0.20 + 0.0035 × 𝑀𝑊 )(Å)

(5.2)

Using this relation we have calculated that the ion hopping lengths for [N4441][NTF2] and
[N8881][NTF2] are nearly identical, where λ ≈ 1.5 Å (the molecular weights of these ionic
liquids were found to be very similar). Of course, this hopping length is based off of the
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assumption that the correlation (eq. 5.2) holds for these ionic liquids, and our estimation would
require experimental verification via PFG NMR diffusion measurements. The ion diffusion
coefficients and free ion concentrations of [N4441][NTF2] and [N8881][NTF2] calculated using
the above hopping length are shown in Fig. 5.14 and Fig. 5.15, respectively.

Figure 5.16. Molecular weight dependence of the mean ion hopping length in the studied
room temperature ionic liquids. The red line is a linear fit to the ion hopping length data
measured via BDS and PFG NMR. The open blue circles present the hopping lengths
estimated from this correlation for the short chained ammonium ILs.

As seen in Fig. 5.14, the ion diffusion coefficients of the three ammonium based ILs
show similar trends as their corresponding dc conductivities when plotted on the Tg/T scale. This
indicates that the changes in the dc conductivity with variation of the cation chemical structure is
primarily the result of the change in the ion diffusion coefficients. Interestingly, the ion diffusion
coefficients of the [N4441] and [N2228] ILs are only slightly reduced relative to
[BMIM][NTF2], while the ion diffusion coefficients of [N8881][NTF2] are nearly two orders of
magnitude lower than those of [BMIM][NTF2] at all Tg-scaled temperatures. This trend in
chemical structure dependent diffusion coefficients parallels the trends in the structural dynamics
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measured via DDLS, in which the signature of nanophase segregation was found to be only
weakly pronounced in the [N4441] and [N2228] ILs, whereas it was strongly pronounced in
[N8881][NTF2].
In addition to the reduction in ion diffusivity, we also have observed a significant
reduction in the free ion concentration upon increasing the volume fraction of alkyl side chains.
The free ion concentration of [N4441][NTF2] and [N2228][NTF2] were found to be very similar
and approximately half the level of [BMIM][NTF2]. The free ion concentration of
[N8881][NTF2] was significantly lower for these three ILs, and was found to be approximately
five times lower than in [BMIM][NTF2]. Once again, some of this reduction in free ion
concentration is likely due to the reduced total number of ions in the liquid as a result of lower
mass densities and higher molecular weights of the ammonium ILs. In order to separate this
factor from the intrinsic ion association effect, we have calculated the mole fraction of free ions
at one temperature (T = 295 K), such that 𝑓𝑓𝑟𝑒𝑒𝑖𝑜𝑛𝑠 =

𝑛𝑓𝑟𝑒𝑒
𝑛𝑡𝑜𝑡

and 𝑛𝑡𝑜𝑡 = 2𝜌𝑚 𝑀𝑊 𝑁𝐴 , where ρm is

the mass density, MW is the molecular weight, and NA is Avogadro’s number. The free ion
concentration was determined by extrapolating the Arrhenius fits of the data to T = 295 K, and
the mass density at T = 295 K was taken from the literature. Whereas the mole fraction of free
ions in [BMIM][NTF2] was found to be ffree = 0.57±0.05, the mole fraction of free ions in the
ammonium ILs were significantly lower with ffree = 0.46±0.05 for [N4441][NTF2], ffree =
0.41±0.05 for [N2228][NTF2], and ffree = 0.28±0.05 for [N8881][NTF2]. We once again observe
the familiar trend where the fraction of free ions in the ammonium ILs decreases significantly as
nanophase segregation becomes increasingly prominent in the liquid matrix.
The reduction of the ion diffusion coefficients and free ion concentrations in the
ammonium ILs is clearly connected to the presence of nanophase segregation of the anion and
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cation charge centers from the alkyl side chain moieties. As the alkyl chains increase in length
and occupy a larger fraction of the liquid volume, the anion and cation charge centers become
separated by increasingly larger islands of hydrophobically aggregated alkyl nanodomains.110
Due to this complex heterogeneous solvation structure, a collective reorganization of the
hydrophobic network must occur as a cation/anion charge center hops through the liquid matrix.
This not only forces the ions to hop over increasingly longer distances, but it also causes the ion
hopping process to occur less frequently, resulting in lower ion diffusion coefficients.
Furthermore, the longer residence times of associated ions will result in increasingly lower free
ion concentrations, as is observed in Fig. 5.15. Thus, the impact of nanophase segregation on the
charge transport properties is twofold—not only does it hinder free ion motion due to the
strongly heterogeneous solvation environment, but this hindered ion motion consequently causes
lower free ion concentrations and longer-lived ion association clusters.

5.4. Conclusions
We have shown in this chapter that the dynamics and charge transport properties of
ammonium based ionic liquids are highly complex due to the strong amphiphilicity of the
ammonium cation. The glass transition temperatures, dc conductivities, and structural dynamics
were found to change dramatically with changes to the lengths and symmetry of the cation side
chains, indicating the importance of the alkyl moieties in controlling the physicochemical
properties of these materials. The hydrophobic alkyl side chains of the cation have been shown to
phase segregate from the hydrophilic charge centers of the cation and anion to form nanometer
sized “polyethylene” domains. This nanophase segregation has a great impact on the dynamics of
these ionic liquids, and the molecular mobility in the charge rich domains has been found to be
significantly different from the mobility in the neutral PE nanodomains. In fact, the dynamical
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heterogeneity is so strongly pronounced that two distinct structural relaxation modes can be
clearly observed in the quasielastic light scattering spectrum of these liquids. As the length of the
alkyl side chains increase and the polyethylene domains become larger, it was found that the
structural relaxation process within the PE domain shows increasingly more pronounced VogelFulcher-Tammann temperature dependence, indicating that the walls of the PE domains may
exert a degree of self-imposed nanoscale confinement on the PE moieties. Interestingly, the
characteristic bimodal relaxation spectrum of ammonium ILs has also been observed for the
family of polar polymers with polyethylene side chains, indicating that nanophase segregation
may be a general feature of amphiphilic molecular, polymeric, and ionic liquids.
Having characterized the influence of nanophase segregation on the structural dynamics
in this set of ammonium ILs, the second part of this chapter was devoted to understanding how
the charge transport properties are affected by the presence of nanophase segregation. We have
found that relative to the imidazolium based ILs which show no signature of phase segregation,
the dc conductivity is significantly lower in all three ammonium ILs, and this is only due in part
to the slightly higher glass transition temperatures when compared to [BMIM][NTF2]. Relative
to their respective calorimetric glass transition temperatures, the conductivity is still lower in
these ammonium ILs. As the length and volume fraction of the alkyl side chains of the
ammonium cations increase and the nanophase segregation becomes increasingly pronounced, it
was found that the dc conductivity, ion self-diffusion coefficients, and free ion concentrations
systematically decrease. We hypothesize that as the alkyl domains occupy more of the liquid
volume, the heterogeneous solvation environment causes the ion charge centers to reside for
longer periods of time within a solvation site, resulting in slower ion mobility at any given
temperature. The chemical heterogeneity not only slows down the ions, but it also causes them to
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form more cohesive ion association clusters, causing a significant reduction in the mole fraction
of free ions. Thus, we have shown that strong amphiphilicity is the underlying cause of the poor
ionic conductivity in alkylammonium based ionic liquids.
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6. Dynamics and Charge Transport in Carboxylic Acid-Based Protic ILs
6.1. Introduction
In the previous chapters, the influence of chemical structure on the molecular dynamics
and charge transport properties was studied for two homologous series of aprotic ionic liquids.
Whereas aprotic ionic liquids consist of permanently charge ions formed by covalently attaching
molecular side groups to previously neutral molecules, another perhaps more diverse and
versatile class of ionic liquids is formed through the ionization of neutral molecules due to the
reversible proton transfer reaction between a Brønsted acid and a Brønsted base. These types of
ionic liquids are known as protic ionic liquids (PILs).68 Unlike the aprotic ILs, PILs may ionize
completely or exist as a mixture of ionized and neutral molecules, and this equilibrium primarily
depends on the level of free energy reduction due to the proton transfer reaction.70
It is very important to accurately determine the degree of ionization in PILs because
many of the technological applications depend primarily on this property. As a result, several
experimental studies based on analysis of the so-called Walden product have been performed to
determine the degree of ionicity in PILs.72, 74 According to Walden, the molar conductivity of an
electrolyte or ionic liquid should be inversely proportional to the shear viscosity, such that the
product Λ ∙ 𝜂 = 𝐶𝑜𝑛𝑠𝑡 is temperature invariant (𝛬 = 𝜎0 /𝑛 is the molar conductivity, n is the
number density of free ions, and η is the shear viscosity).94 If a protic ionic liquid has a low
degree of ionization, the Walden product of this material will generally be reduced relative to a
PIL with a higher degree of ionization. Angell and coworkers were the first to systematically
assess the ionicity of PILs based on comparisons of Walden products, developing the concept of
“good” and “poor” PILs.72 MacFarlane and coworkers have taken a more holistic approach in
their attempts to characterize the ionicity of PILs by analyzing Walden products in tandem with
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acid indicator tests and infrared spectroscopy.74, 96 These techniques can only qualitatively and
relatively assess the degree of proton transfer in PILs, however. In order to quantify the degree of
proton transfer in PILs, it is essential to characterize the microscopic transport properties, as was
performed for the aprotic ionic liquids studied in the previous chapters.
Another important factor that distinguishes protic ILs from aprotic ILs is that the intrinsic
charge carrier is no longer a permanently charged and bulky ion. Instead it is the transient
protonic defect which results from proton transfer between an acid-base pair.188 It is possible that
due to the dramatic difference in the nature of the intrinsic charge carrier, the mechanism of
charge transport could be significantly different in protic ILs when compared to aprotic ILs. It
has been suggested that for some proton conducting liquids such as water189 and phosphoric
acid,190 the migration of protons occurs via a “super-protonic” transport mechanism, wherein
charge transport occurs much more rapidly than structural diffusion.
In this chapter, we will explore these interesting questions in a model protic ionic liquid
formed by the neutralization reaction of a 1:2 mole ratio mixture of lidocaine (weak base) and
decanoic acid (weak acid). We have found through analysis of dielectric and infrared
spectroscopy data that the degree of ionicity in this PIL is moderately low, with only 25% of the
decanoic acid existing in the ionized state at room temperature. Interestingly, the dielectric
spectrum of this PIL can be effectively modeled using the Random Barrier Model, indicating that
the charge transport mechanism of this PIL may be similar to the mechanism found for the
aprotic ILs. Finally, we have found through the comparison of structural reorientation rates
measured via quasielastic light scattering and the characteristic rates of charge transport
measured via BDS that a super-protonic transport mechanism does not occur in this PIL. This
indicates that anomalously fast charge transport is not a general phenomenon of all protic ionic
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liquids. Our results demonstrate that despite the important distinctions which exist between the
aprotic and protic ILs studied in this dissertation, the characteristic structural dynamics and
charge transport mechanisms in these two families of ILs show many general similarities.

6.2. Experimental Details
Lidocaine (LID) powder (MW = 234.34 g/mol) and decanoic acid (DA) (MW = 172.26
g/mol) were purchased from Sigma Aldrich and used as received. The chemical structures of
these compounds are shown in Fig. 6.1. The 1:2 mole ratio mixture of lidocaine to decanoic acid
(heretofore known as LID-DA) was prepared by weighing out the proper amounts of the parent
compounds into a cleaned, dried screw cap vial which was quickly sealed after loading.

Figure 6.1. Chemical structure of (a) 2-diethylamino-N-(2,6-dimethylphenyl)acetamide
(lidocaine) and (b) decanoic acid.

In order to thoroughly mix the sample, the LID-DA sealed sample was heated on a hot plate at
75°C and shaken until there was no visible phase separation remaining in the liquid mixture. The
1:2 mole ratio liquid was then cooled to room temperature and passed through a 220 nm PVDF
filter into several cleaned, dried mL sized target vials for further characterization. This procedure
was used to prepare mixtures of lidocaine and decanoic acid across the entire range of molar
compositions. Some of the mixtures with high lidocaine content crystallized upon cooling and
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were not filtered prior to further characterization. The mass density of the LID-DA sample was
determined at room temperature (295 K) by weighing a measured volume of liquid sample five
times and averaging the results. The density of LID-DA was measured to be ρ = 0.84 g/mL.

Figure 6.2. (a) DSC thermograms on heating at 10 K/min for the 1:2 mole ratio mixture of
lidocaine and decanoic acid (LID-DA), neat lidocaine (LID), and neat decanoic acid (DA).
(b) Thermal phase diagram of all measured molar compositions of lidocaine and decanoic
acid.

Differential scanning calorimetry (DSC) measurements were performed using a Q2000
differential scanning calorimeter (TA instruments). The samples were measured on cooling and
heating with a temperature ramp of 10 K/min. Figure 6.2(a) shows the DSC thermograms for the
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LID-DA mixture and the parent compounds on heating after cooling from 400 K down to 185 K.
Figure 6.2(b) shows the thermal phase diagram for the lidocaine:decanoic acid mixtures for all
measured molar compositions. The melting transitions of lidocaine (Tm = 341 K) and decanoic
acid (Tm = 307 K) were clearly visible in the DSC thermograms, but no crystallization or
melting was apparent for the LID-DA sample. Instead, the glass transition was observed at Tg =
207 ± 2 K.
Broadband dielectric spectroscopy (BDS) measurements were performed on LID-DA at
temperatures ranging from 330 K down to 200 K. The measurements were made using the
Novocontrol Alpha-A dielectric analyzer in the frequency window 10-1 Hz to 10 MHz. The
sample was measured in nitrogen atmosphere and the temperature was controlled using the
Novocontrol Quatro system with temperature stability of ± 0.1 K.
Dynamic light scattering (DLS) measurements were performed to determine the
structural reorientation rates of LID-DA over a temperature window from 270 K down to Tg.
The measurements were performed in right angle geometry, laser wavelength = 647 nm and laser
power = 125 mW. Vertically polarized laser light was focused on the sample in an Oxford
Optistat cryostat (temperature stability of ± 0.1 K), and horizontally polarized scattered light was
collected with a single mode optical fiber, split between two photodiode detectors, and crosscorrelated using the ALV-7004/FAST multitau digital correlator.

6.3. Results and Discussion
6.3.1. Characterizing ionicity via FTIR and BDS
The FTIR spectra of the 1:2 mole ratio mixture, neat lidocaine, and neat decanoic acid
were measured at room temperature in order to determine whether or not proton exchange had
occurred between the acid and base parent compounds. Figure 6.3 presents the FTIR spectra of
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these three materials in the carbonyl (C=O) stretching region (1400–1800 cm-1).191 It is evident
from the comparison of the three spectra that a new vibrational mode is present in the LID-DA
mixture centered near 1550 cm-1. This vibrational mode corresponds to the stretching vibration
of the carboxylate anion, which in this case is deprotonated decanoic acid.191, 192 There is also a
relatively large spectral signature of the neutral carbonyl stretching vibration near 1710 cm-1,
indicating that the LID-DA mixture consists of neutral and ionized decanoic acid moieties. Since
the ΔpKa of the parent compounds is approximately 3,193 it is expected that some degree of
proton transfer should occur between decanoic acid and lidocaine.

Figure 6.3. FTIR spectra of 1:2 lidocaine:decanoic acid mixture (red circles), lidocaine
(black line), and decanoic acid (blue line) in the carbonyl stretching region. The LID -DA
spectrum was fit using five Gaussian functions, with two components (filled)
corresponding to decanoic acid vibrations and three components (unfilled) corresponding
to lidocaine vibrations. The presence of the new carboxylate peak at 1550 cm -1 indicates
that the LID-DA mixture is partially ionized.

In order to quantitatively estimate the degree of ionicity of LID-DA, we fit the two main
bands of the vibrational spectrum with a superposition of five Gaussian functions in the carbonyl
stretching region, as shown in Fig. 6.3, with two peaks accounting for the vibrations of ionized
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and neutral decanoic acid molecules, while the remaining three peaks accounted for vibrations of
lidocaine. The mole fraction of ionized decanoic acid was calculated such that
𝑓𝐶𝑂𝑂− = 𝐴

𝐴𝐶𝑂𝑂−

(6.1)

𝐶𝑂𝑂− +𝐴𝐶𝑂𝑂𝐻

where ACOO- and ACOOH are the integrated absorbance of the carboxylate and carbonyl stretching
vibrations, respectively. Using eq. 6.1, we have determined that approximately 30% of the
decanoic acid in the LID-DA mixture is in the deprotonated state at room temperature. This
degree of ionicity indicates that LID-DA might be considered a “poor” ionic liquid, similar to
other mixtures of carboxylic acids and tertiary amines.96 While it may have a relatively low
degree of ionicity, the glass transition temperature of this mixture is much lower than that of
most “good” protic ionic liquids, leading to a higher level of proton conductivity at room
temperature.194
We proceeded to measure the complex dielectric spectrum of LID-DA via BDS in order
to gain a better understanding of the microscopic dynamics and composition of this mixture.
Figure 6.4 presents the complex conductivity σ*(f) and permittivity ε*(f) spectrum of LID-DA at
several temperatures in the supercooled liquid regime. These spectra show many characteristics
similar to those of the aprotic ionic liquids measured in the previous chapters, although there are
some subtle differences which will be analyzed below.
The superposition model (eq. 4.6), which combines the Random Barrier Model (RBM)
with the Havriliak Negami (HN) function, was used to analyze the dielectric spectrum of LIDDA. Using eq. 4.6, we have fit the dielectric data to extract the dc conductivity σ0 and
characteristic ion hopping rate 1/τe, as well as the dielectric strength ΔεHN, characteristic
relaxation rate τHN, and shape parameters α,β of the HN process at all measured temperatures. As
was observed in Fig. 6.3, the composition of LID-DA is such that approximately 30% of the
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molecules are ionized, while the remaining 70% exist in the neutral state. Due to the
multicomponent nature of LID-DA, we interpret the HN contribution as arising primarily from
the non-ionized, permanent dipole moieties of the LID-DA mixture. This type of bi-modal,
ionic/nonionic dielectric spectrum has been observed before in moderately concentrated mixtures
of glycerol and lithium chloride.195

Figure 6.4. Real (a,c) and imaginary (b,d) parts of the complex conductivity and
permittivity spectrum of 1:2 LID-DA measured at several temperatures in the supercooled
liquid state. The red lines are fits of the spectra using the combined Random Barrier
Model and Havriliak Negami function (eq. 4.6).
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The detailed fitting of eq. 4.6 to the real part of the permittivity spectrum at ≈ Tg + 15 K is shown
in Fig. 6.5(a), where it is seen that a majority of the spectral weight in the dielectric spectrum is
contributed by the HN process, while a much smaller fraction is contributed by the RBM
process. The Δε of the RBM contribution (ionic component of the permittivity spectrum)
comprises approximately 25% of the cumulative dielectric strength at all measured temperatures,
indicating that LID-DA is approximately 25% ionized at all measured temperatures.

Figure 6.5. (a) Real permittivity of LID-DA measured at 225 K (open circles). The dashed
blue line is the contribution from the Random Barrier Model (RBM), the green dashed dotted line is the contribution from the Havriliak -Negami (HN) relaxation, and the red
line is the cumulative fit. The inset presents the dielectric strength of the RBM and HN
process as a function of inverse temperature. (b) The normalized real permittivity
derivative spectra of LID-DA are shown at select temperatures.
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One important distinction between the aprotic ILs studied in the previous chapter and the
protic mixture LID-DA can be seen in the temperature dependence of the spectral shape of the
complex permittivity (Fig. 6.4). It is observed that the ε′ spectrum of LID-DA (Fig. 6.4(b))
changes significantly as the temperature of the mixture decreases toward Tg. These changes in
𝜋

spectral shape are much more readily observed in the ε′ derivative (𝜀′𝑑𝑒𝑟. = − 2 𝑑𝜀 ′ /𝑑(ln 𝑓))
shown in Fig. 6.5(b), where the spectrum can be seen to broaden substantially with decreasing
temperature. This is unlike the aprotic ILs studied in the previous chapters which roughly obey
frequency-temperature superposition, and for which no strong changes in spectral shape occur
with variation of temperature. Additionally, the slower, non-RBM relaxation process that was
observed in the aprotic ionic liquids was found to have a Cole-Cole dispersion that did not
change spectral shape or amplitude with temperature. For the LID-DA mixture, however, this
slower relaxation process was found to have Havriliak-Negami dispersion at all measured
temperatures, indicating that these spectral features likely have different microscopic origins.
The multicomponent nature of LID-DA may account for this strong, temperature
dependent spectral broadening, similar to what has been observed for miscible polymer
blends.196 Spectral broadening on the high frequency side of the relaxation maximum is
commonly observed for molecular and polymeric liquids.197 While the reasons for high
frequency spectral broadening are not well understood, this type of relaxation spectrum is
generally explained by invoking the dynamical heterogeneity hypothesis. In polymer blends, on
the other hand, composition fluctuations lead to strongly pronounced dynamical heterogeneity,
where it is hypothesized that nanoscopic regions of the polymer melt have locally higher glass
transition temperatures and consequently slower relaxation dynamics. Additionally, it is possible
that as the temperature decreases, hydrophobic aggregation of the decanoic acid alkyl tails causes
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the formation of nanoscale insulating moieties which lead to a Maxwell-Wagner-Sillars (MWS)
interfacial polarization in the liquid matrix,119 as was found for the case of the aproticammonium ionic liquids discussed in the previous chapter. This process, would also contribute to
the dielectric spectrum on the low frequency side of the charge transport process, leading to the
observed spectral broadening.
The next step in the analysis of the dielectric data of LID-DA is to quantify the free ion
concentration from the measurements of dc conductivity and the ion hopping rate. The charge
carrying unit in the protic ionic liquids, however, is not a permanently charged ion as is the case
of the aprotic ionic liquids, but instead it is the protonic defect which migrates through the acidbase matrix. In our hypothetical picture, protonic defects are transported through a transient
chain of acid-base neutralization reactions. Under the assumption that this proton transport
mechanism occurs via Brownian-like hopping, the Einstein relation and the RBM hopping time
can be used to calculate the number density of protonic defects in LID-DA. In this case, the self
𝜆2

diffusion coefficient of protonic defects can be calculated such that 𝐷𝐻 + = 2𝜏 , where λ is
𝑒

interpreted as the length a proton must hop in order to ionize an acid-base pair, and τe-1 is the ion
hopping rate obtained from the analysis of the dielectric spectra using the RBM. Using the
Einstein relation (eq. 4.7) and assuming that DH+ = D+ = D-, nH+ = n+ = n-, and q+ = q- = e (the
elementary charge), the concentration of protonic defects can be determined such that
𝑛𝐻 + =

𝜎0 𝑘𝐵 𝑇𝜏𝑒

(6.2)

𝜆2 𝑒 2

Measurements of the self-diffusion coefficients of LID-DA were not performed and are
not available in the literature. Consequently, it is necessary to estimate the hopping length λ in
order to quantify the free ion concentration according to eq. 6.2. NMR chemical shift
measurements of LID-DA indicate that the molecular moieties involved in proton exchange are
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the carboxyl hydrogen of decanoic acid (donor) and the tertiary amine nitrogen of lidocaine
(acceptor).193 In order for ionization to occur, the covalent O–H bond must be cleaved and the
new, ionized H–N+ bond must be formed. The mean hydrogen bond length (H∙∙∙N distance) for
the O–H∙∙∙N complex for similar mixtures is approximately 2 Å, and the H atom must jump a
distance d(H∙∙∙N) – d(H–N+) ≈ 1 Å when ionization occurs.198
The temperature dependent number density of protonic defects in LID-DA was calculated
using the above determined jump length in eq. 6.2. Using the measured mass density at 295 K
and assuming that ionized protons can only be contributed by the decanoic acid carboxyl group,
we have calculated the concentration of total ionizable protons in LID-DA to be
nH = 1.75×1027 m-3. Combining this result with the calculated concentration of protonic defects
(eq. 6.2), we have found that the mole fraction of protonic defects in LID-DA is 𝑓 =

𝑛𝐻+
𝑛𝐻

=

0.23 ± 0.05 at room temperature. Surprisingly there is quantitative agreement between estimates
of ionicity in LID-DA via FTIR, comparisons of the dielectric amplitudes of the RBM and HN
processes, and also the calculation outlined above. This adds a strong support for our assignment
of the proton hopping length to the hydrogen bond–covalent bond length difference, and it also
adds validity to the proposed dielectric model (eq. 4.6) used to analyze the data.
It is interesting that the number density of protonic defects in LID-DA is temperature
independent over the measured temperature range, as seen in the inset of Fig. 6.7. In proton
conducting liquids such as LID-DA, charge transport occurs at the elementary level of the acidbase reaction and the proton hopping process.188 Since the exchange of protons between
hydrogen-bonded acid-base pairs occurs rapidly, equilibrium can be achieved during all but the
most rapid structural rearrangement events (which may only occur at temperatures much higher
than those probed in the experiment). The state of this equilibrium largely depends on the local
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electronic properties of the lidocaine and decanoic acid molecules, which are relatively
insensitive to temperature changes in the measured temperature range.199 It thus follows that the
number density (at the measured temperatures) of protonic defects in LID-DA should also be
insensitive to temperature—as has been found from analysis of the dielectric spectrum. This
observed behavior of the protic IL mixture LID-DA is very different from what was found for
the aprotic ionic liquids studied in the previous chapters, in which the number density of free
ions decreases with decreasing temperature with an Arrhenius type of thermal activation as a
result of the long range electrostatic interaction.
6.3.2. Structural dynamics and the question of “superionic” transport
Having assessed the ionicity and characteristic charge transport properties of the LID-DA
mixture in the previous section, the next question to address is how the rate of charge transport
relates to structural reorientation in LID-DA. In order to explore this question in more detail, we
have measured the characteristic molecular reorientation times using dynamic light scattering
(DLS). The normalized intensity correlation functions (ICF) measured via DLS at selected
temperatures are shown in Fig 6.6(a). While it is not immediately evident by visual inspection of
the data, these ICFs are comprised of two superposed decays at all measured temperatures, as is
demonstrated in the fitting of the field correlation representation in Fig. 6.6(b). The characteristic
reorientational relaxation times were deduced by fitting the ICFs with a superposition of two
KWW stretched exponential functions (eq. 4.3). Fig. 6.6 depicts the fitting of the ICF, as well as
the field correlation function g1(t), using eq. 4.3, and the contributions of the fast and slow
relaxation processes to the FCF are illustrated in Fig. 6.6(b). The reorientational relaxation times
determined from these fits are plotted in Fig. 6.7, and the stretching parameters of the two
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relaxation processes were found to be temperature independent at all measured temperatures,
with βfast ≈ 0.30 and βslow ≈ 0.60.

Figure 6.6. (a) Normalized intensity correlation functions measured in LID -DA at selected
temperatures. The red line represents the fit of the data at one temperature using a
superposition of 2 KWW functions (eq. 4.3). (b) The normalized field correlation function
measured at one temperature is shown fit to eq 4.3 (red line). The dashed green line and
dash-dotted blue line represent the single KWW relaxation functions contributing to the
total fit.

The relaxation times measured via DLS were fit with the Vogel-Fulcher-Tammann
𝐴

(VFT) function 𝜏 = 𝜏0 exp(𝑇−𝑇 ),18, 19 where τ0, A, and T0 are fit parameters, in order to
0

determine which relaxation process is associated with the calorimetric glass transition. The
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dynamic glass transition temperature (at τ = 100 s) was calculated for both the fast (Tg-fast = 199
K) and slow process (Tg-slow = 205 K). Since the dynamic glass transition temperature associated
with the slow process is nearly identical to the calorimetric glass transition temperature (Tg = 207
K), we assign this feature to the structural relaxation process of the LID-DA mixture. The
dynamic fragility of the structural relaxation process was also calculated to be m = 70, indicating
that LID-DA is a moderately fragile glass-forming liquid.

Figure 6.7. The characteristic relaxation times measured via BDS and DLS, as well as the
dc conductivity are shown plotted against inverse temperature. The solid lines are Vogel Fulcher-Tammann fits to the corresponding data. The inset presents the temperature
dependent number density of protonic defects calculated via eq. 6.2.

It is very interesting that we once again see two structural relaxation modes in the DLS
spectrum of LID-DA, similar to the case of the alkylammonium ILs. This indicates that the
nanoscale chemical structure of LID-DA may be highly heterogeneous. The heterogeneity
scenario is corroborated by our dielectric measurements, in which strong spectral broadening
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was observed that may be contributed to local composition fluctuations.197 We speculate that the
fast relaxation process in the ICF may be connected to fluctuations of the alkyl tails of the
decanoic acid, while the slow process may be connected to fluctuations of the phenyl rings of the
lidocaine molecule. Interestingly, the stretching parameter of the fast DLS process was found to
be βKWW ≈ 0.30, which is identical to the stretching parameter associated with the fluctuations of
the alkyl tails of the aprotic-ammonium ILs studied in the previous chapter. It is likely that the
flexibility of the alkyl chains allows for faster motions relative to the rotation of phenyl rings,
which are rigid and require a concerted motion of the entire lidocaine molecule.
The DLS spectrum of LID-DA differs considerably when compared to the spectrum of
the hydrogen bonded liquid 2-ethyl-4-methylimidazole (2E4MIm), a neat molecular liquid
proton conductor.178 A two-step DLS spectrum was also observed for 2E4MIm, although the fast
process was found to be related to structural relaxation, while the slow process (which was
Debye-like) was demonstrated to be connected to the coherent motion of supramolecular chains
comprised of 3-4 molecules. In LID-DA, we find no evidence of a Debye-like process associated
with supramolecular aggregates or clusters, which are postulated to be connected to a potential
ultra-fast transport mechanism in proton conducting liquids.200
It is hypothesized that a “super-protonic” transport mechanism may exist in some kinds
of protic ionic liquids, in which protonic defects are able to migrate much more rapidly than the
host molecules can execute molecular reorientations. This hypothetical process is similar to the
Grotthuss mechanism in water,189 and it was recently suggested that fast proton transport occurs
in phosphoric acid,190 as well as in some pharmaceutical based protic ionic liquids.201 As is seen
in Fig. 6.7, the charge transport rate in LID-DA is nearly identical to the rate of structural
reorientation measured via DLS. The type of conduction mechanism observed for LID-DA is
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reminiscent of the “vehicle mechanism”, in which protonic defects migrate as passengers on the
parent molecules.202 Our results indicate that the charge transport properties of protic ionic
liquids may vary dramatically depending on the chemical properties of the liquid molecules, and
clearly, the mechanism of proton transport found in LID-DA is much different than in water and
phosphoric acid, which exhibit a Grotthuss-like transport mechanism.

6.4. Conclusions
In this chapter, we have studied the structural dynamics and charge transport properties of
a 1:2 mole ratio mixture of lidocaine and decanoic acid. Corroborating earlier studies, we have
found that this mixture can be characterized as a “deep eutectic mixture”, in which there is no
measureable melting transition, and only a glass transition can be detected.193 Additionally, this
mixture exhibits a modest level of intrinsic proton conductivity, leading us to classify it as a
weakly ionized, “poor” protic ionic liquid. From the analysis of FTIR and BDS measurements,
we have determined that the fraction of ionized moieties in this mixture is relatively low, with
approximately 25% of the decanoic acid existing in the ionized state at ambient temperature.
Even though the charge carrier (the protonic defect) in this protic ionic liquid mixture is quite
different from the case of the aprotic ionic liquids, in which charge is transported via
permanently charged counterions, we have demonstrated that the Random Barrier Model (RBM)
can adequately describe the permittivity spectrum of LID-DA. This may indicate that the
Brownian-like hopping mechanism which is at the core of the RBM occurs in a wide variety of
conducting liquids, regardless of the nature of the charge carrier.
The structural dynamics as measured via dynamic light scattering were also found to be
quite complex in this protic ionic liquid, where a bi-modal relaxation function was observed at
all measurement temperatures. Similar to the case of the alkylammonium ionic liquids studied in
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the previous chapter, we hypothesize that pronounced compositional heterogeneity causes a
degree of nanophase segregation to occur in this mixture. We speculate that fluctuations of the
alkyl tails of decanoic acid are connected to the faster relaxation process, while the fluctuations
of the phenyl rings of lidocaine are connected to the slow relaxation process and the calorimetric
glass transition.
One of the major questions about conductivity in protic ionic liquids is whether or not a
“super-protonic” transport mechanism may occur in the liquid state of these materials. While the
ionic liquid mixture LID-DA is indeed an intrinsic proton conductor, we have demonstrated that
the characteristic rate of charge transport is practically identical to the characteristic rate of
structural relaxation at all measured temperatures. Thus, proton transport is directly coupled to
and rate-limited by structural motions in LID-DA. This result stands in contrast to the generally
accepted proton transport mechanism of water and phosphoric acid, in which protonic defects are
known to migrate faster than structural relaxation can occur. Our results, in conjunction with
studies of other proton conducting liquids, suggest that the details of the chemical structure of the
proton donor and acceptor molecules can strongly alter the conduction mechanism in protic ionic
liquids.
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7. Concluding Remarks
Room temperature ionic liquids are an important class of materials which have the
potential to be used to solve many of the pressing chemical and electrochemical challenges
facing society both today and in the future. Whether as recyclable, “green” reaction media in
modern chemical synthesis, or as non-volatile and non-hazardous electrolytes in batteries and
fuel cells, ionic liquids are currently being explored for a multitude of technological applications.
In order to properly utilize these materials, however, it is essential to develop a predictive
understanding of the fundamental relationships between chemical structure and physicochemical
properties of ionic liquids. To this end, this dissertation presented experimental studies of three
subsets of ionic liquids which were performed to characterize how the molecular level transport
properties are connected to and influenced by the chemical structure of the constituent ions. In
addition, these studies have also elucidated the interrelationship between the reorientational
molecular (structural) dynamics and the translational charge transport process in ionic liquids.
In the first part of this dissertation, the reorientational structural dynamics and charge
transport properties were characterized in a homologous series of 1-butyl-3-methylimidazolium
based ionic liquids, in which the anion size and chemical structure were systematically varied. It
was found that the glass transition temperatures of these ionic liquids decrease as the anion
becomes larger and the degree of asymmetry increases. As a result, the ionic mobility strongly
increases for those materials with lower glass transition temperatures, and the ionic conductivity
also increases significantly. Interestingly, the anion chemical structure was found to have no
measurable impact on the mole fraction of simultaneously conducting (free) ions. These results
suggest that whereas ion association is likely controlled by the coarse-grained nature of the
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electrostatic interaction, the ion transport process is instead strongly influenced by the local,
molecular level friction mechanism.
The studied ionic liquids were also found to exhibit dynamical properties which are quite
different from those of most molecular glass forming liquids. Remarkably, none of the ionic
liquids exhibited the so-called dynamic crossover, which is nearly ubiquitously observed in
molecular liquids. Furthermore, the spectral shape of the reorientational structural relaxation
process was found to be temperature independent from above the melting temperature down to
the glass transition temperature—another unusual finding. Finally, the decoupling of
translational from rotational motions in these ionic liquids, while certainly present, was found to
be only weakly pronounced when compared to other supercooled liquids with similar glass
transition temperatures and dynamic fragilities. These unique dynamical characteristics
differentiate ionic liquids from many other glass forming liquids, and it is hypothesized that
these differences are connected to the distinctive interionic interaction mechanisms of ionic
liquids.
Having characterized the influence of the anion chemical structure, the next part of the
dissertation presented studies of the structural dynamics and charge transport properties of a
series of three tetraalkylammonium bis(trifluoromethylsulfonyl)imide ionic liquids in which the
alkyl side chains were systematically varied. Upon changing the alkyl side chain length and
volume fraction, strong changes in the ionic conductivities, glass transition temperatures, and
structural dynamics were found to occur. It was shown, remarkably so, that the nanophase
segregation of apolar alkyl side chains from the charge-rich ion centers—which is known to
occur in these liquids—has a surprisingly pronounced effect on the structural dynamics. This
nanophase segregation induces strong dynamical heterogeneity in the ammonium based ionic
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liquids. It is so strongly pronounced that two distinct structural relaxation modes—corresponding
to relaxation in the alkyl-rich and the charge-rich domains—were observed in the relaxation
spectra of all three studied materials at all measured temperatures.
Not only did the cation chemical composition significantly impact the structural
dynamics in these liquids, but it also had a strong impact on the charge transport properties. As
the length and volume fraction of the alkyl side chain moieties increased, it was found that the
ionic mobility, as well as the mole fraction of free ions, strongly decreased. It was hypothesized
that as the alkyl domains occupy more of the liquid volume, the ion charge centers are forced to
form long-lived aggregates which reduce the mole fraction of free ions and considerably hinder
charge mobility. Thus, strong amphiphilicity of the cation significantly limits charge transport in
ionic liquids.
Whereas the first two parts of this dissertation were concerned with aprotic ionic liquids,
the final part presented studies of the structural dynamics and charge transport properties of a
carboxylic acid-tertiary amine based protic ionic liquid. One of the key properties of the protic
ionic liquids, which are formed upon reaction of a Brønsted acid and Brønsted base, is that they
generally do not completely ionize and instead consist of a mixture of ionized and neutral
moieties. This dissertation demonstrated a potential way to quantify the degree of ionicity in
protic ionic liquids using a combination of infrared and dielectric spectroscopy. While the charge
carrier in protic ionic liquids (the protonic defect) is intrinsically different from that of aprotic
ionic liquids, the mechanism of charge transport was found to be nonetheless very similar to the
aprotic ionic liquids, in which ion transport occurs via a Brownian-like hopping mechanism
according to the Random Barrier Model. Finally, it was shown that the rate of proton transport
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in the carboxylic acid-based protic ionic liquid is nearly identical to the rate of structural
relaxation, indicating that a “super-protonic” transport mechanism is not present in this liquid.
Through these studies, the interrelationship between chemical structure and molecular
transport properties of ionic liquids was explored. Certainly there is a great deal of work left to
be done in order to fully understand the properties of these important materials. There remains
much to understand about the influence of nanophase segregation on the microscopic structural
dynamics and charge transport properties of ionic liquids, and consequentially this is a very
active area of current ionic liquid research. Research along the lines presented in this dissertation
could have a significant impact on the field. Furthermore, studies of the molecular transport
properties of protic ionic liquids have only scratched the surface of this very large and
technologically significant field of research. There are many important discoveries to be made
here, and studies similar to those presented in this dissertation will certainly help to uncover the
interesting nature of the protic ionic liquids as well.
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