The authors of this well-written volume have all made important contributions to the study of finite-difference methods for initial value problems of partial differential equations. The main question addressed by this book is the extent by which the accuracy of a finite-difference method suffers when the initial data is not smooth enough. A quite complete theory, including inverse results, is presented. A few model problems, rather than general parabolic systems, etc., are treated to simplify the presentation. The theory is developed in L for general p. The authors show how only a few, wellchosen, extra technical tools are required to extend the theory from L2 to the general case.
The chapter headings are as follows: 1. Introduction, 2. Basic analysis, 3. Taylor's polynomial series, 4. The interpolating polynomial, 5. "Best" approximation, 6 . Numerical differentiation and integration, 7. Solution of algebraic equations of one variable, 8 . Linear equations, 9. Matrix norms and applications, 10. Systems of non-linear equations, 11. Ordinary differential equations, 12. Boundary value and other methods for ordinary differential equations. Appendix: Computer arithmetic.
Each chapter has a collection of problems. Solutions to selected problems are given at the end of the book. As is appropriate for a book on this level, there are no references to the literature; instead, there is a list of some key texts.
W. G. This book is a thorough introduction to mathematical optimization and is intended for electrical engineers in Russia. The content is outlined.
I. Tchebycheff approximation by polynomials-discrete case. The problem is motivated by a data analysis application, formulated precisely and the basic mathematical results (existence, uniqueness and altervation) developed. Two computational methods and the linear programming interpretation are given.
II. Tchebycheff approximation by polynomials-continuous case. The development is similar to Chapter I along with various convergence results. The Remes algorithm and discretization method are analyzed in detail.
III. The discrete minimax problem. The problem is formulated precisely and various elementary properties developed. The necessary condition (derivative equal zero) and several sufficient conditions for a solution are given. The coordinate direction and steepest descent methods are presented and then three successive approximation methods are analyzed. This is the key chapter of the book.
IV. The discrete minimax problem with constraints. The complications introduced by constraints are examined in an analysis somewhat in parallel with Chapter III.
V. The generalized problem of nonlinear programming. The generalization of the previous problems is developed along with basic results. Lagrange multipliers and the Kuhn-Tuck'er theorem are presented. The generalization of the descent and successive approximation methods are presented along with the penalty function method.
VI. The continuous minimax problem. The final level of generality and abstraction is reached and developed. Discretization is analyzed and the final two sections return to polynomial approximation.
VII. Appendices and notes. There are 60 pages of mathematical material and a short set of notes.
The style of the book is definitely tutorial. It goes from the concrete to the abstract and there are numerous detailed examples. New notation is frequently introduced. A student who covers this material will have a solid background in mathematical optimization.
The principal weakness of the book is that it is not up-to-date. In some areas the mathematical aspects have developed considerably beyond that presented here. For example, the Remes algorithm is shown to be linearly convergent but over 10 years ago H. Werner showed it to be quadratically convergent. The newer and more effective methods such as Davidon, variable metric, Fletcher-Powell, etc. are not mentioned for the nonlinear programming problems. The influence of high speed computers is not seen; the aim of this book is the treatment of small problems.
The translation is of high quality and no misprints were noted. The authors view their approach as a perturbation method for general mathematical systems where the structure of the system is varied and a functional relationship is derived which describes the behavior of the system under such perturbations. For example, in the context of two-point boundary value problems for ordinary differential equations the solution is considered to be a function not only of the independent variable but also of the length of the interval of integration and of the boundary values. The related invariant imbedding equation then describes the behavior of the solution as these variables are changed. However, unlike some earlier books on invariant imbedding, this book is not restricted to boundary value problems for ordinary differential equations; instead, it is the authors' intent to provide a "toolchest of invariant imbedding methods" which will allow the reader to find the invariant imbedding formulation for a variety of applications.
The book consists of twelve chapters; nine of them deal with two-point boundary value problems for ordinary and partial differential equations. Others explore invariant imbedding for random walk problems, wave propagation and integral equations. Throughout, whenever possible the terminology of particle transport theory is used and much effort is devoted to obtaining the imbedding equations for various Boltzmann transport equations. An extensive collection of problems is provided at the end of each chapter.
The level of presentation throughout the book is fairly elementary; the emphasis is on deriving, and occasionally solving, the invariant imbedding equations through formal manipulation or on physical grounds. Indeed, it is the authors' expressed intent to avoid all "mathematical pseudosophistication" so that the book be accessible to a variety of readers. The overall impression is not of a book with a concise new mathematical technique but of a compendium of novel applications of one and multiparameter (operator) continuation methods (with the range of integration as the key imbedding parameter). Numerical analysts, however, will likely find the book to be of limited value since the authors by choice do not explore the computational aspects of their method. Throughout, the claim is implicit that the invariant imbedding equations, which typically are of evolution type, are easier to solve than alternate formulations. This is neither true in general since the continuation may terminate prematurely nor helpful in those cases where the equations have classical solutions since numerical stability and machine memory limitations abound. There is computational and theoretical merit to the initial value formulation now associated with the name of invariant imbedding. However, the authors' uncritical exposition is not likely to dispel the reservations widely held against this method. This short monograph is an elegant presentation of most of what is known and interesting about the Chebyshev polynomials Tn(x). The presentation appears leisurely in spite of the amount of material presented due to the careful organization of the material. The book contains four chapters as follows: Chapter 1 has basic definitions, then treats interpolation at the zeros and extrema of Tnix) and finishes with orthogonality properties. Chapter 2 gives the minimax approximation and extremal properties of Tnix). This chapter is divided into two distinct parts and each viewpoint is developed naturally from first principles. The result is compact introductions to Chebyshev approximation theory and the maximization of linear functionals. The theme of Chapter 3 is the use of expansions of functions in a series of Tnix). This material introduces many ideas and methods of numerical analysis and approximate computations. The final short Chapter 4 shows that TniTmix)) = Tnmix) (i.e. the Chebyshev polynomials are closed under composition) and develops the consequences of this.
Gunter Meyer
The book is written so as to be useful as a text and there are over two hundred exercises. These vary from easy to difficult and also serve to present many facts without lengthening the text. The primary use of this book is as a reference for the working applied mathematician and numerical analyst. It gathers together, as no other book does, the variety of material that one needs from time to time in the analysis of approximate methods or the search for counterexamples. A brief survey of the related literature (or, at least, a more complete bibliography) and a more detailed index would have enhanced its value in this respect.
The book is recommended as a welcome and unique addition to an applied mathematics library.
J. R. This is an introductory course in probability theory, with major emphasis on computer simulations and applications. The level is quite elementary; for instance, only finite probability spaces are considered. As each new concept is introduced, the student is presented with a simple computer program and sample run illustrating the concept. Thus, after only a few pages of preliminaries, the five-line program "RANDOM" is introduced, showing how to generate twenty random numbers. Such computer generated random numbers are the tool for illustrating stochastic phenomena throughout the remainder of the book. By the next page the student learns how to generate a sequence of outcomes of coin tossing, and before the course's end one can simulate the arc sine distribution of fluctuation theory and the ergodicity of a regular finite Markov chain. All programs are written in the language BASIC, with actual run printouts immediately following the program listings. Needless to say, the text will only be effective in conjunction with access to a computer facility equipped with BASIC. Also, a certain familiarity with the language (which may be acquired in a few hours) is a prerequisite. To a certain extent, though, the student is able to learn program writing skills concurrently with the theoretical material.
Chapter 1 contains the basic framework and terminology of probability, some elementary combinatorics, then conditional probability. Among the computer applications are numerical solutions to the famous "birthday" and "hat check" problems. In Chapter 2 the author introduces random variables, expectation and variance. The important notion of a martingale is also given, and illustrated with a simple "stock market" model. Chapter 3 deals with limit theorems, but only by approximation to finite range experiments. The discussion includes the weak law of large numbers, central limit theorem and arc sine law. Each is illustrated with illuminating computer graphics and several simulations. Key ideas, e.g. Chebyshev's inequality and the reflection principle, are discussed, but details of proofs are often omitted. The final chapter gives the basic theory of finite Markov chains, culminating in the limit theorem for regular chains. The text is complemented by many problems, of greatly varying difficulty, often involving the writing of a BASIC program.
The book constitutes a novel approach to elementary probability theory, which should appeal to students and teachers interested in a computer oriented perspective. The tenor of the discussion is casual, with an emphasis on ideas rather than formalities. The computer simulations add a dimension of tangibility to the subject matter, a dimension often lacking in the modern, abstract approach to mathematics.
David Griffeath This remarkable work, a labor of some twenty-eight years, has apparently gone unreviewed and unnoticed for more than a decade. It is an extension of a small table of H. Hasse [1] which in turn is an elaboration of an original work of E. Kummer [2] on cyclotomic fields.
As the title indicates, it covers fields and subfields generated by exp(2m/f) whenever Euler's </>(/) < 256. The tables of Kummer and Hasse are for /< 100. Schrutka gives data on three-hundred and thirty-eight different fields. His format is the same as that of Hasse except that he puts all those fields for which <p(f) are the same under one heading.
For each such / and each appropriate subfield is given the generating character, the order, the degree, and relative class number of the subfield and finally the product h*(f) of these class numbers, the so-called first factor of the field. This last is often a 30-50 digit integer. With each class number is given its factorization when known. Otherwise an indication "keine primzahl" after a number N means that 2N~x ^ 1 (mod N). Whenever 2N~1 = 1 (mod N), Schrutka enters A as a prime although he admits in a footnote that the probability that N is composite is positive but of "the order of 10~6 to 10~10". It would be useful to complete the proof of primality in all such cases, and some steps in this direction have already been taken.
Finally, there is a small table of 0(h) for n = 1(1)1059 to aid the user in entering the table.
Most of the computational effort in obtaining the huge class numbers is spent in the "norming" of character sums of the form Mx = 2&x(fc). Schrutka does not indicate precisely what method he used for norming. Metsankyla [3] and Spira [4] have suggested the use of multiprecise floating point approximations to Mx but apparently this is pretty expensive [5] . Recently, Newman [6] , unaware at the time of Schrutka, published a table of h*(p) for all primes under 200 in which he used a determinant method. A comparison of the Newman method with that of Schrutka seems to favor the latter since the class numbers appear already algebraically partially factored into numbers whose prime power divisors belong to predictable arithmetic progressions. But there is considerable room for improvement of Schrutka's algorithm.
The tables seem to be quite accurate. Newman's table is in complete agreement wherever it intersects the one under review. In testing an improved algorithm, the reviewer obtained Schrutka 19 [7] .-Jeffrey Shallit, Calculation of \ß and 0 (rAe Golden Ratio) to 10,000
Decimal Places, ms. of 12 typewritten sheets deposited in the UMT file.
In a two-page introduction the author briefly describes his method of calculating these related numbers to 10015D on an IBM 360/75 system. He states that he successfully compared the first 4599D of his approximation to 0 with the value given to that precision by Berg [1] .
Following the tabulation of \ß and 0 to 10000D, there appear tables of the frequency distribution of the decimal digits in each number.
As a further check on this calculation, this reviewer has successfully compared the present approximation to \ß with more extended, unpublished values of Jones [2] and of Beyer, Metropolis and Neergaard [3] , which were carried to 22900D and 24576D, respectively.
J. W. W.
There are 8122 distinct pure cubic fields Q($D) for 1 <D< 104. They are listed here in order of D, not in order of their discriminants -3k2. For the calculation of k, see the paper [1] in this issue for which this table was computed. There are listed here D; k; J, the period length of Voronoi's algorithm for computing the fundamental unit;/?, the regulator to 10S; A, the class number; and $(1) = 2irhR/y/Tk, Artin's function, to 10D.
Concerning Tables 1-5 in [1] , the following comments may be of interest. In Table 1 , for every natural number n < 53, there is at least one D for which h|A. But there are none here for n = 53, 55, 59, ... . In analogy with the results of Yamamoto [2] and Weinberger [3] for real quadratic fields, it is reasonable to conjecture that every n will be a divisor as D -► °°. One finds no less than 142 D here with 81|A, but since the class groups are not computed in [1] , nor even the 3-rank rx (see Section 7), it is left open whether rx = 4 or 5 occurs for D < 104. Table 2 shows that the density of D with A = 1 declines as D increases. Of course, the density must -► 0 since almost all D will have 3|A (and even 3"|A) as D -> °°. But if one restricts D to the primes q = 2 (mod 3), then 3tA, and it is reasonable to ask if the number of Q(^/q~) having A = 1 has an asymptotic density as q -► °°. That is plausible. I find that 294 of the 617<7 here have A = 1 and the density remains close to 48%. It would be of interest to extend the table of such Qi^fq) having A = 1 for q > 104 to study this further. Since the Euler product method (see Section 5) should be able to distinguish A = 1 and A > 2 with a modest value of Q, this extension could be done very efficiently. Tables 3 and 4 are analogous to the lochamps and hichamps of [4] for quadratic fields. Note that all D in Table 3 are = ±2, ±4, or ±6 (mod 18). That guarantees that 2 and 3 ramify completely and thereby contribute the minimal factor 1 to <^(1). In Table 4 all D > 29 are s ±1 (mod 18), and now 2 and 3 contribute the maximal factor 2. Note that the largest and smallest <J>(1) here have the very modest ratio 3.81191/0.61997 = 6.14850. That is much smaller than the ratios obtainable in quadratic fields with comparable discriminants, cf. [4] . The reason is that all primes = 2 (mod 3) split the same way in every Qi^/D), unless they divide D, and so the variation possible in <J> (1) Table 4 has such a long run, but 1546 = -2 (mod 18), its q>(l) loses a factor of 2 as above, and so D = 1546 does not appear in Table 4 . The 4>(1) in Table 4 In contrast to pure cubic fields, cyclic cubic fields have discriminants d that are perfect squares and all primes either split completely in the field or are inert. Thus, [5] , one finds <JX1) = 0.17377 and $(1) = 0.16850 for d = 1392 and 25572, respectively. These $(1) are even smaller than occur in comparable quadratic fields. Correspondingly, the polynomial fix) = x3 -49x2 -52* -1, having d = 25572, has a very high density of primes considering the fact that fix) is cubic. At the other extreme, Q(x) for x3 + x2 -1332jc + 15840 = 0 having d = il • 571) has the astonishingly large $(1) = 11.63136. This is far larger than occurs in comparable quadratic fields. As H. Stark pointed out to me, this can occur since cyclic cubic fields have Artin functions <j>(s) that are the products of two L functions. It would be desirable for someone to extend Littlewood's analysis [6] , [4] to such cyclic (and other) algebraic fields and thereby determine bounds on their <Ï>(1) when the Riemann hypothesis holds. Table 5 gives the D having champion values of R. All D > 15 there have A = 1 and one notes that the ratio R/J always remains close to 1.12 when R and J are large.
For quadratic fields the analogous ratio is [7] Levy's constant: Trill In 2 = 1.18657. It would be interesting to obtain an analytic expression for the ratio («* 1.12) here, but Voronoi's algorithm is quite intricate. That makes any such analysis quite complicated relative to the quadratic case which is based upon regular continued fractions. As stated in [1 ] , this table was computed using a formula of Barrucand for <i>(l); and this method is said to be much faster than Dedekind's method based upon Epstein zeta functions. But there are different ways of doing the latter: if the quadratic forms and their weights are determined by trial and error factorizations, then Dedekind's method is certainly very slow for large D. But if one used group-theoretic methods of generating the forms and determining their weights [8, pp. 278, 281] , it may go much faster. Nonetheless, it would take time: these are large discriminants and the number of forms needed goes as Oik).
D. S.
