Let a be an element of a finite ordered set P. A subset F of P is a cutset for a if every element of F is incomparable to a and if every maximal chain of P intersects F U {a}. The cardinalities of minimum sized cutsets for elements of finite boolean lattices are determined
Introduction
In graph theory, Menger's Theorem is the basis of many results concerning notions of connectedness. There are many versions, in this paper the following will be useful. Let For a proof see Aigner [l, p. 3921 , also see this book for any undefined graph theoretic concepts contained in this paper.
In ordered sets, two concepts have been introduced which in the finite case can be related to questions of connectivity in the appropriate associated directed graph. In an ordered set (P, c), F is called a cutset if every maximal chain intersects F. If a E P, then F is called a cutset for a if F U {a} is a cutset and if no element of F is comparable to a. See Fig. l(a) , (b) respectively, in each case the elements of F are indicated by dark circles. Note that in neither case does F have to be an antichain. Grillet [5] , however, found a forbidden configuration characterization for certain ordered sets (the infinite chains satisfied some 'regularity' conditions) in which every maximal antichain is a cutset. Rival and Zaguia [6] characterized, again by means of a forbidden configuration, those ordered sets which can be decomposed into antichain cutsets. The idea of cutsets for elements was introduced by Bell and Ginsburg [2] while investigating the space of maximal chains in the product topology. As with the first notion of cutsets, the main thrust in the investigation of cutsets for elements has been structural, mainly relating them to antichains (see Sauer and Woodrow [7] and Ginsburg, Rival and Sands [4] ). In this paper however a quantative approach is taken based on Theorem 1.
Let a, b E P, (P, C) an ordered set, a covers b, written a > b, if a > b and a > c 3 b implies that b = c. The directed diagram of (P, G) is a directed graph D(P) = (P, E) w h ere (b, a) E E if a covers b. Note that any maximal chain between two elements of P corresponds to a directed path joining them in D(P). Let Pb = P U (0, l}, where Pb inherits the order of P and in addition 0 sx < 1 for all x E P. If p has one or both bounds then (0, l} are not necessarily disjoint from P. Let P' be the ordered set obtained when 0 and 1 are disjoint from P (see Fig.   2 ). Since any maximal chain between two elements of P corresponds to a directed path joining them in D(P), the proof of the next result is immediate. In the sequel all ordered sets will be assumed to be finite and bounded. The latter is no restriction because of the preceeding result.
Let x E P and {c} be the collection of cutsets for x. Let C(u, P) = maxi {I&]}. If P is finite then C(u, P) can be determined efficiently using Theorem 2 and the network flow algorithms associated with Menger type results. For arbitrary ordered sets this may be the only approach possible. However, if P is 'regular', then it may be possible to give an explicit formula for C(u, P), in terms of other invariants of P, and also to describe such cutsets. In Pb, let U(u) = {y E P 1 y > a, y<x for some .z>u} and I(u)={y~PlyCu;y>z for some ~<a}. In particular, 13 a 2 0 so that U(u) contains the maximal elements of P -(1) which are not above a and L(u) the minimal elements not below a. Both U(u) and L(u) are cutsets for a since any maximal chain must chain must contain 0 and 1 and if it does not contain a it must contain elements of both sets. These give bounds for
C(a, P), how good these bounds are depends on P. However, it would seem that such cutsets would be close to optimal if P was unimodular ( [l, p. 4191) . No general results are known except for 2-dimensional distributive lattices (Rival, Zaguia [6] ) in which min{(U(a)], IL(a)]} = C(a, P).
Let 2" denote the Boolean lattice on iz elements. Let a, b E 2", if h(a) = h(b) then there is an automorphism of 2" which maps a to b. Therefore the size and structure of cutsets for a particular element in a Boolean lattice depends on the heights of the element. Consequently let C(i, n) denote the size of the smallest cutset associated with any (and hence all) elements of height i in 2".
If a, b E 2" and b < a, then b has n -h(u) upper covers which are not less than a.
if3.
Proof of Theorem 3
The proof proceeds by induction, however the induction step involves two cases. Determining C(i, n) for i = $z and i # +n have to be considered separately, The case i # $z is simpler and is discussed first.
Throughout the sequel, the atoms of 2" will be denoted a,, u2, . , . , a, and the element of height i will be taken as a = //jzl Uj. Even though the proof uses the directed graph D(2") it will be useful to retain the notion of the height of an element as measured in 2". In fact if P is a directed path P(i) will be used to denote the element of height i in the path and P(i, i) the segment of P from the element of height i to that of height i. (In this section all paths are directed paths and so the adjective will be dropped.) Also, if a is an atom and P = {b,, b1, . . . > bk} is a path then P v a will denote the path {bO v a, b1 v Proof. Let a,, a2, . . . , a,,, be the atoms of 2"+i and let u = Viz1 Uj. Let A be the sublattice generated by {ul, a2, . . . , a,} so that 2"+' =A U {A v a,+I}. In A, h(u) = i. Suppose that C(i, n) = (n -i)(2' -1) then by Menger's Theorem there is a family 3 of If n is even then Lemma 5 gives C(i, n + 1) for all i. If n is odd however then C(i, n -t 1) is given for all i except i = i(n + l), this case is covered next. 
Qdm + 1).
For m = 4, there paths are given in Table 1 . The paths in 9, 9 and 5% are important. The elements of these paths can be rearranged to form new 'twisted' paths which do not intersect any other paths of 9. Figure 3(a) gives an idea of the roles these three families play. An element x of a path in the lattice occupies position (p, q) if h(x) = p + q and h(x A b) = q. If each of the paths had elements that could be represented (in general) as
(1, q), (2, q), . . . 7 (m -4, q), (m -4, q + 11, Cm -4,q + 3,. . . , Cm -9, m -I), then the paths would be represented by the dark lines of the figure and the lemma would be proved. However there is only one element that can occupy (4,O) and the paths starting at (1,0) must find another route. The family 9 follow the dark lines, the families .% and 9 follow the wavy lines and are so chosen that at (3,l) the paths can be reformed to follow those indicated in Fig. 3(b) . One problem is to recover these families at the end of the induction step. Note that bi, yi E Ai for i = 0, 1, 2, 3. The disjoint paths needed to show that C(m + 1, 2m + 2) = (m + 1)(2m+1 -1) will be constructed in parts by using the family $ of disjoint paths in 22". Since IU(b,)l = IL(b,)l = (m + 1)(2m+1 -1) it will suffice to construct disjoint paths such that each path contains precisely one element of U(b,).
In 22m+2, b. < bl < b3 and b,< b2< b3 and in Ai, h(bi) = m, i = 0, 1,2,3. Therefore let 3 be the family of disjoint paths for b. in A0 given by induction and let { Qj} and {Pi} be the other assumed families. Let 2 be a family of 22m -2 paths of $ which includes {P,j ( i = 1, 2, . . . , m -1, j = 1,2, . . . , m} such that every element of (0, b,) and (b,, z) is contained in precisely one extension of the 4's.
The majority of the new paths are described in (1) and (2).
(1) The paths of {P v u,+~ 1 P E 9 -{Poj 1 j = 1,2, . . . , m}}. Let 9'=9-($U{Po,jIj=1,2,.
. . , m}). If p is a path of $', let p, p', p" be the first, penultimate and last vertices, respectively, of P. In Al, take the path segments (9) Rj(O, m -l), j = 2, 3, . . . , m;
(10) RI@, m -1) u {YI> u QI<~ + 1, 2~);
(11) (Continuation of (5)) Qj(m + 1, 2m), j = 2, 3, . . . , m; (12) (Continuation of part of (7)) P,,,(m). Since {Rj} and {Qj} only intersect {Po,j}, the paths contained in (9)-(12) are mutually disjoint, moreover since {P,,j(l)} = {Rj(l)} every element of L(b,) flAl is contained in precisely one path of (l), (9), (lo), (ll), (12).
In A2 take, (13) 9; (14) PO,,; (15) (Continuation of (7)) PO,j(WZ, 2m + l), j = 2, 3, . . f, m;
(16) {b, bz v em+d;
By the choice of 9 and {Po,j}, all the paths are disjoint and every element of U(b,) n & = bm+z> &I is contained in precisely one path of (2), (13), (14), (15) and (16). In A-,, essentially the construction in Al using the E,j's, the Q's and the R's, is reversed. Specifically, take In a similar but dual manner it can be shown that Pk_,,,(m + 2) > PLl(m + 1).
The family 9' is defined as follows. It is easy to verify that the paths from 9', respectively 9?.', each intersect a unique path of Phj.
The required families 2', 9' and 9' have been found, together with the appropriate covering relations. Consequently Lemma 6 has been proved and hence so has Theorem 3. 0
