The aim of this paper is to present two moment matching procedures for basketoptions pricing and to test its distributional approximations via distances on the space of probability densities, the Kullback-Leibler information (KLI) and the Hellinger distance (HD). We are interested in measuring the KLI and the HD between the real simulated basket terminal distribution and the distributions used for the approximation, both in the lognormal and shifted-lognormal families. We isolate influences of instantaneous volatilities and instantaneous correlations, in order to assess which configurations of these variables have a major impact on the KLI and HD and therefore on the quality of the approximation.
Introduction
In this paper we start by introducing the standard moment-matching procedure that one can apply to simulate the average price of a basket of basic assets. The basic idea is that of approximating the actual process of the basket value by a sufficiently simple stochastic process. The expression "sufficiently simple" should be interpreted as "simple enough to allow for analytic solutions to the pricing problem at hand".
The approximation happens on the basis of a moment matching principle, which can be stated as follows: set the parameters of the approximating process so that as many moments as possible of the actual basket-price process are exactly reproduced. With the usual lack of fantasy, the market choice of an approximating process seems to have fallen onto the lognormal one [9] . The distinctive parameters of such a process being only two (the return's average and standard deviation over the time horizon set by the option to price) this moment-matching procedure can only match the first two moments of the original distribution. The lengthy calculations of the parameters' values can be performed so as to keep into account the effect of dividends, either continuous or discrete (but in any case deterministic, both in payment dates and in amounts). A more compact formulation of this method is obtained by resorting to forward prices, which incorporate both interest rates and dividends.
Another similar procedure consists of matching the first three moments, through an additional shift in the approximating lognormal basket by a deterministic parameter. This new parameter allows to fit the first three moments without losing analytical tractability, in that we can immediately characterize the distributional properties of the resulting process in a trivial fashion.
Wanting to match further moments, we will show how this issue can be addressed by resorting to a mixture of lognormal densities. Such a mixture, in fact, is flexible enough for practical purposes and implies closed form formulas for option prices.
We have performed an empirical analysis of the two-and three-moments-matching approximations based on the case of a basket of two equities in the Italian stock exchange and compare results by resorting to a Monte Carlo simulation to obtain the "true" distribution and statistics of the basket within a Black-Scholes world.
We subsequently analyze specifically the implications of the three-moments-method as far as a call option pricing is concerned.
The second part of the paper addresses the problem of computing a synthetic but at the same time rigorous measure of the deviation of the approximated baskets distributions from the true basket distribution. To characterize rigorously this distributional discrepancy, we introduce both the Kullback Leibler information and the Hellinger distance in suitable spaces of densities, and explain how this can help us in our investigation. We compute the distances of the true basket from the parametric families of densities being used in the two and three moments approximations through Monte Carlo simulation. The two families are respectively the lognormal and shifted lognormal families. Finally, we try and isolate the variables and the situations causing this distance to increase drastically, thus characterizing the cases where the two and three moments approximations can fail.
Assumptions and notation
Let {T 1 , . . . , T N } be the set of dates at which the values of the basket are contributing to the contract payoff. We shall denote by {τ 1 , . . . , τ N } the corresponding time lengths, meaning that τ i = T i − T i−1 , T 0 = 0, i = 1, 2, . . . , N .
For example, if we are pricing an Asian-style option on a basket, the T 's are the times at which the average is taken.
Denote by S i t or equivalently S i (t) the price of the i-th asset in the basket at time t. The basket value is then given by
where the a's denote deterministic and constant weights specified by the option contract, and A 0 > 0 is the initial basket value.
3 Matching the first two moments under different dividends formulations
Case with continuous dividends, constant rates and volatilities
The first and simplest case we consider is the case where all interest rates are equal to r, and where each asset S i in the basket pays a continuous dividend yield q i and has constant instantaneous volatility σ i . In other terms, we denote by W (1)
We therefore assume the different asset returns to be instantaneously correlated according to the matrix ρ.
Our purpose is to approximate the basket value A with a (lognormal) geometric Brownian motion (GBM). We take as proxy of A the processĀ defined by
dĀ(t) = (r −q)Ā(t) dt +σĀ(t) dW t ,Ā(0)
where W is a Brownian motion, andq andσ are the basket dividend yield and volatility to be determined in terms of the single assets' dividends q i , volatilities σ i , and correlations ρ i,j , i, j = 1, . . . , n. We aim at finding the value of the basket volatilityσ and dividend yieldq that are consistent, in some sense, with the true basket dynamics. We may reason as follows. By Itô's formula applied to (2) It is easy to compute the first and second moments of the approximated basketĀ. We obtain, by using the Gaussian distribution W t ∼ N (0, t) and the moment generating function of Gaussian variables,
E(Ā(t)) = A 0 exp[(r −q)t],
and
E(Ā(t)
2 ) = A We now compute the first two moments of the true basket A. To do this, we need to know E(S Going back to the first two moments of A, we obtain easily
The moment matching procedure consists in imposing, at a chosen time t = T , the equality between the first two moments of the true basket and of its approximation,
through the expressions found above. By doing this, we can solve inσ andq, thus obtaining, after straightforward computations,
Therefore, in this case the problem is solved. 
Case with continuous dividends, time-varying rates and volatilities
When wishing to take into account the initial term structures of interest rates and volatilities, one has to include time-varying rates and volatilities in the model. This can be accomplished by taking time-varying r and σ:
where we stick to the hypothesis of continuous dividends.
What is commonly involved in pricing payoffs depending on the basket at times T 's is the average of the just introduced time-varying quantities:
Here R(U, T ) is the continuously-compounded (interest) rate at time U for the maturity T , and V i (U, T ) is the volatility needed to price at time U a plain-vanilla option on S i with maturity T . These quantities are usually available in the market at time U = 0, and in-between volatilities can be stripped from the volatility curve at U = 0.
As before, we approximate the basket value A with a GBM. We thus take as proxy of A the processĀ, now defined by
whereq andσ(·) are the basket dividend yield and instantaneous volatility. What we need this time are the integrals of the instantaneous volatility. These integrals express volatilities corresponding to options with times and maturities in the set of chosen extremes of the integrals. To this end, denote by V A (0, T ) the basket volatility at time 0 for maturity T , that is
Straightforward generalizations of the above case lead to
whereas the formula forq remains the same as in (3) . The only problematic term in Eq. (5) is
We can easily compute this integral if we take each σ i to be piecewise constant in intervals [T k−1 , T k ] and set to the average volatilities
Indeed, in such a case we write
To obtain the average volatilities
in-between the time instants T 's that are relevant for the payoff, compute first, applying the above formula,
where, since alsoq depends on T in general, we have set
we obtain
The values ofq in [T k−1 , T k ] are stripped similarly: we set
A Monte Carlo simulation of the basket price will be based on integration of the GBM dynamics between times T k−1 and T k , leading tō
where all realizations of N (0, 1) involved can be taken to be independent, and where F (0; T k−1 , T k ) is the continuously compounded forward rate at time 0 for the period from
Case with discrete dividends, time-varying rates and volatilities
In this case dividends are no longer given by continuous dividend yields, so that we can set q i =q = 0 in the previous cases. Let us denote by t 1 , . . . , t m the times at which at least one asset in the basket pays a known discrete dividend, and assume that the i-th asset in the basket pays a known dividend K i p at time t p , p = 1, . . . , m. This quantity K is simply set to 0 for those assets that pay no dividends at t p .
We denote by D i (t) the present value of all future dividend payments for the i-th asset at time t, i.e. the sum of all dividend payments occurring after time t, each discounted from its payment date to t. We model each asset price C i in the basket as
Notice that D i (t) is a deterministic process with jumps (it jumps each time a dividend payment occurs for the i-th asset), whereas S i now models the continuous part of our price process. The whole price of the i-th asset is now C i , and this is the asset price observed in the market. We assume the continuous part S i of every such asset price C i to follow again a GBM analogous to (4) with all the q's (and henceq) set to zero:
According to this formulation, the basket value is at time t
Set
It then follows that the basket value is
We now approximate the continuous part A(t) of the basket value through the same process A as in the previous section with all q's (and thereforeq) set to 0,
so that we obtain again a method to simulate the basket. We have however to be careful:
The volatilities we are using are not the volatilities of the assets C, but merely the volatilities of their continuous parts S. We need therefore to correct for this difference, since our simulation requires the S volatilities while the market provides us with the C volatilities.
From the C volatilities to the A volatilities
We reason as follows. Due to the deterministic nature of D's, the time t-conditional variance of the "instantaneous increment" dS t is
By assuming a lognormal-like dynamics for C i , so that var t (dC
leading to
Integrating
dt/τ k , we obtain, by freezing stochastic processes at time 0:
A different approximation consists in replacing random variables with their expected values at time T k−1 :
This last formula is used to obtain the V 's from the market observed V C 's. Indeed, it is the C asset volatilities V C that are observed in the market, and the above formula provides us with the volatilities of their continuous parts S.
We can now obtain the integrated volatility of the continuous partĀ of the basket from the above V 's via formula (6) with all q's andq set to 0:
In-between average volatilities are obtained again as
Now we can simulateĀ as before:
4 Matching further moments: formulation via forward prices
The above results can be formulated in a more compact way by resorting to forward prices. Forward prices incorporate dividends and interest rates, with a considerable ease of notation. Given a maturity T , the T -forward price at time t for an asset S is simply the strike K that makes the forward contract payoff (S T − K) fair at time t. We solve in K the equation
thus obtaining trivially the forward price for S:
The process F S (t, T ), being the t-conditional expectation of a fixed random variable, follows a martingale. It follows that if we model F S (t, T ) via a diffusion, this will be a driftless one. When the canonical maturity is clear from the context, we will simply write F (t) or
Given the martingale property of forward prices, we have
where it is easy to check that the σ's are the same we had for the S 
so that in particular the first three moments are, respectively,
Consider once again a generic GBM, under the risk-neutral measure,
We can easily match the first two "terminal" moments of this process with the corresponding basket ones, thus obtaining a case very similar to that of Section 3.2 with forwards F 's replacing spots S's, so that all r's and q's are set to 0.
On the other hand, we might decide to match more than the first two moments. Notice that the m-th moment of our benchmark GBMB is easily computed as
Notice, in particular, that
If we wish to match more than just two moments of the actual distribution, we need to leave the lognormal terminal distribution forB to obtain something more general. In doing this, we need be to careful in order to preserve analytical tractability. One of the easiest ways out is the following "shifting" technique. Set
The new parameter γ represents a new degree of freedom that can be exploited to match the third moment. The corresponding dynamics is immediately
so that the risk-neutral drift-rate µ is preserved. The distribution of B has a shifted lognormal density p B , which is related toB's lognormal density pB through
We are primarily interested in the shift at terminal time T , so that we set λ := γ(T ).
Now use the shorthand notations
] to denote the generic i-th moments of the true basket A(T ). Then the first-three-moments-matching procedure reads, in this context, taking into account (14) and (22,17,18,19), respectively,
Lengthy but straightforward calculations lead to the following equations, which can be used to determine ξ, α and λ from m 1 , m 2 and m 3 through Eq.
The last equation has three (generally complex) solutions for α. We seek a real solution of the kind α > 1, which corresponds to 
which is positive only when
), or still in other terms, when the original distribution is (highly) positively skewed. This case commonly occurs empirically when dealing with baskets.
In the following, we propose a simple method for matching an arbitrary (but finite) number of moments of the basket's density at terminal date T .
The call option value in the three-moment matching procedure
From the definition of Eq. (20) the value at maturity T of the European call option with strike K on the basket is approximated by
with κ = K − λ, whose value at time 0 is
with P (0, T ) denoting the discount factor for maturity T . From the assumptions made on processB(t) we have
so that
Eq. (27) therefore becomes
Caution must be taken for the cases (not rare, though) when κ < 0: γ can in fact assume values comparable (and, often much greater than) the initial value of the basket A 0 . In such a case, the option price is trivially computed, and is equal to
The contract has thus lost its optionality and has become a forward contract. For all other cases, the pricing argument is standard, and leads to the Black and Scholes formula for an option whose underlying is the geometric Brownian motionB and with shifted strike κ:
where we set
5 Approximating the basket density via a lognormal mixture
In this section, we show how to approximate the density function of A T by means of a mixtures of lognormal densities. This method turns out to be useful because even though the density of A T is not explicitly known, its associated moments are.
As in Brigo and Mercurio (2000, 2001) , let us consider the following mixture of ν lognormal densities:
where λ j 's, v j 's and m j 's are real constants with λ j ≥ 0, v j > 0 and
the moments of the density f are explicitly given by
for any positive integer k.
Our method is based on matching the moments M k and
} for each k ≤ r (the r-th is the last moment we want to match). To this end, let us define:
We then want to find λ j 's, m j 's and v j 's solving the following (constrained) system:
Note that the constraint ν j=1 λ j = 1 has been inserted as first equation in the system (0-th moment matching).
The system (32) does not necessarily have a (unique) solution. Think for instance of the situation where we want to match a large number of moments just using few lognormal densities (large r and small ν). However, we should not forget we are free to suitably choose the number ν of lognormal densities.
A natural question arises now: how many lognormal densities shall we introduce? Of course, there is no definite answer, given also the degree of approximation one wants to achieve. One can start with a low value for ν (e.g. Therefore, to prove 1., and hence to solve our system (32), it is enough to prove 2. Condition 2. however is not so straightforward to verify, so that other methods, like the above minimization, are normally required in practice.
A major advantage of a mixture of lognormal densities is that it immediately leads to closed form formulas for option prices. In fact, the price of a European call (put), with strike K and maturity T , implied by such a mixture is simply the mixture of the corresponding Black-Scholes call (put) prices:
where ω = 1 for a call and ω = −1 for a put.
6 An empirical analysis of the two-and three-moment matching approximations
We have performed a thorough analysis of the approximations for the particular case of a basket comprised of two stocks in the Italian market (a realistic case): Fiat and Generali. The analysis consisted of i) plotting the "terminal" probability distribution of the basket price and ii) pricing a European call option on the basket. Table 6 . The option payoff formula is
with N the nominal (conventionally set equal to 100).
We have systematically studied prices and probability distributions for a set of different values of i) individual stock price volatilities and ii) correlations among stock price returns. We can devise three correlation regimes: the highly positive, zero and highly negative correlation. Also for individual volatilities the high-high, high-low and low-low regimes are of interest. The basic conclusions as far as option pricing is concerned are enclosed in Table 2 . They can be generally summed up as follows: for symmetric systems (i.e. when volatilities are roughly equal) and high correlation, the two approximations give the same price with good accuracy with respect to the "real" price. Matching three moments instead of two leads to generally better results especially in the case of highly asymmetric and/or negatively correlated systems (when the correlation equals one, both approximations converge to the same result for equal volatilities, due to the fact that the system is really following a geometric Brownian motion). The effect of matching an additional moment beyond the first two only is the more sizable, the more negative the correlation.
The quality of the approximations can be justified by examining Figs. 1-3 which show the probability distributions for the real basket (obtained through a Monte Carlo simulation, solid line), the two-moment matching (analytic distribution, dash-dotted line) and the three-moment matching one (analytic distribution, dashed line) for a few possible choices of the individual volatilities and of the correlation between stock price returns. Normally, negative correlations give rise to a highly peaked basket terminal distribution, which can only be approximated by the shifted lognormal distribution, the ordinary lognormal one being too smooth to adapt for the task. However, there are situations where matching up to three moments can still be insufficient for a reasonable approximation (see Fig. 1 ).
2
Positive correlations instead allow for a good degree of approximation of the basket terminal distribution, as can be seen from Fig. 3 .
The same conclusions roughly apply to the case of baskets of more than just two securities (see . 
The Kullback Leibler information and the Hellinger distance
In this section we introduce briefly the Kullback-Leibler information and the Hellinger distance, and we explain their importance for our problem, see also Brigo and Hanzon (1998), Brigo (1999 
in D, where · 2 denotes the L 2 norm, and where in general
The above quantities are respectively the well-known Kullback-Leibler information (KLI) and the Hellinger distance (HD). The KLI non-negativity follows from the Jensen inequality. The KLI gives a measure of how much the density p 2 is displaced with respect to the density p 1 . We remark the important fact that K is not a distance: in order to be a metric, it should be symmetric and satisfy the triangular inequality, which is not the case. Instead, the HD is a real metric. However, the KLI features many properties of a distance in a generalized geometric setting (see for instance Amari (1985) ). Notice finally that if p 2 vanishes in a measurable set of positive measure where p 1 does not vanish, the KLI becomes infinite. This means that the KLI assigns infinite distance to densities with different support, contrary to the HD. For the Hellinger case, instead,
from which we see that the HD takes values in [0, √ 2]. It can be shown that this distance, when defined directly on measures rather than on densities, is independent of the particular basic measure with respect to which densities are expressed, as long as both measures whose distance is considered are absolutely continuous with respect to the basic measure. Since one can always find a basic measure with respect to which two given measures µ 1 and µ 2 are absolutely continuous (take for example (µ 1 + µ 2 )/2), the distance is well defined on the set of all finite and positive measures on a given space (Ω, F), independently of the basic measure chosen. Consider now a finite dimensional manifold of exponential probability densities such as
expressed w.r.t. the expectation parameters η defined by
with ∂ z denoting partial derivative with respect to z (see for example Brigo (1999) or Brigo, Hanzon and Le Gland (1999) for more details). We define p(x; η(θ)) := p(x, θ) (the semicolon/colon notation identifies the parameterization). Now suppose we are given a density p ∈ D, and we want to approximate it by a density of the finite dimensional manifold EM (c).
It seems then reasonable to find a density p(·, θ) in EM (c) which minimizes the Kullback
It follows immediately that a necessary condition for the minimum to be attained at θ * is The above discussion provides also a way to compute the KLI distance of the density p from the exponential family EM (c) as the distance between p and its projection p(·, θ * ) onto EM (c) in the KL sense. We have
One can look at the problem from the opposite point of view. Suppose we decide to approximate the density p by taking in account only its m c i -moments. It can be proved (see Kagan et al. (1973) , Theorem 13.2.1) that the maximum entropy distribution which shares the c-moments with the given p belongs to the family EM (c).
Summarizing, if we decide to approximate by using c-moments, then entropy analysis supplies arguments to use the family EM (c); and if we decide to use the approximating family EM (c), Kullback-Leibler says that the "closest" approximating density in EM (c) shares the c-moments with the given density. These nice characterizations are not shared by the HD, whose advantage over KLI is that of being a real metric and of giving finite distances for densities with different supports.
Finally, it is well-known that the KLI is infinitesimally equivalent to the Fisher information metric around every point of a finite-dimensional manifold of densities such as EM (c) defined above. For this reason one refers to the KLI as to a "distance" even if it is not a metric. Indeed, consider the two densities p(·, θ) and p(·, θ + dθ) of EM (c). By expanding in Taylor series, we obtain easily
which is the same expression we obtain by expanding the Hellinger distance
8 Distance of the true basket distribution from the lognormal family of distributions and other numerical tests
Consider again the true basket terminal distribution at time T , coming from direct simulation of the single underlying assets. If we approximate the true basket by a terminal lognormal density, corresponding for example to the basket dynamics (15) (or to any other leading to a terminal lognormal distribution), then the question of computing the KLI distance between the true terminal distribution of A(T ) and the lognormal family becomes all that is relevant. Indeed, this distance expresses the best we can do by remaining in the lognormal family. Just to recall the lognormal distribution in exponential class form, notice that the approximate basket dynamics (15) leads tō
The probability density pB (t) ofB(t), at any time t, is therefore given by
where x > 0, and is clearly in the exponential class, with c 1 (
We will denote by L the related exponential family EM (c). As concerns the expectation parameters for this family, they are readily computed as follows:
As for the Gaussian family, in this particular family the θ parameters can be computed back from the η parameters by inverting the above formulas:
We can now compute the distance of a density p from the lognormal family L by applying formula (39):
where, as previously seen, minimizing the distance implies finding the parameters θ * such that
By substituting (41), omitting the argument θ * and simplifying, we obtain
This distance is readily computed with no need of optimization procedures, once one has an estimate of the true basket density and of its first two log-moments. Notice, indeed, an important point.
Remark 8.1 (Moments versus log-moments). The best moment-matching technique in the KLI sense is obtained by matching the first two log-moments of the true distribution, instead of the first two usual moments. However, we do not have an analytical formula for the log-moments of the true basket, as opposed to the usual moments, so that one prefers to match the usual moments instead of what KLI would suggest.
It is interesting to measure numerically the loss in terms of KLI induced by this "wrong moments" choice. This is easily feasible, as measuring the distance between two lognormal densities, which has an easy closed form expression. The only problem is that the basket log moments have to be computed through simulation. Then, for consistency, we may compute the usual moments by the same simulations and compare the distance between the two related lognormal densities to the distance of the basket from the family of lognormal densities. In this way, we can understand whether the wrong moments choice worsens considerably the approximation or not.
Given that the KLI is not a real metric as opposed to the HD, and since, once one leaves exponential families, its appeal diminishes considerably, we reason as follows. As far as the shifted lognormal dynamics (21) is concerned, its shifted lognormal distribution is not in an exponential class if we let the shifting parameter be free. It follows that interpreting the KLI projection as (suitable) moments matching no longer applies. Moreover, the shifting technique changes the support of the distribution, and this aspect renders the Hellinger distance again preferable, as discussed in Section 7.
We then start with a non-shifted lognormal approximating basket dynamics, by simulating the basic assets as correlated geometric Brownian motions, and present several plots of the KLI distance between the two moments approximation and the family of lognormal densities, as a function of volatility and correlation of the single assets forming the basket. We try and isolate what are the possible causes of large distances from the lognormal family. We answer questions such as: i) is asymmetry in the single assets volatilities and/or initial values good or bad for the KLI? ii) are negative correlations better or worse than positive or mixed ones? iii) are large correlations better or worse than small ones?
We already answered these questions for the specific pricing problem. We are now trying to justify what already seen by analyzing the distributional properties, instead.
Then we check the impact of the wrong moments choice on our approximation. We do some of the same measures numerically with the HD and compare results with the KLI. Given that the two distances are infinitesimally equivalent, we expect them not to differ too much when densities are close.
Then, we move to the shifted lognormal dynamics. In doing this we leave the KLI and fully switch to the HD. We measure the distances between the true basket, two moments and three moments approximations as functions of the underlying assets parameters. We try and characterize situations where the two moments matching procedure does better or worse than the three moments one when compared to the true distribution, and also compute the distance between the two approximations themselves.
We first need to assess a number of facts affecting the accuracy of our calculation of distances. The question we need to find an answer to is: is the number of Monte Carlo paths sufficient for the accuracy of the calculation?
A brief description of the procedure follows. We sampled the "real" terminal distribution at time T of the basket values through a simulation consisting of one million paths for each configuration of individual volatilities and correlations. By "real" we mean the distribution of the basket under the Black-Scholes assumptions we made at the very beginning, but where no use of approximations of any sort was ever made. The terminal distribution at time T of the basket values was then histogrammed in bins, each of unitary width. A similar procedure was then applied to sample both the two-moment and the three-moment matching distributions.
Given the three histograms, the two distances of interest (KLD, HD) were calculated through a numerical integration for each couple (real basket versus two-moments matched, real basket versus three-moments matched, two-moments matched versus three-moments matched). Due to the fact that by construction, the support for the three-moment matching distribution does not equal [0, ∞) as for the two-moment matching one, the convention we used is the following: the three-moment matching distribution is taken as a reference for the computation of the distances between the two (in other words, it plays the role of distribution p 1 in Eq. (34) ).
The Kullback-Leibler distances from the "real" basket distribution were calculated using the latter as a reference. To prevent numerical divergences in the calculation of the Kullback-Leibler distance when the two distributions do not have the same support, a conventional value of 10
replaces zero in the non reference distribution. Distances obtained for two-versus three-moment matching distributions were compared with a numerical integration of the analytic distributions, performed using Simpson's rule [10] . This allowed us to check the accuracy of calculating distances through Monte Carlo histograms. Some results, covering a significant range of configurations of correlation and individual volatilities, are reported in Table 3 . The accuracy in the calculation of distances is generally acceptable, being typically of the order of less than one percent. This is judged to be sufficient for a qualitative information to be gathered from the data. Normally, low accuracy results from basket terminal distributions displaying a high degree of kurtosis. Tables 4-6 (Figs. 12-14) . This valley is also monotonically increasing along the diagonal.
However, some more features can be noticed: in the anticorrelated case the distance between the two different moment matching distributions (where, as stated above, the three-moment matching one is the reference) can be seen to be increasing with asymmetry (i.e., when moving away from the diagonal) up to a limiting value, and then decreasing again. This is due to the fact that, when the two volatilities become very different, the basket closely resembles a one-dimensional system affected mostly by the dominant volatility, and both approximations converge to the same terminal distribution. This feature gradually disappears when correlation increases to 0 and 0.99: the valley becomes broad and flat (in other words, both approximations are distributionally close to the real one for not-too-asymmetric systems) and then steeply increases away from the diagonal.
The distances of the two moment matching distributions from the "real" basket terminal distribution are instead monotonically increasing functions of the asymmetry of the system, and only in the anticorrelated case suggest a plateau for high asymmetry (see Fig. 7 ). The three-moment to real distance is instead always quite structured, with a clear maximum (in the range spanned by our simulations) for asymmetric volatilities of the order of (30%,60%).
Whenever the system gets either more symmetric or more asymmetric, distances clearly decrease.
As a general result, we could state that the two-moment matching procedure performs quite well for nearly symmetric systems, especially when the correlation is not maximally negative; switching to a shifted lognormal distribution that matches the first three (instead of two) moments gives best results for highly asymmetric cases, when either of the two volatilities is greater than the other. This result is confirmed by a close inspection of the contour plots (Figs. 15-23 ).
Conclusions
Through a numerical study of a sample case (a basket composed of two stocks), we have tested the quality of two different approximations under various conditions. The study has been developed on two levels: the comparison of option prices and the analysis of probability distributions. The latter analysis has been based on the calculation of two "distances", the Kullback-Leibler information and the Hellinger distance, which, although of different nature, give similar results as far as qualitative information is concerned.
The answers to the questions posed in the preceding section are well represented by the graphs drawn: the approximation of reproducing a basket by a family of lognormal distributions, in terms of terminal distributions, breaks down in general when the system becomes asymmetric. A crucial quantity for this is the correlation among basket components: negative correlations worsen considerably the quality of both moment-matching approximations. To the decrease in quality there corresponds a significant change in the behaviour of the approximations, though: for negative correlations the performance of the three-moment matching approximation is better than the other, and generally this applies also to the case of highly asymmetric volatilities. Table 2 : Prices of call options on the two-stock basket outlined in Table 6 . The first three columns give the individual volatilities of the stocks and their instantaneous correlation, the fourth gives the Monte Carlo price in a Black-Scholes framework for the single assets (statistical uncertainty on the estimate is given in parentheses). The two subsequent columns give the price of the option calculated with the three-and the two-moment matching procedures, respectively. Table 3 : A check of the numerical procedure used to calculate the distances among distributions through Monte Carlo: for different correlations and individual volatilities, we report in columns four and five the Monte-Carlo-calculated distances, in columns six and seven the same quantities calculated through numerical integration, in the last two columns the percentage errors in the calculation. Table 4 : Distances between distributions for correlation equal to -0.99, for different configurations of the individual volatilities: prefixes "KLD" and "H" denote the Kullback-Leibler and Hellinger distances, respectively; suffixes "23", "2b" and "3b" denote distances between two-and three-moment matching distributions, two-moment matching and simulated basket distribution, three-moment and simulated basket distributions, respectively. Table 5 : Distances between distributions for zero correlation, for different configurations of the individual volatilities: prefixes "KLD" and "H" denote the Kullback-Leibler and Hellinger distances, respectively; suffixes "23", "2b" and "3b" denote distances between two-and three-moment matching distributions, two-moment matching and simulated basket distribution, three-moment and simulated basket distributions, respectively. Table 6 : Distances between distributions for correlation equal to 0.99, for different configurations of the individual volatilities: prefixes "KLD" and "H" denote the Kullback-Leibler and Hellinger distances, respectively; suffixes "23", "2b" and "3b" denote distances between two-and three-moment matching distributions, two-moment matching and simulated basket distribution, three-moment and simulated basket distributions, respectively. 
