ABSTRACT Evolutionary algorithms (EAs) have been successfully used in solving many design optimization problems. However, it generally requires expensive computational resources to tune the EA hyper-parameters and validate the performance. Since a single simulation takes a long time and multiple iterations are required, using EAs to real-world design structure optimization is becoming extremely timeconsuming. Therefore, the target shape design optimization problem (TSDOP) has been proposed as a miniature model to replace real-world complex problems. There are three major components in developing EAs for TSDOP, i.e., a shape representation, a fitness evaluation, and an evolutionary strategy. For the shape representation, spline-based methods are frequently used in the research community. However, as their flexibility is dramatically limited by the fixed topology, they have difficulty in representing discontinuous shapes without adding any adjustment strategies. In addition, the spline-based methods will easily generate self-intersection (loop) problem that always increases the search difficulty and reduces the convergence speed during the evolutionary iterations. Therefore, in this paper, we first propose a level-set method integrated with a Gaussian mixture model (GMMLSM) as a shape representation method to overcome the fixed topology and loop problem in the existing spline-based methods. We also propose an improved chaotic evolution for the GMMLSM shape representation, namely, GMMLSM-CE, which integrates the ergodicity from the chaotic system and the good robustness from differential evolution (DE). To evaluate the efficiency and performance of the proposed GMMLSM-CE, experiments on two target shapes with three different EAs are conducted. The empirical results show that: 1) GMMLSM has the ability to represent continuous and discontinuous shapes and can naturally avoid self-intersection (loop) problem; 2) CE has a good performance for parameter tuning, and; 3) GMMLSM-CE has a good representation accuracy and fast convergence speed in terms of solving the TSDOP.
Target shape design optimization problem TSDOP Topology optimization TO
I. INTRODUCTION
Optimization (size, shape, and topology) is one of the most critical problems in the creation of engineering design and has been an important area of research for many years [1] . Because of the ability to handle nonlinear and multi-model problems, EAs have been successfully used in solving design optimization problems ( [2] , [3] ). However, the evaluation of a given design solution is always time-consuming since it commonly relies on the computationally intensive finite element analysis (FEA). As such, the search for an appropriate design solution including its design representation and structure parameters becomes very time-consuming through EAs because of the large number of iterations. Therefore, a miniature model of the real design optimization problem has been proposed to ease the computational cost. Target Shape Design Optimization Problem (TSDOP) was first proposed in 2001 [4] as a miniature model, and further developed in ( [5] - [7] ). The basic idea of TSDOP is to replace the FEA with a target shape matching problem in the fitness function. As a miniature model, TSDOP has its own advantages of low computational complexity and quick response. The hypothesis of TSDOP states that if the optimization algorithm can be efficiently executed in the miniature model, it would also have good performance in real-world applications.
A. TSDOP STRUCTURE
In order to clearly define the TSDOP, three major problems need to be solved, including how to represent the shape in an analysis-suitable representation, how to calculate the similarity between the target shape and generated (design) shape, and how to implement the evolutionary algorithms. For each of the above three problems, some existing methods have already been developed. Currently, many spline-based shape representation methods such as B-splines, and Non-uniform rational basis spline (NURBS) are adopted to represent the target shape in almost all studies ( [5] , [7] ). The Hausdorff distance and its variants are utilized as the fitness evaluation to measure the similarity between shapes. In addition, the genetic algorithm (GA), differential evolution (DE), particle swarm optimization (PSO), and many other evolutionary algorithms, which are generated in the same evolutionary framework, have been used as the optimization method for shape evolution.
1) SHAPE REPRESENTATION
Representing the design shape is critical for the realization of shape optimization. A good representation method should possess three basic characteristics: completeness, where the representation method should guarantee a large degree of freedom to generate geometries; causality, where small steps in the genotype space should lead to small steps in the phenotype space [8] ; and compactness, where the representation should be realized with the minimum encoding dimensionality corresponding to the minimum model parameters [9] . A large number of shape parameterization techniques have been utilized in shape representation [10] , including B-splines and NURBS, which are the two most frequently used methods in TSDOP. In [5] , a NURBS is employed to represent a dolphin shape and a duck surface. In order to avoid generating loops, a method using the center control point is presented. Parameterized B-spline curves and surfaces are used in ( [4] , [6] , [7] ). In [6] and [4] , a B-spline is adopted to represent a two-dimensional blade-like target curve, and both articles achieve good fitting results. They also add a penalty value to the fitness value to alleviate the loop problem in the design curve. In [7] , a turbine blade and a dolphin shape are adopted to test the performance of a newly proposed method, CMA-ES-CC, which evolves both B-spline control points and a knot vector, and the results show that the new method not only achieves good results, it is also stable. In this study, the loop problem still occurs, and a penalty term is added to deal with this problem. Elber and co-authors propose a complicated distance mapping algorithm to detect and trim the self-intersection regions in offset curves and surfaces [11] . Many constraints are added to the spline-based method to solve the self-intersection problem. Besides, this trimming approach is not sensitive to some tiny self-intersection loops, so some small self-intersections will not be removed in complex shapes, which will greatly affect the smoothness of the design shapes. Pekerman and co-authors implement a surface binormal-line criterion to detect the antipodal point on intersection loops, which is a system of five multivariate polynomial constraints. Then, a scheme which gradually flips the location of the antipodal points is also used through a large number of iterations until the design shape is selfintersection-free [12] .
Although B-spline and NURBS can have a good performance in shape representation for TSDOP, their flexibility is dramatically limited by the fixed topology. As such, their applications are greatly restricted in many practical engineering scenarios, where target shapes are discontinuous. In addition, the loop problem seems to be unavoidable. When evolving the design shape using evolutionary algorithms, the control points are changed randomly, and thus it is easy to generate a shape that is looped, as shown in Figure 1 . Many researchers have proposed to add some adjusted strategies to deal with the loop problem with spline-based methods such as the penalty functions [6] , antipodal flipping [12] , distance maps [11] and center control points [5] . Although these methods can help to alleviate loop problems, their implementation process is complicated. Besides, so many constraints are added in the shape generation step that the computational complexity and shape optimization difficulty are greatly increased. Therefore, it is necessary to generate VOLUME 7, 2019 FIGURE 1. B-spline curve generated by different control point sets. The left-side figure is the initial shape, and the right-side figure is a curve formed by random changes to the control points. The coordinates of control points 2 and 3 are exchanged.
a shape representation method with a simple mechanism that can easily avoid self-intersection (loop) problems and has less computational complexity at the same time.
2) FITNESS EVALUATION
The fitness evaluation of TSDOP is defined as the minimum distance between the target shape and the design shape. Since the shape is always represented by a set of points, the distance between the target shape and the design shape can be evaluated by the distance between the two sets of sampling points. A large number of measurement methods have been utilized in calculating the distance. Hausdorff distance (H-distance) is one of the most commonly used shape similarity measurements [13] . Zhang and co-authors proposed an improved evaluation method based on averaged symmetric H-distance, which is more suitable for high-uncertainty conditions [14] . However, it has been found that in some cases this method often fails to give good a good result because the result would be greatly influenced by the outliers. To alleviate this problem, an improved method, which chooses the worse evaluation value rather than the average one, has been suggested by Yang and co-authors [7] .
3) EVOLUTIONARY ALGORITHM
Some evolutionary algorithms have been applied in the field of design optimization ( [2] , [15] ). In general, most evolutionary algorithms follow the same framework, but they distinguish themselves by developing different evolutionary operators, including crossover, mutation, and selection operators. A general framework of evolutionary algorithms is presented in Appendix. The GA [16] , DE ( [17] , [18] ), and PSO ( [19] , [20] ) are widely implemented in TSDOP. An adaptive Evolution Strategy as an evolutionary algorithm is applied in [4] . The chromosome of each individual shape is given based on the coordinates of the control points and the knot vector. Later in [5] , a new evolutionary algorithm, which is based on a µ+λ Evolution Strategy, is proposed to approximate the closed curve shapes by evolving the designed curve from two step-sizes (i.e., global and local level step-sizes). For the new evolutionary algorithm, the convergence time is greatly reduced. In [7] , a cooperative coevolution method is proposed to evaluate the control points and knot vector of a B-spline separately in a cooperative manner.
B. LEVEL SET METHOD
For TSDOP, it is necessary to resemble the original optimization problem as closely as possible, while drastically reducing the computational costs [6] . Thus, the shape representation methods need to be sufficiently flexible to represent all possible shapes coming from real-world design optimization problems. In previous studies I-A, there are so many boundary-based methods for shape representation (e.g., spline-based), which often give an explicit representation with many features in the design. However, such a shape representation has a limitation that its topology is fixed, in other words, the flexibility of such a shape representation is seriously limited. In addition, spline-based methods (e.g., B-spline and NURBS) are likely to have selfintersection problems, called loops, during the evolutionary progress, which is unreasonable and would tremendously reduce the rate of convergence of the evolutionary algorithms.
The Level set method (LSM), which is originally developed by Osher and Sethian, has become an efficient way for the computation of evolving geometries problem such as structure topology and shape optimization [21] . Different from explicit boundary descriptions (e.g., spline-based), LSM used an implicit description that allows for convenient treatment of topological changes [22] . As such, LSM can naturally handle the merging and splitting of connected components, which is impossible with classical methods based on curve or shape parameterization.
Since LSM does not represent domains or boundaries via parameterization, but rather as level sets of a continuous function, namely level set function (LSF), the choice of LSF becomes extremely important. Finite-element method (FEM) basis function is the most commonly used LSF on a fixed mesh ( [23] , [24] ). The use of the FEM basis function can provide a good computational advantage; however, the gradient of the generating LSF might change discontinuously between different finite elements. In this case, the smoothness of the zero-level contour of LSF would be hard to guarantee. Wang and co-authors employ Compactly-supported Radial Basis Function (CSRBF) as the LSF to make the topology optimization of multi-material structure [25] . The experimental results turn out that this method can effectively indicate all material structure phases, but the mathematical process is difficult to be understood. Guo and co-authors propose a series of moving morphable components, which are all rectangular components, as the LSF for topology optimization. Mathematically, these rectangular components are described by several location and structure parameters, including center coordinates, length, thickness, and inclined angle [26] . The proposed morphable component-based method is validated by the Miniature Bending Beam example [26] and applied to a rectangular beam [27] and linear elastic cases [28] . Nonetheless, the representability of the proposed method is limited by its rectangular shape, which would be difficult to represent some large curvature shapes. In addition, Fourier series function is another commonly used LSF, and it has natural advantages for optimization of periodic structures ( [29] , [30] ).
The shared problem with the above study is that almost all proposed LSMs are developed for topology optimization, and they don't consider more flexible and more detailed boundary representations. In contrast to topology optimization (TO), shape optimization (SO) requires a close-to-optimal target shape, so we propose a new shape optimization method based on the level set method associated with shape representation of mixture Gaussian functions, namely Gaussian mixture model level set method (GMMLSM). Compared with the traditional spline-based shape optimization methods, the proposed GMMLSM has more topology flexibility, which can not only represent discontinuous shapes but also large curvature shapes, and it can naturally avoid the local or global selfintersections (loop) problems. In addition, a new evolutionary algorithm (EA) called a chaotic evolution (CE) is used to tune the parameters. So, the entire proposed shape optimization paradigm is named as GMMLSM-CE. The traditional spline-based shape optimization method (B-spline) are compared with GMMLSM-CE through two typical shapes, and the empirical results show that GMMLSM-CE has a better performance than the traditional shape optimization method in TSDOP.
The rest of this paper is organized as follows. The following section introduces the proposed shape representation method GMMLSM and the fitness evaluation function in detail. Section III presents the details of the proposed chaotic evolution (CE) algorithm, including the chaotic mutation operator, crossover operator, and selection operator. Section IV describes experiments conducted to verify the effectiveness of the GMMLSM-CE. Section V summarizes this research and outlines some possible future studies.
II. GAUSSIAN MIXTURE MODEL BASED LEVEL SET METHOD (GMMLSM) AND FITNESS EVALUATION
As indicated in section I, TSDOP consists of three main components: shape representation, fitness evaluation, and the evolutionary algorithm. In the following two subsections, a shape representation method (GMMLSM) and a shape similarity measurement (H-distance) used as the fitness evaluation are presented, respectively.
A. SHAPE REPRESENTATION: GMMLSM
In this section, we explain the underlying fundamentals of the proposed method GMMLSM in subsection II-A.1; then, we describe the specific technology of GMMLSM in subsection II-A.2.
1) UNDERLYING FUNDAMENTALS OF GMMLSM

Underlying Fundamental 1:
The mixture model itself can be arbitrarily complex. By increasing the number of models, any continuous probability distribution can be approximated. In addition, as the Gaussian function has a beautiful and easily used form, and it satisfies the central limit theorem, so the Gaussian mixture model(GMM) becomes one of the best choices to represent any distribution function as long as the data is sufficient.
Underlying Fundamental 2: Level set methods represent shapes through the level set of a series of continuous functions. Through the combination of these functions, the mixture model's level sets can represent complicated surface shapes that can be discontinuous or large curvature shapes. In addition, as the shape optimization only alters the boundaries of the design, the self-intersection problem generating in the internal condition of the cross-section is naturally avoided.
For example, for a two-dimensional Gaussian mixture model (2D-GMM), the shape of this 2D-GMM is similar to mountains; then on the specific horizontal level, the contour of 2D-GMM is a bunch of intersecting or discrete ellipses or circles.
2) THE LEVEL-SET METHOD INTEGRATED WITH GAUSSIAN MIXTURE MODEL (GMMLSM)
According to [31] , a GMM with M components is defined in parametric form by the following equation:
where x represents a data point, θ indicates the model parameters, including ω, µ, and Σ. In addition, ω = {ω 1 , ω 2
Moreover, M is the number of components, ω i is a prior weight with
is a (normalized) Gaussian function, where µ i , Σ i represents the mean and covariance of a multivariate Gaussian function, respectively. The covariance matrices are assumed as full matrices in this article. Based on the above assumption, we implement the maximum likelihood estimation (MLE) to seek the most rational value: θ * .
Then, the expectation-maximization (EM) algorithm is utilized for the model parameters. The relevant steps in this process are described as follows:
Step 1: Selecting the component number M of the 2D GMM is the primary step. In this work, we attempt to get an appropriate M by traversing. We go through the M value from 2 to 40 and compare the performance of each M value, and then choose the best performance M value as the final choice.
Step 2: Use the maximum likelihood estimation algorithm to develop the likelihood function L(θ), Here, N is the number of data points that are utilized to construct the Gaussian mixture model.
Step 3: Use the EM algorithm to estimate the parameters. Expectation Process: Estimate the probability of the data generated by each component: For each datum x n , the probability generated by the i th component is defined as λ ni through the following equation 4:
Maximization Process: Based on λ ni , make the derivative of equation 3 to estimate the new µ i , Σ i , and ω i .
Step 4: Repeat Step 3 until the convergence criterion is satisfied, or the difference between the previous result and the next result falls within the threshold value.
Step 5: After constructing the 2D Gaussian mixture model, a level plane D z = {(x, y) | z = level} is utilized to intercept the geometric model (GMM), and the design shape is represented by the level set of the GMM. We call this representation method GMMLSM. The shape representation function is given by the following equations:
The figure 2 shows the design shape generation process. First, constructing a high-order structural model (2D-GMM) ; then, the boundary of one level set of this high-order model (2D-GMM) is generated through the equations (8,9) . So, the mathematical formula of the curve generated by GMMLSM can be expressed by the equation set (equation 8 and 9).
B. SHAPE SIMILARITY MEASUREMENT
The method used to measure the similarity between the design shape and target shape is based on a modified Hausdorff distance, shown in [7] . In this paper, the shape similarity function is modified as the maximum of the two averages of the minimum distance between the target and the design shape points. Through the minimum-then-maximum way, the modified shape similarity method further reduces the impact of noise and ensures that outliers have the least effect on the results. The shape similarity method can be utilized as follows:
where z 1 and z 2 are the set of sample points of the target shape and design shape, respectively. |z 1 | and |z 2 | are the cardinalities of the sets, and a and b are the points in datasets z 1 and z 2 , respectively. The first term in the curly braces is used to calculate the distance value for each point a i in the target curve to their nearest points in the design curve; then, the average value of all points' distances is implemented as the distance from z 1 (target shape) to z 2 (design shape); the second term is the opposite.
III. SHAPE EVOLUTIONARY METHOD -CHAOTIC EVOLUTION(CE)
TSDOP is proposed as a 'test bed' to evaluate evolutionary algorithms for the design optimization problem. Based on the shape representation method GMMLSM and the shape similarity measurement method, the 'test bed' has already been set up. We next describe the newly proposed chaotic evolution(CE) algorithm to calculate the model parameters. The introduction will follow the following steps, which includes three basic components: 1) the individual representation (encoding); 2) the fitness function; 3) the evolutionary operators.
A. INDIVIDUAL REPRESENTATION
The first step is to determine the encoding method, which needs to be sufficiently complex to describe all possible solutions, and sufficiently simple to be understood and expressed [5] . For GMMLSM, the model parameters consist of two parts: Gaussian mixture model parameters (M , µ, Σ, and ω) and the level-set value (level). In this work, the value of level is set to 0.01, which is identified through our extensive experiments. The value of M can be identified by traversing the range of M value: [2,3,4. . . ,40]. Thus, the coding objectives are the three parameter matrices (µ, Σ, andω), which are given as follows:
Here, ω is a Gaussian distribution weight matrix, where each element ω i represents the prior probability of one Gaussian distribution. In addition, µ is a M × 2 matrix, where each column represents the two mean values in the dimensions X 1 and X 2 for the i th distribution. Finally, Σ is a 2 × 2 × M covariance matrix, and in this paper, the type of covariance Σ i is set as 'full', which is represented as follows:
Herein, Σ is the covariance matrix of GMM, Σ = For cases in which the parameters of GMMLSM are applied, conventional vector coding is not suitable, which is not conducive to the visualization of the parameter structure and increases the complexity of the subsequent selections, crossovers, and mutation operations. Thus, we propose a matrix coding method, where one specific population A is described as follows:
B. FITNESS FUNCTION
The second step is to construct the fitness function, which can be developed based on the shape similarity equation 10. The fitness function is to find the minimum value of the similarity equation 10 as follows:
C. EVOLUTIONARY OPERATORS
For the third step, the evolutionary operators are the core part of the evolutionary algorithms. The aim of these evolutionary operators is to balance the solution space exploitation and exploration to effectively find the optimal solution. In this study, we propose an improved evolutionary algorithm method, referred as CE, based on our previous research [32] , in which simple random is replaced with the chaotic random, and the traditional crossover and mutation operations are replaced with a chaotic system. As opposed to random based on commonly used distribution such as Gaussian or uniform distribution, chaotic random is not predictable, not even by the statistical statement. As such, the chaotic system has better solution search properties such as ergodicity and diversity. In this work, the popular logistic map equation is implemented as the mathematical form (equation 16) for chaotic random value.
Here, r i is the chaotic random value, and the next chaotic random r i+1 is determined by the current one r i . The DE proposed by Storn and Price is a powerful population-based stochastic search optimization algorithm with a simple mechanism [33] . In addition, DE shows good robustness on the randomized initialization of the individuals, which is highly suitable for the shape optimization problem. However, as the elite strategy used in the offspring generation step, DE would have a lack of diversity in population, which may lead to DE falling into premature convergence trap. As such, we attempt to integrate DE and the chaotic system as an improved evolutionary algorithm, namely Chaotic Evolution (CE). Mathematically, CE can integrate the ergodicity from the chaotic system and the good robustness from DE. Figure 3 shows the flow chart of chaotic evolution (CE), and the details of CE can be found in the following steps.
1) POPULATION INITIALIZATION
The initial population is generated randomly in the parameter search space, and each individual is marked as X i,G , namely target vector, where i denotes the index of individual, whose range is [0, NP], and G denote the index of generation. For the individual, the scaling factor F i , the chaotic parameter CP i are initially set to a random value within the range of (0,1], and each generation is updated by a chaotic system. Afterwards, all individuals need to be evaluated through the fitness evaluation function f (•) (using equation 15) .
Then, the following process, including Mutation, Crossover and Selection operators, will be executed as long as the termination condition is not satisfied.
2) MUTATION OPERATOR
First, in mutation step, a mutant vector M i,G with respect to each individual X i,G is generated by the mutation equation 17. X r1,G ,X r2,G and X r3,G are three individuals which are randomly selected within the range X 0,G , X 1,G , . . . , X NP,G . F i is a scaling factor which is set as 0.8 as recommended in [34] . In addition, a chaotic vector C i,G is generated through chaotic equation 18 . In equation 18, D i is a direction factor, whose values is either +1 or −1; CP i is a chaotic parameter, which will be updated by chaotic equation 16 . Through this mutation operation, mutant vector is inclined to exploit the solution space, and chaotic vector is inclined to explore the solution space because the chaotic vector gives a more change for the individual no matter in the initial or final generation.
In addition, a strategy which can balance the exploitation mechanism M i,G and exploration mechanism C i,G is needed. In equation 19 , an adaptive mutation coefficient λ is applied to control the mutation operation, whose range is (0, 1). Gm denotes the maximum number of generation. We suppose that each new individual V i,G has a λ possibility of being be generated by the chaotic vector C i,G , and the possibility of 1 − λ is generated by mutant vector M i,G . This strategy is expressed in equation 20.
3) CROSSOVER OPERATOR Then, a crossover operation is applied to each pair of the target vector X i,G , and a new trail vector U i,G = u 0i,G , u 1i,G , u 2i,G , . . . , u NPi,G is generated through the binomial crossover defined as equation 21:
where, CR denotes the crossover rate which is a constant value. In this work, CR is set as 0.1. Each element in trail vector U i,G is either copied from V i,G or X i,G .
4) SELECTION OPERATOR
Last, a selection operation is developed to compare the fitness values of X i,G and U i,G , and through greedy selection criterion the next new target vector X i,G is developed.
IV. EXPERIMENTS
In this section, we set up three groups of experiments. The first two groups are used to test the effectiveness of GMMLSM for continuous and discontinuous shape, respectively. The third group is used to validate the performance of CE through the comparisons between three commonly used evolutionary algorithms.
A. TARGET SHAPES AND INITIALIZATION
In order to validate the effectiveness of GMMLSM and the performance of CE, two 2D curves are utilized as the test shapes, one continuous and the other discontinuous, as shown in Figure 4 . The left one is a dolphin shape modified from the online benchmark repository [35] . It is represented in a point cloud format with 500 points, and the coordinates of the sampled points are scaled: x ∈ [1, 10], y ∈ [1, 9]. The right target shape is a simple discontinuous curve, which is constructed by two separate ellipses with 200 points. In addition, the coordinate ranges of the sampled points are x ∈ [1, 8] , y ∈ [3, 7] .
B. EXPERIMENT SETUP
To validate the proposed method GMMLSM-CE, three common evolutionary algorithms (GA, DE, and PSO) are used for comparison. The key parameter settings for these algorithms are listed in Table 1 .
C. EXPERIMENT RESULTS
1) GMMLSM VALIDATION-DISCONTINUOUS SHAPE
In this part, we compare the performance of GMMLSM and B-splines method to verify that GMMLSM has the ability to represent discontinuous shapes. The results are obtained through ten independent runs and shown in Figure 5 . The detailed statistical results, including the best value, worst value, average value, and standard deviation are presented in Table 2 . We utilize the general B-spline method and do not add adjusted strategies which can help to develop discontinuous shape, such as adding discontinuity in the knot points, using multiple B-spline curves. To ensure the rigor of the comparison results, the two representation methods used the same evolutionary algorithm (CE).
As shown in Figure 5 , for all ten experiments, the design shapes generated by GMMLSM fit the target very well, and it is clear that all of the sampled points from the design shapes are close to the target. This indicates that GMMLSM not only achieves good performance but is also stable. In contrast, the best design shape generated by B-spline cannot fit the target very well, and a loop problem occurs with the best-design shape. To be specific, as Table 2 indicates, judging from the best value, the worst value, the mean value, or the standard deviation, the proposed method GMMLSM is much better than B-splines; even the worst value of GMMLSM is better than the best value of B-splines. Thus, this comparison indicates that the proposed GMMLSM has a better ability to represent a discontinuous shape.
An evolution curve for the fitness value and generation is shown in Figure6. Although the same evolutionary algorithms are used, there are many differences in the evolution curve of the ten runs. Almost all experimental tests using GMMLSM converge to the minimum values within 200 generations; however, for the experimental B-splines tests, they did not converge until 300 generations. The comparison of the evolution curves shows that the design shape represented by GMMLSM can converge much faster than B-splines and has a better fitness value. Furthermore, as shown in Figure 5 , the design shape generated by B-spline is seriously deviated from the target shape, and the loop problem appears in the B-spline curve. So, we can infer that using B-splines to represent the curve may produce many loops during the evolutionary process and reduces the rate of convergence, while the use of GMMLSM can avoid loops and hence the convergence rate.
2) GMMLSM VALIDATION-CONTINUOUS SHAPE
In this part, we apply the proposed GMMLSM to represent a complicated continuous shape (Dolphin) to validate whether GMMLSM has the ability to represent a continuous shape. Besides, in order to make an effective evaluation of the accuracy of GMMLSM, B-splines method is used to make a comparison with GMMLSM. The results obtained by GMMLSM in ten independent runs are shown in Figure 7 . The detailed statistical results of GMMLSM and B-splines are presented in Table 3 .
Based on Figure 7 , the best design can fit the target shape very well; however, for the distribution of all design shapes for the ten runs, the points distributed in the fins, tails, and head of the dolphin show some deviations. However, it is clear that all sampled points from the design shape are close to the target shape. In addition, as shown in Table 3 , the best value between B-splines and GMMLSM is similar. We can infer quite clearly that GMMLSM can effectively be used to represent a complex continuous shape because of the similar best value, however, the performance is not stable. 
3) GMMLSM-CE VALIDATION
In this part, we validate the chaotic evolution algorithm applied in TSDOPs in terms of the capability of searching the solution space. In addition, three other evolutionary algorithms, GA, DE, and PSO, are used for comparison. To ensure the rigor of the comparison results, the encoding scheme and initial population are the same. The evolution curves for the average fitness value of these four algorithms are shown in Figure 8 , and the detailed results are shown in Table 4 .
From the figure 8, for the Ellipses target, we can clearly see that both the CE and DE algorithms converge almost simultaneously and are much faster than the others. For the Dolphin target, DE is the fastest to converge. In general, DE is the fastest of the algorithms considered, followed by CE, PSO, and GA. However, CE has the greatest performance in fitting accuracy.
As shown in Table 4 , CE shows the best detailed statistical results, regardless of the shape Ellipses or Dolphin. Of the others, DE is the closest, particularly for the Ellipses target, which is almost indistinguishable. In addition, for all four algorithms, GA shows the worst performance; even the best value of GA is worse than the average value of the other three algorithms.
Based on the extensive experimental results above, three conclusions can be drawn. (1) The proposed GMMLSM method has the ability to represent discontinuous shape, and its performance is not only efficient but also stable. In addition, GMMLSM can help avoid generating loops and speed up the convergence naturally without any adjustment strategy. (2) GMMLSM has the ability to represent complex continuous shape. (3) CE has demonstrated a good ability to search for the solution space in the two target-shape optimization problems proposed in this work.
V. CONCLUSION AND FUTURE WORKS
Shape optimization is one of the most crucial problems in the engineering design, but the evaluation of a given design shape solution is always time-consuming because of the computationally FEA. As such, TSDOP is proposed as a miniature model for FEA to evaluate the performance of the proposed shape optimization methods. Based on an analysis of existing shape optimization methods in TSDOP, we find that conventional spline-based shape optimization methods have the difficulty in discontinuous shape representation, and their convergence speed is greatly slowed down by the loop problem. Therefore, we propose an improved method, namely GMMLSM-CE, which has high topology flexibility and fast convergence. Compared with the traditional spline-based shape optimization methods, the proposed GMMLSM-CE has the following advantages: 1) more topology flexibility, which has ability of handling topology changes (e.g., merging and splitting of connected components); 2) the local or global self-intersections (or called loop) problems can be naturally avoided; 3) much easier to represent complicated shapes, which are more suitable for engineering shape optimization problems, since mixture Gaussian functions are more easily to represent high curvature and discontinuous shapes; 4) more efficient optimization method, for an improved CE, which can integrate the ergodicity from chaotic system and the good robustness from DE, is used to tune the parameters.
To validate the effectiveness of the new representation method, three groups of experiments are formulated. Experiments are conducted based on two target shapes, one continuous and the other discontinuous. The results verify that the performance of GMMLSM is not only good but also stable for simple discontinuous shapes. Besides, GMMLSM also has the ability to represent complex continuous shapes. Finally, comparing four evolutionary algorithms, the results turn out that CE shows a faster convergence and better fitting accuracy.
Although this work proposes a feasible method to deal with the problems above, some remaining problems require extensive research. In the future, we will enhance the method based on the following aspects. 1) In this work, the result, which is developed from the application of GMMLSM-CE in complicated shape optimization, is not stable. Thus, one major goal of our next work is to increase the stability of GMMLSM-CE for complicated design shapes. 2) This study did not exploit the local behavior of GMMLSM. The design shape is controlled using the parameters µ, Σ, and ω of GMMLSM, and µ i , Σ i , and ω i each have a relation with one local of the curve. When such a relationship is found, the evolutionary direction becomes controllable, and the convergence rate can be greatly improved. 3) This work only studied 2D shapes. In the future, we will study 3D shape representations and extend GMMLSM to a 3D space. The challenge is how to reduce the extremely high computational complexity. When the number of dimensions is changed from 2 to 3, the dimensions of the parameters also increase, and the computational complexity shows an increase in the geometric multiple.
APPENDIX
See Algorithm 1. 
Algorithm 1 General Framework
