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We formalize a notion of loading information into connectionist networks that 
characterizes the training of feed-forward neural networks. This problem is NP- 
complete, so we look for tractable subcases of the problem by placing constraints 
on the network architecture. The focus of these constraints is on various families 
of “shallow” architectures which are defined to have bounded depth and un- 
bounded width. We introduce a perspective on shallow networks, called the Sup- 
port Cone Interaction (SCI) graph, which is helpful in distinguishing tractable 
from intractable subcases: When the SC1 graph is a tree or is of limited bandwidth, 
loading can be accomplished in polynomial time; when its bandwidth is not limited 
we find the problem NP-complete even if the SC1 graph is a simple 2-dimensional 
planar grid. 0 1988 Academic PRSS. ITIC. 
1. INTRODUCTION 
Before associative information can be retrieved from a neural network, 
that information somehow has to be loaded into it. During retrieval, feed- 
forward neural networks operate like combinational circuits; this process 
is well defined and very fast. But whereas circuits are fully programmed 
by the designer, neural networks (also known as connectionist networks) 
are often required to learn how to react to various inputs. This process of 
loading information into adaptive networks is problematical and has been 
shown in the general case to be NP-complete (Judd, 1987b). Hence there 
is little hope of finding “learning rules” to load arbitrary feed-forward 
nets with arbitrary training data in feasible time. 
However, much of the connectionist paradigm depends on being able to 
train these networks, so we pursue the problem further. We use the 
guideline that NP-complete problems are essentially intractable, that 
polynomial-time problems are essentially tractable, and assume the two 
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classes are disjoint, i.e., that P # NP. There are various ways to constrain 
the loading problem to find subcases that are solvable in polynomial time: 
by restricting the task to be learned, by restricting the architecture of the 
net, by relaxing the criterion of success, etc., or by combinations of these. 
In this paper, we explore some architectural constraints. 
The loading problem is NP-complete even for networks of depth 2, so 
we shall limit our attention to shallow nets rather than attempting to deal 
with deep nets, and try to identify additional constraints that yield tracta- 
ble loading problems. We introduce the notion of a support cone, which is 
the set of nodes that can affect the behavior of an output node. On this is 
built the notion of the Support Cone Interaction (SCI) graph of an archi- 
tecture, which isolates the computationally salient features of an architec- 
ture by explicitly denoting only the overlaps between support cones. 
Finally, by applying a limit to the size of the support cones, we reach a 
domain of constraints that seem powerful enough to mask off the difficult 
issues involved in loading deep nets without interfering with an investiga- 
tion into issues arising from the expansion of network width. We have 
used the term “shallow networks” to mean a family of networks whose 
maximum support cone size is limited by some parameter but where there 
is no limit on the number of nodes. This has the effect of defining a family 
of bounded depth and unbounded width. 
We show that limiting the size of the support cones is not enough in 
itself to make loading tractable. Indeed, even when attention is further 
restricted to architectures whose SC1 graphs are planar grids the problem 
is NP-complete. Polynomial-time loadable architectures are found for 
some cases where the SC1 graph is of limited bandwidth or is a tree. 
The next section formulates the general loading problem and sets up the 
formal question regarding its complexity. Section 3 proves the tractability 
and intractability of various architecture families, and Section 4 discusses 
some implications and extensions to the work. 
2. A FORMALIZATION OF LOADING 
2.1. The Learning Protocol 
The type of problem investigated here is known as supervised learning. 
In this paradigm input patterns (called stimuli) are presented to a machine 
paired with their desired output patterns (called responses). The object of 
the learning machine is to remember all the associations presented during 
a training phase so that in a later testing phase the machine is able to emit 
the associated response for any given stimulus. 
In what follows, every stimulus (T is a fixed-length string of s bits, and 
every response p is a string of r bits with “don’t cares,” that is g E (0, 1)‘ 
and p E (0, 1, *>“. The output from a net is an element of {0, l>“. The 
purpose of a response string is to specify constraints on what a particular 
LOADING SHALLOW NETWORKS 179 
output can be: we say that an output string, 0, ugrees with a response 
string, p, if each bit, f&, of the output equals the corresponding bit, p;, of 
the response whenever pi E (0, l}. Each stimulus/response pair is called 
an item. A tusk is a set of items that the machine is required to learn and 
typically it has far fewer than 2” items. To be reasonable every stimulus in 
a task should be associated with no more than one response, so we can 
think of a task as a partial function. 
2.2. Network Architecture 
The particular style of connectionist machines considered here is that 
of nonrecurrent, or feed-forward, networks of computing elements. This 
is a generalized combinational circuit; the connections between nodes 
form a directed acyclic graph, and the nodes perform some function of 
their inputs as calculated by previous nodes in the graph. 
We define an architecture as a 5-tuple A = (P, V, S, R. E), where 
P is a set of posts, 
V is a set of n nodes: V = {u,, u?, . . . , u,,} C P, 
S is a set of s input posts: S = P - V, 
R is a set of r output nodes: R C V, and 
E is a set of directed edges: E 5 {(vi, y,) : u; E P, vi ES V, i < j}. 
The constraints on the edges ensure that no cycles occur in the graph. 
Denote the set of input posts to node uh as 
pre(uJ = {vi : (uj, UJ E E}. 
2.3. Node Functions 
Each node in a network contributes to the overall computation by 
taking signals from its input edges and computing an output signal. In our 
analysis, we consider only binary-valued functions 
The functionx is a member of a fixed set % of functions. For our purposes 
it is not too critical what the set is, but our results hold for customary 
cases, e.g. where B is the set of linear threshold functions. See (Judd, 
1987a). 
A configuration of a network is an assignment of some node function to 
each node in the architecture, 
wheref; = F(u;) means that 5 is the function that node i computes. 
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2.4. The Computational Problem 
In a configured network, every node performs a particular function, and 
the network as a whole performs a particular composite function. An 
architecture, A, and a configuration, F, together define a (total) mapping 
from the space of stimuli to the space of responses 
.A;: (0, I}’ + (0, l)r, 
and this defines the retrieval behavior of a network. 
A task, as defined above, can be viewed as a collection of constraints 
on the mapping that a network is allowed to perform. Recall that an item 
in a task is a pair of strings ((T, p). When the posts in S are given the values 
of respective elements of (+, the network mapping defines values for each 
post in R. It is required that these retrieved values agree with respective 
elements of p. For other stimuli not in the task, any output is acceptable- 
that is Jzil$ may be any extension (“generalization”) of the task as long as 
it is consistent with it. 
The loading problem can now be defined. For a given architecture and 
task, loading is the process of assigning an appropriate response function 
to every node in the architecture so that the derived mapping includes the 
task. The associated decision problem is the performability question: 
“Can the architecture perform the task?” In the style of (Garey and 
Johnson, 1979), this is phrased as follows: 
Instance: An architecture A and a task T. 
Question: Is there a configuration F for A 
such that T c {(a, p) : d;(o) agrees with p}‘? 
This paper is an inquiry into the computational complexity of the above 
decision problem and into some special cases of the problem. 
3. COMPLEXITY OF LOADING 
3.1. Dejinitions 
DEFINITION. In an architecture A = (P, V, S, R, E), each output node 
x E R has a support cone, SC(X), which is the set of all nodes in V that can 
potentially affect the output of that node; that is, it is the set of predeces- 
sor nodes 
SC(X) = {x} U {SC(~) : y E pre(n) II V}. 
The network retrieval behavior at any particular output node is deter- 
mined by (and only by) the functions assigned to each node in its support 
cone. 
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DEFINITION. A support cone interaction graph (SC1 graph) for an 
architecture is an accounting of the interactions between support cones. It 
is a graph with nodes {z, , z2, . . . , z,} corresponding one-to-one with the 
output nodes, R, and having edges {(z;, zj) : sc(R;) II SC(Rj) # 0). 
DEFINITION. A partial conjguration for node x is an assignment of 
functions to each node in its support cone: 
F, : SC(X) + B. 
A partial conjiguration for a group of nodes, X, is an assignment of 
functions to all nodes in all of its support cones: 
F,y : u SC(X) + 9. 
XEX 
DEFINITION. The support cone conjiguration space (sees) for output 
node x is the set of all possible partial configurations for the support cone 
of x. Since we are considering only binary functions of binary values for 
each node in a finite graph, the size of a sees is always finite. 
DEFINITION. A family of architectures is shallow if the size of the 
largest sees in each architecture is bounded by a constant. Note that this 
limitation has the effect of bounding the depth of a network. the maximum 
fan-in to any node, and the number of different functions in the node 
function set, although it does not dictate how these things are traded off 
against each other. 
The complete sees for any node in any architecture in a shallow family 
can be exhaustively searched in constant time. 
3.2. Negative Results 
This section lists progressively tighter NP-completeness results for 
shallow architectures. Although the first result has been published else- 
where (Judd, 1987a, 1987b, 1988b), we outline a new proof for it here 
because other proofs in this paper use the same techniques. To make the 
proof easy to read, a pictorial notation for architectures and tasks is used 
which eliminates excessive formality. 
Customarily, connectionist networks have been depicted on the page so 
that information flowed across the plane of the page. The plan view of an 
architecture is a view “from above.” If a network is drawn in such a way 
that during retrieval the Stimulus originates above the page, information 
flows into the page, and the Response arrives below the page then the 
network is drawn in plan view. An example is given in Fig. 2. It represents 
the same architecture as that which appears in the more conventional 
“side view” used in Fig. 1 (cf. Fig. 2). Also, the items shown in the two 
diagrams are different representations of the same task. 
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abcd,wxyz 
item 1: (0 0 0 0. 0 0 0 0) 
item 2: (1 1 1 1, 1 1 1 1) 
R 
i&773: (0101, *o,*) 
FIG. 1. The construction for each variable uj E U. The architecture shown on the left is 
drawn in the classic side view. Round nodes are first-layer nodes and have external input 
connections. Square nodes are second-layer nodes and have inputs from round nodes. All 
nodes have external outputs. There are 3 items in the task as shown on the right. Zeroes and 
ones are desired responses; the asterisks are “don’t cares.” 
THEOREM 1. Loading shallow architectures is NP-complete. 
Proof. By reduction from 3SAT. (See (Garey and Johnson, 1979) for 
an explanation of this process.) Let the 3SAT problem be (U, C) where U 
is a set of variables and C is a set of disjunctive clauses over them. Each 
clause has 3 literals. For (U, C) to be satisfiable, there must be an assign- 
ment C : U* (0, 1) such that at least one literal in each clause has value 1. 
Construction. For every variable Uj E U construct an architecture of 2 
layers of 2 nodes each. Each of 2 input posts is connected to each of the 
nodes in the first layer, and each of these is connected to both nodes in the 
archiiecture Item 1 Item 2 item 3 
FIG. 2. The plan view of the construction for each variable uj E U. This is different 
representation of what is shown in Fig. 1. On the left is the plan view of the architecture. 
Round holes are first-layer nodes and each has 2 external input connections (which are not 
shown). Square nodes are second-layer nodes and have input connections from the round 
nodes. All nodes have external output connections (which are not shown). The 3 diagrams 
on the right are pictorial representations for the same 3 items as appear in Fig. 1. The letter L 
stands for the 2-bit input 0 0; H stands for 1 1; and Q stands for 0 1. The zeroes and ones are 
desired responses; the asterisks are “don’t cares.” Each character is positioned to corre- 
spond to a node as drawn in the left diagram. First layer nodes have stimulus bits and 
required responses as well. The items force .f,(O, 1) = ~f,(0, 1). 
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second layer. All four nodes are output nodes. This is shown in Fig. 1 and 
again in Fig. 2. The required task is also given in those two diagrams. 
From item 1 we know that f,(O, 0) = f,(O, 0) = 0; henceJ;(O, 0) = 0 and 
f,(O, 0) = 0. From item 2 we know thatfJ1, 1) =f,(l, 1) = 1; hencef,(l, 1) 
= 1 and f,(l) 1) = 1. By comparing item 2 and item 3 we know 
.fx.M1, l),L(l, 1)) = 1 f 0 =.wJo, 1>~.L(O, 1)) 
M, 1) f MO, 1) or ./xl, 1) #.fm 1) 
1 f fi,,(O, 1) or 1 f .fm 1). 
By comparing item 1 and item 3 we know 
f,‘c.MO, O), .m 0)) = 0 f 1 = .fxJ;t~(o, I), .L(% 1)) 
.A@, 0) f .fm, 1) or .L(O, 0) + f,CO, 1) 
0 f .A@, 1) or 0 f .fxo, 1) 
and from these together we can conclude &CO, 1) # f,(O, 1). We will 
associate some 3SAT variable Uj with the group of nodes in this construc- 
tion and identifyfJ0, 1) with X(Uj). For mnemonic value and brevity, let 
(Uj) stand for “the value computed by the w-node in the block of nodes 
associated with Uj when given the input 0 1.” And let (7$) stand for its 
negation, i.e., the output from the z-node for input 0 1. 
For each clause in the 3SAT system construct a single node in the 
second layer of the architecture with inputs from all nodes associated with 
its participating literals. Putting all the variables’ nodes together with the 
clause node yields something similar to that in Fig. 3. It shows the con- 
struction for an example 3SAT system consisting of only one clause (~1, ,-- 
u2, uJ. Observe that each item consists of replications of an item from 
Fig. 2 (one per variable), plus a response bit for the clause node (c). By 
inspecting that response bit for node c in items 1 and 3, and by remember- 
ing that f,(O, 0) = f,(O, 0) = 0 in each variable construct, conclude that 
f,.(O, 0, 0) = 0 # I = f,.((u,), (a> &)I. 
Hence 
which is exactly the semantics of a disjunctive clause. The clause node 
can agree with the required response iff the variables are assigned values 
that would also satisfy the disjunction ~1~ v Uz v G. The extension to 
multiclause systems should be clear. 
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architecture 
Ml Ml 
1 M 1H 1 Ml * 1 WI 
item 2 
0* 0* 
*Q *0 I Q* 1 *0 
item 3 
FIG. 3. The composed construction for Theorem I, using notation established in Fig. 2. -- 
This example for the single clause (u,, u?, U& At top is the plan view of the architecture. 
Node c is a second-layer node that is used to enforce the disjunctive semantics of the clause. 
Below are the 3 items. 
The largest support cone in this construction has only 4 nodes in it, and 
the largest fan-in is only 3, so the largest sees is of limited size. The fact 
that it is bounded by a constant is enough to ensure that a configuration 
can be written down in polynomial time and therefore that the loading 
problem is in NP. H 
Our first intuition after proving Theorem 1 was that the problem was 
difficult because the architecture lacked any regular structure-con- 
straints in one part of the network could immediately impact options in 
any other part of the network. Connections in the architecture can reach 
and thereby propagate constraints from anywhere to anywhere. To pre- 
vent this, we sought reasonable restrictions to place on the SC1 graph so 
that constraints generated in one part of the architecture would stay 
somewhat local to the area in which they originated. One such device was 
to require the SC1 graph to be planar. Unfortunately, 
THEOREM 2. Loading shalIoM, planar-SCI architectures in NP-com- 
plete. 
Proof. ’ Note one incidental fact about the reduction used in the proof 
for Theorem l-that the SC1 graph for an architecture in that family of 
I This proof employs a node function set which is not linearly separable, and therefore is 
not directly applicable to the conventional connectionist devices. However, there is a more 
elaborate construction based on an invention by (Lichtenstein. 1982) that holds for the 
standard linear threshold functions (Judd, 1988a). 
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b EEI a a’ b’ 
FIG. 4. The construction for crossovers. The architecture is shown in plan view at left. 
The 6 items shown at right forcef,,(O, I) = -&(O, 1) andf*(O, 1) = 7.fi,,(O, 1). 
constructions is identical to the plan view of the architecture (minus direc- 
tions on the edges). We will use a similar construction in this theorem; the 
architecture used will have a planar plan view and a planar SC1 graph 
simultaneously. 
The proof of Theorem 1 can be reemployed for the present theorem 
here so long as we can arrange for no arcs to cross in the drawing of the 
SC1 graph. This is done in the usual way (see Lichtenstein, 1982); we 
show how to eliminate all crossing arcs without altering the relevant 
aspects of the graph. See the “crossover construct” in Fig. 4. 
Let the label in a node also denote the value emitted by that node for 
input 0 1 (input 0 1 is abbreviated as a Q in the item diagram). 
By comparing item 1 with item 2 deduce that a # 0 or a’ # 0. By 
comparing item 4 with item 5 deduce that a f 1 or a’ f 1. From these it 
follows that a # a’. Similarly, by comparing item 2 with item 3, and item 5 
with item 6, it follows that b f b’. Thus a’ is a copy (albeit a negative 
copy) of u, and b’ is a (negative) copy of b. The copies can be reinverted 
using the construction in Fig. 2. Thus the information about a and b “pass 
through each other” in the plane and the techniques for proving Theorem 
1 can be used for the present theorem as well. 
Since there are only a polynomial number of crossing points in a graph, 
each one can be replaced by the (fixed) amount of extra construction 
given here and we still have a polynomial reduction from 3SAT. n 
SC1 planarity is not a tight enough constraint to escape NP-complete- 
ness. In fact, no kind of local topology constraint on the SC1 graph that is 
still open to 2-dimensional expansion seems to hold much promise. Wit- 
ness: 
THEOREM 3. Loading shullow grid-SCI architectures is NP-complete. 
Proof. All the individual constructs in Figs. 2 and 4 can fit easily into a 
grid topology. It remains to show how they can all be connected. For this 
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FIG. 5. Example task designs for propagating variables. Each diagram shows the plan 
view of a 2-layer architecture. The horizontal and vertical arrows indicate the effect of the 
task construct in Fig. 4; the diagonal arrows indicate the effect of the task construct in Fig. 2. 
These four diagrams illustrate that a variable or its negation can be propagated throughout a 
grid architecture from one first-layer node to any other first-layer node. 
we need only show how to transform one of the arbitrary-shaped and 
arbitrary-lengthed arcs of Fig. 3 into an equivalent implication while fol- 
lowing grid lines, i.e., how a variable can be propagated from one point on 
the grid to most any other point. Using the construction from Fig. 2 we 
can make a negated copy of a variable in a diagonally adjacent node. 
Using the construction from Fig. 4 we can make a negated copy of a 
variable in a node 2 places away horizontally or vertically. Using combi- 
nations of these, we can copy a variable either positively or negatively to 
any other node in the grid (see Fig. 5 for examples). Thus any construc- 
tion for Theorem 2 can be padded with extra nodes until it becomes a grid 
structure. n 
These grid SC1 graphs have node degree 4. Loading is also NP-com- 
plete when the SC1 graph is a hexagonal array (node degree 3). The proof 
is omitted. When node degree is limited further to just 2, the SC1 graph 
becomes a line and the problem is easy. The proof is in the next section. 
3.3. Dejinitions Again 
DEFINITION. Let DOM(X) denote the domain of the function X. Two 
configurations F and G are said to be compatible, written F = G, if they 
have a common extension: 
F = G e Vu E DOM(F) tl DOM(G) F(u) = G(u). 
Note that a partial configuration for node a is trivially compatible with a 
partial configuration for node b if SC(U) O SC(~) = 0. 
The union of two configurations F and G is defined when G = H: 
F = G U He DOM(F) = DOM(G) U DOM(H) F = G, F=H 
P c F e DOM(fi) c DOM(F), $ZF 
F = Gj/, e DOM(F) = A, F = G, DOM(G) > A. 
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FIG. 6. The family of columnar line architectures (of depth 4) shown in classic side view. 
At right is a single “column” and on the left is a sample of 5 columns joined together. An 
architecture in this family is composed of any number of such columns joined in the manner 
shown. 
DEFINITION. A correct partial conjiiguration, p=, for node x is a partial 
configuration with the property that for any extension of p to a complete 
configuration F, &! at node x agrees with the corresponding response bit 
over all items in the task. A correct partial configuration for a group of 
nodes contains a correct partial configuration for each node in the group. 
DEFINITION. The bandwidth of a graph measures the greatest dis- 
tance that any two connected vertices in a graph must be separated when 
the nodes are strung out in a straight line. Let G = (V, E) be a graph with 
nodes V and edges E. Let a one-to-one function 1: V * (1, 2, . . . , [VI} 
be called a layout of G. Then G has bandwidth b if there exists some 
layout, 1, such that for all (x, y) E E, (l(x) - I(y)/ I b. 
3.4. Positive Results 
The theorems above deal with successively more constrained families 
of architectures and all assert that the loading problem is intractable for 
such families. The next theorems report polynomial-time problems, 
which we interpret as tractable. We begin with an example family of 
architectures called columnar lines. These architectures are described 
graphically in Fig. 6. They are of some fixed depth (4 in the example 
shown) and of unbounded width, so they qualify as a shallow family. 
Their fish-net pattern of connectivity gives rise to the family of SC1 graphs 
depicted in Fig. 7. Regardless of the width of an architecture, its SC1 
graph has bandwidth 3 (one less than the depth of the net). 
Note that if a columnar line architecture was of depth 2. its SC1 graph 
. . . 33 
FIG. 7. The SC1 graph for the columnar line architecture of Fig. 6. Each node corre- 
sponds to an output node of the architecture. Arcs occur wherever their associated support 
cones overlap. Regardless of the length of this graph. it has bandwidth 3. 
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would have node degree 2 and hence this family of architectures is a 
superset of the family mentioned at the end of Section 3.2. 
Observation. Columnar line architectures can be loaded in polynomial 
time. 
Proof sketch. Create a graph with a collection hl, hz, h,, . . . , of sets 
of nodes, where a node hi stands for the ith correct partial configuration 
for the support cone of the kth output node. Then add edges (hi, hi+,) 
whenever h: = hjk+, . A solution to the loading problem corresponds to a 
connected path from some member of hl to some member of h2 to some 
member of h3 and so on to the end. Finding such a path requires only 
polynomial time. H 
The next theorem generalizes the previous observation. 
THEOREM 4. Loading shallow architectures whose SCZ graphs are of 
fixed bandwidth, b, can be accomplished in polynomial time, provided a 
layout for the SCZ graph is given that exhibits the required bandwidth. 
Proof. Name the output nodes R = {RI, R2, . . . , R,} using the given 
layout so that SC(Ri) fi sc(Ri) # 0 3 Ii - jl I b. Let the set of all cor- 
rect partial configurations for the consecutive group of nodes {Rj, Rj+, , 
Rj+2, * . * 7 Rk} be denoted scpc[j, k]. Any member of scpc[l, t-1 is a 
solution configuration. 
The set scpc[j, j + b] can be found simply by enumerating all partial 
configurations for that piece of the network and checking which ones are 
correct. Since the sees size and b are both bounded by a constant, this can 
be done in time linear in task size. 
To see if there is a solution for the whole net, run this algorithm: 
calculate &+I = scpc[l, b + 11 
forj = b f 2, b + 3, . . . , r 
calculate a(e, = scpc[j - 6, j] 
calculate Xj = {H E Xj : 3K E “x,-l, H z K} 
if X, # 0 then accept else reject 
CLAIM. Sk E Y&e 3K E scpc[l, k]Z? G K 
Proof, By induction on k. For the basis case, set k = b + 1 and 
observe its truth by the first line of the algorithm. For the inductive step, 
assume the statement is true for any k in the range b 5 k 5 r. 
Nowforany&EXk+,,&EX k+l by line 3 of the algorithm. And gj 
such that R = j E S& by line 4. And because j exists, by the inductive 
assumption 3J E scpc[l, k] where 1 C J. Observe 
DOM(k) n DOM(P) = 0 Sc(Ri) = DOM(R) fI DOM(J) 
r=hil-h 
LOADING SHALLOW NETWORKS 189 
because sc(++r) fl Uf$’ SC(&) = 0 for i < k + 1 - 6. Therefore k = J and 
weletK=KnJ.SinceKEscpc[l,k+ l]andKcK,the+directionof 
the claim is proved. 
For the + direction, say 3K E scpc[l, k + I]. Let K = K/D where 
domain D = UfZi+l-b SC&). Now D C DOM(K), K C K, and K E 
scpc[k + 1 - b, k + 11 = Xek+,. 
Next we show that gj E Xk such that j = K. All members of Xk are 
over thendomain E = L&k-h SC(R). Let .! = KIE. Since E c DOM(K), j c 
K, and J E ZXk by the inductive assumption, because j is the only assign- 
ment over domain E that is compatible with K. So we have K E %$+, , Yj 
E Xk, and K = j (because they have a common extension, K), and by line 
4 of the algorithm we know K E Xk+,. This completes the proof of the 
claim. n 
From the claim we conclude Xk = 0 @ scpc[ 1, k] = 0 for all k % r. So 
the algorithm accepts iff X, # 0 iff scpc[ 1, Y] # 0 iff the architecture can 
perform the task. This completes the proof of the theorem. n 
All the NP-complete problems in this paper regarded architectures 
whose SC1 graphs had no bound on bandwidth and this theorem has 
shown that bounding the bandwidth produces a polynomial-time subcase. 
But bandwidth constraints do not fully characterize the distinction be- 
tween families in the two complexity classes; there are some families 
which have unbounded bandwidth and which are loadable in polynomial 
time. Specifically, it is known that trees have unbounded bandwidth even 
when their fan-in is limited to 3 (Garey et al., 1978). Still, 
THEOREM 5. Loading shallow architectures bvhose SC1 graphs are 
trees cun be accomplished in polynomial time. 
Proof sketch. The idea is to run multiple instances of the above algo- 
rithm starting independently at the leaves of the tree. Between a leaf and 
its nearest branch point the graph has bandwidth 1. At a branch point 
there will be several sets YCj (see line 4 of the algorithm) generated from 
considering the legs below it. Take the intersection of all these sets and 
use it as the starting set (see YC h+l in line 1) for an algorithm to continue on 
up the tree. w 
Both Theorems 4 and 5 follow from a more general result to appear in 
(Judd, 1988a). 
4. DISCUSSION 
The algorithms given above are for purposes of demonstrating the poly- 
nomial-time complexity of the problems. They are not at all intended to 
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have any neurological plausibility. The running time constants could be 
markedly improved in the algorithm given, but note that the running time 
is linear in the size of the architecture and in task size. This problem can 
therefore be added to the list (Monien and Sudborough, 1981; Chung et 
al., 1981) of NP-complete problems that become easier with diminishing 
bandwidth. 
By limiting the size of the sees in all theorems above, we have finessed 
the whole issue of how the loading problem gets more difficult with depth. 
This trick has allowed us to focus on the issues arising from expansion of 
the width of an architecture. But putting a fixed limit on the sees size and 
on the bandwidth is unnecessarily strong. The real constraint required by 
the proof of Theorems 4 and 5 is only that scpc [j,j + b], the set of correct 
partial configurations for a neighborhood, be calculable in a polynomial 
amount of time for all ,j. For this to be possible, we could have let h = 
O(log(lAl)) or let sees size be polynomial in IAl, or some other combina- 
tion. We have ignored the possibility of there being a way to efficiently 
search for correct partial configurations and have chosen here just to 
enumerate all possibilities. We have dismissed this particular inquiry as 
being a “depth issue.” 
One might wonder why we have studied fixed-depth architectures in the 
first place. Apart from being easy enough to analyze, they are of interest 
because of a possible correspondence with cortical structures. Certain 
parts of the brain (e.g., visual cortex) are quite shallow compared to their 
great width, and the direction of information flow is predominantly unidi- 
rectional along the shallow axis. Connections are more or less localized in 
3D space surrounding a neuron. Of course real cortical structures are 
complicated by many unmodeled connections and other specifics, but we 
feel that the process of developing a theory of how they work could 
benefit by analyzing a few judicious constraints at a time. The constraints 
chosen here are an approximation to what seem to be the major computa- 
tional aspects of some cortical structures. 
Our model will be relevant if we have been lucky in choosing con- 
straints and if the neural structures they mode1 also happen to be engaged 
in the kind of information loading and retrieval that we are exploring. We 
might have the wrong model of the salient aspects of these slabs of corti- 
cal columns; we might have the wrong model of how these slabs actually 
retrieve their stored information; or we might just be asking the wrong 
analytical question. (The pet-formability question used here requires total, 
exact, dependable recognition of the set of performable tasks. This seems 
unduly demanding.) Of the three suspicions listed here, the last one seems 
to deserve the first examination. 
Whatever the case, our underlying assumption is that complexity analy- 
sis (and specifically the P vs NP distinction) provides a means to narrow 
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down the things that biological machines do and how they do it. Our 
strategy is to take the general NP-complete problem and add architectural 
constraints, task constraints, or other types of constraints, and search for 
polynomial-time performability problems. 
5. CONCLUSIONS 
Artificial neural networks will only fulfill their putative promise when 
the problem of loading them is solved sufficiently well. We have shown 
that loading can be hard, that it can be easy, and that one of the things this 
depends on is the family of architectures being loaded. We suggest that by 
varying constraints, we can gain theoretical insights into neural network 
design and brain architecture. 
The theorems on NP-completeness serve as warnings and as guide- 
posts to better designs. We have taken the technique of limiting the size of 
each node’s support cone and used it to explore how limitations on the 
support interaction graph impact the complexity of loading. When the SC1 
is a tree or when it has a fixed bandwidth loading is tractable, but these 
constraints may not yield useful families of networks. Less constrained 
families that we looked at (e.g., grid SC1 graphs) have NP-complete load- 
ing problems. 
These results are some evidence that architectural constraints alone 
will not serve as a useful exit from NP-completeness. Other aspects of the 
problem will need to be changed, possibly in conjunction with architec- 
tural constraints. 
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