ABSTRACT Differential evolution algorithm is an effective and population-based global optimization algorithm, which has been successfully used in many different fields. In this paper, the proposed algorithm attempts to combine the advantage of the evolutionary algorithm and local search to find the global optimum solutions with the low computational cost for the single objective bilevel optimization problem. For the upper level optimization, a multi-population-based ensemble mutation method is proposed to enhance the convergence rate of the algorithm and diversity maintenance. For the lower level optimization, a local search based on sequential quadratic programming method is used to find the best solution and then return the final solution into the upper level optimization. To verify the performance of the proposed algorithm, eight benchmark functions chosen from the literature are employed. Compared with some previous evolutionary algorithms, the results show the superior performance of the proposed algorithm over other algorithms in handling single objective bilevel optimization problem.
I. INTRODUCTION
Over the years, the bilevel optimization problem has become an important area of research which is the design and implementation of the efficient method to handle it [1] - [4] . The bilevel optimization problem contains an optimization problem within the constraints of another optimization. These two optimization tasks are often referred as upper and lower level tasks with the lower level nested within the upper level. The upper level optimization optimizes his objective function considering both his constraints and the reaction of the lower level optimization task. For the lower level optimization task, it must satisfy the upper level equality and inequality constraints. This strict condition makes the bilevel programming optimization difficult to solve [5] .
Due to this hierarchical structure, even they are non-convex and non-differentiable in the functions, which have been proved to be NP-hard. A number of classical and evolutionary approaches have been proposed to solve bilevel programming optimization. For the classical approaches, many different methods including simplex method [6] , [7] , feasible interior point method with Karush-Kuhn-Tucker(KKT) conditions [8] and steepest descent method have been proposed to solve the bilevel optimization problem. The choice of the algorithms depends on the objective function and the number of variables at the upper level and lower level optimization. In the previous studies, the most used classical method uses the Karush-Kuhn-Tucker(KKT) conditions to replace the lower level optimization and then transform the bilevel programming optimization into a standard single objective bilevel programming optimization problem [9] . However, sometimes, the transformed problem is not equivalent to the original bilevel problem. Moreover, for the large-scale problems, the classical approaches seem powerless. Therefore, it can be concluded that the classical approaches cannot solve the bilevel optimization problem better, especially for the largescale optimization problem.
In recent decades, population-based optimization methods have attracted more and more research attention. A lot of population-based optimization methods have been proposed in the area of bilevel optimization. Wang et al. [10] propose an adaptive genetic algorithm for solving the bilevel linear optimization problem and then the probabilities of crossover and mutation is used to enhance the effectiveness of the adaptive algorithm. Hejazi et al [11] developed an efficient algorithm based on genetic algorithm. In the algorithm, each individual denotes a vertex point of the region and the algorithm can reduce the search space. Legillon et al [12] use a new evolutionary algorithm, based on a coevolutionary scheme to solve bi-level optimization problems. The algorithm uses evolutionary algorithms on the different level, the two levels are combined to provide feasible solutions for the whole problem. Jiang et al [13] apply Karush-Kuhn-Tucker(KKT) condition to the lower level problem and then use the particle swarm optimization to solve the upper level optimization problem. More recent approaches have focused on the more complex problems. Sinha et al. [14] - [16] also developed two algorithms including NBLEA and BLEAQ to handle SMD problem. Both algorithms have good convergence for unconstrained problems for small scale, but its performance on the large-scale optimization problem was relatively poor. For constrained problems, both algorithms cannot obtain the better accuracy. Though population-based optimization methods can solve some problems better, they still cannot scale for a problem with a larger number of variables. Another challenge is that, they are computationally expensive. To the best of our knowledge, with few exceptions, little work has been reported on reducing the computational expenses. Therefore, there is a need for efficient bilevel algorithm that can handle complex bilevel problems efficiently.
Recently, a differential evolution algorithm is proposed as a powerful evolutionary algorithm [17] and several variations of DE have been proposed to enhance the performance of the standard DE [18] - [36] . Due to its highly global search ability and relative simple structure, the DE algorithm has been employed by many researchers for solving bilevel optimization problem to reduce the computational expenses. Angelo et al [37] use differential evolution to solve both of the upper and lower level optimization problem. Because the lower level optimization algorithm is also the differential evolution algorithm, the function evaluation is very larger. First, the algorithm needs the best solution in the lower level optimization problem. Then, the upper level finds the suitable solution by obtaining the solution of the lower level optimization problem. This process is very computationally expensive. In order to solve this problem, the authors propose another algorithm [38] , which combines a differential evolution with a surrogate model to solve programming problems. The similarity-based surrogate model to reduce the function evaluation of lower level optimization problem. However, because the converge is very slow, reducing the function evaluation is limited. Islam et al [39] use a memetic algorithm to combine the advantages of global and local search strategies to locate optimum solutions with low function evaluations. The SQP is used to improve the algorithm. It can find the best solution fast. This action can reduce more function evaluation effectively. From the results, the memetic algorithms have a better performance than NBLEA and BLEAQ. Based on the above analysis, the combination of evolutionary algorithm and local search algorithm seems to be a better choice. Though differential evolution has been used to solve bilevel programming optimization, they still have many problems that need to be enhanced. For example, as the lower level algorithm, the algorithm needs more function evaluations to find the local optimum and return the local optimum to the upper level optimization. As the upper level algorithm, the performance of the DE algorithm is too sensitive to the parameter setting and mutation strategy. Therefore, in order to successfully solve a bilevel optimization problem, the parameter setting and the mutation strategy in the upper level optimization algorithm and the choice of the lower level algorithm are very important.
Therefore, in this paper, we combine the advantage of the evolutionary algorithm and local search to find the global optimum solutions with the low computational cost for the single objective bilevel optimization problem. For the upper level optimization, a multi-population based ensemble mutation algorithm is proposed to enhance the convergence and diversity maintenance performance of the algorithm. Firstly, two mutation strategies are proposed to update the population and then an ensemble mutation strategy is adopted to find most suited mutation strategy. Next, self adaptive crossover rate is utilized to balance the global exploration and local exploitation based on the relative success in the previous generation. For the lower level optimization, a local search based on sequential quadratic programming method is used to find the best solution and then return the final solution into the upper level optimization. Compared with some evolutionary algorithms from literature, our algorithm can provide better solutions in terms of accuracy and function evaluations.
The rest of this paper is organized as follows: in Section II, we present the problem formulation; the overall framework is given in Section III. The experimental results and discussion are given in Section IV and V. In the last section, we conclude this paper and point out some future research directions.
II. THE BILEVEL OPTIMIZATION PROBLEM
Single objective bilevel optimization problem involves an optimization task within the constraints of another optimization task. The optimization has to be performed at two levels, upper level and lower level. In a bilevel optimization problem, each level has its own variables, objective, and constraints. At the upper level, the optimization has control over the x, and make his first decision, fixing x. The optimization solutions of lower level problem form the feasible space of the upper level optimization. For a given upper level vector x, the evaluation of upper level is feasible only if the lower level variable y for the corresponding lower level problem is optimum. That is, once the upper level optimization chooses the value of its variables, the lower level reacts by choosing the value of its own variables in order to optimize its objective function.
Where f 1 , f 2 are the upper level and the lower level objective functions, respectively. G(x, y) is the constraint set of the upper level problem and g(x, y) is the constraint set of the lower level problem. x ∈ R n 1 and y ∈ R n 2 are the upper and lower level decision variables, n 1 and n 2 are the number of upper and lower level decision variables, respectively.
A minimizing solution y(x), for the lower level problem, in response to a given solution fixed by the upper level problem, satisfies the following relation:
For such y * , if it exists x * ∈ R n 1 , such that
Then, the solution of (x * , y * ), where y * = y(x * ), is optimal solution for the bilevel optimization.
III. THE OVERALL FRAMEWORK
The overall framework of the proposed algorithm (MPEMA) is described in Algorithm 1. As can be seen in Algorithm 1, this algorithm uses the multi-population based ensemble mutation algorithm to optimize the objective function at the upper level. At the upper level, the algorithm starts with a population of size NP of vectors containing the upper level variables. The upper level variables are initialized with random values. For evaluation of each upper level individual, the lower level is used to obtain an optimum lower level solution. Then, the solution returned, that is, the best solution obtained in the lower level procedure is used to calculate the final solution, which is the objective to be minimized by the multi-population based ensemble mutation algorithm. The process of multi-population based ensemble mutation strategy can be described as follows. Firstly, we divide the population into subgroups, each subgroup forms a new population. Then each individual of this population chooses different mutation strategy and different parameter setting to enhance the diversity. Then, two different mutation strategies are proposed to enhance the convergence speed and the diversity maintenance. The first is to maintain the diversity and the second is to enhance the convergence speed. Next, an ensemble mutation strategy for DE is used to find the most suited mutation strategy. Finally, self adaptive crossover rate is used to enhance the algorithm's ability of escaping from local optimums.
For the lower level, we use a local search procedure for the lower level problem with the fixed upper level variable. Then, the individual are evaluated based on the lower function and constraints. Finally, the algorithm returns the best value of the lower level problems to the upper level problem. In this paper, we employ the sequential quadratic programming (SQP) method as the local search method shown in Algorithm 2. We choose two starting points. The one is a random individual generated according to the boundary of the lower level. The other is the current upper level individual. SQP solves a given 
Each population member is randomly assigned with one of the mutation strategies from the pool R i 4: Calculate the variance of the initial population σ 2 (X initial ). 5: while α u ≥ 10 −4 do 6: if G == 0 then 7:
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Memorize the best solution achieved so far; 48: 
y=y 1 8: else 9: y=y 2 10: end if 11: Return the best solution y to the upper level problem.
non-linear optimization problem via a quadratic approximation of the objective function and the process is repeated until the approximated functions optimum converges to the real functions optimum. We use the ''fmincon'' package available within the Matlab 2009, which has been used to implement the SQP. Finally, the algorithm sends the best solution to the upper level problem. The overall framework is shown in Figure 1 . 
A. DIFFERENTIAL EVOLUTION ALGORITHM
Firstly, we introduce differential evolution algorithm. Differential Evolution (DE) is a fairly novel population-based search heuristic which is simple to implement and requires little parameter tuning. The crucial idea behind DE is a scheme for producing trial vectors according to the target vector and difference vector.
In the beginning of the algorithm, a randomly initiated population which contains NP×D matrix with uniform probability distribution random values is generated. We can generate the jth component of the ith vector as:
Where rand i,j ∈ [0, 1] is a uniformly distribution random number between 0 and 1. i = 1, . . . , NP and j = 1, . . . , D. x j,max and x j,min is the upper bound and lower bound of the jth column, respectively. After initialization, mutation vectors V i,G are generated according to each population member or target vector X i,G in current population. In the standard DE algorithm, five different mutation strategies can be used as follows: ''DE/rand/1/bin''
Where r 1 , r 2 , r 3 , r 4 , r 5 ∈ [1, . . . , NP] are randomly chosen integers, and r 1 =r 2 =r 3 =r 4 =r 5 =i. F is a mutation control parameter. X best,G is the best individual with the best fitness in the current population at generation G.
In the crossover operation, a recombination of the offspring vector V i,G and the parent vector X i,G produce a trial vector
Usually, the binomial crossover is accepted as follows:
where
is the randomly chosen index, CR is the crossover rate. V j,i,G is the difference vector of the jth particle in the ith dimension at the Gth iteration, and U j,i,G denotes the trial vector of the jth particle in the ith dimension at the Gth iteration. A greedy selection is used to choose the next population (i.e. G = G + 1) between the trial population and the target population. The selection operation is described as follows:
B. UPPER LEVEL OPTIMIZATION
In this paper, we use the multi-population differential evolution based ensemble mutation algorithm for solving the upper level problem. As we know, the efficiency of solving an optimization problem using the differential evolution depends on the suitable choice of strategies and their corresponding parameters. Moreover, different stages of the search can be VOLUME 4, 2016
combined if information obtained from one mutation strategy is better than the rest. Furthermore, if the population can maintain a balance between exploration and exploitation during the search, the algorithm may maintain the diversity of the population and enhance the convergence rate of the algorithm. Motivated by these observations, this algorithm consists of three parts: the first one is that we the population into subgroups, each subgroup forms a new population. Then each individual of this population chooses different mutation strategy to enhance the diversity. The second one is that we propose two different mutation strategies to enhance the convergence speed and the diversity maintenance. Then an ensemble mutation strategy is used to find most suited mutation strategy. The last one is that self adaptive crossover rate is used to enhance the algorithm's ability of escaping from local optimums.
C. MULTIPLE SUBPOPULATIONS
The formation of the groups in this work is simple. The population is firstly partitioned into a number of subpopulations with sizes N s . Firstly, we randomly choose a point x from the population. Then, we use the Euclidean distance to find the nearest individual. Because each individual in subpopulations will update themselves by current subpopulation, if the individual in subpopulations is too far away, the effect of evolution may not be very significant. On the other hand, if these entire individuals are all distributed in a large region, the local search capability of the algorithm may be very bad. Based on the above analysis, we find the (N s − 1) individuals with the nearest Euclidean distance from x individual. Then, we combine the x and (N s − 1) individual as a subpopulation and delete these individuals from the origin population. Next, we randomly choose another point x from the population. The (N s − 1) individuals with the nearest Euclidean distance from x individual is chosen as the second subpopulation. The above process will be executed until the individual is divided it into [NP/N s ] .
D. MULTI-POPULATION BASED ENSEMBLE MUTATION ALGORITHM (MPEMA)
Based on the above analysis, there are many strategies proposed in DE, each one has its own characterize. However, to our best knowledge, different optimization problems require different mutation strategies depending on the nature of the problem and available computation resources. As a result, the choice of candidate mutation strategy plays a key role in designing an efficient ensemble DE variant. In this algorithm, we propose two new mutation rules to update the individual. As we know, DE/rand/2/bin is the most successful and widely used scheme in the literature. From this mutation strategy, it can be seen that five vectors are selected at random from the current population. Hence, it can conclude that the basic DE/rand/2/bin mutation strategy can maintain the population diversity and global search ability. However, it suffers from weak local exploitation ability as well as its convergence rate is still lower. Therefore, the first modified mutation combines ∈ [1,. . . ,NP] are randomly chosen integers, and r 1 =r 2 =r 3 =r 4 =r 5 =i. F is a mutation control parameter. j rand = [1, . . . , D] is the randomly chosen index. subX pbest,G is randomly chosen as one of the top 30% in the current population. The parameter λ is a random number selected from the interval [0, 1], which controls the combined vector subX combine,G to make it close to a randomly selected individual or a randomly pbest individual. Obviously, when λ = 1, this new mutation is DE/rand/2/bin and when λ = 0, this new mutation is DE/pbest/2/bin. From the new mutation strategy, we can find that this new strategy has two benefits. Firstly, the random vectors is used, which can enhance the diversity of the population. Secondly, the pbest individual is selected as the new mutation process that exploits the feasible region according to X pbest,G . Consequently, this new mutation strategy has better local search ability and can enhance the diversity of the population.
In order to enhance the convergence rate of this algorithm, we also propose another mutation scheme, which is inspired by the velocity of the particle swarm optimization. In the standard PSO algorithm, the global best solution is used to guide the flight of the particles, called ''social learning . The other learning is the cognitive learning models which make the tendency of particles return to previously found the best positions. Inspired by the social learning and cognitive learning, we propose another mutation method. As we known, the global best found early in the searching process may be a poor local optimum. It may attract all individual to a bad searching area. In this case, for complex multi-modal problems, the convergence speed of the algorithm is often very high at the beginning, but only lasts for a few generations. After that, the search will inevitably be trapped. Therefore, taking into consideration these facts and to overcome the limitations of fast but less reliable convergence performance of the original search strategy, the proposed mutation strategy can be described as follows, called DE/current-to-volecity/2/bin:
Where c 1 , c 2 and c 3 are the random number selected from the interval [0, 1].subX pbest,G is randomly chosen as one of the top 30% in the current population, which is similar with the first mutation DE/rand-pbest/2/bin.
For the first mutation strategy, it contains the random model. It is able to maintain population diversity and global search capability, but it slows down the convergence of this algorithm. For the second mutation strategy, the pbest solutions in the current population have very useful information that can explore the region around the pbest vectors. Besides, it also favors exploitation ability since the new individual is strongly attracted around the pbest vector and at the same time enhances the convergence speed.
To realize the effective ensemble of these two mutation strategies, MPEMA consists of a pool of mutation strategies. Different with the EPSDE, our parameters do not change along with the mutation. The scale factor in our algorithm is fixed. For the first mutation, the scale factor is 0.5 and the scale factor of the second mutation is 0.2. Each individual in the initial population is randomly assigned with a mutation strategy taken from these two mutation strategies. The population member produces the offspring using the assigned mutation strategy. If the generated trial vector produced is better than the target vector, the mutation strategy is retained. Otherwise, the target vector is randomly reinitialized with a new mutation strategy.
E. SELF ADAPTIVE CROSSOVER RATE
The crossover operator aims to construct an offspring by mixing components of the current element and of that generated by mutation operator. The crossover rate reflects the probability which the trail individual inherits the actual individuals genes. In this paper, we propose a self adaptive crossover method based on the record of successful crossover rate in the previous generation.
At each generation, the crossover rate CR i of each individual vector is independently generated as:
where CR success is the collection of any CR i that help the ith mutation strategy to generate the improved solutions at each generation. µCR i is the mean value of the CR success in the previous generation. |CR success | is the cardinality of the set CR success . randn(0, 1) is a normal distribution with mean 0 and standard derivation of 1. As we know, previous studies on DE have indicated that the crossover rate CR has a big role in controlling the diversity of the population and convergence rate of the algorithm. A small value of CR moves to a small number of axes of the search space, while large values of CR moves at angles to the search spaces axes. Moreover, for different problems, they need the different value of parameters; some problems need to enhance the diversity and the convergence speed. Other aspects, some problems need to smaller value to avoid the exceeding level of diversity that may result in premature convergence and slow convergence rate. In this paper, the adaptation of CR i is also based on the record of successful crossover value in the previous generation and use the mean of the successful crossover value to generate the new crossover value [22] .
IV. PERFORMANCE EVALUATION
To evaluate the performance of our algorithm, we apply it to eight standards SMD benchmark functions proposed in [14] . These functions have been widely used in the literature. These functions are unconstrained multimodal test functions. All of these problems are tested on 10 and 20 variables. For these functions, the number of local minima increases exotically with the problem dimension. So far, these problems have been widely used as benchmarks for research with different methods by many researchers.
A. EXPERIMENTAL SETUP
In this experiment, we set the number of individuals in all algorithms to be 30. The algorithm is coded in Matlab 7.9, and experiments are made on a Pentium 3.2 GHz Processor with 4.0 GB of memory. The above benchmark functions SMD1 to SMD8 are tested in 10-dimension and 20-dimension. The termination criteria is 10 −4 or the maximum iteration is 150. The size of each sub-population (N s ) is set to 10. For the sequential quadratic programming, the maximum function evaluation is 100 for 10D and 200 for 20D. For all test functions, the algorithms carry out 25 independent runs. Then, a measuring method is proposed in the paper [28] . The mean of function evaluations (MFE) represents the average of the sum of upper and lower level function evaluations required by an approach on a test problem. Then, a mean function evaluations ratio (MFER) is used to calculate the ratio of the mean function of two different approaches. They can be defined as follows:
Where FE U is the function evaluations of the upper level. FE L is the function evaluations of the lower level. M 1 (MFE) represents the mean function evaluations of method 1. M 2 (MFE) represents the mean function evaluations of the other method. In order to compare the significance between two algorithms, the pair Wilcoxon signed-rank test is used. It can verify whether the experiment results of our algorithm is better than other algorithms. The Wilcoxon signed rank test is a non-parametric statistical hypothesis test, which can be used as an alternative to the paired t-test when the results cannot be assumed to be normally distributed. In the following tables, the signs ''+ , ''− , '' = indicate our algorithm is, respectively, better than, worse than, and similar to its competitor according to the Wilcoxon signed rank test at the α = 0.05.
B. COMPARISON OF MPEMA WITH STATE-OF-ART DE VARIANTS
In this section, we compare MPEMA with seven other DE variants including standard DE, ODE [20] , OXDE [24] , [22] , jDE [19] , CoDE [23] , EPSDE [21] . These algorithms are all only used for the upper level optimization. For the lower level optimization, they also use the SQP algorithm to solve it. In the table, ''LL.Mean'' is the mean value of lower level. ''UL.Mean'' is the mean value of the upper level. The ''mean LLFE'' is the mean value of fitness evaluations of lower level. The ''mean ULFE'' is the mean value of fitness evaluations of upper level. The reasons we choose these seven DE variants as comparative algorithms are explained as follows: firstly, in order to find the different with the standard algorithm, we compare our algorithm with the standard DE. The ODE algorithm is a new version algorithm with the opposite method. Compare with this algorithm, we can find the effect of the opposite learning in the bilevel optimization problem. OXDE use the orthogonal learning method in the DE algorithm. The JADE and jDE are the most popular algorithm in the DE and frequently cited in the literature as baseline algorithm. Then, the CoDE and EPSDE also incorporate multiple mutation strategies as MPEMA. The computational results obtained by running each of the seven DE variants 25 times on each benchmark function are presented in Table 1 -4 for 10D and 20D problems, respectively. Table 1 shows the mean values of the function evaluations and the accuracy obtained at both levels. The MFER has been reported for seven state-of-art DE variants when compared against MPEMA in Table 2 . As can be seen in these two tables, we find that MPEMA can provide the best solution for all test functions. For the SMD1, all other algorithms are able to reach close to the global optima very consistently, but are unable to fully converge to the solution with given function evaluations. At the same time, the number of function evaluations at the lower level is also higher for the SMD1. It may be the effect of the mutation strategy. For the SMD2 and SMD3, all compared algorithms have the similar behavior in terms of the function evaluation. In fact, the lower function evaluations are higher because of the mutation strategy is invalid. For the SMD4, MPEMA can find the global optima at both lower level and upper level using some function evaluations. It can demonstrate that the MPEMA is very effective for handling this problem. For the rest algorithm,the results show that the upper level can be close to the global optima. But, the lower level cannot find the local optima with given function evaluations. For the SMD5 and SMD6, MPEMA obtains better results and ends up using less function evaluations at VOLUME 4, 2016 the lower level compared with other compared algorithm. For the SMD7 and SMD8, MPEMA obtains very competitive. For the SMD7, the ODE is able to reach close to the global optima, but is unable to fully converge to the solution with given function evaluations. For the rest algorithm, they cannot converge the better solution with the given function evaluations. Table 2 gives the MFER performance of MPEMA against the results achieved by seven-other DE algorithm for 10D on SMD1-SMD8 test problem. It can be observed that MPEMA performs better than other compared algorithm. Table 3 shows the mean values of the function evaluations used at both upper and lower levels by each of the algorithms, and the accuracy obtained at both levels for 20D. In comparison to all these algorithms, MPEMA obtains better results for all cases, except SMD3. For the SMD3, MPEMA obtains better results but ends up using more function evaluations at lower level compared to JADE and CoDE algorithm. Table 4 gives the MFER performance of MPEMA against the results achieved by seven DE algorithms for 20D on SMD1-SMD8 test problem. For the SMD4, SMD7,and SMD8, all other differential evolution cannot solve the upper level.
C. COMPARISON OF MPEMA WITH OTHER STATE OF ART EA
In order to evaluate the effectiveness and efficiency of MPEMA, we compare its performance with SL-PSO [40] , and CMA-ES [41] . Jin et al. proposed a new particle swarm optimization-SL-PSO, which adopts a dimensiondependent parameter control method. Hansen and Ostermeier proposed a very efficient and famous evolution strategy covariance matrix adaptation evolution strategy. Each method runs 25 times on each test function. problem. From the Table 5 , MPEMA can obtain significantly better results than SL-PSO and CMA-ES for seven out of eight functions. For the SMD3, CMA-ES can obtain better results and ends up using less function evaluations at lower level compared with MPEMA. SL-PSO can also obtain better results but needs more function evaluations at the upper level and lower level. For the 20D, the results obtained by MPEMA are better than other compared algorithms for all functions, except SMD3. For SMD3, the CMA-ES can also provide the better results and fewer function evaluations at upper level and lower level. SL-PSO also provides the fewer function evaluations at upper level and lower level. But, the MPEMA can provide the better solutions than SL-PSO.
D. COMPARISON OF MPEMA WITH NBLEA AND BLEAQ
To verify the effectiveness of MPEMA, the solutions derived from MPEMA are compared with those provided by NBLEA [14] and BLEAQ [16] . The NBLEA and BLEAQ are two well-known algorithms for bilevel optimization problem. The NBLEA algorithm is a nested bilevel evolutionary algorithm similar to the MPEMA algorithm, but uses a different algorithm instead at both the level. BLEAQ is an efficient bilevel evolutionary algorithm with quadratic approximation. This algorithm is proposed based on quadratic approximation of optimal lower level variables with respect to the upper level variables. These implementations available for download at http://www.bilevel.org/ are used in this study, with default parameter settings. fewer function evaluations to convergence. For SMD3, SM4 with 20D, MPEMA obtains very competitive results. This phenomenon also demonstrates that our algorithm can obtain better solution along with the increasing of the dimension. For the SMD6, BLEAQ can provide all results of a higher quality.
From the above analysis, one can conclude that the performance of MPEMA is very competitive with that of NBLEA and BLEAQ in the area of bilevel optimization.
V. DISCUSSION A. SENSITIVITY OF THE POPULATION SIZE
Performance of evolutionary algorithm is always sensitive to the selected population size. If the population is too small, the diversity of possible movements is poor and, then, the algorithm may be easily trapped in a local optimum. On the other hand, if the population size is too large, evolutionary algorithm exhausts the fitness evaluations very quickly without being able to locate the optimum. Therefore, the choice of the best population size of evolutionary algorithm is always critical for different problems.
Based on the above analysis, we can find that the SMD3 and SMD8 are two difficult problems. In the following experiment, we will use these two functions as the test function.The reason is that, for the SMD3, this function is a cooperation between the two levels. The difficulty reason is in terms of multi-modality at the lower level which contains a Rastrigin's function. For the SMD8, this problem has a multi-modlity Ackley's function at the upper level and a Rosenbrocks's function at the lower level.
To investigate the sensitivity of the proposed algorithm to variations of population size, some experiments are repeated for NP=10, NP=30, NP=50. The experimental results are given in Table 9 for 10D and 20D. For SMD3, we can find that the NP=50 can provide the better accuracy for 10D and 20D, but it also needs more function evaluation. For NP=30, it can provide less function evaluation and the accuracy is also close to the NP=50. For SMD8, NP=30 can obtain best accuracy with less function evaluation. NP=50 also can find the better solution, but it needs more function evaluation. From the results, we can conclude that increasing the population size will improve the diversity of possible movements. Then it will also increase the function evaluation because it will decrease the correct search direction.
B. EFFECTIVENESS OF DIFFERENT MUTATION STRATEGIES
As we know, the mutation strategy has an important role in differential evolution for some problems. In this paper, in order to investigate the impact of the problem modifications, some experiments are conducted. Two different versions of MPEMA algorithm have been tested and compared against the proposed ones for the SMD3 and SMD8.
MPEMA-1: MPEMA without the first proposed mutation strategy MPEMA-2: MPEMA without the second proposed mutation strategy MPEMA: MPEMA with both of these two mutation strategy
In order to evaluate the final solution quality produced by all algorithms, the performance of these three different versions of MPEMA algorithm is investigated based on the 10D and 20D functions. The results of the MPEMA algorithm against its versions are summarized in Table 10 . As can be seen in Table 10 , we can find that the ensemble of mutation strategy can enhance the DE effectively. Accordingly, the main benefits of the proposed modification can balance between the exploration and exploitation ability through the evolutionary process. From the table, for the 10D and 20D, our algorithm can provide better solutions for SMD8. For the 10D and 20D, we can find that the MPEMA-2 can obtain the best solutions for SMD3.
C. SENSITIVITY ANALYSIS
In this section, we compare our method with two different parameter settings such as parameter setting (F=0.9, CR=0.1), and (F=0.5, CR=0.5). The results of this experiment are presented in Table 11 for 10D. Compared with the parameter setting (F=0.9, CR=0.1), we can find that MPEMA can provide the best solution in accuracy and less function evaluations for all test functions, except SMD3. For the rest function SMD3, the parameter setting (F=0.9, CR=0.1) use less function evaluations but cannot find the better accuracy compared with the MPEMA. For the parameter setting (F=0.5, CR=0.5), MPEMA can also provide the best solution in accuracy and less function evaluation for all test functions, except SMD3. For SMD3, the parameter setting (F=0.5, CR=0.5) can also use less function evaluations but cannot provide the best solution.
VI. CONCLUSION
In this paper, we propose a nested algorithm which uses a combination of a multi-population differential evolution based ensemble mutation method at the upper level and local search SQP at the lower level. In the proposed algorithm, the algorithm proposes two mutation rules based on the rand and best individuals among the entire population for the upper level. Then, in order to balance the exploitation and exploration of the algorithm, an ensemble of mutation strategy and self adaptive parameter setting are introduced to balance the exploration and exploitation of this algorithm. To verify the performance of MPEMA, eight benchmark functions chosen from the literature are employed. The results show that the proposed MPEMA algorithm clearly outperforms some evolution algorithms from literature. In this paper, we only consider the single objective bi-level optimization problem. The algorithm can be extended to solve the multiobjective bi-level optimization problem and constraint bi-level optimization problem.
