Sparse adaptive filtering has gained much attention due to its wide applicability in the field of signal processing. Among the main algorithm families, sparse norm constraint adaptive filters develop rapidly in recent years. However, when applied for system identification, most priori work in sparse norm constraint adaptive filtering suffers from the difficulty of adaptability to the sparsity of the systems to be identified. To address this problem, we propose a novel variable p-norm constraint least mean square (LMS) algorithm, which serves as a variant of the conventional Lp-LMS algorithm established for sparse system identification. The parameter p is iteratively adjusted by the gradient descent method applied to the instantaneous square error. Numerical simulations show that this new approach achieves better performance than the traditional Lp-LMS and LMS algorithms in terms of steady-state error and convergence rate.
INTRODUCTION
Recent years have witnessed a rush of interest in sparse adaptive filtering, e.g., sparse system identification [1] and sparse channel estimation [2] , which is mainly motivated by the research of the least absolute shrinkage and selection operator (LASSO) [3] and compressive sensing (CS) [4] . The well-known least mean square (LMS) algorithm [5] has been widely used in adaptive filtering due to its computational simplicity, and the family of norm constraint LMS algorithms which have attracted much attention currently, has exhibited higher performance than the standard LMS and greater robustness against additive noise in estimating sparse systems [6] [7] [8] [9] .
To improve the performance of the standard LMS algorithm, researchers have proposed many norm constraint LMS algorithms, for instance, L1-norm penalty LMS (L1-LMS) [6, 10] , L0-norm penalty LMS (L0-LMS) [7, 11, 12] , Lp norm penalty LMS (Lp-LMS) [8] and Lp norm like LMS (Lpl-LMS) [9] , where different corresponding norm constraints are integrated into the cost function of the conventional LMS algorithm, respectively, to increase the convergence speed and/or decrease the mean square error (MSE). However, these existing algorithms generally suffer from the difficulty of adaptability to the sparsity of the systems to be identified, due to the lack of any adjustable factors [9] .
In this paper, we develop a new p norm constraint LMS algorithm with a variable p to address the above-mentioned challenge. It is achieved by iteratively adjusting p along the negative gradient direction of the instantaneous square error (SE) with respect to p, which leads to an optimal p-norm constraint for the Lp-LMS. Numerical simulation results show that the proposed algorithm has better performance than the standard LMS and Lp-LMS algorithms.
The organization of this paper is as follows: an overview of the standard LMS and norm constraint LMS algorithms is presented in Section II. The proposed variable p-norm constraint LMS algorithm is then detailed in Section III. The numerical validation on simulated scenarios is given in Section IV in the setting of sparse system identification. Finally Section V concludes the paper.
EXISTING LMS ALGORITHMS
Throughout this paper, let yk be the output of a finite impulse response (FIR) system with an additive noise nk at time k, which can be written as follows:
(1) where the weight vector w of length N is the sparse impulse response of the unknown system, and (·)
T denotes the transpose operator. xk represents the stationary input vector with zero mean and covariance matrix R, consisting of the last N input signal samples, i.e., 1 1 [ , , , ]
nk is a stationary noise process with zero mean and variance 2 k  . Given the input xk and output yk following the above linear system model, the problem is to estimate the weight vector w.
In the standard LMS [5] , the cost function Jk to be minimized is defined as: 2 
is the estimated weight vector of the filter at time k. Note that the "1/2" here is taken just for the convenience of notation. Then the update equation is written as:
where μ is the step size such that 
where the Lp norm is defined as
and γp is a constant weight assigned to the penalty term and is determined by the trade-off between the convergence speed and estimation error. Consequently, its update equation is derived as:
where ρp = μγp, εp is a constant which is imposed to bound the last term in the situation when an entry of wk approaches zero and sgn(x) is the sign function, which is zero for x = 0, 1 for x > 0 and -1 for x < 0 while sgn(wk) applies to each element of wk, respectively. Note that the cost function of the Lp-LMS is not convex such that the convergence and consistency analysis is problematic [13] . More recently, a new sparse LMS algorithm was proposed by Wu and Tong [9] , where the p-norm like constraint [14] is integrated into the cost function of the LMS to exert a zero attractor to the weight updating equation as follows:
where constants ρpl and εpl act the same as those in the Lp-LMS, respectively.
PROPOSED ALGORITHMS
The Lp-LMS can achieve better performance than the standard LMS, comparable to or sometimes better than the L1-LMS, L0-LMS and Lpl-LMS [8] . However, it is characterized by the difficulty of adaptability to the sparsity of the systems, due to the lack of any adjustable factors. Unfortunately, we cannot guarantee convexity of the SE function with respect to p. Inspired by Wu and Tong's work [9] , this study takes the sign and smoothed version of the gradient to impose on the gradient descent derivation to avoid this problem as much as possible, i.e.,
Additionally, though δ is determined by the trade-off between adaptation speed and optimization accuracy, we notice that the proposed Lvp(GSE)-LMS algorithm converges fast as well as keeps stable if the parameter δ varies from a larger initial value to a smaller stable value during the iterations. Hence, a simple scheme of a variable δ is given by:
where u is a very small step size. To summarize the proposed algorithm, the pseudo-codes for Matlab are listed in Table 1 . ; 
Given μ, ρ, N, T, ε, w, x, n, L,u Initial
(12) Note that as the real weight vector w is involved in the above equation, this method is never able to be employed in the system identification problems. However, it can be utilized to set up a range pole for choosing the optimal (or sub-optimal) value of p in this paper, and might be helpful in adjusting parameters in practical sparse LMS problems. As shown in the simulations later, this approach will always converge to a different but fixed p and achieve the best performance for all sparsity levels, which is obviously due to the exploitation of the real weight vector w that is actually to be identified. Corresponding the the cases in Fig.1 , respectively.
We identify a 16-tap sparse unknown system with 1, 4, 8, or 16 taps assumed to be nonzero. That is, the sparsity ratio (SR) is set to be 1/16, 4/16, 8/16 and 16/16, respectively. The positions of nonzero taps are chosen randomly and the values are chosen from a zero-mean Gaussian distribution with unit variance. The input signal and observed noise are both assumed to be white Gaussian processes of length 500 with zero mean and variances 1 and 0.01, respectively, i.e., the signal noise ratio (SNR) is 20 dB. Other parameters are carefully selected as listed in Table 2 . All the simulations are obtained by 200 Monte-Carlo runs. Figure 1 shows the MSD curves of these algorithms versus the number of iterations employed to identify the unknown system with different sparsity levels of SR = 1/16, 
Lvp(GSE)-LMS, Lvp(GSD)-LMS and
Lp-LMS all generally yield faster convergence rate than the standard LMS does when the system is very sparse, i.e., SR=1/16, due to the sparsity exploitation stated previously. However, they have different performance enhancements or deteriorations compared to the standard LMS while the sparsity of the system varies, which are determined by the related penalty control factors like γ, p as well as SNR of the input. Overall, the Lvp(GSE)-LMS performs better than the Lp-LMS for all the different sparsity and very close to the Lvp(GSD)-LMS algorithm, though it does not work well under the semi-sparse and nonsparse condition as expected, and neither does the Lp-LMS, which performs very bad in these cases. Accordingly, the performance of the negative gradient p parameter optimization is presented in Fig. 2 , showing how p iteratively converges from the initial value p0 = 1. As we can see from Fig. 2 , the varying value of p almost always converges very close to that of the Lvp(GSD)-LMS for all sparsity ratios, which demonstrates our proposed Lvp(GSE)-LMS algorithm yields a better p for Lp-LMS. In addition, the p value is very close to the optimal (or sub-optimal) one in Lvp(GSD)-LMS, at the cost of a little higher but still acceptable computation complexity.
CONCLUSION
In order to exploit the inferior sparse information effectively to improve the performance of the system identification, and conquer the problem that most priori proposed algorithms in the area of sparse norm constraint adaptive filtering suffer from the difficulty of adaptability to the sparsity of system, the present work in this paper develops a novel Lp norm constraint LMS algorithm coined as the Lvp(GSE)-LMS, in which the variable p is iteratively adapted to the gradient descent of the instantaneous square error function. Similarly, a new Lp-LMS algorithm with variable p based on the gradient of square deviation, called the Lvp(GSD)-LMS, is also derived as the range pole and companion in the estimation of parameter p. Numerical simulation results show that the proposed Lvp(GSE)-LMS algorithm achieves better performance than the traditional Lp norm constraint LMS and the standard LMS algorithm, since it demonstrates a better sparsity exploration and also tolerates better on different sparse levels.
Our future work will focus more systematically on the parameters optimization of Lp-LMS and other similar algorithms in sparse system identification settings. We will explore more details in the relationship among the sparsity level of system, the weight of sparse norm constraint, the signal-noise ratio of the input, etc., to develop new algorithms that adapt to the sparsity ratio better. Furthermore, the method employed in this work can be further extended to other Lp-norm and Lp-norm-like related adaptive filters as well.
