Although the volume fraction is a constant for a statistically homogeneous random medium, on a spatially local level it uctuates. We study the full distribution of volume fraction within an observation window of nite size for models of random media. A formula due to Lu and Torquato for the standard deviation or \coarseness" associated with the local volume fraction is extended for the nth moment of for any n. The distribution function F L of the local volume fraction of four di erent model microstructures is evaluated using analytical and computer-simulation methods for a wide range of window sizes and overall volume fractions. On the line, we examine a system of fully penetrable rods and a system of totally impenetrable rods formed by random sequential addition (RSA). In the plane, we study RSA totally impenetrable disks and fully penetrable aligned squares. In three dimensions, we study fully penetrable aligned cubes. In the case of fully penetrable rods, we will also simplify and numerically invert a prior analytical result for the Laplace transform of F L . In all of these models, we show that, for su ciently large window sizes, F L can be reasonably approximated by the normal distribution.
I. INTRODUCTION
The quantitative characterization of the microstructure of random heterogeneous media, such as composite materials, colloidal dispersions, porous media and cracked solids, is crucial in determining the macroscopic physical properties of such materials. 1{5 One of the most important morphological descriptors is the volume fraction of the phases, which, in the case of porous media, is just the porosity (i.e., the volume fraction of the uid phase). The volume fraction of two-phase random media uctuates on a spatially local level, even for statistically homogeneous media. A quantitative understanding of how the volume fraction uctuates locally is of relevance to a number of problems, including scattering by heterogeneous media, 6 transport through composites and porous media, 7 the study of noise and granularity of photographic images, 8{10 the properties of organic coatings, 11 and the fracture of composite materials. 12 Lu and Torquato 13 represented and computed the standard deviation of the local volume fraction (x) at position x for arbitrary, statistically homogeneous two-phase random media in any spatial dimension. The local volume fraction (x) is de ned to be the volume fraction of one of the phases, say phase 1, contained in some generally nite-sized \observation window" with position x. As illustrated in Fig. 1 , the concentration of phase 1 within a given observation window is a random variable ranging between 0 and 1, although the macroscopic volume fraction of phase 1 is constant, say 1 . The quantity that was speci cally studied by Lu and Torquato was the coarseness C, de ned to be the standard deviation of divided by 1 .
In this paper, we study all of the moments of or, equivalently, the full distribution of . By generalizing the procedure of Lu and Torquato for the coarseness, we develop a formal expression for the higher moments of for statistically homogeneous and isotropic random materials. To further study local uctuations in the volume fractions, we also consider the behavior of the full distribution of for several models of random media using analytical and simulation methods. Assuming that the observation window has a free parameter denoted by L (for example, the side length for square observation windows), the cumulative distribution function of is given by F L (x) = Pr( L x);
(1)
where we explicitly show the dependence of on the parameter L. Notice that F L will contain a discrete component as well as a continuous component: there is a nonzero probability that the window will be completely empty, completely covered by particles, and contain some nite number of nonoverlapping particles. Our primary result is that, for su ciently large observation windows (quanti ed below), the distribution of can be reasonably approximated by a normal distribution, whose density function is given by
with mean = 1 and variance as described in Section III. Therefore, for su ciently large windows, knowledge of the rst two moments is su cient to reasonably estimate the distribution of . This result has been rigorously proven for general \Boolean models," including fully penetrable particles. 14 We will use computer simulations to establish this result for systems of impenetrable particles.
In this report we will study the distribution of the local volume fraction of four di erent statistically homogeneous systems. On the line, we will study a system of fully penetrable rods and a system of totally impenetrable rods generated by random sequential addition (RSA). In the plane, we will study fully penetrable aligned squares and RSA totally impenetrable disks. In three dimensions, we will study fully penetrable aligned cubes. For each of these ve systems, we will study computer simulations of the distribution function F L . In the case of fully penetrable rods, we will also simplify and numerically invert a prior analytical result for the Laplace transform of F L . We will show that, for su ciently large window sizes, F L can be reasonably approximated by the normal distribution for all of these models.
In Section II we will formally de ne the local volume fraction and the n-point phase probability function S n . In Section III we prove a general expression for the nth moment of in terms of an integral over S n . In Section IV we describe out method of simulating for the four systems considered in this paper. In Section V we discuss our results for the one-dimensional systems, in Section VI we discuss our two-dimensional results, and in Section VII we discuss our three-dimensional results.
II. DEFINITIONS OF MICROSTRUCTURE FUNCTIONS
As discussed above, the local volume fraction is a measure of the microstructure of random materials on a spatially local level. Another measure of the microstructure is the n-point phase probability function S n , which is the probability of nding n points simultaneously in phase 1. The S n are formally de ned by S n (x 1 ; : : :
where I(x) = 8 < :
1; x in phase 1, 0; otherwise (4) is the indicator function of phase 1. The angular brackets above denote an ensemble average over the possible realizations of the material. If the material is statistically homogeneous, then the S n are translationally invariant and therefore are a function of the relative displacements; that is, S n (x 1 ; : : : ; x n ) = S n (x 12 ; : : : ; x 1n ), where x 1i = x i ? x 1 . For example, S 1 (x 1 ) = 1 ; (5) the volume fraction of phase 1, and S 2 (x 1 ; x 2 ) = S 2 (x 12 ):
Under the additional assumption that the material is isotropic (i.e., directionally invariant), S 2 is dependent only on the distance between x 1 and x 2 . Throughout this paper, we will restrict ourselves to statistically homogeneous and isotropic random materials.
For fully penetrable d-dimensional spheres, S n (x 1 ; : : : ; x n ) = exp ? V n (x 1 ; : : : ; x n )];
where is the number density of the spheres and V n (x 1 ; : : :; x n ) is the union volume of n spheres with radius R centered at x 1 ; : : :; x n . For n = 1, this general expression simpli es to 1 = S 1 = e ? ; (8) where
is the reduced density and V 1 is the volume of a d-dimensional sphere.
As discussed in the introduction, while the volume fraction is macroscopically constant, it uctuates on a local level. To quantify the local volume fraction, we rst de ne a typical \observation window" V x by V x = x + V 0 ; (10) where V 0 is a base observation window containing the origin. We call x the location of V x . The local volume fraction is then de ned by 13 (x) = 1 V 0 Z I(z) (z; x) dz; (11) where V 0 is the volume of V x and (z; x) = 8 < :
1; z 2 V x , 0; otherwise (12) is its indicator function. We notice that (z; x) = (z ? x; 0) (z ? x) (13) from (10) and (12) . In the limit of a very small observation window, simply becomes the phase 1 indicator function I. On the other hand, as the window becomes very large, will approach the constant value 1 . The simulations of Sections V and VI will show that obeys a central limit theorem for large observation windows.
III. MOMENTS OF THE LOCAL VOLUME FRACTION
We now use the above de nitions to calculate, for any n, the nth moment of the local volume fraction for statisticallly homogeneous and isotropic random materials. We do this by relating h n i to an integral involving S n . We also explicitly calculate the third moment of for fully penetrable rods using this expression. However, this expression becomes rather di cult to calculate as n increases.
A. General result for h n i 
where we have used statistical homogeneity and the fact that the observation windows are deterministic. We now use statistical homogeneity again to isolate (17) where V int n (0; x 12 ; : : :; x 1n ) is the intersection volume of n observation windows with locations 0; x 12 ; : : : ; x 1n . We have therefore related h n i to the microstructure function S n and the geometric intersection of n observation windows.
B. Evaluation and discussion
For n = 1, we obtain h i = 1 (18) from (11), and so the average of the local volume fraction is equal to the macroscopic volume fraction, as expected. To obtain the variance of , we substitute n = 2 into (17) to obtain
where (20) is the intersection volume of two observation windows separated by the displacement x. This is simply related to the expression for the coarseness that was obtained by Lu and Torquato for statistically homogeneous but possibly anisotropic media. 13 This expression for the variance of is valid for this more general class of materials because (16) can be obtained from statistical homogeneity when n = 2, and hence isotropy is not needed in the derivation of (17) for this special case. In principle, (17) can be evaluated to obtain the higher moments of . For example, for fully penetrable spheres with unit diameter and number density , we can use the expression (7) for S n to obtain the third moment of for fully penetrable rods of unit length for an observation window of length L: 
Unfortunately, obtaining the higher moments of from (17) becomes progressively more di cult to evaluate either analytically or numerically as n increases. Therefore, to further study the nature of the local volume fraction, we will simulate the full distribution function F L of for various systems.
IV. SIMULATION PROCEDURE
Obtaining microstructural information (in this case, the local volume fraction) from computer simulations is a two-step process. First, a large number of realizations of the random material is constructed. Second, each of these realizations is sampled for the desired microstructure function. In many cases, this sample data is averaged to obtain the microstructure function in question. To study the behavior of the F L , however, we will need to examine the full sample cumulative distribution function of the sample local volume fractions. By exactly determining the sample local volume fractions, we eliminate the uncertainties inherent with Monte Carlo measurement for this stage of the simulation. We also preserve the discontinuities in the cumulative distribution function of the local volume fraction.
For the one-dimensional systems studied in this report, namely fully penetrable rods and RSA totally impenetrable rods, we generated systems of 10 6 rods at di erent volume fractions. Periodic boundary conditions were employed. To calculate e ciently a large number of sample , we then considered a large number of windows whose left endpoints formed an arithmetic sequence with span less than the length of a single rod. The fraction of each window that belongs to the void phase is then exactly calculated. By studying these windows from left to right, we rapidly calculated the volume fraction of phase 1 of one window by using the measured data for the previous window. Finally, the sample local volume fractions are then placed into a large (say 5000) number of bins on the interval 0,1]. The sample cumulative distribution functions were then easily obtained from this binned data.
We proceed similarly for the two-dimensional systems of fully penetrable aligned squares and RSA totally impenetrable circles. For these systems we generated systems of 10 6 particles are di erent volume fractions, again employing periodic boundary conditions. The observation windows chosen for these systems were randomly placed squares of known length. The fraction of the window belonging to the void phase was again exactly determined for any given window. Finally, these sample local volume fractions were binned to produce the sample distribution functions.
V. RESULTS AND DISCUSSION: ONE-DIMENSIONAL SYSTEMS
In this section we use computer simulations to study the behavior of the distribution of for fully penetrable rods and for RSA hard rods. For fully penetrable rods, we also numerically invert a previous analytical expression for the Laplace transform of the F L . For both systems, we measure how well a normal distribution ts F L for di erent values of the window length and the volume fraction of the particle phase.
A. Fully penetrable rods
In our rst model, we consider a system of equal-sized fully penetrable rods. To construct such a system, we take a Poisson process on the line with some given density and center on each of the points a rod with unit length. For this system, the volume fraction of phase 1 is given by (8) , and the two-point phase probability function is S 2 (x) = 
The third moment of for this system was given in (21).
As discussed above, the mean and variance can be inserted into (2) to obtain an asymptotic approximation of the distribution function F L of for large L.
Laplace transform of local volume fraction distribution
Some analytical results for the distribution of away from the asymptotic limit have been obtained for fully penetrable rods, unlike the other models considered in this report. For example, if the window size L is less than the length of a rod, then it is known that 14 Pr( = 0) = 1 ? (1 + L) 1 ; (25) Pr( = L) = 1 e ? L ;
and
However, except for this special case, obtaining the distribution of analytically is a di cult exercise. Domb 15 studied the cumulative distribution function T of the length x of the rod phase in an observation window of length L, so that T(x; L) = 1 ? F L (1 ? x=L) (28) where 0 x L. He showed that the discontinuities of T have magnitude
at x = n < L for integer n, and
where m is the positive integer which satis es m ? 1 L < m. This last quantity is also the two-point cluster function for fully penetrable rods. 16 Domb also calculated the Laplace transform (albeit an unconventional de nition of the Laplace transform) of the derivative of T for x < L. Clearly T(L; L) = 1, and so we will ignore this special case in the following. Using Domb's result, the Laplace transform of T(x; L) with respect to x iŝ T(x; L) = 
for all z in the region enclosed by ?. This condition is needed to ensure that the integrand contains no poles within ?. The sum and integral can be interchanged if the sum on n converges. This will occur whenever jB(z) ? j < jz ? sj for all z on ?.
(38)
From our experience, this condition will fail at all reduced densities for su ciently large observation windows. That is, at any , no curve ? can be drawn which simultaneously satis es (37) and (38) for all x < L.
Nevertheless, under these assumptions, the Laplace transform of T nally reduces tô T(x; L) = 
In summary, under the assumptions (37) and (38), we have analytically represented the Laplace transform of F L as a single integral in the complex plane. In order to obtain F L from (39), we will use two di erent short algorithms discovered by Abate and Whitt, using the Fourier-series method, 18;19 which numerically calculate any function g from its Laplace transformĝ. These algorithms require that jg(t)j < 1 and thatĝ(s) can be evaluated at any point s in the complex plane. (These authors have also developed numerical techniques for inverting Laplace transforms of other functions. 18 ) In our case, F L is a cumulative probability function, and since we have an explicit formula for its transform via (28) and (39), we can use their numerical methods to numerically obtain F L .
These algorithms unfortunately do not have simple general error bounds. To ensure numerical accuracy, Abate and Whitt suggest that the two methods be used separately and checked for agreement within desired precision. In our case, we have a third method of checking the computation of the local volume fraction, namely, direct Monte Carlo simulation.
The authors recommend that the Laplace transform be evaluated to double oating point precision. In our case, the transform is an integral, and evaluating it to that degree of precision can be computationally intensive. Our experience is that evaluatingT to 10 or 11 decimal places yields values of T accurate to 3 or 4 decimal places.
Finally, by using this algorithm, we can measure at values of L the assumption (38) will fail. Fortunately, as we shall see, the asymptotic normal approximation can be accurately used in this domain.
Results for fully penetrable rods
In Fig. 2 we plot the probability density function, obtained from simulations, for for fully penetrable rods and a normal distribution. The system parameters for Fig. 2 are = 0:4 and L = 5, and the moments of the normal distribution are determined by (8) and (24) . As expected, there are \spikes" in the density function at x = 0; 1=5; : : : ; 1, since there are positive probabilities, given by (29) and (30), that a given observation window will lie entirely in phase 1, phase 2, or contain some number of nonoverlapping rods. We also observe that, while has domain 0; 1], the normal distribution is de ned on the entire real line. We will show, however, that these distinctions diminish as the size of the observation window increases.
In Fig. 3 we show the cumulative distribution function F L of obtained from computer simulations and by numerical inversion at three di erent observation window lengths; these are compared with normal distribution function , de ned by
where the normal density function f was de ned by (2), with parameters determined by (8) and (24) . For these systems, we choose systems of fully penetrable rods with = 0:4. The discontinuities in the graphs of the F L have magnitudes given by (29) and (30). We see that the numerical inversions of (39) contain oscillations. This is not a surprising result: the inversion method is based on a Fourier-series expansion, but the distribution of F L contains points of discontinuity. Therefore, we are witnessing the Gibbs e ect when a discontinuous function is approximated by a Fourier series. As the magnitudes of the discontinuities decrease (that is, for large L), so do the oscillations. Although we do not use them here, more computationally intensive techniques have been developed to invert the Laplace transforms of discontinuous functions without oscillations. 20 We also see in Fig. 3 that the graphs of F L approach the normal distribution as L increases: while the graph of F 5 is clearly not normal, the graph of F 50 cannot be distinguished from a normal distribution on the scale of this gure. To quantitatively assess how close the F L are to a normal distribution, we measure the maximum separation between the sample distribution and the normal distribution, that is,
Clearly the separation b is dependent on the particle volume fraction 2 , which is 2 = 1 ? e ? (43) for fully penetrable rods, and the window length L. In Fig. 4 we present approximate level curves of b (i.e., curves in the 2 {L=V 1 plane on which b is constant, where V 1 is the length of a single rod). These level curves are obtained from computer simulation data and hence should not be regarded as precisely correct. However, we believe that these level curves can be used to approximately measure how close F L is to a normal distribution for a given system of fully penetrable rods. Based on empirical evidence, the sample distributions are extremely close to the normal distribution when b 0:02. As re ected in Fig. 4 , this occurs for fully penetrable rods for L=V 1 20 when 2 = 0:3, but is satis ed for L 5 for 2 = 0:6.
In summary, for su ciently large windows, the distribution of can be reasonably approximated by a normal distribution. For smaller windows, the numerical techniques described above can be used to obtain F L .
B. Totally impenetrable rods
The second model considered in this report is a system of totally impenetrable rods generated by random sequential addition. To generate such a system, particles are randomly added in sequence so that they do not overlap and are \parked" into their positions for all time. Unlike the previous model, there is a \jamming limit" (i.e., a maximum possible ) at which point no additional particles can be introduced into the system. This jamming limit is known analytically in one dimension and is given by 
We again will obtain graphs of the distribution of by computer simulations and show that, for su ciently large window sizes, they can be reasonably approximated by a normal distribution.
In Fig. 5 we have plotted a normal distribution and the sample distributions of for L = 1, L = 5 and L = 15 for a system of RSA hard rods at = 2 = 0:4. The normal distributions were computed using the theoretical mean = and the sample coarseness. Recently, the radial distribution function for RSA hard rods has been found analytically. 22 Using this result, the function S 2 can in principle be obtained, 23 and so the standard deviation can be obtained theoretically from (19) . However, this calculation is exceptionally tedious, and so we instead use the sample coarseness.
We see that, just as with systems of fully penetrable rods, there is a discrete as well as a continuous component to the graphs of the F L . We also see that a normal distribution provides a reasonable approximation to F L as L increases. However, the convergence to a normal does not appear to be as fast as with fully penetrable rods. This is not surprising: for large L, the probability that some number of nonoverlapping particles will lie in a given observation window will be roughly 2 1 > 0, and so the sum of the discontinuities of F L will be strictly positive for any L. This is in contrast to the case of fully penetrable rods, where the sum of the discontinuities tends to zero from (29) and (30)] as L tends to in nity.
We have also plotted level curves for the maximumseparation between F L and the normal distribution for RSA totally impenetrable rods in Fig. 4 . We see that, at the same 2 and L, the distribution of for fully penetrable rods is closer to normal than for RSA hard rods. As we will see in the next section, however, this behavior is an artifact of the speci c geometry on the line.
VI. RESULTS AND DISCUSSION: TWO-DIMENSIONAL SYSTEMS
We now study the behavior of the F L for RSA hard disks and for fully penetrable squares. We nd that the rate of convergence to a normal distribution is much faster than for the one-dimensional models of the previous section.
A. Totally impenetrable disks
We now consider a two-dimensional system of RSA totally impenetrable disks with unit radius. Since the particles are not permitted to overlap, there is also a jamming limit for this model. This jamming limit is unknown theoretically, but from computer simulations 24;25 its value is known to be approximately c 0:55.
In Fig. 6 we plot normal distributions and the F L for this model at = 0:2 for L = 2, L = 4 and L = 8. Once again, since S 2 is unknown theoretically except in terms of the radial distribution function, 23 the normal distributions are determined by the theoretical mean = and sample coarseness. We see that the convergence to a normal distribution is much quicker than in one dimension.
In Fig. 7 we plot level curves of the maximum separation, de ned by (42), for the two-dimensional systems considered in this report. These level curves are plotted on the B. Fully penetrable aligned squares
Another two-dimensional model is a system of fully penetrable aligned squares with density and unit side length. We take a square window of side length L aligned with the particles. The spatial central limit theorem can be applied to this model, and so we know theoretically that the distribution functions F L are asymptotically normal. For this system,
and S 2 (x; y) = is the exponential integral function for x > 0, and is Euler's constant. Level curves of the maximum separation of the F L are shown in Fig. 7 . For fully penetrable aligned squares with unit side length, 2 = 1 ? e ? and V 1 = 1. We notice that, as with the coarseness, the maximum separation is smaller for totally impenetrable particles than for penetrable particles. In other words, to obtain the same maximum separation at the same volume fraction, the window size for fully penetrable squares is somewhat larger than the window size for RSA totally impenetrable disks.
VII. RESULTS AND DISCUSSION: THREE-DIMENSIONAL SYSTEMS
The nal model considered in this report is a system of fully penetrable aligned cubes with density and unit side length. (We do not present simulations of RSA spheres here; this simulation would require knowledge of the intersection of a cubical window with a spherical particle, which cannot be expressed in closed form.) We take a cubical window of side length L aligned with the particles. The spatial central limit theorem can be applied to this model, and so we know theoretically that the distribution functions F L are asymptotically normal. We nd that 
Unfortunately, this triple integral for the variance of cannot be evaluated in closed form. Our simulated distribution functions F L are shown in Fig. 8 for 2 = 0:20. Level curves of the maximum separation of the F L are shown in Fig. 9 . For fully penetrable aligned cubes with unit side length, 2 = 1 ? e ? and V 1 = 1. We notice that a somewhat smaller ratio of window side length to particle side length is required in order to obtain the same maximum separation b.
VIII. CONCLUSIONS
We have developed a formal analytical expression for arbitrary moments of the local volume fraction, and we have used analytical and computer-simulation methods to study the full distribution of the local volume fraction for ve di erent models of random media. We have seen that, for all of these models, the distribution numerically tends to a normal distribution as the size of the window increases. The convergence to a normal distribution increases with the dimension of the system. (8) and (24) . We see that there are \spikes" in the density function corresponding to having no, one, two, three, and four nonoverlapping rods within the window, and to having the window completely covered by rods. Quintanilla and Torquato
