Abstract. In this paper we derive the asymptotic distribution of the estimator for the parameters of the vector autoregressive process of order p with an unconditionally heteroscedastic error process. The covariance matrix of the error process is modeled as a deterministic matrix function and it is estimated nonparametrically at each time point. This estimator is used for deriving inference procedures for the parameters of the vector autoregressive process.
Introduction
Autoregressive processes are widely spread in the statistical and economical literature. The idea of modeling the conditional mean of the process by using the autoregressive structure is also applied for other purposes. For instance, Engle (1982) [8] suggested a model for conditional volatility, the so-called ARCH (autoregressive conditionally heteroscedastic) process, which implements the design of the autoregressive process for modeling the conditional variance. Moreover, it is the case that the squared values of the ARCH process follow an autoregressive process. Hansen (1994) [14] applied the autoregressive method for modeling the density function by suggesting a process that is based on the t-distribution with time-varying degrees of freedom. Rockinger and Jondeau (2002) [21] considered the process with time-varying higher moments; i.e., the conditional timevarying skewness and kurtosis were modeled. Finally, Darolles et al. (2006) [5] considered a general class of autoregressive processes. As a partial case, the autoregressive Wishart process was introduced by Gourieroux et al. (2009) [12] .
A common assumption, which is imposed when an autoregressive process is fitted to real data, is that its parameters are time-invariant. This assumption significantly simplifies the estimation of the parameters and the derivation of the distributional properties of the estimator (see, e.g., Brockwell and Davis (1991) [3] ). However, it can be unrealistic in a practical situation. Usually, the variance of the error process used in the equation of the autoregressive process is heteroscedastic. This problem has been extensively treated in the case of the linear regression model (see, e.g., Greene (2008) [13] ), where several tests for the homoscedasticity versus the heteroscedasticity were derived by White (1980) [24] , Godfrey (1978) [11] , Breusch and Pagan (1979) [2] .
Although the ARCH-type models, which are developed to model the conditionally time-varying variance, can capture a lot of properties of financial and economical data, Xu and Phillips (2008) [26] argued that economical time series, like exchange rates, interest rates, GDP, usually follow a heteroscedastic process. An improvement can be obtained Let {u τ }, τ ∈ (−∞, T ], τ ∈ Z, be a k-dimensional martingale difference process with respect to the increasing filtration F τ , where F τ = σ(u s , s ≤ τ ) is the σ-field generated by the events {u s , s ≤ τ } with E(u τ u τ | F τ −1 ) = I k , a.s., for all τ . The symbol I k stands for the k-dimensional identity matrix. We assume that {Y t } follows a k-dimensional vector autoregressive process of known and finite order p expressed as
The k-dimensional vector θ 0 and the k × k matrices θ 1 , . . . , θ p determine the parameters of the process. We also assume that G(·) is a deterministic matrix function such that rank(G(t/T )) = k for all t, where rank(A) denotes the rank of the matrix A. This assumption ensures that the covariance matrix Var(ε t | F t−1 ) = Σ t Σ t is a positive definite deterministic matrix function for all t. Because the infinite moving average representation of the process {Y t } is used in the derivation of the results we assume that both the process {ε t } and the matrix function G(·) are also defined for negative values of t.
Throughout the paper we assume that the following four assumptions hold: which is given by
where the matrices A i are uniquely defined by the matrices θ i , i.e.
with θ i = 0 for i > p.
Assumption 2.
The matrix function G(·) is nonstochastic, measurable and uniformly bounded on the interval (−∞; 1] with a finite numbers of points of discontinuity and it satisfies a Lipschitz condition except at points of discontinuity.
This assumption is similar to Assumption (ii) of Phillips and Xu (2006) [19] . It implies that each component of the matrix G(·) is integrable on [0, 1] up to any finite order, i.e. In the following we use the notions of strong mixing (α-mixing) and of near-epoch dependence which are defined by
is an increasing sequence of σ-fields. If, for p > 0, a sequence of integrable random variables {ζ t (w)}
where ν m → 0 and
Assumption 3. {u t } is a strong mixing (α-mixing) martingale difference process with E(u t | F t−1 ) = 0 and E(u t u t | F t−1 ) = I k , a.s., for all t, with the natural filtration F t = σ(u s , s ≤ t). There exist δ > 1 and C > 0, such that sup t E u t 4δ < C < ∞.
This assumption implies that E(u t u s ) = 0 k for s = t, where 0 k is a k × k zero matrix. We also have that E(|u t,i | 4δ ) < C with u t = (u t,1 , . . . , u t,k ) and, consequently, by the Lyapunov's inequality it follows that E(|u t,i | η ) < C for all η ≤ 4δ. The same results are true for any expression of u t,i with the overall power less than or equal to 4δ. From Var(u t | F t−1 ) = I k we obtain Var(ε t ) = Var(ε t | F t−1 ) = Σ t Σ t . The last identity specifies the unconditional heteroscedasticity in the process {Y t } modeled in (1) . In the univariate case, Cavaliere (2004) [4] discussed the allowable variance patterns in detail.
For the rest of the paper it is assumed that a multivariate sample of T +p observations is available given by
The parameters of the process (1) we denote by θ = (θ 0 , . . . , θ p ) . The expression (1) is rewritten as
Under Assumption 1, Y t has the infinite moving average representation, the so-called Wold representation, given by
where the matrices
The estimator of the parameter matrix θ is, usually, derived by considering (4) as a multivariate regression given by ⎛
and estimating θ of this regression by the OLS (ordinary least square) estimator. This leads to
Main results
In Section 3.1, we derive the asymptotic distribution ofθ, while the inference procedures are given in Section 3.2.
In Theorem 1, we present the asymptotic distribution ofθ and show thatθ is consistent. For the proof of Theorem 1 we need the following two lemmas.
Lemma 1. Under Assumptions 1-4, we obtain
The proof of this lemma is given in the Appendix. By 1 k = (1, 1, . . . , 1) we denote the k-dimensional vector of ones. Let
. . .
Lemma 2. Under Assumptions 1-4 as
The proof of this lemma is given in the Appendix. Applying the OLS estimator (6) of θ we obtain the scaled error expressed as
Theorem 1. Under Assumptions 1-4,θ is consistent and asymptotically normally distributed and
with T → ∞ and Λ =Ω −1
1 , whereΩ 1 = I p ⊗ Ω 1 and the symbol ⊗ denotes the Kronecker product.
Proof. The results of Theorem 1 follow from Lemma 2.
3.2. Inference procedure. The results of Theorem 1 can be applied to construct tests for some hypotheses on θ by using a consistent estimator of Λ. If the matrix function G(·) is known, the consistent estimator of Λ is obtained by replacing μ bŷ
However, the function G(·) is, usually, unknown and has to be estimated. In the univariate case, Phillips and Xu (2006) [19] suggested three possible consistent estimators of Λ when G(·) is an unknown deterministic function. The first two approaches are based on the Eicker-White correction for heteroscedasticity and on the modification of the Eicker-White correction. In the third approach, an application of the nonparametric estimator of G(·) is suggested.
Next, we generalize this approach to the multivariate case. We estimate the matrix function G(·)G(·) nonparametrically by a weighted sum of squared OLS residuals using kernel smoothing. LetĜ 
, where the kernel function K : R → [0, ∞) satisfies the following two inequalities:
with C 1 being a positive constant. The bandwidth parameter b depends on T , such that
In the univariate case, Wong (1983) [25] proposed to use cross-validation on the average squared error for choosing the bandwidth parameter b.
Lemma 3. Under Assumptions 1-4, as T → ∞,
, for all r ∈ [0, 1] for which the function G is continuous.
The proof of this lemma is given in the Appendix. The results of Lemma 3 imply three consistent estimators of Λ. Let Q = T t=1 X t−1 X t−1 . The first one is given bŷ
which is based on the Eicker-White correction for heteroscedasticity. The second estimator isΛ
andμ instead ofΩ j and μ.
The third estimator is given bŷ
whereΩ 2 is obtained by substitutinĝ
Theorem 2. Under Assumptions 1-4, as T → ∞ it follows that: (a)Λ
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Proof. The results follow from Theorem 1 and Lemma 3.
A test for general linear restrictions is obtained from Theorem 2 by setting
where R is a q × (pk 2 + k) matrix of constants and q defines the number of linear restrictions to be tested. The testing problem is given by
with the test statistic expressed as
which is asymptotically χ 2 q -distributed under H 0 .
Appendix
In this section we present the proofs of Lemmas 1-3.
Proof of Lemma 1. (a) The following holds:
Let A i,j be the j-th column of the matrix A i . The application of the Minkowski inequality leads to
, where ε t = (ε t,1 , . . . , ε t,k ) . Using the fact that A i,j ≤ A i we get
where G j ((t−i)/T ) is the j-th row of the matrix G((t−i)/T ). Finally, from Assumption 3 we get
We obtain
Since T r − 1 ≤ [T r] ≤ T r and (T r − 1 − h − j − i)/T → r as well as
we get that
This limit implies that
Using the fact that the function G(·) is uniformly bounded on (−∞, 1] we get
∞ i=L T +1 A i+j G t − h − j − i T G t − h − j − i T A i ≤ ∞ i=L T +1 A i+j G t − h − j − i T G t − h − j − i T A i ≤ C 2 ∞ i=L T +1 A j+k · A i → 0, as T → ∞. Hence, lim T →∞ E ((Y t−h − μ)(Y t−h−j − μ) ) = ∞ i=0 A i+j G(r)G (r)A i .
Proof of Lemma 2. (a)
We have
where
First, consider 1ε t . The application of Assumption 3 leads to E(ε t,i | F t−1 ) = 0. From Assumption 2 we obtain
Next, we consider the product
The application of Assumptions 2, 3 and Lemma 1 leads to
Applying the law of large numbers for martingale differences we get that
In order to prove the statement (b) of Lemma 2, we have to calculate the following three limits in probability:
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. For calculating the limits in probability of (ii), we have to check all the conditions of the law of large numbers for martingale differences. We choose m ≥ p such that A m−p+1 = 1. Then,
where B 2 , . . . , B p are some constant matrices. Let F t+m t−m be a sigma field generated by {u t−m , . . . , u t+m }. We obtain
Using the previous equality we get
Using the Minkowski inequality, the conditional Jensen inequality and the law of iterated expectation we conclude that
Using the fact that A m−p+1 → 0 as m → ∞ and the fact that sup t Y t 2 < ∞ we get that {Y t−p − μ} is mean-zero near-epoch dependent in the L 2 -norm on the α-mixing sequence {u t }. From Theorem 17.10 of Davidson (1994) [6] , {Y t−h − μ}, 1 ≤ h ≤ p, is also mean-zero near-epoch dependent in the L 2 -norm on {u t }, and necessarily an L 1 -mixingale. Lemma 1 gives us that it is uniformly integrable, and the application of the law of large numbers (Andrews (1988) 
To prove (iii) we note that {Y t−h − μ} and {Y t−h−j − μ} are mean-zero near-epoch dependent in the L 2 -norm on {u t }. From Theorem 17.9 of Davidson (1994) [6] , it follows that {( 
Finally, taking (ii) into account we get
(c) Using the properties of the vec operator and the Kronecker product (see, e.g., Harville (1997) [15] ) we get
Hence,
Without loss of generality we calculate lim T →∞ ε 2 t,1 X t−1 X t−1 . The other limits in probability can be computed in the same way. It follows that
It is necessary to find the next three limits in probability:
and the application of Assumption 3 lead to E(ε Davidson (1994) [6, Theorem 14 .1]), and (Assumptions 2 and 3) , the law of large numbers for L 1 -mixingales implies that
(ii) Using the fact that {ε 2 t,1 } is α-mixing and therefore near-epoch dependent in the L 2 -norm on {u t } as well as the fact that {Y t−h − μ} is also near-epoch dependent in the L 2 -norm on {u t }, we obtain that {ε Davidson (1994) [6, Theorem 17.9] ). Moreover, from Assumption 3 and Lemma 1 it follows that
The application of the law of large numbers for L 1 -mixingales yields
and, consequently,
It follows that
From the Minkowski and the Cauchy-Schwarz inequalities and the application of Lemma 1, we obtain
Hence, 
