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A SIMPLIFIED APPROACH TO THE QUANTUM MONTE CARLO METHOD: FROM THE SOLUTION OF INTEGRALS TO
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INTRODUÇÃO
Métodos estocásticos têm sido freqüentemente utilizados para
a solução dos mais diversos problemas de natureza microscópica
ou macroscópica da matéria, dentre os quais o método de Monte
Carlo é usualmente lembrado. Esses métodos promovem as simu-
lações de átomos, moléculas, aglomerados etc. empregando nú-
meros aleatórios e têm sido frequentemente utilizados no estudo
de líquidos, soluções, sistemas amorfos etc.1. A aplicabilidade des-
ses métodos em sistemas tão complexos, embora permita a deter-
minação de importantes propriedades, não é apropriada para a ob-
tenção de grandezas dinâmicas dos sistemas e, nesses casos, é con-
veniente o uso de métodos de dinâmica molecular, ou seja, resol-
ver as equações de movimento, como as Equações de Newton.
Uma importante contribuição no uso do método Monte Carlo
ocorreu aproximadamente no início da década de 80 do século pas-
sado, quando essa metodologia passou a ser empregada na solução
da Equação de Schrödinger para o estudo de propriedades eletrôni-
cas e vibracionais de átomos e moléculas2. Esta aplicação específi-
ca, que passou a ser denominada de Monte Carlo Quântico, tem
crescido significativamente nos últimos anos, sendo destacada atu-
almente como um dos métodos mais promissores para resolver a
Equação de Schrödinger em termos de nível de precisão3,4. Embo-
ra a descrição dos procedimentos gerais para sua utilização seja
freqüentemente mencionada na literatura5, verificam-se problemas
de natureza formal e de estabilidade computacional que necessi-
tam de uma avaliação mais profunda. A simplicidade de seus
algoritmos e a precisão possível de ser alcançada sugere que um
investimento nesta direção possibilitará um domínio importante
no cálculo de propriedades atômicas e moleculares e fará parte dos
métodos de uso convencional. Em termos educacionais, questões
fundamentais são levantadas e tornam a noção estatística da inter-
pretação das propriedades eletrônicas e vibracionais da matéria
como algo natural.
Neste sentido, torna-se desejável que os métodos introduzidos
em disciplinas fundamentais de química quântica sejam
complementados com a visão e utilização do método Monte Carlo
Quântico na solução de problemas tão simples como átomos com
poucos elétrons, efeitos de correlação eletrônica etc. ou tão com-
plexos quanto a estrutura de sólidos ou líquidos.
Desta forma, estabelecemos como objetivo deste trabalho apre-
sentar uma visão sucinta e atual do método Monte Carlo Quântico,
sua aplicabilidade, formas de solução mais comuns e conceitos
associados a esta metodologia. A divisão do trabalho será feita na
seguinte seqüência: na próxima seção será dada uma breve intro-
dução ao método Monte Carlo, seguida das considerações sobre o
formalismo e aplicação do Monte Carlo em sistemas quânticos.
Dentre estas considerações, será feita uma abordagem sobre as duas
versões mais utilizadas do Monte Carlo Quântico: o Monte Carlo
Quântico Variacional6,7 e o Monte Carlo Quântico de Difusão8-13.
Discussões sobre a eficiência e limitações do método serão anali-
sadas. Por último, vários algoritmos computacionais serão apre-
sentados, dentre eles alguns exemplos para um melhor entendi-
mento da metodologia aqui exposta.
O MÉTODO MONTE CARLO
O método de Monte Carlo tem sido assim denominado em ho-
menagem ao caráter aleatório proveniente dos jogos de roleta de
Monte Carlo no Principado de Mônaco. Existem registros isolados
de sua utilização na segunda metade do século XIX, quando foram
realizadas experiências empregando informações casuísticas14. Po-
rém, seu nome e, principalmente, o estabelecimento de um desen-
volvimento sistemático do método data de 1944, durante a Segun-
da Guerra Mundial, época em que foi utilizado como ferramenta
de pesquisa para o desenvolvimento da bomba atômica. A simpli-
cidade de seus algoritmos e eficiência na obtenção de resultados
em condições extremamente difíceis justifica sua utilização em
diversas áreas do conhecimento, como economia, física, química,
medicina, entre outras.
Atualmente, a denominação “método de Monte Carlo” tornou-
se uma expressão geral associada ao uso de números aleatórios e
estatística de probabilidade. Para que uma simulação de Monte Carlo
esteja presente em um estudo basta que este faça uso de números
aleatórios na verificação de algum problema15,16. Ao estimar a pro-
babilidade de ocorrência de um evento, pode-se simular um núme-
ro independente de amostras do evento e computar a proporção de
vezes em que o mesmo ocorre. Um exemplo muito simples pode
ser dado considerando-se a Figura 1. Na Figura 1a encontramos
um quadrado de aresta a e uma elipse. A área do quadrado pode ser
facilmente determinada como Área=a2. Embora a expressão para a
área da elipse seja trivial, podemos determiná-la utilizando o mé-
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todo de Monte Carlo como um experimento numérico. Para isso,
distribuímos aleatória e homogeneamente um conjunto arbitrário
de pontos dentro da área do quadrado (Figura 1b). Vamos conside-
rar que tenham sido distribuídos N pontos. Contamos quantos pon-
tos estão dentro da elipse (n
e







. A probabilidade de que um determinado
ponto tenha caído dentro da área da elipse é, portanto, n
e
/N. A área
da elipse será determinada como sendo a probabilidade de encon-
trarmos pontos dentro da elipse multiplicados pela área do quadra-
do, ou seja, Área(elipse)=a2. n
e
/N. A estimativa da área da elipse
possui um erro em sua determinação que pode ser minimizado com
o aumento do número de pontos distribuídos dentro do quadrado.
Quando o número de pontos tende a infinito, a área determinada
tenderá ao valor exato.
Isto é um procedimento de Monte Carlo. Certamente que a área
da elipse poderia ter sido determinada de forma muito mais preci-
sa, rápida e direta utilizando-se alternativas. Neste caso, o método
de Monte Carlo poderia ser utilizado com o intuito de avaliar sua
precisão numérica. Porém, se uma figura muito mais complicada
estivesse inserida no quadrado ou se tivéssemos várias elipses, como
mostrado na Figura 2, e estivéssemos interessados em determinar
não só a área de cada elipse, mas também a área de possíveis
sobreposições das mesmas, o método de Monte Carlo tornar-se-ia
uma alternativa muito atrativa a ser considerada. Para resolver este
problema significativamente mais complicado, aplicaríamos a
mesma distribuição de pontos na superfície do quadrado e seriam
contados os pontos que caíssem nas regiões de interesse. A área de
cada região específica seria a área do quadrado multiplicada pela
probabilidade de encontrar pontos naquela região, ou seja, a2.n
x
/N.
Este exemplo permite caracterizar o Monte Carlo como uma
técnica simples desde que tenhamos um mecanismo confiável de
gerar números aleatórios e possamos repetir o experimento um
número considerável de vezes para minimizar o erro na estimativa.
Fundamentos
Embora as determinações acima sejam práticas e muito utili-
zadas, formalmente o método Monte Carlo está freqüentemente
associado à solução de integrais. O método é utilizado na solução
de equações diferenciais pela conversão destas em equações inte-
grais. A associação do método Monte Carlo com integrais é feita
de maneira também muito simples e intuitiva e sua vantagem está
na possibilidade de reduzir sistemas com grande número de di-
mensões através da determinação de uma média.
Em cálculo numérico uma integral definida para uma dimen-
são é escrita como:
(1)
A aproximação na Equação 1 pode ser justificada consideran-
do que a coordenada x entre a e b pode ser subdividida em interva-
los Δx e em cada intervalo se escolhe um valor de x
i
 que é utilizado




) e Δx pode-se
determinar a área do retângulo formado por essas duas quantida-
des e obter sua área. A soma de todas as áreas finitas corresponde à
solução aproximada da integral. Sabemos que quanto menor o va-
lor de Δx, melhor será a estimativa da integral e, conseqüentemen-
te, maior o número de intervalos necessários para dividir o mesmo
intervalo entre a e b.
O intervalo Δx pode ser determinado considerando-se os limites
de integração a e b e o número de divisões desejado k através de Δx=
(b-a)/k. Substituindo-se esta forma de definir Δx na Equação 1, temos:
(2)
Observando-se a Equação 2 podemos identificar a solução da





 a média de f(x
i
) dos pontos amostrados. A qualidade de







 >2. A Equação 3 foi obtida considerando-
se que Δx é constante e os valores de x
i
 foram definidos para cada
intervalo Δx. Podemos questionar a necessidade de “intervalos cons-
tantes” ou se podemos determinar o valor da média utilizando uma
amostragem de valores “aleatórios” de x. A resposta é evidente e
integrais como a Equação 1 ou qualquer outro tipo de integral po-
dem ser resolvidas pelo método de Monte Carlo por meio de uma
amostragem uniforme, como vimos no capítulo anterior, de pontos
{x
i
} escolhidos aleatoriamente no intervalo [a,b].
Para sistemas com maior número de dimensões a mesma téc-
nica é aplicada. A única diferença está no fato de que cada coorde-
nada deve ser amostrada dentro dos respectivos limites de
integração. Matematicamente podemos escrever a integral multi-
dimensional:
(4)
Figura 1. (a) Elipse em um quadrado de aresta a e (b) distribuição de pontos
aleatórios na superfície do quadrado
Figura 2. Várias elipses distribuídas em uma superfície quadrada com aresta a
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ou:
(5)
ou ainda em notação mais compacta como:
(6)
Na Equação 5 cada somatório corresponde a amostragem em
cada uma das coordenadas.
Para integrais definidas de baixa dimensão técnicas de resolu-
ção, como a regra de Simpson, quadratura Gaussiana e outras, são
mais eficientes que o método de Monte Carlo. Para sistemas
multidimensionais (Equação 4) o esforço computacional cresce
rapidamente com o tamanho do sistema, sendo a utilização do
método Monte Carlo a mais indicada, uma vez que o erro associa-
do ao cálculo independe da dimensão do sistema5.
A implementação da solução das Equações 3 ou 6 através do
método Monte Carlo é simplesmente a determinação dos valores
da função f(x) com coordenadas obtidas através de números alea-
tórios. Como exemplo, apresentamos a determinação da integral:
(7)
Esta integral definida entre os limites 0 e 1 apresenta solução
exata igual à π/4, ou seja, 0,7853982. Devemos utilizar um gerador
de números aleatórios que produza valores de x entre estes limites.
A primeira dúvida nesta etapa certamente será: quantos valores de
x devem ser empregados? Não há um número específico. Esta de-
cisão deve ser tomada durante a avaliação da média da função f(x),
que neste exemplo é igual a 1/(1+x2). Para realizar uma escolha
criteriosa do número de pontos, devemos prever também qual o
nível de precisão desejado. Portanto, a maneira prática de obter-
mos a resposta desejada para as questões acima é gerar progressi-
vamente diferentes valores de x e acompanhar o valor da média
acumulando com os novos valores de f(x).
A Figura 3 mostra o valor da média acumulada com o aumento
do número de pontos para a realização da integração. A linha
tracejada corresponde ao valor exato. Verifica-se que à medida que
o número de pontos aumenta, o valor da média tende a uma cons-
tante que corresponde ao valor da integral e, não por coincidência,
tende ao valor exato. Na prática dificilmente conhecemos o valor
exato da integral e, portanto, a solução aceita como correta
corresponde àquela em que a média atingiu um valor constante.
Neste exemplo em particular, conjuntos de 100 pontos foram acres-
centados à média durante 100.000 vezes, o que corresponde a
10.000.000 pontos, produzindo uma média que atingiu o valor igual
a 0,78509, ou seja, 0,00031 abaixo do valor exato. Para aumentar-
mos a precisão deste resultado é necessário aumentar o número de
pontos na determinação da média. Este resultado surpreende em
dois sentidos. O primeiro em demonstrar que o método de Monte
Carlo é factível. O segundo em demonstrar que, neste caso, a ob-
tenção do resultado numérico da integral foi consideravelmente
ineficiente.
Amostragem por preferência
Em casos de integrais complicadas, o método poderia ser uma
das poucas alternativas e possivelmente seria utilizado. Entretanto,
existem técnicas poderosas que permitem acelerar a convergência
do método Monte Carlo para valores precisos com um esforço
computacional significativamente inferior.
Uma das idéias mais simples está baseada no método denomi-
nado de amostragem preferencial (“Importance Sampling”)17. As
amostragens anteriores foram feitas com coordenadas distribuídas
uniformemente, ou seja, apresentavam a mesma probabilidade. O
método de amostragem preferencial considera que serão escolhi-
dos pontos que contribuem mais significativamente para o valor
esperado da integral.
Consideremos que os pontos selecionados apresentam uma
densidade de probabilidade g(x). A Equação 1 pode ser escrita uti-
lizando-se esta distribuição como:
(8)
Embora o resultado final seja o mesmo, a média será determi-
nada pela equação:
(9)
Comparando-se a Equação 9 e a Equação 3 verificamos algumas
diferenças importantes. Notamos que a média está sendo determina-
da não por f apenas, como na Equação 3, mas pela razão f / g. Embo-
ra o resultado final seja o mesmo, a determinação dos valores de x
está sendo feita de forma diferente. Na Equação 3 consideramos que
todos os pontos gerados apresentavam exatamente a mesma proba-
bilidade. Na Equação 9 esta escolha é feita através da função de
distribuição g. Esta informação está expressa na Equação 9 pelo subs-
crito g no canto inferior e à direita da Equação. A Equação 3 pode
ser considerada um caso particular da Equação 9. Dentro de um in-
tervalo a e b, se todos os valores de x forem igualmente prováveis, a
probabilidade de encontrar um valor qualquer será: 1/(b-a). Portan-
to, a densidade de probabilidade será: g(x)=1/(b-a). Substituindo-se
esta função na Equação 9, obtemos a Equação 3. Os limites de
integração estão incorporados na função densidade de probabilidade
e não precisamos multiplicar a média de f por (b-a). A semelhança
entre as Equações 9 e 3 desaparece se algumas regiões forem mais
prováveis que outras. Nestes casos, a função densidade de probabili-
dade dependerá da posição que está sendo sorteada.
A técnica de amostragem preferencial impõe algumas restri-
ções de uso. Uma delas é que a densidade de probabilidade g(x)
Figura 3. Média acumulada de uma integração numérica utilizando o método
Monte Carlo
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seja normalizada, ou seja:
(10)
A normalização garante que a função densidade de probabili-
dade proporcionará uma probabilidade finita em todo intervalo de
interesse. Outra exigência é que g(x) seja tão próxima de f(x) quan-
to possível, mas que seja fácil de calcular, ou seja, é desejável que
a razão entre f(x)/g(x) seja aproximadamente constante. Finalmen-
te, uma vez que a função g(x) representa uma densidade de proba-
bilidade, ela deve ser sempre positiva.
Uma importante conseqüência da utilização deste método é que
a variância será minimizada em relação à mesma determinação
obtida através da distribuição uniforme. A obtenção de variáveis
em uma distribuição específica é utilizada para distribuições usu-
ais, como a distribuição gaussiana, exponencial etc.18. Porém, uma
das formas mais populares de mapear regiões significativas a par-
tir de uma distribuição, com um nível de simplificação considerá-
vel, é o algoritmo de Metropolis19.
O algoritmo de Metropolis
O método de Metropolis19 é considerado um dos dez algoritmos
mais importantes do século passado e tem possibilitado a realiza-
ção de simulações baseando-se na técnica de aceitar ou rejeitar
alterações na modificação dos pontos distribuídos no espaço. O
mapeamento das variáveis nos exemplos anteriores foi feito consi-
derando-se apenas que novos pontos “sorteados” deveriam ser acres-
centados através de uma distribuição específica. No algoritmo de
Metropolis esta noção é alterada significativamente.
Usualmente nos deparamos com denominações decorrentes do
desenvolvimento formal do algoritmo de Metropolis. Por exem-
plo, a seqüência de alterações nas configurações ou coordenadas é
controlada por um processo de Markov20. Em um processo
Markoviano as condições finais de um processo não dependem das
condições prévias. Uma cadeia de Markov pode ser especificada
pela escolha de valores de probabilidades de transição, ou seja, a





). Podemos considerar cada cadeia de Markov no sistema
movendo uma partícula fictícia, chamada “walker” (ou “psip”),
em torno das diferentes configurações. Todos os “walkers” mo-





). Metropolis percebeu que a distribuição de “walkers”
ficaria abaixo da distribuição exigida, g(r), contanto que as pro-
babilidades de transição obedecessem à Equação:
(11)
Esta igualdade é denominada de balanceamento detalhado e é
freqüentemente invocada no método Monte Carlo. Demonstrações
rigorosas podem ser encontradas na literatura21 sobre a formalização
do método de Metropolis.
Computacionalmente podemos sistematizar o método de
Metropolis para a solução de integrais utilizando amostragem pre-
ferencial através do seguinte algoritmo: 1) Criar um conjunto de




















). 2) Alterar o valor das







} e calcular o(s) valor(es) de g para as coordenadas
modificadas. 3) Efetuar a razão entre a densidade de probabilidade























rM→r’M. 4) Comparar a probabilidade de transição P (indi-
vidual ou coletiva) com um número aleatório com distribuição uni-
forme entre 0 e 1. Se P for maior que o número aleatório, então, as
novas coordenadas devem aceitas e substituem as antigas. Se a ra-
zão P for menor que o número aleatório, as novas coordenadas
devem ser descartadas e as coordenadas antigas devem ser preser-


























) para determinar o valor médio e outras grandezas esta-
tísticas. 6) Se a média não tiver alcançado um valor constante, vol-
tar à etapa 2 e repetir o processo.
Para ilustrar a aplicação do algoritmo acima, vamos aplicá-lo na
solução da integral definida anteriormente pela Equação 7 utilizan-
do uma função de distribuição que corresponde à reta de mínimos
quadrados mostrada na Figura 4. A reta de mínimos quadrados nor-
malizada, que será nossa função de distribuição, para esta função é
igual a: g(x)=2x(1,051127-0,53865.x)/(2x1,051127-0,53865). Com
o algoritmo de Metropolis, a média definida pela Equação 9 e o
mesmo número de pontos utilizando anteriormente (100 pontos) mo-
dificados durante 10.000 passos, produziu uma média igual a 0,78542,
ou seja, um valor 0,00009 acima do valor exato. Além da melhora
significativa no resultado, notamos uma melhora estatística signifi-
cativa no que diz respeito ao desvio padrão em ambos os cálculos.
Sem amostragem preferencial o desvio padrão atingiu um valor igual
a ±0,161, enquanto que com amostragem preferencial o resultado é
cerca de 10 vezes inferior, ou seja, ±0,018.
Um detalhe importante não comentado anteriormente no uso
do algoritmo de Metropolis diz respeito à taxa de aceitação. Esta
quantidade é definida como o número de modificações aceitas di-
vidida pelo número de total de modificações. Na alteração das co-
ordenadas devemos incluir um mecanismo que controle os movi-
mentos aceitos. Na literatura considera-se que a taxa de aceitação
para obtermos valores adequados através do Monte Carlo é de 0,5,
ou seja, 50% das modificações das coordenadas devem ser aceitas






 + (0.5 – rand).δ (12)
em que rand é um número aleatório entre 0 e 1 obtido de uma
Figura 4. Gráfico da função 1/(1 + x2) vs x (linha sólida) e reta não-
normalizada obtida por mínimos quadrados (linha tracejada)
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distribuição uniforme e δ é um número que deve ser ajustado para
produzir aceitação em torno de 50% quando submetida ao algoritmo
de Metropolis. Usualmente testes iniciais são realizados com a fi-
nalidade de ajustar-se este parâmetro antes de acumular os valores
da média.
O método Monte Carlo Quântico
O método de Monte Carlo recebe a denominação particular de
Monte Carlo Quântico (MCQ) quando empregado na resolução da
Equação de Schrödinger. Existem diferentes alternativas para realizar
cálculos MCQ. As duas mais utilizadas, e que serão exploradas neste
trabalho são: Monte Carlo Quântico Variacional (MCQV)22-26 e Monte
Carlo Quântico de Difusão (MCQD)27-30. Embora o objetivo principal
seja resolver a Equação de Schrödinger, que é uma equação diferenci-
al, devemos lembrar que o Monte Carlo é uma metodologia emprega-
da para a resolução de integrais. Logo, precisaremos converter a Equa-
ção de Schrödinger em uma equação integral.
O método Monte Carlo Quântico Variacional
O MCQV é o mais simples, dentre os métodos MCQ, para o
cálculo de propriedades atômicas ou moleculares. O MCQV está
baseado no método variacional31 para determinar energias, embora
possa ser aplicado para qualquer propriedade definida por um ope-
rador quântico. Para encontrarmos o valor esperado da energia de
um estado representado por uma função de onda de N partículas,
minimizamos a integral do valor médio de 3N dimensões:
(13)
sendo q o vetor das 3N coordenadas eletrônicas e de N coordenadas de




























}. O elevado custo computacional para se calcular uma in-
tegral multidimensional através de um método de quadratura conven-
cional e a precisão diretamente relacionada ao número de dimensões
do sistema recomenda o uso da aproximação de Monte Carlo.
O MCQV usa diretamente o algoritmo de Metropolis na Equa-
ção 13. Uma função de onda teste Ψ
T
(q) é usada como uma aproxi-
mação para a função de onda de muitos corpos verdadeira. Assim,
um limite superior para a energia E
0
 do estado fundamental é obtido:
(14)









 (q) = H
^ Ψ
T
 (q) / Ψ
T
 (q) definido como a energia local do
sistema. Utilizando o conceito de amostragem preferencial, pode-
mos relacionar:
(16)
com a Equação 15 reescrevendo-a como:
(17)
Podemos amostrar o espaço de configurações representado pela
função de distribuição |Ψ
T
 (q)|2 utilizando o algoritmo de Metropolis.
Realizamos modificação das coordenadas q → q’ no espaço de
configurações de 3N dimensões movendo-se uma ou mais partícu-
las. A partícula i pode ser movida da posição q
i







, em que δq
i
 deverá ser maior ou menor que zero e escolhida
a partir de uma distribuição gaussiana. A taxa de aceitação do mo-
vimento é determinada através da Equação:
(18)
Fazendo uso do teorema do valor médio, a média ponderada da
energia torna-se:
(19)
sendo M o número de pontos utilizados. O subscrito |Ψ(q)|2 indica
que esta média é obtida através da amostragem da população de
pontos distribuídos segundo a função:
(20)
A função ρ(q) é a densidade de probabilidade. Desta forma, o
cálculo do valor esperado da energia é transformado de uma inte-
gral para uma média aritmética ponderada. O erro nesse cálculo é
dado pelo desvio-padrão calculado convencionalmente como:
(21)
Se considerarmos o caso em que a função de onda teste Ψ(q) é
autofunção de H
^
 , a energia local E
L
(q) é uma constante em qual-
quer ponto do espaço de configurações, isto é,
(22)
Como conseqüência, o valor médio da energia apresentará um
desvio padrão nulo, indicando que quanto mais próxima Ψ(q) esti-
ver da função de onda exata, mais precisa será a estimativa para o
estado desejado. Portanto, costuma-se afirmar que o erro associa-
do aos resultados é causado unicamente pela imprecisão da função
de onda, sendo o desvio-padrão aplicado como um avaliador da
qualidade da função de onda.
O átomo de hélio será usado como exemplo do método MCQV.
Uma função de onda tentativa incluindo efeito de correlação ele-






 as distâncias espaciais dos elétrons 1 e 2 em relação
ao núcleo, r
12





de spin. O operador Hamiltoniano em unidades atômicas para o
átomo de He pode ser definido como:
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(24)
Os dois primeiros termos à direita da Equação 24 são operado-
res de energia cinética dos elétrons 1 e 2, seguidos dos operadores
de atração nuclear e o operador de repulsão intereletrônica. Utili-
zando-se a definição de energia local:
(25)
obtemos a expressão para a energia local dada por:
(26)






 são vetores unitários para as respecti-
vas distâncias espaciais.
Devemos chamar a atenção para o fato de que a função de onda
escolhida (Equação 23) foi fatorada em termos de uma parte espa-
cial e uma parte de spin e o operador Hamiltoniano não depende
das coordenadas de spin. Neste caso, a parte de spin será cancelada
na Equação 25 e a energia local será um número real independente
das funções de spin. Para funções de onda mais complexas que
envolvam determinantes de Slater, alternativas numéricas são
adotadas32 e serão discutidas adiante.
Com a função de onda definida pela Equação 23 utilizamos o
algoritmo de Metropolis:
 (27)
Com a Equação 27 definindo as modificações das coordenadas
espaciais e com a Equação 26 para determinar a energia local, a
energia média do sistema será definida pela Equação 19.
Outras propriedades podem ser determinadas da mesma ma-
neira. As alterações das coordenadas espaciais dos dois elétrons
podem ser feitas ao mesmo tempo ou um elétron de cada vez. Usu-
almente, a segunda opção é utilizada, visto que a chance de alterar
a configuração eletrônica é maior em relação às alterações simul-
tâneas de todos os elétrons.
Uma alternativa também utilizada no Monte Carlo Quântico
Variacional é a de considerar não apenas a energia local de uma
configuração de cada vez, mas trabalhar com um conjunto de con-
figurações, modificar as coordenadas dos elétrons em todas as con-
figurações e determinar a energia média final como a média das
médias, ou seja:
(28)
A Figura 5 corresponde ao gráfico de simulações envolvendo a
modificação das coordenadas de 500 “walkers” ( N’ = 500) por 10000
passos (M’ = 10000) com diferentes valores de ζ. As coordenadas de
cada elétron foram modificadas uma de cada vez e a energia local de
cada configuração só foi calculada após aplicação do critério de
Metropolis. A energia média com menor valor foi obtida para ζ=0,63
e apresentou um valor igual a -2,8665±0,00012 kcal/mol.
Diferente dos métodos quânticos convencionais, o método
MCQV está sujeito a uma incerteza que é calculada durante a si-
mulação. O desvio-padrão é obtido da amostragem realizada e do
número de passos utilizado. Para que o desvio-padrão tenda a zero,
devemos aumentar o número de passos e quando o número de pas-
sos tende a infinito, a determinação da integral tende ao valor exa-
to e o desvio-padrão tende a zero.
A grande vantagem do método Monte Carlo Variacional está
no fato de que para se determinar o valor da energia ou qualquer
outra propriedade empregando o teorema do valor médio basta
utilizar o algoritmo de Metropolis e calcular o valor da proprie-
dade local em um número grande de configurações. A desvanta-
gem está na necessidade de termos que definir a função de onda
tentativa e testar diferentes alternativas que nos levem à repre-
sentação de menor energia possível. Para evitar o desenvolvimento
de inúmeras funções de onda e o tedioso trabalho de testá-las,
podemos lançar mão de uma alternativa mais poderosa, o Monte
Carlo Quântico de Difusão.
O método Monte Carlo Quântico de Difusão
O MCQD é, provavelmente, o método de Monte Carlo Quântico
mais utilizado em cálculos de estrutura eletrônica. Esse método,
em princípio, produz resultados exatos, mas exige uma série de
aproximações para que sua utilização prática seja possível.
O MCQD consiste na solução da Equação de Schrödinger atra-
vés do movimento browniano de partículas no espaço sujeitas a
um processo probabilístico de criação e destruição dessas mesmas
partículas. Intuitivamente, este processo foi idealizado a partir da
associação fenomenológica da Equação de Schrödinger com uma
Equação de difusão. A Equação de Schrödinger dependente do tem-
po para um conjunto de N partículas com coordenadas q é escrita
como:
(29)
Comparando-se esta equação com uma equação de difusão do tipo:
(30)
em que C corresponde à concentração de um material sendo obser-
Figura 5. Comportamento da energia local acumulada para diferentes
simulações para o átomo de He no estado fundamental. Cada simulação foi
realizada com 500 walkers e 10000 passos, utilizando função de onda
incluindo efeito de correlação explícita com diferentes parâmetros ζ
439Uma abordagem simplificada do método Monte Carlo quânticoVol. 31, No. 2
vado durante o processo de difusão, nota-se uma semelhança con-
siderável entre as duas expressões, sugerindo que, em princípio, a
Equação de Schrödinger possa ser resolvida com os mesmos recur-
sos numéricos que a Equação de difusão.
Embora a Equação de Schrödinger apresente um componente
imaginário em sua formulação, podemos mascarar esta diferença
considerando a transformação do tempo real (t) para tempo imagi-
nário (τ), ou seja: τ = i.t.
Vale ressaltar também que os estados que se pretende obter por
meio da Equação 29 são estados estacionários, ou seja, aqueles
para os quais ∂Ψ(q,t)/∂t = 0. Neste caso, introduzimos um parâmetro
arbitrário E
T
 para deslocar a energia de referência a um valor arbi-
trário. Assim, realizando a transformação da coordenada temporal,
introduzindo a energia de referência arbitrária E
T
 e considerando
que a Equação de Schrödinger está sendo empregada para o trata-
mento de elétrons (férmions), a Equação 29 passa a ser escrita, em
unidades atômicas, como:
(31)
Para resolver a Equação de Schrödinger como uma Equação de
difusão, ela é separada e avaliada sob dois aspectos distintos. O
primeiro deles considera a Equação 30 sem o segundo termo à di-
reita da igualdade:
(32)
que corresponde à representação matemática do movimento
browniano. A solução para esta equação diferencial corresponde a
uma função de distribuição gaussiana do tipo:
(33)
em que δτ representa um intervalo de tempo e D a constante de difusão.
Para simular movimentos brownianos basta distribuir um con-
junto de partículas com coordenadas arbitrárias no espaço e deslocar
cada partícula aleatoriamente, obedecendo a uma distribuição
gaussiana, como a Equação 33, com média zero e variância 2Dδt.
A segunda parte da equação sem o termo browniano corresponde
a uma equação diferencial ordinária de primeira ordem. Em quí-
mica, sua associação está vinculada a uma cinética de reação de
primeira ordem, ou seja:
(34)
Esta equação possui uma solução analítica bem conhecida:
(35)
Em um processo cinético algumas substâncias são criadas e
destruídas e para realizarmos uma simulação de tal processo, de-
vemos associar a Equação de Schrödinger (Equação 31) ao proces-
so de criação e aniquilação de partículas. A probabilidade que con-
trola esse processo pode ser definida em termos da exponencial na




Combinando-se a simulação do movimento browniano com a
cinética de primeira ordem podemos estabelecer uma situação de
equilíbrio entre os dois processos. Nesta situação de equilíbrio a
energia média das configurações que aparecem e são preservadas
durante a simulação, corresponde à energia do sistema, assim como,
o valor de outras propriedades também será definido pelo valor
médio da respectiva propriedade.
Embora seja possível realizarmos simulações empregando es-
tas duas estratégias, dinâmica browniana e criação e aniquilação
de partículas definidas por uma cinética de primeira ordem, estas
simulações são muito sensíveis às condições iniciais e o controle
do processo necessita de ajustes. Funções potenciais coulombicas
tendem a mais ou menos infinito quando as distâncias são iguais a
zero. Experimentos computacionais empregando alternativas nu-
méricas foram testados até que se definiu um formalismo matemá-
tico rigoroso justificando o método. O método MCQD encontrou
sua fundamentação teórica no tratamento de equações diferenciais
através do uso de funções de Green33,34.
Formalmente, devemos levar em consideração que o método
de Monte Carlo não pode ser aplicado diretamente às equações
diferenciais. Portanto, antes de estabelecer uma simulação compu-
tacional para o processo de difusão, procura-se uma representação
integral da Equação de Schrödinger. Utilizando-se o inverso do
Hamiltoniano, H
^ -1, e aplicando-se do lado direito e esquerdo da




Como o hamiltoniano é um operador diferencial, H
^ -1 deve ser
um operador integral e:
(38)
em que a integral do operador G (q’,q) corresponde a H
^ -1. Para
processos dependentes do tempo, como é o caso da Equação 31, a
Equação 38 passa a ser escrita como:
(39)
Esta Equação determina que em um tempo τ a chance de alte-
rar-se uma configuração q para uma configuração q’ se dá através
das características da função G (q’,q; τ). Não é possível definir
uma forma analítica para a função G (q’,q; τ). Para resolver a Equa-
ção 39 utilizamos uma aproximação válida para o limite em que τ
tende a zero. Neste caso, a função de Green pode ser fatorada em
um termo de difusão (G
dif




Estes dois termos estão diretamente associados com as Equa-
ções 33 e 35, respectivamente, o que nos permite definir o termo
de difusão por:
(41)
e o termo cinético por:
(42)
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Na Equação 42 a energia E
T
 foi incorporada e corresponde à
energia de referência.





ver um algoritmo para o Monte Carlo de Difusão capaz de calcular
os valores médios de propriedades do estado fundamental. Contu-
do, esse algoritmo torna-se ineficiente em muitos casos, sobretudo
pela divergência do termo {V (q) + V (q’)}/ 2 nas regiões em que
há singularidade do potencial. Nessas condições, há variação sig-
nificativa do número de partículas do sistema, o que confere gran-
de incerteza estatística nos valores médios calculados.
A forma de reduzir essas flutuações é por meio da técnica de
amostragem preferencial, já vista acima, baseada no formalismo
de Fokker-Planck5,35. Assim, combinando-se os melhores aspectos
do formalismo de Fokker-Planck com o algoritmo de Metropolis
desenvolve-se um método de Monte Carlo Quântico relativamente
estável. Nesse caso, utiliza-se uma função de onda tentativa Φ como
guia para a amostragem estatisticamente mais importante. Assim,
define-se uma função densidade de probabilidade f (q, τ), tal que:
(43)
sendo Ψ (q, τ) a função de onda dependente do tempo para o siste-
ma. No decorrer da simulação, essa função deve se aproximar da
função de onda exata do estado fundamental.
Substituindo-se essa função densidade f (q, τ) na Equação de




 a energia local e F um vetor de campo denominado força
quântica (ou vetor velocidade) de Fokker-Planck. Essas funções
são definidas pelas equações abaixo:
(45)
(46)
A inclusão da amostragem preferencial modifica as funções
de Green utilizadas na estratégia de Monte Carlo. A Equação 44
guarda semelhanças com a Equação 31, o que permite sua resolu-
ção pela mesma metodologia. A parte cinética é simulada pelo
processo de difusão e o termo correspondente ao potencial por
meio da criação e destruição de partículas. Identifica-se o termo
cinético da Equação 44 como sendo os dois primeiros à direita do
sinal de igualdade e o termo correspondente ao potencial como o
último termo à direita. A função de Green para a parte potencial
(Equação 43) deve ser adaptada, substituindo-se simplesmente
V(q) e V(q’) por E
L
. A função de Green para esta nova represen-
tação assume a forma:
(47)
O processo de criação e destruição de partículas é melhor
definido pela Equação 47 que pela função de Green sem
amostragem preferencial, pois a energia local é mais suave,
minimizando as possíveis singularidades apresentadas pela res-
pectiva função potencial.
Quando Φ (q) = Ψ
0
 (q), sendo Ψ
0
 (q) a função de onda exata do
sistema, a energia de referência E
T
 torna-se igual à energia exata
do sistema E
0
, eliminando o termo correspondente ao potencial.
Desta forma, o número de partículas do ensemble permanece cons-
tante. Para uma função aproximada, não há o cancelamento entre
as singularidades da energia cinética e potencial, acarretando em
flutuação do número de partículas do ensemble para compensar as
imperfeições da função tentativa. As partículas são eliminadas nas
regiões em que Φ (q) > Ψ
0
 (q) e são criadas nas regiões que Φ (q)
< Ψ
0
 (q). Assim, a função Φ (q) tende a se aproximar da função de
onda exata à medida que a simulação prossegue.
O termo de energia cinética é identificado como:
(48)
Considerando que a força F(q) permaneça constante durante
todo o movimento, a correspondente função de Green para a parte
cinética é:
(49)
Essa Equação é apenas aproximada e não corresponde exata-
mente à solução da Equação de Fokker-Planck. O erro associado
ao uso dessa Equação é proporcional a τ2, logo, quanto menor o
valor de τ, menor o erro devido ao emprego dessa função aproxi-
mada.
O deslocamento compatível com a Equação 49 é:
(50)
sendo η um número aleatório de uma distribuição gaussiana com
média zero e variância igual a um. Uma vez que o operador de
energia cinética não é hermitiano, faz-se necessário utilizar o
balanceamento detalhado, associado às Equações 47 e 49. Se
utilizássemos diretamente o algoritmo de Metropolis, devería-
mos utilizar apenas a razão entre as densidades de probabilida-
des da função de onda guia. Porém, como o operador de Green
não é hermitiano, é necessário introduzir-se uma correção que
permita sugerir que os caminhos de ida e volta de uma partícula
ou configuração sejam equivalentes. Assim, a probabilidade de





Esta estratégia utiliza uma função de Green como combinação
de duas outras: a função de Green da Equação de Fokker-Planck
(Equação 49) e a função de Green do processo de criação e destrui-
ção de partículas (Equação 47). Com todas estas adaptações, deter-





No MCQD são obtidas configurações (N) que correspondem à
distribuição f por meio do algoritmo de Metropolis e a energia é
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calculada como uma média da energia local:
(54)
Devemos lembrar que o número de configurações muda duran-
te a simulação e a média deve considerar essa mudança de popula-
ção, tornando-se uma média ponderada. O algoritmo do método
MCQD pode ser encontrado na referência 10.
Como exemplo de aplicação deste algoritmo consideramos a
molécula de H
2
 na geometria de equilíbrio (R=1,4011 u.a.) e esta-
do fundamental sem função de correlação explícita. Neste cálculo
o orbital 1σ
g
 da molécula foi obtido através de cálculo Hartree-
Fock empregando-se em cada átomo combinação linear de fun-
ções de Slater 1s triplo zeta e uma função de polarização 2p orien-
tada ao longo do eixo da ligação. A composição do orbital mo-




















(1,82453)]. Os valores entre parênteses correspondem aos expoen-
tes das respectivas funções de Slater e também foram otimizados
na molécula em nível Hartree-Fock. O sub-índice a ou b indica se
as funções foram colocadas sobre o hidrogênio a ou b. Foram rea-
lizadas várias simulações com 1.000 configurações cada por
2.000.000 de passos e diferentes valores de τ. A Figura 6 apresenta
os valores das diferentes energias médias obtidas em cada si-
mulação. O valor da energia média extrapolado para τ=0 foi igual
a -1,17440±2x10-5 u.a. O valor considerado exato para esta molé-
cula no estado fundamental é igual a -1,17447 u.a.5 A inclusão de
função de correlação explícita neste caso permitiria apenas melho-
rar a precisão numérica em termos da quinta ou sexta casa deci-
mal. Este exemplo mostra ainda que uma boa função de onda guia,
mesmo construída em nível Hartree-Fock, produz resultado com
parte significativa de efeitos de correlação eletrônica.
A função de onda tentativa
Embora a apresentação do Monte Carlo Quântico feita acima
pareça relativamente simples, tanto em sua formulação Variacional
quanto na Difusão, devemos ter em mente que a escolha da função
de onda representa um passo importante em qualquer das aborda-
gens. No MCQV serão obtidos resultados correspondentes aos da
função de onda escolhida e MCQD a simulação proporcionará sem-
pre um resultado melhor que o Variacional, uma vez que a função
de onda serve apenas como um guia para a simulação.
Para ser utilizada de forma eficiente, principalmente no MCQD,
a função de onda aproximada deve considerar alguns aspectos ge-
rais observados em funções de onda exatas36. São conhecidas vári-
as propriedades das soluções analíticas da Equação de Schrödinger
para sistemas simples e que devem ser obedecidas, para que a fun-
ção de onda se aproxime da função exata, por exemplo: 1) a função
deve ser contínua, unívoca, finita e a densidade eletrônica deve
apresentar um comportamento assintótico apropriado com o au-
mento das distâncias nucleares da molécula e 2) a função de onda
exata deve ser anti-simétrica com a permutação de qualquer par de
elétrons. Além dessas propriedades globais, existem outras de ca-
ráter local. A energia local deve ter um valor finito para qualquer
conjunto de posições espaciais dos elétrons. Portanto, as singulari-
dades que surgem no potencial pela sobreposição de cargas devem
ser compensadas pelo termo correspondente da energia cinética
local. Essa compensação resulta numa descontinuidade na deriva-
da primeira da função de onda quando duas partículas estão sobre-
postas, conhecida como cúspide37. Para que a condição de cúspide
seja suprimida, no caso da possibilidade de colisão núcleo-elétron,





 a distância do elétron i ao núcleo e Z é a carga nuclear. Se
a função de onda não é anulada quando r
i
=0, a condição de cúspide
nuclear é satisfeita se essa função exibe um comportamento expo-
nencial em r
i
. As funções de base de Slater apresentam esta carac-
terística. Exemplificando para o átomo de He, a condição de cúspide
nuclear é satisfeita multiplicando-se uma função de onda arbitrária











parâmetros que podem ser ajustados variacionalmente. Para siste-
mas moleculares utiliza-se o mesmo procedimento. O comporta-
mento eletrônico em moléculas é determinado através de funções
de onda moleculares obtidas a partir de funções monoeletrônicas,
que são usualmente expansões em funções de base centradas nos
núcleos atômicos. Assumindo que o comportamento dos elétrons
próximos dos núcleos é completamente determinado pela forma
analítica da função de base, a condição de cúspide nuclear impõe a
mesma restrição à forma dessas funções de base nas regiões próxi-
mas dos núcleos5,38-40.
Uma extensão para a condição de cúspide elétron-elétron tam-
bém pode ser feita através das condições:
(57)
Dessa forma, a condição de cúspide eletrônico exige que a fun-
ção de onda seja contínua, mas que tenha a derivada primeira em
relação as coordenadas eletrônicas descontínuas quando os elétrons
estiverem sobrepostos. Caso a função de onda e suas respectivas
funções de base não satisfaçam as condições de cúspide eletrôni-
Figura 6. Convergência da energia média em função de τ para simulação da
molécula de H
2 
na geometria de equilíbrio utilizando MCQD
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co, devemos multiplicar a função de onda por um termo exponencial
semelhante ao da Equação 56, mas satisfazendo as condições de
cúspide da Equação 57. As funções que devem ser incorporadas à
função de onda aproximada não são únicas: existem várias alterna-
tivas na literatura38-40.
Além das questões relacionadas ao cúspide eletrônico, que es-
tão intimamente relacionadas com a correlação eletrônica, o Mon-
te Carlo Quântico considera uma aproximação para a função de
onda que merece atenção. As expressões nas definições da densi-
dade de probabilidade (Equações 16, 18, 52) ou propriedades lo-
cais (Equações 22, 45, 46) só podem ser utilizadas se a função de
onda empregada permitir o cancelamento das funções de spin en-
tre o numerador e o denominador.
A função de onda típica em simulações MCQ que permite o
cancelamento das coordenadas de spin é descrita como um produ-





 a parte espacial da função de onda monoeletrônica.
Usualmente, na função Ψ(q) = Ψα (qα) Ψβ (qβ), incorpora-se uma
função de correlação explícita Ψ
corr
, ou seja, Ψ(q) = Ψα (qα) Ψβ (qβ)Ψcorr,
que será descrita adiante. Por enquanto, descreveremos apenas a fun-
ção de onda dada pela Equação 58. Essa função de onda permite fato-
rar as funções de spin das funções espaciais, possibilitando o cancela-
mento das funções de spin no cálculo das propriedades locais; é finita,
normalizável e permite o cálculo de propriedades locais sem grandes
dificuldades5. Essa última característica pode ser verificada observan-
do-se a Equação 46 que requer a determinação da derivada da função
de onda com relação às coordenadas espaciais dos elétrons. Essa deri-
vada será simplesmente a soma dos determinantes, cujas colunas fo-
ram seqüencialmente substituídas por suas respectivas derivadas. Para
a derivada da função de onda em relação a um único elétron α com
coordenadas espaciais r
1
, por exemplo, tem-se que:
(59)
Além dessa característica, a função de onda fatorada pode sa-
tisfazer a condição de cúspide nuclear se na sua construção forem
utilizadas funções monoeletrônicas que individualmente obedeçam
a essa mesma exigência. As funções de base de Slater apresentam
este comportamento e, por isso, são as mais empregadas no MCQ.
Ao contrário, as funções gaussianas não apresentam um perfil ade-
quado nas regiões próximas dos núcleos.
Por outro lado, a condição de cúspide eletrônica (Equação 57)
não pode ser satisfeita por funções de onda compostas por um úni-
co determinante porque não apresentam dependência com a dis-
tância intereletrônica (r
ij
). Usualmente, multiplica-se a função de
onda da Equação 58 por funções de correlação explícitas42, ou seja:
Ψ
corr
 = e-U (60)
sendo que U pode ser uma função de correlação do tipo Boys-
Handy43:
(61)
em que I são índices nucleares e i e j índices eletrônicos; ou uma





 da Equação 61 e a e b da Equação 62 são
ajustados para satisfazerem as condições de cúspide e minimizar a
energia do sistema. A inclusão dessas funções de correlação explí-
cita corrige os problemas de cúspide nuclear e eletrônico, aumen-
tando a precisão dos resultados e tornam as simulações mais está-
veis.
Vantagens e desvantagens do uso do MCQ
Algumas características importantes podem ser comentadas em
relação a este método, tanto para o MCQV quanto para o MCQD:
1) o problema do conjunto de base não é muito discutido no MCQD
uma vez que o uso de funções de base de Slater permite a inclusão
de conjuntos com qualidade superior em relação às funções gaus-
sianas, com um número de primitivas significativamente menor.
Devemos considerar que erros devido ao uso de um conjunto de
bases finito são bem menores, já que a função de onda multiele-
trônica é utilizada para expandir a função de onda guia exigida
para a amostragem preferencial. 2) Seus algoritmos são mais sim-
ples em relação a métodos convencionais de estrutura eletrônica
alcançando excelente precisão na determinação de propriedades.
3) Os algoritmos para o MCQ são facilmente adaptados para com-
putadores paralelos e escalonam linearmente com o número de
processadores. Não há congestionamento na memória do compu-
tador ou necessidade de grande capacidade de disco para sistemas
grandes. 4) Funções de onda multieletrônicas com dependência
explícita das distâncias entre as partículas (r
ij
) podem ser utiliza-
das sem dificuldade. 5) Propriedades de estados fundamentais, al-
guns estados excitados, barreiras de reação química e outras pro-
priedades podem ser determinadas dentro de um sistema unifica-
do. 6) O uso de pseudopotenciais em um cálculo produz escalamento
computacional da ordem de Z3,5, sendo Z a carga nuclear. 7) Boa
convergência para a maioria dos sistemas estudados.
O MCQ também sofre com algumas limitações que fazem com
que seu uso seja considerado. Dentre as desvantagens podemos
citar: 1) demanda um custo computacional razoável para calcular
derivadas de primeira e segunda ordem da energia local total com
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respeito às posições atômicas e, conseqüentemente, estimar forças
interatômicas e constantes de força, ou seja, inabilidade na otimi-
zação de geometria e simulação dinâmica. 2) Os resultados são
obtidos com uma barra de erro estatística que decai somente com o
inverso da raiz quadrada do tempo computacional, ou seja, do nú-
mero de passos da simulação e número de configurações conside-
radas. 3) Para sólidos, a necessidade de cálculos de propriedades
do “bulk” produz erros sistemáticos de tamanho finito. 4) Apesar
de uma sensível melhora no cálculo de propriedades de estados
excitados, estas informações ainda são raras quando comparadas
às propriedades calculadas por outros métodos correla-cionados.
5) A precisão das simulações é dependente das posições dos nós da
função de onda tentativa e, durante as simulações, a possibilidade
de uma partícula assumir as coordenadas de um nó da função de
onda produzirá efeitos indesejáveis na simulação e devem ser con-
trolados.
Dos artigos de revisão divulgados na literatura destacamos um,
de M. D. Towler44. Este artigo propõe doze questões referentes aos
problemas do MCQ e é um excelente referencial para se avaliar se
o método atenderá, ou não, às expectativas dos usuários.
O custo computacional do MCQ pode ser comparado com ou-
tros métodos através da Tabela 1. Os métodos de estrutura eletrô-
nica convencionais são muito precisos para cálculos de estrutura
eletrônica, porém, funcionam bem somente para sistemas conten-
do poucos elétrons. Para sistemas maiores, o MCQ torna-se muito
competitivo em termos de precisão e tempo computacional para
cálculos de estrutura eletrônica. Na Tabela 1 podemos verificar
que os cálculos MCQ realizados com todos os elétrons para siste-
mas grandes se tornam muito caros computacionalmente, princi-
palmente quando comparado com a TFD. Quando o cálculo MCQ
é feito com elétrons de valência utilizando pseudopotenciais, este
tempo computacional cai quase que pela metade e, devido a sua
alta precisão, pode-se tornar uma alternativa mais eficaz e precisa
que a TFD e, principalmente, em relação às demais metodologias
apresentadas na Tabela 1.
COMENTÁRIOS FINAIS
Disciplinas iniciais de mecânica quântica na área de química
seguem usualmente a sistemática de introduzir os postulados, as
soluções exatas da Equação de Schrödinger para sistemas simples
e, eventualmente, a apresentação do método Hartree-Fock. Nas dis-
ciplinas mais avançadas são discutidas questões associadas a mo-
delos utilizados para a correção dos efeitos de correlação eletrôni-
ca. A impressão final em qualquer uma das fases é de que são ne-
cessários conhecimentos matemáticos e computacionais extrema-
mente sofisticados para se atingir um nível de precisão aceitável
mesmo para sistemas simples. Neste sentido, o método MCQ pode
ser considerado como uma alternativa aos métodos convencionais
com aplicações imediatas em qualquer nível de dificuldade deseja-
do, permitindo a obtenção de resultados precisos a partir de fun-
ções de onda simples. Efeitos de correlação eletrônica, por exem-
plo, passam a ser um termo possível de ser determinado com um
mínimo de esforço computacional e novas perspectivas de concei-
tos físicos e matemáticos são abertas ao iniciante, como cúspide
eletrônico e nuclear, a noção estatística dos modelos etc.
Não existem métodos que resolvam todos os problemas. Mas,
é desejável que os problemas sejam atacados pelos métodos mais
precisos em qualquer escala de investigação. Como discutido aci-
ma, o método Monte Carlo Quântico apresenta deficiências que
têm feito parte do dia-a-dia das atividades de vários pesquisadores
ao redor do mundo. Não será um método absoluto, mas continuará
sendo uma alternativa extremamente atraente por muitos anos para
diversas situações onde os métodos convencionais só poderão ser
empregados com recursos computacionais extremamente sofisti-
cados e dispendiosos.
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