I. INTRODUCTION
Since its commercial introduction in 1985, inductively coupled plasma-mass spectrometry (ICP-MS) has matured rapidly; so much so that the technique is now employed routinely in many laboratories for the determination of trace elements in industrial, biomedical, and terrestrial samples.'
The technique's growth is, in some respects, unprecedented in the history of atomic spectrometry, and with the promulgation of regulator-accepted procedures,23 growth will continue to accelerate as environmental analysts and their clients increase the demands upon the technology.
This growth has been due largely to the intrinsic strengths of ICP-MS (e.g., pg L-' or better instrument detection limits), but even as these strengths have been exploited by many, improvements in the technique itself have been left to a relative few. Among the weaknesses that these investigators have addressed over the years are matrix effect susceptibility,45 spectral interference,"' and measurement another prominent weakness, not solely restricted to ICP-MS, is sample introduction inefficiency. One group of analytical chemists has, for many years, considered sample introduction to be the "Achilles' heel" of atomic spectro~copy,'~ and for that reason, many investigators have proposed and tested "ideal" introduction devices,1417 mostly with limited success.
The design and operating characteristics of the inductively coupled plasma (ICP) are such that the sample must be introduced into the plasma as a vapor or a disperse aerosol to facilitate atomization and subsequent processes. Although it is possible to vaporize or atomize solid matter outside the plasma (e.g., by laser ablati~n),'~ bulk solids are most often dissolved in mineral acid prior to ICP spectrometric analysis so as to homogenize the sample and place it in an easily manipulated form. The solutions are then vaporized or nebulized to introduce the dissolved analytes into the ICP; however, in the case of furnace atomization and hydride generation (which are the most common vaporization te~hniques),''*'~ the efficiency with which analytes are introduced depends substantially upon their chemical properties. As such, procedures employing vaporization techniques are very analyte-and matrix-specific, and are, as a consequence, infrequently used in high demand situations because they are unsuited for broad application.
Solution nebulization (an aerosol generation technique) is used widely in ICP spectrometry because it works well in a broad range of applications?@'* However, normal nebulizers (e.g., glass concentric types) utilize only 1 to 10% of the sample uptake. The remaining portion of the consumed sample goes directly to laboratory waste, creating a secondary waste stream that would be considered, at minimum, corrosive by regulatory standards, and in the worst case, could also be toxic and/or radioactive. Although the latter circumstances are unlikely to be encountered in many laboratories, they are of special significance and concern to the Department of Energy (DOE) and 
C. Analysis Procedure
The ICP-mass spectrometer was started per the manufacturer's instructions and allowed to warm up for 30 minutes to one hour. After the warmup period, a test solution containing 10 pg L-' each of Li, Mg, Co, Y, In, La, Lu, Pb, and U was nebulized to allow optimization of instrument sensitivity and short-term measurement reproducibility. The test solution was also used to calibrate the instrumental mass-to-charge ratio ( d z ) scale.
Once sensitivity, reproducibility, and mass scale calibration were satisfactory, the calibration
. and analysis sequence listed in Table 2 was initiated. Signals for 58@Ni, '03Rh, '"Cd, 17'Lu, 2M*208Pb, and u8U in each solution were integrated five times in succession at 30 s per replicate, where Rh was used as an internal standard for Ni and Cd, and Lu was used as an internal standard for Pb and U.
The CPN and H systems were rinsed thoroughly with 10 vol. % high-purity nitric acid between sample analyses. Dilution-corrected analyte concentrations were obtained in near real time.
D. Data Analysis
For each sample introduction system, the analysis procedure was repeated six times within a two-month period. 
RESULTS AND DISCUSSION
The principal objective of this study was to compare important analytical method selection These criteria, which are criteria (e.g., precision) for CPN and FI-DIN sample introduction.
discussed below, can be difficult to determine as they are influenced by many experimental factors.
However, use of identical calibration and analysis procedures, combined with the consistent use of replicate integrations and integration times, facilitated comparison by eliminating variables that were not directly related to the properties of the sample introduction systems. The effects of other factors (e.g., day-to-day variations in instrument sensitivity) were eliminated by internal standardization.
A. Waste Volume and Analvsis Time
Per sample waste volume was calculated by dividing the volume of waste collected by the number of solutions analyzed in the course of a calibration and analysis sequence. In the case of CPN, the waste (unconsumed sample and rinsate) was collected from the spray chamber drain; in the case of FI-DIN, the waste was collected from overfill of the FI manifold. By this method, we found that 7.1 mL of waste was produced per sample using CPN, while only 3.4 mL of waste was produced per sample using FI-DIN. Much of the FI-DIN waste was due to overfill and the volume of tubing between the sample and the injection loop; however, about 0.5 mL of the waste volume was due to control logic that allowed the peristaltic pump to operate while the FI valve was in the inject state (thereby sending unconsumed sample directly to waste). With different EPROM (Erasable, Programmable Read-only Memory) in the DIN control module (see Fig. l) , this feature can be disabled, Taking into account the inefficiency of the control logic, we attribute the waste savings resulting from F&DIN introduction to two factors: (i) the DIN consumed 2.7 mL less solution and generated no waste over the 2.85 min required for signal integration, and (ii) use of the flow injection.
manifold eliminated the need to fill and rinse the volume of tubing between the sample and nebulizer, reducing waste by about 1 mL. Further opportunities for waste reduction, e.g., reducing dead volume or using smaller injections, were available but were not studied for this report.
Per sample analysis time was computed by dividing the time required to complete the calibration and analysis sequence by the number of solutions analyzed. By this method, we found
.that a CPN analysis required 7.5 min per sample, while an FI-DIN analysis required only 5.0 min per sample. The 2.5 min savings in analysis time was due solely to reduced rinseout time, which is less in FI-DIN because only the injection loop requires rinsing (i.e., the nebulizer is rinsed constantly by the carrier solution). Further time savings were possible (e.g., by using a smaller injection loop), but these would be modest relative to the savings realized here since 3.5 min per sample was required for FI-DIN signal stabilization and integration, independent of injection volume.
B.
&
The instrumental detection limits (IDLs) achieved using FI-DIN and CPN, as listed in Table 3 , appear similar despite the fact that the background equivalent concentrations (BECs) differed Significantly at the 95% confidence interval. However, with the exception of Pb, F-tests26 indicated statistically significant differences in the standard deviations for the FI-DIN and CPN BEC determinations. This finding implies that there were significant differences as well in the IDLs for Ni, Cd, and U. In light of these differences, we concluded that CPN yielded better detection Iimits for Cd, which is not generally prone to memory effects (i.e., sample-to-sample carryover), while FI-DIN yielded better detection limits for U (which is refractory and, thus, prone to memory effects).
These observations are consistent with other reports suggesting that DIN is less prone to memory effects than CPN.% L The systematic differences shown in Table 3 for the BEC and IDL of Ni were also important, but in this case, the differences were probably not due to memory effects. Two other factors that influence detection l i m i t s (and subsequent comparisons) are absolute sensitivity, Le., the slope of an instrumental calibration curve (signal per unit analyte concentration), and relative sensitivity, Le., the signal per mole of an analyte isotope, normalized to that of a reference isotope. As absolute sensitivity decreases, BEC and IDL increase so long as the background signal remains constant, and when relative sensitivity varies, the BEC and IDL for an analyte will change relative to that of another analyte, even if the absolute sensitivity for one remains constant.
Absolute sensitivity data obtained from R-DIN and CPN determinations of the analytes are given in Table 4 . Relative sensitivity data for repeated analysis of the instrument tuning solution are presented in Figure 2 . Figure 2 clearly indicates little difference in relative sensitivity between the two nebulizers except, perhaps, at low atomic numbers (e.g., Li and Mg). As such, relative sensitivity changes could not have influenced the differences in BEC and IDL. However, statistically significant differences were observed between R-DIN and CPN absolute sensitivities for all analytes except Ni. This difference (CPN/FI-DIN = lS), although significant, was not sufficient to explain : I the changes in BEC and IDL. As such, we concluded that the observed changes were due to a combination of sensitivity differences and background variations, both related to the choice of nebulizer.
C. Accuracv and Precision
Sample analyses obtained using CPN and FI-DIN are compared in Tables 5 through 8 . The data in Table 5 were collected to establish the accuracy of the instrument calibration procedure.
There were statistically significant biases in the determinations of Ni and U, although the difference in the U determination was small (about 2%) at the "as-analyzed', U concentration (i.e., 10.07 pg L-' after sample dilution). The FI-DIN and CPN determinations of Ni differed significantly, and Ftests indicated sigmfkant differences in the precision of the Ni and Pb determinations. There was also a small but statistically significant difference (about 2%) between the certificate Cd concentration and the Cd determination by CPN, however, the difference between the FI-DIN and CPN determinations was not significant.
The data in Table 6 were collected to document the accuracy of the instrumental determinations by using a standard reference material. Significant differences between the FI-DIN and CPN determinations of Ni were found, as were significant differences in the precision of the Ni and Pb determinations. Relative to the certificate concentrations, small but significant biases (about 5%) were found in the determinations of Cd and Pb (U was not certified or detected); however, there were no significant differences between the FI-DIN and CPN determinations of these analytes. In light of the calibration data (Table 5) , this may suggest that other factors (e.g., evaporation)
contributed to the positive biases. This suggestion is especially reasonable when the age of the SRM (over 2 years) is taken into account.
The data in Tables 7 and 8 were collected to document the comparison between FI-DIN and CPN analyses of "real" waste samples. There were statistically significant differences between the FI-DIN and CPN determinations of Ni and Cd, though the difference in the Cd determinations was fairly small (about 2%). There were also significant differences in the precision of Ni, Pb (#37 only), and U (##40 only) determinations, though the coefficient of variation for the Pb and U determinations was, at worst, only 6%. The discrepancy in the Ni determinations was expected, especially at the "as-analyzed" concentrations of Ni (which were close to the IDL). Examination of the sample spectra ruled out the possibility of spectral interference (e.g., 95M0'60+) on '"Cd. Therefore, other factors such as matrix effects or systematic bias (see Table 5 and the associated discussion) might have been the source of the small Cd discrepancy. We chose not to accept such compromises in this study, but alternative FI strategies are certainly worthy of study, especially by those who characterize acutely hazardous materials. 
IV. CONCLUSIONS
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