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A NEW LOOK AT THE FRACTIONAL POISSON PROBLEM VIA THE
LOGARITHMIC LAPLACIAN
SVEN JAROHS, ALBERTO SALDAN˜A, AND TOBIAS WETH
ABSTRACT. We analyze the s-dependence of solutions us to the family of fractional Poisson problems
(−∆)su= f in Ω, u≡ 0 on RN \Ω
in an open bounded set Ω⊂RN , s ∈ (0,1). In the case where Ω is of classC2 and f ∈Cα(Ω) for some
α > 0, we show that the map (0,1)→ L∞(Ω), s 7→ us is of classC
1, and we characterize the derivative
∂sus in terms of the logarithmic Laplacian of f . As a corollary, we derive pointwise monotonicity
properties of the solution map s 7→ us under suitable assumptions on f and Ω. Moreover, we derive
explicit bounds for the corresponding Green operator on arbitrary bounded domains which are new
even for the case s= 1, i.e., for the local Dirichlet problem −∆u= f in Ω, u≡ 0 on ∂Ω.
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1 Introduction
The present paper is devoted to the fractional Poisson problem
(1.1)
{
(−∆)su= f in Ω,
u= 0 on RN \Ω
for s ∈ (0,1) in an open bounded set Ω ⊂ RN , N ≥ 2. For f ∈ L2(Ω), (1.6) admits a unique weak
solution u ∈ H s0 (Ω). Here and in the following, we let H
s
0 (Ω) be the completion of C
∞
c (Ω) with
respect to the norm ‖ · ‖H s induced by the scalar product
(1.2) (w,v) 7→ Es(w,v) :=
∫
RN
|ξ |2swˆ(ξ )vˆ(ξ )dξ .
Moreover, by definition, u is a weak solution of (1.1) if
(1.3) Es(u,v) =
∫
Ω
f vdx for all v ∈H s0 (Ω).
These notions extend to the case s= 1, in which (1.1) is replaced by the classical Poisson problem
(1.4) −∆u= f in Ω, u= 0 on ∂Ω.
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We also note that, if Ω has a continuous boundary, then H s0 (Ω) coincides with the space of functions
w ∈ L2(RN) with w ≡ 0 on RN \Ω and Es(w,w) < ∞, see [19, Theorem 1.4.2.2]. Several important
estimates have been proved in recent years regarding the unique weak solution of (1.1), which we
denote by Gs f : R
N → R in the following. In particular, Ros-Oton and Serra have shown in [25],
that if f ∈ L∞(Ω), then we have Gs f ∈ C
s(RN) giving the optimal regularity up to the boundary.
Moreover, Grubb [20] and Ros-Oton and Serra [25, 26] provide estimates on the interior regularity.
In particular, for f ∈Cα(Ω), Gs f is the unique classical bounded solution of (1.1).
The main aim of this paper is to study the dependence of Gs f on the parameter s ∈ (0,1) on general
bounded domains. In particular, we shall give answers to the following questions.
(Q1) Under which assumptions on f and Ω is the map s 7→Gs f differentiable in a suitable function
space, and how can we characterize its derivative?
(Q2) Under which assumptions on f and Ω is this map pointwisely decreasing in Ω?
As a byproduct of our results, we derive new bounds for the operator norm ‖Gs‖ of Gs with respect
to L∞(Ω), which is defined as the smallest constant C =C(N,Ω,s) so that
(1.5) ‖Gs f‖L∞(Ω) ≤C‖ f‖L∞(Ω) for all f ∈ L
∞(Ω).
Since Gs is order preserving as a consequence of the maximum principle for (−∆)
s, it follows that
‖Gs‖= sup
Ω
[Gs1].
In other words, ‖Gs‖ is given as the maximal value of the (unique) solution to the fractional torsion
problem
(1.6)
{
(−∆)su= 1 in Ω,
u= 0 on RN \Ω
In our results, we shall thus pay special attention to this particular problem. As an example motivating
our study, let us consider the case Ω = Br(0) for fixed r > 0. In this case the solution us := Gs1 of
(1.6) is given by
(1.7) us(x) = γN,s(r
2−|x|2)s+, with γN,s =
Γ(N
2
)
4sΓ(s+1)Γ(N
2
+ s)
,
see e.g. [14,17]. We may thus compute the pointwise derivative vs = ∂sus with respect to s as follows:
vs(x) = us(x)
[
ln
(
r2−|x|2)−
(
2ln(2)+ψ(
N
2
+ s)+ψ(s+1)
)]
for x ∈ Ω.
Here ψ := Γ
′
Γ denotes the digamma function. Clearly, vs is nonpositive in Br(0) if and only if 2ln(r)≤
2ln(2)+ψ(N
2
+ s)+ψ(s+1). Since the digamma function ψ is increasing on (0,∞) (see e.g. [5, eq.
6.3.21]), we find that vs is nonpositive in Br(0) for all s ∈ (0,1) if and only if 2ln(r) ≤ 2ln(2) +
ψ(N
2
)− γ , i.e.,
(1.8) r ≤ rN := 2e
1
2
[ψ( N
2
)−γ ],
where γ := −ψ(1) = −Γ′(1) is the Euler-Mascheroni constant. Consequently, us is pointwisely
decreasing in s ∈ (0,1) on Ω = Br(0) if and only if r ≤ rN .
Our aim is to derive monotonicity properties and rate of change formulas for more general bounded
domains Ω and source functions f where no explicit form of us = Gs f is available. Essential in
this analysis is the logarithmic Laplacian L∆ introduced in [12], which is a weakly singular Fourier
integral operator associated to the symbol 2ln | · |. The operator L∆ can be seen as the derivative of
A NEW LOOK AT THE FRACTIONAL POISSON PROBLEM VIA THE LOGARITHMIC LAPLACIAN 3
(−∆)s at s= 0. More precisely, as shown in [12, Theorem 1.1], if ϕ ∈Cαc (R
N) for some α > 0, then
d
ds
∣∣∣
s=0
(−∆)sϕ = L∆ ϕ in L
p(RN) for 1< p≤ ∞. Moreover, L∆ ϕ admits the integral representation
(1.9) L∆ ϕ(x) = cNP.V.
∫
B1(0)
ϕ(x)−ϕ(x+ y)
|y|N
dy− cN
∫
RN\B1(0)
ϕ(x+ y)
|y|N
dy+ρNϕ(x),
where
(1.10) cN =
Γ(N
2
)
piN/2
=
2
|SN−1|
and ρN := 2ln(2)+ψ(
N
2
)− γ .
Here and in the following, |SN−1| denotes the N− 1-dimensional volume of the unit sphere in RN .
Moreover, as noted in [12, Proposition 1.3], the value of L∆ ϕ(x) is also well defined by (1.9) if ϕ
is merely Dini continuous in x and satisfies
∫
RN (1+ |z|)
−N |ϕ(z)|dz < ∞. We also use the following
alternative integral representation for L∆ with respect to an open subset Ω of R
N given by
(1.11) L∆ ϕ(x) = cN
∫
Ω
ϕ(x)−ϕ(y)
|x− y|N
dy− cN
∫
RN\Ω
ϕ(y)
|x− y|N
dy+[hΩ(x)+ρN ]ϕ(x), x ∈Ω,
with the function
(1.12) hΩ : Ω → R, hΩ(x) = cN
∫
B1(x)\Ω
1
|x− y|N
dy− cN
∫
Ω\B1(x)
1
|x− y|N
dy,
see [12, Proposition 2.2]. As a consequence of (1.11), we have
[L∆1Ω](x) = hΩ(x)+ρN for x ∈ Ω.
In the particular case Ω = Br(0), r> 0, it was proved in [12, Lemma 4.11] that inf
x∈Ω
hΩ(x) = hΩ(0) =
−2lnr. Therefore, the condition (1.8) can be rephrased in the form
L∆1BR(0) ≥ 0 in Br(0).
It is therefore tempting to guess that —in general open bounded sets Ω— the nonnegativity of the
function
L∆1Ω ≡ hΩ +ρN
in Ω is still a necessary and sufficient condition for the solution map s 7→ Gs1 to be pointwisely
decreasing in s on [0,1). We shall give a positive answer to this question in one of our main results.
More generally, we shall see that, if f ∈Cα(Ω) is a nonnegative function for some α > 0 and EΩ f
denotes the trivial extension of f to RN , then the nonnegativity of L∆EΩ f in Ω is a necessary and
sufficient condition for the solution map s 7→Gs f to be pointwisely decreasing in s on [0,1]. The first
main result of this paper provides a derivative of the map s 7→Gs f in a suitable sense.
Theorem 1.1. Let N ≥ 2, let Ω⊂RN be an open and bounded set of class C2, and let f ∈Cα(Ω) for
some α > 0. Then we have:
(i) The map
(0,1)→ L∞(Ω), s 7→ us :=Gs f
is of class C1. Moreover, for every s ∈ (0,1), the function vs := ∂sus ∈ L
∞(Ω) is given as the
unique solution of the boundary value problem
(1.13)
{
(−∆)svs =−L∆
(
EΩ f +ws
)
in Ω,
vs = 0 in R
N \Ω,
4 SVEN JAROHS, ALBERTO SALDAN˜A, AND TOBIAS WETH
where EΩ denotes the trivial extension of f to R
N and ws = [(−∆)
sus]1RN\Ω, i.e.,
(1.14) ws(x) =

0, x ∈ Ω,
[(−∆)sus](x) =−cN,s
∫
Ω
us(y)
|x− y|N+2s
dy, x ∈ RN \Ω.
(ii) If, in addition, f ≥ 0 in Ω and f 6≡ 0, then vs < 0 in Ω for all s ∈ (0,1) if and only if
(1.15) L∆EΩ f ≥ 0 in Ω.
Before presenting applications of this result, we briefly comment on its proof. The main difficulty
is given by the fact that the family of Green operators Gs f , s ∈ [0,1] does not obey the semigroup
property Gs+t = GsGt , so the differentiablity of the solution map s 7→ Gs f at s ∈ (0,1) cannot be
reduced to a consideration of the case s= 0. In particular, in the case s> 0 we are led to also consider
variants of problem (1.1) with nonhomogeneous Dirichlet conditions on RN \Ω and corresponding
representation formulas for solutions via Poisson kernels. Starting with the work of Bogdan [7], these
formulas have been derived under rather general assumptions on Ω, see [1, 10] and the references
therein. In Section 3 below, we recall these formulas as we need them in our analysis.
Under the same assumptions as in Theorem 1.1, we shall also derive the limiting properties us → f
and
us− f
s
→ L∆EΩ f in Ω as s → 0
+. However, we cannot expect convergence in L∞(Ω) since us
vanishes on ∂Ω for s > 0 and f does not in general. We consider instead the following type of
convergence.
Definition 1.2. Let Ω ⊂ RN be an open bounded set, and let (un)n be a sequence of real-valued
functions defined on Ω. We say that un converges almost uniformly in Ω to a function u : Ω → R if
lim
n→∞
‖δΩ
ε(un−u)‖L∞(Ω) = 0 for every ε > 0.
Here and in the following, δΩ : R
N → R is the boundary distance function, i.e., δΩ(x) = dist(x,∂Ω)
for x ∈ RN .
We note that, if un → u almost uniformly in a bounded open set Ω, then un → u in L
∞
loc(Ω). If
moreover ∂Ω is Lipschitz, then also un → u in L
p(Ω) for every p ∈ [1,∞).
Theorem 1.3. Let N ≥ 2, let Ω ⊂ RN be an open and bounded set of class C2, let f ∈ Cα(Ω) for
some α > 0, and let us :=Gs f for s ∈ (0,1). Then
us → f and
us− f
s
→ L∆EΩ f almost uniformly in Ω.
Moreover, if f ≥ 0 in Ω, then
(1.16) 0≤ us(x)≤ f (x)−
∫ s
0
(
Gt [L∆(EΩ f )]
)
(x)dt for s ∈ (0,1), x ∈ Ω.
We remark that the estimate (1.16) is a consequence of Theorem 1.1 and the first part of Theorem 1.3.
With the help of this estimate, we will be able to give the following answer to Question (Q2) raised
above.
Theorem 1.4. Let N ≥ 2, let Ω⊂RN be an open and bounded set, and let f ∈Cα(Ω) for some α > 0
with f ≥ 0 in Ω. Then (1.15) is a sufficient condition for us := Gs f to be pointwisely decreasing in
Ω with respect to s ∈ [0,1]. If, moreover, ∂Ω is of class C2, then this condition is also necessary.
Here and in the following, for matters of consistency, we set G0 f = EΩ f for f ∈ L
∞(Ω).
Theorem 1.4 follows rather directly from Theorem 1.3 in the case where ∂Ω is of class C2. By
approximation, we shall also show the statement in the case of arbitrary open bounded sets Ω ⊂ RN .
In our next observation, we remark that condition (1.15) is inherited via domain inclusion.
A NEW LOOK AT THE FRACTIONAL POISSON PROBLEM VIA THE LOGARITHMIC LAPLACIAN 5
Lemma 1.5. Let N ≥ 2, let Ω,Ω′ ⊂ RN be open and bounded sets with Ω′ ⊂ Ω, and let f ∈Cα(Ω)
for some α > 0. Then we have
[L∆EΩ′ f −L∆EΩ f ](x) = cN
∫
Ω\Ω′
f (y)
|x− y|N
dy for x ∈ Ω′,
Here we identify f with the restriction of f to Ω′. In particular, if f ≥ 0 in Ω and L∆EΩ f ≥ 0 in Ω,
then also L∆EΩ′ f ≥ 0 in Ω
′.
Let us put these results into perspective by discussing the case f ≡ 1, i.e. the fractional torsion
problem (1.6). As noted already, in this case it follows from (1.11) that
L∆EΩ f = L∆1Ω = hΩ +ρN in Ω.
Moreover, L∆1Br(0) is nonnegative in Br(0) if and only if r ≤ rN , where rN is defined in (1.8). Con-
sequently, if Ω is an open subset of BrN (0), then L∆1Ω ≥ 0 in Ω by Lemma 1.5. Together with
Theorem 1.4, this observation gives rise to the following corollary.
Corollary 1.6. Let N ≥ 2, rN := 2e
1
2
[ψ( N
2
)−γ ], and let Ω ⊂ BrN (0) be an open set. Then us := Gs1 is
pointwisely decreasing in Ω with respect to s ∈ [0,1].
We remark that this Corollary is optimal in a certain sense. More precisely, if Ω ⊂ RN is an open
bounded set with Br(0) ⊂ Ω for some r > rN , then we have [Gs1](0) > 1 for s> 0 sufficiently small
by (1.7) and the maximum principle. Thus the map s 7→ [Gs1](0) cannot be decreasing on (0,1).
In order to derive bounds for the L∞-operator norm of the Green operator G in an arbitrary open and
bounded subset of RN , we set
h0(Ω) = inf
x∈Ω
hΩ(x).
Since the operator Gs is order preserving for s ∈ (0,1], we find that
Gs(L∆1Ω) =Gs(hΩ +ρN)≥ (h0(Ω)+ρN)Gs1= (h0(Ω)+ρN)us in Ω.
If ∂Ω is of class C2, we may combine this estimate with (1.16) to obtain
us(x) ≤ 1− (h0(Ω)+ρN)
∫ s
0
ut(x)dt for x ∈ Ω, s ∈ (0,1)
and therefore, by Gro¨nwall’s inequality,
us ≤ e
−s
(
h0(Ω)+ρN
)
in Ω for s ∈ (0,1).
By approximation, we will obtain this bound also for arbitrary open bounded sets Ω⊂RN . Recalling
that ‖Gs‖= supΩ us, we therefore infer the following estimate.
Corollary 1.7. Let N ≥ 2, Ω ⊂ RN be an arbitrary open and bounded set, then
‖Gs‖ ≤ e
−s
(
h0(Ω)+ρN
)
for s ∈ [0,1].
The geometry of Ω enters in the estimate for ‖Gs‖ via the quantity h0(Ω). To deduce a less sharp but
more intuitive bound, we define, for r > 0, the relative r-density of the set Ω ⊂ RN by
dr(Ω) = sup
x∈Ω
dr(x,Ω) with dr(x,Ω) =
|Br(x)∩Ω|
|Br|
.
We shall see in Section 8 below that
(1.17) h0(Ω)≥−
2
N
ln
(( |Ω|
|B1|
+ rN [1−dr(Ω)]
)
dr(Ω)
)
for any open and bounded Ω ⊂ RN and every r > 0. Therefore, we deduce the following estimate
from Corollary 1.7.
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Theorem 1.8. Let N ≥ 2, r > 0, and let Ω ⊂ RN be an arbitrary open and bounded set. Then
‖Gs‖ ≤ e
−sρNdr(Ω)
2s
N
( |Ω|
|B1|
+ rN(1−dr(Ω))
) 2s
N
for s ∈ [0,1].
We point out that this result is new even in the case s= 1 and yields the bound
(1.18) ‖G1‖ ≤ e
−ρNdr(Ω)
2
N
( |Ω|
|B1|
+ rN(1−dr(Ω))
) 2
N
.
This estimate should be compared with the classical bound
(1.19) ‖G1‖ ≤
1
2N
( |Ω|
|B1|
) 2
N .
which arises from Talenti’s comparison principle [28]. The bound (1.19) is sharp among domains
with fixed volume |Ω| and is attained on balls in RN . On the other hand, (1.18) is better than (1.19)
for domains which are “thin” compared to its total volume, i.e., for domains with a small relative
r-density for some r > 0.
We remark that bounds for ‖Gs‖ are important when considering solutions u ∈ L
∞(Ω) of semilinear
problems of the type
(1.20) (−∆)su= f (u) in Ω, u= 0 on RN \Ω
for s ∈ (0,1) and
(1.21) −∆u= f (u) in Ω, u= 0 on ∂Ω
with a Lipschitz nonlinearity f : R→ R. These solution correspond to fixed points of the nonlinear
operator
Ts : L
∞(Ω)→ L∞(Ω), Tsu=Gs f (u).
If f admits a Lipschitz constant less than 1‖Gs‖
, then the operator Ts is a contraction and therefore the
problems (1.20) and (1.21) admit a unique bounded solution.
To close this introduction, we point out the natural question whether the differentiability of the map
s 7→ Gs f extends to values s ≥ 1 under suitable assumptions on f and Ω (for some references in
the higher-order case see, for example, [2–4]). The main difficulty in this case is the fact that the
function ws defined in (1.14) grows like δΩ
−s
near the boundary ∂Ω and is therefore not contained in
L1loc(R
N) if s≥ 1. We also remark that our main results are stated only for N ≥ 2, but they all extend
to the simpler case N = 1. For the sake of brevity, we restrict our attention to the case N ≥ 2 where
the arguments can be given in a unified way.
The paper is organized as follows. Section 2 is devoted to preliminary integral estimates which we
shall use multiple times within our proofs. In Section 3, we collect various results on operators
associated with the solution map s 7→ Gs f for problem (1.1). The differentiability of the solution
map s 7→ Gs f at s = 0 in suitable function spaces is then proved in Section 4. In Section 5 we
discuss continuity properties of the solution map, and in Section 6 we prove its differentiability in
the interval s∈ (0,1). In order to pass from domains of classC2 to arbitrary bounded domains in some
of our main results, we consider inner domain approximations and associated continuity properties
in Section 7. In Section 8, we then complete the proofs of our main theorems.
1.1 Notation
For a set A⊂RN and x ∈RN , we define δA(x) := dist(x,∂A). Moreover, for given r > 0, let Br(A) =
{x ∈ RN : dist(x,A) < r}, and let Br(x) = Br({x}) denote the ball of radius r centered in x ∈ R
N . If
x = 0 we also write Br instead of Br(0). Finally, we let S
k = {x ∈ Rk+1 : |x| = 1} denote the unit
sphere in Rk+1, k ∈ N.
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2 Preliminary integral estimates
This section is devoted to preliminary integral estimates which are of key importance in the proof of
our main results. We start with two elementary estimates.
Lemma 2.1. We have
|ρ t −ρ s| ≤
t− s
ε
(
ρ t+ε +ρ s−ε
)
for ρ ,ε > 0 and s, t ∈R, s< t.
Proof. We write
|ρ t −ρ s|= (t− s)| lnρ |
∫ 1
0
ρ s+τ(t−s)dτ .
If ρ ≥ 1, we have | lnρ |= lnρ ≤ ρ
ε
ε , and therefore
|ρ t−ρ s| ≤
t− s
ε
∫ 1
0
ρ s+τ(t−s)+εdτ ≤
t− s
ε
ρ t+ε .
Moreover, for ρ ∈ (0,1) we have | lnρ |=− lnρ = lnρ−1 ≤ ρ
−ε
ε and therefore
|ρ t −ρ s| ≤
t− s
ε
∫ 1
0
ρ s+τ(t−s)−εdτ ≤
t− s
ε
ρ s−ε .

Lemma 2.2. We have∫ 1
0
t−a(c+ t)λ−1 dt ≤ κ(a,λ ,c) for a,λ ∈ (−∞,1) and c ∈ (0,1],
where
κ(a,λ ,c) :=

min{(λ −a)−1,(1−a)−1+ | lnc|} if λ > a,
cλ−amin{[(1−a)(a−λ )]−1(1−λ ),(1−a)−1+ | lnc|} if λ < a,
(1−a)−1+ | lnc| if λ = a.
Proof. Substituting t = cτ
1
1−a , we get∫ 1
0
t−a(c+ t)λ−1 dt =
cλ−a
1−a
∫ ca−1
0
(1+ τ
1
1−a )λ−1 dτ ≤
cλ−a
1−a
(
1+
∫ ca−1
1
τ
λ−1
1−a dτ
)
,
where ∫ ca−1
1
τ
λ−1
1−a dτ =

1−a
λ −a
(ca−λ −1), λ 6= a,
(1−a)| lnc|, λ = a.
In particular, ∫ 1
0
t−a(c+ t)λ−1 dt ≤
1
1−a
+ | lnc| if λ = a.
Moreover, if λ > a,∫ 1
0
t−a(c+ t)λ−1 dt ≤
cλ−a
1−a
(
1+
1−a
λ −a
(ca−λ −1)
)
=
1−a+(λ −1)cλ−a
(1−a)(λ −a)
≤
1
λ −a
and also∫ 1
0
t−a(c+ t)λ−1 dt ≤
cλ−a
1−a
(
1+
1−a
λ −a
(ca−λ −1)
)
≤
cλ−a
1−a
(
1+(1−a)| lnc|ca−λ
)
≤
1
1−a
+ | lnc|.
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Finally, if λ < a, we have, similarly,∫ 1
0
t−a(c+ t)λ−1 dt ≤
cλ−a
1−a
+
cλ−a−1
a−λ
≤ cλ−amin
{ (1−λ )
(1−a)(a−λ )
,
1
1−a
+ | lnc|
}
.
The claim follows. 
The next lemma, which is the main result of this section, is concerned with integrals involving sin-
gular kernels and powers of the function δΩ for a given open bounded set Ω of class C
2.
Lemma 2.3. Let N ≥ 2, Ω ⊂ RN be an open bounded set with C2-boundary, a ∈ (−1,1), and λ ∈
[−N,1). Moreover, for δ > 0, we define
m(a,λ ,δ ) :=
1
1−a

1
1−λ
min
{ 1
λ −a
,1+ | lnδ |
}
if λ > a,
1 + δ λ−amin
{ 1
a−λ
,
1
1−λ
(1+ | lnδ |)
}
if λ < a,
1
1−λ
(
1+ | lnδ |
)
if λ = a.
Then there is C =C(N,Ω)> 0 with∫
Ω
δΩ(y)
−a|x− y|λ−N dy ≤ C
m(a,λ ,δΩ(x))
1+δΩ(x)N−λ
for x ∈RN \Ω and(2.1) ∫
BrΩ (x)\Ω
δΩ(y)
−a|x− y|λ−N dy ≤ Cm(a,λ ,δΩ(x)) for x ∈ Ω,(2.2)
where rΩ := diamΩ+1.
Proof. We only prove (2.1), the proof of (2.2) is very similar. In the following, the letter C stands
for positive constants depending only on Ω and the dimension N but not on a and λ . The value of C
may increase in every step of the estimate. Since Ω is of class C2, there exist ε = ε(Ω) ∈ (0,1) and
a diffeomorphism T : ∂Ω× (−ε ,ε)→ Bε(∂Ω) with bounded derivative and the property that
T−1(x) =
{
(p(x),δΩ(x)), x ∈ Bε(∂Ω)∩Ω,
(p(x),−δΩ(x)), x ∈ Bε(∂Ω)\Ω,
where p(x) is is the projection of x ∈ Bε(∂Ω) onto ∂Ω, i.e., the unique point in ∂Ω with |x− p(x)| =
δΩ(x). In particular, this implies that
T (∂Ω× (0,ε)) = Bε(∂Ω)\Ω and T (∂Ω× (−ε ,0)) = Ω∩Bε(∂Ω).
Now, we first consider x ∈ RN \Bε(Ω). Then |x− y|
λ−N ≤ C
1+δΩ(x)
N−λ for every y ∈ Ω and therefore
(2.3)
∫
Ω
δΩ(y)
−a|x− y|λ−Ndy≤
C
1+δΩ(x)N−λ
∫
Ω
δΩ(y)
−ady,
where ∫
Ω
δΩ(y)
−ady≤ ε−a|Ω|+
∫
Bε(∂Ω)∩Ω
δΩ(y)
−ady≤C+
∫
∂Ω×[0,ε ]
t−aT ∗(dy).
Here T ∗(dy) denotes the pull-back of the volume element dy. Since T has a bounded derivative, we
conclude that ∫
Ω
δΩ(y)
−ady≤C+ |∂Ω|
∫ ε
0
t−adt =C+
ε1−a|∂Ω|
1−a
≤
C
1−a
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and therefore, by (2.3),
(2.4)
∫
Ω
δΩ(y)
−a|x− y|λ−Ndy≤
C
(1−a)
(
1+δΩ(x)N−λ
) .
Next, we consider x ∈ Bε(Ω)\Ω. Then
(2.5)
∫
Ω\Bε (∂Ω)
δΩ(y)
−a|x− y|λ−Ndy≤ ελ−N−a|Ω| ≤C ≤
C
(1−a)
(
1+δΩ(x)N−λ
) ,
so it remains to estimate the integral∫
Ω∩Bε (∂Ω)
δΩ(y)
−a|x− y|λ−Ndy.
Since x ∈ Bε(∂Ω)\Ω, we have |x− y| ≥ δΩ(x)+δΩ(y) and
|x− y| ≥ |p(x)− y|−δΩ(x) ≥ |p(x)− p(y)|−δΩ(x)−δΩ(y) for y ∈ Bε(∂Ω)∩Ω,
which implies that
3|x− y| ≥ |p(x)− p(y)|+δΩ(x)+δΩ(y) for y ∈ Bε(∂Ω)∩Ω.
Consequently, for x ∈ Bε(Ω)\Ω we have∫
Bε (∂Ω)∩Ω
δΩ(y)
−a|x− y|λ−Ndy≤ 3N−λ
∫
Bε(∂Ω)∩Ω
δΩ(y)
−a[|p(x)− p(y)|+δΩ(y)+δΩ(x)]
λ−Ndy
≤C
∫
∂Ω×[0,ε ]
t−a[t+δΩ(x)+ |p(x)− z|]
λ−NT ∗(dy)(t,z)
≤C
∫ ε
0
t−a
∫
∂Ω
[t+δΩ(x)+ |p(x)− z|]
λ−Ndσ(z)dt(2.6)
Next we use the fact that, since ∂Ω is of class C2, there exists µ = µ(Ω)> 0 and, for each z ∈ ∂Ω, a
C1-Diffeomorphism
Kz : Bµ(0)⊂ R
N−1 → Bµ(z)∩∂Ω
with the property that
|Kz(v)− z|= |v| for every v ∈ Bµ(0)
and so that its partial derivatives remain bounded on Bµ(0) independently of z. Consequently, for
every t ∈ (0,ε),∫
∂Ω
[t+δΩ(x)+ |p(x)− z|]
λ−Ndσ(z) =
∫
∂Ω∩Bµ (p(x))
[t+δΩ(x)+ |p(x)− z|]
λ−Ndσ(z)+
∫
∂Ω\Bµ (p(x))
. . .
≤C
∫
Bµ (0)
[t+δΩ(x)+ |v|]
λ−Ndv+µλ−N |∂Ω| ≤C
∫ µ
0
rN−2[t+δΩ(x)+ r]
λ−Ndr+C
=C(t+δΩ(x))
λ−1
∫ µ
t+δΩ(x)
0
τN−2
(
1+ τ)λ−Ndτ +C
≤C(t+δΩ(x))
λ−1
(
1+
∫ ∞
1
τλ−2dτ
)
+C ≤
C
1−λ
(t+δΩ(x))
λ−1+C
and therefore∫ ε
0
t−a
∫
∂Ω
[t+δΩ(x)+ |p(x)− z|]
λ−Ndσ(z)dt(2.7)
≤C
(∫ ε
0
t−a dt+
1
1−λ
∫ ε
0
t−a(t+δΩ(x))
λ−1 dt
)
+C ≤
C
1−a
+
κ(a,λ ,δΩ(x))
1−λ
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by Lemma 2.2. Since
κ(a,λ ,δΩ(x)) =

min{(λ −a)−1,(1−a)−1+ | lnc|}, if λ > a,
δΩ
λ−a(x)min{[(1−a)(a−λ )]−1(1−λ ),(1−a)−1+ | lnδΩ(x)|}, if λ < a,
(1−a)−1+ | lnδΩ(x)|
)
≤C(1−a)−1
(
1+ | lnδΩ(x)|
)
, if λ = a,
it follows that
(2.8)
∫ ε
0
t−a
∫
∂Ω
[t+δΩ(x)+ |p(x)− z|]
λ−Ndσ(z)dt ≤Cm(a,λ ,δΩ(x)).
The claim now follows by combining (2.4), (2.5), (2.7) and (2.8) and by makingC larger if necessary.

Corollary 2.4. Let N ≥ 2, Ω⊂RN be an open bounded set with C2-boundary, a ∈ (−1,1), b ∈ [0,2],
λ ∈ [−N,1) and ν ∈ [λ −N,b]. Then there is C =C(N,Ω)> 0 such that, for all x ∈ Ω,∫
RN\Ω
|x− y|ν
δΩ(y)a+δΩ(y)N+b
dy≤Cm(a,λ ,δΩ(x)),
where m(·, ·, ·) is defined in Lemma 2.3.
Proof. Let x ∈ Ω. We split∫
RN\Ω
|x− y|ν
δΩ(y)a+δΩ(y)N+b
dy=
∫
BrΩ (x)\Ω
. . .dy+
∫
RN\BrΩ (x)
. . .dy
with rΩ := diamΩ+1 as before. In the following, the letterC stands for positive constants depending
only on N and Ω. For y ∈ RN \BrΩ(x) we have δΩ(y)≥C|x− y| and thus
|x− y|ν
δΩ(y)a+δΩ(y)N+b
≤C|x− y|ν−N−b.
Therefore, since rΩ ≥ 1 and ν ≤ b,∫
RN\BrΩ (x)
|x− y|ν
δΩ(y)a+δΩ(y)N+b
dy≤C
∫ ∞
rΩ
τν−1−bdτ =
rν−1−bΩ
1+b−ν
≤ rν−1−bΩ ≤ 1≤Cm(a,λ ,δΩ(x)).
Moreover, by our assumptions on ν , λ and b, we have
|x− y|ν ≤ rν+N−λΩ |x− y|
λ−N ≤ r2+2NΩ |x− y|
λ−N for y ∈ BrΩ(x)
and therefore, by Lemma 2.3,∫
BrΩ (x)\Ω
|x− y|ν
δΩ(y)a+δΩ(y)N+b
dy≤C
∫
BrΩ (x)\Ω
δΩ(y)
−a|x− y|λ−Ndy≤Cm(a,λ ,δΩ(x)).

Corollary 2.5. For s ∈ (0,1) and ε ∈ (0,min{s,1− s}) we have
Ks,ε(Ω) := sup
x∈Ω
∫
Ω
δΩ
−s−ε(y)|x− y|2s−N dy≤
C
(min{s,1− s}− ε)3
.
with a constant C =C(N,Ω)> 0.
Proof. For s, ε as above, we fix λ = 1
2
(s+ ε +min{2s,1}) ∈ (s+ ε ,min{2s,1}). Moreover, we let
C denote constants depending only on Ω and N in the following. Since |x− y| ≤ diamΩ < ∞ for
x,y ∈ Ω, we have, by Lemma 2.3,
Ks,ε(Ω)≤ [diamΩ]
2s−λ sup
x∈Ω
∫
Ω
δΩ
−s−ε(y)|x− y|λ−N dy≤C[1+diamΩ]2 sup
x∈Ω
m(s+ ε ,λ ,δΩ(x))
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≤
C
(1− s− ε)(1−λ )(λ − s− ε)
≤
C
(min{s,1− s}− ε)3
.

3 The solution map and related operators
Throughout this section, we consider the case N ≥ 2. We introduce first some important notation
related to a fractional Poisson problem in an open bounded set Ω ⊂ RN . Recall that, for s ∈ (0,1),
the fundamental solution of (−∆)s is given by Fs(x,y) = Fs(|x− y|), where
Fs(z) = κN,s|z|
2s−N , κN,s =
Γ(N
2
− s)
4spiN/2Γ(s)
=
sΓ(N
2
− s)
4spiN/2Γ(1+ s)
.
We also note that
κN,s
s
=
Γ(N
2
− s)
4spiN/2Γ(1+ s)
→ cN :=
Γ(N
2
)
piN/2
as s→ 0+.
The convolution with the fundamental solution is usually called the Riesz operator
f 7→ Fs f := Fs ∗ f .
By the Hardy-Littlewood-Sobolev inequality (see [23, 24]) this convolution defines a continuous
linear map Fs : L
r(RN)→ Lp(r,s)(RN) for
r ∈ (1,
N
2s
) and p(r,s) :=
rN
N−2sr
.
We note the following semigroup property of the operator family Fs, s ∈ (0,1).
Lemma 3.1. Let s,σ > 0 be given with σ + s< 1. Moreover, let r ∈ (1, N
2(s+σ)). Then
(3.1) r ∈ (1,
N
2σ
), p(r,σ) ∈ (1,
N
2s
) and p(p(r,σ),s) = p(r,σ + s).
Moreover, for g ∈ Lr(RN) we have
(3.2) Fσ+sg= Fs(Fσg) in L
p(r,σ+s)(RN).
Proof. Direct computation yields (3.1). Moreover, (3.2) is true, by a Fourier transform argument, for
functions g ∈C∞c (R
N), and it follows by density for functions g ∈ Lr(RN) (see e.g. [18, 22]). 
Throughout the remainder of this section, let Ω ⊂ RN be a fixed open and bounded set with C2-
boundary. We recall the following result from [1] (see also [8–10]).
Lemma 3.2. Let g : RN \Ω → R be a measurable function which is bounded in a relative neighbor-
hood of ∂Ω in RN \Ω and such that ∫
RN
|g(x)|
(1+ |x|)N+2s
dx< ∞.
Then there exists a unique function u :RN →R which is s-harmonic in Ω, bounded in a neighborhood
of ∂Ω and satisfying u≡ g in RN \Ω.
Using this result, we may define
R2N∗ := R
N×RN \{(x,x) : x ∈ RN}
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and define a function Hs :R
2N
∗ →R, associated with Ω, as follows: For fixed x∈Ω, Hs(x, ·) :R
N →R
denotes the unique solution in L∞(RN) of{
(−∆)syHs(x, ·) = 0 in Ω,
Hs(x, ·) = Fs(x− ·) on R
N \Ω.
Moreover, if x ∈ RN \Ω, we set Hs(x, ·) := Fs(x− ·) on R
N \ {x}. By the maximum principle, we
then have
(3.3) 0≤ Hs(x,y) ≤ F(x− y) for x,y ∈ R
2N
∗ .
Consequently, for r ∈ (1, N
2s
), we can define an operator
Hs : L
r(Ω)→ Lp(r,s)(RN), [Hs f ](x) =
∫
Ω
Hs(x,y) f (y)dy for x ∈ R
N .
The following properties are well known.
Lemma 3.3 (see [8, 20, 26, 27]). Let r ∈ (1, N
2s
).
(i) Let g ∈ Lr(RN) and u := Fsg ∈ L
p(r,s)(RN), If g ∈ Cαloc(Ω) for some α ∈ (0,1), then u ∈
C
2s+β
loc (Ω) for β ∈ (0,α ] with 2s+α 6∈N, and
(−∆)su= g in Ω.
(ii) Let g ∈ Lr(Ω)∩Cαloc(Ω) for some α ∈ (0,1) and u :=Hsg ∈ L
p(r,s)(RN). Then u ∈C
2s+β
loc (Ω)
for β ∈ (0,α ] with 2s+α 6∈ N, and
(−∆)su= 0 in Ω.
We note that, under the assumptions of Lemma 3.3, the function u=Hsg solves the problem
(3.4) (−∆)su= 0 in Ω, u≡ FsEΩ g in R
N \Ω
and hence it even holds that u∈C∞(Ω) (see [8]). Here and in the following, for a real-valued function
g defined on Ω, we let EΩ g denote the trivial extension of g to R
N , i.e., EΩ g≡ g in Ω and EΩg ≡ 0
in RN \Ω.
Note that, in general, EΩ g is a discontinuous function. Moreover, if g is a real-valued function
defined on RN , we let RΩ g denote the restriction of g to Ω. We note the trivial identity
(3.5) EΩRΩ g= g1Ω for any function g : R
N → R.
We now consider the associated Green function Gs : R
2N
∗ → R
N defined by
(3.6) Gs(x,y) = Fs(x− y)−Hs(x,y) for x,y ∈ R
2N
∗ ,
By (3.3), we have
(3.7) 0≤ Gs(x,y) ≤ F(x− y) for x,y ∈ R
2N
∗ ,
so, for r ∈ (1, N
2s
) we can define an operator
(3.8)
Gs := FsEΩ −Hs : L
r(Ω)→ Lp(r,s)(RN),
[Gs f ](x) =
∫
Ω
Gs(x,y) f (y)dy for x ∈R
N .
It can be seen that the functions Hs and Gs are symmetric with respect to reflection of coordinates x
and y (see e.g. [21]). We also have the following.
Lemma 3.4. Let g ∈ Lr(Ω). Then u :=Gsg ∈ L
p(r,s)(RN) and the following holds.
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(i) If g ∈ Cαloc(Ω) for some r ∈ (1,
N
2s
), α ∈ (0,1), 2s+α 6∈ N, then u := Gsg ∈ L
p(r,s)(RN)∩
C
β
loc(Ω) for β ∈ (0,2s+α ], and
(3.9)
{
(−∆)su= g in Ω,
u= 0 in RN \Ω.
(ii) If g ∈ L∞(Ω), then u ∈ Cs(RN)∩C2s−εloc (Ω) for every ε ∈ (0,2s), and there are constants
C1 =C1(Ω)> 0 and C2 =C2(Ω)> 0 such that
(3.10) ‖u‖Cs(Ω) ≤C1‖g‖L∞(Ω)
and
(3.11) |u(x)| ≤C2‖g‖L∞(Ω)δΩ(x)
s for all x ∈ Ω.
Proof. (i) immediately follows from Lemma 3.3 and the definition of the operator Gs.
(ii) The interior regularity property has been proven in [20, 26, 27]. The estimates (3.10) and (3.11)
have been proven in [25]. Moreover, the independence of C1 and C2 of s can be seen by following
closely the proof given in [25]. For the reader’s convenience we include a proof of this fact in
Appendix A. 
Remark 3.5. If g ∈ L2(Ω), then u := Gsg ∈ L
p(2,s)(RN) is also characterized as the unique weak
solution u ∈ H s0 (Ω) of (3.9) as defined in the introduction. Indeed, since Ω is bounded, we have
compact embeddings H t0 (Ω) →֒ H
s
0 (Ω) →֒ L
2(RN) for t > s > 0. Consequently, by Riesz’ repre-
sentation theorem, for every g ∈ L2(Ω), there is a unique function u˜ ∈H s0 (Ω) satisfying (−∆)
su˜= f
in Ω in weak sense, i.e.
Es(u˜,v) =
∫
Ω
f vdx for every v ∈H s0 (Ω).
Since, by density and integration by parts, it follows that a solution in weak sense is also a solution
in distributional sense, and since the function u = Gsg has these properties as well (see e.g. [8,
Proposition 3.13]), we have u = u˜ —the uniqueness of distributional solutions can be seen in this
case e.g. by [9, Section 2].
Next we recall a general Poisson kernel representation formula for harmonic functions in Ω with
prescribed values in RN \Ω, see e.g. [1, Theorem 1.2.3 and Lemma 3.1.2)] (see also [7, 10]).
Lemma 3.6. Under the assumptions of Lemma 3.2, we have
u(x) =−
∫
RN\Ω
g(z)(−∆)szGs(x,z) dz for x ∈ Ω.
An immediate consequence of Lemma 3.6 are the following formulas, which are stated in [1, Lemma
3.2.vi)]:
Fs(x− ·) =−
∫
RN\Ω
Fs(x− z)(−∆)
s
zGs(·,z) dz in Ω for x ∈ R
N \Ω,
Hs(x, ·) =−
∫
RN\Ω
Fs(x− z)(−∆)
s
zGs(·,z) dz in Ω for x ∈ Ω.
Using the facts that Hs(x,y) = Fs(x− y) if x ∈R
N \Ω or y ∈ RN \Ω, we can write these identities in
a compact form as
Hs(x,y) =−
∫
RN\Ω
Fs(x− z)(−∆)
s
zGs(y,z) dz for x ∈ R
N \∂Ω, y ∈ Ω.
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Since, for fixed y ∈ Ω, both sides of the equation are continuous in x ∈ RN \{y}, the latter identity
also holds for x ∈ ∂Ω, i.e.,
(3.12) Hs(x,y) =−
∫
RN\Ω
Fs(x− z)(−∆)
s
zGs(y,z) dz for x ∈ R
N , y ∈ Ω.
In order to derive a useful decomposition of the operator Gs, we need an estimate for (−∆)
s[Gs f ] on
RN \Ω for f ∈ L∞(Ω). We have the following.
Lemma 3.7. Let f ∈ L∞(Ω) and 0< s< 1. Then
(3.13) |(−∆)σGs f (x)| ≤ σC‖ f‖L∞(Ω)
1+δΩ(x)
s−2σ | lnδΩ(x)|
1+δΩ(x)N+2σ
for x ∈RN \Ω, σ ∈ (s/2,s]
with a constant C =C(N,Ω)> 0. In particular, defining
Qs f : R
N → R, [Qs f ](x) =
{
− (−∆)s[Gs f ](x), x ∈ R
N \Ω,
0, x ∈ Ω,
we have that
(3.14) |Qs f (x)| ≤ sC‖ f‖L∞(Ω)
1+δΩ(x)
−s| lnδΩ(x)|
1+δΩ(x)N+2s
for x ∈ RN \Ω, s ∈ (0,1).
Consequently, Qs is a continuous linear map L
∞(Ω)→ Lr(RN) for r ∈ [1, 1
s
). In addition, we have
the estimate
(3.15) |Qs f (x)| ≤
C‖ f‖L∞(Ω)
δΩ(x)s+δΩ(x)N+2s
for x ∈ RN \Ω, s ∈ (0,1)
with a constant C =C(N,Ω)> 0.
Proof. In the following, the letterC denotes positive constants depending only on N and Ω. By (3.11)
|Gs f (x)| ≤CδΩ(x)
s‖ f‖L∞(Ω) for x ∈ Ω,
Hence, for x ∈ RN \Ω and σ ∈ (s/2,s],
(3.16)
∣∣∣(−∆)σGs f (x)∣∣∣ ≤ cN,σC‖ f‖L∞(Ω) ∫
Ω
δΩ(y)
s
|x− y|N+2σ
dy.
where 0< cN,σ =
σ4σ Γ( N
2
+σ)
pi
N
2 Γ(1−σ)
≤ σC and∫
Ω
δΩ(y)
s
|x− y|N+2σ
dy≤
Cm(−s,−2σ ,δΩ(x))
1+δΩ(x)N+2σ
≤
C
(1+ s)(1+δΩ(x)N+2σ )
(
1+
δΩ(x)
−s(1+ | lnδΩ(x)|)
1+2σ
)
≤
C(1+δΩ(x)
−s| lnδΩ(x)|)
1+δΩ(x)N+2σ
by Lemma 2.3 (with λ =−2σ and a=−s). Thus (3.13) follows, and (3.14) is a direct consequence
of (3.13). Using also that
m(−s,−2s,δΩ(x))
1+δΩ(x)N+2σ
≤
C
(
1+ δΩ(x)
−s
s
)
(1+ s)(1+δΩ(x)N+2σ )
≤
C
s
(
δΩ(x)s+δΩ(x)N+2σ
) ,
we obtain the alternative estimate
|Qs f (x)| ≤
cN,sC‖ f‖L∞(Ω)
s
(
δΩ(x)s+δΩ(x)N+2s
) ≤ C‖ f‖L∞(Ω)
δΩ(x)s+δΩ(x)N+2s
for x ∈ RN \Ω and s ∈ (0,1), as claimed in (3.15). 
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Remark 3.8. We also note that the operatorQs defined in Lemma 3.7 is positivity preserving. Indeed,
if f ∈ L∞(Ω) is nonnegative, then Gs f is nonnegative in Ω and vanishes on R
N \Ω. Consequently,
[Qs f ](x) = cN,s
∫
Ω
[Gs f ](y)
|x− y|N+2s
dy≥ 0 for x ∈ RN \Ω.
By definition, the operator Fs is also positivity preserving, and so are the operators Gs and Hs by
(3.3) and (3.7). Since all of these operators are linear, it follows that they are order preserving and
therefore give rise to pointwise inequalities of the form
|Qs f | ≤Qs| f |, |Fs f | ≤ Fs| f |, |Hs f | ≤Hs| f | and |Gs f | ≤Gs| f |
for functions f in the respective domain of definition.
By (3.12), we can write, for f ∈ L∞(Ω) and x ∈ RN ,
[Hs f ](x) =−
∫
Ω
∫
RN\Ω
Fs(x− z)(−∆)
s
zGs(y,z) dz f (y)dy
=−
∫
RN\Ω
Fs(x− z)(−∆)
s
z
∫
Ω
Gs(y,z) f (y)dy dz=
∫
RN
Fs(x− z)[Qs f ](z)dz = [FsQs f ](x)
with the operator Qs defined in Lemma 3.7. Here the application of Fubini’s theorem is justified by
the estimate in Lemma 3.7. In short,
(3.17) Hs f = FsQs f in R
N for f ∈ L∞(Ω).
This yields the decomposition
(3.18) Gs f = FsEΩ f −Hs f = Fs
(
EΩ f −Qs f
)
in RN for f ∈ L∞(Ω),
which turns out to be highly useful for our purposes. It is natural to also define
G0 f = EΩ f for f ∈ L
∞(Ω).
Since (−∆)0 f = f , we thus have that Q0 f = 0 for f ∈ L
∞(Ω). It is then consistent to identify F0 with
the identity operator on Lr(RN) for r> 1. With these definitions, we can now analyze continuity and
differentiability of the solution map
s 7→ us :=Gs f , s≥ 0
for f ∈ L∞(RN).
4 Differentiability of the solution map at s= 0
The goal of the present section is to derive the following bound on difference quotients, which give
the proof of the differentiability of the solution map at s = 0. Throughout this section, we assume
that Ω ⊂ RN , N ≥ 2 is an open bounded set with C2 boundary. The following is the main result of
this section.
Proposition 4.1. Let f ∈Cα(Ω) for some α > 0. Then
(4.1) limsup
s→0+
1
s
∥∥∥δΩε(Gs f − f
s
+L∆EΩ f
)∥∥∥
L∞(Ω)
≤C‖ f‖Cα (Ω) for every ε > 0
with a constant C =C(N,Ω,ε ,α)> 0. In particular,
Gs f → f and
Gs f − f
s
→−L∆EΩ f almost uniformly in Ω as s→ 0
+.
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To show Proposition 4.1, we fix f ∈Cα(Ω), and we first note that
(4.2)
Gs f −G0 f
s
+1ΩL∆EΩ f = 1Ω
(Fs− id
s
EΩ f +L∆EΩ f
)
−1Ω
Hs f
s
.
The following lemmas provide bounds on the terms in (4.2). We recall here that
Fs(z)
s
=
Γ(N
2
− s)
s4spiN/2Γ(s)
|z|2s−N =
Γ(N
2
− s)
4spiN/2Γ(s+1)
|z|2s−N → cN |z|
−N as s→ 0+ for z ∈ RN \{0}.
Lemma 4.2.
(i) If f ∈Cαc (R
N) for some α > 0, then
(4.3)
∣∣∣[Fs− id
s
f
]
(x)+ [L∆ f ](x)
∣∣∣ ≤ s C‖ f‖Cα (RN) for x ∈ RN , s ∈ (0, 1
2
]
with some constant C =C(N,α ,supp f )> 0.
(ii) If f ∈Cα(Ω) for some α > 0, then
(4.4)
∣∣∣[Fs− id
s
EΩ f
]
(x)+ [L∆EΩ f ](x)
∣∣∣ ≤ s C
ε
δΩ(x)
−ε‖ f‖Cα (Ω)
for x ∈ Ω, ε ∈ (0,1), s ∈ (0, 1
2
] with some constant C =C(N,Ω,α)> 0.
Proof. (i) Let f ∈Cαc (R
N) for some α > 0 and R > 0 with supp f ⊂ BR(0). In the following C > 0
denotes possibly different constants depending only on N,R and α . Recall that cN =
2
|∂B1|
, and thus∫
B1
|y|2s−N dy=
1
scN
.
For x ∈ RN , we thus have
Fs
s
f (x) =
κN,s
s
∫
B1
( f (x+ y)− f (x))|y|2s−N dy+
κN,s
s2cN
f (x)+
κN,s
s
∫
RN\B1
f (x+ y)|y|2s−N dy
and therefore
|
Fs− id
s
f (x)+L∆ f (x)|(4.5)
≤
∫
B1
| f (x+ y)− f (x)|
|y|N
∣∣∣κN,s
s
|y|2s− cN
∣∣∣ dy+∫
RN\B1
| f (x+ y)|
|y|N
∣∣∣κN,s
s
|y|2s− cN
∣∣∣ dy
+ | f (x)|
∣∣∣ κN,s
s2cN
−
1
s
+ρN
∣∣∣.
Next we recall that, since N ≥ 2, the function s 7→ τ(s) :=
κN,s
s
=
Γ( N
2
−s)
4spiN/2Γ(1+s)
admits a smooth exten-
sion on (−1,1) with τ(0) = cN and τ
′(0) = −cNρN . Hence, this implies that
∣∣ κN,s
s2cN
− 1
s
+ρN
∣∣ ≤ sC
for s ∈ (0, 1
2
) and∣∣∣κN,s
s
|y|2s− cN
∣∣∣≤ ∣∣∣κN,s
s
− cN
∣∣∣|y|2s+ cN∣∣∣|y|2s−1∣∣∣≤ sC(1+ ∣∣ ln |y|∣∣+ ∣∣ ln |y|∣∣|y|2s)
for s ∈ (0, 1
2
] and y ∈ RN . Consequently,∫
RN\B1
| f (x+ y)|
|y|N
∣∣∣κN,s
s
|y|2s− cN
∣∣∣ dy≤ sC‖ f‖L∞(RN) ∫
BR(−x)\B1
1+
∣∣ ln |y|∣∣+ ∣∣ ln |y|∣∣|y|2s
|y|N
dy
≤ sC‖ f‖L∞(RN)|BR(0)| ≤ sC‖ f‖L∞(RN )(4.6)
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and ∫
B1
| f (x+ y)− f (x)|
|y|N
∣∣∣κN,s
s
|y|2s− cN
∣∣∣ dy
≤Cs‖ f‖Cα (RN)
∫
B1
|y|α−N(1+
∣∣ ln |y|∣∣+ ∣∣ ln |y|∣∣|y|2s)dy≤ sC‖ f‖Cα (RN).(4.7)
Combining (4.5), (4.6) and (4.7), we conclude that (4.3) holds.
(ii) Let R> 0 be chosen with Ω⊂ BR(0). Then the estimates (4.5) and (4.6) still hold with f replaced
by EΩ f . Moreover, for x ∈ Ω and ε ∈ (0,1) we have, with δx := δΩ(x),∫
B1
|EΩ f (x+ y)−EΩ f (x)|
|y|N
∣∣∣κN,s
s
|y|2s− cN
∣∣∣ dy
≤sC‖ f‖Cα (Bδx (x))
∫
Bδx
|y|α−N(1+
∣∣ ln |y|∣∣+ ∣∣ ln |y|∣∣|y|2s)dy
+ sC‖EΩ f‖L∞(RN)
∫
B1\Bδx
|y|−N(1+
∣∣ ln |y|∣∣+ ∣∣ ln |y|∣∣|y|2s) dy
≤sC‖ f‖Cα (Ω)+ sC‖EΩ f‖L∞(RN)
∫
B1\Bδx
|y|−N−ε dy
≤sC‖ f‖Cα (Ω)+
sC
ε
‖ f‖L∞(Ω)δ
−ε
x ≤
sC
ε
‖ f‖Cα (Ω)δΩ(x)
−ε .
This gives (4.4). 
Remark 4.3. Let f ∈Cα(Ω) for some α > 0. Similarly as in the proof of Lemma 4.2(ii), we may
prove the bound
(4.8)
∣∣[L∆EΩ f ](x)∣∣ ≤C‖ f‖Cα (Ω)(1+ | lnδΩ(x)|) for x ∈Ω
with some constant C =C(N,Ω,α)> 0. Moreover, arguing as in [12, Proposition 2.2 (ii)], we have
that L∆EΩ f ∈C
α−ε
loc (Ω) for every ε > 0.
Lemma 4.4. Let f ∈ L∞(Ω). Then
limsup
s→0+
1
s
‖δΩ
ε
Hs f‖L∞(Ω) ≤C‖ f‖L∞(Ω) for every ε > 0
with a constant C =C(N,Ω,ε).
Proof. It suffices to consider ε ∈ (0, 1
4
). Let s ∈ (0, ε
2
). In the following, C > 0 denotes constants
depending only on N,Ω and ε . Let x ∈Ω. Since
1
s
[Hs f ](x) =
1
s
[FsQs f ](x) =
κN,s
s
∫
RN\Ω
|x− y|2s−NQs f (y)dy,
we have, by Lemma 3.7,∣∣1
s
[Hs f ](x)
∣∣ ≤ κN,sC‖ f‖L∞(Ω) ∫
RN\Ω
(1+δΩ(y)
−s| lnδΩ(y)|)|x− y|
2s−N
1+δΩ(y)N+2s
dy
≤ sC‖ f‖L∞(Ω)
∫
RN\Ω
(1+δΩ(y)
−s− ε
2 )|x− y|2s−N
1+δΩ(y)N+2s
dy.
Therefore, by Corollary 2.4, applied with a = 0 and a = s+ ε
2
, b = 2s and b = 3s+ ε
2
, λ = 0,
ν = 2s−N,∣∣1
s
[Hs f ](x)
∣∣ ≤ sC‖ f‖L∞(Ω)(m(0,0,δΩ(x))+m(s+ ε
2
,0,δΩ(x))
)
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≤ sC‖ f‖L∞(Ω)
(
1+ | lnδΩ(x)|+δΩ(x)
−s− ε
2
(
1+ | lnδΩ(x)|
)
≤ sC‖ f‖L∞(Ω)δΩ(x)
−ε ,
as claimed. 
Proof of Proposition 4.1 (completed). The estimate (4.1) follows by combining equations (4.2), (4.4),
and Lemma 4.4. Moreover, (4.1) implies that
Gs f− f
s
→−L∆EΩ f almost uniformly in Ω as s→ 0
+,
and thus Gs f → f almost uniformly in Ω as s→ 0
+ by (4.8). 
5 Continuity of the solution map
We now discuss continuity results for the solution map (s, f ) 7→Gs f for s ∈ [0,1], where we extend
Gs at 1 with the classical Green function of the Dirichlet Laplacian in Ω. We recall, that for s= 1, the
definition of H s0 (Ω) coincides with the classical Sobolev space H
1
0 (Ω). For the continuity at s = 1
in a weak setting, see also [6]. For the equicontinuity concerning eigenfunctions and eigenvalues of
(−∆)s in Ω for s in a compact subsets of (0,1), see also [13].
Lemma 5.1. Let s0 ∈ (0,1], δ ∈ (0,s0). Moreover, let (sn)n ⊂ (s0−δ ,1] be a sequence with sn → s0,
and let ( fn)n ⊂ L
2(Ω) be a sequence with fn → f0 ∈ L
2(Ω). Then we have
Gsn fn →Gs0 f0 strongly in H
s0−δ
0 (Ω) as n→ ∞.
Proof. Let un = Gsn fn for n ∈ N∪{0} and recall that un ∈ H
sn
0 (Ω) is the unique weak solution of
(−∆)snun = fn in Ω, un ≡ 0 in R
N \Ω, see Remark 3.5. Let s′ := inf
n∈N
sn > s0−δ . By the fractional
Poincare´ inequality, there exists Cs′ > 0 with
‖v‖2
L2(RN) ≤Cs′Es′(v,v) for all v ∈H
s′
0 (Ω).(5.1)
Moreover, for ε ∈ (0,1], n ∈ N and v ∈H sn0 (Ω) we have
Es′(v,v) =
∫
RN
|ξ |2s
′
|vˆ|2dξ ≤ ε2s
′
‖v‖2L2(RN)+
∫
|ξ |≥ε
|ξ |2s
′
|vˆ|2dξ
≤ ε2s
′
‖v‖2L2(RN)+ ε
2(s′−sn)
∫
RN
|ξ |2sn |vˆ|2dξ ≤ ε2s
′
Cs′Es′(v,v)+ ε
2s′−2
Esn(v,v),
where vˆ denotes the Fourier transform of v. Choosing ε :=min
{
1,
(
2Cs′
)− 1
2s′
}
yields
(5.2) Es′(v,v) ≤CEsn(v,v) for v ∈H
sn
0 (Ω), n ∈ N withC = 2ε
2s′−2.
Moreover, by the definition of weak solution,
Esn(un,un) =
∫
Ω
fnun dx≤ ‖ fn‖L2(Ω)‖un‖L2(Ω) ≤Cs′‖ fn‖L2(Ω)
√
Es′(un,un)
≤
√
Cs′C ‖ fn‖L2(Ω)
√
Esn(un,un) .
Consequently,
(5.3) Es′(un,un)≤CCs′‖ fn‖
2
L2(Ω).
By (5.3), it follows that the sequence (un)n is bounded in H
s′
0 (Ω). We now suppose by contradiction
that, passing to a subsequence,
(5.4) Es0−δ (us0 −un,us0 −un)≥ ρ > 0 for all n ∈ N.
Passing to a subsequence again and using the compactness of the embedding H s
′
0 (Ω) →֒H
s−δ
0 (Ω),
we may assume that un → u∗ ∈ H
s−δ
0 (Ω) for some u∗ ∈ H
s−δ
0 (Ω), which also implies that un →
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u∗ ∈ L
2(RN) and therefore ûn → û∗ ∈ L
2(RN). Passing to a subsequence again, we may also assume
that ûn → û∗ a.e. in R
N . Consequently, by Fatou’s Lemma and (5.3),
Es0(u∗,u∗) =
∫
RN
|ξ |2s0 |uˆ∗(ξ )|
2 dξ
≤ liminf
n→∞
∫
RN
|ξ |2sn |uˆn(ξ )|
2 dξ = liminf
n→∞
Esn(un,un)≤CCs′‖ f0‖
2
L2(Ω)
and therefore u∗ ∈H
s0
0 (Ω). Finally, since C
∞
c (Ω)⊂H
s0
0 (Ω) is dense and
( f0,ϕ)L2 = lim
n→∞
( fn,ϕ)L2 = lim
n→∞
Esn(un,ϕ) = lim
n→∞
(un,(−∆)
snϕ)L2 = (u∗,(−∆)
s0ϕ)L2
= Es0(u∗,ϕ)
for all ϕ ∈C∞c (Ω), we obtain that u∗ ≡ us0 by the uniqueness stated in Remark 3.5. This contradicts
(5.4) and the claim is proved. 
Lemma 5.2. Let s0 ∈ (0,1], δ ∈ (0,
s0
2
), let (sn)n ⊂ (s0 − δ ,max{1,s0 + δ}] be a sequence with
sn → s0, Moreover, let ( fn)n ⊂ L
∞(Ω) be a sequence with fn → f0 ∈ L
∞(Ω). Then we have
Gsn fn →Gs0 f0 in C
s0−2δ
0 (Ω) as s→ s0.
Proof. Let un = Gsn fn for n ∈ N∪{0}. Then Lemma 5.1 gives that un → u0 in L
2(Ω) as n→ ∞.
Moreover, from (3.10) one may deduce that (un)n is a bounded sequence in C
s0−δ
0 (Ω), where we
have used that the constant in (3.10) is independent of s.
SinceC
s0−δ
0 (Ω) is compactly embedded intoC
s0−2δ
0 (Ω) by the Arzela-Ascoli Theorem andC
s0−2δ
0 (Ω)
is embedded in L2(Ω), it then follows by a standard argument that un → u0 in C
s0−2δ
0 (Ω) as n→
∞. 
6 Differentiability of the solution map in (0,1)
Throughout this section, let N ≥ 2, and let Ω ⊂ RN be an open and bounded set with C2-boundary.
Recall that, as introduced in Section 3, EΩ g denotes the trivial extension of g to R
N and RΩ g denotes
the restriction of g to Ω. The aim of this section is to prove the following.
Theorem 6.1. Let f ∈Cα(Ω) for some α > 0. Then the map
(0,1)→ L∞(Ω), s 7→Gs f
is of class C1 and
(6.1)
d
ds
Gs f =GsRΩ
(
L∆Qs f −L∆EΩ f
)
for s ∈ (0,1).
We need some preliminary estimates.
Lemma 6.2. Let f ∈ L∞(Ω), s ∈ (0,1) and ε ∈ (0,min{s,1− s}). Then we have
(6.2) lim
σ→0
∥∥(δΩs+ε +δΩN+2s−ε)[(Qs+σ −Qs) f ]∥∥L∞(RN\Ω) = 0
and
(6.3) lim
σ→0+
1
σ
∥∥δΩs+ε [Fσ (Qs+σ −Qs) f ]∥∥L∞(Ω) = 0.
We point out here that in (6.2) a two-sided limit is considered, whereas we may only consider a
one-sided limit in (6.3).
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Proof. We start by showing (6.2). In the following, let us := Gs f for s ∈ (0,1). For fixed s ∈ (0,1)
and ε ∈ (0,s), we then have
(6.4) lim
σ→0
‖us+σ −us‖Cs−ε (Ω) = 0
by Lemma 5.2, which, since us+σ −us = 0 on ∂Ω, implies that
(6.5) lim
σ→0
‖δΩ
ε−s(·)(us+σ −us)‖L∞(Ω) = 0.
In the following, C > 0 denotes possibly different constants depending at most on ε , Ω, and s. Let
first σ ∈ (0,min{1− s, ε
4
}). By (6.5), we have, for y ∈ RN \Ω,
|Qs+σ f (y)−Qs f (y)| ≤
∫
Ω
∣∣∣∣cN,s+σus+σ (z)|y− z|N+2s+2σ − cN,sus(z)|y− z|N+2s
∣∣∣∣ dz
≤ |cN,s+σ − cN,s|
∫
Ω
|us(z)|
|y− z|N+2s
dz
+ cN,s+σ
∫
Ω
(
|us+σ (z)|
∣∣|y− z|−N−2s−2σ −|y− z|−N−2s∣∣+ |us+σ (z)−us(z)|
|y− z|N+2s
)
dz
≤ σC
∫
Ω
δΩ(z)
s
|y− z|N+2s
dz+σC
∫
Ω
δΩ(z)
s+σ
(
|y− z|−N−2s−2σ−
ε
2 + |y− z|−N−2s+
ε
2
)
dz
+‖δΩ
ε−s(·)(us+σ −us)‖L∞(Ω)
∫
Ω
δΩ(z)
s−ε
|y− z|N+2s
dz,
where, by Lemma 2.3 and using the boundedness of Ω,∫
Ω
δΩ(z)
s
|y− z|N+2s
dz≤
Cm(−s,−2s,δΩ(y))
1+δΩ(y)N+2s
≤C
1+δΩ(y)
−s−ε
1+δΩ(y)N+2s
≤
C
δΩ
s+ε(y)+δΩ
N+2s−ε(y)
,∫
Ω
δΩ(z)
s+σ
(
|y−z|−N−2s−2σ−
ε
2 + |y− z|−N−2s+
ε
2
)
dz
≤C
∫
Ω
δΩ(z)
s
(
|y− z|−N−2s−ε + |y− z|−N−2s+ε
)
dz
≤C
(m(−s,−2s− ε ,δΩ(y))
1+δΩ(y)N+2s+ε
+
m(−s,−2s+ ε ,δΩ(y))
1+δΩ(y)N+2s−ε
)
≤C
( 1+δΩ(y)−s−ε
1+δΩ(y)N+2s+ε
+
1+δΩ(y)
−s+ε
1+δΩ(y)N+2s−ε
)
≤
C
δΩ
s+ε(y)+δΩ
N+2s−ε(y)
and ∫
Ω
δΩ(z)
s−ε
|y− z|N+2s
dz≤Cm(ε − s,−2s,δΩ(y))≤C
1+δΩ(y)
ε−s
1+δΩ(y)N+2s−ε
≤
C
δΩ
s+ε(y)+δΩ
N+2s−ε(y)
.
Combining these estimates with (6.4) we deduce that
(6.6)
∥∥(δΩs+ε +δΩN+2s−ε)[(Qs+σ −Qs) f ]∥∥L∞(RN\Ω) → 0 as σ → 0+.
Next, we let σ ∈ (−min{s, ε
4
},0). Similarly as above, we then obtain the estimate
|Qs+σ f (y)−Qs f (y)|
≤ |σ |C
∫
Ω
δΩ(z)
s
|y− z|N+2s
dz+ |σ |C
∫
Ω
δΩ(z)
s+σ
(
|y− z|−N−2s−2σ+
ε
2 + |y− z|−N−2s−
ε
2
)
dz
+‖δΩ
ε−s(·)(us+σ −us)‖L∞(Ω)
∫
Ω
δΩ(z)
s−ε
|y− z|N+2s
dz
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= o(1)
(
δΩ
s+ε(y)+δΩ
N+2s−ε(y)
)−1
+ |σ |C
∫
Ω
δΩ(z)
s+σ
(
|y− z|−N−2s−2σ+
ε
2 + |y− z|−N−2s−
ε
2
)
dz,
where, by Lemma 2.3,∫
Ω
δΩ(z)
s+σ
(
|y− z|−N−2s−2σ+
ε
2 + |y− z|−N−2s−
ε
2
)
dz
≤C
∫
Ω
δΩ(z)
s− ε
2
(
|y− z|−N−2s+ε + |y− z|−N−2s−
ε
2
)
dz
≤C
(m( ε
2
− s,−2s+ ε ,δΩ(y))
1+δΩ(y)N+2s−ε
+
m( ε
2
− s,−2s− ε
2
,δΩ(y))
1+δΩ(y)N+2s+ε
)
≤C
( 1+δΩ(y) ε2−s
1+δΩ(y)N+2s−ε
+
1+δΩ(y)
−s−ε
1+δΩ(y)N+2s+ε
)
≤
C
δΩ
s+ε(y)+δΩ
N+2s−ε(y)
.
We thus find that (6.6) also holds as σ → 0−, and thus (6.2) follows. To see (6.3), we note that, for
x ∈ Ω,
1
σ
|[Fσ (Qs+σ −Qs) f ](x)| =
κN,σ
σ
∣∣∣∫
RN\Ω
|x− y|2σ−N [(Qs+σ −Qs) f ](y)dy
∣∣∣
≤C
∥∥(δΩs+ε +δΩN+2s−ε)[(Qs+σ −Qs) f ]∥∥L∞(RN\Ω) ∫
RN\Ω
|x− y|2σ−N
δΩ
s+ε(y)+δΩ
N+2s−ε(y)
dy,
where, by Corollary 2.4, applied with a= s+ ε , b= 2s− ε , λ = 0, and ν = 2σ −N,∫
RN\Ω
|x− y|2σ−N
δΩ
s+ε(y)+δΩ
N+2s−ε(y)
dy≤Cm(s+ ε ,0,δΩ(x))≤
C
1− s− ε
(
1+
δΩ
−s−ε(x)
s+ ε
)
≤CδΩ
−s−ε(x).
Here we used the boundedness of Ω in the last step. Together with (6.2), these estimates yield
(6.3). 
Lemma 6.3. Let f ∈ L∞(Ω), s ∈ (0,1) and ε ∈ (0,min{s,1− s}). Then
lim
σ→0+
∥∥δΩs+ε[(Fσ
σ
−L∆
)
Qs f
]∥∥
L∞(Ω)
= 0.
Proof. In the following, let C > 0 denote constants depending only on N,Ω,s and ε . For x ∈ Ω we
have, using Lemma 2.1,∣∣∣[(Fσ
σ
−L∆
)
Qs f
]
(x)
∣∣∣ ≤ (∣∣κN,σ
σ
| · |2σ−N− cN | · |
−N
∣∣∗ |Qs f |)(x)
≤
∣∣κN,σ
σ
− cN
∣∣(| · |2σ−N ∗ |Qs f |)(x)+ cN(∣∣ | · |2σ−N−| · |−N∣∣∗ |Qs f |)(x)
≤ σC
(
| · |2σ−N ∗ |Qs f |
)
(x)+
σ cN
2ε
[(
| · |2σ+ε−N+ | · |−N−ε
)
∗ |Qs f |
]
(x),
where, by (3.15) and Corollary 2.4, applied with a= s, b= 2s, λ = 0 and ν = 2σ −N,(
| · |2σ−N ∗ |Qs f |
)
(x) ≤C‖ f‖L∞(Ω)
∫
RN\Ω
|x− y|2σ−N
δΩ(y)s+δΩ(y)N+2s
dy
≤Cm(s,0,δΩ(x))≤
C
1− s
(
1+
δΩ(x)
−s
s
)
≤CδΩ(x)
−s ≤CδΩ(x)
−s−ε
and, similarly,((
| · |2σ+ε−N + | · |−N−ε
)
∗ |Qs f |
)
(x) ≤C‖ f‖L∞(Ω)
∫
RN\Ω
|x− y|2σ+ε−N + |x− y|−N−ε
δΩ(y)s+δΩ(y)N+2s
dy
≤C
(
m(s,0,δΩ(x))+m(s,−ε ,δΩ(x))
)
≤C
(
δΩ(x)
−s+δΩ(x)
−s−ε
)
≤CδΩ(x)
−s−ε .
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We thus conclude that ∣∣[(Fσ
σ
−L∆
)
Qs f
]
(x)
∣∣ ≤ σCδΩ−s−ε ,
and this yields the claim. 
Remark 6.4. Let f ∈ L∞(Ω). Similarly as in the proof of Lemma 6.2, we may prove that
(6.7)
∣∣[L∆Qs f ](x)∣∣ ≤C‖ f‖L∞(Ω)δΩ(x)−s for s ∈ (0,1) and x ∈ Ω
with some constant C =C(N,Ω,s)> 0. Indeed, for x ∈Ω we have, by (3.15) and Corollary 2.4,∣∣[L∆Qs f ](x)∣∣ ≤ cN [| · |−N ∗ |Qs f |](x) ≤C‖ f‖L∞(Ω) ∫
RN\Ω
|x− y|−N
δΩ(y)s+δΩ(y)N+2s
dy
≤Cm(s,0,δΩ(x)) ≤CδΩ(x)
−s
for some constants C =C(N,Ω,s) > 0. Moreover, since Qs f = 0 in Ω by definition, it follows that
L∆Qs f is smooth in Ω.
Corollary 6.5. Let f ∈ L∞(Ω), s ∈ (0,1) and ε ∈ (0,min{s,1− s}). Then
lim
σ→0+
‖δΩ
s+ε(Fσ
σ
Qs+σ f −L∆Qs f
)
‖L∞(Ω) = 0.
Proof. This follows by combining (6.3) with Lemma 6.3. 
Proof of Theorem 6.1. Let f ∈Cα(Ω) for some α > 0 and s ∈ (0,1). We first show that
(6.8) lim
σ→0+
∥∥∥(Gs+σ −Gs) f
s
−Ds f
∥∥∥
L∞(Ω)
= 0 with Ds f =GsRΩ
(
L∆Qs f −L∆EΩ f
)
.
Let σ ∈ (0,1− s). Using Lemma 3.1 and (3.8), we have
Gs+σ f −Gs f =
(
Fs+σ −Fs
)
EΩ f −
(
Hs+σ −Hs
)
f
=Fs
(
Fσ − id
)
EΩ f −Hs
(
RΩ (FσEΩ f )− f
)
+HsRΩ (FσEΩ f )−Hs+σ f
=Fs
([(
Fσ − id
)
EΩ f
]
1Ω
)
+Fs
([
FσEΩ f
]
1RN\Ω
)
−HsRΩ (
[
Fσ − id
]
EΩ f
)
+HsRΩ (FσEΩ f
)
−Hs+σ f
=GsRΩ
([
Fσ − id
]
EΩ f
)
+Fs
([
FσEΩ f
]
1RN\Ω
)
+HsRΩ (FσEΩ f
)
−Hs+σ f ,
where, by Lemma 3.1, (3.8) and (3.17),
Hs+σ f = Fs+σQs+σ f = Fs
(
[FσQs+σ f ]1Ω +[FσQs+σ f ]1RN\Ω
)
=GsRΩ (FσQs+σ f )+HsRΩ (FσQs+σ f )+Fs
(
[FσQs+σ f ]1RN\Ω
)
.
Consequently,
(6.9) Gs+σ f −Gs f =GsRΩ
([
Fσ − id
]
EΩ f −FσQs+σ f
)
+wσ
with
wσ := Fs
([
FσEΩ f
]
1RN\Ω
)
+HsRΩ (FσEΩ f
)
−HsRΩ (FσQs+σ f )−Fs
((
FσQs+σ f
)
1RN\Ω
)
By Lemma 3.3, the function wσ satisfies (−∆)
swσ = 0 in Ω, whereas, by Lemma 3.1, (3.17), and the
definition of Hs,
wσ = Fs
([
FσEΩ f
]
1RN\Ω
)
+Fs[(FσEΩ f
)
1Ω]−Fs[(FσQs+σ f )1Ω]−Fs
((
FσQs+σ f
)
1RN\Ω
)
= FsFσEΩ f −FsFσQs+σ f = Fs+σEΩ f −Hs+σ f = 0 in R
N \Ω.
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We also claim that wσ ∈ L
∞(RN). Indeed, by (3.3) we have
|wσ | ≤ Fs ∗gs,σ with gs,σ =
∣∣FσEΩ f ∣∣+ ∣∣FσQs+σ f ∣∣,
and
gs,σ ≤ FσEΩ | f |+FσQs+σ | f |
by Remark 3.8. Consequently, using (3.3) again gives
|wσ | ≤ Fs ∗
(
FσEΩ | f |+FσQs+σ | f |
)
= Fs+σEΩ | f |+Fs+σQs+σ | f |
= Fs+σEΩ | f |+Hs+σ | f | ≤ 2Fs+σEΩ | f | ≤ 2‖ f‖L∞(Ω)Fs+σ1Ω,
and this shows that wσ ∈ L
∞(RN). We now deduce from Lemma 3.2 that wσ ≡ 0, and therefore, by
(6.9),
(6.10)
Gs+σ f −Gs f
σ
=GsRΩ
(
v1,σ − v2,σ
)
with v1,σ :=
Fσ − id
σ
EΩ f , v2,σ =
FσQs+σ
σ
f .
By Lemma 4.2(ii), we have that
‖
(
v1,σ +L∆EΩ f
)
δΩ
ε(·)‖L∞(Ω) → 0 as σ → 0
+ for every ε > 0.
Moreover, by Corollary 6.5,
‖
(
v2,σ −L∆Qs f
)
δΩ
s+ε(·)‖L∞(Ω) → 0 as σ → 0
+ for every ε > 0.
Consequently, setting vσ := v1,σ − v2,σ and v0 :=−L∆EΩ f +L∆Qs f , we have that
(6.11) ‖(vσ − v0)δΩ
s+ε(·)‖L∞(Ω) → 0 as σ → 0
+ for every ε > 0.
Moreover, by Corollary 2.5 we have, for ε ∈ (0,min{s,1− s}),
Ks,ε(Ω) = sup
x∈Ω
∫
Ω
|x− y|2s−NδΩ(y)
−s−εdy< ∞
and, by (3.7),
‖GsRΩ (vσ − v0)‖L∞(Ω) ≤ κN,s sup
x∈Ω
∫
Ω
|x− y|2s−N |vσ (y)− v0(y)|dy
≤ κN,s‖(vσ − v0)δΩ
s+ε(·)‖L∞(Ω)Ks,ε(Ω).
It thus follows from (6.11) that ‖GsRΩ (vσ − v0)‖L∞(Ω) → 0 as σ → 0
+, and this yields (6.8).
Next we show that
(6.12) the map (0,1)→ L∞(Ω), s 7→ Ds f is continuous.
Let s ∈ (0,1) and σ ∈ (−s,1− s). With gs = RΩL∆
(
Qs f −EΩ f
)
, we have
[Ds+σ −Ds]( f ) =
(
Gs+σ −Gs
)
gs+Gs+σRΩL∆
(
Qs+σ f −Qs f
)
.
Moreover, we have
‖δΩ
s
gs‖L∞(Ω) < ∞,
by (4.8) and (6.7). For given ε ∈ (0,min{s,1− s}), we may thus write gs = g1,s + g2,s with g1,s ∈
L∞(Ω) and ‖δΩ
s+ε
g2,s‖L∞(Ω) < ε . Consequently, if |σ |<min{s,1− s}− ε , we have∣∣∣[(Gs+σ −Gs)g2,s](x)∣∣∣≤ [(Fs+σ +Fs)|g2,s|](x)
≤ ‖δΩ
s+ε
g2,s‖L∞(Ω)
[(
Fs+σ +Fs
)
δΩ
−s−ε
]
(x)
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≤ ε
(
Ks+σ ,ε +Ks,ε
)
≤ εC
[
(min{s+σ ,1− s−σ}− ε)−3+(min{s,1− s}− ε)−3
]
,
by Corollary 2.5 and therefore
limsup
σ→0
∥∥∥(Gs+σ −Gs)g2,s∥∥∥
L∞(Ω)
≤ εC(min{s,1− s}− ε)−3.
Moreover,
lim
σ→0
∥∥∥(Gs+σ −Gs)g1,s∥∥∥
L∞(Ω)
= 0,
by Lemma 5.2. Since ε ∈ (0,min{s,1− s}) was chosen arbitrarily, this shows that
lim
σ→0
∥∥∥(Gs+σ −Gs)gs∥∥∥
L∞(Ω)
= 0.
It remains to show that
Gs+σRΩL∆
(
Qs+σ f −Qs f
)
→ 0 as σ → 0.
For this we recall that (3.7) gives rise to the pointwise inequality∣∣∣Gs+σRΩL∆(Qs+σ f −Qs f)∣∣∣≤ Fs+σ ∣∣∣RΩL∆(Qs+σ −Qs) f ∣∣∣,
where, for x ∈Ω, by (6.2), (1.11), and the fact that (Qs+σ −Qs) f = 0 in Ω,∣∣∣L∆(Qs+σ −Qs) f ∣∣∣(x)
≤ cN
∥∥(δΩ(·)s+ε +δΩ(·)N+2s−ε)(Qs+σ −Qs) f∥∥L∞(RN\Ω) ∫
RN\Ω
|x− y|−N
(δΩ(y)s+ε +δΩ(y)N+2s−ε)
dy
= o(1)
∫
RN\Ω
|x− y|−N
(δΩ(y)s+ε +δΩ(y)N+2s−ε )
dy
and, by Corollary 2.4,∫
RN\Ω
|x− y|−N
(δΩ(y)s+ε +δΩ(y)N+2s−ε )
dy≤Cm(s+ ε ,0,δΩ(x))≤CδΩ(x)
−s−ε .
Consequently, for x ∈Ω we have, by Corollary 2.5,∣∣∣Gs+σRΩL∆(Qs+σ −Qs f ∣∣∣(x)≤ o(1)∫
Ω
δΩ
−s−ε(y)|x− y|2(s+σ)−Ndy
≤ o(1)
∫
Ω
δΩ(y)
−s−ε |x− y|2s−Ndy≤ o(1)Ks,ε = o(1).
We have thus proved (6.12). The assertion of Theorem 6.1 now follows by combining (6.8) and
(6.12) with Lemma 6.6 below. The proof is thus finished. 
Lemma 6.6. Let I ⊂ R is an open interval, E be a Banach space and α : I → E be a curve with the
following properties.
(i) α is continuous.
(ii) ∂+s α(s) := lim
σ→0+
α(s+σ)−α(s)
σ exists in E for all s ∈ I.
(iii) The map I→ E, s 7→ ∂+s α(s) is continuous.
Then α is continuously differentiable with ∂sα = ∂
+
s α .
Lemma 6.6 seems well known, but we could not find this precise formulation in the literature. We
thus give a short proof here for the convenience of the reader.
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Proof of Lemma 6.6. Let I = (a,b) for a,b ∈ R∪{±∞}, a < b. We first consider the case where
∂+s α ≡ 0 on I and α(t) = 0 for some t ∈ I. We then claim that
(6.13) α ≡ 0 on [t,b).
To see this, we fix ε > 0, and we consider the set
Mε := {s ∈ [t,b) : |α(τ)| ≤ ε(τ− t) for τ ∈ [t,s]}.
Since α is continuous, Mε is a relatively closed interval in [t,b). We claim that Mε = [t,b). Indeed,
suppose by contradiction that m :=maxMε < b. Since ∂
+
s α(m) = 0, there exists δ0 ∈ (0,b−m) with
|α(m+δ )−α(m)| ≤ εδ for δ ∈ (0,δ0).
Consequently, for δ ∈ (0,δ0) we have
|α(m+δ )| ≤ |α(m)|+ |α(m+δ )−α(m)| ≤ ε(m− t)+ εδ = ε(m+δ − t)
and therefore m+δ ∈Mε . This contradicts the definition of m, and thereforeMε = [t,b). Since ε > 0
was arbitrary, (6.13) is proved.
In the general case, we now fix t ∈ I and consider the functions
β , α˜ : I→ E, β (s) = α(t)+
∫ s
t
∂+τ α(τ) dτ , α˜(s) = α(s)−β (s).
Since the map s 7→ ∂+s α(s) is continuous by assumption, the map β is of class C
1 with ∂sβ = ∂
+
s α
on I. Consequently, ∂+s α˜ ≡ 0 on I and α˜(t) = 0, which by the argument above implies that α˜ ≡ 0
on [t,b). Hence α coincides with β and is therefore of class C1 on (t,b). Since t ∈ I was chosen
arbitrarily, the claim follows. 
7 Nonsmooth domains
The main result of this section is the following.
Proposition 7.1. Let Ω ⊂ RN be an arbitrary open bounded set. Then there exists a sequence of
open bounded sets Ωn ⊂ Ω, n ∈N with smooth boundary and the following properties:
(i) Ωn ⊂ Ωn+1 for n ∈ N.
(ii) Ω =
⋃
n∈N
Ωn.
Moreover, for any such sequence,
(I) lim
n→∞
hΩn(x) = hΩ(x) for x ∈Ω.
(II) If f ∈Cα(Ω) for some α > 0, then
(7.1) L∆EΩ f (x) = lim
n→∞
L∆EΩn f for x ∈Ω.
(III) If f ∈ L∞(Ω) and s ∈ (0,1], then
(7.2) [Gs f ](x) = lim
n→∞
[Gns f ](x) for x ∈ Ω.
Here Gs denotes the Green operator associated with the domain Ω, and G
n
s denotes the Green op-
erator associated with the domain Ωn for n ∈ N. Moreover, we identify f with its restriction to
Ωn.
Proof. For ε > 0, we consider the open subsets Ωε := {x ∈Ω : dist(x,∂Ω)> 2ε} and the character-
istic functions
χε := 1Ωε
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We then fix a nonnegative radial function ρ∗ ∈C
∞
c (R
N) with suppρ∗ ⊂ B1(0) and
∫
RN ρ∗ dx= 1, and
we consider the mollifying kernels
ρε ∈C
∞
c (R
N), ρε(x) = ε
−Nρ(
x
ε
).
for ε > 0. Moreover, we consider the functions ηε := ρε ∗χε ∈C
∞
c (R
N), which have the properties
0≤ ηε ≤ 1, suppηε ⊂ Ω
ε
2 and ηε ≡ 1 on Ω
ε .
By Sard’s theorem, ηε has a regular value tε ∈ (0,1). Consequently, the set
U ε := {x ∈ RN : ηε > tε}
is smoothly bounded with Ωε ⊂U ε ⊂Ω
ε
2 . Choosing in particular ε = εn := 2
−n for n∈N and setting
Ωn :=U
εn , we have constructed a sequence of domains Ωn satisfying (i) and (ii). Next, let Ωn, n∈N,
be arbitrary domains satisfying (i) and (ii). Moreover, let x ∈Ω. By monotone convergence, we then
have
lim
n→∞
∫
B1(x)\Ωn
1
|x− y|N
dy=
∫
B1(x)\Ω
1
|x− y|N
dy and lim
n→∞
∫
Ωn\B1(x)
1
|x− y|N
dy=
∫
Ω\B1(x)
1
|x− y|N
dy.
Consequently, hΩn(x)→ hΩ(x) as n→ ∞, as claimed in (I). Moreover, if f ∈ C
α(Ω) is given for
some α > 0, it follows from Lebesgue’s theorem that
lim
n→∞
∫
Ωn
ϕ(x)−ϕ(y)
|x− y|N
dy=
∫
Ω
ϕ(x)−ϕ(y)
|x− y|N
dy.
Hence we deduce (7.1) from (I) and (1.11).
Next we assume that f ∈ L∞(Ω). To show (7.2), we may assume that f is nonnegative, since we
may split f into its positive and negative part. We then set un := G
n
s f , u := Gs f . Since vn := u−un
satisfies
(−∆)svn = 0 in Ωn, vn ≥ 0 in R
N \Ωn
we have vn ≥ 0 in R
N and therefore 0≤ un ≤ u. In particular, it follows that
(7.3) ‖un‖L∞(RN) ≤ ‖u‖L∞(RN ) < ∞ for all n ∈ N.
Next, for given x ∈ Ω, we let nx ∈ N, δ > 0 be chosen such that B2δ (x) ⊂ Ωn for n ≥ nx. By (7.3)
and Lemma A.1, we find that
(7.4) sup
n≥nx
‖un‖Cα (Bδ (x)) < ∞.
We now argue by contradiction and assume that there exists ε > 0 and a subsequence, still denoted
by un, such that
|un(x)−u(x)| ≥ ε for n ∈N.
By (7.4), this then also implies that
(7.5) limsup
n→∞
‖un−u‖L2(Bδ (x)) > 0.
Since un ∈ L
∞(Ωn)∩H
s
0 (Ωn)⊂ L
∞(Ω)∩H s0 (Ω) and
Es(un,un) =
∫
Ωn
f undx=
∫
Ω
f undx≤ ‖ f‖L2(Ω)‖un‖L2(Ω) ≤CΩ‖ f‖L2(Ω)
√
E (un,un) ,
by (5.1), we deduce that the sequence un is bounded in H
s
0 (Ω). Consequently, we may pass to a
subsequence such that
(7.6) un ⇀ u∗ in H
s
0 (Ω) and un → u∗ in L
2(RN) for n→ ∞.
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Moreover, for any ϕ ∈C∞c (Ω) we have suppϕ ⊂ Ωn for n sufficiently large and therefore
Es(u∗,ϕ) = lim
n→∞
Es(un,ϕ) = lim
n→∞
∫
Ωn
fϕ dx=
∫
Ω
fϕ dx.
Hence u∗ ∈ H
s
0 (Ω) is a weak solution of (−∆)
su∗ = f in Ω, which, by uniqueness, implies that
u∗ = u. Consequently, un → u in L
2(RN) by (7.6), which contradicts (7.5). We thus conclude that
un(x)→ u(x) as n→ ∞, as claimed in (7.2). 
8 Completion of proofs
In this section we complete the proofs of our main results given in the introduction.
Proof of Theorem 1.1. By Theorem 6.1, the map (0,1)→ L∞(Ω), s 7→ us :=Gs f is of class C
1 with
vs := ∂sus given by vs = GsRΩ
(
L∆Qs f −L∆EΩ f
)
. This yields (1.13), by Lemma 3.4, Remark 4.3,
and Remark 6.4.
Next we assume that f ≥ 0 in Ω and f 6≡ 0, which, since Gs is positivity preserving and Gs is positive
in Ω×Ω, implies that us > 0 in Ω and therefore ws < 0 in R
N \Ω, where ws is defined in (1.14). The
latter property implies, by (1.9), that −L∆ws < 0 in Ω and therefore
vs <−Gs[L∆EΩ f ] in Ω for s ∈ (0,1).
If L∆EΩ f ≥ 0 in Ω, it follows that Gs[L∆EΩ f ] ≥ 0 and therefore vs < 0 in Ω for all s ∈ (0,1). If, on
the other hand, vs < 0 for all s ∈ (0,1), then us(x) < us′(x) for s,s
′ ∈ (0,1), s′ < s, and x ∈ Ω. Since
us′ → f almost uniformly in Ω as s
′ → 0+ by Proposition 4.1, we deduce that us(x) < f (x) for all
x ∈ Ω, s ∈ (0,1) and therefore, again by Proposition 4.1,
[L∆EΩ f ](x) =− lim
s→0+
1
s
[us− f ](x)≥ 0 for x ∈ Ω.

Proof of Theorem 1.3. Setting us :=Gs f for s ∈ (0,1), we have
us → f and
us− f
s
→−L∆EΩ f almost uniformly in Ω
by Proposition 4.1. Moreover, due to Theorem 1.1 and since f ≥ 0, we have, for every s′ ∈ (0,s) and
x ∈ Ω, that
us(x) = us′(x)+
∫ s
s′
GτRΩ
(
L∆Qτ f −L∆EΩ f
)
(x) dτ ≤ us′(x)−
∫ s
s′
(
Gτ [L∆EΩ f ]
)
(x)dτ .
Passing to the limit s′ → 0+, we find that
us(x)≤ f (x)−
∫ s
0
(
Gτ [L∆EΩ f ]
)
(x)dτ for s ∈ (0,1), x ∈ Ω,
as claimed in (1.16). 
Proof of Lemma 1.5. Let Ω,Ω′ ⊂ RN be open and bounded sets with Ω′ ⊂ Ω. For x ∈ Ω′, an easy
calculation shows that
(8.1) hΩ′(x)−hΩ(x) = cN
∫
Ω\Ω′
1
|x− y|N
dy
and consequently, by (1.11),
[L∆EΩ′ f ](x)− [L∆EΩ f ](x) =−cN
∫
Ω\Ω′
f (x)− f (y)
|x− y|N
dy+[hΩ′(x)−hΩ(x)] f (x)
28 SVEN JAROHS, ALBERTO SALDAN˜A, AND TOBIAS WETH
= cN
∫
Ω\Ω′
f (y)
|x− y|N
dy≥ 0.

Proof of Theorem 1.4. We first assume that Ω is of class C2, and we fix x ∈ Ω. Setting us := Gs f
for s ∈ [0,1], where G1 denotes the classical Green operator associated to the Laplacian, we have, by
Theorem 1.1,
us2(x)−us1(x) =
∫ s2
s1
vs(x)ds for 0< s1 < s2 < 1
If L∆EΩ f ≥ 0 in Ω, it follows from Theorem 1.1 that vs ≤ 0 in Ω for all s ∈ (0,1) and consequently
us2(x) ≤ us1(x) for 0 < s1 < s2 < 1. Moreover, since us → f almost uniformly in Ω as s→ 0
+ by
Proposition 4.1 and us → u1 as s→ 1
− uniformly (see Section 5), we find that us is in fact point-
wisely decreasing in Ω with respect to s ∈ [0,1]. If, on the other hand, us is pointwisely decreasing
with respect to s ∈ [0,1], it follows that vs ≤ 0 in Ω for all s ∈ (0,1) and therefore L∆EΩ f ≥ 0 by
Theorem 1.1.
Next, we assume that Ω ⊂ RN is an arbitrary bounded and open set, and we consider a sequence
of open subsets Ωn, n ∈ N as in Proposition 7.1. Moreover, we let G
n
s denotes the Green operator
associated with the domain Ωn for n ∈ N. Since L∆EΩ f ≥ 0 in Ω by assumption, we also have
L∆EΩn f ≥ 0 in Ωn by Lemma 1.5. Now, fix x ∈Ω and consider nx ∈ N with x ∈Ωn for n≥ nx. Then
the maps
[0,1]→ R, s 7→ [Gns f ](x)
are decreasing for n ≥ nx by our considerations above. Since [G
n
s f ](x)→ [Gs f ](x) = us(x) for s ∈
[0,1] by Proposition 7.1, it follows that us(x) is decreasing in s ∈ [0,1]. 
Proof of Corollary 1.7. As explained in the introduction, the result is an easy consequence of (1.16)
in the case where ∂Ω is of class C2. In the case where Ω ⊂ RN is and arbitrary open and bounded
set, we consider again a sequence of open subsets Ωn, n ∈N as in Proposition 7.1. We first show that
(8.2) h0(Ω) = lim
n→∞
h0(Ωn)
To see this, we first note that, by (8.1), we have
h0(Ω)≤ h0(Ωn+1)≤ h0(Ωn) for n ∈ N
and therefore
h0(Ω)≤ lim
n→∞
h0(Ωn).
Moreover, for fixed x ∈ Ω, there exists nx ∈ N with x ∈ Ωn for n ≥ nx, which by Lemma 1.5 implies
that
hΩ(x) = hΩn(x)− cN
∫
Ω\Ωn
1
|x− y|N
dy≥ h0(Ωn)− cN
∫
Ω\Ωn
1
|x− y|N
dy.
Consequently, by monotone convergence,
hΩ(x)≥ lim
n→∞
h0(Ωn)
Since x ∈ Ω was chosen arbitrarily, (8.2) follows.
Next, we let Gns denote the Green operator associated with the domain Ωn for n ∈ N. Since Ωn has a
C2-boundary, we already know that
‖Gns‖ ≤ e
−s
(
h0(Ωn)+ρN
)
for n ∈ N.
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Using Proposition 7.1(III) and (8.2),
‖Gs‖ ≤ limsup
n→∞
‖Gns‖ ≤ lim
n→∞
e
−s
(
h0(Ωn)+ρN
)
= e−s
(
h0(Ω)+ρN
)
,
as claimed. 
Proof of Theorem 1.8. Let r > 0. We recall the definition of the relative r-density of Ω given by
dr(Ω) = sup
x∈Ω
dr(x,Ω) with dr(x,Ω) =
|Br(x)∩Ω|
|Br|
.
As remarked in the introduction, it suffices to prove the inequality (1.17). Fix x ∈ Ω. An easy
computation then shows that
hΩ(x) = cN
∫
B1(x)\Ω
|x− y|−N dy− cN
∫
Ω\B1(x)
|x− y|−N dy
=−2lnr+ cN
∫
Br(x)\Ω
|x− y|−N dy− cN
∫
Ω\Br(x)
|x− y|−N dy.
Let Ωx := Ω− x,
b(r) := |Ωx∩Br|, t(r) :=
(
|Ω|+ |Br|−b(r)
|B1|
) 1
N
and s(r) :=
(
b(r)
|B1|
) 1
N
.
Note that |Bt(r) \Br|= |Ωx \Br| and |Br \Bs(r)|= |Br \Ωx|. From this we deduce, similarly as in the
proof of [12, Lemma 4.11], that
cN
∫
Br(x)\Ω
|x− y|−N dy− cN
∫
Ω\Br(x)
|x− y|−N dy(8.3)
= cN
∫
Br\Ωx
|y|−N dy− cN
∫
Ωx\Br
|y|−N dy≥ cN
∫
Br\Bs(r)
|y|−N dy− cN
∫
Bt(r)\Br
|y|−N dy
= 2
∫ r
s(r)
ρ−1 dρ −2
∫ t(r)
r
ρ−1 dρ = 4ln r−2ln[s(r)t(r)](8.4)
Consequently,
hΩ(x)≥ 2ln
r
s(r)t(r)
=
2
N
ln
( rN |B1|2
(|Ω|+ |Br|−b(r))b(r)
)
=−
2
N
ln
(( |Ω|
|B1|
+rN [1−dr(x,Ω)]
)
dr(x,Ω)
)
Now, since the function τ 7→
( |Ω|
|B1|
+ rN [1− τ ]
)
τ is increasing on [0,τΩ] with τΩ :=
1
2
( |Ω|
|B1|rN
+ 1
)
=
1
2
( |Ω|
|Br |
+1
)
and dr(x,Ω)≤ dr(Ω)≤ τΩ for every x ∈ Ω, we conclude that
h0(Ω) = inf
x∈Ω
hΩ(x)≥−
2
N
ln
(( |Ω|
|B1|
+ rN [1−dr(Ω)]
)
dr(Ω)
)
,
as claimed in (1.17). Hence, Theorem 1.8 follows from Corollary 1.7. 
A On uniform constants for the globalCs-regularity
In this section, we give proofs of the fact that the constants Ci(Ω), i = 1,2 in (3.10) and (3.11) can
be chosen independently of s.
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A.1 Uniform constant for the boundary decay
In this subsection, we consider the boundary decay estimate (3.11). So let Ω ⊂ RN be a bounded
open set of class C2, and let g ∈ L∞(Ω). Moreover, we let s ∈ (0,1) and u = Gsg ∈ H
s
0 (Ω) be the
unique weak solution of
(A.1)
{
(−∆)su= g in Ω,
u= 0 in RN \Ω.
As in [25, Appendix], we shall make use of the Kelvin transform, which, for r > 0, defines a map
Ks : H
s
0 (B1)→H
s
0 (R
N \B1), Ksv(x) = |x|
2s−Nv(
x
|x|2
),
see [15, Lemma 2.2]. Here and in the following, for any open set Ω′ ⊂ RN , N ≥ 2, we let H s0 (Ω
′)
denote the completion of C∞c (Ω
′) with respect to the norm induced by the scalar product
(w,v) 7→ Es(w,v) :=
∫
RN
|ξ |2swˆ(ξ )vˆ(ξ )dξ .
So far we had only used this space for bounded open sets Ω′. Next we recall that, for x0 ∈ R
N and
r > 0, the unique weak solution ϕ ∈H s0 (B1) of the problem
(−∆)sϕ = 1 in B1, ϕ ≡ 0 in R
N \B1
is given by ϕ(x) = γN,s(1− |x|
2)s+ with γN,s =
Γ( N
2
)4−s
Γ(s+1)Γ( N
2
+s)
. A straightforward computation shows
that the function
v := Ksϕ ∈H
s
0 (R
N \B1), v(x) = γN,s|x|
−N(|x|−2−1)s+
solves
(−∆)s[Ksϕ ](x) = |x|
−N−2s in RN \B1.
By translation invariance and the scaling properties of (−∆)s, it thus follows that, for z ∈ RN and
r > 0, the function
vr,z ∈H
s
0 (R
N \Br(z)), vr,z(x) = γN,s
(|x− z|2− r2)s+
|x− z|N
solves
(−∆)svr,z = r
2s| · −z |−N−2s in RN \Br(z).
Since ∂Ω is of class C2, there exists r ∈ (0,1) such that, at every θ ∈ ∂Ω, there is a unique ball
Br(zθ )⊂ R
N \Ω with θ ∈ ∂Br(zθ ). Setting R := diam(Ω)+1, we have Ω ⊂ BR(zθ ), and therefore
(−∆)svr,zθ = r
2s| · −zθ |
−N−2s ≥ c := r2R−N−2 in Ω.
Since also vr,zθ ≥ 0 in R
N , the maximum principle implies that
|u(x)| ≤
‖g‖L∞(Ω)
c
vr,zθ (x) =
‖g‖L∞(Ω)γN,s
c
(|x− zθ |
2− r2)s
|x− zθ |N
for x ∈ Ω.
Since, moreover, for every x ∈ Ω there exists a point θ ∈ ∂Ω with δΩ(x) = |x− θ | and |x− zθ | =
δΩ(x)+ r ≤ R, we conclude that
|u(x)| ≤
‖g‖L∞(Ω)γN,s
c
((δΩ(x)+ r)
2− r2)s
(δΩ(x)+ r)N
≤
‖g‖L∞(Ω)γN,s(2R)
s
crN
δΩ(x)
s ≤
2R‖g‖L∞(Ω)γN,s
crN
δΩ(x)
s
for x ∈Ω. Moreover, for s ∈ (0,1) we have γN,s =
Γ( N
2
)4−s
Γ(s+1)Γ( N2 +s)
≤
Γ( N
2
)
Γ2m
, where Γm is the minimum of
the Gamma-function on (0,∞). Thus (3.11) follows with an s-independent constant C2 =C2(Ω).
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A.2 Uniform constant for theCs-regularity
We now consider the uniform regularity estimate (3.10). For this, we first prove a scale invariant
inequality in balls with s-independent constants.
Lemma A.1. Let r> 0, s∈ (0,1), g∈ L∞(Br) and u∈ L
1(RN ,(1+ |x|)−N−2sdx)∩L∞(Br+ε) for some
ε > 0 such that (−∆)su= g in Br. Then there is C =C(N) with
(A.2) [u]Cs(Br/2) = sup
x,y∈Br/2
x6=y
|u(x)−u(y)|
|x− y|s
≤ rsC
(
‖g‖L∞(Br)+
∫
RN\Br
τN,s|u(z)|
|z|N(|z|2− r2)s
dz
)
,
where τN,s =
2
Γ(s)Γ(1−s)|SN−1|
.
Proof. By rescaling the quantities in (A.2) and using the scaling properties of (−∆)s, it suffices to
consider the case r = 1. We then may write u = u1 + u2, where u1 := FsEB1g and u2 solves the
problem
(−∆)su2 = 0 in B1 u2 ≡ v := u−u1 on R
N \B1.
By Lemma 3.2, u2 has a Poisson kernel representation given by u2 =
∫
RN\B1
v(z)Ps(·,z) dz, where
Ps(x,z) =−(−∆)
s
zGs(x,z) = τN,s
(1−|x|2)s
(|z|2−1)s
|x− z|−N for x ∈ B1, z ∈ R
N \B1
(see e.g. [7, 11] and the references therein). Next, let x,y ∈ B1/2. We then have the estimates∣∣(1−|x|2)s− (1−|y|2)s∣∣≤ 4|x− y|, |x− z| ≥ |z|
2
≥
1
2
, |y− z| ≥
|z|
2
≥
1
2
for z ∈ RN \B1,∣∣|x− z|−N−|y− z|−N∣∣≤ N|x− y|max{|x− z|−N−1, |y− z|−N−1} ≤ N2N+1 |x− y|
|z|N
for z ∈ RN \B1.
Since
u2(x)−u2(y)
τN,s
=
∫
RN\B1
|v(z)|
(|z|2−1)s
( (1−|x|2)s− (1−|y|2)s
|x− z|N
+(1−|y|2)s
(
|x− z|−N−|y− z|−N
))
dz,
we deduce that
|u2(x)−u2(y)| ≤ |x− y|τN,s
(
2N+2+N2N+1
)∫
RN\B1
|v(z)|
|z|N(|z|2−1)s
dz
(A.3)
≤ τN,s|x− y|
(
2N+2+N2N+1
)[∫
RN\B1
|u(z)|
|z|N(|z|2−1)s
dz+‖g‖L∞(B1)
∫
RN\B1
|[FsEB11](z)|
|z|N(|z|2−1)s
dz
]
.
Next we note that, for z ∈ B2 \B1,∫
B1
|ζ − z|2s−Nd ζ ≤
∫
B|z|+1\B|z|−1
|y|2s−Ndy= |SN−1|
∫ |z|+1
|z|−1
t2s−1dt
=
|SN−1|
2s
(
(|z|+1)2s− (|z|−1)2s
)
≤
|SN−1|
2s
∣∣∣(|z|+1)2− (|z|−1)2∣∣∣s ≤ 2|SN−1|
s
|z|s
and therefore, using that |z|2−1≥ |z|
2
2
for |z| ≥ 2,∫
RN\B1
|[FsEB11](z)|
|z|N(|z|2−1)s
dz= κN,s
∫
RN\B1
1
|z|N(|z|2−1)s
∫
B1
|ζ − z|2s−Ndζdz
≤
2κN,s|S
N−1|
s
∫
B2\B1
|z|s−N
(|z|2−1)s
dz+κN,s2
N−2s|B1|
∫
RN\B2
|z|2s−N
|z|N(|z|2−1)s
dz
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≤ κN,s|S
N−1|2
(2
s
∫
B2\B1
|z|s−N
(|z|−1)s
dz+
2N−s
N
∫
RN\B2
|z|−2Ndz
)
≤ κN,s|S
N−1|2
(2
s
∫ 2
1
ts−1(t−1)−sdt+
2−s
N2
)
≤ κN,s|S
N−1|2
( 2
s(1− s)
+
2−s
N2
)
.
Inserting this in (A.3) gives
|u2(x)−u2(y)| ≤ c1|x− y|
(
τN,s
∫
RN\B1
|u(z)|
|z|N(|z|2−1)s
dz+‖g‖L∞(B1)
)
for x,y ∈ B 1
2
with
c1 = c1(N) := 2
N+2+N2N+1+ sup
s∈(0,1)
[
τN,sκN,s|S
N−1|2
( 2
s(1− s)
+
2−s
N2
)]
The finiteness of the supremum follows easily from the explicit asymptotics of τN,s and κN,s as
s→ 0+, s→ 1−. To estimate |u1(x)−u1(y)| for x,y ∈ B 1
2
, we note the inequality
|a2s−N −b2s−N| ≤
N−2s
N− s
|a−b|s(as−N +bs−N) for a,b> 0
(see e.g. [16, Eq. (A.3)]), which yields
|u1(x)−u1(y)| ≤ κN,s
∫
B1
∣∣|x− z|2s−N−|y− z|2s−N∣∣ dz
≤ κN,s
N−2s
N− s
|x− y|s
∫
B1
(
|x− z|s−N+ |y− z|s−N
)
dz
≤ 2κN,s
N−2s
N− s
|x− y|s
∫
B2
|z|s−Ndz= κN,s
21+s(N−2s)
s(N− s)
|x− y|s|SN−1| ≤ c2|x− y|
s
with c2 = c2(N) := sup
s∈(0,1)
κN,s
21+s(N−2s)
s(N−s) |S
N−1| < ∞ (the finiteness being again a consequence of the
explicit asymptotics of κN,s as s→ 0
+,s→ 1−). The claim now follows with C := c1+ c2. 
Now, to finish the proof of the uniform regularity estimate (3.10), we let again Ω ⊂ RN be an open
bounded set of class C2. It already follows from (3.11) that the function u=Gsg satisfies
‖u‖L∞(Ω) ≤C2[diamΩ]
s‖g‖L∞(Ω) ≤C2
(
1+diamΩ
)
‖g‖L∞(Ω)
for g ∈ L∞(Ω), s ∈ (0,1) with an s-independent constant C2 =C2(Ω). Hence, to finish the proof, it
suffices to show that
(A.4) sup
x,y∈Ω
x6=y
|u(x)−u(y)|
|x− y|s
≤C1‖g‖L∞(Ω).
with a constantC1 =C1(Ω). For this, let x,y ∈Ω, x 6= y and note that if |x−y|<
1
2
max{δΩ(x),δΩ(y)},
then either x ∈ BδΩ(y)/2(y) or y ∈ BδΩ(x)/2(x) and thus by Lemma A.1
|u(x)−u(y)|
|x− y|s
≤ (1+diam(Ω))C
(
‖g‖L∞(Ω)+‖u‖L∞(Ω)
)
≤C′‖g‖L∞(Ω),
whereC′ = (1+diam(Ω))2(C+C2). If otherwise |x− y| ≥
1
2
max{δΩ(x),δΩ(y)}, then by (3.11)
|u(x)−u(y)|
|x− y|s
≤
2s|u(x)|
δΩ(x)s
+
2s|u(y)|
δΩ(y)s
≤ 4C2(1+diam(Ω))‖g‖L∞(Ω).
Hence (A.4) holds with C1 =max{C
′,4C2(1+diam(Ω))}. The proof of (3.10) is thus finished.
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