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We prove that every cubic form in 16 variables over an algebraic number 
field represents zero, generalizing the corresponding result of Davenport for 
cubic forms over the rationals. (This has already been proved for cubic forms 
in 17 or more variables by Ryavec.) We present this result as a special case 
of a “local-implies-global” theorem for cubic polynomials. 
1. INTRODUCTION 
A well-known theorem, due to Meyer, states that an indefinite quadratic 
form in five or more variables over an algebraic number field represents 
zero nontrivially over that field. The first extension of this result, of any 
generality, to forms of higher degree was due to Tartakowsky [17], 
who used the Hardy-Littlewood “circle” method to show that a “general” 
cubic form (that is, a form not belonging to a certain exceptional class 
of forms) in enough variables over an algebraic number field represents 
zero nontrivially. In 1957 Lewis [I l] and Birch [I] independently obtained 
similar results which were applicable to any cubic form in enough 
variables. Their methods depended on splitting off cubes from the given 
cubic form to reduce it to a diagonal form in fewer variables and then 
applying the Hardy-Littlewood method to this diagonal form. These 
methods required the original cubic form to contain a very large number 
of variables. Birch’s work concerned not just cubic forms but forms of odd 
degree generally (in fact it dealt with the simultaneous representation 
of zero by a number of forms of odd degrees). In the work of Tartakowsky, 
Lewis and Birch the number of variables needed depended on the degree 
of the algebraic number field in question. Also in 1957 Davenport [4] 
(independently of the work of Lewis just mentioned) proved that every 
cubic form in 32 or more variables over the rationals represents zero. 
His method was again a combination of the Hardy-Littlewood method 
with the idea of splitting off cubes, but these two processes were intimately 
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related and not performed separately as they were in [l] and [l I]. 
Ramanujam [15] extended this method to algebraic number fields, 
proving that a cubic form in 54 or more variables over an algebraic 
number field represents zero over that field. (Birch [2] had already used 
the method of [l]-with an improved result for diagonal forms-to prove 
this for cubic forms in at least 2300 variables.) In [6] Davenport refined 
his method (ridding it completely of its dependence on the idea of splitting 
off cubes) to prove that every cubic form over the rationals in 16 or more 
variables represents zero. For the simplest form of this method to work 
the number m of variables in the cubic form in question must satisfy 
m > 16, and at the only point in the argument where this condition is 
needed m is being regarded as a real number rather than as an integer. 
An account of this form of the method, which shows that a cubic form 
over the rationals in 17 or more variables represents zero, is given in 
Sections 12 to 18 of [5]. In [6] the condition on the number of variables 
is weakened to m > 16 (in fact to m > 16 - 6, where S is a small positive 
number) at the cost of a great deal of extra complication. Although the 
result obtained in [6] is probably not the best that is true, the naturalness 
of the proof makes it seem unlikely that a better one can be obtained by 
the Hardy-Littlewood method. Ryavec [16] used the ideas of [15] to 
extend the method of [5] to algebraic number fields, and was able to 
show that a cubic form in 17 or more variables over an algebraic number 
field represents zero over that field. In this paper we extend the more 
complicated arguments of [6] to algebraic number fields too, and hence 
show that this is true of cubic forms in 16 variables as well. Since little 
extra effort is needed, we prove a more general “local-implies-global” 
result for cubic polynomials over algebraic number fields which also 
extends Theorem 1 of [8] to algebraic number fields. 
Let 
f&P,..., ZP)) = (p(x) = C(x) +f(x) (1.1) 
be a cubic polynomial in m variables whose coefficients are integers of 
a given algebraic number field K, C(x) being the cubic part of y(x) and 
f(x) being the quadratic polynomial consisting of the noncubic terms of 
y(x). Following Davenport and Lewis ([7] and [8]) we define an invariant 
h = hK(C) by letting nz - h be the greatest dimension of any linear 
space over K on which C(x) vanishes identically. Clearly h is invariant 
under linear transformations with coefficients in K, 1 < h < m (if C(x) 
does not vanish identically) and h < m if and only if C(x) represents 
zero nontrivially over K. An equivalent definition of h is that it is the 
least integer for which C(x) can be expressed as 
M4 PM + ... + L(x) QdxA 
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where L, ,..., Lh and Q1 ,..., Qh are respectively linear and quadratic 
forms over K. 
The aim of this paper is the following generalization of Theorem 1 of [8]. 
THEOREM. Let v(x) be as in (1.1) and suppose that hK(C) > 16. Iffor 
every ideal1 a of K the congruence 
q(x) = 0 (mod a) (1.2) 
is soluble2 in integers of K, then the equation q~(x) = 0 has infinitely many 
solutions in integers of K. 
Although Theorem 1 of [8] is stated only for cubic polynomials (over 
the rationals) with h > 17, the authors were aware that it could probably 
be extended to the case h = 16 without much difficulty. 
Applied to homogeneous polynomials this theorem gives the following 
result. 
COROLLARY. A homogeneous cubic form in 16 or more variables over 
an algebraic number field K represents zero nontrivially over K. 
For let C(x) be a cubic form over K with m variables, where m >, 16. 
If C does not represent zero nontrivially then h*(C) = m >, 16. Also the 
congruence (1.2) has the solution x = 0, for every ideal a. So, by the 
theorem, C represents zero nontrivially, contradicting our assumption 
to the contrary. 
This corollary extends the theorem of Ryavec in [16] to cubic forms 
in 16 variables, and consequently makes it a generalization of the theorem 
of Davenport in [6]. 
The proof of our theorem gives an asymptotic formula for the number 
of solutions of F(X) = 0 in a certain expanding region, but such an 
asymptotic formula is not guaranteed for the zeros of the cubic form of 
the corollary, since the corollary is not a direct application of the theorem, 
but follows from it by a reductio ad absurdurn argument. 
Although h = 16 is the natural limit of Davenport’s method our 
theorem is probably true for much smaller values of h too, since the 
only known counterexamples to this local-implies-global result are cubic 
forms with n = 3 or 4. In particular, it has been conjectured that every 
cubic form in 10 or more variables over an algebraic number field 
l Throughout this paper “ideal” means “integral ideal.” Ideals that may not be 
integral are referred to as “fractional ideals.” 
a When q~ has no constant term the zero solution of (1.2) is allowed. 
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represents zero. (Since there are cubic forms in 9 variables over the ratio- 
nals that fail to represent zero p-adically for some p, 10 could not be 
replaced by any smaller number here.) 
The estimates obtained in this paper for cubic exponential sums over 
algebraic number fields can be used to generalize to algebraic number 
fields several other results about cubic polynomials in many variables, 
and we mention some of these generalizations without giving details. 
The work of Fowler [9] can be used to show that a nondegenerate cubic 
form in 14 or more variables over an algebraic number field K represents 
every nonzero number in K. (Here the variables are allowed to take any 
values in K and are not restricted to integer values.) In fact the only 
part of [9] that needs to be modified is the first paragraph of Section 2 
-which proves this for cubic forms over the rationals in 21 or more 
variables that do not represent zero. Davenport has already remarked 
(at the end of Section 1 of [6]) that in the light of the work of [6] the 
21 here can be replaced by 14 (the estimates used in Section 4 of [9] 
for cubic exponential sums are valid without the hypothesis about the 
variety of singularities, in fact), and our generalization to algebraic 
number fields of the work of [6] allows a similar generalization of this 
improvement. (In fact, Ryavec’s estimates for cubic exponential sums 
over algebraic number fields are good enough for this purpose.) The rest 
of Sections 2 and 3 of [9] deals with cubic forms that represent zero, and 
being entirely algebraic it carries over to the number field case without 
any change. (In fact this part of [9] is applicable to cubic forms over any 
field whose characteristic is not 2 or 3.) The same is true of the work of 
Watson in [19], which can be generalized to show that if 9 is as in (1.1) 
then it represents zero integrally provided that m > 15, 4 < h < m - 3 
and the congruence (1.2) is soluble for every ideal a of K. Taken together 
with our theorem this shows that every cubic polynomial over K in 18 or 
more variables with h > 4 for which (1.2) is soluble for every a represents 
zero integrally. Finally, both the theorems of [ 131 can be generalized to 
algebraic number fields. The first of these theorems then says that if 
C(x) is a cubic form over K with hK(C) > 12 then there are o(P) integers 
v of K with3 j v 1 < X for which the congruence C(x) :G v (mod a) is 
soluble for every ideal a of K but the equation C(x) = v has no solutions 
in integers of K, and the second theorem says that if hK(C) > 8 then for 
any box3 a in V, at least a positive proportion of the integers in XB 
are integrally represented by C when X is large enough. In generalizing 
the proof of the first theorem the most convenient choice for the q of 
Section 2 of [13] is a nonsingular zero of C in Vmm none of whose 
8 This notation is described in Section 2. 
641/7/3-4 
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coordinates is zero. (Such an q can be found in the same way as the 5* 
in the proof of Lemma 7.2.) Since 
this choice of 9 ensures that at least two of the partial derivatives K’/@(j) 
do not vanish there. It also avoids the difficulty of generalizing the proof 
after Lemma 24 of [13], as it ensures that the range of values for v/P3 
contains a neighborhood of the origin. (Note that the nonvanishing of 
X/@(j) at q means that the matrix of partial derivatives of C at q with 
respect to the real variables4 yz, (j) has maximal rank, since Z/a@ = 
w2, XY/ay(j) and the numbers wz, X/@(j) (p = l,..., n) are linearly inde- 
pendent over the rationals if E/Q(j) # 0.) In generalizing the proof of 
the second theorem q can be chosen in the same sort of way as in Section 11 
of [13]. These two theorems, as well as the theorem of the present paper, 
remain valid when the conditions on hK(C) are replaced by the corre- 
sponding conditions on &*(C), where the relation between h* and h is 
as described in Section 1 of [13]. 
2. NOTATION AND PRELIMINARIES 
Let 12 be the degree of K over the rational numbers Q, and let q ,..., on 
be the 12 distinct isomorphisms of K into the complex numbers Cc, ordered 
so that a&.., o,K are real and u,,+~ is the complex conjugate of (T,.+~+~ 
for p = l,..., s (where r + 2s = n). We denote by Km9 the completion 
of o,K in @ (so that Kmp is the real numbers Iw for p = l,..., r and is C 
forp = r + l,..., n), and we write 
(Thus the direct sum V, has one summand for each Archimedean valua- 
tion of K. It is, in fact, the sum of the components of the adele ring of K 
that correspond to the Archimedean valuations.) Then I’, is a ring and 
is also, in a natural way, a vector space (in fact an algebra) of dimension 12 
over R. It is not a field, however, if there is more than one summand, 
as it then has divisors of zero. Identifying a number a in K with the element 
u,a @ ... @ u,+, a in I’, gives a natural embedding of K in V, . (If a is 
real but irrational it is important to distinguish between the image of a 
4 This notation is described in Section 2. 
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by this embedding and the scalar a = al in V, , as they are not the same.) 
For an element OL of V, we write 
tr 01 = ~~(01) + -.. +~~(a) + 2 Re ~,.+doL) + -.- + 2 Re ~,+,(d 
where r*(a), for p = l,..., r + S, denotes the projection of 01 on the 
pth summand of V, and is a real or complex number. When 01 is in K 
these are the same as the usual trace and norm of (Y. 
We shall need a basis of V, with respect to which the integers of K 
are the elements with rational integer coefficients. For this purpose we 
choose a basis w1 ,..., w, , which will remain fixed throughout this work, 
for the ring of integers o of K. Then this basis is linearly independent in 
V, , as well as in K, since the equation 
q1q-t ... + q&J, = 0 
in V,, where Q ,..., ?I,, are real scalars, is equivalent to the n equations 
?w&Jl + **. + yrpgw, = 0 (p = l,..., n) 
in C, and these equations have nonzero determinant (the square of their 
determinant is the discriminant of K, in fact) and so imply that all the 
7’s are zero. Hence every element OL of V, can be expressed uniquely 
as alwl + ... + %a%, where (or ,..., OL, are real (they are rational if and 
only if o[ is in K). 
It is now clear that V, is the same as the KR of Ramanujam and Ryavec, 
which they define as [w @o K. The equivalence of these two ways of 
looking at V. is given, for example, as the theorem on page 57 of [3] 
(in the chapter by C assels), which treats the general case of the product 
of those components of the adele ring that lie over a given component 
of the adele ring of a subfield. The point of view adopted here makes 
the treatment of the singular integral easier. 
Let Vam be the direct sum of m copies of V, . Then Vmm is a vector 
space over R of dimension mn. If 9%’ is a region of Vmm and P is a real 
number we denote by P.‘S the region 9 magnified by a factor P (so that 
the points in P9 are the points in W multiplied by P). We shall prove 
our theorem by obtaining, for a suitably chosen region 9, an asymptotic 
formula as P tends to infinity for A’“(P9), the number of points x in Pi32 
satisfying y(x) = 0 whose coordinates are integers of K. The first step 
is to express N(PS2) as an integral. 
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Let (Y = f+wl + -1. + (Y,w, be a variable element of V, and let a 
be an integer of K. Then tr ti is a homogeneous linear function of ol, ,..., an 
with rational integer coefficients, and the coefficients are not all zero if 
a # 0, since then tr a-la # 0. Hence 
1 
s s 
1 
. . . e(tr aa) dol, *.a dol, = 
if a=O, 
(2.1) 
0 0 i 
i 
if a # 0, 
where e(6) denotes e 2ni(. Denoting by I the region of V, defined by 
0 ,< a.!?, < 1 (p = l,..., n), we can express the integral on the left of (2.1) 
as 
1 e(tr txa) dol. I 
Then (2.1) gives 
J(P9) = s, S(a) dol, (2.2) 
where 
(2.3) 
the summation being over all points x in PB? with integer coordinates. 
Adding a number in b-r (the inverse of the different of K) to Q! does 
not change tr(aq(x)) if x is an integer point, and hence the integral of S(a) 
over any fundamental region mod b-l is the same. Ramanujam and 
Ryavec both take a fundamental region mod b-l as their region of inte- 
gration (a in their notation), but our region of integration Z is equivalent 
to 1 d ( such fundamental regions, where d is the discriminant of K. The 
apparent discrepancy is accounted for by the fact that Ramanujam’s 
and Ryavec’s variables a, ,..., 01, are different from ours and the trans- 
formation (which is linear) from our variables to theirs has Jacobian / d I. 
The main feature of the Hardy-Littlewood method is the division of Z 
into two sets, traditionally known as the major arcs and the minor arcs. 
The main term in our asymptotic formula consists of an approximation 
to the integral over the major arcs, which are small regions round the 
numbers in K with small denominators. As usual, the difficulty in applying 
the method lies in getting a good enough bound for the part of the error 
term due to the integral over the remainder of Z-the minor arcs. 
(Most applications of the Hardy-Littlewood method are to single equa- 
tions over the rationals; in which case Z is the interval [0, 11, the major 
arcs are small intervals round the rational points with small denominators, 
and the minor arcs are the intervals left between the major arcs and can 
be viewed as intervals round rational points with not-so-small denomina- 
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tom. We shall stick to the usual terminology in the present more general 
circumstances in spite of its being rather inappropriate-particularly for 
the minor arcs.) 
The cubic part, C(x), of q(x) can be written as 
C(x) = f g 5 CijkX(~)X(j)X(k), 
i=l j=l k=l 
where the coefficients cijk are symmetric in i, j, and k, and 6cijk is an 
integer for all i, j, and k. A central part in the estimation of S(a) on the 
minor arcs is played by the bilinear forms Bj(x, y), defined for 1 < j < m 
by 
Bj(X, y) = f f cijkx’i’y’“‘. 
i=lk=l 
We shall also need to use sets of bilinear forms associated with certain 
cubic forms with real coefficients and defined in the same way. 
For an element 01 of V, we write 
(So / 01 I is the maximum value of 01 in any Archimedean valuation of K 
if a is in K and I 01 I is the usual absolute value of 01 if ti is in Q or is a 
scalar of V, .) Then for any elements 01 and /I of V, we have ( (11 + /3 1 < 
IolI+I~I,I~~I~/0~)1~1andINormol)~(c~I”.AlsoifNormol#O 
(so that 01 has an inverse) we have I 01-l ( 9 I CII In-*/I Norm 011, since for 
each q 
For the purposes of integration and calculating the measure of subsets 
of V, we shall regard V, as an n-dimensional Euclidean space with 
Wl ,-.*, 072 as an orthonormal basis; but we shall nevertheless use the 
function I OL (, which does not depend on the choice of basis, as a measure 
of the distance of 01 from the origin. This measure of distance is consistent 
with the Euclidean space structure of V, , since if 01 = ollwl + .*a + anun 
then 
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for some positive constants c, and c, depending only on the choice of 
basis w1 ,..., CO, . This can be seen by noticing that multiplying 01 by a 
positive real number has the effect of multiplying both ) 011 and max 1 01~ 1 
by that number and that the two regions of V, defined by 1 a? 1 < 1 and 
by max I LYE I 6 1 are compact and contain neighborhoods of the origin. 
We write a general point 5 in Vmm as (t(l),..., e(“)), where t(j) is in V, 
and 
p = k p+), (j = l,..., m), 
p=1 
and we define I g I to be max,GjGm 15”) I. A box in Vmm is a region defined 
by inequalities of the type 
aj, < 8:’ < bi, (j= I,..., m; p= I,..., n), 
where aj, and bj, are fixed real numbers. 
We shall use Vinogradov’s notation < to indicate an inequality with 
an unspecified constant multiplier. Such multipliers will be independent 
of 01 and the parameters P and R, but may depend on q~ or K or on 
exponents such as 9, 6, and E. (And the same is true of the constants 
implied by phrases like “large enough” and “small enough.“) For a real 
number 5 we shall use (( 5 1) to denote the distance of 6 from the nearest 
rational integer. 
As the first step in estimating S(a) on the minor arcs we have the 
following inequality. 
LEMMA 2.1. If v(x) is a cubic polynomial with coeficients in K (but 
not necessarily in D) and W is a small enough box, then 
I WI4 < Pmn 1 c fi fi min(P, II W~4Ux, YW>, 
IxI<P IYI<P i-l 9-l 
the summations running through points x and y in Km with coordinates 
in 0. 
Proof. We can regard tr(ay(x)) as a cubic polynomial in the mn 
real variables xy’ (j = I,..., m; p = l,..., n) with coefficients in 88. The 
coefficient of the term in x’$$)$) in this polynomial is tr(~W+,c+&, 
which does not depend on the order of the variables in the term. Hence 
the mn bilinear forms associated with the cubic part of this polynomial 
are the forms 
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in the variables xv) and y:” (i, k = l,..., m; 1, y = l,..., n). These bilinear 
forms can also be written as 
tr(~oAx, YN (j = l,..., m; p = l,..., 12). 
Lemma 2.1 can now be obtained by applying Lemma 3.1 of [4] to the 
real cubic polynomial tr(cq(x)), substituting c;‘B for the G9 of [4] and 
c,P for the P of [4], where c1 is the positive constant occurring in (2.4) 
(so that the ranges of summation ( x j < P and I y I < P for the variables 
xy’ and yi”) are contained in the ranges resulting from the application of 
Lemma 3.1 of [4]). (Although Lemma 3.1 of [4] is stated for a cubic form, 
it is pointed out there that it applies to nonhomogeneous cubic polyno- 
mials as well.) 
Lemma 2. I is, in fact, the same as Lemma 1.1 of [15] (which is again 
stated for a cubic form with a remark that it applies to nonhomogeneous 
cubic polynomials as well), that lemma being proved by mimicking in V, 
the proof of Lemma 3.1 of [4] instead of using the lemma itself. We have 
given another proof here because it will be convenient to use again later 
the device of regarding tr(cq(x)) as a real cubic polynomial. 
To get a sharp enough estimate for S(e) on the minor arcs it is necessary 
(as in [6]) to use a linear transformation to split C(x) as far as possible 
into a sum of cubic forms in disjoint sets of variables. We say that a 
cubic form r(x) in m variables over K splits if there exists a nonsingular 
linear transformation x = Ty from Km to itself that transforms I’(x) 
into I’,(y) + r,(y), where r, and I’, are cubic forms in disjoint sets of 
variables each set containing fewer than m variables. 
Choose a linear transformation x = Ty from Km to itself such that 
C(x) transforms into C,(y) + C,(y) + ... + C,(y), where C, ,..., CU are 
cubic forms in disjoint sets of variables and U is as large as possible. 
(Some of the terms in this sum may be identically zero. Those that are 
have only one variable associated with them, since an identically zero 
form in more than one variable splits trivially as a sum of identically 
zero forms in one variable.) On multiplying T by a common denominator 
if necessary we may suppose that its coefficients are integers of K. Let D 
be the determinant of T, and for u = l,..., U let m, be the number of 
variables associated with C, and put h, = h,(C,), where C, is considered 
as a form in m, variables. Clearly we have the following: 
(i) None of the cubic forms C,(y) (U = l,..., U) splits. 
(9 $(Y) = dT ) y is a cubic polynomial in y whose coefficients 
are integers of K. 
(iii) The points y such that the coordinates of Ty are integers of K 
have coordinates in the fractional ideal (D-l) and form a group with 
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respect to addition of which the set of all points with integer coordinates 
is a subgroup of index at most 1 Norm D Im. Hence Ty has integer coor- 
dinates if and only if y = y’ + y”, where y’ has integer coordinates and 
y” is one of a finite set of coset representatives of this subgroup, 
(iv) h, + ... + hU > hK(C). (This is a straightforward consequence 
of the definition of h.) 
We can now obtain the following modification of Lemma 2.1. 
LEMMA 2.2. If @ is a parallelepiped in x-space that is the image by 
the transformation x = Ty of a small enough box S? in y-space, then 
where 
Tu(4 = c c i!? ii min(P, (( tr(6au@j(U)(x, y))jl-I), 
lXl<P jYl<P j-1 P=l 
the summation running through integer points x and y in K”a and By)(x, y) 
for j = l,..., m, being the m, bilinear forms in m, variables associated 
with the cubic form C, . 
Proof. On making the substitution x = Ty in (2.3) we have 
SC4 = C C e(trW(y’ + Y”))), 
Y” I’ 
(2.5) 
y” being summed over the finite set of coset representatives mentioned 
in (iii) above and y’ being summed over all integer points for which 
y = y’ + y” is in P@. Thus y’ is summed over all integer points in the 
box P99 - y”, and hence Lemma 2.1 can be applied to the inner sum on 
the right of (2.5) for each of the finitely many values of y” to give 
I S(414 < Pmn c c fi fi min(P, II tr(6~o,Bj’@, YNII-9, (2.6) 
fXI<P IYI<P j=l P4 
Bj’(x, y), for j = l,..., m, being the m bilinear forms associated with 
WY’) + =a* + C,(y’), which for every value of y” is the cubic part of 
#(y’ + y”) (considered as a polynomial in y’). Since Cl ,..., CU are cubic 
forms in disjoint sets of variables, the bilinear forms Bj’(X, y) fall into 
U sets of ml ,..., mU bilinear forms, the forms in the uth set depending 
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only on the PIE, variables that occur in C, . Accordingly the double sum 
on the right of (2.6) factorizes as 
and the lemma is proved. 
The crucial part of this work is getting a good upper bound for I S(a)1 
on the minor arcs, and this is done by getting good bounds for the sums 
T,(a) on the minor arcs. In doing this we shall omit the suffix u wherever 
it occurs, so that we shall be concerned with estimating the sum 
T(a) = 1 c fi fi min(P, II tr(6qJMx, YW), 
IxI<P ]Yl<P i=lp=1 
where &(x, y) (j = l,..., m) are the bilinear forms associated with a 
cubic form C in M variables over K that does not split (by (i) above) and 
has hK(C) = h. It will be necessary to treat the cases h = m and h < m 
separately (as in [12]), since although h = m is the difficult case the 
argument used to deal with it does not apply to cubic forms with h < m. 
The trivial estimates for S(a) and T(a) are respectively O(Pmn) and 
O(Psmn). 
3. THE BILINEAR FORMS 
In estimating T(a) on the minor arcs a good upper bound is needed 
for the number of pairs x, y of integer points in a large region for which 
the bilinear forms &(x, y) are all zero. We obtain such an upper bound in 
Lemma 3.6 of this section, which is a generalization of Lemma 6 of [6]. 
First we need some preliminary lemmas, 
LEMMA 3.1. Let V be an irreducible complex algebraic variety of 
dimension t in Cm and suppose that R > 1. Then there are <Rtn points x 
on V whose coordinates are integers of K and which satisfy 1 x 1 < R. 
Proof. The proof is by induction on m. If m = 1 then either t = 0 
(and Y is a single point) or t = 1, and the result is trivial in both cases. 
If m > 2 let a be an integer of K with ] a ) < R. The intersection of V 
with the hyperplane x(l) = a is a finite (possibly empty) union of irre- 
ducible varieties. If for some a one of these varieties has dimension t 
then it must be V itself and the induction step is immediate. Otherwise 
each of the varieties has dimension < t - 1 and hence, by the induction 
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hypothesis, there are -@(t-l)n integer points x on Y with 1 x 1 < R 
and x(l) = a. Since there are <R” possible values for a there are altogether 
<P integer points x on V” with 1 x 1 < R. 
By carrying out this argument in more detail it can be shown that the 
implied constant can be taken to be (3~~)~~ deg V, where c2 is the constant 
occurring in (2.4) and deg V (the degree of 9’“) is bounded in terms of 
the degrees of the equations defining V and the number of these equations. 
LEMMA 3.2. Let fi(x),..., fM(x) be polynomials with complex coejicients 
and suppose that there are more than AR(“-t)n points x whose coordinates 
are integers of K and which satisfy 1 x I < R and 
fdx) = o,...,fM(X) = 0, 
where R > 1 and A is a suficiently large constant independent of R. Then 
there is at least one of these points for which the rank of the Jacobian 
matrix 
waxi (j = I,..., m; J = I,..., M) 
is at most t - 1. 
Proof. This is a generalization of Lemma 2 of [6] to the algebraic 
number field K, and the proof given in [6] applies here with Lemma 3.1 
substituted for the rather vague justification given in [6] for the upper 
bound for the number of integer points in a region lying on a given 
irreducible variety. 
Lemma 3.2 is also analogous to Lemma 2 of [7], which deals with 
polynomials over a finite field. 
The following is a restatement of Lemma 5 of [6]. 
LEMMA 3.3. Let F be a t-dimensional subspace of Q”. Then F has a 
basis consisting of t points y1 ,..., yt with integer coordinates such that 
(i) every point y in F with integer coordinates is expressible uniquely 
as 
Y =z1y1 + -.* +ztyt, 
where z1 ,..., zt are rational integers, and 
(ii) for every such point y the integers z, ,..., zt satisfy5 
I Zl I I Yl I + .** + I zt I I Yt I < I Y I, 
where the implied constant depends only on m and t. 
5 [ y  1 means max1Sz4M 1 y(j) I, just as for vectors over K. 
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We need an analogue of this lemma that is valid when the ground 
field is K instead of Q. In general it is not even possible to find an integral 
basis satisfying the analogue of (i). For example, suppose that K has 
nonprincipal ideals and that a and b are integers of K such that the ideal 
(a, b) generated by them is nonprincipal, and consider the subspace F 
of P defined by the equation uy(l) = byt2). The coordinates of the point 
y = (y(l), ab-ly(l)) in F are integers of K if and only if y(l) is in the ideal 
o n (u-lb) = (a, b)-l (b), and since this ideal is nonprincipal the integer 
points in F do not consist of the integer multiples of any one point in F. 
One way round this difficulty would be to weaken the proposed analogue 
of Lemma 3.3 by asking only that a positive proportion of the integer 
points in F be integer combinations of yr ,..., yt (instead of all of them), 
the proportion being bounded below in terms of m, t, and K only. This 
is true and would be sufficient for the present purpose. We shall use the 
following generalization of Lemma 3.3, however, which, although it is 
less tidy, has the advantage that it is an easy consequence of Lemma 3.3 
itself. 
LEMMA 3.4. Let F be a t-dimensional subspuce of K”. Then there exist 
tn points y1 ,..., ytn in F with coordinates in o such that 
(i) every point y in F with coordinates in o is expressible uniquely as 
Y = ZlYl + *.- + ZtnYtn 3 
where z1 ,..., .ztn are rational integers, and 
(ii) for every such point y the rational integers z, ,..., ztn satisfy 
1% I I Yl I + -** + I &la I I Ytn I < I Y I, 
(3.1) 
(3.2) 
where the implied constant depends only on K, m, and t. 
Proof. We can regard K” as a vector space of dimension mn over Q 
by taking as the coordinates of any 5 in K” the mn rational numbers [$I 
(j = l,..., m; p = l,..., n), and the value of I 5 I when 5 is regarded as 
a point in Q mn lies between positive constant multiples of its value 
when 5 is regarded as a point in Km. Moreover, any t-dimensional sub- 
space of K” is a vector space over Q of dimension tn; for if fi ,..., ft is 
a basis of the subspace then every point in the subspace is a linear com- 
bination with rational coefficients of the tn points w,f, (T = l,..., t; 
p = l,..., n), and allwlfi + *. . + a tnm,ft = 0 for a set of rational numbers 
uT1, (T = l,..., t; p = l,..., n) only if u7~wl + 1.. + aTnW,, = 0 for each T 
(since the f’s are linearly independent over K) which implies that a,, = 0 
for all T and p, so that the points o,f7 are linearly independent over Q. 
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Consequently, Lemma 3.4 can be obtained by applying Lemma 3.3 to Km, 
regarded as a vector space over Q. 
LEMMA 3.5. Let R be a large parameter and t a positive rational 
integer. Then the number of integer points x in K” with 1 x 1 < R for which 
the bilinear equations 
4(x, Y) = 0 (j = l,..., m) 
have exactly t linearly independent solutions in y is <R(2m-h-t)n. 
(3.3) 
Proof. Since the total number of integer points x in K” with ] x ( < R 
is <Rmn the lemma is trivial when t < m - h. When t > m - h the 
lemma is a generalization to K of Lemma 2 of [8], which in turn is the 
analogue for rational integers of Lemma 3 of [7] which deals with a cubic 
form over a finite field. The proof of Lemma 3 of [7] applies in the present 
situation with no essential change, Lemma 3.2 being substituted for 
Lemma 2 of [7] at the place where this is used. 
LEMMA 3.6. If C does not split and is not identically zero then there 
are <RI2m-hfn-(mn)-’ log R pairs x, y of integer points in K” satisfying (3.3) 
with 
O<lxl<R and 0 < IyI <R. (3.4) 
Proof. This lemma is a generalization to K of Lemma 2 of [12], which 
is itself a slight modification of Lemma 6 of [6]. The alterations to the 
proof that are needed in the present situation warrant giving the proof 
in full, however. There is a minor oversight in the proof given in [12] in 
that the case r = n is left out of account. (In [12] n is the number of 
variables--corresponding to m in the present paper-and r corresponds 
to t.) 
We may assume that m > 2, since if m = 1 and C is not identically 
zero there are no pairs of nonzero points satisfying (3.3). Suppose there 
is some value of R for which there are more than ARc2m-h)n-(mn)-’ log R 
pairs x, y of integer points satisfying (3.3) and (3.4), where A is a suffi- 
ciently large constant, For t = I,..., m denote by X, the set of integer 
points x with 0 < I x ] < R (for this value of R) for which the solutions 
in y of the bilinear equations (3.3) form a subspace of Km of dimension t. 
Then for some ;Xt there are more than m-1AR(2m-h)n-(nan)-’ log R of these 
pairs of points x, y with x in X, . For each x in this X, choose a generating 
set y1 ,..., ytn , of the kind given by Lemma 3.4, for the integer solutions 
in y of the bilinear equations. Then every integer solution y is of the 
form (3. l), where z, ,..., ztn are rational integers satisfying (3.2). If 1 y I < R 
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then the number of possible values for z, (V = l,..., tn) is < I yV 1-l R. 
Hence the number of points y associated with x in the set of pairs is 
< “0 I Y,, I-’ R < Y-lRtn, 
where Y = I y1 IQ ... I ytn IQ and 1 E, lo , for any g in Km, denotes 
(By (2.4) c1 I F I < / E, (o < cp I 5 I. Also / 5 IQ is a rational integer when 5 
is an integer point.) For each positive integer Y denote by M(Y) the 
number of integer points x in X, whose associated generating set satisfies 
I Yl la ... I ytn lo = Y. Then the number of pairs x, y of integer points 
satisfying (3.3) and (3.4) with x in X, is 
Hence 
< c M(Y) Y-lRtn. 
Y 
; M(y) y-1 > AIR(~m--h--t)-W’ log R, 
where A, is large when A is. Now 
c 
Y>R’mn)-‘llogR 
M(Y) Y-l < R- cmn)-’ log R c M(Y) 
Y 
= R-(mn’-l log R / Xt 1 
where I X, I denotes the total number of points in X, and is <R(zm--h--t)* 
by Lemma 3.5. So 
c M(Y) Y-1 > AgR(Zm--h-th4mn)-’ log R, 
Y4R’mn)-1110gR 
(3.5) 
where AZ is large when A is. The number of integer points y with 
1 y IQ = Y, is <Yy-‘, since one of the coefficients yaj) must be &Y, and 
the others must lie between - Y, and Y, , and so the number of generating 
sets y1 ,..., ytn with I y1 IQ a.. I Ytn IQ = Yis 
< c yqnn-1 *** Yp-1 = Ymn--1&( Y), 
Yl”.Y*,=Y 
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where T&Y) is the number of ways of expressing Y as a product of tn 
positive rational integers (taking the order of the factors into account). 
Now 
c M(Y) Y-1 
r<R’mn’-‘/l~~R 
< m!x {M(Y) Y-mn+l (7J Y))-l} @(““)-‘/log JQmn--O C d y> 
y<Rl”“‘-l /log R 
< m;x {M(Y) Y-mn+l (7& Y))-l} (JPnr-‘/log R)mn-l (log R)tn-l 
< m,ax {M(Y) Y-mn+1(7tpl( Y))-l) R1-cmn)-l , 
and so it follows from (3.5) that there is some Y for which 
M(Y) Y-+~(T& Y))-l > A2R’2m-h-t’n-1 log R, 
where A, is large when A is. For this Y there must be some generating 
set y1 ,..., ytn with 1 y1 IQ *.. I ytn IQ = Y that is associated with at least 
ApR(2m-h-t)n-1 log R of the points x in 3,) where Ad is large when A is. 
The subspace E of P generated by these points x has dimension at 
least 2m - h - t (if A, is large enough), and the subspace F of K” 
generated by yl ,..., ytn has dimension t. Also the bilinear equations (3.3) 
are satisfied whenever x is in E and y is in F. For any z in E n F 
C(z) = 2 z(i’B,(z, z) = 0, 
j-1 
and hence E n F has dimension at most m - h. It follows that 
E + F = P, and we can find a basis of Km consisting of points e, ,..,, e, 
from E together with points fi ,..., f,,-, from F. Since E and F both 
contain nonzero points and m > 2 we can suppose that 1 < p d m - 1. 
(Even when 2m - h - t = 0 there is some point of Jt giving rise to the 
generating set y1 ,..., ytl?, and this point is nonzero.) Now the trans- 
formation from the variables x(l),..., 9) to the variables a(l),..., u(~), 
w(1’ ,*-*9 w(+u) defined by 
x = dl)el + S. a + u(Uu)e, + w(l)fl + . V- + w(“-lJ)f,-, 
is nonsingular, and the fact that Bj(ei , f&) = 0 for all i, j and k implies 
that the coefficients in the transform of C of the terms that contain both 
a variable au) and a variable wfk) vanish. Hence C splits as the sum of a 
cubic form in the variables u(r),..., zW and a cubic form in the variables 
w(1’ ,“.> w(+J’), and the lemma is proved. 
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4. THE DISTRIBUTION OF INTEGERS IN V, 
Very little algebraic number theory was needed in the work of 
Ramanujam and Ryavec, and not much more is needed here; but we 
shall need the easy part of the Dirichlet unit theorem, that is, an upper 
bound for the number of units of K in a large bounded region of V, . 
If c is a fractional ideal of K the absolute norm of c, NC, can be defined 
as the determinant with respect to the basis w1 ,..., W, of the lattice in V, 
consisting of the numbers in c. Then NC does not depend on the particular 
choice of integral basis, and if c is principal, say c = (a), then 
NC = / Norm 011. (From now on we shall write Not instead of / Norm cy / 
when 01 is in K.) For an integral ideal a of K, Na is the number of residue 
classes of II modulo a. 
LEMMA 4.1. Every fractional ideal c of K contains a number y with 
0 < I y / Q (NC)-. 
Proof. Let a be a rational number such that ac is an integral ideal. 
If cl is the constant occurring in (2.4) then there are more than N(ac) 
integers b of K with / b ( < c;lN(ac)lln, and hence we can find two of 
them, b, and b, say, that are congruent modulo ac. Then (b, - bz)/a is 
a nonzero number in c and j(b, - bz)/a 1 < 2c;‘(Nc). 
Alternatively, this lemma is an immediate consequence of Minkowski’s 
convex body theorem. 
The following lemma is equivalent to saying that no ideal of K forms 
a lattice of too eccentric a shape. (In fact ideals in the same ideal class 
form lattices of the same shape, but not necessarily with the same 
orientation.) 
LEMMA 4.2. If a is an integral ideal of K, b is any integer of K and R 
is a large parameter, then there are <R”INa integers c of K with c c b 
(mod a) and I c / < R. 
Proof. Unless there are no such integers c we may suppose without 
loss of generality that 1 b 1 < R. By the previous lemma we can pick 
a nonzero number y in the fractional ideal a-l with / y / <(Na)-ll”. 
Now if c = b (mod a) and ( c I < R then (c - b)y is an integer of K and 
i(c - b)y / < R(Na)-l/“. Hence the number of possibilities for (c - b)y 
(and so for c) is <R”INa. 
These two lemmas are well known and are equivalent to Theorem 0, 
Chapter V, of [lo]. Finally we need an upper bound for the number of 
integers of K with given norm in a large region of I’, . 
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LEMMA 4.3. The number of integers a of K with Na = N and 1 a ( < R 
is <T,JN)(log R)“, where T,(N) is the number of ways of expressing N 
as a product of n positive rational integers (taking the order of the factors 
into account). 
Proof. We first show that if Z(N) is the number of integral ideals of K 
with absolute norm N then Z(N) < T,(N). Since Z(N) and T,(N) are both 
multiplicative functions of N, it is enough to verify this when N is a prime 
power p”. There are at most n prime ideals of K dividing p, and every 
ideal a with Na =pM is a product of powers of these prime ideals. The 
corresponding product of the absolute norms of these powers is then a 
factorization of pM into at most n factors, and different ideals a give 
rise in this way to different factorizations of ZP’. Hence Z(p”) < 7Jp”). 
If now a, and a, are two integers with absolute norm N that generate 
the same principal ideal then al/a2 is a unit. If, in addition, I a, 1, 1 a, I < R 
then 
I alla2 I G I al I (I a2 P-W < A”, 
and similarly ( at/al I < R”. So to prove the lemma it is enough to show 
that there are <(log R)” units 7 of K with max(/ v 1, I 7-l I) < R”. 
The mapping 
7 F-P (log I vq I,..‘, log I ~PwT I) 
maps the group of units of K onto an additive subgroup of I!?+~, the 
units 7) with max(l r] 1, 1 7-l I) < Rn mapping into points in the cube 
V(R) with center the origin and edges of length 2n log R parallel to the 
coordinate axes. Since, by Lemma 4.2, there are only finitely many units 
with 177 I < 2, say, the kernel of this mapping is finite and the image 
of the group of units is discrete. Hence the image is a lattice of dimension 
at most r + s, and so V(R) contains <(log R)r+s points of the image. Con- 
sequently, there are also <(log R) 7+5 units 11 with max(l 7 1, 1 17-l I) < Rn. 
(Because Nq = 1 for a unit 7, the images of the units satisfy a linear 
equation and so, in fact, form a lattice of dimension at most r + s - 1. 
The Dirichlet unit theorem states that this lattice has dimension exactly 
r +s - 1.) 
5. ESTIMATING T(a) 
Notation is as described in the last paragraph of Section 2. In this 
section we obtain an upper bound for T(a) that is sufficiently sharp 
on the minor arcs-that is, when CL is not close to a number in K with 
a small denominator. We start from the assumption that T(a) is large 
CUBIC POLYNOMIALS 329 
and deduce that 01 can be well approximated by such a number. It is 
necessary to treat the cases h = m and h < m separately. In view of 
Lemma 2.2, an upper bound for T(a) gives a corresponding upper bound 
for / S(ol)j. We write L = log P. The presence of powers of L in this work 
is only a notational convenience, in fact, since the same final result 
could be got by replacing L by a small power of P everywhere. 
Estimating T(a) when h = m 
LEMMA 5.1. Let 9 and 6 be real parameters with 0 < 6 < 6 < 1 and 
suppose that T(a) > P(3-a)mnL2mn. Then either 
(i) there are >P(a--G)mn pairs x, y of integer points with 
O<IxI<P@, 0 < jyl <PO--6 (5.0 
and 
or 
II tr(601w,Bj(x, y))ll Q P-3+2a (j = l,..., m; p = l,..., n) (5.2) 
(ii) there are $PCa-*Jmn integer points x with 0 < [ x [ <Pa to 
each of which there corresponds an integer point y with 0 < / y / <Pa and 
II tr(6aW9Bj(x, y))ll < P-3+2e (j = I ,..., m;p = l,..., n). 
Proof. We use the notation of [12] for a moment. In the course of 
the proof of Lemma 7 of [12] (which is based on the assumption that 
S*(ol, B) > PcnU-*) it is shown that when 2” 3 T* there are >UnT?L2”-l 
pairs x, y of integer points satisfying 0 < 1 x I < UL2, 0 < I y 1 < UT-lL 
and /I aB(x, y)jI < P-3U2T-1L3 and that when 2” < T” there are 
>UnT-nL2n-’ integer points x with 0 -=z I x I < UL2 to each of which 
there corresponds an integer point y with 0 < 1 y I Q UL and 
jl o~B(x, y)Il< P-3U2L3. These parts of the proof are applicable when the 
bilinear forms CLB(X, y) are the bilinear forms associated with any real 
cubic form, and we shall apply them to the mn bilinear forms 
tr(6aWDBj(x, y)) associated with the real cubic form tr(6&(x)) in the mn 
variables x$). (The way adopted in [12] of associating sets of bilinear 
forms with a cubic form differs from the present way by a factor 6, but 
that is not important.) When these real bilinear forms are substituted 
for the forms C&(X, y) the sum S*(ol, B) becomes PnmnT(~) (the n of [12] 
becoming mn). Also the values of ( x I and ( y / when x and y are regarded 
as points in Q”” lie between positive constant multiples of their values 
when x and y are regarded as points in K”. Hence the present lemma 
can be got by taking U = PeLm2 and T = P6LS1 (the condition 
1 < T < U < PL-2 of [12] being satisfied when P is large enough). 
641/7/3-s 
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LEMMA 5.2. With the hypotheses of Lemma 5.1 either 
(I) there are >P(*-6)mn pairs x, y of integerpoints with 0 < I x I < Pe, 
0 < 1 y 1 <Pe and&.(x, y) = 0 (j = l,..., m); or 
(II) there are >P(e-s)mn integer points x with 0 < 1 x 1 < Pe to 
each of which there corresponds an integer point y with 0 < 1 y 1 < Pe and 
II tr(6cuo,Bj(x, y))li < P-3+2e (j = l,..., m; p = I,..., n); 
or 
(III) there are integers h and p in K, with p # 0, satisfving 
Np < P(2e-8’n, I~I~P2eandI~ol-~~jPp-3+2e. 
Proof. Alternative (II) is the same as (ii) of Lemma 5.1, so it is enough 
to show that if(i) of Lemma 5.1 holds then either (I) or (III) is satisfied. 
If for all the pairs x, y of integer points given by (i) of Lemma 5.1 
J&(x, y) = 0 for all sufTixes.j, then (I) holds, so we may suppose that there 
is one of these pairs of points for which &(x, y) # 0 for some j. Writing 
64(x, y) = $ for these values of x, y and j, we have t.~’ E o, $ # 0 and 
I $ I < I x I I y j < P2e-a. We also write 
where & ,..., fi,, are real. Then, by (5.2), 
tr(~lw,w,B,)=~,)+p. (p= l,...,n), (5.3) 
where Al’,..., h,’ are rational integers and p1 ,..., pn are real numbers with 
I pz, I < P-3+20 (p = l,..., n). 
If we write &‘wl + **. + h,,‘w,, = h’ and plwl + ... + p,,~, = p (the 
addition being in V,) and regard V, as a vector space over IF! with basis 
WI ,*-*, 6-J, , then Eqs. (5.3) can be expressed as Q/3 = h’ + p, where D 
is the n x n matrix [tr(ogw,)] whose entries are rational integers. Hence 
p = Q-lh’ + Q-1 p. Now 52-l has rational entries with denominators 
dividing det Q (which is, in fact, the discriminant of K), and so if we take 
p = ,u’ det Q and h = S2-9’ det Q then h and p are integers of K and 
the inequalities in (III) are amply satisfied. 
Alternatives (I) and (III) have deliberately been formulated with 
weaker inequalities than they might have been. This is to make the next 
lemma valid, which corresponds to Lemma 10 of [6] and Lemma 8 of [12]. 
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LEMMA 5.3. Suppose that alternative (II) of Lemma 5.2 holds and that 
alternatives (I) and (III) do not hold. Then there exists a set b, ,..., b, 
of m integers of K (depending on P) such that there are >min(P(8-38-26)mfi, 
P(e-28)mn) integer points x with 0 -=c 1 x / < PB to each of which there 
corresponds an integer point y # 0 satisfying 
6&(x, y) = bj (j = I,..., m). (5.4) 
Proof. Since alternative (I) does not hold there is at least one of the 
integer points x given by alternative (II) for which Bi(x, y) # 0 for the 
corresponding integer point y and some j. As in the proof of the previous 
lemma, this gives rise to a pair of integers X and p in K with p # 0, 
/p/<P2e and I~w--XI<P- 3+2e. By Lemma 4.1 there is a number 
y # 0 in the fractional ideal (h, 11)-l with 
I y I < W(k p)-l)l’n = W@, p))-l’n, (5.5) 
and since (X, p) is an integral ideal the expression on the right is at most 1. 
Now yh and yp are integers of K with yp # 0 satisfying 
and 
and so N(rp) > P(2e-6)n, since otherwise alternative (III) would hold. 
BY (5.5) 
WJ G I y 1% < Nt p>-‘7 
and hence 
A@@, p)-‘) > N0q.L) > P(2@-*)n. 
The argument used in the proof of the previous lemma shows that for 
each of the integer points x given by alternative (II) there are integers 
X,(x),..., L(x) in K such that 
) 6dolBj(x, y) - h,(x)1 < P-3+2e (j = l,..., m), 
where y is the integer point corresponding to x in alternative (II) and d 
is the discriminant of K. If we write 
vi(x) = 6d@(x, y) - p&(x) (j = l,..., m), (5.6) 
then v~(x) is an integer of K for each j and 
I dx>I < I 6dBj(x, Y>I I pa - h I + I EL I ZJ--~+~~ 
< P-s+@. 
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The number of possibilities for the set of integers V,(X),..., V,(X) is 
<max(P(-3+4e)mn, I), and so some set corresponds to 
>,P(B-6hn min(p(3-48)?737%, 1) 
of the points x given by alternative (II). The Eqs. (5.6) imply that for 
each of these points x the integers 6dBj(x, y) belong to the same residue 
classes modulo ~(h, p)-‘. Hence, by Lemma 4.2, for these x the number 
of possible values for each of the integers 6&(x, y) is 
since I B$(x, y)l < P2*. It follows that some set of values for the integers 
64(x, Y> (j = l,..., m) occurs for >P(e-26)mn min(P(3-4e)mn, 1) of these 
points x, and the lemma is proved. 
LEMMA 5.4. Zf h = m and 
2m8 < 0 < g(1 - @)(I - 1/4m)-l 
then Lemma 5.2 holds with alternative (II) omitted. 
(5.7) 
Proof. If Lemma 5.2 does not hold with alternative (II) omitted, 
then, for some P, the conclusion of Lemma 5.3 holds. 
For each of the integer points x given by Lemma 5.3 the Eqs. (5.4) 
are nonhomogeneous linear equations in y. Call the determinant of 
these equations H(x). If H(x) = 0 then the bilinear Eqs. (3.3) have a 
nonzero solution in y, and by Lemma 3.5 (with h = m) the number of 
integer points x with / x ] < PB for which this is so is <<PB(+-lJn. The 
argument used in the proof of Lemma 12 of [6] can be directly generalized 
to the number field K and shows that for any E > 0 there are 
<p8(m-l+r)n integer points x with 1 x ] < Pe and H(x) # 0 for which 
the Eqs. (5.4) have a nonzero integral solution in y. This argument makes 
use of Lemma 11 of [6] which can also be generalized to K, although 
there is the minor difficulty that the nonzero integer @(x2 ,..., x,) 
occurring in the proof of this lemma will no longer have <R’ divisors 
if K has infinitely many units. The divisors that are relevant to the proof, 
however, are values of H(x, ,..., x,), and since 1 H(x, ,..., x,)1 and 
I @(x2 ,..., x,)1 are both bounded above by fixed powers of R and the 
norms of these divisors divide N(@(x2 ,..., x,)) the number of them is 
<R’ by Lemma 4.3. 
We have now shown that there are <P e(m-l+r)n integer points x satis- 
fying the conclusion of Lemma 5.3, and hence that 
min(p(3--30--28)?7L7Z, p(O--26)?7L?Z ) < pe(m-l+r)n, 
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This is inconsistent with the inequalities (5.7) if E is chosen small enough 
(in terms of m, n, 8, and 6) and P is large enough. 
At the expense of replacing m by mn in the inequalities (5.7) this lemma 
could be proved alternatively by regarding the bilinear equations (5.4) 
as mn simultaneous equations with rational integer coefficients in the sets 
of mn variables xY) and y$) and using the arguments of Lemmas 11 and 12 
of [6] directly without modification. 
LEMMA 5.5. If h =m and 
0 < 2mWS < 0 < $(I - @)(l - 1/4m)-‘, 
then either 
T(a) < P(3--B)mnLmn 
(5.8) 
(5.9) 
or alternative (III) of Lemma 5.2 holds. 
Proof. The inequalities (5.8) imply (5.7), and so, by the previous 
lemma, Lemma 5.2 holds with alternative (II) omitted. The inequalities 
(5.8) also imply that 0 < 6 < 8 < 1, and so the hypotheses of Lemma 5.2 
are satisfied if T(a) > P13-e)mnLmn. Hence if (5.9) does not hold then 
either alternative (I) or alternative (III) of Lemma 5.2 holds. We are 
assuming that C does not split, and since h = m 3 1 it is not identically 
zero. Hence by Lemma 3.6 (with h = m and R a suitable multiple of PO) 
there are <Pe(mn-(mn)-‘)L pairs x, y of integer points with 0 < I x I Q Pe, 
0 < I y I < Pe and &(x, y) = 0 (j = l,..., m). In view of (5.8) this is 
fewer than the number of such pairs needed for alternative (I) to hold 
if P is large enough. 
Estimating T(a) when h < m 
LEMMA 5.6. Let 0 and 6 be real parameters with 
OtmS<B<1 (5.10) 
and suppose that h <: m and T(a) > P3mn-ehnL2mn, Then there are 
>>P8(2m-h)n-6mnL(2h-n)n-l pairs x, y of integer points satisfying (5.1) and 
(5.2). 
ProoJ This follows from the first part of the proof of Lemma 11 
of [ 121 in the same way that Lemma 5.1 followed from the proof of 
Lemma 7 of [12]. We take U = PeL-2 and T1 = PsL-l, and the n of [12] 
becomes mn in the present notation. The relationship between h and 
C(x) is not used in the first part of the proof of Lemma 11 of [12] (up to 
formula (51)) so h may be replaced by any nonnegative real number less 
334 P. A. B. PLEASANTS 
than the n of [12] and, in particular, we are justified in replacing it by hn 
in the present notation. With these substitutions the condition Tl < Fhln 
of [12] becomes 
PaL-1 < p9~l-hfm,L-Z+2h/m, 
and since h < m - 1 the inequalities (5.10) ensure that this is satisfied 
when P is large enough (as well as the condition U < PL-2 of [12]). 
The hypothesis h < m is not needed for the next lemma, since the 
conclusion is given by Lemma 5.5 when h = m. 
LEMMA 5.7. If 0 and 6 satisfy (5.8) then either 
(5.11) 
or alternative (III) of Lemma 5.2 holds. 
Proof. We may suppose that h < m, since when h = m this lemma is 
the same as Lemma 5.5. We may also suppose that C is not identically 
zero, since then h = 0 and the estimate (5.11) is trivial for large enough P. 
The inequalities (5.8) are stronger than (5.10), so by Lemma 5.6 if 
(5.11) does not hold there are ~Pe(2m-h)n-6mnL(2h-m)n-l pairs x, y of 
integer points satisfying (5.1) and (5.2). Taking R to be a suitable multiple 
of P* in Lemma 3.6 shows that the number of these pairs of points for 
which B,(x, y) = 0 for all suffixes j is <P8(2n?-h)n-e(mla)-1L, and in view 
of (5.8) this is fewer than the total number of pairs of points if P is large. 
Hence there is some pair x, y of integer points satisfying (5.1) and (5.2) 
for which &(x, y) # 0 for some j, and alternative (III) can be deduced 
as in the proof of Lemma 5.2. 
Estimating S(a) 
We now revert to the notation of the main part of Section 2, so that 
C(x) is the cubic part of d(x) (which has m variables) and h = h&C). 
LEMMA 5.8. If 0 and 6 are real parameters satisfying 
0 < 2m2n26 < 8 < $(l - @)(l - 1/4m)-l (5.12) 
and 9 is as in Lemma 2.2, then either 
(5.13) 
or alternative (III) of Lemma 5.2 ho&. 
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Proof. By Lemma 2.2 
(5.14) 
Since m, < m for each u the inequalities (5.12) imply (5.8) (in which m 
is really m,). Hence Lemma 5.7 can be applied to each of the sums TJIx) 
on the right of (5.14), and if alternative (III) does not hold we get (5.13) 
(using the fact that h, + a.* + hu > h). 
6. THE MINOR ARCS 
In this section we divide the range of integration I of (2.2) into major 
arcs and minor arcs and show that the integral over the minor arcs is 
w  (m-3)n) when h > 16. 
For each y = ylwl + ... + ynm, in K we denote by !I& the subset 
of I consisting of those 01 with 
II % - y* II < P--3+d (P = l,..., 4, 
where LX = (II+O~ + ... + n,~, and A is a small positive constant to be 
chosen later. Then 1132, is not changed by adding integers of K to y and 
if y is congruent mod o to a number in I at least P-3+A away from the 
boundary %I& is a cube of side length 2P-3+A centered on that number. 
If y is congruent mod o to a number within P-3+d of the boundary of I 
then YJtm, consists of a number of pieces at different parts of the boundary 
with total volume (2P-3+“)n. (Here we are thinking of V, as a Euclidean 
space with Cartesian coordinates 01~ ,..., 01, .) 
The denominator den y of a number y in K is the ideal consisting of 
all integers a in K such that ay is an integer. We write 
Q(Y) = Nden r>, 
and we define the major arcs 9X by 
These major arcs differ slightly from those used by Ramanujam and 
Ryavec in [15] and [16] respectively, but in each case the major arcs are 
small regions of a certain fixed shape around numbers of K with small 
denominators, and if A is small enough our major arcs are contained in 
I d I translates of the “enlarged” major arcs fi of [16]-the estimate we 
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shall get for the integral over the minor arcs being applicable to the 
parts of ?@I that lie outside our major arcs. (It is because of the fact that I 
is equivalent to ] d ( fundamental regions mod b-l that 1 d 1 translates of 
m are needed here. As explained earlier, this is compensated for by the 
fact that we are integrating with respect to a different set of variables, 
and consequently the integral over our major arcs is approximately the 
same as the integral over ‘82 in [16].) In the definition of the major arcs 
in [15] and [16] there is a condition on the denominator of yb (instead 
of y), but that is an insignificant difference. 
The points of I not in ‘9X constitute the minor arcs, which we denote 
by tn. As in [4], [6], [ 151, and [16] the integral over the minor arcs is 
estimated by dividing them into a bounded number of subsets and 
estimating the integral over each subset separately. Because of the form 
of alternative (III) of Lemma 5.2, however, it is necessary to make a 
division of the minor arcs slightly different from that used in [15] and [16]. 
Thinking of 6 as fixed, we denote by S(O) the set of points a: in I for 
which alternative (III) of Lemma 5.2 holds. We shall need to know three 
facts about s(O). 
Firstly, if 0 is small enough then g(O) is contained in the major arcs. 
For if cx is in G(B) and X and p are the integers of Kgiven by alternative (III) 
then, writing X/p = y, we have 
max 1 ~1/~ 
P 
-Y?,l</Q:-YI 
Blp-lllp--hl 
<< 1 p IS-1 p-o+ze 
Also p is in den y, and so 
Q(y) < A$ < P(2e-6)n. 
Hence if 0 < d/2n and P is large enough, then 01 is in !INDz, and 9Xm, is a 
major arc. So a(O) C %R in this case. 
Secondly, &(O) is the whole of I if 0 > 3/4 + l/46. This can be seen 
by dividing I into <<p(3-2e)n n-dimensional cubes of side length <<p-3+2e, 
the implied constant in the second of these inequalities being c;l (the c2 
of (2.4)) times the implied constant in the last inequality of alternative (III). 
Since every point of V, is congruent mod D to a point in I, for any OL in I 
we can find two integers h and p2 of K with 1~11 I < P3-2e and 
] p2 1 < P3-2e such that ply and P~DL are congruent mod o to points in 
the same cube, by Dirichlet’s “box principle.” If we write p1 - p2 = 11, 
then Ip--Ah/P- 3+2e for some integer h of K and I p [ < Pswne. If 
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0 > 3/4 + l/46 and P is large enough this last inequality implies the 
first two inequalities of alternative (III). 
Lastly, we shall need an upper bound for the measure of b(B). For fixed 
X the measure of the region for /3 defined by / /3 - X j < P-3+2e is 
<P(-3+ze)n; and hence, since multiplication by p is a linear mapping 
from Y, to itself the absolute value of whose determinant is Np, the 
measure of the region S,,,(8) for CL defined, for fixed h and pL, by 
1 pa - X / Q P-3+2e is <P(-3+2e)n N / p. Adding an integer multiple of p 
to h translates 8,&O) by the addition of the same integer, and so the 
sum, as X runs through a fixed residue class mod TV, of the measures of 
the bits of the regions s,,,(O) that intersect I is equal to the measure of 
one of these regions. There are Np residue classes mod p, and for each N 
there are <7,(N) Ln integers p of K with 1 p / < Pee for which Np = N 
by Lemma 4.3. Hence the measure of a(e) is 
It was to keep the measure of g(e) below this bound that the inequalities 
for Np and ( p I were both retained in alternative (III) of Lemma 5.2. 
Without the inequality for NLL the vital -8n in the exponent of P in our 
upper bound would be missing, and without the inequality for I p / the 
situation would be even worse, since if K had infinitely many units there 
would be infinitely many regions 8,,,(O) centered on each y in K with 
Q(r) < P(2e-6)n to be included in a(e), all with the same measure but 
with different shapes (some of them very elongated), and we should be 
left with no useful bound at all for the measure of s(O). 
We can now estimate the integral over the minor arcs. 
LEMMA 6.1. If h > 16 and W is as in Lemma 2.2 then 
s j S(a)\ da = o(P(+~)~). tn 
Proof. We choose an increasing set of values 8,) O1 ,..., Bc for the 
parameter 0 and denote by PP, for g = l,..., G, the part of &(O,) that lies 
outside &(e,...,). If 
e, < d12~ and Bc r 314 + l/46, (6.1) 
then &‘(O,) C Sn and &‘(O,) = 1, so that m C S1 u ‘.. u FG . We choose 
a positive 6 small enough to satisfy 
2m2n26 < A/h and 3/4 + l/46 -=c (3/4)(1 - (2/3)8)(1 - 1/4m)-l, 
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and then 8, ,..., OG can be chosen, with 0, and Bc satisfying (6.1), so that 
(5.12) is satisfied for all these values of 8. If 01 is in 9g it is not in &(O,-,), 
and so giving 0 the value O,-, in Lemma 5.8 shows that 
1 s(,$ < pm+-tk@’ ,y’n. 
Also & , being a subset of B(k),), has measure <<P(-~+~OU-~)~L~~. Hence 
s I S(oL)I da < P 
fm-3-?e,-lh+4e,-s)n L(m+2)n 
Fg 
Since h > 16, the right-hand side of this inequality is o(P(~-~)~) if 
t9, - 8,-, < (l/4)8, and so if the B’s are chosen close enough together the 
inequality gives the conclusion of the lemma when summed over g. 
7. THE MAJOR ARCS 
Approximating the integral over the major arcs is now largely routine, 
Lemma 5.8 being used to show that the “singular series” converges. 
For any y in K we write 
4 = C 4trh(xN). 
x mod OW 
Then S,, is not changed by adding integers of K to y and we define G(R), 
where R is a large positive parameter, by 
WI = c’ <Q<Wmn S, , 
O(v)<R 
the dash indicating that only one y from each equivalence class mod o 
is included in the sum. We also define g(P) by 
where p = &,+ + **. + &w, is in I’, , the integral over /3 being with 
respect to the variables /$ ,..., /$ , and 
is in Yarn, the integral over 5 being with respect to the mn variables [‘$. 
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LEMMA 7.1. IfA < l/(n + 4) then 
I S(a) dor = G(Pd) 3(P) P(m-3)n + o(P(‘@jn). m 
Proof. This can be proved in the same way as Lemma 5.5 of [ 161. 
The fact that v(x) may not be homogeneous does not affect the proof 
at all, and the slight differences between our G(P”) and S(P) and Ryavec’s 
G(T) and J(T) are due to our slightly different choice of major arcs. In 
fact, since the Jacobian of the transformation from our variables to 
Ryavec’s is I d I, our 3(P) is about / d 1-l times Ryavec’s J(7) (the difference 
between the regions of integration being unimportant, since the corre- 
sponding infinite integrals converge subject to conditions to be imposed 
later). This is compensated for by the fact that summing over y mod o 
(instead of mod b-l) makes our G(P”) about j d 1 times Ryavec’s G(T). 
(We have also replaced Ryavec’s N(a(y)) by Q(r) in our definition of 
G(P”), but this merely rearranges some of the terms in the series and is 
again unimportant since we shall show that the series is absolutely 
convergent.) 
We deal first with the singular integral 3(P). 
LEMMA 7.2. If C(x) is not a constant multiple of the cube of a linear 
form and d < l/(n + 1) then the region B can be so chosen that 3(P) 
tends to a limit 3 > 0 as P tends to injinity. 
Proof. The first part of the proof of Lemma 9 of [8] generalizes 
directly to the number field K and shows that 
e(tr@C(S))) dS d/3 + O(P-l+‘n+l)A). 
The main term on the right factorizes as 
=gJa! sin(27fPd tr(w,C(E))) d5 77 tr(w,CG)) ’ 
and, for each p, tr(w,C(g)) is a cubic form in the mn variables [A” with 
rational integer coefficients. If we could find a set of values ti’)* for the 
variables tLk’ that was a nonsingular zero of each of the forms tr(w,C(S)), 
then if W were chosen to be a sufficiently small region with 5* in its 
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interior Lemma 6.2 of [4] could be applied to each of the factors on the 
right of (7.1) to show that it tended to a positive limit, and the lemma 
would be proved. (Replacing the box &3 of [4] by our more general region 
9 does not affect the argument of [4] at all. One of the hypotheses of 
Lemma 6.2 of [4] is that none of the coordinates of the given nonsingular 
zero is zero. This hypothesis is not used in the proof of the lemma, however, 
and in any case the argument that follows could easily be adapted to 
provide it.) The partial derivative of tr(w,C) with respect to [r) is 
tr(w,@C/&P). 
For each I every cubic form over K,, in at least two variables has a 
nontrivial zero over K,r---as can be seen by considering the values of the 
form on a path avoiding the origin that joins a point where the form is 
positive to a point where it is negative, if K,, is R, or by giving suitable 
values to all but one of the variables and using the fundamental theorem 
of algebra, if Km1 is @. Hence, by the corollary to Lemma 2 of [14], 
every cubic form over K,, that is not equivalent to a form in one variable 
has a nonsingular zero over K,, . Since C is not equivalent over K to a 
form in one variable, C”~--the image of C by cl---is not equivalent over 
a,K to a form in one variable, and it follows from a remark at the 
beginning of Section 2 of [8] that Cut is not equivalent over Km1 to a form 
in one variable. Hence, for each 1, Cut has a nonsingular zero ?* over 
K wi., and taking for E,* the point in Vam that is the direct sum of the 
points gz* we have 
and 
c(g*) = p(gl*) @ . . . @ p+@+S)*) = 0 
g) (G”) = g (El*) @ *** @ gg (5(‘+s)*) # 0, 
if k is chosen so that at least one of the summands is nonzero. (So only 
one of the zeros sz* need be nonsingular, in fact.) Now 
w&s*, f0 (p = I,..., n>, 
and so for each p there is at least one q for which 
tr Wl@Q $#c’ ( 2s (5*)) # 0. 
Thus 5* provides the required simultaneous nonsingular zero of the cubic 
forms tr(w,C) (considered as forms in the real variables .$‘). 
The rest of this section is devoted to the singular series G(P). 
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LEMMA 7.3. / s, ( < (Q(y))mn-h13-h/32m2~~. 
Proof. Let 9 be a parallelepiped of the size and shape required by 
Lemma 2.2, and write Q for Q(r). For any P the number of integer 
points in PB? belonging to each of the Q”” residue classes modulo Q is 
I .L@ I (P/Q)“” + ~W/Q)““-9, 
where 1 W / denotes the measure of 9 and the error term arises from 
points near the boundary of Pg. Hence 
and so 
S(Y) = I 2 I (P/Q)‘“” S, + W”““-‘Q), 
I S, I < (Q/P>“” I S(y)1 + P-lQmn+l. (7.2) 
We take P = Qmn+l, so that the second term on the right is smaller than 
the required upper bound for I S,, 1. 
By Lemma 5.8, if 0 and 6 satisfy (5.12) then either 
/ S(y)1 Q Pmn-f@h=Lm* 
or there are integers X and p in K satisfying 
(7.3) 
II f 0, Np < ptze--6h and 1 )uLy - x j < P-3+2@. (7.4) 
For h and EL. satisfying (7.4) (py - X)Q is an integer of K (since Q is in 
den y) and 
1(/q - A)Q I < P-3+2eQ = o(l). 
Hence py - h = 0 if P is large enough, since / v j 2 (NV)“” > 1 for a 
nonzero integer v of K. On the other hand, if Np < Q then p is not in 
den y and so py # A. It follows that there are no integers X and p in K 
satisfying (7.4) if 
(28 - S)n < I/(mn + 1) (7.5) 
and P is large enough. If 
8n(2 - (1/2m%2)) < l/(mn + l), (7.6) 
then 6 can be chosen to satisfy (7.5) and the first two inequalities of (5.12), 
and these choices of 8 and 6 automatically satisfy the last inequality of 
(5.12) by a large margin. Now (7.6) is satisfied when 
0 = (1 + (1/4m2n2))/2n(mn + l), 
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and so it remains satisfied when 0 is slightly smaller than this. For such 
a choice of 19 (7.3) holds and gives 
and substituting this upper bound for ( S(y)/ in (7.2) gives the required 
upper bound for 1 S,, I. 
LEMMA 7.4. If h > 16 and the congruence (1.2) is soluble in integers 
of Kfor every ideal a of K then G(R) tends to a limit G > 0 as R tends to 
infinity. 
Proof. Since for any N there are at most T,(N) ideals b of K with 
Nb = N and for each of them there are at most N numbers y in K with 
den y = b that are distinct mod o, Lemma 7.3 ensures that the iniinite 
series of which G(R) is a partial sum is absolutely convergent when h > 16. 
By standard arguments (which are given in Chapter II of [18] for the 
case of Waring’s problem for the rational integers but which remain 
valid in the present circumstances), when this series is absolutely conver- 
gent its sum G can be expressed as a convergent infinite product 
where 
G = n X(P), 
P 
and the product is over all prime ideals p of K. (The series for x(p) is 
a subseries of the series for 6, and so is also absolutely convergent.) 
Also (following Vinogradov still) 
jfe (NP)-“~~ c’ s, = (Np)-‘“-l’“JqpM), 
dew+ 
where &(p”) is the number of solutions of the congruence 
and so 
v(x) = 0 (mod p”), 
x(p) = lil& (NP)-(-~)~ .M(+P). 
(7.7) 
The argument used in the proof of Lemma 10 of [8] can now be applied 
to show that the limit on the right is positive if the equation q(x) = 0 
has a nonsingular p-adic solution. Finally, the proof of Theorem 3 of [S] 
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can be directly generalized to the number field K to show that y(x) = 0 
has a nonsingular p-adic solution if h 3 15 and (7.7) is soluble for every M. 
(The generalized proof makes use of the fact-a proof of which can be 
found in [14], for example-that a nondegenerate quadratic or cubic form 
over a p-adic field in at least 5 or 10 variables respectively has a non- 
singular zero over that field. Case 1 in the proof of Theorem 3 of [S] 
consists of a proof of this fact for cubic forms over p-adic fields, and so 
may be omitted from the generalized proof. The hypotheses of Theorem 3 
of [8] are that-as well as satisfying the congruence condition--g, has 
at least 15 variables and is nondegenerate; but the invariance of h implies 
that q is equivalent to a nondegenerate polynomial in at least 15 variables 
when h >, 15.) 
Now (2.2) and Lemmas 6.1, 7.1, 7.2, and 7.4 (with a fixed, positive d 
less than l/(n + 4)) show that the hypotheses of the theorem imply that 
for a suitably chosen S% 
Jv(P9t) = G,3P’“-3’” + O(P(m-y, 
where 6 and 3 are positive real numbers independent of P, and so the 
theorem is proved. The error term given by this proof is, in fact, smaller 
than the main term by a factor of a small power of P. 
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