ABSTRACT Centralized controls in wireless-powered communication networks (WPCNs) induce considerable overhead for channel estimation and high complexity for optimization, as the number of wireless devices (WDs) increases. To tackle this problem, we apply slotted ALOHA protocol to WPCNs and design a slotted ALOHA-based energy-harvesting medium access control protocol. In this protocol, the WD randomly selects one of the given random access (RA) slots and continuously harvests the energy from the hybrid access point (HAP) until it has access. We analyze the average channel throughput and obtain the optimal number of RA slots allocated (m * ) to maximize it. Thereafter, we present a prioritized access control to alleviate the doubly near-far problem in the WPCN. Considering the near and far WDs from the HAP, we assign the far WDs a high priority and make them access at the later part of the frame in order to allow them to have a longer energy harvesting time than the near WDs. In terms of Jain's fairness index, we obtain the optimal ratio of RA slots allocated for the low-and high-priority WDs (α * ) to maximize the fairness. Through an asymptotic analysis in the high signal-to-noise ratio (SNR) environment with a sufficient number of accessing WDs, it is shown that there are unique m * and α * that maximize the channel throughput and user fairness, respectively, and both depend only on the average of the minimum SNRs of the WDs without the knowledge of full channel state information.
I. INTRODUCTION
The recent progress in radio frequency (RF)-based wireless energy transfer (WET) technology has resulted in the creation of a new networking structure called wireless powered communication networks (WPCNs), where wireless devices (WDs) replenish energy wirelessly from dedicated power transmitters and use it for wireless information transmission (WIT). Because the WPCN eliminates the need for manual battery replacement or recharge, it can effectively prolong the network lifetime, avoid energy outage of devices, and reduce the operation cost. Moreover, the WPCN can fully control both WET and WIT operations so that the transmit power, time/frequency, user scheduling, and antennas can all be controlled to match various network environments and service requirements for stable and on-demand energy supply [1] , [2] . Therefore, many early studies on the WPCN are based on the centralized control, under which various types of radio resources are managed by a central coordinator (e.g., the hybrid access point (HAP)) to maximize performances [3] - [8] .
In [3] , the harvest-then-transmit protocol was proposed and the WET and WIT times were optimized under roundrobin scheduling to maximize throughput. This harvestthen-transmit protocol was extended to the multi-antenna WPCN [5] , full-duplex (FD) WPCN [6] , FD WPCN with energy causality [7] , and cooperative WPCN [8] . In [5] , the downlink (DL) energy beamforming, uplink (UL) transmit power and receive beamforming, as well as WET/WIT time allocation, were jointly optimized to maximize the minimum throughput of all users. In [6] , the WET/WIT time and the transmit power at the FD HAP were jointly optimized to maximize the weighted sum-rate. In [7] , the WET/WIT time allocation was optimized to maximize the sum-rate or minimize the total transmission time under the energy causality constraint. In [8] , the WET/WIT time was optimized by considering the harvested energy from co-channel interferences among nearby users.
Such centralized approaches can achieve optimal performance in the WPCN, but require the global channel state information. This induces considerable signaling overhead for channel estimation and feedback and also high complexity for computation in proportion to the number of WDs. For this reason, most previous works have assumed that the HAP perfectly knows all channel information without overhead or considered a small number of users for optimization [3] - [8] . However, considering the current level of WET technology, which can transfer tens of microwatts of RF power to WDs from a distance of more than 10 m [9] , the WPCN is potentially suitable for low-power applications with devices operating power up to several milliwatts, such as wireless sensor networks (WSNs) and RF identification networks. These applications generally support a large number of WDs and require to use a simple processor for low cost and energy saving. Therefore, it is difficult to maintain a centralized control in such practical WPCN environments so that a distributed protocol with low overhead and complexity needs to be designed.
Among the traditional random access protocols, slotted ALOHA operates in a simple distributed manner with low overhead and complexity and also offers many advantages, such as low delay to transmit a short packet, no initial connection setup, no pre-procedure before transmission, and no dedicated radio resource allocation for connection maintenance. Thus, it is more suitable than any other random access protocols when a large number of distributed nodes transmit data sporadically to the central node [10] . Therefore, we apply slotted ALOHA to the WPCN in this paper. Our main contributions are summarized as follows:
• We design a slotted ALOHA-based energy-harvesting medium access control (MAC) protocol for the WPCN. In this protocol, the WD randomly selects one of the given random access (RA) slots, continuously harvests the energy from the HAP until it has access, and then transmits data at the selected RA slot using the harvested energy.
• We perform an optimal resource allocation to maximize the throughput of the proposed protocol.
To this end, we analyze the average channel throughput and derive the optimal number of RA slots to maximize it.
• To solve the doubly near-far problem 1 in WPCNs, we present a prioritized access control method in the proposed protocol. We divide the frame into two parts considering the near and far WDs from the HAP. Then, we assign the far WDs a high priority and make them access at the later part in order to allow them to have a 1 The doubly near-far problem occurs because far users from the HAP receive less wireless energy than near users in the DL but have to transmit with more power in the UL. Due to this problem, the throughput maximization approach severely degrades user fairness in the WPCN [3] .
longer EH time than the near WDs, which have a low priority and access at the front part.
• We analyze the user fairness considering the near and far WDs and derive the optimal allocation ratio of RA slots to maximize fairness. Considering Jain's fairness index as a function of the average throughputs of lowand high-priority WDs, we obtain the optimal ratio of RA slots allocated for the low-and high-priority WDs to maximize the fairness. The rest of this paper is organized as follows. In Section II, we introduce the related distributed energy-harvesting MAC protocols. In Section III, we present the system model for the considered WPCN and explain the proposed protocol in detail. In Section IV, we analyze the average channel throughput and derive the optimal number of RA slots to maximize it. In Section V, the results for the optimal resource allocation are presented. In Section VI, we propose a prioritized access control method to alleviate the doubly near-far problem, analyze the user fairness, and derive the optimal ratio of resource allocated to low and high priorities for fairness maximization. In Section VII, we show the results for the prioritized access control. Finally, the concluding remarks are provided in Section VIII.
II. RELATED WORKS
Distributed energy-harvesting MAC protocol is mainly divided into CSMA-based and ALOHA-based. In [11] , an energy adaptive carrier sense multiple access (CSMA)-type MAC protocol was proposed, in which the access probability of a WD varies with its energy harvesting rate. In [12] , the RF-MAC protocol was proposed, where multiple energy transmitters perform WET in respond to WDs' energy request and the energy harvesting WDs use a CSMA-based MAC protocol to coordinate the data exchange among one another. This RF-MAC requires the WDs to perform complicated computation and channel estimation tasks, and therefore a simplified version of RF-MAC was presented [13] . The throughput of RF-MAC was then analyzed with the energy queueing model [14] . Further, the harvestthen-transmit-based modified enhanced distributed coordination function (DCF) protocol was proposed by applying the IEEE 802.11e enhanced DCF to the harvest-then-transmit protocol, and optimization was performed to maximize the energy harvesting rate [15] .
The performance of CSMA-based MAC protocols may deteriorate in dense networks with a large number of contending nodes because of its binary exponential backoff mechanism [16] . On the other hand, ALOHA-based MAC protocols have been applied to dense network environments with energy harvesting as an alternative distributed protocol. In [17] , the throughput of slotted ALOHA protocol was analyzed in energy harvesting wireless networks. In [18] , slotted ALOHA was applied to coordinate the transmission of data to a gateway in machine-to-machine (M2M) networks with energy harvesting, and the optimum sleep period was derived to keep the energy consumed in each device lower VOLUME 6, 2018 than the harvested energy. In [19] and [20] , dynamic framed slotted ALOHA was analyzed in data collection networks with energy harvesting capabilities, and the MAC protocol and energy harvesting strategy were jointly optimized to prolong the network lifetime. However, these studies have not considered the WET from any dedicated energy transmitter as in WPCNs and assumed a fixed amount of energy arrival at random time instants from ambient energy sources. To the best of our knowledge, ALOHA-based protocols have never been applied to WPCNs.
III. SYSTEM AND PROTOCOL
In this section, we first describe the system configurations and assumptions, and then explain the details of the proposed protocol.
A. SYSTEM CONFIGURATIONS AND ASSUMPTIONS
We consider a WPCN cell with one HAP and N WDs, as shown in figure 1 . The HAP has a stable energy supply, but the WDs do not have any embedded energy sources. Thus, the HAP transfers energy wirelessly to all the WDs in the cell, and the WDs replenish energy from the HAP. The WDs then use the harvested energy to operate circuits and transmit UL data. Considering the low efficiency of WET technology, the WPCN is generally applicable to WSN or M2M network. In such applications, the WDs are usually regarded as lowpower-consuming sensors with a small form factor. Thus, we suppose that the WDs store the harvested energy in a supercapacitor instead of a battery because the supercapacitor has the advantages of a small form factor, fast charging cycle, and many years of charging and discharging cycles, as compared to rechargeable batteries. However, supercapacitors suffer from high self-discharge and so may not be able to store the harvested energy long enough to be used for the next communication cycle [21] . To account for the high self-discharge characteristic of supercapacitors and the potential long delay between any two communication cycles in WSNs, we assume the WDs do not harvest energy after their transmission and transits to sleep mode until the next event occurs, In other words, it is beneficial for WDs with a supercapacitor to start energy harvesting when traffic occurs, rather than continuing energy harvesting while waiting for future traffic. These assumptions and system models are used in [7] and [22] - [24] .
In addition, to achieve high spectral efficiency and efficient operation, we suppose that the HAP operates in FD mode so as to broadcast energy via DL WET and receive information via UL WIT at the same time [6] , [7] , [14] . The FD operation has become practical with the latest self-interference cancellation (SIC) technology, and because the efficiency of SIC is not the main focus in this study, we assume perfect SIC at the HAP [6] , [7] . 2 On the other hand, the WDs are assumed to operate in time-division half-duplex (HD) mode for low implementation cost so that they harvest energy in the DL and transmit data in the UL orthogonally over time.
B. PROTOCOL DESIGN
When a large number of nodes generate traffic sporadically depending on the occurrence of an event, it is inappropriate to use the centralized access control, such as round-robin scheduling [3] - [8] , so we consider a distributed access control by adapting a simple framed slotted ALOHA protocol [18] - [24] . Figure 2 shows the frame structure and the operation of the proposed protocol. Each frame consists of one beacon followed by multiple RA slots. At the beginning of every frame, the HAP broadcasts the beacon packet for frame synchronization and also to inform the WDs of the number of RA slots provided in a frame. During the period of RA slots, the FD HAP transfers energy wirelessly to the WDs and concurrently receives the UL data transmitted from them. On the other hand, the active WDs with the data to send randomly select one of the given RA slots, harvest the energy until they have access, and then transmit UL data at the selected RA slot using the harvested energy. After transmission, the WDs no longer continue harvesting energy and transit to sleep mode because the supercapacitor of WDs is subject to the high self-discharge property and it may take 2 If the HAP operates in HD mode, two frequency bands for DL and UL are required for the proposed protocol. Even in this case, our formulation in Section IV is still valid by only the minor scaling of the pre-log factor. a long time until the next data occurs [7] , [22] - [24] . For this reason, the proposed protocol allows the WDs to have different EH times according to the position of the selected RA slot, unlike the previous harvest-then-transmit protocol that allocates the same EH time to all WDs before transmission. That is, later-transmitting WDs harvest more energy and this is consistent with the concept of energy causality addressed in [25] - [27] . Moreover, the WDs in the proposed protocol can harvest energy even in the idle slots where no one transmits data, while the typical slotted ALOHA and the harvest-thentransmit protocol cannot utilize the idle slots.
As shown in figure 2, in the proposed protocol, the first RA slot (i.e., slot 0) is dedicated to energy harvesting only to ensure that even the WD that selects the next RA slot (i.e., slot 1) can harvest the minimum energy for UL transmission [6] . Each frame provides m RA slots available for UL transmission, and each WD performs a random access to one of the m slots. Random access fails when two or more WDs select the same slot and succeeds when only one WD selects one slot, assuming that there is no channel error and capture effect [20] .
IV. OPTIMAL RESOURCE ALLOCATION FOR THROUGHPUT MAXIMIZATION
In this section, we analyze the average channel throughput of the proposed protocol and derive the optimal number of RA slots to maximize it.
A. THROUGHPUT ANALYSIS
When an arbitrary WD i chooses the k-th slot for random access, its harvesting energy is expressed as
where 0 < ζ i < 1 is the energy harvesting efficiency of WD i , P is the constant transmit power of HAP, h i is the channel power gain from the HAP to WD i , and T s is the length of one RA slot. Then, the transmit power of WD i when it transmits data at the k-th RA slot is given by
where 0 < η i < 1 is the fraction of the harvested energy used by WD i to transmit its UL data. If the WD i 's random access at the k-th slot is successful, the achievable rate of WD i is calculated as
where g i is the channel power gain from WD i to the HAP, represents the SNR gap, and σ 2 denotes the noise power at the HAP. Here, for the purpose of investigating the achievable maximum throughput, we assume that each WD has a sufficient amount of data to transmit during its selected slot duration and the HAP can estimate the uplink channel information g i by using a typical uplink channel estimation method [29] . In addition, γ i is defined as
Note that γ i is determined by the channel conditions and energy harvesting capability of WD i and so it is an independent parameter given to WD i . We call γ i the minimum SNR (mSNR) of WD i at the HAP because γ i is the smallest SNR value that WD i can have when it selects the RA slot with k = 1. Note that as shown in (3), the actual SNR of WD i is jointly proportional to its mSNR γ i and the selected slot number k. Let λ be the average packet arrival rate at each WD in each frame. That is, each WD generates a packet to be sent with a probability of λ every frame. Thus, we can suppose that λN WDs try to access m RA slots every frame from the perspective of long-term average. In this case, the average successful access probability that only one WD accesses in a slot is given by
Then, the average channel throughput (i.e., the average achievable rate of WDs during one frame) is calculated as
The average channel throughput S is a function of m (i.e., the number of RA slots allocated) for given N , λ, and γ i . To obtain the optimal m analytically, we apply a high-SNR approximation (i.e., γ i k ≥ γ i 1) to (6) . This is quite reasonable because the WPCN is suitable to high-SNR environments due to the low efficiency of practical WET technology [9] , [28] . In addition, we apply the Poisson approximation 
where we defineγ 
whereγ γ − 1 is defined. Now we can find the optimal number of RA slots that maximizes the approximate average channel throughput given by (8) . 3 The following lemma determines a unique solution of the optimal m. From (9), the condition that satisfies
where we define f (m) 
This completes the proof. Because m * derived from Lemma 1 is a real value, we finally determine the value of m * as an integer as follows:
Remark 1: It is worth noting that the HAP only needs to know the value ofγ (i.e., the average of the natural log of the mSNRs of all the WDs) for optimal resource allocation, without explicit knowledge of the individual channel of all the WDs. In practice, the value ofγ can be estimated by gathering the mSNRs extracted from the successfully received signals of the WDs at the HAP from the perspective of the longterm average. This, in turn, significantly reduces the channel feedback overhead.
V. RESULTS FOR OPTIMAL RESOURCE ALLOCATION
This section provides the analysis and simulation results of the proposed protocol using the optimal resource allocation. Table 1 summarizes the parameters used for the evaluation. We deploy a WPCN cell with a radius of 25 m and uniformly distribute 100 WDs in the cell considering the environments of high SNR and high density [31] . We then change the packet arrival rate λ from 0.1 to 1 to control the number of accessing WDs in each frame. The transmit power of the HAP and the SNR gap are fixed as 40 dBm and 9.8 dB, respectively. Considering a practical WET level, the energy harvesting efficiency ζ i is set to 0.5 for all i [3] . Moreover, the fraction of harvested energy used for UL transmission η i is set to 0.8 for all i considering the extra energy needed to operate the circuit. The noise spectral density at the HAP is set to −160 dBm/Hz, and the channel bandwidth is set to 1 MHz. For ease of exposition, we consider a simple distance-dependent path loss model given by
under the assumptions that the DL and UL channels are reciprocal [14] . Here, G refers to the average power attenuation at a reference distance of 1 m and is set to −30 dB [8] , ρ i represents the additional short-term fading with Rayleigh distribution [3] , d i is the distance between the HAP and a WD uniformly distributed between 1 and 25 m, and n is the path loss exponent that varies between 2 (line-of-sight (LoS)) and 3 (non-LoS) and is set to 2.5 as default if not mentioned otherwise. It is assumed that both the DL and UL channels are quasi-static flat-fading, where h i 's and g i 's remain constant for each frame.
Throughout the results, we present two analysis results: one is the exact analysis in which the throughput is obtained from (6) without an approximation and the optimal m * is found by exhaustive search. The other is the approximate analysis in which the throughput is obtained from (8) and the optimal m * is calculated by (14) . We also perform Monte Carlo simulations with 10,000 trials to validate these analysis results. Figure 3 shows the average channel throughput versus the number of RA slots (m) when the packet arrival rate (λ) is set to 0.5 and 1, respectively. As m increases, the channel throughput increases monotonically and then gradually decreases after a certain value of m. That is, there exists a unique optimal m * that maximizes the channel throughput in each λ, as proved in Lemma 1. When more WDs are accessing (i.e., at λ = 1), a larger m * is needed and a higher throughput is shown due to the longer EH time. The exact analysis results match the simulation results well. However, there is a slight difference between the exact and approximate analyses due to the high-SNR approximation used to obtain the approximate throughput. Figure 4 shows the optimal number of RA slots (m * ) versus the packet arrival rate (λ) for different values of the path loss exponent (n). It is observed that the optimal m * linearly increases as λ increases (i.e., the number of accessing WDs increases). In addition, the optimal m * increases as the path loss exponent increases. This is because the higher path loss exponent reduces the SNR of WDs, and thus they require a higher transmission power (i.e., a longer EH time) to compensate for it and maintain the throughput. From Lemma 1, we can also understand that the optimal m * satisfying f (m * ) =γ increases as the average mSNRsγ is decreased by the higher path loss exponent because f (m) is a decreasing function. When the path loss exponent is greater than 2.5, the difference between the exact and approximate analysis begins to emerge, because the high-SNR approximation does not fit well from this point. Additionally, we investigate the effect of the estimatedγ on the optimal m * from the practical point of view. Since the access of the WDs may be collided, it takes time to compile all the WD's γ values, as mentioned in Remark 1. Thus, there might be an error between the estimatedγ and the actualγ . However, we can observe that there is no significant difference in the optimal m * when we useγ estimated for four frames. Figure 5 shows the average channel throughput versus the packet arrival rate. When the fixed m is used, the throughput increases and then decreases with increasing λ because the number of offered RA slots does not adapt to the number of accessing WDs. However, when the optimal m is used, the throughput always maintains peak values regardless of λ. It is shown that there is little difference among the uses of the exact m * , approximate m * , and m * obtained from the estimatedγ , in terms of the throughput. Moreover, we compare the proposed protocol with the competitive harvestthen-transmit-based slotted ALOHA protocol [20] . This harvest-then-transmit-based slotted ALOHA protocol allocates a separate fixed EH time to all WDs at the beginning of VOLUME 6, 2018 the frame and then attempts random access based on slotted ALOHA after harvesting, unlike the proposed protocol allows the WDs to have different EH times. Here, the length of EH time is optimized by exhaustive search to maximize throughput for a fair comparison with proposed method. As shown, the harvest-then-transmit-based slotted ALOHA has significantly lower throughput than the proposed protocol. This is because it uses a separate additional EH time and also there exist the idle slots that are not used for any purpose during the RA period.
VI. PRIORITIZED ACCESS CONTROL FOR FAIRNESS MAXIMIZATION
To tackle the doubly near-far problem in the WPCN, we present a prioritized access control method in the proposed protocol. After presenting the motivation and basic operation of the method, we analyze user fairness considering two priorities and derive the optimal allocation ratio of RA slots for each priority to maximize fairness.
A. MOTIVATION AND OPERATION
The WPCN suffers from the doubly near-far problem that is caused by the double signal attenuation in both the DL and the UL. Due to this problem, the throughput maximization approach significantly degrades user fairness [3] , [6] . Similarly, the throughput maximization solution in the previous section also degrades user fairness. That is, near WDs from the HAP experience a much higher throughput than far WDs from the HAP. 4 By the way, in the proposed protocol, a node that selects a larger RA slot number has a longer EH time than another node that selects a smaller number. Therefore, if we make the near WDs access the earlier slots in the frame and the far WDs access the later slots in the frame, the near/far WDs can use lower/higher transmission power than when accessing in the entire slot area. This can reduce the difference in throughput between near and far WDs so that the doubly near-far problem is alleviated.
To realize this concept, we develop a prioritized access control, where the entire RA slot is divided into two parts considering two priority groups of the near and far WDs, as shown in figure 6 . To give more opportunity for the far WDs to harvest more energy before access, we give high priority to the WDs with low mSNR (i.e., far WDs) and make them access the second RA slot area. On the contrary, the WDs with high mSNR (i.e., near WDs) have a low priority and access the first RA slot area. Specifically, the WDs that satisfy ln γ i ≥γ (i.e., if its mSNR is greater than or equal to the average mSNR of all WDs in logarithmic scale) become the low-priority WD, and the other WDs that satisfy ln γ i <γ become the high-priority WD. 5 Thus, each WD needs to know both values of γ i andγ to determine its priority. Sincē γ is measured in the HAP, the HAP should inform the value ofγ to WDs through the beacon message at the beginning of every frame. In addition, the WDs can estimate its γ i while receiving the beacon message assuming that DL and UL channels are reciprocal [14] . Specifically, it can be estimated by γ i = h i η i ζ i γ i where γ i is the SNR received at the WD i given by γ i = Ph i σ 2 and h i is the estimated DL channel from the HAP to WD i . According to these criteria of dividing priority, the total N WDs is divided into N L low-priority WDs and N H highpriority WDs (i.e., N L + N H = N ). Moreover, we suppose that among the total m RA slots given, m L slots are allocated to the low-priority WDs and m H slots are allocated to the high-priority WDs (i.e., m L + m H = m). Then, there remains only the matter of deciding how to divide the entire slot for each priority. By applying a ratio 0 < α < 1, we set 5 Note thatγ is a representative parameter indicating the average channel state of all WDs managed by the HAP for optimal resource allocation, as mentioned in Remark 1. Thus, we can easily apply it to distinguish WDs. Through experiments in various environments, we have confirmed that this criterion is well suited for dividing near WDs and far WDs. is a function that returns the nearest integer to x. Thus, our objective is to find the optimal α to maximize user fairness by considering two priorities of near and far WDs in order to solve the doubly near-far problem. 6 
B. FAIRNESS ANALYSIS
First, we analyze user fairness. When λN WDs try to access m RA slots in each frame, the average throughput of WD i is obtained from (3) and (5), as follows:
Without loss of generality, we suppose that WD i for i ∈ {1, 2, · · · , N L } has low priority and
When N L low-priority WDs access the first m L slots and N H high-priority WDs access the later m H slots, the average throughputs of low-and high-priority WD i are respectively expressed as
Similar to (7) and (8),
ln xdx 6 Considering only two priority levels facilitates the numerical analysis and optimization, but the extension to multiple priority levels is also possible in the same context. This is left as future work.
where (a) comes from
where (b) comes from
To evaluate user fairness, we adopt Jain's fairness index [32] , which is formulated as
This Jain's fairness index has a maximum value of one when U i is identical for ∀i ∈ {1, 2, · · · , N }. By the way, both U L i and U H i are functions of γ i , and γ i is a different constant given by the channel condition and energy harvesting capability of each WD. Thus, for any given α and m, we cannot make
respectively, as long as γ i = γ j . Thus, as an alternative approach, we take into account the averages of U L i and U H i (i.e., the average user throughput in each priority) and equalize them by controlling α in the average sense.
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The average throughputs of low-and high-priority WDs are respectively calculated as
ln γ i are defined, which correspond to the average of the mSNRs of low-and high-priority WDs in the logarithmic scale, respectively. From (21), by letting U L i =Ū L and U H i =Ū H , Jain's fairness index for the average user throughput in each priority is reexpressed as
This Jain's fairness index corresponds to the upper bound of the original Jain's fairness index given by (21) , which is verified by the following Proposition 1. Proposition 1: Let x and y be column vectors with all components non-negative in R m and R n , respectively, for m, n ≥ 1. The means of the x and y vectors are given by µ x = 1 m 1 T m x and µ y = 1 n 1 T n y, respectively. Jain's fairness index is defined as
It then follows that J (x, y) ≤ J (x,ȳ) wherex = µ x 1 m and y = µ y 1 n . Proof: Please refer to Appendix.
C. FAIRNESS MAXIMIZATION
Now, we find the optimal α that maximizes
Note that the difference between this approximate α * and the
we can obtain the optimal α satisfying the following relationship from (22) and (23):
The following two lemmas explain that there exists a unique solution of the optimal α satisfying (27) .
Lemma 2 (Existence of the Optimal
There then exists at least one solution α * such that f 1 (α * ) = f 2 (α * ) for α * ∈ (0, 1). Proof: Both f 1 (α) and f 2 (α) are continuous functions for α ∈ (0, 1) because both are differentiable with respect to α. When α approaches 0 or 1, f 1 (α) and f 2 (α) approach as follows: Proof: The derivative of f 1 (α) with respect to α is given by
where we define g(α) ln(αm)+ ∂α > 0 is satisfied so that f 1 (α) is a monotonic increasing function for α ∈ (0, 1).
53350 VOLUME 6, 2018 In addition, the derivative of f 2 (α) with respect to α is written as
where we define h(α)
1+α to h(α), it is formulated as [33] h(α)
If ω 1, h(α) < 0 and thus
∂α < 0 is satisfied because the first term in (33), e
, is non-negative. Therefore, f 2 (α) is a monotonic decreasing function for α ∈ (0, 1) when ω 1, which is equivalent to k 1 k 2 by definition; that is,γ H +ln m−1 m λN H . Under this condition, f 1 (α) and f 2 (α) intersect at only one point where α ∈ (0, 1). This completes the proof.
On the basis of the Lemmas 2 and 3, the optimal α * satisfying (27) can be easily found by using a numerical method (e.g., the bisection method).
Remark 2: It is worth noting that we have confirmed through numerical simulations that the conditionγ H + ln m − 1 m λN H is always satisfied in the considered WPCN environments with sufficient WDs and a high SNR (i.e., with the parameters of N = 100, λ = 0.1 ∼ 1, n = 2 ∼ 3, etc., as shown in Table 1 ). Therefore, we can find the unique α * satisfying f 1 (α * ) = f 2 (α * ) in the considered WPCN environments. This result will be shown in figure 8 in Section VII.
Remark 3: Similar to Remark 1, the HAP only needs to know the values ofγ L andγ H to obtain the optimal allocation ratio α * , without explicit knowledge of the channel information of each WD. Likewise, this requirement significantly reduces system overhead and complexity.
VII. RESULTS FOR PRIORITIZED ACCESS CONTROL
This section provides the analysis and simulation results for the proposed prioritized access control. We use the same parameters as shown in Table 1 . In addition, we set the total number of RA slots used in the prioritized access control to the optimal m * derived from (14) for throughput maximization, in order to compare the proposed scheme with the no-priority scheme with maximum channel throughput. Similarly, we present two analysis results: one is the exact analysis in which the fairness is calculated by (20) without approximation and the optimal α * that maximizes (20) is found by exhaustive search. The other is the approximate analysis in which the fairness is calculated by (24) and the optimal α * is obtained from (27) . Figure 7 shows the average user throughput of low-and high-priority WDs and Jain's fairness index versus the allocation ratio of RA slots for each priority (α) when λ = 1. As α increases, the throughput of low-priority WDs increases, but the throughput of high-priority WDs decreases. Accordingly, there exists a unique α * that makes the throughputs of the two priorities equal and also the fairness has a maximum at this α * . In this case, N L = 40 and N H = 60 are determined by the criterion of dividing the priority user, but the optimal α * = 0.25 < 40 40+60 is derived. This means that a lot more RA slots should be allocated to the high-priority WDs to provide them with longer EH time and more successful access considering their poor channel conditions. In terms of the average user throughput, the simulation, exact analysis, and approximate analysis exhibit close agreement. However, the approximate fairness is slightly higher than the exact fairness because it is the upper bound of the exact fairness. Nevertheless, the optimal α * derived from the approximate analysis is almost the same as the optimal α * obtained by the exact analysis and simulation. Figure 8 shows the optimal allocation ratio (α * ) versus the packet arrival rate (λ) for different values of the path loss exponent (n). The optimal α * decreases as the path loss exponent increases. This is because as the path loss exponent increases, the SNR of far WDs becomes much smaller than the SNR of near WDs so that more resources should be allocated to the far WDs. The optimal α * values obtained by the exact analysis and the approximate analysis agree well overall. However, as n becomes greater than 2.5 and λ becomes smaller, the difference between the two α * values becomes larger because it violates the assumptions of high SNR and sufficient number of accessing WDs. Figure 9 shows the cumulative distribution function of the user throughput when λ = 1 in terms of all, low-, and highpriority WDs. For the purpose of comparison, we consider the no-priority case and the fixed α = 0.5 (i.e., equal resource allocation) case. In the no-priority case, the near WDs labeled ''low'' show a much higher throughput than the far WDs labeled ''high'' as shown in figure 9(b) ; i.e., the doubly nearfar problem is observed. When the optimal α * is applied, the distribution of the throughput of low-priority WDs and highpriority WDs becomes similar, and thus its throughput distribution of all WDs becomes significantly narrower than that in the no-priority case. This is because the prioritized access control using the optimal α * gives the far WDs with high priority a longer EH time and more RA slots by sacrificing the near WDs with low priority. Eventually, the doubly near-far problem is alleviated when using the optimal α * . On the other hand, in the fixed α = 0.5 case, the throughput distribution of all WDs becomes rather wider than that in the no-priority case as the throughput of the low-priority WDs increases and the throughput of the high-priority WDs decreases inversely. This implies that the wrong choice of α (i.e., simple equal allocation) may have the adverse effect of increasing the throughput difference between near and far WDs. Figure 10 shows the average user throughput, minimum user throughput, and fairness versus the packet arrival rate. In each scheme of no-priority, fixed α = 0.5, and optimal α * , the average user throughputs of all, low-, and highpriority WDs are shown separately. In the no-priority case, the difference in throughput between low-and high-priority WDs is significant so that it shows a low minimum user throughput and a low fairness index. On the other hand, the use of the optimal α * sacrifices the average user throughput of all WDs, but equalizes the average user throughputs of the low-and the high-priority WDs so that it increases the minimum user throughput and achieves the best fairness index, which eventually contributes to alleviating the doubly near-far problem. However, in the fixed α = 0.5 case, the throughput difference between low-and high-priority WDs is greater than that in the no-priority case. Thus, its average user throughput of all WDs increases, but the minimum user throughput deteriorates and the fairness decreases compared with the no-priority case. In terms of throughputs and fairness, there is no difference between the exact α * and the approximate α * except when a small number of WDs is accessing with λ = 0.1. Moreover, the centralized control method of the prioritized access control is plotted as a reference upper bound. This centralized scheme controls that the farthest WD with the minimum rate accesses to the last RA slot to harvest energy for the longest time and the other WDs access the RA slots ahead. Thus, the minimum user rate is maximized and the rate of all WDs can be equalize with this minimum user rate, which eventually achieves the maximum fairness index of one, as shown in figure 10(c) . It is also shown that the difference between the proposed scheme and the centralized scheme is gradually decreased as λ increases.
VIII. CONCLUSION
In this paper, we designed a slotted ALOHA-based energyharvesting MAC protocol for WPCNs and maximized its average channel throughput. The analysis results revealed that there always exists a unique optimal number of RA slots greater than the average number of accessing WDs in the high-SNR environment with sufficient accessing WDs, and it depends only on the average mSNR of WDs without knowledge of full channel state information. Thereafter, we presented a prioritized access control to alleviate the doubly near-far problem in WPCNs. On the basis of the fact that the proposed protocol has different EH times according to the position of the selected RA slot, we made the near WDs access the former RA slots and the far WDs access the latter RA slots. Similarly, the analysis verified that there exists a unique optimal ratio of RA slots allocated for the low-and high-priority WDs and it depends only on the average mSNRs of near and far WDs. The results also showed that the proposed prioritized access control sacrifices the throughput of near WDs, but improves the user fairness and thus mitigates the doubly near-far problem effectively. We expect that in future the proposed protocols will be usefully applied to a distributed WPCN environment that requires low overhead and complexity. For further study, we plan to consider multiple priority levels and optimize the fairness jointly with the throughput.
APPENDIX PROOF OF THE PROPOSITION 1
For p ≥ 1, the p-norm of z ∈ R k is defined as ||z|| p = 
