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Abstract
In this paper, we consider the open problem of the complexity of the LLL algorithm in
the case when the approximation parameter of the algorithm has as its extreme value 1. This
case is of interest because the output is then the strongest Lov+asz-reduced basis. Experiments
reported by Lagarias and Odlyzko (J. ACM 32(1) (1985) 229) seem to show that the algorithm
remains polynomial in average. However, no bound better than a naive exponential order one
is established for the worst-case complexity of the optimal LLL algorithm, even for !xed small
dimension (higher than 2). Here, we prove that, for any xed dimension n, the number of
iterations of the LLL algorithm is linear with respect to the size of the input. It is easy to
deduce from Vall+ee (J. Algorithms 12 (1991) 556) that the linear order is optimal. Moreover in
3 dimensions, we give a tight bound for the maximum number of iterations and we characterize
precisely the output basis. Our bound also improves the known one for the usual (non-optimal)
LLL algorithm.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
A Euclidean lattice is a set of all integer linear combinations of a set of linearly
independent vectors in Rn. The independant vectors are called a basis of the lattice.
Any lattice can be generated by many bases. All of them have the same cardinality,
that is called the dimension of the lattice. The lattice basis reduction problem is to
!nd bases with good Euclidean properties, that is su8ciently short vectors and almost
orthogonal.
In two dimensions, the problem is solved by the Gauss algorithm that !nds in
any two-dimensional lattice a basis formed with the shortest possible vectors. The
worst-case complexity of Gauss’ algorithm (explained originally in the vocabulary of
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quadratic forms) was !rst studied by Lagarias [14], who showed that the algorithm is
polynomial with respect to its input. The worst-case complexity of Gauss’ algorithm
was also studied later more precisely by Vall+ee [23].
Gauss proposed also a quasi-reduction algorithm for three-dimensional lattices, which
has been proved to be polynomial in the same paper of Lagarias [14].
When the dimension is higher than two, one has to de!ne precisely the notion of
reduced basis. The problem is old and there exist numerous notions of reduction; 1
the most natural ones are due to Minkowski and Korkhine–Zolotarev. For a general
survey, see for example [12,22,17]. In particular Lenstra [17] introduces the notion
of 0ag which is a nice new theoretical framework for lattice reduction. Both of the
previous reduction processes are “strong”, since they build reduced bases with, in some
sense, best Euclidean properties. However, they are also computationally hard to !nd,
since they demand the !rst vector of the basis should be a shortest one in the lattice.
It appears that !nding such an element in a lattice is likely to be NP-hard [8,1,19,6].
In 1982, Lenstra et al. [18] gave a powerful approximation reduction algorithm for
lattices of arbitrary dimension. Their famous algorithm, called LLL, was an important
breakthrough to numerous theoretical and practical problems in computational number
theory and cryptography: Factoring polynomials with rational coe8cients [18], !nding
linear Diophantine approximations [13], breaking various cryptosystems [9] and inte-
ger linear programming [11,16]. The LLL algorithm depends on a real approximation
parameter ∈]1; 2[. It is a possible generalization of its two-dimensional version, which
is the famous Gauss algorithm. The LLL() algorithm seems di8cult to be analyzed
precisely, both in the worst- and average-case. The original paper [18] gives an upper
bound for the number of iterations of LLL(), which is polynomial in the data size,
for all values of  except the optimal value 1. When given n input vectors of Rn of
length at most M , the data size is O(n2 logM) and the upper bound is n2 log M + n.
When the approximation parameter  is 1, the only known upper-bound is Mn
2
, which
is exponential even for !xed dimension. It was still an open problem whether the
optimal LLL algorithm is polynomial.
In this paper, we prove that the number of iterations of the algorithm is linear
for any !xed dimension. More precisely, it is O(An
3
logM) where A is any constant
strictly greater than (2=
√
3)(1=6). In the three-dimensional case (note that the problem
was totally open even in this case), we provide a precise linear bound, which is
even better than the usual bounds on the non-optimal versions of the LLL algorithm.
However, it should be noted here that Korkine–Zolotarev-reduced bases are stronger
than LLL(1)-reduced bases, and they are known to be computable in polynomial time
for !xed dimension. Indeed, the algorithm introduced by Kannan [11] computes a
Korkine–Zolotarev-reduced basis (which is also LLL(1)-reduced) in polynomial time
in !xed dimension. In this paper we are concerned with the computational complexity
of the optimal LLL algorithm. Several reasons motivate our work on the complexity
of the optimal LLL algorithm.
1 In two dimensions, all of these notions of reduced bases are the same and coincide with the output of
Gauss’algorithm.
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1. This problem is cited as an open question by respected authors [5,23] and I think
that the answer will bring at least a better understanding of the lattice reduction process.
Of course, this paper is just an insight into the general answer of the question.
2. The optimal LLL algorithm provides the strongest Lov+asz-reduced basis in a
lattice (the best bounds on the classical length defects and orthogonality defect). In
many applications, people seem to be interested by such a basis [15], and sometimes
even in !xed low dimension [20].
3. We believe that the complexity of !nding an optimal Lov+asz-reduced basis is
of great interest and the LLL algorithm is the most natural way to !nd an optimal
Lov+asz-reduced basis in a lattice (this point is more developed in the conclusion).
Plan of the paper. In Section 2, we recall what is the LLL algorithm and we give
some de!nitions and notations. In Section 3, we recall some known results in two di-
mensions. Section 4 deals with the worst-case complexity of the optimal LLL algorithm
in three-dimensional case. Finally, in Section 5, we prove that in !xed dimension, the
LLL algorithm is linear with respect to the length of the input. Appendix A provides
a technical proof of an important lemma of Section 4.
2. General description of the LLL algorithm
Let Rp be endowed with the usual scalar product (; ) and Euclidean length |u|=
(u; u)1=2. The notation (u)⊥H will denote the projection of the vector u in the classical
orthogonal space H⊥ of H in Rp. The set 〈u1; u2; : : : ; ur〉 denotes the vector space
spanned by a family of vectors (u1; u2; : : : ; ur). A lattice of Rp is the set of all integer
linear combinations of a set of linearly independent vectors. Generally, it is given by
one of its bases (b1; b2; : : : ; bn) and the number n is the dimension of the lattice. So,
if M is the maximum length of the vectors bi, the data size is (n2 logM) and when
working in !xed dimension, the data size is O(logM). The determinant det(L) of the
lattice L is the volume of the n-dimensional parallelepiped spanned by the origin and
the vectors of any basis. Indeed it does not depend on the choice of a basis.
The usual Gram–Schmidt orthogonalization process, builds in polynomial time from a
basis b=(b1; b2; : : : ; bn) an orthogonal basis b∗=(b∗1 ; b
∗
2 ; : : : ; b
∗
n) and a lower-triangular
matrix m=(mij) that expresses the system b into the system b∗. 2 By construction,

b∗1 = b1;
b∗2 = b2⊥〈b1〉;
...
b∗i = bi⊥〈b1 ;:::;bi−1〉;
...
b∗n = bn⊥〈b1 ;:::;bn−1〉;
m =
b1
...
bi
bi+1
...
bn
b∗1 · · · b∗i b∗i+1 · · · b∗n
1 · · · · · · · · · · · · 0
...
. . .
. . .
...
· · · · · · 1 0 ...
· · · · · · mi+1;i 1 . . .
...
...
...
...
. . . 0
mn1 · · · · · · · · · · · · 1

:
(2.1)
2 Of course, b∗ is generally not a basis for the lattice generated by b.
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We recall that if L is the lattice generated by the basis b, its determinant det(L) satis!es
det(L) =
n∏
i=1
|b∗i |: (2.2)
The ordered basis b is called proper if the quantities mij satisfy
− 12 6 mij ¡ 12 for 16 j ¡ i 6 n: (2.3)
There exists a simple algorithm which makes any basis, proper in polynomial time, by
means of some adequate integer translation of each bi in the directions of bj, for j
decreasing from i − 1 to 1.
Denition 1 (Lenstra et al. [18]). For a real parameter ∈[1; 2[, the basis (b1; : : : ; bn)
is called -reduced (or LLL()-reduced or -Lov+asz-reduced) if it ful!lls the two
conditions:
(i) (b1; : : : ; bn) is proper.
(ii) ∀i∈{1; 2; : : : ; n− 1} (1=)|bi⊥〈b1 ;:::;bi−1〉|¡|(b(i+1))⊥〈b1 ;:::;bi−1〉|.
The optimal LLL(1) algorithm is a possible generalization of its two-dimensional
version, which is nothing but the famous Gauss algorithm, whose precise analysis is
already done both in the worst case [14,23,10] and in the average case [7]. In the
sequel, a reduced basis denotes always an LLL(1)-reduced basis. When we talk about
the algorithm without other precision, we always mean the optimal LLL algorithm.
We adopt the following notations for all integer i in {1; 2; : : : ; n− 1}:
ui := bi⊥〈b1 ;:::;bi−1〉 = b
∗
i ;
vi := (bi+1)⊥〈b1 ;:::;bi−1〉 = mi+1;ib
∗
i + b
∗
i+1;
Bi := the two-dimensional basis (ui ; vi): (2.4)
Then, by the previous de!nition (b1; : : : ; bn) is reduced iO it is proper and if all bases
Bi are reduced (Gauss-reduced) for i∈{1; 2; : : : ; n− 1}.
Denition 2. Let t be a real parameter such that t¿1. We call a basis (b1; : : : ; bn)
t-quasi-reduced if it satis!es the following conditions:
(i) The basis (b1; : : : ; bn−1) is proper.
(ii) For all 16i6n− 2, the bases Bi are reduced.
(iii) The last basis Bn−1 is not reduced but it is t-reduced 3
|mn;n−1| ¡ 12 and (1=t)|un−1|6 |vn−1| ¡ |un−1|:
In other words, whenever the beginning basis (b1; : : : ; bn−1) is reduced, but the whole
basis b=(b1; : : : ; bn) is not, for all t¿1 such that the last two-dimensional basis Bi is
t-reduced, the basis b is called t-quasi-reduced.
3 The last basis Bi is also called t-Gauss reduced.
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value of the current index i
t-phase of type I
time
END
1
n-1
n
t ′-phase of type II
Fig. 1. Variation of the index i presented as a walk.
Here is a simple enunciation of the LLL() algorithm:
The LLL()-reduction algorithm
Input: A basis b=(b1; : : : ; bn) of a lattice L.
Output: A LLL(1)-reduced basis b of the lattice L.
Initialization: Compute the orthogonalized system b∗ and the matrix m.
i := 1;
While i¡n do
bi+1 := bi+1 − mi+1;ibi (x is the integer nearest to x).
Test: Is the two-dimensional basis Bi -reduced?
If true, make (b1; : : : ; bi+1) proper by translations; set i := i + 1;
If false, swap bi and bi+1; update b∗ and m; if i = 1 then set i := i − 1;
During an execution of the algorithm, the index i variates in {1; : : : ; n}. It is called
the current index. When i equals some k∈{1; : : : ; n− 1}, the beginning lattice gener-
ated by (b1; : : : ; bk) is already reduced. Then, the reduction of the basis Bk is tested.
If the test is positive, the basis (b1; : : : ; bk+1) is made proper and the beginning lat-
tice generated by (b1; : : : ; bk+1) is then reduced. So, i is incremented. Otherwise, the
vectors bk and bk+1 are swapped. At this moment, nothing guarantees that (b1; : : : ; bk)
“remains” reduced. So, i is decremented. The algorithm updates the orthogonal
basis b∗ and the matrix m, translates the new bk in the direction of bk−1 and tests
the reduction of the basis Bk−1. Thus, the index i may fall down to 1. Finally, when
i equals n, the whole basis is reduced and the algorithm terminates. The variation
of the index i during an example of execution of the LLL algorithm is shown by
Fig. 1.
In the sequel, an iteration of the LLL algorithm is precisely an iteration of the
“while” loop in the previous enunciation. Then, each iteration has exactly one test (Is
the two-dimensional basis Bi reduced?) So the number of steps is exactly the number
of tests. Note that whenever a test at a level i is negative, i.e. the basis Bi is not
reduced, after the swap of bi and bi+1, the determinant di of the lattice (b1; : : : ; bi) is
decreased. Moreover, for any t¿1, if at the moment of the test, the basis Bi is not
even t-reduced, the determinant di is decreased by a factor at least 1=t. This explains
the following de!nition.
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Denition 3. For a real parameter t¿1, a step of index i is called t-decreasing if at
the moment of the test, the basis Bi is not t-reduced. Else, the step is called t-non-
decreasing.
Lenstra et al. [18] pointed out that during the execution of a non-optimal LLL
algorithm, say LLL() for some ¿1, all steps with negative tests are -decreasing.
We use the same argument to show the following lemma.
Lemma 1. Let the LLL(1) algorithm work on an integer input basis (b1; : : : ; bn)
whose lengths of vectors are less than M . Let t be a real parameter such that t¿1.
The total number of t-decreasing steps is always less than n(n− 1)=2 logt M .
Proof. The proof is based on the decrease of the integer quantity,
D :=
n−1∏
i=1
d2i :=
n−1∏
i=1
i∏
j=1
|b∗j |2; (2.5)
by the factor (1=t2), whenever a step is t-decreasing and the fact that other steps do
not make D increase.
Denition 4. A phase is a sequence of iterations that occur between two successive
tests of reduction of the last two-dimensional lattice Bn−1. For a real t¿1, we say
that a phase is a t-phase if at the beginning of the phase, the basis (b1; : : : ; bn) is
t-quasi-reduced. Moreover, phases are classi!ed in two groups: A phase is called of
type I if, during the phase, the !rst vector b1 is never swapped. Else, it is called of
type II (see Fig. 1).
3. Some known results in two dimensions: Gauss’ algorithm
When working in two-dimensional space, each phase of the algorithm coincides with
an iteration (an iteration of the “while” loop). Moreover, the only positive test occurs
at the end of the algorithm. Thus, the number of steps is bounded from above by
the maximum number of negative tests plus one. For a real parameter t¿1, before
the !rst t-quasi-reduction, each step is t-decreasing. So, by Lemma 1, given a real
parameter t¿1, any input basis (b1; b2) will be t-quasi-reduced within at most logt M
iterations. Then the next Lemma leads to a bound for the total number of steps of
Gauss’ algorithm. Note that the Lemma does not suppose that the input basis is integral.
It is often used in the following sections.
Lemma 2. Let t∈]1;√3] be a real parameter. During the execution of Gauss’ algo-
rithm on any input (not necessarily integral), there are at most two t-non-decreasing
steps.
Proof. At the !rst t-non-decreasing step, suppose that the test is negative. (A positive
test means the end of the algorithm.) The basis is then (b1; b2) t-quasi-reduced and by
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De!nition 2 and with the usual notation of (2.1),
(b1; b2) is proper (− 12 6 m21 ¡ 1=2) and |b1|2=t2 6 |b2|2 ¡ |b1|2: (3.1)
After the swap, the matrix m and the orthogonalized basis b∗ are updated.
Before the swap,
m =
b1
b2
b∗1 b
∗
2(
1 0
m21 1
)
;
after the swap,
mˆ =
b2
b1
b̂∗1 b̂
∗
2(
1 0
mˆ21 1
)
with mˆ21=m21(|b1|2=|b2|2). By relations (3.1), when t∈]1;
√
3];− 326mˆ21¡ 32 , andmˆ21∈{−1; 0; 1}. So, the vector b1 is replaced by b1 + b2, with ∈{−1; 0; 1}. The
new basis (b2; b1 + b2) is easily expressed in the old orthogonal basis (b∗1 ; b
∗
2 ):
|b2|2 = (m21)2|b∗1 |2 + |b∗2 |2;
|b1 + b2|2 = (1 + m21)2|b∗1 |2 + 2|b∗2 |2
and for all  in {−1; 0; 1}, the new test will be positive: |b1 + b2|2¿|b2|2.
(If =0, it is true by relation (3.1). Else, since |m21|6 12 , one gets (1 + m21)2¿
m221).
Hence, the number of iterations of Gauss’ algorithm on an integer input basis of
length logM is always less than log√3M+2. This bound is not optimal [23]. However,
in the next sections we generalize this argumentation to the case of an arbitrary !xed
dimension.
4. The three-dimensional case
Let t be a real parameter such that 1¡t6 32 . Here, we count separately the iterations
that are inside t-phases and the iterations that are not inside t-phases.
First, we show that the total number of steps that are not inside t-phases is linear with
respect to the input length logt M (Lemma 3). Second, we prove that the total number
of iterations inside t-phases is always less than nine (Lemma 4). Thus, we exhibit
for the !rst time a linear bound for the number of iterations of the LLL algorithm in
three-dimensional space (the naive bound is M 6). In addition, our argumentation gives
a precise characterization of a reduced basis in the three-dimensional space.
Theorem 1. The number of iterations of the LLL(1) algorithm on an input integer
basis (b1; b2; b3) of length logM is less than log√3M + 6 log3=2M + 9.
10 A. Akhavi / Theoretical Computer Science 297 (2003) 3–23
Let us appreciate the previous upper bound. The linear order for the bound is in fact
optimal since it is so in dimension two [23] and one can obviously build from a basis of
n−1 vectors b of maximal length M , another basis b′ of n vectors of the same maximal
length such the number of iterations of the LLL algorithm on the second basis is strictly
greater than on the !rst basis. Moreover, even if we have not tried here to give the
best coe8cient of linearity in dimension three, our bound is quite acceptable since [21]
exhibits a family of bases of lengths logM , for which the number of iterations of the
algorithm is greater than 2:6 log2M + 4. Our bound is 13:2 log2M + 9. Observe that
the classical bound on the usual non-optimal LLL(2=
√
3) is 28:9 log2M + 2, and even
computed more precisely as in Lemma 3 it remains 24:1 log2M + 2. So, our bound
which is also valid for LLL() with ¡ 32 improves the classical upper-bound on the
number of steps of LLL() provided that ¡1:3.
4.1. From an arbitrary basis to a quasi-reduced one
We begin with the following lemma, which is a more precise version of Lemma 1
in the particular case of 3 dimensions.
Lemma 3. Let the LLL algorithm run on a integer basis (b1; b2; b3) of length logM .
Let t be a real parameter such that 1¡t6
√
3. The number of steps that are not
inside any t-phase is less than log√3M + 6 logt M .
Proof. During an execution of the algorithm, let d1 (respectively d2) denote the de-
terminant of the lattice generated by b1 (respectively (b1; b2)). So d21; d
2
2 are strictly
positive integers and we have
1 ¡ d1 = |b∗1 | = |b1| ¡ M and 1 ¡ d2 = |b∗1‖b∗2 | ¡ M 2: (4.1)
First, notice that any step with a positive test modi!es neither d1 nor d2. By hypothesis,
all steps with negative tests and with the current index 2 (i=2) are t-decreasing: They
make d2 decrease by at least by 1=t and from (4.1), we deduce that the total number
of such steps is less than 2 logt M . So is also the total number of phases that are not
t-phases. Now consider the steps with current index 1 (i=1). There is exactly one
such step with a positive test per phase. On the other hand, thanks to Lemma 2, all
the steps of current index 1 and with negative test are
√
3-decreasing, unless at most
one per phase. Any
√
3-decreasing step of index 1 make d1 decrease by at least by
1=
√
3. So, by (4.1), the total number of such steps is less than log√3M .
In particular, for 1¡t6 32 ; k6 log
√
3M + 6 log3=2M .
4.2. From a quasi-reduced basis to a reduced one
Lemma 4. Let t be a real parameter such that 1¡t¡ 32 . When the dimension is xed
at 3, there are at most three t-phases during an execution of the algorithm. The total
number of steps inside t-phases is less than nine.
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Proof. The proof is based on Lemma 5 and Corollaries 1 and 3. Lemma 5 shows that
a t-phase of type I is necessarily an ending phase. In 3 dimension, such a phase has
exactly 2 iterations. Here it is followed by the !nal positive test.
The central role in the proof is played by Lemma 6 and its Corollary 1 that show
that when the dimension is !xed to 3, there are at most 2 t-phases of type II during
an execution.
Finally if a phase has more than 3 iterations, then these additional steps 4 are
t-decreasing and all t-decreasing steps are already counted by Lemma 3.
Remark. (1) Indeed any t-phase of type II has exactly 3 iterations. This additional
result which is not essential in the proof is shown by Lemma 8 and Corollary 3
available in the appendix.
(2) If the parameter t is chosen closer to 1 (
√
6
5 rather than
3
2 ), it can be rigorously
shown (see [3]) that if during the execution of the algorithm, a t-reduced basis is
obtained, then a reduced one will be obtained after at most 9 steps. (A t-phase is
necessarily followed by another t-phase.) Such a requirement on t is not interesting,
since it makes worse the !nal upper bound on the total number of iterations.
(3) Some diOerent argumentation will be done for the general case of !xed arbitrary
dimension. Of course, this general argumentation holds here (when the dimension is
!xed at 3), but the bound so obtained will be less precise.
Lemma 5. For all t∈]1;√3], a t-phase of type I is an ending phase.
Proof. By hypothesis the vector b1 will not be modi!ed during such a phase. Since
(b1; b2; b3) is t-quasi-reduced, so is (in particular) the basis ((b2)⊥b1 ; (b3)⊥b1). By
Lemma 2 (Gauss’ algorithm), the basis ((b3)⊥b1 ; (b2)⊥b1) will be reduced after only
two iterations. 5 But here, there is one additional step between these two iterations (a
step of current index 1 and with a positive test).
The next lemma plays a central role in the whole proof. This result which remains
true when (b1; b2; b3) is reduced gives also a precise characterization of a 1-Lov+asz-
reduced basis in dimension 3. A very detailed proof is available in Appendix A.
Lemma 6. Let t be a real parameter such that 1¡t6 32 . If the basis (b1; b2; b3) is
t-quasi-reduced and proper, then among all the vectors of the lattice that are not in
the plan 〈b1; b2〉, there is at most one pair of vectors ±u whose lengths are strictly
less than |b3|.
Proof (sketch). Let u :=x b1 + yb2 + zb3 be a vector of the lattice ((x; y; z)∈Z3). The
vector u is expressed in the orthogonal basis b∗ de!ned by (2.1) and its length satis!es
|u|2 = (x + ym21 + zm31)2|b∗1 |2 + (y + zm32)2|b∗2 |2 + z2|b∗3 |2:
4 They are necessarily with negative tests and with the index i equal to 1.
5 Lemma 2 does not demand the t-Gauss-reduced basis to be integral.
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Table 1
The unique vector u candidate to be strictly shorter than b3, as a function of signs of m21; m31 and m32
m21 m31 m32 u
+ + + b3 − b2
+ + − b3 − b1 + b2
+ − + b3 + b1 − b2
+ − − b3 + b2
− + + b3 − b2 − b1
− + − b3 + b2
− − + b3 − b2
− − − b3 + b2 + b1
First, since (b1; b2; b3) is 32 -quasi-reduced, one gets easily that if |z|¿1 or |y|¿1 or|x|¿1, then |u|¿|b3|.
Now, if z=1, by considering the ratio |u|2=|b3|2, one can show that there exists at
most one pair (x; y)∈{0; 1;−1}2 such that |u|¡|b3|. This unique vector depends on
the signs of m21; m31 and m32. Table 1 recapitulates the situation.
Corollary 1. Let t be a real parameter such that 1¡t6 32 . During an execution of
LLL(1) algorithm, there are at most two t-phases of type II.
Proof. Assume (b1; b2; b3) is the t-quasi-reduced basis at the beginning of a !rst t-phase
of type II and let (b1; b2; b′3) denote the basis obtained from (b1; b2; b3) by making the
latter proper. Since the t-phase is of type II, |b′3|¡|b1| and the algorithm swaps |b1|
and |b′3|.
As (b1; b2) is Gauss-reduced, b1 is a shortest vector of the sub-lattice generated by
(b1; b2). Thus, |b′3|¡|b1| shows that there is no vector strictly shorter than b′3 in the
sub-lattice generated by (b1; b2). On the other hand, the previous lemma shows that
there is at most one pair of vectors ±u of the lattice, outside the plan 〈b1; b2〉 whose
lengths are strictly less than |b′3|. Finally, in the whole lattice there is at most one pair
of vectors ±u strictly shorter than b′3. Thus, the vector b′3 can be swapped only once.
In particular, only one new t′-phase (for any t′¿1) of type II may occur before the
end of the algorithm.
Remark. All phases that follow the !rst t-phase of type II (1¡t6 32 ), except eventually
one, have exactly two iterations.
5. Arbitrary xed dimension n
In the previous section, we argued in an additive way. We chose a tractable value t0
( 32 in the three dimensions) such that for 1¡t6t0 we could easily count the maximum
number of steps inside all t-phases. Then we added the last bound (9 in the last section)
to the total number of iterations that were not inside t-phases.
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Here we argue diOerently. On one hand, the total number of t-decreasing steps is
classically upper bounded by n2 logt M (Lemma 1). Now, for all t¿1, we call a t-non-
decreasing sequence a sequence of t-non-decreasing consecutive steps. During such a
sequence just before any negative test of index i, the basis (b1; : : : ; bi+1) is t-quasi-
reduced. The problem is that during a t-non-decreasing sequence, we cannot quantify
e8ciently the decreasing of the usual integer potential function 6 D (whose de!nition
is recalled in (2.5)). The crucial point here (Proposition 1) is that for all t∈]1;√3],
there exists some integer c(n; t) such that any t-non-decreasing sequence of the LLL(1)
algorithm—when it works on an arbitrary input basis (b1; : : : ; bn) (no matter the lengths
of the vectors)—has strictly less than c(n; t) steps. In short, any sequence of iterations,
which is longer than c(n; t), has a t-decreasing step.
Hence, our argumentation is in some sense multiplicative since the total number
of iterations with negative tests is thus bounded from above by c(n; t)n2 logt M . We
deduce the following theorem which for the !rst time exhibits a linear bound on the
number of iterations of the LLL algorithm in !xed dimension.
Theorem 2. For any xed dimension n, let the optimal LLL algorithm run on an
integer input (b1; : : : ; bn) of length logM . The maximum number of iterations K is
O(An
3
logM), for all constant A¿(2=
√
3)(1=6).
To conclude that the optimal LLL algorithm is still polynomial in !xed dimension,
one has to consider the arithmetic operations (on integers) achieved by the algorithm
during one iteration (and also during the initialization step), and to bound from above
integers on which these operations are performed. For this, we refer the reader to the
original paper of Lenstra et al. [18]. We just remark that the argumentation they used
to bound the integers that intervene during the execution of the LLL algorithm holds
as well for the optimal case. 7
Corollary 2 (Lenstra et al. [18]). For any xed dimension n, let the optimal LLL
algorithm run on an integer input (b1; : : : ; bn) of length logM . Let K denote the
maximum number of iteration (bounded from above by the previous theorem). Then
the number of arithmetic operations needed by the optimal LLL algorithm is O(n3 +
n2K). The integers on which these operations are performed have each binary length
O(n logM).
Now, let us focus our attention on Theorem 2, which diOerentiates the complexity
of the optimal LLL algorithm from non-optimal versions of the algorithm. The !rst
formulation (i) is based on Proposition 1, and Lemmata 1 and 7.
The next Lemma is an adaptation of the ones used by Babai et al. [4,11,20] when
!nding a shortest vector in a lattice with a Lov+asz-reduced basis on hand.
6 The naive bound is obtained using only the fact that D is a strictly positive integer less than Mn(n−1)
and it is strictly decreasing at each step with a negative test.
7 There exist several practical improvements for the original LLL algorithm. These improvements may
also be used, when working with the optimal LLL algorithm. In this paper, we are not concerned with such
technical improvements.
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Lemma 7. Let t∈]1; 2[ be a real parameter and L be a lattice generated by a basis
b :=(b1; : : : ; bn), which is not necessarily integral and whose vectors are of arbitrary
length. If b is proper and t-quasi-reduced then the number of vectors of the lattice
L whose lengths are strictly less than |b1| is strictly less than
(n; t) :=
√
3t2
4− t2 3
n−1
(
2√
3
)n(n−1)=2
: (5.1)
Remark. The sequence (n; t) is increasing with n.
Proof. Any vector v=
∑n
i=1 vibi is expressed in the orthogonal basis (b
∗) as shown
by relation (2.1). If the vector v is shorter than b1, it satis!es
|v|2 =
n∑
i=1
(
n∑
j=i
vjmj;i
)2
|b∗i |2 ¡ |b1|2:
To !nd a vector shorter than b1, we have to !nd an integer vector (v1; : : : ; vn) satisfying
06|vn|¡|b1|=|b∗n | and(
n∑
j=i
vjmj;i
)2
|b∗i |2 ¡ |b1|2 −
n∑
k=i+1
(
n∑
j=k
vjmj;i
)2
|b∗k |2 for i = n− 1; : : : ; 1:
As |∑nj=i vjmj;i| ¡ |b1|=|b∗i |, the number of possible values for vi when vi+1; : : : ; vn
are !xed is at most 2|b1|=|b∗i |+ 1. Thus, at most
n∏
i=2
(⌊
2
|b1|
|b∗i |
⌋
+ 1
)
vectors (v1; : : : ; vn) may be shorter than b1. Now, recall that (b1; : : : ; bn) is t-quasi-
reduced. Then, De!nition (2) involves
|b∗i |
|b∗i+1|
6
2√
3
for i = 1; : : : ; n− 2 and |b
∗
n−1|
|b∗n |
6
2t√
4− t2 :
The last relations lead to the bound for (n; t) exhibited by relation (5.1).
Proposition 1. Let n be a xed dimension and t a real parameter in ]1;
√
3]. There
exists an integer c(n; t) such that the length of any t-non-decreasing sequence of
the LLL(1) algorithm—on any input basis (b1; : : : ; bn), no matter the lengths of its
vectors and no matter the basis is integral—is strictly less than c(n; t).
Proof. By induction on n. The case n=2 is trivial and c(2; t)=2 (Lemma 2). Suppose
that the assertion holds for any basis of n− 1 vectors and let the algorithm run on a
basis b :=(b1; : : : ; bn). Let us consider the longest possible t-non-decreasing sequence.
After at most c(n− 1; t) t-non-decreasing steps, b is t-quasi-reduced. 8
8 Otherwise, there would be a t-non-decreasing sequence of more than c(n−1; t) steps while the algorithm
runs on the basis (b1; : : : ; bn−1).
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If the next phase is of type I, then the algorithm works actually with the basis of
cardinality (n − 1); b⊥b1 :=((b2)⊥b1 ; : : : ; (bn)⊥b1), which is also t-quasi-reduced. Then
by the induction hypothesis, the t-non-decreasing sequence will be !nished after at
most c(n− 1; t) + (n− 1; t) more steps. 9
On the other hand, there are at most (n; t) successive phases of type II, since
Lemma 7 asserts that the !rst vector of the t-quasi-reduced basis (b1; : : : ; bn) can be
modi!ed at most (n; t) times. Each of them has no more than c(n−1; t) steps, because
the algorithm works actually on (b1; : : : ; bn−1).
After the last t-phase of type II, it may be one more t-phase of type I. Finally, since
(n; t) is increasing with respect to n, the quantity c(n; t) is less than
c(n− 1; t) + c(n− 1; t)(n; t) + c(n− 1; t) + (n− 1; t)
¡ (c(n− 1; t) + 1)((n; t) + 2);
and !nally
c(n; t) + 16 (c(2; t) + 1)
n∏
i=2
((i; t) + 2): (5.2)
Proof of Theorem 2. Each sequence of c(n; t) steps contains at least one t-decreasing
step. At each t-decreasing step, the quantity D, which is always in the interval [1; Mn
2
],
is decreasing by at least 1=t. So the total number of iterations of the algorithm is always
less than c(n; t)n2 logt M . Now by choosing a !xed t∈]1;
√
3], relations (5.1) and (5.2)
together show that the quantity n2c(n; t) is bounded from above by An
3
, where A is
any constant greater than (2=
√
3)1=6.
Note that there is a similar recent result due to Lenstra [17]. Moreover in Lenstra’s
bound, the number A has an exponent of 112 rather than
1
6 , which makes his bound a
little sharper. To sharpen the bound, he considers what happens to the “dual lattice”
during the reduction process. Indeed the properties satis!ed by the !rst vector of the
dual basis lead to a (similar to (n; t) of Lemma 7) for the number of vectors of the
lattice candidate to replace bn, once (b1; : : : ; bn) is t-quasi-reduced. Then Proposition 1
can be improved by relating c(n; t) to c(n−2; t) rather than relating c(n; t) to c(n−1; t)
as we do. I believe that the same argument would improve in our bound the exponent
of A from 16 to
1
12 .
In the previous proof, we choose for t an arbitrary value in the interval ]1;
√
3]. In
the sequel, we give an idea to improve our bound by choosing t as a function of n.
What we really need here is to evaluate the number of possible successive t-phases
of type II. So the main question is: when a basis (b1; : : : ; bn) of a lattice L is t-quasi-
reduced, how many lattice points u are satisfying (1=t)|b1|¡|u|¡|b1|? More precisely,
is it possible to choose t, as a function of dimension n, such that the open volume
9 During the c(n− 1; t) steps on b⊥b1 , each change of the !rst vector (b2)⊥b1 (no more than (n− 1; t),
by Lemma 7) is followed by one step (of current index one) with a positive test which has not been counted
yet.
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between the two n-dimensional balls of radii |b1| and (1=t)|b1| does not contain any
lattice point?
Proposition 2. Let  (n; t) denote the maximum, taken over all t-quasi-reduced bases
(b1; : : : ; bn) of a given lattice, of the number of lattice points that lie strictly between
balls of radii |b1| and (1=t)|b1|. Suppose that there exists an integer n0, a sequence
tn¿1 which is decreasing and tends to 1 with respect to n, and a class C of lattices
such that
for all L ∈ C and for all n¿ n0;  (n; tn) = 0:
Then the number of iterations of the optimal LLL algorithm running on any lattice
of the class C is O(n3= log tn) logM .
Remark. If the assumptions of the proposition are satis!ed, then since tn is decreasing,
one deduces  (n− 1; tn)=0 from  (n− 1; tn−1)=0.
Proof. The quantities tn and n0 are de!ned by the previous proposition. First, we prove
that for n¿n0 and with the notations of Proposition 1
c(n; tn)6 c(n− 1; tn) + (c(n0; tn) + ((n0; tn)): (5.3)
Indeed, after c(n−1; t) steps, (b1; : : : ; bn) is tn-quasi-reduced and if H denotes the vector
space 〈b1; : : : ; bn−n0−1〉, the (n0)-dimensional basis b⊥H :=((bn−n0 )⊥H ; : : : ; (bn)⊥H ) is
tn-quasi-reduced as well. Thus by the previous lemma during the tn-non-decreasing
sequence, its !rst vector cannot be modi!ed. So from the !rst time that (b1; : : : ; bn)
is tn-quasi-reduced until the end of the tn-non-decreasing sequence the current index
i will always be in the integral interval {n − n0; : : : ; n}. Then by Proposition 1 the
sequence of tn-non-decreasing iterations may continue for at most c(n0; tn) + (n0; tn)
more iterations. 10 This ends the proof of relation (5.3):
So for n¿n0; c(n; tn)6 (n− n0 + 1)(c(n0; tn) + (n0; tn)):
Since tn¡tn0 , the basis b⊥H is also tn0 -quasi-reduced and by Lemma 7, (n0; tn)6(n0;
tn0 ). (The same relation is true for k¡n0.) Finally, the quantity c(n0; tn)+(n0; tn) is a
constant B that depends only on n0. We have then c(n; tn)¡nB. So a sequence longer
than nB contains always a tn-decreasing step and the total number of iterations is less
than nBn2 logtn M .
The previous proposition relates the complexity of the optimal LLL algorithm to the
problem of counting the number of lattice points inside some particular sets of Rn.
For example, if there exist !¡1, a class C of lattices, and a sequence tn :=1 + !n
2
satisfying the assumptions of the last proposition one deduces that the number of
iterations on lattices of C is O((1=!)n
2
logM). This bound can be obtained by using
10 The quantity (n0; tn) corresponds to the maximum number of positive tests with the current index
i=n− n0, after the !rst time b⊥H is tn-quasi-reduced.
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abruptly the Gauss heuristic counting principle. The heuristic claims that for a lattice L
of determinant det(L), the number of lattice points inside a ball B is well approximated
by volume(B)= det(L). Of course the result is not proved here.
6. Conclusion
Our paper gives for the !rst time linear bound for the maximum number of iterations
of the optimal LLL algorithm, in !xed dimension. I believe that the complexity of
!nding an optimal Lov+asz-reduced basis is of great interest and not well known.
Kannan [11] presented an algorithm which uses as sub-routine the non-optimal LLL
algorithm (¿1) and outputs a Korkine–Zolotarev basis of the lattice in O(nn) logM
steps. Such an output is also an optimal Lov+asz-reduced basis (actually it is stronger).
Thus Kannan’s algorithm provides an upper-bound on the complexity of !nding an
optimal Lov+asz-reduced basis. 11 For the future, one of the two following possibilities
(or both) has to be considered.
(1) Our upper bound is likely to be improved. However, observe that in this paper
we have already improved notably the naive bound for !xed dimension (the exponential
order is replaced by linear order). For the moment our bound remains worse than the
one Kannan exhibits for his algorithm. Note that in the paper, we have not exhibited a
family of input bases corresponding to the worst case in any dimension. This problem
seems di8cult, but I think that the answer should be interesting both from a theoretical
point of view, and from a practical one: The LLL algorithm (and variations around it)
is the principal tool to date for reducing a lattice. Generating the worst cases of the
algorithm is also a way to exhibit some hard instances of lattice reduction problem.
(2) The LLL algorithm which is the most natural way to !nd an optimal Lov+asz-
reduced basis is not the best way (and then the same phenomenon may be possible for
!nding a non-optimal Lov+asz-reduced basis: more e8cient algorithms than the classical
LLL algorithm may output the same reduced basis).
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Appendix A.
A.1. An additional result
The next lemma and its corollary show that a t-phase of type II has exactly 3 steps,
when working in 3 dimensions.
Lemma A.1. For any parameter t¿1, if a basis (b1; b2; : : : ; bn−2; bn−1; bn) is t-quasi-
reduced, then the basis (b1; b2; : : : ; bn−3; bn−2; bn) is t′-quasi-reduced, with t′¿( 2√3 )t.
Proof. By hypothesis (b1; b2; : : : ; bn−1; bn) is t-quasi-reduced. So the basis (b1; b2; : : : ;
bn−3; bn−2) is reduced. To conclude, we have just to verify that the last condition
(bn)⊥〈b1 ;:::;bn−3〉
(bn−2)⊥〈b1 ;:::;bn−3〉
¿
√
3
2
1
t
is ful!lled. Indeed it is since
(bn)⊥〈b1 ;:::;bn−3〉 ¡ (bn)⊥〈b1 ;:::;bn−2〉
and
(bn)⊥〈b1 ;:::;bn−2〉
(bn−2)⊥〈b1 ;:::;bn−3〉
=
(bn)⊥〈b1 ;:::;bn−2〉
(bn−1)⊥〈b1 ;:::;bn−3〉
(bn−1)⊥〈b1 ;:::;bn−2〉
(bn−2)⊥〈b1 ;:::;bn−3〉
:
The !rst factor is greater than 1=t, since (b1; b2; : : : ; bn−1; bn) is t-quasi-reduced. The
second factor is greater than
√
3=2 since (b1; b2; : : : ; bn−2; bn−1) is reduced.
Corollary A.1. In 3 dimensions, for all t∈]1; 32 ], a t-phase of type II has exactly 3
steps.
Proof. The !rst test of this phase is obviously negative. By the previous lemma,
since (b1; b2; b3) is 32 -quasi-reduced, then (b1; b3) is
√
3-quasi-reduced. Then by
Lemma 2 (Gauss’ algorithm), the basis (b1; b3) will be reduced after two iterations of
test (−;+).
A.2. Detailed proof of Lemma 6
Let u :=xb1 + yb2 + zb3 be a vector of the lattice ((x; y; z)∈Z3). The vector u is
expressed in the orthogonal basis b∗ de!ned by (2.1) and its length satis!es
|u|2 = (x + ym21 + zm31)2|b∗1 |2 + (y + zm32)2|b∗2 |2 + z2|b∗3 |2: (A.1)
We will show successively:
1. If |z|¿1 or |y|¿1 or |x|¿1, then |u|¿|b3|.
2. If z=1, then there are at most one pair (x; y)∈{0; 1;−1}2 such that |u|¡|b3|
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1. When (b1; b2; b3) is t-quasi-reduced and proper, we have
3
4
6 1− m221 6
|b∗2 |2
|b∗1 |2
(A.2a)
and
4− t2
4t2
6
1
t2
− m232 6
|b∗3 |2
|b∗2 |2
: (A.2b)
On the other hand, the vectors b2 and b3 are expressed in the orthogonal basis b∗,
de!ned by (2.1), and thanks to the properness (2.3) their lengths satisfy
|b2|2 6 |b∗2 |2 + 14 |b∗1 |2
and
|b3|2 6 |b∗3 |2 + 14 (|b∗1 |2 + |b∗2 |2):
Then relations (A.2a) and (A.2b) lead to
|b∗2 |
|b2|¿
√
3
2
(A.3a)
and
|b∗3 |
|b3|¿
√
12− 3t2
12 + 4t2
: (A.3b)
(a) Obviously, by Relation (A.1), |u|¿|z||b∗3 |.
So if |z|¿2, for 1¡t6 32 , from (A.3b), one gets |u|¿|b3|.
(b) If |z|=1, Relation (A.1) asserts that |u|2¿(y ± m32)2|b∗2 |2 + |b∗3 |2.
Then for |y|¿2, one has 12
|u|2 ¿ 94 |b∗2 |2 + |b∗3 |2 ¿ 2|b∗2 |2 + 14 |b∗2 |2 + |b∗3 |2:
Finally, since (b1; b2) is reduced, Relation (A.2a) together with properness (2.3)
of (b1; b2; b3) show that
|u|2 ¿ 234 |b∗1 |2 + 14 |b∗2 |2 + |b∗3 |2 ¿ |b3|2:
(c) If |z|=1; |y|61 et |x|¿2, from Relation (A.1) and once more properness (2.3),
one deduces 13
|u|2 ¿ |b∗1 |2 + (m32)2|b∗2 |2 + |b∗3 |2 ¿ |b3|2:
12 Note that in this case (|z|=1 et |y|¿2), |u|¿|b2|:
it is clear that for all y∈Z∗, thanks to properness (2.3), |u|¿|y±m32| |b∗2 |¿(|y|− 12 )|b∗2 |. Then if |y|¿2,
Relation (A.3a) leads to |u|¿( 32 )(
√
3
2 )|b2|¿|b2|.
13 In this case, one has also obviously |u|¿|b1|.
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2. Now let u be a vector of the plan z=1, expressed by
u=b3 + xb1 + yb2 with (x; y)∈{−1; 0; 1}2:
We show that there is at most one vector u, such that |u|¡|b3|. This unique vector
depends on the signs of the quantities m21; m31 and m32. Table 1 recapitulates the
situation. In the following we consider the ratio |u|2=|b3|2:
|u|2
|b3|2 = 1 + x
2 |b1|2
|b3|2 + y
2 |b2|2
|b1|2
|b1|2
|b3|2 + 2xy
(b1; b2)
|b1|2
|b1|2
|b3|2
+ 2x
(b1; b3)
|b1|2
|b1|2
|b3|2 + 2y
(b2; b3)
|b1|2
|b1|2
|b3|2 : (A.4)
The vectors b1; b2; b3 are expressed in the orthogonal basis b∗ de!ned by (2.1) and
by construction
(b1; b2)
|b1|2 = m21;
(b1; b3)
|b1|2 = m31; and
(b2; b3)
|b1|2 = m21m31 + m32
|b∗2 |2
|b1|2 : (A.5)
Then we express the ratio |u|2=|b3|2 in a more suitable way:
|u|2
|b3|2 = 1 + A(m21; m31; m32; x; y)
|b1|2
|b3|2 ; (A.6)
where using the three previous relations, the quantity A(m21; m31; m32; x; y) is de!ned
by
A(m21; m31; m32; x; y) := x2 + 2m21xy + 2m31x
+2m21m31y + y2
|b2|2
|b1|2 + 2m32
|b∗2 |2
|b1|2 y: (A.7)
We have to show that there is at most one pair (x; y)∈{−1; 0; 1}2, such that A(m21; m31;
m32; x; y)¡0.
First, note that
A(m21; m31; m32;−x; y) = A(−m21;−m31; m32; x; y); (A.8)
A(m21; m31; m32; x;−y) = A(−m21; m31;−m32; x; y): (A.9)
When there is no ambiguity A(m21; m31; m32; x; y) is simply denoted by A(x; y). In the
sequel, all pairs (x; y) in {−1; 0; 1}2\{(0; 0)} are considered.
If y=0, there is no vector u of the plan z=1 shorter than b3.
Indeed |x|=1 and properness (2.3) show that A(x; 0)=x2 + 2m31x¿0.
The vector b3 + b1 + b2 is shorter than b3, only if A(1; 1)¡0.
The expression of A(1; 1) is given by (A.7): A(1; 1)=
¿0︷ ︸︸ ︷
|b2|2
|b1|2 + 2m32
|b∗2 |2
|b1|2 +1+2m21 +
2m31 + 2m21m31.
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1. The function f de!ned by f(m21; m31) :=1 + 2m21 + 2m31 + 2m21m31,
has the positive derivative
@f
@m31
= 2(1 + m21) ¿ 0:
So f(m21;− 12 ) = m21 ¡ f(m21; m31):
In particular, if m21¿0 then A(1; 1)¿0. The symmetry of the function f leads to
the same result if m31¿0.
2. Now suppose m21¡0 and m31¡0.
If m32 ¿ 0 then
|b2|2
|b1|2 + 2m32
|b∗2 |2
|b1|2 ¿ 1
and A(1; 1)¿
¿0︷ ︸︸ ︷
2 + 2m21 + 2m31 +2m31m21 ¿ 0:
Finally, from all this, one deduces the following necessary condition:
A(1; 1) ¡ 0 → m21 ¡ 0 et m31 ¡ 0 and m32 ¡ 0: (A.10)
Then, the previous condition (A.10), together with relations (A.8) and (A.9) lead to
A(1;−1) ¡ 0 → m21 ¿ 0 et m31 ¡ 0 and m32 ¿ 0; (A.11)
A(−1; 1) ¡ 0 → m21 ¿ 0 et m31 ¿ 0 and m32 ¡ 0; (A.12)
A(−1;−1) ¡ 0 → m21 ¡ 0 et m31 ¿ 0 and m32 ¿ 0: (A.13)
The vector b3 + b2 is shorter than b3 only if A(0; 1)¡0.
The de!nition of A(0; 1) is given by (A.7): A(0; 1)=
|b2|2
|b1|2 + 2m32
|b∗2 |2
|b1|2 + 2m21m31.
Clearly; if m32 ¿ 0; then
|b2|2
|b1|2 + 2m32
|b∗2 |2
|b1|2 ¿ 1:
So ∀(m21; m31)∈[− 12 ; 12 ]2; A(0; 1)¿0.
On the other hand,
∀m32 ∈
[
−1
2
;
1
2
]
;
|b2|2
|b1|2 + 2m32
|b∗2 |2
|b1|2 ¿ 0:
Finally for A(0; 1)¡0, one has necessarily m21m31¡0. In other words,
A(0; 1) ¡ 0 →

m21 ¿ 0; m31 ¡ 0; m32 ¡ 0 (A:14a)
or
m21 ¡ 0; m31 ¿ 0; m32 ¡ 0: (A:14b)
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The necessary conditions, (A.14a) and (A.14b) together with Relation (A.9) show
that
A(0;−1) ¡ 0 →

m21 ¿ 0; m31 ¿ 0; m32 ¿ 0 (A:15a)
or
m21 ¡ 0; m31 ¡ 0; m32 ¿ 0: (A:15b)
To !nish the proof, we note that no pair of conditions among (A.10)–(A.13), (A.14a,b),
(A.15a,b) can be true simultaneously. For example, when (b1; b2; b3) is t-quasi-reduced
and proper and the quantities mij are all strictly positive, then the vector b3− b2 is the
unique one possibly shorter than b3.
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