Abstract-Community detection is a key data analysis problem across different fields. During the past decades, numerous algorithms have been proposed to address this issue. However, most work on community detection does not address the issue of statistical significance. Although some research efforts have been made towards mining statistically significant communities, deriving an analytical solution of p-value for one community under the configuration model is still a challenging mission that remains unsolved. To partially fulfill this void, we present a tight upper bound on the p-value of a single community under the configuration model, which can be used for quantifying the statistical significance of each community analytically. Meanwhile, we present a local search method to detect statistically significant communities in an iterative manner. Experimental results demonstrate that our method is comparable with the competing methods on detecting statistically significant communities.
INTRODUCTION
N ETWORKS are widely used for modeling the structure of complex systems in many fields, such as biology, engineering, and social science. Within the networks, some vertices with similar properties will form communities that have more internal connections and less external links. Community detection is one of the most important tasks in network science and data mining, which can reveal the hierarchy and organization of network structures.
Due to the importance of the community detection problem, numerous algorithms from different angles have been proposed during the past decades [1] , [2] . Although existing community detection methods have very different procedures to detect community structures, these methods can be roughly classified into different categories according to the objective function and the corresponding search procedure [3] . The objective function is used for evaluating the quality of candidate communities, which serves as a guideline for the search procedure and is critical to the success of the entire community detection algorithm. Probably the modularity proposed by Newman and Girvan [4] is the most popular objective function in the field of community detection. Based on modularity, some popular community detection methods, such as Louvain [5] and FastGreedy [6] , have been proposed to search the communities in networks. In addition, many other objective functions have been proposed to evaluate the goodness of communities as well, as summarized in [7] .
However, most of these objective functions (metrics) don't address the issue of statistical significance of communities. In other words, how to judge whether one community or a network partition is real or not based on some rigorous statistical significance testing procedures. Such testing-based approaches provide many advantages over other metrics. First of all, the statistical significance of communities can be quantified in terms of the p-value, which is a universally understood measure between 0 and 1 in different fields. In contrast, quantitative numerical values generated from other objective functions are generally dataand context-dependent, which is hard for people to interpret and determine a universal threshold across all data sets. Furthermore, the testing-based methods typically have solid mathematical foundations, while many other metrics may be just defined in an ad-hoc manner.
To address the problem of discovering statistically significant communities, some research efforts have been made towards this direction [8] , [9] , [10] , [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] , [23] , [24] , [25] , [26] , [27] , [28] , [29] . These methods defined different measures for assessing the statistical significance of communities, which can be classified into two categories: the statistical significance of one network partition [9] , [11] , [13] , [16] , [17] , [22] , [23] , [24] , [25] , [26] , [27] , [28] , [29] and the statistical significance of a single community [8] , [10] , [12] , [14] , [15] , [18] , [19] , [20] , [21] .
Although the metrics that evaluate a network partition can provide a global view on the set of all generated communities, they generally cannot guarantee that every single community is statistically significant as well. In addition, many different partitions of the same network may lead to quite similar significance values, making it difficult to determine which partition should be reported as the final result. Furthermore, such partition-based significance metrics typically focus on the assessment of a set of non-overlapping communities. Therefore, evaluating the statistical significance of each single community is more meaningful in community detection. Meanwhile, these methods can be also classified by the techniques for deriving the p-values: analytical methods [8] , [9] , [10] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [22] , [23] or sampling techniques [11] , [20] , [21] , [24] , [25] , [26] , [27] , [28] , [29] . Analytical methods provide an analytical solution of the p-value and sampling techniques calculate the empirical p-value through sampling a number of random graphs.
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Unfortunately, how to assess the statistical significance of a single community (sub-graph) analytically is a challenging task due to the difficulty on calculating the probability of finding a community from the random graphs generated from a specific null model. As a result, only a few research efforts have been made towards this direction [8] , [10] , [12] , [14] , [15] , [18] , [19] . The details of these methods will be provided in the related work of this paper. Here we just highlight the fact that the configuration model is the most widely used random graph model in the literature. Unfortunately, how to calculate the analytical p-value under the configuration model still remains unsolved. Existing significance-based metrics [8] , [12] , [15] , [19] are built on the probability that each node belongs to the community under the configuration model. In other words, these methods didn't evaluate the statistical significance that one single community will appear in random graphs in a straightforward manner.
In this paper, we first propose a tight upper bound on the p-value under the configuration model, which can be used analytically for assessing the statistical significance of a single community. Then, we present a local search method to detect statistically significant communities in an iterative manner. Experimental results on both real data sets and the LFR benchmark data sets show that our method is comparable with the competing methods in terms of different evaluation metrics.
The main contributions of this paper can be summarized as follows:
• To our knowledge, this is the first piece of work that delivers an analytical p-value (or its upper bound) for quantifying a community under the configuration model. Unlike existing p-value definitions under the configuration model that quantify the statistical significance through the membership probabilities of single nodes, our definition directly evaluates each candidate community.
• We provide a systematic summarization and analysis on the existing methods for detecting statistically significant communities, which may serves as the foundation for the further investigation towards this direction.
• We present a local search method to conduct the community detection based on the proposed upper bound of p-value. Extensive empirical studies validate the effectiveness of our method on community evaluation and detection.
The remaining parts of this paper are structured as follows: Section 2 presents and discusses related work in a systematic manner. Section 3 introduces our definition on the statistical significance of a single community and the corresponding community detection method. Section 4 shows the experimental results and Section 5 concludes this paper.
RELATED WORK

Significance of Communities
An overview of the categorization
To quantify the statistical significance of communities, one needs to choose a random graph model that specifies how the reference random graphs are generated. Therefore, the random graph model can be used as a criterion for categorizing available significance-based community detection methods. To date, three random graph models have been widely exploited in the literature: E-R model, configuration model and stochastic block model.
• E-R model has two closely related variants: G(N, M ) and G(N, p). In G(N, M ) model, a graph is chosen uniformly at random from the set of all graphs with N nodes and M edges. In G(N, p) model, a graph is constructed by connecting two vertices randomly and independently with the probability p(0 < p < 1).
• The configuration model generates a random graph in which each node has a fixed degree. In other words, the degree of each node will be the same in all random graphs.
• Stochastic block model produces a random graph in which any two vertices are connected by an edge with a probability that is determined by their community memberships. That is, it is assumed that the information on the underlying communities are known and two vertices from the same community will have a higher probability of being connected.
Besides the random graph model, another two criteria for categorizing related methods are: the target of evaluation and the techniques for deriving the p-values. In fact, one can evaluate the quality of a partition of one network or assesses the statistical significance of a single community. Hence, the target of evaluation can be either the full partition of a network or one single community. Regardless of the target of evaluation, we can calculate the p-value using analytical methods or sampling techniques. Sampling techniques are quite time-consuming since a large number of random graphs should be generated to derive the empirical null distribution of test statistics. On the other hand, analytical methods try to derive an analytical solution of the p-value. For complex random graph models, it is quite challenging to obtain an analytical p-value or even its tight bound.
Based on above three different criteria, existing methods for detecting statistically significant communities are categorized and summarized in Table. 1.
Analytical methods for network partition
To evaluate the quality of one network partition statistically and analytically, several different methods have been proposed in the literature.
Surprise [9] is a measure that evaluates the distribution of intra-and inter-community links with a cumulative hypergeometric function. Significance [16] is defined as the probability for the partition to be contained in a random graph. The method in [17] first calculates the expected modularity under the E-R model, and then a partition is claimed to be statistically significant if its modularity is significantly higher than the expected modularity.
Under the configuration model, Z-modularity [22] quantifies the statistic rarity of a partition in terms of the fraction of the number of edges within communities using the Zscore. Meanwhile, CSV [23] is a synthetic index for assessing Here "other models" refer to those non-standard random graph models that are proposed for special scenarios or hard to be described in an explicit manner. For instance, the Poisson random model [14] generated random graphs with a given expected degree sequence, where each of the two end-points of an edge is chosen among all vertices through a Poisson process.
the validity of a partition based on the concepts from the network enrichment analysis. In [13] , a new objective function for community detection is proposed under the stochastic block model, which leads naturally to the development of a likelihood ratio test for determining if the detected communities are statistically significant.
Sampling methods for network partition
In addition to the analytical methods, some existing methods adopt the sampling techniques to evaluate the statistical significance of a network partition.
The methods in [24] , [25] and [28] all test "the similarity" or "the difference" between the partition of the original network and the partition of randomly perturbed networks. The method in [25] uses tools from functional data analysis to formulate a hypothesis testing problem that tests "the difference" between two curves of VI (Variation of Information), where one curve is generated from the partition of the original network and another curve is derived from the partition of randomly perturbed networks. In contrast, the method in [28] just uses the average VI value between the original partition and the partition on the perturbed network as the test statistic. Similarly, the method in [24] adopts the same network perturbation strategy as [28] and proposes a new index for measuring the similarity between partitions.
In addition, some existing methods first use sampling methods to generate a null distribution under the given random graph model and then test the statistical significance of the target partition. The method in [26] uses the largest eigenvalue of the difference matrix between the affinity matrices of the network and its null model as the test statistic, where the empirical distribution of the largest eigenvalue can be approximated with a Gamma distribution. In [27] , a set of random networks is generated for producing an empirical null distribution of partition modularities to calculate the Z-score for the partition on the original network.
Meanwhile, there are also several methods [11] , [29] which adopt the sampling techniques for finding statistically significant communities based on some concepts from physics.
Analytical methods for single community
To assess the statistical significance of a single community analytically, there are mainly two types of strategies adopted by the existing methods. On one hand, methods such as C-Score [12] , OSLOM [8] , ESSC [15] and CCME [19] first calculate the probability that "each node belongs to the community". Then, the statistical significance of one community can be quantified based on the statistics of several "exceptional nodes" in the community that have the lowest community membership probabilities. On the other hand, several methods [10] , [14] , [18] try to evaluate the statistical significance of one community directly under different random graph models.
Sampling methods for single community
Similarly, some existing methods also assess the statistical significance of a single community with sampling techniques. In both [21] and [20] , a fixed number of random graphs are firstly generated under the configuration model and then the p-value of one community c is defined as the probability of finding "better communities" from the random graphs. The key difference between [21] and [20] lies in how to define "better communities". In [21] , one community from the random graphs is said to be "better" if (1) it is composed of the SAME set of nodes derived from c and (2) it has more internal edges than c. The proposed method in [21] generalizes [20] , in which a "better community" (1) has the same size as c and (2) has better community quality value (this value can be generated from any quality function).
Testing for Community Structure and Community Number
Besides quantifying the statistical significance of communities, the significance testing problems with respect to the community structure and community number are also very important. Testing the community structure is to determine whether the community structure is present in the network. Furthermore, testing the community number is to identify the correct number of communities in a statistically sound manner under the assumption that a community structure is present.
To test the community structure, some statistical tests have been proposed in the literature, e.g., the test based on the relations between the observed frequencies of small subgraphs [30] , [31] and the test based on the probability distribution of eigenvalues of the normalized edge-weight matrix [32] .
The problem of determining the number of communities is widely investigated in the literature as well [33] , [34] , [35] , [36] , [37] , [38] , [39] . Here we just highlight the fact that these methods employ different techniques from different angles to test if the number of communities equals a given number.
METHODS
Problem statement
Given a undirected graph G(V, E), where V is the set of vertices and E is the set of edges, any sub-graph S ⊆ V can be regarded as a candidate community. The problem here is to effectively quantify the statistical significance of S in terms of p-value under a given random graph model.
In the context of community detection, we typically have an objective function f (S) to evaluate the quality of S (e.g., density, modularity). Without loss of generalization, here we assume that S is more likely to be a true community if f (S) is larger. In general, f (S) can be used as the test statistic to quantify the statistical significance of S. More precisely, under the null hypothesis that S is generated from a specific random graph model, the p-value of S can be calculated as |{f ( S) ≥ f (S)| S ⊆ G, G ∈ R}|/|R|, where R is the set of all possible random graphs and each S is an induced sub-graph (with the same set of vertices of S) in the corresponding random graph.
In this paper, the density function is used as the objective function to calculate the p-value. When the set of vertices is fixed to be the set of nodes of S in each random subgraph S, the f ( S) function is equivalent to counting the number of internal edges within S. Meanwhile, we adopt the configuration model as the null model for generating random graphs, in which the pre-assigned degree of each node will be preserved in the random networks.
The configuration model
Suppose the degree of each node i ∈ V is denoted by d i , then the degree of the graph G can be defined as D = i∈V d i = 2|E|. Similarly, the degree of a sub-graph S can be calculated as D s = i∈S d i = 2E in + E out , where E in is the number of edges within S and E out is the number of edges between S and V \S.
Under the configuration model, a random graph can be generated based on the following procedure. Firstly, each node i has d i half-edges that need to be connected with other half-edges to form edges. There are totally D halfedges in G and D s half-edges derived from the nodes in S. A new edge can be generated by connecting two half-edges at random. We will obtain a random graph after |E| pairs of randomly selected half-edges have been connected.
To obtain an analytical formula for the p-value of S, we need to know (1) the number of all possible random graphs T and (2) the number of random sub-graphs that have at least E in edges. Note that the counting problem here is simpler than that of counting the number of twoway zero-one tables with fixed marginal sums (e.g., [40] , [41] ). This is because the random graphs generated from the configuration model are allowed to contain self-loops and multiple edges between vertices even the given graph G is simple. As a result, we can obtain an analytical solution to this seemingly difficult problem. The generation mechanism of the configuration model can be formulated as an equivalent permutation-and-connection procedure [42] :
(1) Generating a permutation of 2|E| half-edges. There will be (2|E|)! permutations in total.
(2) For each permutation, we may obtain |E| edges of a random graph by connecting the (2i+1) th half-edge and the (2i + 2) th half-edge sequentially, where i = 0, 1, .., |E| − 1. Fig.1 presents an example to illustrate such an alternative random graph generating process. However, it is easy to see that the above procedure may generate many identical random graphs. According to if identical random graphs are allowed in graph counting, we have two different p-value calculation formulations, which will be presented in details in section 3.3 and 3.4, respectively.
3.3
The p-value based on distinct random graphs 3.3.1 The number of distinct random graphs As shown in Fig.1 , the permutation-and-connection procedure will generate many identical random graphs due to the following reasons.
Firstly, |E| pairs of adjacent half-edges in the permutation compose the edge set of the random graph, but the generated random graph is mainly determined by the edge set rather than the order of these pairs. For example, we can obtain a new permutation shown in Fig.1 (c 1 ) by switching the first two (and the last two) pairs of half-edges in the permutation P . The new permutation corresponds to the same graph G . That is, for a fixed random graph, the set of pairs of half-edges are fixed as well. Each pair can appear at any place of |E| positions in the permutation. Therefore, there will be |E|! permutations of these pairs that generate the same random graph. Hence, (2|E|)! should divided by |E|! in order to count the number of distinct random graphs.
Secondly, the order of two half-edges in each generated edge has no effect on the random graph as well. That is, if we switch the positions of the (2i + 1) th half-edge and the (2i + 2)
th half-edge, we will obtain a new permutation but it corresponds to the same random graph. For example, we can swap the positions of two half-edges in the 1 st ,4 th and 5 th pairs in the permutation P to generate a new permutation shown in Fig.1 (c 2 ) , which also corresponds to the random graph G . In summary, for a fixed random graph and a fixed order of |E| pairs of half-edges, we may have 2 |E| different permutations that lead to the same random graph. Therefore, (2|E|)! should be divided by 2 |E| as well. Thirdly, the half-edges from the same node have no difference in the random graph. For example, the node 1 in Fig.1 will generate 3 half-edges since its degree is 3. For the given permutation P , these 3 half-edges are assigned to positions 1, 4 and 10. If we randomly permute these 3 halfedges and distribute them to the same three positions, then we obtain a new permutation in Fig.1 (c 3 ) that will generate the random graph G as well. This means that (2|E|)! should be divided by each d i !, where d i is the degree of the i th node in the graph.
Based on the above observations, the total number of distinct random graphs T under the configuration model can be calculated as:
Since there are |S| nodes in S, we may denote the degree of each node in S by d 1  1  2  1  2  3  2  2  4   5   1  1  2  1  2  3  2  2  4   5   1  3  1  2  1  2  2  2  4   5   1  1  2  1  2  3  2  2  4   5   1  1  2  1  2  3  2  2 Fig.1 (a) with the following characteristics: 5 nodes, 5 edges and the degree sequence is:
Here the sub-graph S is composed of three nodes and two edges. (b) The random graph G that has three edges within S can be generated according to our procedure when (d
The same random graph G can be generated by our procedure as well when (d
j , where j is ranged from 1 to |V \S|. Then,
The number of distinct random graphs with a "denser" random sub-graph We have shown how to calculate the number of all distinct random graphs T , then the remaining challenge is to calculate the number of random graphs that have at least E in edges within the sub-graph S induced from the nodes of S.
To fulfill this task, some variables have to be firstly introduced. For each random graph G that have at least E in edges within its sub-graph S, there must be at least 2E in half-edges derived from the nodes in S that have been selected to form edges within S. Let d (Sin) i be a random variable that denotes the number of half-edges from the i th node in S that are selected into the set of internal half-edges. d
is the number of half-edges remained for the i th node. Then,
should be no less than 2E in in a random graph with a denser sub-graph S. So we can generate all random graphs that have at least E in edges within S with the following procedure:
(1) Select d half-edges, the generated set of 2E in half-edges will be the same. Therefore, for a fixed vector (d
|S| ), the number of ways of generating this vector should be 1 rather than
. Then the question is reduced to calculate the number of distinct vectors (d
. In fact, this is an integer partition problem in number theory and combinatorics. Later, we will show that it is not necessary to calculate this number.
(2) Under a given fixed degree sequence
|S| ), we can first generate E in internal edges within S by randomly connecting 2E in selected half-edges from Step (1). The number of different ways that generate these E in edges corresponds to the number of random graphs with the following parameter: |S| nodes, degree sequence (d
|S| ), and E in edges. Hence the number of ways to generate E in edges is :
we can generate |E| − E in edges by randomly connecting these half-edges. Similarly, the number of ways to generate |E| − E in edges can be calculated as the corresponding number of random graphs:
Then, it is obvious that random graphs generated by the above three steps will contain at least E in edges within its sub-graph S. However, the above procedure may generate identical random graphs under different degree sequences
(Sin) |S| )). As shown in Fig.2 , our objective is to generate random graphs that have at least 2 edges within the sub-graph S induced from the nodes of S. In step (1), we may select different degree sequences (d
). For example, we select (d Fig.2 (c 1 ) . In step (2) and step (3), we can obtain the same random graph G under these two different degree sequences. Therefore, the number of distinct random graphs that have at least E in edges within the subgraph S induced from the nodes of S is no more than (d
Putting all together, we can obtain an upper bound on the p-value of S:
In the last equation in (4),
because both the left and the right side of the equation corresponds to the number of choosing 2E in edges from D s half-edges under the assumption that half-edges from the same node are distinct.
Moreover, this upper bound is tight since pvalue(S) = (
when D s = 2E in . In this case, the sub-graph S is disconnected with all other vertices in G. In other words, S is a connected component of G. To generate a random graph that has at least 2E in edges within S, each entry in
) must be zero when D s = 2E in . As a result, no identical random graphs will be generated since there will be no overlap between the edge sets in step (2) and step (3).
The p-value when all half-edges are distinct
We have shown how to derive an upper bound on the pvalue based on distinct random graphs, in which the halfedges from the same node have no difference in the random graph. We can also assume that the half-edges from the same node are distinguishable in the generation of random graphs. Under this assumption, the total number of random graphs T under the configuration model becomes:
Accordingly, random graphs that have at least E in edges within the induced sub-graph S can be generated by first selecting 2E in half-edges from D s half-edges to generate a sub-graph which has E in internal edges, then randomly connecting the remaining 2E − 2E in half-edges. However, the above procedure may also produce identical random graphs (even the half-edges from the same node are assumed to be distinct) due to the same reason as we have discussed in section 3.3. Therefore, the number of random graphs Z that have at least E in edges within the sub-graph S satisfies:
Finally, we can obtain the same tight upper bound on the p-value as in section 3.3:
The DSC method
The proposed DSC algorithm for detecting statistically significant communities is described in Algorithm 1. The input of the algorithm is composed of a undirected graph G(V, E) and a significance level threshold, and the output is a set of statistically significant communities. Note that the upper bound in Equation 4 and 7 is used as the p-value in the algorithm. Meanwhile, we use the Stirling formula to approximate the factorial in the p-value calculation:
At the beginning of the algorithm, we initialize the N odeList by using all nodes in G. Meanwhile, we choose the node with the maximal clustering coefficient from the N odeList and its neighbors to form the seed community (Line 3∼4) for detecting a single statistically significant community. The local clustering coefficient of a node quantifies how close its neighbors are to being a clique, so it can be used to measure if the node and its neighbors tend to cluster together. The clustering coefficient of a node can be defined as:
where N i is the set of neighbors of the node i and e jk denotes the edge between two nodes j and k in the neighborhood N i . Therefore, the local clustering coefficient of a node is the proportion of the number of edges between the nodes within its neighborhood divided by the maximal number of edges could exist between them. If the degree of a node is 2 and its two neighbors have an edge, then its clustering coefficient will be 1. Hence, those nodes with only two neighbors will not be used to generate the seed community even their clustering coefficients are 1s.
After the initialization, we detect a single community with a local search method and remove nodes in this community from N odeList. We repeat the initialization and local search steps until the N odeList is empty. s ← max(clusterCoefficient(N odeList)).
4:
ns ← s ∪ {t ∈ V |(s, t) ∈ E}.
5:
sc ← Search One Community(ns).
6:
if |sc| > 2 and pvalue(sc) < α then
7:
SC.add(sc).
8:
N odeList.remove(sc).
9:
end if 10: end while 11: Return SC.
Given a seed set ns, Search One Community(ns) returns a single statistically significant community using a local search procedure in Algorithm 2. In this procedure, we try to include one node into ns or remove one node from ns to check if such operations can lead to smaller p-values. The operation that can obtain a new node set that has the smallest p-value is retained. The updated node set is used as the seed set again to continue the local search procedure until the p-value cannot be further improved. To accelerate the convergence speed, we impose an additional threshold parameter on the difference value between the logarithm of new p-value and that of the original p-value. If the difference value is less than the specified threshold, we will terminate the local search procedure.
Since one node can be distributed into different communities in our algorithm, there may be some overlapping nodes among different commuinities. If the overlap between two communities is too high, it is reasonable to regard that rp ← pvalue(ns − node).
4:
if rp < minp then 5: minp ← rp.
6:
nodeIndex ← node.
7:
choice ← REM OV E.
8:
end if 9: end for 10: for each node / ∈ ns and has a neighbor in ns do 11: ra ← pvalue(ns + node).
12:
if ra < minp then 13: minp ← ra.
14:
15:
choice ← ADD. 21: ns.add(nodeIndex).
22:
Search One Community(ns). 23: else 24: ns.remove(nodeIndex).
25:
Search One Community(ns). 
EXPERIMENTS
We compare our method with three existing algorithms: OSLOM [8] , ESSC [15] and CPM [43] on both real data sets and LFR benchmark data sets. We choose these methods based on the following considerations: CPM is one of the most popular overlapping community detection methods, OSLOM and ESSC also detect statistically significant communities under the configuration model. Meanwhile, the source codes or software packages of these three methods are publicly available. We run OSLOM with their default parameter settings, and the significance level α in ESSC is specified to be 0.01. Meanwhile, we use the CFinder software which is the implementation of CPM. We choose its best result when the clique size parameter is ranged from 3 to 5. Also, the significance level α in our method is specified to be 0.01, the overlap threshold is fixed to be 0.7, and the difference threshold with respect to the logarithm of p-value is specified to be 5.
To evaluate different community detection methods, here we choose Overlapping Normalized Mutual Information (ONMI) [44] as the major performance indicator. Let Ω = {ω 1 , ω 2 , .., ω K } be the set of detected communities, then the binary membership variable X k (k = 1, 2, .., K) can be used to indicate if one node belongs to the k th community in Ω. The probability distribution of X k is given by P (X k = 1) = |ω k |/N and P (X k = 0) = 1 − P (X k = 1), where N is the number of nodes in the network. Similarity, the random variable Y l = 1 (l = 1, 2, .., J) if one node belongs to the l th community in C, where C = {c 1 , c 2 , .., c J } represents the set of ground-truth communities. The probability distribution of Y l can be defined by P (Y l = 1) = |c l |/N and P (Y l = 0) = 1 − P (Y l = 1). Consequently, we can obtain the joint probability distribution P (X k , Y l ) in a similar manner. Then, the conditional entropy of X k given Y l is defined as:
where H(·) is the standard entropy function. As a result, the entropy of X k with respect to all components of Y = {Y 1 , Y 2 , .., Y J } can be defined as:
The normalized conditional entropy of X = {X 1 , X 2 , .., X K } with respect to Y is defined as:
Note that we can define H(Y |X) in the same way. Finally the ONMI for two community structures Ω and C is given by:
The greater the value of ONMI is, the better the detection results are. In the most extreme case, ONMI = 1 indicates that the set of reported communities are exactly the same as the set of true communities.
In addition, we also employ other five metrics in the performance comparison on real data sets: Purity, Rand Index (RI), Precision, Recall, and F-measure.
For each detected community ω k in Ω, we can find a ground-truth community c b from C such that these two communities have the largest number of overlapping nodes. The nodes in ω k ∩ c b can be regarded as correctly detected nodes from ω k . Then, Purity is defined as the fraction of correctly detected nodes:
Based on the set of ground-truth communities C, two nodes are said to have the same label if they are contained in the same community from C. Then, each node pair with respect to the set of detected communities has four possibilities: (1) True Positive (TP): two nodes with the same label are allocated into the same community; (2) False Negative (FN): two nodes with the same label are distributed to different communities; (3) False Positive (FP): two nodes with different labels are allocated into the same community; (4) True Negative (TN): two nodes with different labels are distributed to different communities. The Rand Index (RI) is defined as the percentage of correctly allocated node pairs:
Precision and Recall are defined as follows:
The F-measure is defined as the harmonic mean of precision and recall:
Real data sets
In this section, we choose eight real data sets in the performance comparison: Karate (karate) [45] , Football (football) [46] , Personal Facebook (personal) [15] , Political blogs (polblogs) [47] , Books about US politics (polbooks) [48] , and Railway (railway) [49] , DBLP collaboration network (dblp) [50] and Amazon product co-purchasing network (amazon) [50] . The detailed statistics of these data sets are summarized in Table 2 , where |V | and |E| respectively denote the number of the nodes and the number of the edges, k represents the average degree of the nodes, k max represents the maximal degree of the nodes and |C| denotes the number of true communities in the network. As can be seen from Table 2 , the number of nodes is ranged from 34 to 300000, and the number of communities is ranged from 2 to 75000, covering a broad range of properties of real networks. Furthermore, the ground-truth communities of the first 6 small networks have no overlapping nodes, while dblp and amazon have highly overlapping groundtruth communities. Note that the evaluation metrics except ONMI are mostly used in the scenarios that the groundtruth communities have no overlapping nodes. Therefore we only use ONMI as the performance indicator in dblp and amazon data sets. Table 3 presents the comparison result on the first six real data sets whose ground-truth communities have no overlapping nodes, and Table 4 presents the comparison result in terms of ONMI on the dblp and amazon data sets. Meanwhile, Table 3 and Table 4 also records the number of communities (denoted by |C d |), the maximal community size (denoted by |S max |) and the minimal community size (denoted by |S min |) reported by each algorithm.
Performance Comparison
From the experimental results in Table 3 and Table 4 , we have the following important observations and comments:
(1) On one hand, all algorithms can achieve good performance on the karate and football data sets since these two small networks have well-separated communities. On the other hand, the performance of all algorithms are far from being satisfactory on very large networks such as dblp and amazon. Overall, although our method cannot always achieve the best performance on all real data sets, it outperformed the competing methods on most data sets in terms of ONMI, Recall, RI and F-measure.
(2) For the karate data set, our method and ESSC can achieve the perfect performance with respect to metrics such as RI and F-measure while ONMI is not 1. This is because (a) our method did not report the communities whose sizes are smaller than 3 or whose p-values are not less than the significance level, and ESSC also did not report some nodes in the network. (b) The five evaluation metrics except ONMI only use nodes in the reported communities in the performance assessment, while ONMI also consider the nodes that are not reported in the community detection results.
(3) For the large networks (dblp and amazon), our method outperformed ESSC and OSLOM in terms of ONMI. However, we have to admit the fact that out method cannot beat CPM on the dblp data set. This indicates that larger networks with high overlapping density are still quite challenging for significance-based community detection methods.
Correlation with classical community evaluation functions
To further validate the effectiveness of our p-value function, we check the correlation between the p-value and three wellknown community scoring functions: conductance [51] , ratio cut [52] and modularity [4] . The conductance of a community S is defined as:
where the meanings of E out , D s and D have been given in Section 3.1. The ratio cut is defined as:
where |S| denotes the number of nodes in the community S. The modularity of a single community is defined as:
where |E| is the number of edges in the network. Since the ground-truth communities are known for the eight real networks in Table 2 , we use the set of true communities as the input to calculate the association between different scoring functions. Suppose there are |C| ground-truth communities for a given network, we calculate the p-value, conductance, ratio cut and modularity for each of these |C| communities. That is, we can obtain a score vector of length |C| for each scoring function. If two scoring functions coincide with each other perfectly, the absolute correlation value between the two corresponding score vectors will be 1. Based on this observation, we calculate the Spearman's rank correlation coefficient between the score vector of the p-value and that of other three scoring functions on each network. The experimental results on the correlation relationship are presented in Table 5 . The p-value is positively correlated with conductance and ratio cut, since small scores are assigned to true communities in all these three functions. In contrast, modularity has a negative correlation with the p-value since it generates larger scores for real communities.
From the experimental results of Table 5 , we have the following observations. Firstly, the absolute values of correlation coefficients in Table 5 are all no less than 0.5 (except two values) for small networks. Meanwhile, more than 1/3 of these coefficients are either 1s or -1s. For two large networks, 3 out of 6 absolute correlation coefficients are larger than 0.5. This indicates that our p-value function has a good consensus with existing classical scoring functions, which further validate the correctness and effectiveness of the proposed p-value function.
Secondly, the proposed p-value function is highly correlated with the conductance function on all six small networks with correlation coefficients that are at least 0.8. On two large networks, the correlation coefficients are close to 0.5. Meanwhile, the proposed p-value function is highly negatively correlated with the modularity measure on all networks. In contrast, the consensus with ratio cut is not so good. This is because conductance and modularity consider both the internal links within the community and external links outside the community in a manner that is similar to the our definition on the p-value. However, the ratio cut function only considers external links in its definition.
Finally, the correlation relationship between the p-value function and three scoring functions are different across different data sets. This partially illustrates why different community detection methods exhibit different performance on different networks.
LFR benchmark data sets
The LFR model [53] can generate artificial networks which have a planted community structure. The LFR benchmark networks have heterogeneous distributions of vertex degree and community size [53] . There is an important parameter in LFR benchmark model that is called mixing coefficient µ. This mixing coefficient represents the desired average proportion of connections between a node and the nodes outside its community. Clearly, small values of µ indicate that there is an obvious community structure in the generated network. In particular, µ = 0 indicates that all links are within the community and µ = 1 indicates that two nodes of each edge belong to different communities. In addition, another two parameters are used in generating overlapping communities: on controls the number of overlapping nodes and om specifies the number of communities that the overlapping node belongs to.
Our method is tested on LFR benchmark data sets with different network sizes and community sizes. Following the experimental settings in OSLOM [8] , we considered two network sizes: N = 1000 and N = 5000 and two community sizes: "small" community size in the range [10, 50] and "big" community size in the range [20, 100] . Fig.1 presented the performance of different methods in terms of ONMI on four LFR data sets without overlapping communities. Since the results in terms of other evaluation metrics are similar to that of ONMI, here we omit those comparison results. Fig.1 shows that our method can achieve the same level performance as other three competing algorithms when the mixing coefficient µ is not larger than 0.5. When the mixing coefficient is bigger than 0.5, each planted "true community" will not be a community even in a weak sense since it has more external links than internal links [54] . Therefore, the mixing coefficient is ranged from 0 to 0.5 in Fig.1 . Overall, the experimental results indicate that our method has comparable performance with both classical community detection methods and other significancebased community detection methods on detecting nonoverlapping communities.
To test the performance of different methods on networks with overlapping communities, we still use the same parameters for network size and community size to generate four networks by setting on = 10% * N and om = 3 in the LFR model. The performance comparison results on the networks with overlapping communities are shown in Fig.2 . Here we also only use ONMI as the performance indicator for networks with overlapping communities. Although our method cannot outperform OSLOM when the network size is 1000 and community is big, it has better performance than the other two competing algorithms.
Meanwhile, we also generate networks with N = 5000, on = 10% * N and µ = 0.3 to check the performance when om is varied from 2 to 6. The results of different algorithms are shown in Fig.3 . The increase of om will lead to the performance decline of all methods, which indicates that it is more difficult to detect overlapping communities when the overlapping nodes belong to more communities. Moreover, our method can still achieve good performance even when the om parameter is relatively large.
CONCLUSION
To address the problem of detecting statistically significant communities, we derive a tight upper bound for the pvalue of a single community under the configuration model. Meanwhile, we also provide a systematic summarization and analysis on the existing methods for detecting the statistically significant communities. Based on the upper bound of p-value of a single community, we present a local search method to find statistically significant communities. Experimental results show that our method is comparable with the competing methods on detecting true communities. 
