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Abstract
We investigate the finite element-Galerkin method for singular self-adjoint second-order differential expressions. The weak
formulation of the problem involves integration by parts, which allows the use of the usual piecewise linear functions. Our analysis
shows that the method produces the solution corresponding to a particular self-adjoint realization of the differential expression. We
also propose two algorithms to approximate the solution of any self-adjoint realization. Numerical examples are given to illustrate
the analysis as well as the proposed algorithms.
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1. Introduction
We investigate the finite element-Galerkin method for the differential equations generated by the self-adjoint
expression
`u = 1
w
(
− (pu′)′ + qu) .
Our main goal is to treat the singular case although the regular case can also be handled in the same way. The advantage
of the Galerkin method is that we can do integration by parts and this reduces the smoothness requirements of the
basis functions. This is particularly important in the case at hand because it will relieve us from considering the effects
of the properties of the coefficient functions on such smoothness. For example, in order for the expression ` to make
sense, we need pu′ to be absolutely continuous. Thus the properties of p need to be accounted for. On the other hand,
by integrating by parts we deal with the sesquilinear form
a (u, v) =
∫
pu′v′ + quv (1)
in which no such smoothness is required.
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Symmetric sesquilinear forms associated with the expression ` in the singular case take the form
〈`u, v〉 (= 〈u, `v〉), where 〈·, ·〉 is the inner product in a Hilbert space (see, for example, [11,13,21]). This form takes
two integrations by parts in order to move the expression from one function to the other and has the disadvantages
discussed above. The symmetric form a (·, ·) was dealt with more recently in [6,7] including discussion of the
boundary conditions associated with it.
The variational method was used, in connection with self-adjoint operators by many authors for the calculation
of guaranteed bounds for the k lowest eigenvalues [2,18,22], approximating the eigenvalues [14] analyzing the
asymptotic behavior of the errors [15], studying the spurious eigenvalues generated by the method in a gap between
two parts of the essential spectrum [4,12]. On the other hand, it was stated in [19] that the variational method has
lost its glamour as a practical method for approximating the eigenvalues of Sturm–Liouville problems. In this work
we hope to establish that, at least for the direct problem, the method is still very vital for handling the general
singular expressions. We show here that the finite element implementation of the variational method is capable of
approximating the solution of such singular expressions under all classifications of the problem (see the next section).
The analysis carried out here shows that the approximations obtained by the method converge to the solution
of a particular self-adjoint realization of the problem. Methods for finding the solution to an arbitrary self-adjoint
realization are then developed based on the boundary condition characterization of a given realization. Specifically,
we propose two algorithms for approximating the solution corresponding to a general self-adjoint realization of the
expression.
This paper consists of seven sections in addition to the introduction. Section 2 contains some preliminary theory
and terminology specific to the singular self-adjoint differential operators. Section 3 reviews the characterization of
self-adjoint differential operators in terms of “boundary conditions”. In Section 4 we set the variational formulation
of the problem and show its equivalence to a particular self-adjoint operator. Section 5 states the discretization of
the problem. Section 6 discusses the convergence of the approximate solutions to that of the original problem which
is equivalent to the variational formulation. In Section 7 we develop two algorithms to approximate the solution
corresponding to an arbitrary self-adjoint operator. Numerical examples are given in Section 8 that illustrate the
analysis as well as the algorithms.
2. Preliminaries
In this section we introduce notation, definitions and known results necessary for this work. The presentation in
this section is taken from [10,21,16,20]. We work with the formally self-adjoint differential expression
`u = 1
w
[(−pu′)′ + qu]
defined on the interval I = (a, b) ,−∞ ≤ a < b ≤ ∞. We assume that
1/p, q, w ∈ L loc (I ) ,
p and q are real-valued and that w > 0 almost everywhere in I .
Let H = L2w(I ), be the Hilbert space of square integrable functions with respect to the weightw. The inner product〈·, ·〉 and norm ‖·‖ in this space are given by
〈 f, g〉 =
∫
I
f (t) g (t) w (t) dt
and
‖ f ‖2 =
∫
I
| f (t)|2w (t) dt,
respectively. Also let u[1] = pu′.u[1] be called the first pseudoderivative of u with respect to the functions p, q . The
maximal operator L generated by the expression ` in H is defined by
D(L) = D =
{
u ∈ H : u, u[1] ∈ AC(I ) and `u ∈ H
}
, Lu = `u, u ∈ D.
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Since D is dense in H , it has a uniquely defined adjoint. Let L0 = L∗ and D0 = D (L0).The operator L0 is called
the minimal operator generated by ` and it is known [16] that D0 ⊆ D, D0 is dense in H and L∗0 = L . In other
words, L0 ⊂ L = L∗0. Therefore, L0 is a symmetric closed operator. Moreover, any self-adjoint extension of L0 is a
self-adjoint restriction of L and vice versa, i.e., L0 ⊂ S = S∗ ⊂ L∗0 = L . The pre-minimal operator L ′0 is defined by
D′0 = D
(
L ′0
) = {u ∈ D0 : supp u ⊂ I } ,
L ′0u = L0u ∀u ∈ D′0.
L0 is the closure of the operator L ′0.
For a fixed non-real λ, let Rλ denote the range of L0 − λE , where E is the identity operator on H . The deficiency
space Nλ of L0 is defined to be the orthogonal complement of Rλ in H , i.e.,
Nλ = R⊥λ .
It is shown in [16] that
Nλ = {y ∈ H : L∗0 y = Ly = λy},
D = D0 u Nλ u Nλ,
and
dim(Nλ) = dim(Nλ).
Here, X u Y means the direct sum of the two not necessarily orthogonal subspaces X and Y . We denote the common
value, dim(Nλ), by d and call d the deficiency index of L0 on I . Furthermore, if λ ∈ R is a point of regular type
(see [9]) for L0, then d = dim(Nλ). It is shown in [16] that 0 ≤ d ≤ 2, and if one endpoint is regular and the other is
singular (see definitions below), then 1 ≤ d ≤ 2. Hence, D is a 2d-dimensional extension of D0.
For y, z ∈ D and x ∈ I define the Lagrange bracket
[y, z] (x) = y(x) z[1](x)− z(x) y[1](x). (2)
Note that the limits of the terms in (2) as x → a+, b− both exist and are finite. Thus, the notation
[y, z](a) = lim
x→a+
[y, z](x), [y, z](b) = lim
x→b−
[y, z](x)
is justified. We use [y, z]βα to denote [y, z](β)− [y, z](α).
Proposition 1. The following relation holds between D0 and D in general
D0 = {y ∈ D : [y, z]ba = 0,∀z ∈ D}. (3)
Proof. See [16]. 
The (finite or infinite) endpoint a is called regular if 1/p, q, w ∈ L (a, c) for some (and hence all) c ∈ I ; is limit
circle (LC) if all solutions of
`u = λu
are in L2w(a, c) for some λ ∈ C and c ∈ I ; is limit point (LP) if it is not LC. Similar definitions hold at b. An endpoint
is singular if it is not regular. The LC and LP classifications are independent of λ ∈ C. See [21,10] for more details.
Proposition 2. 1. d = 0 ⇐⇒ a and b are LP.
2. d = 1 ⇐⇒ one endpoint is LP and the other is LC.
3. d = 2 ⇐⇒ a and b are LC.
Proof. See [16], page 72. 
The proofs of the following two lemmas can be found in [8,21].
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Lemma 3. Suppose a (b) is LC, then there are real ψ1, ψ2 (ψ3, ψ4) ∈ D \ D0 such that
1. [ψ1, ψ2] (a) 6= 0 ([ψ3, ψ4] (b) 6= 0).
2. ψ1 and ψ2 = 0 near b (ψ3 and ψ4 = 0 near a).
3. ψ1 and ψ2 (ψ3 and ψ4) are linearly independent modulo D0.
We remark that in the above lemma, if both a and b are LC, then {ψ1, ψ2, ψ3, ψ4} can be chosen so that they are
linearly independent modulo D0.
Lemma 4. Suppose a (b) is LP, then there is a real ψa (ψb) ∈ D \ D0 such that ψa = 0 near b (ψb = 0 near a).
Let c ∈ I and θ, φ be the unique (real) solutions of the initial value problems
`u = 0, (4)
θ(c) = −φ[1](c) = 1, (5)
θ [1](c) = φ(c) = 0. (6)
If a is LC then θ, φ belong to L2w (a, c). In this case ψ1, ψ2 may be constructed by taking them equal to θ, φ,
respectively, near a and equal to 0 near b. If a is LP then for some real m, the linear combination ψa = θ + mφ
belongs to L2w(a, c). Similar comments hold for the endpoint b.
Lemma 5. If a and b are both LP, then
D = D0.
If a is LC and b is LP, then
D = D0 u span{ψ1, ψ2}.
If b is LC and a is LP, then
D = D0 u span{ψ3, ψ4}.
If a and b are both LC then
D = D0 u span{ψ1, ψ2, ψ3, ψ4},
where ψ1, ψ2, ψ3, ψ4 are as in Lemma 3.
Any self-adjoint realization L̂ of the formal operator ` in H is an extension of L0 (restriction of L): L0 ⊂ L̂ ⊂ L .
The domain of definition D̂ of such a realization is characterized by the existence of d functions ξ1, . . . , ξd (the list is
empty if d = 0) in D which are linearly independent modulo D0 and satisfy
[
ξi , ξ j
]b
a = 0 such that
D̂ = D0 u span{ξ1, . . . , ξd}.
Next we introduce the sesquilinear form
a (u, v) =
∫ b
a
pu′v′ + quv
and the associated boundary terms
{u, v} (x) = −u[1]v (x) , x ∈ I,
{u, v}ba = {u, v}
(
b+
)− {u, v} (a−)
whenever the implied limits exist. Note that
[u, v] (x) = {u, v} (x)− {v, u} (x) .
Also, for u, v ∈ D, a (u, v) exists and is finite if and only if {u, v}ba exists and is finite. Then
a (u, v) = 〈Lu, v〉 − {u, v}ba . (7)
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The following set is defined in connection with the form (1):
W = {u ∈ H : |a (u, u)| <∞} .
Note that the space W contains the space D′0. Hence, W is dense in H .
Assume that a (·, ·) is elliptic on W : For some µ > 0,
a (u, u) ≥ µ ‖u‖2 ∀u ∈ W. (8)
It follows from the Cauchy–Schwartz inequality that |a (u, v)| <∞ for all u, v ∈ W and, therefore, W is a subspace
of H . Obviously, W is the maximal subspace of H on which a (·, ·) can be defined. The W ellipticity of a (·, ·) means
that the mappings (u, v) 7→ a (u, v) and u 7→ √a (u, u) define an inner product and its corresponding norm on W
and that, equipped with this norm, W is continuously embedded in H . We observe that W is a Hilbert space in this
norm. Indeed, if we denote by W the closure of W in this norm, then the continuous embedding of W in H extends
to a continuous embedding of W in H . In other words, W is a subspace of H with a (u, u) < ∞ for all u ∈ W .
Therefore, W ⊆ W .
In what follows, we will denote the norm and inner product produced by a (·, ·) on W by ‖·‖W and 〈·, ·〉W ,
respectively.
3. Self-adjoint boundary conditions
In this section we characterize the self-adjoint extensions of L0 by their boundary conditions. For a given u ∈ D
we will use the notation
U (x) =
[
[u, θ] (x)
[u, φ] (x)
]
, x ∈ I
and U (a) (U (b)) to mean U
(
a+
)
(U
(
b−
)
). As mentioned in the preliminaries, for u, v ∈ D, [u, v] (a) and [u, v] (b)
are finite. Moreover, it was shown in [10] that the values of these brackets are arbitrary complex numbers and, given
any pair of complex numbers, one can find a pair of functions u, v ∈ D whose bracket values match the given complex
numbers. Therefore, naturally, when boundary conditions are to be considered for singular problems, these brackets
replace the ordinary function values typically considered in the regular case.
We first observe that, in the regular case (1/p, q, w are integrable on I ), the bracket boundary conditions are
equivalent to function value conditions. To see this let θ, φ be the solutions of (4)–(6). It is known that (see [16] page
54) D ⊂ AC (I ). The equation[
[u, θ] (a)
[u, φ] (a)
]
=
[
α
β
]
(9)
is equivalent to[
θ [1] (a) −θ (a)
φ[1] (a) −φ (a)
] [
u (a)
u[1] (a)
]
=
[
α
β
]
. (10)
On the other hand, the equations∫ x
c
`uvw dt = [u, v]xc +
∫ x
c
u`vw dt
and `θ (t) = `φ (t) = 0 imply that [θ, φ]xc = 0 for all x ∈ I . Therefore, [θ, φ] (x) = [θ, φ] (c) = −1. In particular,
we have [θ, φ] (a) = −1. This is precisely the determinant of system (10). In other words this system has a unique
solution. Thus assuming boundary conditions of the form (9) is equivalent to assuming classical boundary conditions.
The boundary conditions assumed by self-adjoint extensions of L0 will depend on the classification of each
endpoint. If d = 0 then each endpoint is LP. In this case L0 is self-adjoint and no boundary conditions are allowed. If
d = 1 then one endpoint is regular or LC and the other point is LP. Assume without loss of generality that a is regular
or LC and b is LP.
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Lemma 6. Assume that d = 1, a is regular or LC and b is LP. Let ψ1, ψ2 ∈ D be real-valued such that
[ψ1, ψ2] (a) = 1. A symmetric extension L̂ of L0 with domain D̂ is self-adjoint if and only if there exists a γ ∈ [0, pi)
such that
D̂ = {u ∈ D : CU (a) = 0} , (11)
where C = [cos γ sin γ ] and
U (a) =
[
[u, ψ1] (a)
[u, ψ2] (a)
]
.
Proof. See [8]. 
If d = 2 then both endpoints are either regular or LC. In this case we can find two real-valued functionsψ1, ψ2 ∈ D
such that [ψ1, ψ2] (a) 6= 0 and [ψ1, ψ2] (b) 6= 0 (e.g., we can take ψ1 = θ, ψ2 = φ). These two conditions imply that
ψ1, ψ2 are linearly independent modulo D0. Indeed if rψ1 + sψ2 ∈ D0, then
0 = [ψ1, rψ1 + sψ2] (a)
= r [ψ1, ψ1] (a)+ s [ψ1, ψ2] (a)
= s [ψ1, ψ2] (a) .
Thus s = 0. Also
0 = [ψ2, rψ1 + sψ2] (b)
= r [ψ2, ψ1] (b)
gives r = 0. Therefore, by replacing ψ1, ψ2 by appropriate linear combinations of them, if necessary, we may
normalize to [ψ1, ψ2] (a) = 1 = [ψ1, ψ2] (b).
Lemma 7. Assume that d = 2. Let ψ1, ψ2 ∈ D be real-valued such that [ψ1, ψ2] (a) = 1 = [ψ1, ψ2] (b). A
symmetric extension L̂ of L0 with domain D̂ is self-adjoint if and only if one of the following two conditions holds
1. (Separated boundary conditions.) There exist γ1, γ2 ∈ [0, 2pi) and r1, r2 ∈ [0, 1] such that
D̂ = {u ∈ D : CaU (a) = CbU (b) = 0} ,
where
U (a) =
[
[u, ψ1] (a)
[u, ψ2] (a)
]
, U (b) =
[
[u, ψ1] (b)
[u, ψ2] (b)
]
,
Ca =
[
r1eiγ1
√
1− r21
]
, Cb =
[
r2eiγ2
√
1− r22
]
.
2. (Coupled boundary conditions.) There exists a real 2× 2 matrix C with det C = 1 and a γ ∈ [0, 2pi) such that
D̂ =
{
u ∈ D : U (a) = eiγCU (b)
}
. (12)
Proof. See [21]. 
We remark that the functions ψ1, ψ2 are also known as the regularizing functions. We also remark that if either
endpoint is regular, then in the above two lemmas the boundary conditions stated in terms of the Lagrange brackets at
the endpoints can be replaced with boundary conditions stated in terms of the function values. See the discussion at
the beginning of this section.
4. Weak formulation
In this section we study the weak formulation of the direct problem `u = f in the space W together with the
self-adjoint operators induced by a (·, ·) in the space H .
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Proposition 8. D0 ⊆ W and, for all u ∈ D0 and v ∈ W, a (u, v) = 〈L0u, v〉. Consequently {u, v}ba = 0 for all
u, v ∈ D0.
Proof. Let u ∈ D0. Since L0 is the closure of the symmetric operator L ′0 we can find a sequence {un}∞n=1 in D′0 such
that un → u and L ′0un = L0un → L0u (both in H ). Then
|a (un − um, un − um)| = |〈L0 (un − um) , un − um〉|
≤ ‖L0 (un − um)‖ ‖un − um‖ .
From this it follows that {un}∞n=1 is a Cauchy sequence in W . Therefore, un → u in W . To show the second statement
let u ∈ D0, v ∈ W and let {un}∞n=1 be a sequence in D′0 such that un → u and L0un → L0u (both in H ). We argue
as before that un → u in W . Then
a (u, v) = lim a (un, v) = lim 〈L0un, v〉 = 〈L0u, v〉 .
Finally, if u, v ∈ D0 then
a (u, v) = 〈L0u, v〉 = 〈u, L0v〉 .
Hence {u, v}ba = 0 for all u, v ∈ D0. 
Observe that the above argument actually shows that D′0 is dense in D0 in the topology of W . Also the equation
a (u, v) = 〈L0u, v〉 for all u ∈ D0, v ∈ W means that, for a fixed u ∈ D0, a (u, ·) is continuous on D0 with respect
to the norm in H . This prompts us to define the set
D˜ = {u ∈ W : a (u, ·) is continuous on D0 with respect to the norm in H} . (13)
The next proposition establishes some properties of functions in D˜ and, in particular, the fact that for d ≥ 1, D˜ is
an essential extension of D0.
Proposition 9. Let D˜ be defined by (13). Then
1. D˜ ⊂ D and, for all u ∈ D˜ and v ∈ D0, {u, v}ba = {v, u}ba = 0,
2. for u ∈ D˜ and v ∈ W both {u, v} (a) and {u, v} (b) exist and are finite,
3. D˜ = {u ∈ D : {u, v}ba = 0∀v ∈ D0} and,
4. for d ≥ 1, there are d functions in D˜ that are linearly independent modulo D0.
Proof. To show 1, let u ∈ D˜. For any v ∈ D0, 〈u, L0v〉 = a (u, v) by Proposition 8. Since a (u, ·) is continuous
on D0 by the definition of D˜, the functional v 7−→ 〈u, L0v〉 is continuous on D0. Therefore, u ∈ D and
a (u, v) = 〈u, L0v〉 = 〈Lu, v〉. Thus {u, v}ba = {v, u}ba = 0 for all u ∈ D˜ and v ∈ D0.
To show 2, take x, y such that a < x < y < b. Then∫ y
x
pu′v′ + quv = −{u, v} (y)+ {u, v} (x)+
∫ y
x
`uvw.
Fixing x and taking the limit on both sides as y→ b−, we see that {u, v} (b) is finite. Similarly we see that {u, v} (a)
is finite.
To show 3, it suffices in light of property 1, to show that
{
u ∈ D : {u, v}ba = 0∀v ∈ D0
} ⊂ D˜. So let u ∈ D with
{u, v}ba = 0∀v ∈ D0. Then, for any v ∈ D0, 〈Lu, v〉 exists and by Eq. (7), since {u, v}ba = 0, a (u, v) exists and
a (u, v) = 〈Lu, v〉. From this we get that u ∈ D˜.
To show 4, notice that since d = dim (R (L0)⊥) = ker (L), we can choose d linearly independent functions
f1,. . . , fd ∈ ker (L). For k = 1, . . . , d the variational problem
a (u, v) = 〈 fk, v〉 ∀v ∈ W (14)
has a unique solution uk by the Lax–Milgram Lemma. These solutions are in D˜ but cannot be in D0 for otherwise,
using Proposition 8, we can show that L0uk = fk which contradicts the choice of fk . The linear independence of
f1, . . . , fd and their orthogonality to R (L0) imply that u1, . . . , ud are linearly independent modulo D0. 
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Proposition 10. Let uk ∈ D˜ be the solution of Lu = fk, k = 1, . . . , d where the functions f1, . . . , fd ∈ ker (L) are
linearly independent. Then
{
ui , u j
}b
a = 0, i, j = 1, . . . , d.
Proof. Since ui ∈ D, i = 1,. . . , d ,
〈Lui , v〉 = a (ui , v) = 〈 fi , v〉
for any v ∈ D′0. Hence, Lui = fi . Now, for all v ∈ W ,
〈Lui , v〉 = 〈 fi , v〉 = a (ui , v) .
Therefore, {ui , v}ba = 0. In particular,
{
ui , u j
}b
a = 0, i, j = 1, . . . , d. 
Corollary 11. Let u1, . . . , ud be as in the previous proposition. Define the domain
D1 = D0 u span {u1, . . . , ud} .
Then D1 is the domain of definition of a self-adjoint extension L1 of L0.
Proof. Since
〈Lu, v〉 = a (u, v) = 〈u, Lv〉 ∀u, v ∈ D1,
the restriction of L to D1 is symmetric. Since D1 is a d-dimensional extension of D0, it follows from the
characterizations of the domains of self-adjoint extensions of L0 (restrictions of L) given in Naimark [16] that this
restriction is self-adjoint. 
Definition 12. Self-adjoint extensions of L0 corresponding to the various choices of the functions u1,. . . , ud ∈ D˜
which are linearly independent modulo D0 and satisfy the boundary conditions
{
ui , u j
}b
a = 0, i, j = 1, . . . , d will
be called type I operators.
It should be noted here that not all self-adjoint extensions of L0 are type I operators. For example, consider the
expression `u = −u′′+u defined on the interval I = (0, 1). The boundary conditions u (0)+u′ (0) = u (1)+u′ (1) =
0 give rise to a self-adjoint extension L̂ of L0 in the space L2 (I ). The function u (x) = −3x3 + 4x2 is in the domain
of this operator but {u, u}10 6= 0. We would like to comment also about type I operators and the Friedrichs extension [5,
17]. In the regular case, it is known that the latter one satisfies Dirichlet boundary conditions while type I operators
satisfy more general (separated as well as nonseparated) boundary conditions. Hence, the Friedrichs extension is a
type I operator. In the singular case, the domain DF of the Friedrichs extension is characterized by the Lagrange
boundary conditions [u, v]ba = 0 for all u, v ∈ DF . Since the Friedrichs extension and type I operators are defined by
the same sesquilinear form, we have a sharper condition {u, v}ba = 0 for all u, v ∈ DF .
Given a type I operator L1 with domain D1 we will call the subspace
W1 =
{
u ∈ W : {z, u}ba = 0 ∀z ∈ D1
}
(15)
the associated subspace. It immediately follows from the definition of W1 that
a (u, v) = 〈L1u, v〉 ∀u ∈ D1, v ∈ W1. (16)
The converse of this statement is also true, namely, for a given f ∈ H , the statement
u ∈ W1 and a (u, v) = 〈 f, v〉 ∀v ∈ W1
implies that u ∈ D1 and L1u = f . Indeed, for any for v ∈ D1
〈u, L1v〉 = a (u, v) = 〈 f, v〉 .
It follows that the functional v 7→ 〈u, L1v〉 is continuous on D1. Hence u ∈ D
(
L∗1
) = D1 and L1u = f . The
following proposition gives two important properties of W1.
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Proposition 13. Suppose L1 is a type I operator with domain D1 and associated subspace W1. Then W1 is a closed
subspace of W and D1 is dense in W1 in the topology of W .
Proof. Let {vn}∞n=1 be a sequence in W1 such that vn → v in W (and in H ). For any z ∈ D1 we have
a (v, z) = lim a (vn, z) = lim 〈vn, L1z〉 = 〈v, L1z〉 .
Hence {z, v}ba = 0. Thus v ∈ W1. To prove the density statement assume that u ∈ W1 is orthogonal to D1. Then, for
any v ∈ D1, a (u, v) = 0. Therefore,
〈u, L1v〉 = a (u, v) = 0 ∀v ∈ D1.
Thus u is orthogonal to the range of L1 and, hence u ∈ ker L1 as L1 is self-adjoint. But since L1 is one-to-one (by
(8)), we get that u = 0. 
We have thus proven the following theorem.
Theorem 14. Suppose L1 is a type I operator with domain D1 and associated subspace W1. The following statements
are equivalent for a given f ∈ H.
1. u ∈ D1 and
L1u = f.
2. u ∈ W1 and
a (u, v) = 〈 f, v〉 ∀v ∈ W1. (V)
A special case of Theorem 14, which is of particular interest to us is when f ∈ R0, the range of L0. In this case we
can state the following corollary.
Corollary 15. Let f ∈ R0. The following are equivalent.
1. u ∈ D0 and L0u = f .
2. u ∈ W1 and a (u, v) = 〈 f, v〉 ∀v ∈ W1.
We close this section with a remark on the ellipticity condition (8). This condition is weaker than assuming that
a given self-adjoint extension of L0 is positive definite. For example, consider the expression `u = −u′′ + u on
(0, pi). The corresponding sesquilinear form is positive definite and the corresponding minimal operator L0 has no
eigenvalues. It is known, however, (see, for example, [9]) that given any real number λ0, there exists a self-adjoint
extension L̂ of L0 for which λ0 is an eigenvalue.
5. The basis functions
We construct a sequence of basis functions which will be suitable for implementing the finite element-Galerkin
method. Let {aN } , {bN } be two monotonic sequences such that aN ↘ a and bN ↗ b. It is to be understood that if a
(b) is regular and finite then it is included in the interval I and aN = a (bN = b). For n = 2, 3, . . ., let
hn,N = bN − aNn .
The interval IN = [aN , bN ] is divided into n equal subintervals at the nodes
ti,n,N = aN + ihn,N , i = 1, 2, . . . , n − 1.
The function ηi,n,N defined by
ηi,n,N (t) = max
{
1− h−1n,N
∣∣t − ti,n,N ∣∣ , 0} , t ∈ I
has the following familiar properties:
1. ηi,n,N is absolutely continuous and piecewise linear.
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2. ηi,n,N
(
t j,n,N
) = δi j .
3. supp ηi,n,N =
[
ti−1,n,N , ti+1,n,N
] ⊆ IN ⊆ I .
Proposition 16. Let V be the subspace of W of functions with compact support in I, then ηi,n,N ∈ V for all
N = 1, 2, . . . , n = 2, 3, . . . , i = 1, 2, . . . , n − 1.
Proof. Since w is locally integrable, for any compact subinterval [α, β] ⊂ I and any k ≥ 0, ∫ βα tkw (t) dt < ∞.
Therefore, ηi,n,N ∈ H . Also since ηi,n,N is absolutely continuous,it has an integrable derivative and compact support
in I , then ηi,n,N ∈ V . 
Let {wk}∞k=1 be a remuneration of the set{
ηi,n,N : i = 1, 2, . . . , n − 1, n = 2, 3, . . . , N = 1, 2, . . .
}
.
and let Vm = span {w1, w2, . . . , wm} ,m = 1, 2, . . .. It follows from the above proposition that, for all m, Vm ⊂ W .
Define the dense subspace S of H by
S =
∞⋃
m=1
Vm .
Notice that if the end point a (b) is regular and finite then for any v ∈ S, v (a) = 0 (v (b) = 0); furthermore, for any
z ∈ D1, z (a) and z[1] (a) (z (b) and z[1] (b)) exist and are finite because this is true [16] about any function in D.
Proposition 17. Suppose L1 is a type I operator with domain D1 and associated subspace W1. If the function p is
essentially locally bounded and 1/p is locally square integrable then the space S is dense in W1.
Proof. Define the subspace
W2 =
{
u ∈ W1 : {u, z}ba = 0 ∀z ∈ D1
}
. (17)
Observe that W2 is dense in W1 since D1 ⊂ W2 ⊂ W1. Therefore, it suffices to show that S is dense in W2. It follows
from (15), (17) and the observations prior to this proposition that S ⊂ W2. Now suppose u ∈ W2 is orthogonal to S in
the topology of W . Then for any v ∈ S,
a (u, v) = 0. (18)
We claim that Eq. (18) is true also for any v ∈ D0. Since D′0 is dense in D0 in the topology of W , given v ∈ D0
we can choose a v1 ∈ D′0 such that ‖v − v1‖W < ε. We proceed to show that we can choose a v2 ∈ S such that
‖v2 − v1‖W < ε. Let supp (v1) = [α, β] ⊂ (a, b). First, observe that v1 ∈ H10 [α, β]. To see this we observe first that
v1 is absolutely continuous on [α, β]. Then, because of the local square integrability of 1/p, we have∫ β
α
(
v′1
)2 = ∫ β
α
1
p2
(
pv′1
)2 ≤ ∥∥∥(pv′1)2∥∥∥∞
∫ β
α
1
p2
.
Since S|(α,β) is dense in H10 [α, β] (see, e.g. [1,3]), we can choose a function ξ ∈ S with support in (α, β) such that∫ β
α
(
v′1 − ξ ′
)2
< ε2.
Then
|(v1 − ξ) (x)| =
∫ x
α
(
v′1 − ξ ′
) ≤ √β − α
√∫ β
α
(
v′1 − ξ ′
)2
< ε
√
β − α.
Thus, using the local boundedness of p and the local integrability of q , we get∫ β
α
p
(
v′1 − ξ ′
)2 + q (v1 − ξ)2 ≤ ε2 (‖p‖∞,[α,β] + (β − α) ∫ β
α
|q|
)
.
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Thus we may choose a v2 ∈ S such that ‖v2 − v1‖W < ε..
Hence, ‖v − v2‖W < 2ε and
|a (u, v)| = |a (u, v − v2)| ≤ 2ε ‖u‖W .
The claim follows since ε is arbitrary. It follows from Eq. (18) that v 7→ a (u, v) is continuous on D0. Hence,
u ∈ D˜ ⊂ D. Furthermore, since u ∈ W2, {z, u}ba = {u, z}ba = 0 ∀z ∈ D1. Then [u, z]ba = 0 ∀z ∈ D1. It follows from
the characterization of the domains of self-adjoint extensions of L0 in [16] that u ∈ D1. Now since
a (u, v) = 〈L1u, v〉
for all v ∈ D0 and since D0 is dense in H, L1u = 0 and thus u = 0. 
6. The Galerkin method for type I operators
Let f ∈ H . The discrete counterpart of Problem (V) reads: Find um ∈ Vm such that
a (um, v) = 〈 f, v〉 ∀v ∈ Vm . (Vm)
The following lemma is standard (see, e.g., [1]).
Lemma 18. Problem (Vm) has a unique solution um ∈ Vm .
Theorem 19. The sequence {um} of solutions of (Vm) converges to u (the solution of (V)) in the norm of W .
Proof. The proof is a simple adaptation of Cea’s Lemma to this setting. By (V) and (Vm)
a (u − um, v) = 0 ∀v ∈ Vm .
Consequently, for any v ∈ Vm ,
a (u − um, u − um) = a (u − um, u − v) ≤
√
a (u − um, u − um)
√
a (u − v, u − v)
which implies√
a (u − um, u − um) ≤ inf
v∈Vm
√
a (u − v, u − v)
and the latter term tends to 0 as m →∞ as a consequence of Proposition 17. 
The above theorem and (8) give the following corollary.
Corollary 20. The sequence {um} converges to u in H.
7. The Galerkin method for arbitrary self-adjoint operators
In this section we are given an arbitrary self-adjoint extension L̂ of L0 and are interested in how to implement the
finite element-Galerkin method of Section 6 to solve approximately the equation
L̂u = f. (19)
In the case d = 0, L̂ = L0 and no further consideration is needed. Thus we need only consider the case d > 0
here. For existence as well as uniqueness of the solution for (19) we assume throughout this section that 0 is not an
eigenvalue of L̂ . The equation
Lu = 0
has d solutions u1, . . . , ud ∈ D which are linearly independent modulo D0.
Construct the functions ψ1, . . . , ψ2d in D such that, for i = 1, . . . , d, ψi = ui near a, ψi = 0 near b, ψd+i = ui
near b andψd+i = 0 near a (see Section 2). Using the boundary condition characterization of L̂ discussed in Section 3,
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we can construct d functions ϕ1, . . . , ϕd such that D̂ = D0 u span {ϕ1, . . . , ϕd}. For example, if d = 2 and L̂ is
characterized by coupled boundary conditions as in Lemma 7, then, writing
ϕ1 =
4∑
i=1
αiψi , ϕ2 =
4∑
i=1
βiψi ,
we have
Φ j (a) = eiγCΦ j (b) , j = 1, 2,
where
Φ j (a) =
[[
ϕ j , ψ1
]
(a)[
ϕ j , ψ2
]
(a)
]
, Φ j (b) =
[[
ϕ j , ψ1
]
(b)[
ϕ j , ψ2
]
(b)
]
.
Substituting the expressions for ϕ1, ϕ2 we obtain (assuming that [u1, u2] (a) = [u1, u2] (b) = 1)[−α2
α1
]
= eiγC
[−α4
α3
]
and a similar equation for the β’s. Thus taking two linearly independent vectors
[−α4
α3
]
,
[−β4
β3
]
, ϕ1, ϕ2 are determined.
Next, the solution u of (19) can be uniquely written in the form
u = u0 + r1ϕ1 + · · · + rdϕd
with u0 ∈ D0. Thus,
L̂u = L0u0 + r1 L̂ϕ1 + · · · + rd L̂ϕd = f. (20)
Denoting by P the orthogonal projection onto ker L = R⊥0 , and applying P to the above equation we get
P
(
r1 L̂ϕ1 + · · · + rd L̂ϕd
) = P f. (21)
Notice that P is given by
〈Pv, ui 〉 = 〈v, ui 〉 , i = 1, . . . , d.
Therefore, r1, . . . , rd can be determined by taking the inner product with ui , i = 1, . . . , d on both sides of (21) and
solving the system
〈
L̂ϕ1, u1
〉 · · · 〈L̂ϕ1, ud 〉
...
. . .
...〈
L̂ϕd , u1
〉 · · · 〈L̂ϕd , ud 〉

r1...
rd
 =
〈 f, u1〉...
〈 f, ud〉
 . (22)
The following lemma tells us that this system is solvable.
Lemma 21. The matrix of coefficients of the system (22) is nonsingular.
Proof. Suppose not. Then a non-trivial linear combination of the rows is zero:
d∑
i=1
αi
〈
L̂ϕi , u j
〉 = 0, j = 1, . . . , d.
Let v =∑di=1 αiϕi . Then〈
L̂v, u j
〉 = 0, j = 1, . . . , d.
Therefore, L̂v ∈ R0. Since L̂ is invertible by assumption, α1ϕ1 + · · · + αdϕd ∈ D0. This contradicts the linear
independence of ϕ1, . . . , ϕd modulo D0. 
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Hence, Eq. (20) can be rewritten as
L0u0 = f − r1 L̂ϕ1 − · · · − rd L̂ϕd := f0. (23)
Observe that, the solution of Eq. (23) can be obtained by solving the equation
L1u = f0
where L1 is any type I extension of L0. This can be seen as follows. Let v be a solution of the above equation. Then,
since L1 is an extension of L0,
L1v = f0 = L0u0 = L1u0.
Since L1 is one-to-one, u0 = v. It follows from this discussion and Theorem 19 that u0 can be approximated in the
norm of W by elements of S.
The finite element-Galerkin method can now be used as in Section 6 to compute u0. The algorithm discussed above
can be summarized as follows.
1. Start with d linearly independent functions u1, . . . , ud in the kernel of L .
2. Construct the functions ψ1, . . . , ψ2d .
3. Given a self-adjoint extension L̂ of L0, construct functions ϕ1, . . . , ϕd that characterize its domain.
4. Solve Eq. (22) to find r1, . . . , rd .
5. Solve approximately Eq. (23) by the finite element method to find u0.
6. Build the solution u = u0 + r1ϕ1 + · · · + rdϕd of (19).
We next show how the functions u1, . . . , ud in step 1 can be approximated (if not already known) with the help of
an arbitrary type I operator L1 with domain D1. The theoretical basis is as follows. Start with d regularizing functions
v1, . . . , vd ∈ D which are linearly independent modulo D0. Such functions are mostly found by inspection. From
these functions we construct ψ1, . . . , ψ2d as explained in Section 2. Since D1 is a d-dimensional extension of D0, the
set ψ1, . . . , ψ2d can be replaced by a set ϕ1, . . . , ϕ2d of linear combinations of them such that ϕ1, . . . , ϕd ∈ D1 and
ϕd+1, . . . , ϕ2d are linearly independent modulo D1. The functions u1, . . . , ud are found as
ui = ξi − ϕd+i , i = 1, . . . , d,
where ξi is the unique solution in D1 of the equation
L1u = Lϕd+i , i = 1, . . . , d. (24)
(By Theorem 19 the solution ξi can be approximated in the norm of W by elements of S.) Clearly, Lui = 0, i =
1, . . . , d. Furthermore, u1, . . . , ud are linearly independent modulo D1 and, consequently, modulo D0. We can then
use the finite element-Galerkin method of Section 6 to approximate the unique solution(s) of the equation(s) (24).
An alternative algorithm which avoids computing a function u0 ∈ D0 but still uses an arbitrary type I operator L1
with domain D1 can be derived as follows. Begin by finding a particular solution u p ∈ D1 for the equation
L1u = f. (25)
(By Theorem 19 the solution u p can be approximated in the norm of W by elements of S.) Now the solution û of (19)
can be written as
û = u p + r1u1 + · · · + rdud
and it remains to determine r1, . . . , rd . This can be done by applying the boundary conditions characterizing L̂ . For
example, if d = 2 and D̂ is described by coupled boundary conditions of the form
Û (a) = CÛ (b) ,
then r1, r2 satisfy the system[
[U1 (a)− CU1(b)] [U2 (a)− CU2(b)]
] [r1
r2
]
= CUp (b)−Up (a) . (26)
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Lemma 22. System (26) determines r1 and r2 uniquely.
Proof. We need to establish that the matrix of coefficients of the system (26) is nonsingular. If this were not the case
then there would exist a scalar m such that
U1 (b)− CU1 (a) = m (U2 (b)− CU2 (a)) .
Rearranging, we get
U1 (b)− mU2 (b) = C (U1 (a)− mU2 (a)) .
Therefore, u1 − mu2 ∈ D̂. Then L̂ (u1 − mu2) = L (u1 − mu2) = 0. This contradicts the invertibility assumption of
L̂ . 
Again the solution of (25) can be approximated by the finite element-Galerkin method of Section 6.
The alternative algorithm for computing the solution of (19) can now be summarized as follows.
1. If a basis u1, . . . , ud of ker L is known skip to step 6, otherwise, start with any functions v1, . . . , vd ∈ D which
are linearly independent modulo D0.
2. From these construct the functions ψ1, . . . , ψ2d .
3. From these construct the functions ϕ1, . . . , ϕ2d .
4. Solve the equation(s) (24) by the finite element method to approximate ξi , i = 1, . . . , d .
5. Set ui = ξi − ϕd+i , i = 1, . . . , d .
6. Solve Eq. (25) by the finite element method to approximate u p.
7. Compute r1, . . . , rd from the boundary condition characterization of L̂ .
8. Build the solution u = u p + r1u1 + · · · + rdud of (19).
8. Numerical examples
In this section we give some numerical examples to illustrate the foregoing discussion and assess the numerical
accuracy of the method. Before going into the examples we give some details about some numerical considerations
and constructions.
We begin with the construction of the functions ψ1, . . . , ψ2d . Let us assume that we have a function u ∈ D from
which we want to construct a function ψ ∈ D which equals u near a and 0 near b. The most general way to construct
such a function is to take a suitable interval [α, β] ⊂ I and solve the initial value problem
`y = f ;
y (α) = u (α) , y[1] (α) = u[1] (α) ,
where f can be taken as a linear combination of the functions θ, φ of Section 2. This linear combination can be
adjusted such that the solution y satisfies the conditions y (β) = y[1] (β) = 0. ψ is then taken to be u on (a, α] , y on
[α, β] and 0 on [β, b). See [10,16,20] for more details. Alternatively, and this is the approach we took, if the coefficient
function p is C1 on an interval [α, β] ⊂ I and p (α) 6= 0, then we construct a third degree polynomial τ satisfying
the four conditions τ (α) = u (α) , τ ′ (α) = u′ (α) , τ (β) = τ ′ (β) = 0 and define ψ to be u on (a, α] , τ on [α, β]
and 0 on [β, b).
Second, the integrals needed in (22) are computed by using the trapezoidal rule (on a finite interval). The trapezoidal
rule is enough since it is O
(
h2
)
and we know that the finite element method with piecewise linear basis functions is
O
(
h2
)
for regular problems.
Third, the derivatives needed to evaluate the expression ` are computed by a central difference method which is
also O
(
h2
)
in the regular case.
Finally, the solution of the resulting linear tridiagonal system was found by using the MATLAB backward slash
operator, which utilizes the LU factorization approach.
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Fig. 1. Some results for Example 1: (a) ψ1(−), ψ2(−·); (b) Lψ1, Lψ2; (c) f − r Lϕ; (d) the computed solution u0, and (e) the computed solution
u (f) The pointwise errors.
Example 1. In this example we consider the Cauchy–Euler operator `u = (−x2u′)′ + 6u on the interval I = (0, 1).
The equation `u = 0 has the two solutions θ = x2, φ = − 15 x−3 (taken so that [θ, φ] = 1). 0 is an LP and 1 is a
regular point. Thus d = 1. We considered the problem
L̂u = 56x−1/3,
where L̂ is the self-adjoint operator determined by the boundary conditions (11) (here a and b are exchanged) with
tan γ = − 15 . This value of γ was chosen so that u = 9x−1/3 is the solution of the above equation. We ran the program
with aN = .001, bN = 1 and n = 1000. A discretized form of the H norm of the difference between the computed
and exact solutions was computed. The relative error in this case came out to be 1.3% over the whole interval. On the
subinterval [.01, 1], however, the relative error is only 0.6%. The difference is attributed to the fact that the solution u
is infinite at 0. Fig. 1 shows some results for this example. Notice that the computed solution u0 (figure (d)) satisfies
the boundary conditions u (1) = u[1] (1) = 0 at the regular endpoint. The boundary condition (u[1]u) (0) = 0 at the
singular endpoint is not immediately evident from the graph. It was verified computationally by comparing the values
of the numerical approximations of the quantity
(
u[1]u
)
(x) with the true value −3x1/3 near zero. This can also be
inferred from the graph since u0 and the solution u are identical near a and the computed solution is close to u.
Example 2. In this example we consider again the Cauchy–Euler operator of Example 1 on the interval (0,∞). In
this case both endpoints are LP (d = 0). Therefore, the only self-adjoint operator in this case is L0 itself. The function
u = 1
(1+x) is the solution for the equation L0u = f , where f =
(
6x2 + 14x + 6) / (1+ x)3. We ran the program with
aN = .01, bN = 100, 200, 300 and n = 1000, 2000, 3000, respectively. The L2 relative error reduced from about 6%
for the first case to a little less than 4% in the last case. Fig. 2 shows the computed solution and the pointwise errors
for the last case in the interval [.01, 10].
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Fig. 2. Output for Example 2. (a) the computed solution, (b) the pointwise errors.
Fig. 3. The functions ψ1 − ψ4 (left column) and their images under L (right column).
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Fig. 4. Outputs for Example 3: (a) the functions u1 (dashed), u2 (solid);. (b) the function u p ; (c) pointwise errors.
Example 3. In this example we consider the Legendre operator `u = − ((1− t2) u′)′ + 14 u on the interval (−1, 1).
The two functions v1 = σ log (1+ t) , v2 = σ log (1− t), where σ = (2 log 2)−1/2 are in D and are linearly
independent modulo D0 but they are not solutions of Lu = 0. Both endpoints are LC, therefore, d = 2. The
function u = t log (1− t2) is the solution of (19), where f = 94 log (1− t2) + 6t2 and the domain of L̂ is
determined by the coupled boundary conditions U (a) = −U (b). We ran the second algorithm for this problem
with aN = −.999, bN = .999, n = 2000. We obtained a relative L2 error of about 4.6% on the whole interval. The
error is about 2.3% on the interval [−0.9, 0.9]. Fig. 3 shows the functions ψ1 − ψ4 and their images under L for this
example.
In this example, the functions ψ1, ψ2 ∈ D1 while ψ1, ψ2 are linearly independent modulo D0. The next figure,
Fig. 4 shows the functions u1, u2, the particular solution u p and the pointwise errors.
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