SUMMARY Perceptually optimized missing texture reconstruction via neighboring embedding (NE) is presented in this paper. The proposed method adopts the structural similarity (SSIM) index as a measure for representing texture reconstruction performance of missing areas. This provides a solution to the problem of previously reported methods not being able to perform perceptually optimized reconstruction. Furthermore, in the proposed method, a new scheme for selection of the known nearest neighbor patches for reconstruction of target patches including missing areas is introduced. Specifically, by monitoring the SSIM index observed by the proposed NE-based reconstruction algorithm, selection of known patches optimal for the reconstruction becomes feasible even if target patches include missing pixels. The above novel approaches enable successful reconstruction of missing areas. Experimental results show improvement of the proposed method over previously reported methods.
Introduction
Missing area reconstruction has been intensively studied since it can afford a number of fundamental applications. For example, missing area reconstruction can be applied to restoration of old films corrupted by blotches and scratches, removal of unnecessary objects and error concealment that recovers missing blocks in videos transmitted in error-prone environments. As shown in [1] , most previous works can be broadly categorized into two groups that aim at successful recovery of two important visual components, i.e., structure reconstruction approaches [2] - [5] and texture reconstruction approaches [6] - [26] . It should be noted that structure components correspond to edges included within images. In this paper, we focus on accurate reconstruction of missing textures and show its details.
In the field of missing texture reconstruction, Efros et al. proposed a pioneering method that uses texture synthesis for the recovery of missing textures [6] . This method is based on the Markov random field model, and missing intensity estimation becomes feasible by copying known pixels within a target image to missing pixels. Recently, Drori et al. and Criminisi et al. have proposed a fragment-based reconstruction method [7] and an exemplar-based reconstruction method [8] , [9] , respectively. The method in [8] , [9] has become a benchmarking method in the field of missing texture reconstruction, and faster versions have also been proposed by many researchers [10] , [11] . In these previously reported methods, since a target patch whose textures are unknown is approximated by only one known patch, it becomes difficult to perform accurate texture representation when these textures include some changes within the target image. Several reconstruction methods that approximate each local patch within a target image by low-dimensional subspaces have been proposed to improve the texture representation performance. From the characteristic that missing area reconstruction is one of the ill-posed inverse problems, the derivation of its solution becomes feasible on the basis of approximation using such low-dimensional subspaces. Therefore, the reconstruction performance depends on multivariate analysis algorithms adopted for obtaining these low-dimensional subspaces. A successful PCA-based method for reconstruction of missing areas based on the eigenspace of known patches was proposed [12] . Nonlinearly extended versions of that method using kernel PCA [27] have also been proposed [13] , [14] , and they include adaptive selection of optimal nonlinear eigenspaces. Furthermore, sparse representation-based image restoration has been intensively studied by many researchers [28] , [29] . Based on the selection of optimal signal-atoms, adaptive generation of optimal subspaces becomes feasible and, thus, many missing area reconstruction methods based on sparse representation have been proposed [15] - [19] . Recently, several reconstruction methods that adopt the concept of neighboring embedding (NE) algorithms have also been proposed [20] , [21] . These methods focus on the characteristic that target patches including missing areas can be linearly presented by their known nearest neighbor patches, and reconstruction is performed on the basis of non-negative matrix factorization (NMF) [30] and locally linear embedding (LLE) [31] using the selected nearest neighbors. In this paper, the nearest neighbors represent patches similar to target patches including missing areas. It should be noted that these similar known patches are not always close to the target patches spatially.
In previously reported methods, the representation of target patches including missing areas is performed on the basis of minimization of their approximation errors. Since the mean square error (MSE) is one of the simplest metrics that can be used as quality measures, it has been adopted to monitor the approximation error. However, it is known that the MSE and its variants tend not to reflect perceptual qualities [32] , [33] , and their use for image restoration is not alCopyright c 2015 The Institute of Electronics, Information and Communication Engineers ways suitable. In particular, when the MSE is applied to reconstruction of missing textures, the obtained results suffer from some degradations such as over-smoothness since textures contain more high-frequency components than those in other regions. Another important point should also be noted. The previously reported methods perform the representation of target patches including missing areas by using several bases, which span low-dimensional subspaces. In most methods, these bases are selected by only monitoring differences or similarities in the other known areas within target patches. However, the use of only these known areas does not always provide the optimal ones for the following reconstruction procedures since the criterion for selection is independent of the reconstruction procedures.
In this paper, we present a perceptually optimized missing texture reconstruction method using an NE algorithm. Recently, many image quality assessment algorithms have been proposed [33] - [35] , and the structural similarity (SSIM) index is a representative measure [35] . Due to its superiority to the MSE and its variants, this measure is widely used for several kinds of applications [24] , [36] . Therefore, the proposed method tries to perform missing texture reconstruction on the basis of the SSIM-based NE algorithm, for which we adopt an LLE-based algorithm. As described above, there have been proposed many missing texture reconstruction methods based on various kinds of multivariate analysis techniques. Specifically, these methods perform dimensionality reduction using the multivariate analysis such as PCA and sparse representation to obtain a unique solution to the ill-posed problem estimating unknown image data via the approximation in the low-dimensional subspaces. In addition, it is known that nonlinear image representation is more suitable for approximating visual features compared to linear representation [13] , [14] , [27] . Thus, the approximation based on nonlinear multivariate analysis, i.e., kernel methods is desirable for our problem. Unfortunately, since it is not easy to perform nonlinear multivariate analysis whose object function is the SSIM, the calculation of its subspace is difficult. On the other hand, it has been reported in [31] that NE-based approaches enable linear representation in limited narrow ranges even if manifolds embedded in highdimensional space have nonlinear structures. Therefore, the proposed method adopts the NE-based approach for realizing successful approximation in the low-dimensional subspace which focuses on this characteristic.
Furthermore, in our SSIM-based NE algorithm, a new scheme for selection of the known nearest neighbor patches, i.e., the known similar patches, is introduced by monitoring the SSIM index observed through the reconstruction algorithm. Since this SSIM-based criterion corresponds to the reconstruction performance observed from the other known areas within the target patch, the conventional problem of not being able to perform optimal basis selection closely related to the reconstruction procedures can be effectively solved. Consequently, based on the above non-conventional approaches, successful reconstruction of missing textures can be expected by the proposed method. The proposed method can be also regarded as an improved version of the NE-based method [20] , [21] by introducing the new image quality measure and the new nearest neighbor selection scheme.
It should be noted that several researchers and we have previously proposed missing texture reconstruction methods using the SSIM index [22] - [26] . In these methods, references [23] and [26] are PCA-based methods, and references [24] and [25] are sparse representation-based methods, where the quality measure of these methods is the SSIM. As described above, it is desirable that visual features are represented nonlinearly. Therefore, different from the above four methods, our method introduces the NE-based approach. Since the method in [22] performs linear approximation of target patches by using their neighboring similar patches, it corresponds to the most similar method to our method. However, this method monitors SSIM-based approximation performance only in known areas of the target patch, and the second problem of the previously reported methods cannot be solved. In this way, the proposed method is different from the previously reported SSIM-based methods in terms of the above points.
This paper is organized as follows. In Sect. 2, the definition of the SSIM index and its characteristics are shown as preliminaries. In Sect. 3, the new missing texture reconstruction method using the SSIM-based NE algorithm is presented. Then, in Sect. 4, the effectiveness of the proposed method is verified from several experimental results. Finally, conclusions are shown in Sect. 5.
Structural Similarity Index
Details of the SSIM index [35] are shown in this section. The SSIM index is a similarity measure between two signal vectors x 1 and x 2 (∈ R n ), and its definition is shown as follows:
where the first two terms l(x 1 , x 2 ) and c(x 1 , x 2 ) in Eq. (1) respectively compare the mean and variance of the two signal vectors x 1 and x 2 . Furthermore, s(x 1 , x 2 ) is the structural correlation between these two vectors. Specifically, the three terms in Eq. (1) are respectively calculated as
c(
In the above equations, μ x i and σ
are the mean and variance of x i , and σ x 1 ,x 2 is the cross covariance between the two vectors. The constants C 1 , C 2 and C 3 are necessary for avoiding instability when the denominators are very close to zero. The parameters α > 0, β > 0 and γ > 0 determine the relative importance of the three components in Eq. (1) . By setting the parameters as α = β = γ = 1 and
2 , a simplified formulation of the SSIM index can be obtained as
It is shown in [33] , [35] that the SSIM index is superior to the MSE and its variants. Since the MSE tends to monitor the difference between low-frequency components, reconstruction based on the MSE outputs results suffering from over-smoothness. On the other hand, since the SSIM index, which is derived on the basis of the human visual system, monitors the contrast of the target image, it is a better quality measure. Therefore, it can be expected that the use of this similarity measure provides successful reconstruction of missing textures.
Missing Texture Reconstruction via the SSIM-based NE Algorithm
A missing texture reconstruction method using the SSIMbased NE algorithm is presented in this section. In our method, we clip a patch f (w × h = N pixels) including missing areas from the target image and estimate its missing intensities from the other known areas. For the following explanation, we respectively denote missing and known areas within the target patch f as Ω andΩ, respectively. Furthermore, two vectors, whose elements are intensities within f andΩ, are defined as y (∈ R N ) and yΩ (∈ R NΩ ), respectively, where NΩ is the number of pixels included in the areaΩ.
In order to realize missing texture reconstruction using the SSIM-based NE algorithm, the proposed method must select optimal known patches suitable for representing the target patch f . It should be noted that the optimal patches correspond to the nearest neighbors of the target patch f , and these neighbors must be determined according to the proposed NE-based reconstruction algorithm. The algorithm for selection of optimal known nearest neighbors is shown in 3.1, and the SSIM-based NE reconstruction algorithm is presented in 3.2.
Algorithm for Selection of Optimal Known Nearest Neighbors
The algorithm for selection of optimal known nearest neighbors suitable for representing the target patch f is shown in this subsection. In the proposed method, we first clip known patches f i (i = 1, 2, · · · , L), the size of which is the same as f , in a fixed interval and define their intensity vectors x i (∈ R N ). From L patches, we select K known nearest neighbor patches suitable for reconstructing the target patch f .
In the following subsection, the target patch f is represented by a linear combination of the selected nearest neighbor patches maximizing the SSIM index. Therefore, the proposed method searches K patches providing the optimal linear combination. It should be noted that simultaneous selection of these K patches is an NP-hard problem. Therefore, we adopt the simplest algorithm which is similar to several matching pursuit algorithms [37] , [38] to select the optimal patches one-by-one. In the rest of this subsection, the details of kth (k = 1, 2, · · · , K) optimal known patch selection are shown.
In kth optimal patch selection, we perform approximation of y as follows:
where
and
i is the coefficient vector for representing y. As shown in the above equations, the proposed method selects the optimal one from x i (i = 1, 2, · · · , L) in kth iteration. Specifically, we solve the following maximization problem: (9) where y (k) i corresponds to an estimation result of y, M (∈ R NΩ×N ) is a binary matrix extracting only known intensities from the target patch f , 1 k (∈ R k ) is a vector whose elements are all one, and vector/matrix transpose is represented by the superscript . The proposed method performs optimization of Eq. (9) and selects the optimal nearest neighbor vector
is obtained according to Eq. (5), and it can be regarded as a function of y (k) i and a (k) i as follows:
The proposed method estimates the optimal vectorâ
i by simply applying the constrained cyclic coordinate ascent algorithm to Eq. (9) . Although the cyclic coordinate ascent algorithm does not necessarily provide the global optimal solution in Eq. (9), we adopt it for reducing the complexity. By iterating the above procedures K times, we can select the K nearest neighbor patches based on the SSIM index. We denote K vectors of the patches selected from
It is shown in [19] that the nearest neighbors obtained by monitoring only differences of intensities in the known areasΩ tend not to find the true nearest neighbors optimal for reconstruction. This means that the nearest neighbors selected from only the known information may not be optimal for reconstruction of the target missing areas. Furthermore, it is also shown in [19] that by monitoring the errors caused in the reconstruction, better nearest neighbors can be selected. Therefore, by introducing this idea into the SSIMbased reconstruction method, the proposed method enables selection of the nearest neighbor patches suitable for the target patch f .
Reconstruction Algorithm
In the previous section, it was shown that we can select the K nearest neighbor patches for the target patch f . In this subsection, we show the algorithm for reconstruction of the missing areas Ω within the target patch f based on the SSIM index. In the same manner as Eq. (9), the proposed method estimates the optimal linear combination Za approximating y by calculating the optimal vector of a (∈ R K ) as follows:
{ŷ,â} = arg max y,a SSIM(y, Za), subject to My = yΩ and 1 K a = 1.
In the above equation, SSIM (y, Za) is defined as
where μ y = 1 N 1 N y and μ Za = 1 N 1 N Za are the means of y and Za, respectively. Furthermore, H N (∈ R N×N ) is the centering matrix defined as
where I N (∈ R N×N ) is the identity matrix. The centering matrix H N satisfies H N = H N and H 2 N = H N . The similarity measure SSIM (y, Za) defined in Eq. (12) is a non-convex function of y and a, and the derivation of its global optimal solution is difficult. In order to solve this problem, the proposed method introduces the calculation scheme used in [36] into the estimation of their optimal solutionsŷ andâ, where this calculation scheme is the transformation of the original problem into a quasi-convex problem. First, we note that the first term in Eq. (12) depends only on μ y and μ Za . Therefore, we fix these values as μ y = ρ and μ Za = ω. Then the problem of Eq. (11) 
Therefore, the overall problem is to find the highest SSIM index by searching over ranges of ρ and ω. Furthermore, since the optimization problem in Eq. (14) is still nonconvex, it is converted into a quasi-convex optimization problem as follows:
The first equivalence relationship holds since minimizing τ is the same as finding the least upper bound of Eq. (14) . The second equivalence relationship holds since the denominator in Eq. (14) is strictly positive, allowing us to multiply through and rearrange terms. Then τ becomes a true upper bound if τ (y H N y + a Z H N Za + C 2 )−(2y H N Za + C 2 ) has a non-negative optimal value. Therefore, for the above quasi-convex problem, the proposed method estimates the solution by simply using the Lagrange multiplier approach. Note that the proposed method estimates the optimal value of τ based on a standard bisection procedure shown in Fig. 1 . Furthermore, we have to estimate the optimal vectorsŷ andâ by searching over ranges of ρ and ω. In the proposed method, we change their values as μ yΩ −Rδ, · · · , μ yΩ − 2δ, μ yΩ − δ, μ yΩ , μ yΩ + δ, μ yΩ + 2δ, · · · , μ yΩ + Rδ, where μ yΩ is obtained as
Then the optimal values of ρ and ω maximizing Eq. (12) are selected, andŷ andâ obtained from the optimal values are adopted.
As shown in the previous subsection, since the proposed method can select the nearest neighbor patches accurately, the target patch is represented by these patches based on the SSIM index. Since it is shown in [21] that small patches of textures can be linearly represented by their nearest neighbors, the proposed method performs representation of the target patch based on the NE algorithm, i.e., the LLEbased reconstruction algorithm. In order to improve the perceptual quality, the proposed method introduces the SSIM index into the NE-based reconstruction algorithm. Then perceptually optimized reconstruction becomes feasible.
Finally, in the proposed method, we iteratively clip (i) An initial value of τ, which is defined as τ 0 , is provided between zero to one. Furthermore, U τ = 1.0 and L τ = τ 0 , where U τ and L τ represent the upper and lower limits of τ, respectively. We set τ 0 = 0.2. (ii) The quasi-convex problem in Eq. (15) is solved by using τ. (iii) Two criteria V τ and W τ are respectively calculated as
(iv) From the obtained criteria V τ and W τ , the following steps are performed:
a) If V τ ≥ 0 and W τ < , the final optimal solution of τ is output, where = 0.05.
and L τ = τ.
(v) The procedures (ii)-(iv) are iterated. patches including missing areas from the target image and perform their reconstruction to estimate the whole missing intensities. In this procedure, we have to determine the order of reconstruction, i.e., the patch priority. Therefore, the proposed method adopts the most representative patch priority proposed by Criminisi et al. [9] and realizes reconstruction of the target image.
Experimental Results
This section shows some experimental results for verifying the effectiveness of the proposed method. In this experiment, we used six test images shown in Figs. 2-4 and intentionally added missing areas to the original images. We call these six images Images 1-6. We performed reconstruction of the obtained images including missing areas by using the proposed method. Note that in this experiment, we simply set the parameters of our method as follows: w = h = 15, δ = 5, R = 6 and K = 10. Furthermore, C 1 and C 2 are determined according to the original work [35] . For comparison, we adopted five previously reported methods in [9] , [12] , [14] , [18] , [21] . Specifically, we used the representative exemplar-based method [9] and its improved version [18] . Reconstruction methods using multivariate analysis based on PCA [12] , kernel PCA [14] and NE (LLE-based algorithm) [21] were also selected. The exemplar-based methods [9] , [18] select optimal patches based on the MSE, and the multivariate analysis-based methods [12] , [14] , [21] also perform MSE-based missing area reconstruction. The NE-based method [21] performs selection of the nearest neighbor patches, and its scheme tries to solve the conventional problem, but its scheme is not directly related to the following reconstruction algorithm. Therefore, there is a difference from the selection algorithm in the proposed method. Furthermore, the method in [21] corresponds to the method which adopts the NE algorithm but uses the MSE as the quality measure. Therefore, this MSE+NE method is suitable for the comparison of our SSIM+NE method.
For the above reasons, we selected these five previously reported methods for comparison with the proposed method. As stated above, we set the patch size to 15 × 15 pixels in this experiment, and the number of training patches became smaller. Since this comparison scheme was adopted in several papers, we also adopted such difficult conditions in order to make the difference in the performance of our method and the performance of previously reported methods clearer.
The results obtained from Image 1 are shown in Fig. 2 . For better subjective evaluation, Fig. 3 shows their zoomed portions. From the obtained results, we can see that the proposed method successfully reconstructs missing textures. Other reconstruction results are also shown in Fig. 4 . We only show the results of one previously reported method for each test image due to the limitation of space. Similar to Fig. 2 , we can see high performance of the proposed reconstruction method.
In order to quantitatively evaluate the performance of the previously reported methods and our method, we calculated the SSIM index from the reconstruction results of Images 1-6. The results are shown in Table 1 . Note that the SSIM values shown in this table were calculated from only the reconstructed areas. From this table, we can see that the proposed method also outperforms the previously reported methods in terms of the SSIM index. In this table, we also show results of our previously reported method [22] . The biggest difference between our method and this method is the introduction of the second novel scheme, i.e., the new selection scheme of the nearest neighbors. Thus, the comparison with the method in [22] is suitable for confirming the effectiveness of this novel selection scheme.
From the obtained results, it can be seen that reconstruction of missing textures by the proposed method is more accurate than that by the previously reported methods. It has been reported in [32] , [33] , [35] that the MSE and its variants cannot reflect perceptual qualities and that MSE-optimal algorithms do not necessarily produce images of high visual quality. Then the reconstruction results suffer from some degradations such as over-smoothness. It is known that general images contain more low-frequency components than high-frequency components. Therefore, since the MSE tends to monitor the differences in the lowfrequency components, the MSE-optimal algorithms particularly represent the low-frequency components compared to their corresponding high-frequency components. Reconstruction results based on the MSE therefore tend to suffer from over-smoothness. On the other hand, since the SSIM index considers the contrast, it can compare the texture roughness, i.e., this similarity measure can compare to what degree high-frequency components are included. This point is also shown in [33] , and Wang et al. confirmed that the SSIM index of blurred images that were perceptually degraded severely became lower. Thus, the proposed method can avoid the problem of over-smoothness of reconstruction results by using the SSIM-based reconstruction algorithm. By comparing our SSIM+NE method with the MSE+NE Fig. 2 Reconstruction results obtained from Image 1 by the previously reported methods and our method: (a) Original image (480 × 360 pixels), (b) Flag image whose white regions correspond to missing areas, (c) Corrupted image including missing areas (8.9% loss), (d) Results by [9] , (e) Results by [18] , (f) Results by [12] , (g) Results by [14] , (h) Results by [21] , (i) Results by the proposed method. method [21] in Table 1 , the effectiveness of our method can be also confirmed.
In addition, from the characteristic that each patch can be linearly represented by its nearest neighbor patches, the proposed method introduces the NE-based algorithm. In this approach, selection of the nearest neighbors from the target patch including missing areas becomes the most important problem. According to our previously reported method 4 Reconstruction results obtained by the previously reported methods and our method. Five test images are used, and they respectively correspond to Images 2-6. Note that the previously reported methods used for reconstructing Images 2-6 are respectively Ref [9] , Ref [18] , Ref [12] , Ref [14] and Ref [21] . The sizes of Images 2-6 are 640 × 480 pixels, 640 × 480 pixels, 480 × 360 pixels, 480 × 360 pixels and 640 × 480 pixels, respectively. The percentages of missing areas are 5.5% 5.4%, 11.3%, 10.7% and 6.2% in Images 2-6, respectively. [19] , selection of nearest neighbors based on errors observed through the reconstruction procedures can outperform selection based only on differences in the known parts within the target patch. Therefore, the proposed method realizes selection of the nearest neighbors by using the SSIM index observed through the SSIM-based NE reconstruction algorithm. By comparing the performance of the proposed method with that of [22] , the effectiveness of this selection scheme can be also confirmed. In this way, the proposed method can successfully perform reconstruction of missing textures by introducing the above non-conventional approaches.
Conclusions
A perceptual missing area reconstruction method using a neighboring embedding algorithm was presented in this paper. In the proposed method, the SSIM index is adopted for evaluating texture representation performance, and reconstruction of missing textures is performed on the basis of the neighboring embedding algorithm, i.e., the LLEbased algorithm. In this approach, the nearest neighbors can be selected by monitoring the SSIM index observed through the SSIM-based NE algorithm. Based on the above non-conventional approaches, the proposed method can reconstruct missing textures accurately. Experimental results show that the proposed method outputs better results than do previously reported methods.
