Abstract-Many wireless sensor networks require sufficient sensing coverage over long periods of time. To conserve energy, a coverage maintenance protocol achieves desired coverage by activating only a subset of nodes, while allowing the others to sleep. Existing coverage maintenance protocols are often designed based on simplistic sensing models that do not capture the stochastic nature of distributed sensing. We propose a new sensing coverage model based on the distributed detection theory, which captures two important characteristics of sensor networks, i.e., probabilistic detection by individual sensors and data fusion among sensors. We then present three coverage maintenance protocols that can meet the specified event detection probability and false alarm rate. The centralized protocol only activates a small number of sensors, but introduces extremely long coverage configuration delay. The SeGrid protocol reduces the configuration time by dividing the network into separate fusion groups, but increases the number of active sensors due to the lack of collaboration among sensors in different groups. In contrast, by coordinating overlapping fusion groups, the Co-Grid protocol can effectively reduce the number of active sensors and the coverage configuration time. The advantages of Co-Grid have been validated through simulations and benchmark results on Mica2 motes.
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INTRODUCTION
M ANY wireless sensor networks face the critical challenge of sustaining sufficient sensing coverage and longterm operation on limited energy [18] . Coverage maintenance has been proposed as a promising approach to prolong network lifetime. A coverage maintenance protocol provides required sensing coverage over a geographic region by activating a subset of nodes. However, existing coverage maintenance protocols [4] , [25] , [29] , [9] , [33] , [34] are often designed based on deterministic detection models that do not capture the inherent probabilistic characteristics of many sensors. While several recent protocols [21] , [1] considered probabilistic models, they assume that each sensor performs detection independently. In contrast, many sensor network applications rely on data fusion to improve detection performance [27] . For example, real-world experiments using off-the-shelf Mica2 motes showed that it is critical to consider the decisions of several sensors together in order to achieve satisfactory detection performance because the false alarm rate of a single sensor can be as high as 60 percent [11] .
In this paper, we investigate coverage maintenance based on a probabilistic distributed detection model and data fusion. We characterize coverage by the minimum event detection probability in a region and the system false alarm rate from the active nodes in a network. In our model, the event detection probability and false alarm rate are computed based on an established distributed detection approach that correlates sensor data or detection decisions from multiple nodes. Our new coverage model is important in that it bridges the gap between coverage maintenance protocols and distributed detection algorithms.
The key challenges in coverage maintenance are to reduce both the number of nodes activated and the network configuration time. A configuration of a sensor network is characterized by a set of active nodes that can provide desired coverage. Fast reconfiguration is particularly important in large and dynamic sensor networks subject to node failure and changing application requirements. Unfortunately, the need to reduce the number of active nodes and the network coverage configuration time can conflict with each other. For instance, the computational cost for determining the detection probability of a large fusion group is extremely high due to the need to consider different combinations of the detection decisions from multiple nodes in the group. While a centralized algorithm that treats the whole network as a single fusion group can result in a small number of active nodes, it requires an extremely long time to configure a large network due to the high computational cost. In contrast, although a protocol can significantly reduce the configuration time by dividing the network into separate fusion groups that can configure themselves in parallel, it may result in an excessive number of active nodes due to the lack of collaboration of sensors in neighboring fusion groups.
The main contributions of this paper include the following: First, we present a new formulation of sensing coverage based on a probabilistic and distributed detection model that characterizes the probabilistic detection properties and data fusion approaches shared by many wireless sensor networks. Second, we present three coverage maintenance protocols that can meet the specified event detection probability and false alarm rate based on the new coverage model. The centralized protocol results in a small number of active sensors, but introduces extremely long network configuration delay. The Se-Grid protocol reduces the configuration time by dividing the network into separate fusion groups, but increases the number of active sensors due to the lack of collaboration among sensors in different groups. In contrast, Co-Grid reduces the number of active nodes by organizing a network into coordinating fusion groups located on overlapping virtual grids. Third, we employ an efficient Saddlepoint method to compute the detection probability of a fusion group with bounded error. Empirical results on Mica2 motes demonstrated that it yields high accuracy at low computational cost. Finally, we provide simulation results that demonstrate that Co-Grid activates comparable number of sensors to the centralized algorithm, while reducing the network coverage time by up to two orders of magnitude. Our results also show that CoGrid significantly outperforms two representative coverage maintenance protocols that are designed based on probabilistic sensing models and data fusion algorithms.
In the rest of the paper, we first discuss related work in Section 2. We then present our coverage formulation in Section 3, followed by a description of a specific distributed detection model used in this paper. The design and analysis of our coverage maintenance protocols are presented in Sections 4-6, respectively. Finally, in Section 8, we conclude the paper after presenting the simulation results.
RELATED WORK
Recent work on coverage maintenance has demonstrated their promise in energy conservation in wireless sensor networks [25] , [29] , [16] , [33] , [34] . Several event detection models have been adopted by existing protocols. In the disc model, a sensor is assumed to have a perfectly circular sensing range within which any event can be sensed or detected. Although this disc model allows a geometric treatment of the coverage problem, it does not capture the stochastic nature of the sensing process. Several works have studied the sensing coverage problem based on probabilistic models [19] , [21] , [1] . Although these studies account for the stochastic nature of sensing, they do not model multisensor data fusion based on established distributed detection algorithms [27] . Probabilistic Coverage Protocol (PCP) [12] is designed to work with various probabilistic sensing models. However, PCP only ensures system detection probability without accounting for false alarms caused by environmental noise. Virtual Sensor Protocol (VSP) [28] also adopts a decision fusion algorithm in coverage maintenance. However, VSP is tightly dependent on the OR fusion rule. We compare the performance of CoGrid with that of PCP and VSP in this paper. Our recent work [31] , [23] investigates the fundamental impacts of data fusion on the coverage of both static and mobile targets in sensor networks. In [35] , we proposed efficient sensor placement algorithms for configuring the coverage of sensor networks that adopt data fusion. In [24] , [32] , we studied the problem of movement scheduling for mobile sensors that employ data fusion to achieve collaborative target detection. However, these studies are not focused on network protocols for coverage maintenance.
There is a vast literature on fusion-based detection using multiple sensors [3] , [13] , [26] , [27] . Different from our objective of achieving coverage of the targets that may appear anywhere in a large spatial region, these works focus on the optimal fusion rules for multiple sensors that share the observation to a single target. Sensor deployment algorithms have been proposed to achieve the desired detection performance of sensor networks [5] , [7] . Although computational cost is not a concern in these offline algorithms, it plays an important role in the online coverage configuration algorithms we study in this paper.
PROBLEM FORMULATION
In this section, we model the coverage problem based on a probabilistic sensing model and a distributed detection algorithm. In contrast to the existing formulations that rely on simple sensing models like the disc model, our new formulation adopts a probabilistic sensing model and accounts for data fusion of multiple sensors. In Section 3.1, we present the formulation to the coverage problem based on two performance metrics probability of detection (PD) and probability of false alarm (PF) (which is also referred to as false alarm rate). We then describe the models for singlesensor detection and multisensor fusion in Sections 3.2 and 3.3, respectively.
Coverage Based on a Probabilistic Detection Model
We now define coverage of a sensor network based on a probabilistic detection model. A point p is covered by a sensor network if the probability that a target, located at p, is detected by the active nodes is above the threshold and the system PF is below the threshold . In this paper, we address the problem of spatial sensing coverage. A geographic region is covered by a sensor network if all the points in this region are covered. Formally, the coverage requirement of a region A is defined as ð8ðx; yÞ 2 A; P D ðx; yÞ ! Þ^ðP F Þ;
where P D ðx; yÞ and P F represent the PD of a target located at ðx; yÞ 1 and the system PF, respectively. In our problem, the position of an actual target is not assumed to be known to the sensors. To achieve the sensing coverage over a geographic region, (1) ensures that the PD and PF of a target that appears at any location within the region meet the performance bounds (i.e., and ). This probabilistic coverage formulation captures the requirements of many detection-based applications in sensor networks. For example, a coverage maintenance protocol based on this detection model can be used in a surveillance application. The network can execute the protocol to maintain sufficient PD. Once a target is detected, the sleeping nodes are woken up to execute more sophisticated sensing tasks such as intruder tracking.
In this paper, we focus on the development of distributed network protocols that can provide the required coverage over a region. The protocols are designed to achieve two main objectives. First, in order to prolong network lifetime, only a small number of nodes should be activated to cover the network deployment region. Second, the time required to accomplish the coverage of the region should be minimized. Many mission critical applications like battlefield surveillance often require a region to be continuously monitored with performance guarantees. Therefore, minimizing the coverage (re-)configuration time is critical for our protocols.
Single-Sensor Detection
The detection performance of a sensor on a target depends on the physical distance between the sensor and the target. To model this correlation, we introduce spatial signal decay parameters into the Neyman-Pearson detector model [27] . Each node detects the targets of interest by measuring the sound power with its acoustic sensor. The power of the acoustic signal emitted by a target decays over the distance of propagation. Specifically, for a target located at point ðx; yÞ, we assume that the signal power measured by node i located at position ðx i ; y i Þ can be described by the following equation:
where dððx; yÞ; ðx i ; y i ÞÞ is the distance between the target and node i. e 0 represents the initial power of the signal emitted by the target. a and b are attenuation factors determined by propagation properties of sound signals. a normally ranges from 2 to 5 [10] . A node makes a decision on whether a target is present or not based on its measurement on the intensity of target signal. The noise in the measurement of a node is modeled as a Gaussian distribution with zero mean and the target signal is modeled as a Gaussian distribution with nonzero mean. When the target is present, the intensity of target signal measured by node i equals the square root of the signal power. 2 Thus, the task of detection at node i is to test the following two hypotheses: 
where z i represents the measurement at node i. H 0 and H 1 represent the hypothesis that the target is absent and present, respectively. When the signal power decays with distance, the difference between the means of the two hypotheses decreases accordingly, resulting in worse detection performance. That is, the detection performance of a sensor decreases with its distance from the target. For node i, the PF, denoted by P F i , represents the probability that node i decides on one while no target is present. The detection probability, denoted by P Di , represents the probability that a target located at ðx; yÞ is detected by node i. P F i and P Di are given by 
QðxÞ is given by
Ã i can be solved from (6) when P F i is known. From (8), we can see that the PD of node i depends on the local PF and the distance to the target.
At node i ð1 i nÞ, the optimal decision rule is Likelihood Ratio Test (LRT) [27] :
where u i represents the decision (0 or 1) of detection at node i. Using (3) and (4), the LRT can be transformed into a test on node measurement z i and a decision threshold Ã i , i.e., node i decides on one (a target is detected) if its measurement z i is greater than Ã i , otherwise, it decides on zero (no target is detected).
Multisensor Fusion
In this section, we present a distributed fusion model that can be combined with our coverage maintenance protocols. We assume that each node in a sensor network belongs to one or more fusion groups. A fusion group is essentially a cluster in which a node serves as the fusion center and is responsible for making a final detection decision by fusing the data or decisions from other nodes in the group. There exist two basic data fusion schemes [27] , namely value fusion and decision fusion. In value fusion [6] , each sensor sends its raw energy measurements to the fusion center, which combines the received measurements according to some fusion rule. It then makes the final detection decision by comparing the combined result against a threshold. Different from value fusion, decision fusion operates in a distributed manner as follows: Each sensor makes a local decision based on its measurements and sends its decision to the fusion center, which makes a system decision according to the local decisions. Decision fusion incurs lower communication overhead as sensors only transmit their local decisions instead of raw measurements to the fusion center. However, the advantage of transmitting 1-bit sensor decision over transmitting a short packet may not be significant as it incurs additional overhead such as packet header processing and channel access. To amortize the overhead, multiple decisions from a sensor may be combined and transmitted in one packet. For instance, in typical vehicle detection experiments, the acoustic sensors measure data periodically (e.g., every 0.75 s in [8] ). In such a case, a sensor can periodically combine multiple decisions into packets and transmit to the fusion center, which leads to significantly lower communication overhead than value fusion. The main disadvantage of decision fusion is the loss of detection power due to the quantization of sensor measurements. In this section, we focus on the discussion of a decision fusion scheme. However, as discussed in Sections 4.1 and 5.3, the design of our coverage maintenance protocols can integrate both decision fusion and value fusion schemes.
We assume that each node in the fusion group measures the signal and makes its own local decision on whether a target is present or not. Then the local decisions of individual nodes are transmitted to the fusion center. The fusion center uses a fusion rule to reach a global decision based on the local decisions. Without loss of generality, we assume that node 0 serves as the fusion center in a fusion group and all other nodes (1 $ n) in the fusion group send their decisions to node 0 that makes a global decision. In this section, we investigate the decision rule at node i (1 i n) and the fusion center, respectively. The PF (PD) of node i ð1 i nÞ is referred to as the local PF (PD) while that of the fusion center is referred to as the system PF (PD).
We assume that the fusion center uses the majority rule. 3 That is, when the number of ones is larger than that of zeros in the local decisions, fusion center decides that a target is present. Another widely adopted decision fusion rule is the K out of N rule, where the system decision is one as long as any K out of N sensor makes a positive decision. However, our simulation results in Section 7 show that the majority rule outperforms the K out of N rule in most cases. We assume the majority rule in the rest of this paper unless otherwise indicated.
The system PD at location ðx; yÞ (denoted by P D ðx; yÞ) and the PF (denoted by P F ) under the majority rule can be expressed as follows:
where S 0 and S 1 represent the set of nodes, whose decisions are zeros and ones, respectively. We can see that the number of addends in (10) equals the number of node combinations in which more than half of nodes decide one. Thus, the complexity of computing P D ðx; yÞ is O(2 n ) (where n is the number of nodes). According to the definition of PD in (10), the minimal PD in region A is
We assume that all nodes have the same local PF 0 . From (1) and (11), we have X
Since and the number of nodes are known, the maximal value of local PF at each node can be solved from (13) and will be used by each node in order to achieve the highest system PD P D ðx; yÞ. Then the decision threshold Ã i on the measurement of node i ð1 i nÞ can be solved from (6) . By substituting 0 into (8), P Di ðx; yÞ and the overall PD P D ðx; yÞ can be solved from (10).
Coping with Computational Complexity
One of the key design objectives of coverage maintenance protocols is to minimize the coverage (re-)configuration time. The computational cost for determining the PD and PF in multisensor fusion is combinatorial due to the need to consider the combination of detection decisions from multiple nodes. It can be seen from (10) and (11) that the complexity of computing P D ðx; yÞ and P F is Oð2 N Þ, where N is the number of sensors that participate in the fusion. In this section, we apply a fast numerical method called the Saddlepoint approximation [14] to compute P D ðx; yÞ. P F is computed by a similar procedure.
The Saddlepoint method calculates the approximations to densities and tail probabilities of the sum of N random variables [17] and has been applied to several multisensor decision fusion problems [20] , [2] . The procedure described below is a simplified variant of the Saddlepoint procedure in [20] that is designed for a different fusion rule.
In our problem, the decision of each sensor i, u i , can be modeled as a random variable with value of 0 or 1. Suppose that U N represents the system decision about the target at ðx; yÞ after fusing the decisions of N sensors using the majority rule. Hence, the system PD, P D ðx; yÞ, can be written as
Define the moment generating function of fu i g as follows:
The expected cumulant generating function of U N is given by
According to Lugannani and Rice [17] , the tail probability of U N can be approximated as the L-R formula:
where is the standard Gaussian distribution and È is the standard Gaussian right-tail distribution:
The Saddlepoint is the unique solution to the Saddlepoint equation K 0 ðT 0 Þ ¼ 1=2, which can be computed with the Newton-Raphson algorithm:
The Saddlepoint approximation is very accurate for N ! 3 [17] . In particular, the error of tail probability is OðN À3=2 Þ [17] , [20] . In Section 7.1, we evaluate the accuracy and computational cost of the Saddlepoint approximation through Matlab simulations and experiments on Mica2 motes.
From the above derivations, the complexity of the Saddlepoint method arises from computing the expected cumulant generating function (16) and from solving the Saddlepoint from (22) . The complexity of the former operation is OðNÞ, where N is the number of sensors in the fusion group, and the latter is dependent on the convergence speed of the Newton-Raphson algorithm, which is usually quadratic.
A CENTRALIZED COVERAGE MAINTENANCE PROTOCOL
In this section, we present the design of Central, a centralized coverage maintenance protocol. Central treats the whole region as a single fusion group, and hence, can efficiently take advantage of multisensor decision fusion.
Central also serves as the basis of two distributed coverage maintenance protocols that are presented in Section 5.
Exploiting Impact of Data Fusion
To minimize the number of active sensors needed to achieve sensing coverage of a region, a coverage maintenance protocol needs to efficiently exploit the decision fusion of multiple sensors. According to the decision fusion model described in Section 3.3, activating more sensors impacts the system detection performance in two ways. First, the local PF of each sensor will be changed as shown by (13) . As a result, the detection threshold of each sensor needs to be updated according to (6) . Second, the system PD should also be recomputed according to (17) as the local PD of each sensor is changed. Fig. 1 shows the procedure of updating the system PD after a sensor is activated. Such a procedure fully takes the advantage of multisensor decision fusion, and hence, reduces the total number of active sensors needed to achieve the sensing coverage of a region. We note that the procedure shown in Fig. 1 can be easily modified to compute the system PD when value fusion is adopted. In particular, steps 1 and 3 will be removed as sensors directly send their measurements to the fusion center. In addition, steps 2 and 4 will be revised to use the formulas of PD and PF in value fusion [27] .
The Central Protocol
We now describe a protocol called Central that employs the data fusion procedure in Fig. 1 to activate a small number of sensors to achieve the coverage of a given region. In the Central protocol, one node is elected among all nodes in the region A to serve as the fusion center. In the coverage configuration phase, the fusion center decides which nodes should remain active and compute their local PF such that the coverage requirement (1) is met. Initially all nodes are marked as sleep by the fusion center. In each iteration of the algorithm, a node is marked as active. Given the system PF threshold and the number of current active nodes, the fusion center computes a local PF for active nodes by (13) . Using the active nodes' locations and the local PF, the fusion center finds the location ðx min ; y min Þ in region A that has the minimal PD P Dmin . If P Dmin is less than , the fusion center finds the node closest to point ðx min ; y min Þ among all sleeping nodes and marks it as active. This process repeats until the minimal PD P Dmin in region A is greater than . Then, the fusion center sends a list of active node IDs and the local false rate rate it computed to all nodes in region A. If a node finds its ID in the list, it remains active and sets its decision threshold according to the local PF using (6) . Otherwise, it goes to sleep and wakes up periodically to check whether it should activate itself (by listening to messages from the fusion center). The pseudocode for the coverage configuration algorithm of Central is shown in Fig. 2 . In each iteration of Central, the fusion center computes the minimal PD P Dmin in the region. From (12), we can see that the optimal solution of P Dmin is computationally difficult to obtain and only the numerical solution exists. We compute the approximate solution of P Dmin as follows: The region is divided into a matrix of small square patches and the target is assumed to only appear at the corners of the square patches (referred to as sample points). The square width can be determined according to the desired trade-off between computational cost and solution quality. The PD associated with each sample point is then computed using (17) and the minimum PD is obtained.
COVERAGE MAINTENANCE PROTOCOLS BASED ON VIRTUAL GRIDS
Although Central can improve the performance of coverage maintenance by adopting data fusion, it has several limitations due to its centralized approach. In this section, we first analyze the limitations of Central and then present the design of two distributed coverage maintenance protocols.
Limitations of Central
As described in Section 4.2, all the sensors in the region belong to a single fusion group in the Central protocol. Although such an approach takes the advantage of multisensor fusion, it has two shortcomings. First, the overhead and time complexity of computing the system PD increases with the number of sensors. Therefore, Central may incur high overhead and unacceptable coverage configuration time when the number of active nodes is large. Second, Central fuses the decisions of all sensors together, which does not take the spatial correction of sensor decisions into consideration. Due to signal decay, distant nodes make irrelevant detection decisions. Consequently, fusing the decisions from all active nodes in the region may not improve the overall detection performance. We now study the disadvantage of Central using an example. According to (1), the design objective of Central is to ensure that the minimum PD over the region (P D min ) is above a threshold. In the following, we focus on investigating the correlation between P D min , the number of sensors in the decision fusion, and the spatial distribution of the sensors. The region is 60 m Â 60 m. The parameters of the signal decay model (see (2) 
The variance of the Gaussian noise is set to 1. System PF is set to be 0.05. In Fig. 3a , only one sensor is placed at the center of the region and the detection probabilities at different locations are drawn. P D min occurs at four region corners, which is equal to 0.12. In Fig. 3b , another sensor is placed close to corner ð0; 0Þ and the detection probabilities at different locations are computed by fusing the decisions of both sensors. We can see location ð60; 60Þ has P D min of 0.1. Therefore, the additional sensor actually lowers the minimum PD over the region. Moreover, the detection probabilities around the position of the first sensor become significantly lower due to the existence of the second sensor. This is because the two sensors are far away from each other, and thus, their detection decisions have little correlation. As a result, fusing uncorrelated decisions is equivalent to adding noise to sensor measurements, which leads to lower system detection performance. In Fig. 3c , the third sensor is placed around the corner ð0; 60Þ. Although the locations near the third sensor's position have higher detection probabilities, the minimum PD over the region (which occurs at location ð60; 60Þ) remains unchanged. The results of Fig. 3 show that fusing the decisions of distant sensors is not beneficial to the system detection performance. Therefore, Central is not suitable for configuring the coverage of a large geographic region as it treats all the sensors within the region as a single fusion group.
To address the shortcomings of the Central protocol, we design two distributed protocols based on "virtual grid"s. The Separate Grid (Se-Grid) protocol divides the region into separate grids and all nodes in each grid form a fusion group. Fusion centers perform coverage configuration for their respective grids independent of each other. The Coordinating Grid (Co-Grid) protocol organizes the region into overlapping grids that coordinate with each other to achieve coverage. By dividing the region into grids, the two distributed protocols can reduce the overhead and computational complexity of coverage maintenance. Moreover, the sensors within a grid are close to each other, and hence, their detection decisions are highly correlated, which improves the performance of decision fusion. 
Coverage Maintenance Protocol Based on Separate Grids
The first distributed protocol, Se-Grid, organizes the deployment region of a sensor network into a matrix of identical grids. Each grid is labeled as Gði; jÞ, where ði; jÞ is the grid index. No grids overlap with each other. The nodes in each grid form a fusion group that executes the Central protocol within its own grid. That is, each fusion group is responsible for covering its own grid by activating nodes within the grid. Se-Grid can effectively reduce the configuration time because the grids in the region are configured in parallel. However, since Se-Grid restricts decision fusion within each grid, a node cannot contribute to the decision fusion of a neighboring fusion group even if it is close to the grid's boundary. Furthermore, when the sensors are uniformly distributed in the deployment region, the nodes close to grid boundary are more likely to be activated. As the PD of nodes decreases quickly with distance, the impact of a sensor is limited to small region. For a physical point close to grid boundary, it is surrounded by fewer sensors than a point close to the center of the grid. Therefore, the sensors close to grid boundary are more likely to be activated. Due to the above two reasons, Se-Grid often activates redundant nodes on both sides of a grid boundary.
Coverage Maintenance Protocol with Intergrid Coordination
Since the problem of Se-Grid is mainly caused by the lack of collaboration among adjacent fusion centers, we design the Co-Grid protocol that provides efficient intergrid coordination.
Overview of Co-Grid
In Co-Grid, the network deployment region consists of overlapping grids. Each grid is composed of four identical subgrids and each subgrid belongs to up to four grids. Fig. 4 illustrates nine overlapping grids composed of 16 subgrids. The fusion center of each grid is located at the center of the grid and denoted by a small black circle. Each subgrid is labeled as sðiÞ and each grid is labeled as Gði; jÞ. For example, grid Gð1; 2Þ consists of four subgrids sð5Þ, sð6Þ, sð9Þ, and sð10Þ. sð10Þ (shaded in Fig. 4 ) belongs to four overlapping grids Gð1; 2Þ, Gð1; 3Þ, Gð2; 2Þ, and Gð2; 3Þ. We say that two fusion centers are adjacent if their grids overlap, i.e., share one or more subgrids. A fusion center can have up to eight adjacent fusion centers. Since each node belongs to multiple grids, it can contribute to the detection at multiple fusion centers around it. Therefore, this algorithm can potentially result in less active nodes by reducing the redundancy in neighboring grids. Co-Grid is mainly composed of two novel mechanisms that ensure the coverage of a physical point based on overlapping grids and facilitate the efficient intergrid coordination, respectively. As a physical point p in the region belongs to up to four grids, Co-Grid needs to guarantee that the joint PD of the fusion groups in these grids is no lower than . However, obtaining the joint PD is not only computationally difficult but also expensive in terms of communication cost. This is due to the fact that overlapping grids share nodes with each other, and hence, their detection probabilities at a physical point are not independent. Co-Grid addresses this issue by adopting the maximum PD of any grid that contains p as the lower bound approximation to the joint PD.
As overlapping grids share sensors, they must efficiently coordinate with each other during the process of coverage maintenance. When a sensor is activated, it affects the detection performance of all adjacent grids. In particular, to achieve the best coverage, the local PFs in adjacent grids need to be updated before a new sensor is activated. CoGrid employs an efficient mechanism that coordinates the sensor activations of adjacent grids while keeping the low communication overhead.
Ensuring Coverage on Overlapping Grids
In each iteration of Co-Grid, similar to Se-Grid, a fusion center computes the PD of each sample point in a grid and activates the node closest to the sample point with the minimum PD until the minimum PD in the grid is above the threshold . Fig. 5 shows the procedure of updating local PF and activating sensors in Co-Grid. There exist two major differences between Se-Grid and Co-Grid. First, adjacent fusion groups in Co-Grid coordinate with each other in activating sensors (steps 1 and 6 in Fig. 5 ). The details of the intergrid coordination are discussed in the next section. Second, the computation of the minimum PD (step 2 in Fig. 5 ) is different in Co-Grid as a location belongs to up to four adjacent grids. In the following, we describe the details of PD computation in Co-Grid.
Since each sample point p in the region belongs to up to four grids (referred to as the master grids of point p), we only need to guarantee that the joint PD from p's master grids is no lower than . However, the joint PD is difficult to compute because the master grids of p share nodes with each other, and hence, their detection probabilities are not independent. Instead of enforcing the joint probability, CoGrid guarantees the coverage of point p by ensuring that at least one of its master grids has a PD at p that is no lower than . That is, Co-Grid uses the maximum of the detection probabilities computed by all the master grids of p as an approximation to the joint PD at p. When a target appears at point p, it may be detected by any of the master grids of p. Therefore, the probability of detecting a target appearing at p is at least the maximum of the detection probabilities computed by all the master grids of p. For example, to compute the PD of a sample point in subgrid sð10Þ in Fig. 4 , the fusion center of Gð2; 2Þ computes the maximum of the point's detection probabilities computed by the fusion centers in Gð1; 2Þ, Gð1; 3Þ, and Gð2; 3Þ.
To find the point with the minimum PD in a grid, a fusion center running Co-Grid needs to compute every sampling point's PD, which is the maximum of all detection probabilities computed by the point's master grids. To reduce the intergrid communication, instead of communicating detection probabilities of sample points among adjacent fusion centers, we let each fusion center compute the detection probabilities on behalf of its adjacent fusion centers. A fusion center keeps a local PF and a list of locations of active nodes for each adjacent fusion center. The procedure performed by the fusion center in grid Gði; jÞ to compute the minimal PD P Dmin ði; jÞ of grid Gði; jÞ can be formulated as follows: 
where P D ðx; y; m; nÞ represents the sample point ðx; yÞ's PD in its master grid Gðm; nÞ (Gðm; nÞ is an adjacent grid of Gði; jÞ). Note that each sample point has up to four master grids and all sample points in a subgrid share the same master grids. P D ðx; y; m; nÞ is computed according to (10) and (13) using the locations of active nodes and the local PF of grid Gðm; nÞ.
Intergrid Coordination
At runtime, when the fusion center in Gði; jÞ activates a node in its grid, the local PF of active nodes in Gði; jÞ needs to be recomputed using (13) to satisfy the constraint on the system PF. This may potentially result in changes in the detection probabilities of all sample points in the grid. Due to sharing of subgrids, up to eight adjacent fusion centers need to know the updated local alarm rate and locations of active nodes in Gði; jÞ before they can activate any new node. Therefore, activating a new node in a grid may invalidate the ongoing processes of activating any other new node in its adjacent grids. To resolve the contention among adjacent grids, we consider the following two approaches: 1) The fusion center in Gði; jÞ notifies its adjacent fusion centers both before it starts and after it completes the process of finding a new active node. Because the location of the new active node is unknown before the process completes, all the adjacent fusion centers have to wait until they receive the result from the fusion center in Gði; jÞ. While this "locking" strategy sequentializes all the computations of adjacent fusion centers, it is pessimistic and may unnecessarily reduce the efficiency of Co-Grid (detailed analysis is presented in Section 6). 2) Each fusion center performs the process of activating new nodes independently. Whenever the fusion center in Gði; jÞ activates a new node, it advertises the local PF and the locations of current active nodes to its adjacent fusion centers, which cancel their current computations and restart with the updated parameters received from the fusion center of Gði; jÞ. This approach maximizes the parallelism of adjacent fusion centers and is adopted by Co-Grid. The pseudocode of the Co-Grid protocol at fusion center Gði; jÞ is shown in Fig. 6 . After the process of coverage maintenance completes, each fusion center sends the list of active nodes and the local PF it computed to all nodes in its grids. If a node finds itself in the list of active nodes, it remains active and sets a decision threshold according to the local PF it received (see (6) ). Since each node belongs to up to four master grids, an active node may have up to four decision thresholds. During detection phase, an active node periodically compares its measurement with each decision threshold and sends a decision (0 or 1) to the corresponding fusion center. Hence, an active node needs to send up to four decision messages in each detection period.
Adopting Value Fusion
The above discussion assumes the adoption of decision fusion. The design of Co-Grid can be easily extended to adopt value fusion. In particular, the intergrid coordination mechanism discussed in Section 5.3.3 remains intact. The operation of Co-Grid after receiving a new message from an adjacent fusion center will be modified as follows: First, the computation of minimum PD (step 3 in Fig. 5 ) should be based on the formulas of system PD under value fusion [6] , [27] . Second, step 2 in Fig. 5 will be removed as local PD is not applicable when sensors directly send their measurements to the fusion center.
ANALYSIS OF THE DEGREE OF PARALLEL CONFIGURATION
In Se-Grid, each fusion center can turn on new nodes independent of each other. However, this is not the case for Co-Grid due to the interdependencies among overlapping grids. As described in Section 5.3, when a fusion center adds a new active node, all the adjacent fusion centers have to restart their computation from scratch. We define effective computation as the computation in a fusion center that will lead to the addition of a new active node. Any two adjacent fusion centers cannot perform effective computation at the same time. We define the degree of parallel configuration (DPC) as the total number of fusion centers that can perform effective computations simultaneously in the whole network. Clearly, DPC has a significant impact on the coverage configuration time of the whole network. The DPC of Se-Grid is the total number of grids because all the grids can configure themselves in parallel. In contrast, the DPC of Central is only 1. However, it is less straightforward to quantify the parallelism of Co-Grid due to the intergrid dependencies. In order to understand the cost of intergrid coordination on configuration time, we now analyze the degree of parallel configuration under Co-Grid. We model the network as a graph (referred to as parallelism graph), where each fusion center is a vertex and an edge exists between two adjacent fusion centers to represent the fact that any two adjacent fusion centers cannot perform effective computation simultaneously. The fusion centers that can proceed simultaneously form an independent set 4 of the parallelism graph. Maximal independent set of a graph is a subset of vertices such that there is no edge between any pair of vertices in the set and no more vertices can be added without making it a nonindependent set. It is clear that the best-case and worst-case DPCs are equal to the maximal and minimal cardinality of the maximal independent sets of the parallelism graph, respectively. Fig. 7 shows two possible states of the network at configuration time. The network is composed of nine overlapping grids. One fusion center is located at each grid center. Fig. 7a shows the maximal possible degree of parallel configuration, where each of the four fusion centers denoted by black circles can activate a node simultaneously. That is, in the best case, the DPC of the network is 4 under Co-Grid. On the other hand, Fig. 7b shows that the worstcase DPC is 1, where only fusion center ð2; 2Þ activates a node while all other fusion centers cannot proceed.
The best-case DPC of Co-Grid equals the maximal number of grids that do not overlap in the region and can be as good as Se-Grid. Fig. 8 shows the worst-case DPC of Co-Grid and the DPC of Se-Grid under different grid width in a 120 Â 120 m 2 region. The worst-case DPC of CoGrid is obtained by computing the minimal cardinality of the maximal independent sets in the corresponding parallelism graph.
When the network size approaches infinity, the worstcase and best-case DPCs of Co-Grid are n=9 and n=4, respectively, where n is the total number of grids. Since CoGrid has four times as many grids as Se-Grid for the same grid size, the lower bound on the ratio between the DPCs of Co-Grid and Se-Grid approaches 4=9 for large regions. This result indicates that the DPC of Co-Grid increases about proportionally with the number of grids, and hence, can scale well in large networks in terms of configuration time.
PERFORMANCE EVALUATION
We now describe the performance evaluation of our approach. First, we evaluate the accuracy and computational cost of the Saddlepoint approximation using both Matlab simulations and experiments on Mica2 motes. Second, we compare the performance of Co-Grid, Se-Grid, and Central on both the coverage configuration time and the number of activated sensors. Finally, we present extensive simulation results on the performance of the CoGrid protocol in comparison with previous approaches. Two recent protocols, PCP [12] and VSP [28] , are used as baselines for performance comparison. Our results show that Co-Grid outperforms VSP and PCP in both the number of activated sensors and communication cost.
In our simulations, the thresholds on the system PD and PF are set to 90 and 5 percent, respectively. All results are the averages of five runs. The variance of five runs is also shown as error bar. The attenuation factors in the signal decay model (see (2) ) are set to b ¼ 1, a ¼ 2 and the initial signal power of the target (e 0 ) is set to 200, unless otherwise indicated. The variance of the Gaussian noise is set to 1.
Accuracy and Overhead of Saddlepoint Approximation
We implemented the Saddlepoint approximation procedure discussed in Section 3.4 in Matlab. In each round of 4. An independent set of a graph is a subset of the vertices such that no any two vertices in the subset are connected by an edge.
simulation, a number of nodes are randomly distributed in a 30 m Â 30 m region and the fusion center computes the detection probabilities of 900 sampling locations evenly located in the region. The Monte Carlo method is also simulated as a baseline. In the Monte Carlo method, a number of "experiments" are simulated, where each sensor makes a decision of one or zero according to its expected PD, and the output of each experiment is the system detection decision, one or zero, after applying the majority rule on the local detection decisions. The system PD can be approximated as the ratio of the number of experiments with an output of one to the total number of experiments. Fig. 9 shows the maximum error of the detection probabilities of all sampling locations in the region calculated by the Saddlepoint and the Monte Carlo methods relative to the exact values (max ðx;yÞ2A j P D ðx;yÞÀP D ðx;yÞ P D ðx;yÞ j). The number of sensors is varied from 1 to 14 because calculating the exact system PD of more sensors is extremely slow due to the combinatorial complexity. Different curves of the Monte Carlo method in Fig. 9 correspond to different numbers of experiments simulated. We can see that the Saddlepoint approximation outperforms the Monte Carlo method even when the number of rounds in the latter is 10,000. The error of the Saddlepoint approximation drops quickly when the number of sensors increases. In particular, the maximum error is less than 1 percent when the number of active nodes is larger than 6.
The results in Fig. 9 show that the Saddlepoint method yields satisfactory accuracy. We now examine the computational overhead of the Saddlepoint method. We have implemented both the Monte Carlo and Saddlepoint methods on a Mica2 mote with an 8-bit ATmega128L processor. While the Saddlepoint method is not new, to our knowledge, this is the first implementation and empirical evaluation of the Saddlepoint method on a resourceconstrained sensor platform. We measure the time it takes a Mica2 mote to find the Saddlepoint (i.e., (16) and (22)) when computing the system PD from various number of sensors. The local detection probabilities obtained from the Matlab simulations are the input of this procedure. Other operations in the Saddlepoint method are not timed because they can be implemented efficiently. We use the MilliTimer component in TinyOS 2.0 to measure the execution time. The MilliTimer has a precision of one millisecond. Fig. 10 shows the average execution time of computing the detection probabilities of a sample point versus the number of sensors. We can see that the execution time of the Monte Carlo method grows quickly with the number of sensors and the number of rounds. On the other hand, the Saddlepoint method incurs a much lower computational cost. Figs. 9 and 10 show that the computational cost of the Monte Carlo method is at least an order of magnitude higher than that of the Saddlepoint method. Fig. 11 shows the computational cost of the Saddlepoint method on a Mica2 mote at a finer granularity. We can see that it only takes the mote about 70 milliseconds to compute the system PD when there are 35 sensors. As Co-Grid organizes the network into multiple grids, the number of sensors within each grid is moderate even in large-scale sensor networks. Hence, the result of Fig. 11 clearly shows that the computational overhead imposed by Co-Grid on the fusion center is feasible on resource-constrained sensor platforms like Mica2 motes.
Number of Active Nodes
In this section, we present the simulation results of our protocols using Matlab. We implemented a protocol called Random as the baseline for performance comparison. Random works similarly to Se-Grid except that a fusion center always randomly activates a new node in each iteration until the desired PD is achieved. Comparing our protocols against Random allows us to study the effectiveness of the greedy strategy that activates the node closest to the point with minimum PD. In Section 7.4, we compare CoGrid against two existing coverage maintenance protocols, (PCP) [12] and VSP [28] .
As discussed in Section 3.3, our coverage maintenance protocols can adopt different decision rules. We now evaluate the efficiency of the K out of N rule and the majority Fig. 9 . Maximum errors of approximate detection probabilities of all sampling locations. Fig. 10 . Time of computing the system detection probability on a Mica2 mote. Fig. 11 . Execution time of finding the saddlepoint in the computation of the system detection probability on a Mica2 mote.
rule. In each simulation, 2,000 nodes are randomly deployed in a 120 Â 120 m 2 region. Fig. 12 shows the number of activated nodes of Co-Grid under different decision rules. We can see that the decision rules generally perform better when the grid width increases. This is because more sensors are included in a fusion group resulting better system detection performance. However, when the grid width is 20 m, the number of activated sensors increases with K for the K out of N rule. Our further study shows that a small number of sensors are often enough to cover a 20 m Â 20 m grid. However, the K out of N rule requires at least K sensors to participate in the fusion, which leads to redundant active sensors. On the other hand, the majority rule is adaptive to the grid width as it requires the majority of the currently active sensors to detect the target. The results in Fig. 12 show that the performance of K out of N rule varies with the size of fusion group while the majority rule maintains satisfactory performance in different settings. We adopt the majority rule in the following simulations.
Figs. 14a and 14b show the distribution of the nodes activated by Se-Grid and Co-Grid, respectively. The region is divided into 30 Â 30 m 2 grids and the dotted lines denote the boundaries of grids. We can see that many of the nodes activated by Se-Grid are concentrated in the vicinity of the grid corners. In contrast, Co-Grid activates less nodes through efficient coordination and node sharing among grids. Furthermore, the nodes activated by Co-Grid are distributed more uniformly in the region. Fig. 13 shows the number of nodes activated by the protocols versus the grid width. Note that when the grid width equals 120 m, Se-Grid becomes Central since there is only one grid in the region. We can see that both Co-Grid and Se-Grid outperform Random, which shows that the greedy activation strategy is very effective. Co-Grid outperforms Random and Se-Grid under all grid widths and performs similarly to Central when grid width is larger than 30 m. The difference between Se-Grid and Random is small when the grid width is 20 m. When the grid width is small, a node can achieve a fairly high detection performance anywhere in the grid, and hence, the positions of nodes do not make a significant difference in the total number of nodes needed to cover the grid. However, as there is no coordination between the fusion centers in both Se-Grid and Random, nodes in a grid cannot contribute to the coverage of neighboring grids, which results in excessive number of active nodes in order to cover the whole region.
When the grid width increases, all protocols perform better, resulting in less active nodes. This is because the decrease in the number of grids results in better decision fusion in each grid. When the grid width increases, the number of grids decreases accordingly. This leads to more active nodes in each grid, which potentially results in higher local PF at each node due to the constraint on the system PF (see (13) ). From (6), higher local PF always results in higher decision threshold and local PD at each node. That is, the nodes are more "sensitive" to a target. Consequently, higher overall system PD is achieved through fusing the "better" decisions from all the nodes. However, from the curve of Co-Grid, we can see that the benefit of using larger grids diminishes as the grid width increases. This is because the decisions from the nodes far away from each other have little correlation due to the signal decay and cannot contribute to the overall system PD. In particular, Co-Grid activates more nodes when the grid width increases from 60 to 120 m.
Coverage Configuration Time
The coverage configuration time is the time it takes a coverage maintenance protocol to activate sufficient nodes to achieve desired PD and PF. The configuration time indicates how fast the network can achieve desired coverage after the initial deployment or after a network change due to sensor failures or additions. As computation dominates the total coverage configuration time, we only evaluate the computational time taken by Co-Grid and Se-Grid during the coverage configuration process. Therefore, the total configuration time is decided by the total amount of computation the network must perform and the degree of parallel configuration. The former is affected by the number of activated nodes. We have shown in Section 6 that the degree of parallel configuration of Co-Grid is lower than (but competitive with) Se-Grid.
Since our distributed coverage configuration protocols are implemented in Matlab, the simulated time taken by each Matlab simulation does not reflect the actual configuration time on real sensor network platforms like Mica2 motes. We create an emulation environment as follows in which the computational time of the coverage configuration process of a distributed protocol on Mica2 motes can be estimated. In this emulation environment, when a fusion center in the Matlab simulation program needs to compute the system probability, it halts and inputs the local detection probabilities of the current active sensors to a Mica2 mote that computes the system PD using the Saddlepoint method. The mote outputs the computed value along with the elapsed execution time back to the main simulation program. The total execution time of motes is accounted for by each fusion center in the simulation program.
The configuration time of the network in Se-Grid is the maximum configuration time among all the fusion groups as each fusion center configures the coverage of its grid separately. However, as discussed in Section 6, estimating the configuration time for Co-Grid is more complicated due to the coordination among adjacent fusion centers. At each step of Co-Grid, the completion of activating a new sensor by a fusion center will result in the cancellation of the same processes at adjacent fusion centers. The main simulation program randomly chooses a fusion center among competing ones and the chosen fusion center is assumed to have finished its current iteration earlier than all its adjacent fusion centers. Hence, the addition of a new node by the fusion center will force all of its adjacent fusion centers to restart their computations. To speed up the simulations, the Mica2 mote only executes the completed computations that cause the addition of new nodes. The canceled computations are not executed. Note that they do not affect the results on active nodes or the estimation of the total configuration time because they occur in parallel with the completed computations. To help account the computation time, each fusion center in grid Gði; jÞ keeps a counter tði; jÞ called the earliest release time. This counter represents the earliest time when a grid can start effective computation that results in the addition of a new active node. The earliest release times of all grids are initialized to 0 at the beginning of the simulation. After grid Gði; jÞ adds a new active node, it increases its earliest release time tði; jÞ by the execution time input from the mote. In addition, the main program also advances the earliest release times of Gði; jÞ's adjacent grids to tði; jÞ, if their current earliest release times are less than tði; jÞ. This is because no adjacent grid of Gði; jÞ can start any useful computation that would lead to the addition of a new node, until Gði; jÞ finishes its computation and adds a node. After the coverage configuration process finishes, the configuration time of the whole network is the maximum earliest release time among all the fusion centers. Fig. 15 shows the configuration time of Co-Grid and SeGrid under different grid widths in a 120 Â 120 m 2 region.
The configuration time of Central is longer than 4 hours and is not shown in the figure. Although Co-Grid is shown to have a lower degree of parallel configuration than the SeGrid in Section 6, its configuration time is similar to Se-Grid. This is because Co-Grid activates fewer nodes than Se-Grid, which results in significantly less computation time for determining detection probabilities. The configuration time of both protocols grows with grid width because of lower degree of parallel configuration as analyzed in Section 6. Interestingly, both protocols yield significantly longer coverage time when the grid width increases from 40 to 60 m. As shown in Fig. 13 , Co-Grid activates a similar number of sensors as Central when the grid width is 40 or 60 m. If a grid width of 40 m is used, Co-Grid completes the network coverage configuration within 185 s, which is about two orders of magnitude reduction compared to Central whose coverage configuration time is longer than 4 hours.
Comparison with VSP and PCP
We now present the simulation results that compare CoGrid with two recent coverage maintenance protocols, PCP [12] and VSP [28] . In the following, we first briefly discuss the design of these two protocols and how we conduct a fair comparison between them. Finally, we present the simulation results.
Comparison Methodology
Similar to Co-Grid, VSP also adopts a decision fusion algorithm in coverage maintenance. However, different from Co-Grid that is designed to work with different decision fusion rules, VSP is tightly dependent on the OR fusion rule. Moreover, VSP only allows nodes in the neighborhood to collaborate with each other while Co-Grid also exploits the collaboration among multiple fusion groups in different grids. Each sensor in VSP has a sensing range of radius d s . Any point in the sensing range is covered, i.e., the PD satisfies the requirement. Multiple sensors can form a virtual sensor, which covers the points outside of the sensing ranges of those physical sensors. When a point is not covered, VSP first checks whether the active physical sensors can form a new virtual sensor through data fusion to cover the point. More physical sensors will be activated if the point cannot be covered. This procedure will repeat until all the points in the region are covered. PCP can work with probabilistic sensing models and is shown to outperform several representative coverage maintenance protocols (e.g., CCP [29] , CCANS [37] , and OGDC [36] ) that are designed based on deterministic sensing models. In PCP, a random node is chosen to become active at first, which is referred to as the activator. Then the activator broadcasts an activation message that contains the coordinates of itself to all nodes in its communication neighborhood. The nodes that lie on the vertices of the hexagon centered at the activator will be activated while all other nodes within that hexagon go to sleep. The system PD at a physical point is computed by the OR decision rule. After receiving the activation message, a node determines whether it is a vertex of the hexagon based on the distance and angle between itself and the activator. After setting the state to active, a node becomes a new activator and then broadcasts its activation message to its neighbors. The process repeats until the region is covered by the hexagons. It is shown [12] that the system PD of any physical point can be assured when the edge length of hexagon is properly chosen.
A fair comparison among Co-Grid, VSP, and PCP is not trivial due to the difference in both design objectives and sensing models of these three protocols. PCP is designed to only ensure system PD without accounting for PF caused by the environmental noise. Such a design is inconsistent with the characteristics of real sensor platforms. For instance, a recent empirical study showed that the PF of a single sensor on Mica2 motes is as high as 30 percent [11] . Although VSP accounts for the PF in its design, it assumes that the PF does not change with the number of active sensors. This assumption is not valid in practice as the PF of a system based on the OR fusion rule is higher than that of individual sensors. To address the above issues and conduct a fair comparison among the three protocols, we adopt the following simulation methodology: First, we use the same sensor measurement and noise models described in Section 3 for all the protocols. Based on these models, we calculated the parameters required by VSP and PCP, such as the sensing range and the edge length of hexagons. Second, we extend PCP and VSP to ensure an upper bound on system PF and a lower bound on system PD, which are consistent with the design objective of Co-Grid (defined in (1)). Specifically, we choose the local detection threshold of sensors in PCP and VSP such that the activated sensors can meet the coverage requirements defined by PD and PF. We then compare different protocols with respect to the number of activated sensors and communication costs.
Accurate simulation to the characterization of wireless radios is key for evaluating the realistic communication overhead of different protocols. For this purpose, we implemented the link layer model from USC [38] [22] . Experimental data showed that the USC model can simulate highly unreliable links in the Mica2 motes [38] . In our simulations, the packet reception ratio (PRR) of each link is governed by the USC model according to the distance between the two communicating nodes and the transmission power. The design of PCP requires to know the communication neighborhood of a node. Two nodes are communication neighbors if the PRR of their communication link is above a small threshold. The communication route between two nodes is found as the one that has the minimum Expected Transmission Counts (ETX). ETX of a link is the reciprocal of PRR and is widely used as a routing cost metric to deal with the packet loss of unreliable communication links [30] .
Results
We adopt the following settings in our simulations. The deployment region is 10 m Â 10 m, which is consistent with the simulation settings of VSP [28] . The grid width in CoGrid is set to be 5 m. The initial power of the signal emitted by the target is 19. The coverage requirements on minimum PD and maximum PF are set to 0.9 and 0.05, respectively. Fig. 16 shows the number of activated sensors when the number of deployed sensors varies from 300 to 900. PCP activates fewer sensors when the number of deployed sensors increases. This is because PCP aims to activate the sensors that are close to the vertices of hexagons. When the network density is higher, PCP produces better coverage topologies as it is more likely to find the sensors that form hexagons. On the other hand, both Co-Grid and VSP maintain constant performance that is not affected by the number of deployed sensors. Co-Grid activates about 35 percent fewer sensors than VSP in all settings. This is because Co-Grid can effectively coordinate the coverage maintenance of different fusion groups while VSP only allows sensors in the same neighborhood to collaborate and does not implement any coordination between fusion groups. Fig. 17 shows the number of bits transmitted by different protocols. Co-Grid has the lowest communication overhead among all protocols because most communications occur between a small number of fusion centers while the communication overhead inside a fusion group is light. In contrast, both VSP and PCP require extensive communications among active nodes resulting in higher overhead. In particular, all the nodes that form a virtual sensor in VSP must exchange measurements in order to ensure coverage. PCP incurs lower overhead than VSP because each active node only broadcasts its coordinates to its neighbors. The average communication overhead of Co-Grid is only about 50 percent of that of PCP and 28 percent of VSP.
CONCLUSION
In this paper, we proposed a new coverage model that captures two key properties of distributed detection based on wireless sensor networks, i.e., probabilistic sensing and data fusion. We then presented three coverage maintenance protocols. In particular, Co-Grid reduces both the configuration time and the number of active nodes by organizing a network into coordinating fusion groups located on overlapping virtual grids. It further reduces its computation complexity by employing an efficient Saddlepoint method to compute the PD of a fusion group. Simulation results demonstrate that Co-Grid activates comparable number of sensors to the centralized algorithm while reducing the network coverage time by up to two orders of magnitude. Moreover, Co-Grid significantly outperforms two representative coverage maintenance protocols in terms of number of activated sensors and communication overhead.
