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ABSTRACT
As the minimum feature size of IC devices is reduced, the control
of linewidth becomes moire and more critical. An in-iine process monitor
for spray developed diazoqumone- type photoresist has been constructed
which enables a spin-developing module to automatically compensate for
the numerous variables which can affect linewidths. The development
time of a wafer is varied depending on the dissolution rate of the
photoresist. Development is monitored by reflecting light from the wafer
surface which is sensed by a photodiode. Variable development time has
been shown to control linewidths as exposure dose and photoresist
coating thickness were changed. The relationship oetween the time of
developer breakthrough at the wafer surface and the total development
time to achieve equal lines and spaces on a resolution test target was
found to be linear for short development times typical of in-line wafer
processing. Additionally, this monitoring technique has been shown to
yield powerful process diagnostic inrormation capable of improving one 's
current resist process.
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I. Introduction
As the minimum feature size of integrated circuits approaches 1 urn,
the absolute control of linewidths in developed photoresist becomes
critical. Images become less well defined and harder to reproduce
accurately as image critical dimensions approach the resolution limits
of the camera lenses. In these cases, imaging problems , coupled witn
processing variables, make linewidth control in photoresist diflicult.
Linewidth errors of + 0.3-0.5 urn are typical of today's 2-4 urn
processes .[ 1 ] Such errors in future processes represent an unacceptaoly
large percentage of the feature size and could lead to variations in the
electrical properties of devices.[2] Compounding the proolem of
manufacturing working devices are camera registration errors from one
layer to the next layer. Registration errors add an additional
0.3-0.5 urn of variability to the manufacturing process. [3] Present
procedures must make allowances for all the sources of variability. As
camera technology progresses, registration errors are being reduced. [4]
However, reductions in linewidth must also be accompanied by reductions
in linewidth error.
1.1 Optical Photoresists
Optical photoresists may be divided into two broad catagories based
on their response to radiation. Positive acting resist is made more
soluable and dissolved away where exposed to radiation. Conversely,
negative acting resist is made less soluable upon exposure and is
developed away in the unexposed regions. Positive photoresist, based on
iLL
Base Insoluble
Sensitizer
+ NC
HoO
Base Soluble
Photoproduct
Figure 1, Napthoqumone Diazide Reaction Mechanism. The base insoiuable
sensitizer, napthoquinone diazide, undergoes photolysis to
produce a keto-carbene which rearranges to form a ketene. The
ketene reacts with water in the film to form lndenecarboxylic
acid which is base soluable. f 8 1
novolac resin and naphthoquinone diazide sensitizer*, has several
characteristics which make it more suited for current processing
standards than negative photoresist, based on a cyclized rubber resin
and a bis-azide sensitizer. First, positive resist has better
resolution than negative resist. [5,6] The reaction mechanism for
napthoquinone diazide is shown in fig. 1,[7] Positive resist does not
"Positive photoresist will henceforth be regarded as naptnoqinone
diazide based resist. Positive-acting photoresists of the Acrylate
family, such as Poiy(methyl methacrylate ) (PMMA) used in electron-beam
exposures and in certain multi-layer resist schemes, will not be
considered in this report.
swell during development as negative photoresist does. [8,9] The solvent
used for developing negative resist penetrates the exposed areas as well
as the unexposed regions. The photopolyroerized areas because of their
higher molecular weight simply take longer to dissolve than the
unexposed areas. Development is based on this differential. By the
time the developer has started to dissolve the photopolyroerized
molecules, the unexposed areas have been dissolved away and development
is terminated .[ 10 ] However, because the solvent has penetrated the
exposed regions, the volume occupied by the exposed polymer is
increased. Positive resist uses an aqueous developer which interacts
very slowly with the unexposed compounds and carrier resin. The carrier
resin is of low molecular weight and cannot hold solvent without
dissolving away. The developer is washed away with the rinse and the
amount of swelling is minimal. Swelling limits the resolution of
negative photoresist to about 2 um.[ll]
A second valuable attribute of positive photoresist is that if
there is any flare in the exposure system, which causes non- imagewise
exposure of the resist, it merely reduces the resist profile. [12] Since
the exposed area is developed away with a positive resist, slight
exposure in non- image areas is developed out with fully exposed resist,
Non- imagewise exposure of a negative photoresist causes some
crosslinking which does not get developed out. [13] As little as 1%
flare can cause enough crosslinking to cause scumming after development
of a negative photoresist. [14]
There are several other advantages in the use of positive
photoresist. The aspect ratio, that is the ratio of resist coating
thickness to minimum feature size, can be much higher with a positive
photoresist than with a negative resist. [15] The reason is that swelling
of the negative resist during development limits the resolution to 2 to
3 times the initial film thickness. Thicker coating of positive resist
aids step coverage on patterned wafers and reduces sensitivity to
coating defects. Finally, positive resists use aqueous developers.
These caustic developers are easily neutralized and environmentally
safe. Positive photoresist is not sensitive to oxygen during exposure
which makes it easier to handle than a negative resist. [16]
There are negative aspects in the use of positive resists. These
include much higher cost, slower photospeed, and less plasma etching
resistance than common negative resists, [17, 18] However, due to the
qualities of positive resist that are extremely important for high
resolution lithography and its widespread acceptance in the
microelectronics industry, this study will deal exclusively with
positive photoresist.
1.2 Photoresist Processing Variables
There are numerous factors which cause variability in the
responsivity of the photoresist. These factors include coating
thickness variation, softbake conditions, imaging effects and laboratory
conditions. Each variable makes a unique contribution to the final
linewidth and careful control of each variable is needed in order to
keep linewidths constant.
The most significant of these factors is coating thickness
variation. Photoresist, in coatings of 1-2 um, acts as a thin film.
Upon exposure to monochromatic radiation, interference effects cause
standing wave patterns to be formed in the resist. [19, 20, 21] As the
coating thickness changes, the standing waves produce large variations
in the amount of exposure dose which is absorbed by the photoresist.
For a typical 12,000 A coating, a 2.5% variation in coating thickness,
or + 300 A, can change the absorbed dose of the photoresist by 30%. [22]
Coating thickness may vary for several reasons. The spin speed of
the coater may not be uniform, or the acceleration up to spin speed to
spin off resist may not be identical each time. The amount of resist
dispensed may vary, or the wafer flatness may change from wafer to
wafer. Thickness variation may also be due to solvent evaporation,
exhaust velocity during coating, or laboratory temperature .[ 23 ]
Other variables introduced during sof tbake and exposure affect
processing less dramatically. These variables include the softbake time
and temperature, laboratory relative humidity and temperature, imaging
conditions, and post imaging treatment of the photoresist. The softbake
time and temperature affects the solvent content and the thickness of
the coating of photoresist. [24] An incomplete solvent removal results
in a decrease in pnotospeed, increased loss of unexposed photoresist,
and reduced adhesion to the substrate .[ 25 ] The relative humidity in the
laboratory during exposure affects the amount of moisture available for
chemical reaction to take place. Humidity under 35% may reduce
photospeed. [26] Additionally, too much humidity can cause the
photoresist coating to lift off the wafer surtace.
Camera focus has an effect on the sharpness of the imaged line and
effects the edge wall angle of the developed photoresist, [27] An
autofocus feature is available on many of today's cameras. However,
they focus on the top surface of the photoresist. [28] The state of the
art camera lenses necessary for 1 um line resolution have very high
numerical aperatures (typically 0.28-0.42). [29] For incoherent
illumination, the allowable depth of focus is related to the numerical
aperature by the formula,
6 = .95(L) / NA,
where 6 is the allowable depth of focus, L is the desired feature size,
and NA is the numerical aperature of the lithographic exposure
system. [30] The formula assumes 40% as the minimum allowable value for
the signal modulation which enables one to maintain linewidth control.
This formula yields an allowable depth of focus of 2.0-3.0 um for 1 um
feature sizes. Using typical coating thicknesses of 1.1-2.0 um, there
is virtually no margin for error in focus. Camera vibrations, including
those in the optical train and those in the movable stage of a stepper
camera, can have similar blurring effects on the image. [31] Positive
photoresist does not appear to suffer reciprocity effects. [32] This
permits high intensity doses from step-and-repeat exposure systens.
However, any variations in exposure time or dose will have a sizable
affect on the development rate of the resist.
As the minimum feature size is reduced, it becomes critical to
control each factor to tighter and tighter tolerances. Any of these
factors can have an effect on the rate of development of the
photoresist. If a fixed development time is used, the variation in the
rate of development will translate into variation in linewidths. Since
development is the last step which affects linewidths, variable
development time could control the summation of all previous
variables, [33] If development could be monitored and a common reference
point identified, the development time could be adjusted to account for
changing conditions. Constant linewidths could be maintained in spite
of varying processing conditions.
Two techniques for monitoring static or tank development have been
previously published. The first is called double-exposure end point
detection (DEEPDET).[34,35] As shown in fig. 2, a test target on the
wafer is given a blanket exposure followed by a patterned exposure.
This doubly exposed patterned area develops much faster than the
normally exposed area and forms a negative image of the test pattern.
When the negative image is developed away, the wafer is fully developed.
The amount of blanket exposure is adjusted to give the correct linewidth
when the negative image is developed away.
DKk'Pl >KT is impractical for a fabrication environment for several
reasons. It requires a static immersion-type development in order to
monitor the test target, and it involves two exposure steps, [36] This
method also uses wafer area for a monitoring area.
The second method for monitoring tank development is a film
thickness monitor (FTM),[37] In this process, a test area is blanket
Pattern
Exposure
1
mAm^m
(a)
(b)
Blanket
Exposure
I
% 1 1 \HHM
Double
Exposure
(<=>
(d)
(e)
Figure 2, Double Exposure End Point Detection [35]
a) Blanket exposed test area is followed by a
patterned exposure,
b) Side view of (a).
c) Partial Development- The doubly exposed area
quickly clears and forms a negative image,
d) Partial Development- Just prior to end point.
e) Completed Development- Test pattern disappears.
Reflectivity
Control Point
Resist Thickness
Figure 3. Film Thickness Monitor Output,
exposed. During development, a laser is reflected off the surface ot
the resist at the test site, and the reflected light is directed to a
photodetector via an optical fiber bundle. The output is then displayed
on a strip chart recorder. As the resist thickness changes with
development, interference effects change the intensity of the reflected
light. [38] An example of the output from the monitor is shown in fig. 3.
The intensity variations are interference fringes which have a
period of
I(x) = cos[(2 trtn)/ X ],
where t is the thickness of the thin film, n is the refractive index,
and X is the wavelength of the monitoring radiation, [39] By monitoring
the fringes, the change in thickness of the resist can be determined.
When the developer breaks through to the substrate, the fringes end and
the signal becomes constant.
There are problems with the FTM that make it impractical for device
manufacture. [40] The FTM, like DEEPDET, involves static immersion- type
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development in order to monitor the test area. It also requires a laser
and a special development tank. Finally, valuable wafer space is used
for a monitoring area. Neither FTM nor DEEPDET are suitable for
monitoring spray development. [41]
Spray development has become important to the consistency of
critical dimension control. [42, 43] This technique gives better control
than immersion development over a long period because fresh developer is
constantly being dispensed on the wafer at a fixed rate. [44]
Additionally, the developer flows over the wafer at a highly repeatable
rate, which gives the development process constant agitation. Immersion
development is able to give very consistent results within a single
batch of 25 wafers, but, as the developer ages or temperature varies,
there may arise large batch to batch variations in critical
dimensions. [45]
The fine geometries of a VLSI process require strict control of
defects caused by particles in the fabrication area. The largest source
of particles in the fabrication environment is people, [46] Equipment
automation is one solution particle contamination and is becoming more
important to producing VLSI circuits. The ability to monitor spray
development and to adjust the development time in real time represents a
critical step towards process automation and the control of a 1.25 um
process necessary for VLSI circuits, [47] This project will demonstrate
the feasibility of such a monitor and its practical application on
production equipment.
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II. Experimental Procedures
The task undertaken was to build a monitor which would track the
progress of a water undergoing spray development. After the monitor was
built, a unique point had to be identified during development which
could be related to the "correct" development time. This point was
labeled the "control point." Once the development process was being
monitored, it could be more suitably studied than had been previously
possible.
The experimental phase was broken into four segments:
1. Construction of the Monitor,
2. Establishment of Control Point Criteria.
3. Calibration of Equipment.
4, Study of Photoresist Development.
2.1 Construction of the Monitor
The monitor, depicted in fig. 4, consists of a tungsten halogen
light source with a sharp-cut yellowband pass filter, fiber-optic cables
with lenses, photodiode with an interchangeable 10 nm narrowband pass
filter, and an IBM Personal Computer with an analog to digital
conversion board. The monitor was then interfaced with a GCA Wafertrac
wafer development module in order to control the dispensing of developer
and water to the wafers.
The tungsten halogen source was chosen for several reasons. First,
reflectivity characteristics of different substrates can change
dramatically across the spectrum. The use of a broadband source allows
monitoring of reflectivity data in different spectral regions. The most
12
Tungsten-Halogen
Light Source
W/ Yellow Filter
Fiber Optic Cable
WafertraC
Process Controller
IBM-PC
Figure 4 . The In-Line Process Monitor
Strip Chart
Recorder
useful wavelength to monitor development of photoresist on silicon may
not be the best wavelength to monitor development of photoresist on
polysilicon or aluminum. Second, the monitor is taking its signal from
a random spot on the wafer. In order to ensure that the spot sampled is
representative of the ongoing process, the spot must be large enough to
average out any local effects of uneven development across a die (the
individual device or chip being made.) The spot must therefore be
larger than an average die, which is typically 3-4 cm2. In order to use
a laser, it must be diffused and be made to uniformly illuminate the
fiber-optic cable. Third, mounting a laser directly over a spin module
is iJDpracticle due to size and module access restrictions.
A sharp-cut yellow filter which passes radiation longer than 500 nm
in wavelength was installed over the source to prevent exposure of the
photoresist while monitoring. Lenses were used to remove the fiber
13
optic cables from the immediate vicinity of the spraying developer. The
termination of the fiber optics was placed at the focal point of the
lens to collimate the light and to minimize signal loss.
2.2 Establishment of Control Point Criteria
Computer control of resist development has three requirements.
First, a strong, repeatable signal must be established. In order to
successfully control a process, the monitored signal must be free of
noise which may be mistaken for the "control
point," Second, a point
which may be related to the proper development time must be identified.
The identification of this "control point" is the key feature of the
monitor and must be made with total reliability. Third, coordination
between the computer and the machine program which normally controls
development must be established.
2.2.1 Digital Filtering
The operating environment of the process monitor is inherently
noisy. It is therefore necessary to separate the information carrying
signal from system noise. This may be done through the use of one of a
variety of digital filters. The initial emphasis was simply to find the
final voltage rise signifying the control point. Therefore, a simple
mono-pole digital filter was used which took the form,
f(t) = f(t-l) + (Q * (y(t) - f(t-l))),
where f(t) is the filtered value, f(t-l) is the last filtered value,
14
y(t) is the unfiltered data point and 'Q ' is the filtering value with a
range of 0 to 1. This filter dampens both the high and low frequency
components of the signal and therefore distorts the shape of the curve
of interest. Figures 12, 13. and 14 show signals filtered with 'Q'
values of 0.1, 0,05, and 0.02. Because of the signal distortion and the
gradual voltage increase, there was no sharp point to identify the
control point, A more detailed analysis of digital filters was
undertaken and the 'Q ' method of signal smoothing was abandoned.
The sampling rate determines the highest observable frequency of
the signal. [48] The maximum frequency is given by the equation,
fmax = 1 / (2 * Ax),
where Ax is the sampling rate. This is known as the Nyquist frequency.
In the present case, with a sampling rate of 0.1 seconds, the Nyquist
frequency of the signal is 5 Hz.
The monitored signal has a typical frequency or 0.3 Hz. Therefore,
any part of the signal with a higher frequency than 0.5 Hz. may be
regarded as noise. In order to ensure that no useful signal was lost, a
target cutoff frequency of 1.0 Hz, was used.
By knowing the shape of the digital filter in the time domain, a
Fourier transform may be taken of it to determine its temporal-frequency
response. This procedure may be used to graphically compare one filter
against another. The filters used in the study were:
1. The 20 Point Average.
2. The 3 Point Average with 3 Repetitions,
3. The 5 Point Weighted Average.
4. The Sine Butterworth Low Pass Filter.
15
The design and implementation of each of these filters will be described
and compared.
The 20 point averaging filter was designed to separate the final
increase in reflectivity of the signal (at breakthrough) from all other
noise of the system. The filtering formula was,
f(t) = ( _ y(t-k)) / 20 ,
where f(t) is the filtered value and y(t-k) are the unfiltered data
points. The filter and its tranform are described by the formula,
rect(x/2)^=2 sinc(2 f),
and are plotted in figure 5-a. As is predicted by the frequency
spectrum, the filter suppressed the system noise as well as the
interference fringes with a frequency of 0.3 Hz. As data collection
became more efficient, the filter was abandoned as it filtered out
useful data.
The other filter methods used were all designed to separate the
signal of interest, with a frequency of approximately 0.3 Hz, from the
noise component of the signal, which has a characteristic frequency
greater than 1.0 Hz. The governing factor in the choice of a digital
filter was the lack of distortion of the control point signal.
The 3 point averaging filter was designed to minimize signal
distortion while quieting system noise.
16
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Figure 5. Time Domain Filters and their Temporal-Frequency
Response
a) 20 point average
b) 3 point average with 3 repetitions
c) 5 point weighted average
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The filtering took the form,
fl(t) = ( Z y(t-i)) / 3 ,
i=o
f2(t) = ( Z fl(t-j)) / 3 ,
j=o
f3(t) = ( _ f2(t-k)) / 3 ,
where fl(t), f2(t), and f3(t) are filtered data points, and y(t) is the
unfiltered data. This "3x3" method combined the required fast running
time of an in-line process with minimal signal distortion. The filter
and its transform are described by the equation,
rect(x/0.3)^= 0.3 sinc(0.3 f),
They are shown in figure 5-b. By repeating the filter three times, the
high frequency noise is gradually reduced while inducing the slight
distortion of a 0.2 second shift in control point. The filter has a
cutoff frequency of 1.2 Hz, which preserves the fringe data while
yielding adequate noise suppression.
The 5 point weighted average filter approximates a triangular
shaped function. The filter has the formula,
f(t) = (y(t-4) + 3y(t-3) + 5y(t-2) + 3y(t-l) + y(t)) / 13,
It is shown in figure 5-c with its transform. While the cutoff
frequency of 1.4 Hz is slightly higher than the 3x3 filter, it is a very
simple single step filter. Because data was being collected every 100
ms, the operating speed of the filter was always a prime consideration.
18
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Figure 6.. Transfer Function of. the Sine Butterworth
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Figure 7. Comparison of the Transfer Functions of
the 4 filters used in the study
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The Sine Butterworth low pass filter is a recursive filter designed
to be flexible enough to give any desired cutoff frequency. The
transfer function (frequency response) of the filter is given by the
expression,
1
|H(f)| = 1 + (2Tif / 2tiB):u\
where f is the frequency, B is the cutoff frequency, and M is the number
of poles in the filter. [49] The transfer function is plotted in
figure 6.
A comparison of the four filters is shown in figure 7. From the
graph, it is clear that the Sine Butterworth filter comes closest to the
ideal filter with an instantaneous cutoff at 1 Hz. However, the filter
was found to take too much computational time for the in-line processing
requirements. Therefore, the 3x3 filter was chosen for its operational
speed and adequate filtering properties.
2.2.2 Control Point Identification
The reflectivity of a developing wafer varies sinusoidally as
development progresses in a manner similar to the film thickness
monitor, described earlier. When the developer breaks through to the
wafer surface, the interference fringes cease and reflectivity becomes
constant. This clearing point during development gives a reference
point which is labeled the "control
point,"
A key factor in the development of this equipment was the
establishment of a repeatable control point. A methodology had to be
established to search the processed data to identify the control point.
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There are several possible strategies for finding the control point.
Each has merits which make it suitable under certain conditions. The
methods used were:
a. The Constant-Slope Method.
b. The Running-Normalization Method.
c. The End-Fringe Method,
d. The Back-Search Method.
Each method was developed to serve a particular processing requirement.
The process requirements and program criteria for each method will be
described in detail.
Once repeatable control point criteria were established, a
Wafertrac wafer development system was put under computer control.
Computer control is defined as the computer initiating wafer
development, finding the control point time, and terminating development
in order to give equal lines and spaces on a 2.0 um feature of a
resolution test target,
A computer program was written which measured the reflectivity of
the wafer during development, identified the interference fringes, and
marked the "control point." The computer was programmed to turn on a
five-second rinse of deionized water and then turn on the developer
spray. The signal was analyzed for the control point, the total
development time was calculated, and development was ended by rinsing
the wafer with water. The wafer was then spun dry at 5000 RPM,
2. 2. 2, a The Constant Slope Method.
The first method of monitoring for the control point used the slope
of the surface reflectivity to identify when the signal changed its
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characteristic sinusoidal shape. Planar silicon wafers were coated with
10,900 A +100 A of Shipley 1400-27 photoresist and softbaked on a
hot-plate at 75 C for 45 seconds. Development was carried out on a GCA
Wafertrac spinner in an all-spray mode using Shipley Microposit 351
diluted 3.5/1. The computer analyzed the reflectivity signal using the
formula,
-TL <(f(t)-f(t-l)) / 0.1 sec <TL,
where f(t) was the filtered value and TL was a setable threshold value.
If the slope was within the threshold for a period of three seconds,
then the control point was marked. During the initial phases of the
project, the signal to noise ratio was very low (the S/N ratio was
approximately 1/1,) This method was too sensitive to the noise in the
system. The result was the control point time was not repeatable and the
method was unreliable.
2.2.2.b The Running Normalization Method
The running normalization method represented an attempt to amplify
the control point signal while dampening out the interference fringes.
By comparing data samples, the local minimum of a fringe was identified.
Subsequent voltages were then normalized by the local minimum using the
following formula:
2
V(t) = ((Vi / Vmm) - 1)
where Vi is the current sample voltage and Vmin is the minimum value of
the fringe. Before breakthrough, the difference between Vi and Vmin is
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small (less than 0.5 volts. ) At breakthrough, the difference becomes as
large as 1.25 volts. When a threshold voltage was reached, the control
point was declared. The effect of the normalization is to amplify the
difference between the increase in reflectivity at the peak of a fringe
and the increase in reflectivity at breakthrough.
2.2.2.C The End Fringe Method
The end fringe method was the first truly successful method for
finding control points with a computer. The method examines the
incoming data for criteria which signifies a fringe. The computer looks
for a negative slope after reaching a local maximum to identify a
fringe. If a fringe is indentified, then the program is reinitialized
and the computer looks for the next fringe. The method also keeps track
of the time since the last fringe was found. As shown in figure 8, at
point 'E', the computer "expects*' the signal to peak and start declining
as with a fringe. When the signal has not started down at point 'F ' (a
point occurring after an entire fringe should have passed), the last
minimum is declared the control point.
2.2.2.d The Back Search Method
After the reflectivity signal becomes constant, it is a simple
matter to look backward and find the last minimum which occurred. The
original version of this method calculated the number of fringes
expected, timed the first two fringes and then calculated an expected
time for breakthrough. The program then waited until the calculated
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time had past and proceeded with the backward data search. Many cases
were later found where the first two fringes were not well defined or
were not representative of the entire process. The calculated
breakthrough time could then be in gross error and the proper total
development time was passed before the control point was identified.
IKI SEQUENCE 1559 (19-12-84 14:94)
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The End Fringe Method of Finding Control Point. A slope taken
from the local maximum at point 'A' to point 'B ' identifies a
fringe . By timing the period of the fringes ( from point 'C '
to point 'D'), the computer "expects" a local maximum at
point 'E ' . When an entire fringe should have passed
(point 'F'), the last minimum, point 'D', is declared the
control point.
This problem led to combining a forward search method such as the end
fringe method with the back search method. After an initial control
point time was established by the first method, a point was chosen
halfway between control point time and the calculated total development
time. The back search method was invoked at that point to double check
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the control point time and, if necessary, update the calculated total
development time. The combination of methods raised the reliability of
finding the proper control point time to 99% for wafers with more than
10% exposed area. The critical nature of the percentage exposed area is
discussed more fully in Section 4.4.
2.3 Calibration of Egujpment
Figure 9 is a computer simulation of photoresist development
generated by a commonly available program called SAMPLE. As depicted,
development proceeds rapidly down to the substrate. However, developer
breakthrough to the wafer surface does not mark the end of development.
This simulation demonstrates that additional development is necessary
after breakthrough to steepen edge wall angles and to control
linewidths. [51,52]
The objective of phase III of the project was to determine the
relationship between the control point time at developer breakthrough
and the total development time for "proper" development, "Proper"
development time is defined as the development required to give equal
lines and spaces at a 2.0 um feature size from a GCA test reticle, shown
in fig. 10.
Initially, a "standard" development process had to be monitored to
determine the appearance of a "standard" signal. This standard process
was then used throughout the experimentation except where noted.
Four- inch planar silicon wafers were coated with 10,900 A + 75 A of
Shipley 1400-27 photoresist and the coatings were softbaked on a
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Figure 9. SAMPLE Computer Simulation of Photoresist Development.
Depicted is 1.04 um of Shipley Microposit 1470, with a 50
second development. Line-space pair is 1.0 um, exposure dose
is 85 mJ/cm at 435,8 nm. The resist model is n = 1,68 -.0171,
A = 0.58 um , B = 0.07 um , and C = 0.018 cm /mJ. Rl = 0.24,
R2 = 0.00053. and R3 = 8.1.
Figure 10. GCA Test Reticle
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hotplate at 75 C. The coating thickness was measured on a Nanospec Film
Thickness Measurement Tool, The coating thickness was chosen because at
the exposure wavelength of 436 nm, the maximum dose is coupled into the
photoresist film at 10,900 A. As standard procedure, the wafers were
given a post-exposure bake at 110 C for 45 seconds. Exposures were made
on a GCA DSWmWafer Stepper using a Zeiss 10-77-82 10X lens. An exposure
matrix was made on a test wafer to determine the proper dose to yield
2.5 um lines and spaces with 30 second development. The chosen dose was
then given to a full array across a wafer. The developer used was
Shipley Microposit 351, CD-31, which is a developer dilution of 3.5:1.
Development was carried out at room temperature which is controlled to
21 *C. The development was monitored to determine when the control point
occurred. This was set as the "standard process."
In order to determine the relationship between the control point
time and total development time, two sets of experiments were performed.
First, the exposure dose was varied from the "standard dose" determined
in the calibration. During the second set of experiments, the resist
coating thickness was varied from the
"standard"
coating thickness of
10,900 A, Each of these procedures will be described in detail below.
2.3.1 The Exposure Dose Varying Experiment
The exposure dose varing experiment was the simplest in principle
to demonstrate the relationship between the control point and the total
development time. Wafers were given standard coatings and were
softbaked identically. The proper exposure dose was determined for
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development times ranging from 22 to 40 seconds. Two groups of wafers
were exposed. Each wafer of the first group was given a different
exposure dose and was developed for 30 seconds. Each wafer of the
second group was also given a different exposure dose, but the
development times were varied from 22-40 seconds, depending on the
exposure.
The time of breakthrough of the developer to the wafer substrate,
or "control point" , was determined and the critical dimension for a
2.5 um target spacewidth was measured. The ratio of the time to
breakthrough to the total development time represents the controlling
parameter of the monitor. Once established, the ratio, or
"A"
value, is
multiplied by the control point time to yield the proper development
time for that wafer,
2.3.2 The Resist Thickness Varying Experiment
In the second series of experiments, the thickness of the
photoresist was varied from the standard coating while the camera dose
was kept constant. Due to interference effects and standing waves, the
effective exposure dose, that is the dose coupled into the resist film,
was expected to vary smusoidally as the thickness changes. This
experiment was more complex than the dose varying experiment because of
two simultaneous exposure effects. As the coating thickness is
increased, the bulk photoresist effect causes the exposure dose to
decrease. Additionally, the standing wave effect causes sinusoidal
variations in exposure as the thickness changes. [53]
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Four- inch planar silicon wafers were coated with a given thickness
of Shipley 1400-27 photoresist to a tolerance of + 75 A, as measured on
the Nanospec Film Thickness Measurement Tool. The batch- to-batch
coating thickness was varied from 10,000 A to 11,600 A in 200 A
increments. The proper exposure dose was determined for a coating
thickness of 11,000 A and 30 second development in Shipley 351, CD-31
developer. The camera dose was then held constant for each of the
different coating groupings. The wafers were separated into two groups,
a control group and an experimental group. Both groups had wafers from
each thickness increment. The control group was given 30 second
development while the experimental group was developed for 30-55 seconds
depending on the control point time. After development, the critical
dimensions were measured for a 2.5 um target spacewidth.
2.4 Study of Photoresist Development
The final phase of the project consisted of optimizing the system
and examining photoresist development to explore process improvements
made possible with the monitor. Studies conducted were:
1. Noise Isolation Study.
2. Wavelength Comparison,
3. Mounting Angle Study.
4 . Alternate Substrate Study .
5. Softbake Temperature Study.
2.4.1 Noise Isolation Study
A systematic study was made to identify sources of noise and either
eliminate or minimize the effects. First, the dark current of the
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electronics was measured by removing the fiber optics from the detector
and sealing the hole. The fiber optics were reconnected and a signal was
measured from a dry, static wafer. This measured the short term lamp
stability. Next, the signal was measured from a dry spinning wafer at
various spin speeds. This experiment was followed by measuring the
reflectivity of a spinning wafer with developer being sprayed. Finally,
the steps were repeated on a wafer coated with photoresist.
2.4.2 Wavelength Comparison
A study was made to determine if there were an inherent advantage
to looking at one wavelength versus another. Signals taken of
developing wafers at 540, 580, 632, 700, and 740 nm were compared for
signal to noise ratio, contrast ratio, and the ability to find a
repeatable control point. The signals were then added together to
attempt to enhance the control point signal while cancelling out the
interference fringes. Similarly, a broad banded filter was used in the
detector to try and get an enhanced control point signal.
2.4.3 Mounting Angle Study
The original setup had the source and detector fiber optic cables
at a angle from normal to the wafer. Monitoring angles were stepped
through to find if the signal strength had any angular dependence. The
large feature sizes which dominate the test target precluded finding any
such dependence, however, it was decided to leave the final setup normal
to the wafer. In order to see
"down"
a contact hole with a 1.25 um
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diameter, it may be necessary to be as close to normal as possible.
2.4.4 Alternate Substrates Study
The study of alternate substrates was closely linked to the
wavelength comparison discussed earlier. The reflectivity of various
substrates, both coated with photoresist and uncoated, was measured and
the nature of the control point signals measured to assure process
control on the typical wafer substrates. Three distinct types of
signals were found to exist. The first type is typical of silicon,
produced by a smooth, reflective substrate. As previously shown, it is
characterized by a series of interference fringes and has a sharp
increase in reflectivity at breakthrough of the developer to the
substrate .
The second type of signal is typical of aluminum substrates.
Metallic coatings which are sputtered on to the wafer surface produce a
surface which is highly reflective yet very rough. During wafer
development, the signal shows no interference fringes because the
coherent interference has been destroyed by the 0.5-1.0 um grains of
metal. However, there is still a large increase in reflectivity at
breakthough. Overall, this produces a signal which is flat with a
single increase in reflectivity. Because the signal was essentially
different in shape than the planar silicon case, a new algorithm was
written to look only at the slope of the signal. After reaching a
threshold value, the maximum slope of the signal was found by looking at
the second derivative. An example of a signal from an aluminum coated
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wafer is shown in figure 28.
The third type of signal is produced by translucent substrate
layers such as a silicon dioxide or a nitride. As the resist develops,
interference fringes are formed as with development on bare silicon
substrates. However, the layer of oxide has an index of refraction of
1.45 and looks very similar to a layer of photoresist which has an index
of refraction of approximately 1.65. When the developer breaks through
to the oxide layer, there is no sharp increase in reflectivity as with a
silicon substrate. The signal simply flattens out at breaKthrough
during a fringe. The shape of the control point signal is affected by
the thickness of the oxide layer and by the monitoring light wavelength.
It was necessary to return to a form of the constant slope method
because the last minimum of the signal was no longer a repeatable
indication of developer breakthrough. When these alternate substrates
were being examined, the signal to noise ratio had been improved to 8/1
from 1/1. As shown in fig. 27, depending on the wavelength of the light
and the thickness of the oxide, the control point can be either a
final maximum or a minimum. The formula used to determine control
point time was,
-TL ^ (f(t) - f(t-10)) / 1.0 sec <TL,
where TL was a setable threshold and f(t) was the digitally filtered
data point. The wider spacing of the slope from that of the Constant
Slope Method served to average out local noise variations in the signal.
The spacing of the slope taken was also made to emphasize the fringes
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and made the constant slope after breakthrough even more evident. When
the slope was within the tolerance factor of zero for three seconds, the
control point was declared at the beginning of the constant slope.
2.4.5 Softbake Temperature Study
A set of experiments was added to simulate the worst possible
processing conditions, a wildly varying beltoven softbake. Batches of
planar silicon wafers were similarly coated with Shipley Microposit
1400-27 photoresist and given one of a variety of four minute beltoven
softbakes with temperatures ranging from
75
to 105C in 5 increments.
Coating thickness was measured after the softbake for each temperature
grouping. The proper exposure dose was determined for a wafer baked at
95C in accordance with the manufacturer's recommendations. There was
no post-exposure bake given. The control group of wafers consisting of
samples from each temperature group was developed for a
"standard"
30 seconds, while the experimental group was developed for 25-45
seconds, based on the control point time. Control point time and
critical dimension for a 2 um target spacewidth were measured and
plotted as a function of temperature .
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III. Results
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Figure 11. Unfiltered Reflectivity Signal. Signal is from a silicon
wafer coated with 10,900 A of Shipley 1400-27 photoresist and
developed with Microposit 351, CD-31 in an ail-spray mode.
Note that the signal to noise ratio (S/N) is only 1.1/1.
3.1 Digital Filtering
A signal typical of tne initial phases of the project is shown in
figure 11. The data is from a planar silicon wafer coated with 10,900 A
or Shipley 1400-27 photoresist and developed with Shipley Microposit
351, CD-31 developer in an all spray mode at 200 SPM. All exposures
were made on a GCA 4800
DSW
waferstepper and the photomasx had an
exposure area of approximately 20%. The signal to noise ratio (S/N) of
the unfiltered signal is only 1.1/1, where the signal is defined as the
increase in reflectivity at breakthrough and the noise is defined as the
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spread of data after breakthrough when the reflectivity should be nearly
constant. Whereas the shape of the signal can be clearly seen, any
attempt to identify a particular point would be futile.
TEST SEQUENCE 71 (08-03-83 14:35)
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Figure 12, Digitally Filtered Reflectivity Signal. The signal from the
developing silicon wafer in figure 5 was digitally filtered
with the mono-poie filter with a 'Q
'
value of 0.1. Note that
S/N ratio has risen to 6/1.
Figures 12-14 show the same signai digitally filtered witn the
initial mono-poie filter with varying levels of 'Q
' factors. As can be
seen, the S/N ratio has been increased dramatically up to 15/1.
However, there are two drawbacks witn this filter. First, the signal
has been badly distorted. This distortion changes the apparent time of
breakthrough in this example from 14 seconds to 19 seconds. Second, the
fringe information apparent in the
"raw"
signal has been destroyed by
the filtering.
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Figure 13, Digitally Filtered Reflectivity Signal. The same signal from
fig. 5 was digitally filtered with a mono-pole filter with a
'0'
value of 0.05. Note that the S/N ratio has risen to 11/1.
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Figure 14. Digitally Filtered Reflectivity Signai. The signai from
rig. 5 was digitally filtered with the mono-poie filter at a
''
value of 0.02, Note that the S/N ratio has risen to 15/1.
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The 20 point filter was employed to average out all hign frequency noise
and to leave the control point signal intact. It was effective in
flattening out the fringes and successfully lett only the final signal
increase signifying the control point, as shown in fig. 15. However,
there are also two problems with this filter. First, the fringes are
not always the same length. Longer period fringes may not be totally
damped out and be mistaken for a control point. Secondly, process
inrormation such as resist dissolution rate, development initiation
time, and development uniformity is being carried by the fringes.
Dampening the fringes also destroys that information. As monitoring
techniques became more refined and the fringes could be separated from
the control point, the process information was desired, and the filter
was abandoned.
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Figure 15. "Running
Average" Digitally Filtered Reflectivity Signal. The
signal from figure 5 was filtered over a 2 second period.
Note that while the S/N ratio is adequate at 10/1, all
the interference fringe data has been averaged out.
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Figure 16. "3x3" Digitally Filter Reflectivity Signal.
a) Unfiltered reflectivity signal from a planar silicon water
coated with 1.1 um of Shipley 1400-27 resist and spray
developed with Microposit 351, CD-31 at 200 5PM.
b) Signal from (a) filtered with a
"3x3" digital filter.
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A comparison of the four filters studied in the detailed analysis was
shown in figure 2 in the experimental proceedures. From the grapn, it
is clear that the Sine Butterworth filter comes closest to the ideal
filter with an instantaneous cutoff at 1 Hz. However, the filter was
found to be too computationally intensive for the m-lme processing
requirements. Therefore, the 3x3 filter was utilized throughout tne
remaining experiments because of its operational speed and adequate
filtering properties. An example of a signal filtered by this method is
shown in figure 16,
3.2 Control Point Identification
Once the signal had been properly conditioned, it remained to
automatically identify the control point. The strengths and weaknesses
of each of the methods used for control point identification will be
discussed. The wide variety of signals generated by differing
substrates and wafer topology has precluded selecting a single, general
purpose algorithm for finding the control point.
The Constant Slope Method was the first used because the change
from an oscillating signal to a constant slope was the most obvious
feature of the signal. However, during the initial phases of the
project, tne signal after breakthrough was too noisy to properly
identify the control point and there was no precise point which could be
labeled as the control point. Additionally, an unacceptable delay
occurred because the control point time was identified three seconds
after breakthrough had occurred.
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The Running Normalization Method was designed in an attempt to
accentuate and identify the increase in reflectivity at breakthrough.
There were two problems with this method. The first was the point at
which the threshold was reached could vary in time depending on the
reflectivity of the unexposed photoresist. Because the unexposed
photoresist has a constant thickness (and hence constant reflectivity )
throughout development, the reflectivity varies around an average
voltage determined by the thickness of the unexposed resist. The
average voltage of a signal could therefore vary from 4 to 10 volts
depending on the coating thickness, A 0.5 volt increase in the
reflectivity represents a 12.5% increase of a 4.0 volt average signal,
but only a 6.2% increase of an 8.0 volt average signal. The voltage
increase at the control point was found to be independent of the average
signal voltage. Therefore, control point criteria needed to be based on
absolute voltage gains, not increases relative to the average signal
strength as with this method. Another problem was that as the fringes
increased in size with increasing exposure area, a voltage increase from
a fringe could be mistaken for the control point signal. Because the
apparent gains in signal to noise made with this method were merely an
illusion, the running normalization method was discontinued.
The End-fringe Method analyzed the signal to find when the fringes
stopped. Because the method locates the last minimum of the signal, the
control point is very sharp. However, as development proceeds, the
fringes tend to become smaller and more drawn out. On approximately 20%
of the cases, the next to the last minimum was identified as the control
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point. In order to correct these minor errors, once the end-fringe
method had established an estimated control point time, the backsearch
method was called to double check the answer and update the control
point time if necessary. This double checking proceedure raised the
reliability of finding the proper control point time to 99%.
3.3 Equipment Calibration
The goal of the third phase of the project was to find the
relationship of the developer breakthrough (the control point time) to
the proper development time for a given feature size. There were two
sets of experiments done to accomplish this task. The first was the
Exposure Dose Varying Experiment and the second was the Resist Thickness
Varying Experiment. Results from these experiments are presented below.
3.3.1 The Exposure Dose Varying Experiment
The results from the Exposure Dose Varying Experiment are listed in
table 1. Critical dimension (CD) values are an average of 5 spacewidth
measurements on each of 5 die across a water diameter. In the case of
constant development time, the 15% change in exposure dose changed the
critical dimension by as much as 10%. When the development time was
adjusted to compensate for the changing exposure dose, CD's were held
within 1.2%. Figure 17 is the calibration graph of the control point
time plotted against the total development time. Figure 18 is a plot of
the critical dimensions of the resist features plotted against the
exposure dose for the two groups of wafers in the experiment.
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Wafer # Dose Dev. Time Control Point Critical Dimension
(msec) (sec) Time ( sec ) (um)
1 260 22.0 13.2 2.63 + 0.02
2 252 24,0 14.2 2.58 + 0.03
3 242 26.0 15.6 2.60 + 0.01
4 232 28.0 16.5 2.57 + 0.01
5 225 30.0 17.6 2.60 + 0.03
6 215 32.0 18.6 2.60 0.03
7 208 34.0 19.5 2.59 0,01
8 200 36.0 21.6 2.60 0.01
9 192 38.0 22.3 2.59 0.03
10 185 40.0 24.8 2.57 0.03
11 260 30.0 13.1 2.74 0.04
12 252 30.0 13.8 2.71 0.02
13 242 30.0 14.9 2.72 0.01
14 232 30.0 15.7 2.64 0.01
15 225 30.0 16.5 2.63 0.03
16 215 30.0 17,1 2.58 0.03
17 208 30.0 17.4 2.52 0.01
18 200 30.0 19.5 2.47 0.02
19 192 30.0 20.6 2.43 0.02
20 185 30.0 22.5 2.36 + 0.04
Table 1- Results of the Dose Varying Experiment
Wafer # Thickness Dev. Time Control Point Critical Dimension
(A) ( sec . ) Time (sec. ) (um)
1 10,080 30.0 29.1 2.05 0.02
2 10,200 30.0 none
3 10,400 30.0 none
4 10,590 30.0 27.2 2,20 + 0.02
5 10,885 30.0 24.6 2.47 + 0.03
6 11,155 30.0 27.3 2.20 + 0.03
7 11,280 30.0 29.5 2.05 + 0.02
8 11,600 30.0 none
9 10,040 44.0 30.2 2.50 + 0.01
10 10,150 50.7 39.4 2.51 + 0.02
11 10,385 50.1 39.2 2.52 + 0.03
12 10,580 40.9 28.6 2.50 0.03
13 10,880 34.3 25.8 2.48 + 0.04
14 11,160 43.0 31.6 2.49 + 0.02
15 11,270 46.1 33.4 2.50 + 0.03
16 11.609 55.4 41.2 2.48 + 0.03
Table 2- Results of the Resist Thickness Varying Experiment
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3.3.2 The Resist Thickness Varying Experiment
The results from the Resist Thickness Varying Experiment are
presented in table 2. Critical dimension values for each wafer are an
average of 5 spacewidth measurements per die on 5 die across the wafer.
When there was no control point time listed, developer breakthrough did
not occur in the 30 second development time window. In the case of
constant development time, an 8% change in resist thickness caused a 20%
change in critical dimension. When the total development time was
adjusted appropriately, the CD's were held witnin 2%, Figure 19 is a
plot of the critical dimensions of resist features graphed against the
photoresist film thickness for the two groups of wafers in the
experiment .
3.4 Study of Photoresist Development
The final phase of the project consisted of monitor optimization
and a study of resist processing optimization. The results from each of
the studies are presented below.
3.4.1 Noise Isolation Study
The major source of noise in the system was from the spinner chuck
motor which appeared to wobble at low spin speeds. The reflectivity
signal improved as the spin speed was increased for two reasons. First,
the wobble was stabilized by developing at higher spin speeds. Second,
at 600 RPM, the computer sampling rate was synchronous with the spinning
wafer. This caused a dramatic drop in the noise level. Table 3
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presents the results of noise contributions by each component. Figures
20-23 are signals from wafers being developed at spin speeds from
200-800 RPM. The study enabled the signal to noise ratio to be raised
from 1/1 to 8/1 for the "raw" signal (the signal before digital
filtering. )
Noise Source Noise Contribution
(Volts) _y
1. Electronic Noise 0.01 1%
(Dark Current)
2. Light Source/Photodetector 0.10 8-25%
3. Wafertrac Spinner
A. 200 RPM 1.00 83%
B. 400 RPM 0.50 71%
C. 600 RPM 0.20 50%
D, 800 RPM 0.40 66%
4. Developer Spray 0.10 8-25% ,
Table 3- Noise Contributions to the Developing Wafer's Signal
3.4.2 Wavelength Comparisons
The results of monitoring development at different wavelengths of
light had several interesting results. First, the interference fringes
are more intense at longer wavelengths. This makes the identification
of the control point easier. Second, at longer wavelengths, there are
fewer fringes. Therefore, dissolution rate intormation based on the
occurrence of interference maxima and minima is less accurate. Third,
the noise increases with the wavelength such that the S/N ratio remains
essentially constant. The results are presented in table 4 and in
figures 24-26.
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TEST SEQUENCE 36 (89-21-83 18:26)
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TIME (SECONDS)
Figure 20, Developing Resist at 200 RPM, This unfiltered signal is
from a planar silicon wafer coated with 1.1 um of Shipley
1400-27 photoresist and developed with Microposit 351, CD-31.
It has a S/N ratio of only 1.2/1.
TEST SEQUENCE 31 (09-21-83 17:52)
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ijfil
|#^%#%#
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0 10 15 20 25
TIME (SECONDS)
30
Figure 21. Developing Resist at 400 RPM, The unfiltered signal is
from a planar silicon wafer coated with 1.1 um of Shipley
1400-27 photoresist and developed with Microposit 351, CD-31.
Note that the S/N ratio is marginally batter at 2/1.
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TEST SEQUENCE 3Z (09-21-83 17:59)
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TIME (SECONDS)
Figure 22. Developing Resist at 600 RPM, This unfiltered signal is from
from a silicon wafer coated with 1.1 um of Shipley 1400-27
resist and developed with Microposit 351, CD-31, The sudden
increase in the S/N ratio to 7.5/1 is a result of data
collection being synchronous with the wafer rotation.
TEST SEQUENCE 33 (09-21-33 13L0a>
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TIME (SECONDS)
Figure 23. Developing Resist at 800 RPM. The unfiltered signal has a
S/N ratio of 3.5/1. Even though the spinner motor is more
stable at this spin speed, data collection is noisier because
random points on the wafer are being sampled.
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Figure 24. Developing Resist Monitored with 580 nm Light. This digitally
filtered signal is from a silicon wafer coated with 1.1 um of
Shipley 1400-27 resist and developed with Microposit 351.
It has a S/N ratio of 10/1.
20 25 3010 15
TIME (SECONDS)
Figure 25. Developing Resist Monitored with 632 nm Light, The same wafer
as in figure 24 monitored at 632 nm has a S/N ratio of 10.9/1.
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Figure 26. Developing Resist Monitored with 740 nm Light. The wafer from
figure 24 monitored at 740 nm has a S/N ratio of 9.4/1. Note
the difference in the number of fringes for each wavelength.
Wafer # Monitoring Control Point Noise S/N
Wavelenqth Voltage Increase ( volts ) Ratio
1 540 nm 2.7 V 0.31 V 8.7/1
2 580 nm 3.0 V 0.30 V 10.0/1
3 632 nm 3.5 V 0.32 V 10.9/1
4 700 nm 3,1 V 0.35 V 8.8/1
5 740 nm 3.4 V 0.36 V 9.4/1
6 Broad Band 3.2 V 0.35 V 9.1/1
Table 4- Signal Quality at Various Wavelengths
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3.4 .3 Alternate Substrate Study
Table 5 and figure 29 show the results of monitoring the
reflectivity of different substrates. The control point signal may be
enhanced on certain substrates by choosing the wavelength which
maximizes the signal at breakthrough. Figure 28 illustrates this point.
As the monitoring wavelength was changed, the control point signal
changed. The signals shown in figures 27 and 28, which are typical of
aluminum substrates and oxide substrates, demonstrate the need for
different control point algorithms for different substrates.
TEST SEQUENCE 1505 (08-09-84 10:57)
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s-\
15 20
TIME (SECONDS)
25 30 35
Figure 27. Developing Resist Over Aluminum. An alummized water coated
vith 1.4 um Shipley 1400-30 photoresist, developed with
Microposit 351, CD-31 at 600 RPM and monitored with 632 nm
light. The control point is marked at point 'A'.
TEST SEQUENCE 1257 (03-27-84 16:27)
7
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Figure 28. Developing Resist Over Oxide.
a) Planar silicon dioxide coated with 1.1 um of Shipley
1400-27 photoresist, developed with Microposit 351, CD-31
at 600 RPM, and monitored with 540 nm light.
b) The same wafer monitored with 632 nm light.
c) The same wafer monitored with 740 nm light.
53
o
CJ
-a
x
o
o
o
CO
E-
O
w
w
1
>
Eh
H4
>
H
Eh
U
W
o
un
o
o
i^
o
in
co
cr.
CN
4->
CD CU5-1
tn
<U -H
<v
>
ca
p4
o
o
CO
o
LTI
LT)
O
O
in
O
o
o
CO
o
CO
CD
CJ
c
ro
4->
CJ -
a>
<D
O
<3-
O
c\j
54
Monitoring Wavelengths
Substrate 540 nm 580 nm 630 nm 700 nm 740 nm
1. Aluminum 8.5 V 8.6 V 8.6 V 8.4 V 8.7 V
2. Silicon 3.9 3.8 3.4 3.4 3.5
3. SiO 3.3 3.7 2.2 1.0 3.5
4 . Polysil icon 2.7 2.0 1.2 0.9 7,3
Table 5- Reflectivity in Volts at Various Wavelengths
3.4.4 Softbake Temperature Study
Table 6 and figure 30 give the results from the Softbake Varying
Experiment. Critical dimension measurements are an average of 5
readings per die and 5 die across the wafer. The wafers developed with
a constant development time of 30 seconds showed a 10% CD variation as
the softbake temperature was varied from 75-105C. The wafers whose
development was monitor controlled showed only a 2% CD variation as the
softbake temperatures were varied.
Wafer # Softbake Dev. Time Control Point Critical I)imension
Temperature (sec. ) ( sec . ) (um)
1 75 30.0 17.1 2.49 + 0.02
2 80 30.0 16.6 2.49 0,02
3 85 30.0 16.9 2.46 + 0.03
4 90 30.0 17.2 2.46 + 0,03
5 95 30.0 17,6 2.43 + 0.03
6 100 30.0 22.1 2.31 + 0.02
7 105 30,0 25.4 2.25 + 0.02
8 75 29.2 17.2 2.46 + 0.02
9 80 27.7 16.3 2.45 + 0,01
10 85 29.3 17.2 2.45 + 0.03
11 90 31.4 18.4 2.45 + 0.02
12 95 32.2 18.9 2.43 + 0.02
13 100 38.9 22.8 2.43 + 0.02
14 105 44.6 26.2 2.48 + 0.03
Table 6- Results of the Softbake Temperature Varying Experiment
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IV. Discussion
The work with the process monitor fell into three catagories. The
first was iearning the characteristics of the reflectivity signals and
relating those characteristics to the development process. This was the
central issue of the study. The second catagory was improvements made
to the signal and to the methodology for finding control points which
increased the performance of the monitor. The third catagory was
photoresist processing improvements made possible by monitoring tne
reflectivity signal. Each catagory will be discussed along witn a final
section which will discuss future enhancements to the system.
4 .1 Photoresist Development and the Process Monitor
The development of a photoresist image may be viewed as two
competing processes: vertical development which takes place rapidly in
large open areas, and isotropic development which takes place slowly in
the partially exposed diffraction zones near line edges. The large
difference in dissolution rates between the fully exposed central region
of exposure and the partially exposed difrraction areas results in the
isotropic development being horizontal development. This horizontal
development opens up the spaces between lines of non-exposed photoresist
and increases the edge wall angle of the resist.
The controlling principle of operation of the monitor is the
relationship between the rate of vertical development and the rate of
isotropic development of the photoresist. The control point time is a
measure of the vertical development and as a result is affected by
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process variables such as exposure dose, baxing conditions, development
temperature, and relative humidity. The more dose coupled into the
film, the faster the vertical development takes place. The rate of
isotropic development is a function of the same processing variables as
vertical development, but it is also affected by the image quality.
Development of the diffraction zones controls the proper total
development time for a resist image because it takes place much more
slowly than vertical development. A badly focused or poorly resolved
image spreads the exposure energy more at the line edges than a well
focused image would. However, the exposure energy in large open areas
remains constant. Because any process variable which affects the
dissolution rate of the resist will affect both the vertical and
isotropic development rate, any change in the control point time (the
end of vertical development) represents a percentage change in the total
development time.
As an example from the exposure dose varying experiment, for a
30 second development time of a 1.1 um film of photoresist, the average
dissolution rate betore breakthrough is 600 A/ sec. The resist develops
rapidly through the center of the exposed image and reaches control
point at 18 seconds. Development continues to open up tne feature by
developing the partially exposed areas in the diffraction zones near the
feature edges at an average dissolution rate of 50 A/ sec. As vertical
development is slowed down by using either a lower dose or a more dilute
developer, for example to 450 A/sec, control point wouid be reached in
24 seconds. The 33% increase in control point time would be reflected
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in a 33% increase in total development time to 40 seconds.
The exposure dose varying experiment demonstrated the linear nature
of the relationship between control point times and short total
development times of under 45 seconds. As shown in fig. 17. over the
range of development times from 20-35 seconds, a linear relationship is
evident. The linear relationship of control point time to total
development time was then confirmed for development times under 45
seconds by the coating thickness varying experiment. This experiment
showed that the percentage development past control point was
independent of the film thickness over the range of the experiment.
A process control unit based on the Film Thickness Monitor
discussed in the Introduction was abandoned as a product by a major
manufacturer because no simple relationship could be established between
the control point time and the total development time. [54] The problem
was that for batch developments of 2-5 minutes, the vertical dissolution
rate drops to 25-100 A/ sec and is comparable to the rate or isotropic
development. As development slows down, a larger percentage of the
isotropic development takes place concurrently with the vertical
development and a smaller percentage development past control point is
necessary. Ultimately, development would be isotropic in nature and
breakthrough to the wafer surface would occur at proper development
time.
A requirement for rapid thoughput of in-line processing is that
the development, rinse and dry cycles must be completed in less than 1
minute. With the rapid development necessary to meet these
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requirements, the vertical development rate must be much higher than the
isotropic development rate. Consequently, the relationship between
control point time and total development time may be viewed as linear.
The linear relationship between control point time and total
development time makes tne calibration of the machine very easy. A
standard procedure for setting up a process is to do an exposure matrix.
This procedure gives increasing exposure doses to die across a wafer.
When developed for the desired length of time (for example, 30 seconds),
the die with the proper feature sizes indicates the proper exposure
dose. A wafer given the proper exposure dose is then developed and
monitored for control point. If the linewidths fall within
specifications, then the control point time can be divided into the
total development time. This ratio represents the percentage
development past breakthrough for the required feature size. As
development conditions change, the control point time multiplied by the
ratio will yield the total development time necessary to maintain
constant linewidths,
A series of experiments was added which tested the flexibility of
the monitor to control linewidths under extremely adverse conditions,
variable baking conditions. In all previous work, the composition of
the photoresist film was consistent throughout the test. However, by
changing the baking conditions, the residual solvent content of the
photoresist was changed. This changes both the coating thickness of the
resist and the solubility of the resist.
It was believed that the change in film thickness due to the
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changing solvent content would be the dominant effect on linewidth
control. As seen in figure 25, the higher solvent content of the low
temperature softbake caused rapid development which compensated for the
lower exposure dose received by the film. As a result, despite the
lower effective exposure dose and fixed development time, the measured
linewidths of the control group remained constant. Once solvent removal
reached equilibrium at 95C[55], the development rate slowed
dramatically. As discussed earlier, as development slows, the
horizontal development takes place concurrently with the vertical
development. Therefore, a smaller percentage over-development was
necessary for
105*
C softbake.
4.2 Process Monitor Improvements
The improvements made to the system during the course of the study
were designed to increase the signal to noise ratio and to improve the
system reliability. There were two kinds of process monitor
improvements, hardware types and software types. The hardware
improvements either optimized the processing done with the Wafertrac or
optimized the light source-detector configuration. Software
improvements centered on attempts to manipulate multiple signals in
order to enhance the signal or average out random noise.
The noise component of the signal was affected most by the spin
speed of development. As the wafer rotates, the spinner chuck was found
to wobble, causing variations in reflectivity from one side of tne wafer
to the other of 0,3 volts. As the spin speed was increased the wobble
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was stabilized. The analog signal showed that stabilization continued
up through 1000 RPM, however, manufacturer 's recommendations state spin
speed should not exceed 600 RPM. [56] At 600 RPM, the digital signal
reached a minimum noise level as the sampling rate coincided with the
spinning rate. Since the computer was seeing the same position on the
wafer on each revoluion, the variation in reflectivity was minimized.
The monitored signal is composed of two parts. The equation for
determining the reflectivity of the wafer and photoresist is
R = U + E( cos((2-rr2nd)/X),
where U is the constant reflectivity from the unexposed resist, E is a
constant set by the percent exposed area, n is the refractive index of
the photoresist, d is the thickness of photoresist remaining in the
exposed areas, and A is the monitoring light wavelength. There is a
baseline reflectivity from the unexposed photoresist which has a
constant reflectivity. As the coating thickness changes, the baseline
reflectivity can shift by upwards of 30% from wafer to wafer depending
on the monitoring wavelength. There is also a dynamic reflectivity from
the exposed photoresist which has a constantly changing reflectivity as
the resist is developed away. As shown in fig. 31, the observed signal
from the wafer combines the two components and varies smusoidally. The
anplitude of the sinusoid is dependent on the reflectivity of the resist
and the substrate and is moderated by the ratio of exposed to unexposed
resist. The best control point signals occur when the contrast between
the reflectivity of the unexposed resist and the bare substrate is
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Figure 31. Components of the Reflectivity Signal from Developing Resist.
The reflectivity signal is comprised or two parts.
Component U is the reflectivity from the unexposed portions
of the resist, and component E is the sinusoidally varying
reflectivity from the developing photoresist.
greatest. This leads to the largest increase in reflectivity and hence
the largest control point signal.
Two channel operation was hoped to cancel out random noise in the
system and give greater sensitivity for finding control point. However,
most of the noise in the system is not random. The surface of the
photoresist is covered by a sheet of developer whicn is being spun oft
the wafer. Small waves of developer periodically move across the wafer
and affect the characteristic reflectivity. Since the wave moves across
both detectors, the
"noise"
is common and adds up. Additionally, since
oniy two spots are being added together, any random noise has an equal
chance of adding up instead of cancelling out. More channels would be
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required to cancel out random noise.
There are tnree basic types of signals which will be encountered by
the monitor in a production environment. The first arises from a smooth
retlective substrate such as silicon. This will produce a series of
interference fringes followed by a large increase in reflectivity at
breakthrougn. The second type or signai arises from a smooth
non-reflecting type layer such as silicon dioxide on top of a silicon
substrate. This will produce a series of interference fringes, but
there will be no sharp increase in reflectivity at breakthrough because
the oxide simply looks like more photoresist. The third type of signal
will be generated by metallic substrates such as aluminum. These
surfaces consist of 0.5 um particles of metal which destroys tne
conerent interference fringes and leaves only an increase in
rerlectivity at breakthrough. Any apparent difference m the signal
berore and after breakthrough can be used to mdentify a control point.
The advantages of monitoring multiple wavelengths are closely tied
to the alternate substrate study. If all processing were done on planar
silicon, only monitoring 632 nm lignt would be required. However, a
grainy substrate such as aluminum with 0.5 um grains shows virtually no
control point signal at 632 nm and must be monitored at a longer
wavelength such as 740 nm, Polysilicon shows a very sharp increase in
rerlectivity at 740 nm that makes finding control point much easier. As
the thickness of silicon dioxide changes from layer to layer, different
wavelengths will have the strongest control point signal. The ability
to record multiple wavelengths may extend the monitor s capabilities
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when attempting to find control points on low exposure area levels of
processing such as contacts.
4 .3 Photoresist Processing Improvements
The ability to monitor the progress of development not only allows
one to control final linewidths, but it allows one to glean information
about the development process which will lead to optimization of the
process. For example, there have been several papers published which
discuss the benefits of post-exposure baking (PES) to smooth out
standing waves in photoresist. These standing waves are caused by
imaging the resist with a monochromatic source. The process monitor
clearly demonstrated two other benefits from a post-exposure bake. The
first is that development takes place much more uniformly throughout the
resist film. With more controlled development, one may get more
reproducible results in production. The more uniform development also
makes more even interference fringes which allows for more repeatable
control points. The second point is that a PEB reduces film loss in tne
unexposed regions of the wafer dramatically.
As discussed previously, the reflectivity signal is composed of two
parts, a baseline reflectivity from the unexposed resist and a
smusoidally varying reflectivity from the resist development. If the
unexposed resist is etched away because of an aggressive developer or
excessive solvent remaining in the film, the baseline reflectivity will
slowly vary smusoidally. The amplitude of the sinusoid will be
dependent on the percentage of unexposed resist on the water and the
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Figure 32. Comparison of Signals from a Post-Exposure Baked Wafer and a
Non-Post-Exposure Baked Wafer.
a) Post-exposure baked wafer has an even development signal
which indicates unuorm development throughout the film.
b) A signal from a wafer which has not been treated with a
post-exposure bake shows irregular fringes from
non-uniform development.
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period will be dependent on how aggressively the unexposed resist is
being developed away. Figure 32 compares the signal from a non-PEB
processed wafer with that from a post-exposure baked wafer. The
baseline drift of the non-PEB wafer is a result of resist loss in the
unexposed regions. When compared to a signal from a wafer which has
been treated witn a post-exposure bake, two points become very clear.
First, development is much more unirorm with post-exposure baking. The
interference fringes are mucn more uniform and the differential
dissolution rate is much more even. Secondly, tne loss of photoresist
in the unexposed areas of the non-PEB wafer is clearly shown.
The softbake experiment also demonstrated the power of tne process
monitor to diagnose a process. The development reflectivity curves
showed that the resist film stabilized at 85aC, indicating tnat the
temperature is most suited for combination with low temperature softbake
with post-exposure bake. Below 85C, the reflectivity curves showed
uneven development and film loss in the unexposed regions. Given any
production process, the process monitor will help to improve it by
graphically displaying the resist mechanics.
4.4 Process Monitor Enhancements
The process monitor in its present form is a simple yet
extraordinarily powerful tool for controlling linewidths and giving
process diagnostics. However, there are several ways to improve not only
the uses of the computer, but the chances of finding control points in
limiting cases.
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Present estimations are that the monitor can reliably detect
control points down to 10% exposed area on the wafer. Certain critical
layers in IC fabrication have only 2-3% exposed area which is not enough
area to give a reliable signal. One possible solution is to expose the
streets (the area between the die) of the wafer. This area represents
approximately 10% of the wafer surface and would boost the signal enough
to give reliable control points. Even though the signal may not be
identical to the development characteristics of the device area alone,
the exposed scribe lines will produce a control point which is
characteristic of the photoresist processing and which could be related
to the proper total development time.
For improvements to the hardware design, more rigid mounts would be
suggested. The monitor is hypersensitive to alignment and a rigid mount
is crucial to reliable performance.
Much more could be done to fully utilize the computer's power. The
differential dissolution rate curves could be calculated, the initiation
time determined, the calibration factor determined, and even the best
wavelength to monitor could all be determined by the computer. As a
fully functioning part of a fab, the computer could calculate and store
a wealth of process trend information which could head off problems
berore they occur. The imagination is the only limit to the possible
uses of the process monitor in a fab environment.
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Yj. Conclusion
Several conclusions can be drawn from this project. First, it has
been shown that monitoring development on an in-line spray system is
feasible. Reliable and repeatable control points were obtained for
several different substrates using test reticles. Second, the
calibration of the system to one 's own process has been shown to be a
simple two wafer procedure. Because of the large differential between
vertical development and isotropic development rates necessary for an
in-line process, the relationship between control point time and total
development time may be regarded as linear. Third, arguments for doing
a post-exposure bake have been supported and graphically extended. The
process monitor showed that development occurred much more uniformly
after a post-exposure bake and that the bake minimized film loss in the
unexposed regions of the wafer. Fourth, the monitor demonstrated the
profound effect retained solvent has on developing photoresist. It was
also demonstrated how the process monitor could help improve an existing
process by graphically detailing the development throughout the resist
film. The potential applications of the monitor to the fabrication
environment are widespread from linewidth control to process history.
It remains only to properly engineer the tool for the particular desired
application.
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