Abstract-Simulations have been used in various areas, yielding good results, but their application to software evolution is still limited. Simulations of software evolution can help people understand the driving forces that shape software evolution, and predict future evolutionary paths. To move towards simulation of software evolution, this research tries to explore possible models to simulate software evolution, and the applicability of different data to parameterize the models. The simulations will both be based on fine-grained code changes obtained by comparing the abstract syntax trees of source code. The use of fine-grain code changes could reveal information about software evolution that is unavailable by other means.
I. INTRODUCTION
Simulations are widely used in many areas to model natural systems, human systems or technologies for various purposes [1] . They are often used to show the eventual effects of alternative conditions and courses of action, e. g., simulating urban development in response to different government policies [2] . Simulations can also be used when the actual system is not easily accessible, such as durability simulators in IKEA stores [3] .
Software evolution is somewhat similar to urban development in that they both involve a group of people constructing and maintaining useful artifacts (a city or a software system). The design of a city or software system happens continuously, and may change over time. This is very different from the production of many other artifacts (e.g., printers, cars), which are fully designed up-front and put into production according to a static design. Furthermore, design decisions (e.g., zoning policy in a city, or architecture of a software system) may regulate the construction of a city or implementation of a software system, but such control is not deterministic, i.e. there are many possible of outcomes given a design; some of them may even violate the design to certain degrees. In addition, both cities and software can decay (this is called urban decay [4] and code decay [5] respectively).
However, some properties of software make software evolution substantially different from urban development. In urban development, many problems can be seen (e.g. building a house in the middle of a street), while in software evolution, problems are not so obvious (e.g. misplacing a method in a class). Also, software is more changeable than cities. For example, moving a method to a class it should belong to is not hard in most cases 1 , but relocating a house from a commercial area to a residential area is costly and may result in legal 1 Although it might be hard when the method is part of a published API.
or political issues if the owner is unwilling to move. This fact makes software potentially experience more frequent and extensive changes than cities.
Simulations of software evolution could potentially help decide between different design options. There are many software design techniques that are used to structure software. To choose between those design techniques, people need to know the possible outcomes of each. However, outcomes of applying a design to a piece of software are not obvious without simulations. Additionally, because software designs will decay without adequate refactoring [6] , software evolution simulations may also help people understand software decay and the benefits of refactoring, by simulating the original and refactored versions of the software. However, few papers have been published on simulating software evolution.
The proposed research agenda will examine the changes made to different software systems over years of development and maintenance at the source code level, and based on these observations, simulate those changes. The code changes to be considered are semantic changes extracted by differencing abstract syntax trees (ASTs) [7] . Semantic changes can be simulated by manipulating different parts of an AST according to certain probabilities. For example, simulating the evolution of a Factory class may add new method nodes to the AST more often than renaming existing method nodes, resulting an increase in the number of methods. Simulations of semantic changes will produce plausible future source code that allows analysis using a potentially large number of metrics that can be computed from source code and its changes.
This research tries to address questions crucial to simulate software evolution. The first question is about the simulation model:
RQ1. How should source code changes be modeled in order to simulate software evolution? How far into the future can simulations remain plausible enough to be useful?
A variety of different stochastic models should be tested to simulate the evolution process. Because it is a complex process, accurately simulating code evolution almost certainly requires a complex model. An ideal model should simulate software evolution early in a project, and predict accurately far into the future. However, achieving these properties is a challenge. The proposed research would explore to what extent it is possible to achieve these goals.
Simulation models need to be parameterized by change patterns from empirical data. The next two research question explore the applicability of data from history and peers re-spectively:
RQ2. Can historical data be used to simulate software evolution? How consistent are code change patterns over time?
In order to use the history to predict the future, change patterns need to be consistent over time. However, [8] showed that software evolves through the alternation of long periods of slow, incremental changes (equilibrium) and short periods of sudden, rapid changes (punctuation). The consistency of change patterns should be explored both within equilibrium periods and between them. It might also be possible to formulate a unifying model to characterize both equilibrium and punctuation.
Besides historical data, the next research question will explore the value of peer classes to simulate software evolution:
RQ3. Can evolutionary data in peer classes be used to simulate software evolution?
Peer classes are classes having similar functionality ,designs or similar values in some metrics, etc. In order to take advantage of peer classes, it is necessary to verify whether such similarity will result in similar change patterns.
Change patterns in peer classes may be useful for software evolution simulations not only because they can be used to simulate change, but also because the identification of peer classes may not rely on the change history 2 . Once a class is found to be similar to a set of classes with known change patterns, the simulations can be started, even if the class has a very short history.
II. RELATED WORK
Software evolution has been studied for over 40 years, during which many theories have been proposed, with empirical studies that either confirmed or rejected the theories, leading to new or revised theories and new empirical studies. Based on these theories and empirical studies, several models were proposed to predict some aspects of software evolution. Section II-A reviews majors software evolution theories and their related empirical studies. Section II-B describes software evolution models that have predictive power.
A. Software Evolution Theories and Empirical Studies
Theories of software evolution have been built and validated since the 1970s. Based on empirical observations in large software systems developed in corporate settings, Lehman proposed laws of software evolution [9] . Empirical studies of these laws have been conducted in both closed source settings and open source communities (e. g., [5] , [10] ). Although Lehman's laws provide insights into software evolution, they do not look into universal mechanisms and the underlying the dynamics of software evolution [11] . To fill this blank, several researchers turned their eyes to the theory of self-organized criticality (SOC) [12] , which has been widely used to model complex systems in many areas, such as evolutionary biology and economics. Punctuated equilibrium is one of the phenomena of SOC. Punctuated equilibrium in software evolution had been empirically confirmed by [13] and [8] , who found that software evolution alternates between long periods of equilibrium, when the software is changed slowly, and short periods of punctuation, when the software is changed drastically.
B. Predictive Models for Software Evolution
Based on the above-mentioned theories and empirical studies, people have tried to build models to predict some aspects of software evolution. There are two approaches for making such predictions: black-box approaches and white-box approaches [14] . This section will discuss and compare these two approaches.
1) The Black-Box Approach: Using black-box approaches, people have tried to build statistical models to fit empirical data derived from different systems and make predictions about certain metrics. Such an approach treats software evolution as a black box. The focus is on externally observed behavior instead of underlying details [15] . Example studies taking this approach are [16] , [17] , etc. The advantage of the statistical approach is that it simplifies the problem by looking at aggregated behavior, allowing the application of statistical methods, which have been widely used for prediction in other areas such as the stock market [18] . However, it is this simplification that limits the output of the statistical models to a few high level, aggregated results, such as the size of the software or the number of changes.
2) The White-Box Approach: White-box approaches try to identify and model different factors affecting software evolution paths [14] . The main focus of these studies is to model the software development processes that organize people, technology, and practices to transform information, material and energy into software [19] . Most studies in this category use system dynamics to predict some trends of software evolution, such as system size and effort [20] . An exception is [19] , which developed a framework to simulate the evolution of software structure. However, the framework worked on a macroscopic level of software (only down to the method level) and the output of the model is still limited, although it is much richer than previous studies.
The proposed study will take the white-box approach, as the output will be richer for analysis. However, instead of modeling the process factors (e. g., people, practices), this study will focus on source code changes. By simulating changes to the source code, the resulting artifact will be source code with valid structure. If it is similar enough to the actual code, existing source code analysis techniques could be applied to it. The main difference between the proposed approach and previous approaches is that the analysis of the model output is not limited to a few metrics that the authors of the model intends to measure.
III. PROPOSED WORK
This research will use open source Java projects as examples to simulate software evolution, although the approach could be Fig. 1 . The overall simulation process. Each simulation run takes the source code of a class, parses it to construct an AST, applies several batches of changes to it, which simulates the evolution over several epochs, resulting in another AST. The resulted AST can be optionally converted back to a source file.
used in other projects with suitable AST differencing packages similar to ChangeDistiller [7] . The simulations will begin with an AST representing a Java class, and generate batches of changes to transform the AST into another AST, which can then be converted to a source file if desired (Figure 1 ). The term epoch will be used in this research to refer to the period of time during which a batch of changes was made to a Java class. An epoch can be either a revision within a source repository or a wall-time duration. As it is unclear which definition of an epoch is better for simulation purposes, they will be both tried in this research. The simulation models need to learn from historical epochs to generate future epochs. For each historical epoch, ChangeDistiller will be used to compare the AST at the end of the previous epoch with the one at the end of the current epoch, extracting changes made to source code entities, which represent language constructs in Java such as statements or method declarations. In the ASTs, these source code entities correspond to sub-trees, with the lowest level entities considered in this research being statements. A source code change in ChangeDistiller is associated with information including the change type and the changed entity, etc. The change types given by ChangeDistiller are according to the taxonomy in [21] . A special change type NO CHANGE is added to the taxonomy to indicate there is no change to some source code entity during an epoch. For each epoch, there are changes of different change types on different source code entities. The changes and their patterns in historical epochs will be used to parameterize simulation models.
Each run of a simulation model will generate a batch of changes using a Monte Carlo method according to the distribution defined by that model. Consequently, different runs of the same model under the same conditions will generate different sets of changes, resulting in different ASTs. The collective properties of ASTs generated using the same model under the fixed conditions will be studied to explore the trends of software evolution under those conditions. The rest of this section will introduce the models and techniques to be used for simulating software evolution.
A. Independent and Identically Distributed (IID) Model
The IID model assumes all change types are independent, i. e., there are no associations or sequential patterns. The distribution of different change types, P (C), can be estimated using the frequency of the change types. Classes with fewer changes will have a higher value of P (NO CHANGE). The total number of changes in each simulated epoch can be estimated using time series analysis, or sequence analysis similar to the approaches used in [22] , [23] . With the distribution of different change types and the projected total number of changes, source code changes will be generated using Monte Carlo sampling and applied to the ASTs. The application of the changes should take into consideration the change type and the node type. For example, ATTRIBUTE RENAMING should only apply to attributes of a class. The only exception is NO CHANGE, which can be applied to any source code entity.
The IID model needs to be parameterized by empirical data, either from the change history of the same class or peer classes. In order to verify the applicability of historical data, the distribution of different change types will be studied at different periods during the evolution of each software project under study. A period consists of many epochs. For each period of time, the frequency of each change type will be calculated. Then the distribution estimated by the frequency of different change types will be compared between different periods. If there is no significant difference in the distribution of change types in different periods, historical data will be used. Similarly, peer data will be used if there is no significant difference in change type distribution of peer classes.
B. Stochastic Grammar
Stochastic grammars can be used to transform source code entities, and thus simulate software evolution. The assumption of this model is that the probability of a change made to a version of the software only depends on source code entities in that version. For each type of source code entities, there will be probabilities P (C|E) for change types that either update the entities, that add new entities as children to the entities, or that delete the entities. P (C|E) will be estimated from the frequency of different change types made to the entities. The simulations will generate changes for each entity of type E based on P (C|E) and then apply those changes to the entities. P (C|E) can be estimated from historical data or peer data. Before using historical data, it is necessary to verify if P (C|E) changes over time. Similar to the approach of subsection III-A, the P (C|E) will be estimated in different periods of software evolution, and compared to see whether there is any significant difference between different periods. To use peer data, it is necessary to compare the P (C|E) estimated from peer classes for significance in their difference.
C. Additional Patterns
There are some other patterns that could be used in addition to the stochastic grammar. These patterns include:
• Sequential patterns. The different changes made to a source code entity form a sequence. Sequential change patterns could be found by mining the change sequences of source code entities of the same type. These patterns could be use to predict future changes to a source code entity if the recent changes to the entity form a prefix of a historical pattern.
• Association rules. Some change types may be made together more often than others. Association rule mining tries to discover patterns in the co-incidence of different change types. When a developer makes a change of type A to a class, that may increase the likelihood that a change of type B occurs to the same class in the same epoch. With the association rules, likely co-changes could be added to the changes generated using either IID models or stochastic grammars.
IV. EVALUATION This section will show how the research questions will be addressed, as well as how the approaches will be evaluated.
RQ1: Part of the software evolution history will be used to parameterize the simulation models and techniques in section III, and the rest of the history will be compared to the simulated evolution. The successfulness of the simulations will be judged by similarity to the actual software evolution and the plausibility of the simulated software evolution. The similarity will be based on the changes made to the software, and static metrics of the resulting ASTs, while the plausibility will be based on how much the simulations reproduce known phenomena of software evolution, such as Lehman's laws of software evolution [9] and SOC dynamics.
RQ2: In order to use historical data to parameterize above models, it is necessary to verify the consistency of change patterns used in the models. To that end, the evolution of example software will be divided into several periods, each comprising many epochs. For each period in the evolution, change patterns (e. g.frequency distributions, sequences, associations) needed for the simulations will be mined. Then patterns will be compared between different periods. If there is no significant difference in the patterns between different periods, the historical data can be used.
RQ3: Similar to RQ2, before using change patterns from peer classes in a specific model, their consistency between peer classes needs to be verified. Peer classes will be identified by the similarity in their design, functionality, etc. Then change patterns will be examined for each class, and compared between peer classes to decide whether there is any significant difference.
