Upper bounds on the permeability of random porous media are presented, which improve significantly on existing bounds. The derived bounds rely on a variational formulation of the upscaling problem from a viscous flow at the pore scale, described by Stokes equation, to a Darcy formulation at the macroscopic scale. A systematic strategy to derive upper bounds based on trial force fields is proposed. Earlier results based on uniform void or interface force fields are presented within this unified framework, together with a new proposal of surface force field and a combination of them. The obtained bounds feature detailed statistical information on the pore morphology, including two-and three-point correlation functions of the pore phase, the solid-fluid interface and its local orientation. The required spatial correlation functions are explicitly derived for the Boolean model of spheres, in which the solid phase is modelled as the union of penetrable spheres. Existing and new bounds are evaluated for this model and compared to full-field simulations on representative volume elements. For the first time, bounds allow to retrieve the correct order of magnitude of permeability for a wide range of porosity and even improve on some estimates. However, none of the bounds reproduces the non-analytic behaviour of the permeability-porosity curve at low solid concentration.
Introduction
This work is part of a long-term effort that aims at finding reliable estimates or bounds on the permeability of porous media which rely solely on the description of the morphology of the material at the pore scale. For other physical properties of heterogeneous materials as the elastic moduli, the coefficient of diffusion or the electric conductivity, reliable upscaling tools are readily available such as Eshelby-based schemes as well as the bounds of Hashin and Shtrikman (1962) , Beran (1965) , and Ponte Castañeda and Willis (1995) . For these latter physical properties, the governing equations have the same structure at the microscale and the macroscale. On the contrary, the present subject involves different descriptions of the flow depending on the scale: Stokes equations at the pore scale, but Darcy law at the macroscopic scale. Consequently, the strategies classically devised for the upscaling of elasticity or diffusion fail in the present case.
The problem of upscaling permeability from the description of the flow at the pore scale has been addressed by several means. Brinkman (1949) has empirically proposed an equation to bridge the Darcy and Stokes flow descriptions, upon which he has built a self-consistent approximation of the permeability of porous media made of spherical solid particles. Subsequent effective medium approximations have focused on the permeability of random arrays of spheres (Childress 1972; Howells 1974; Hinch 1977; Kim and Russel 1985) using a hierarchy of integro-differential equations. Wilkinson (1985) proposed an iterated dilute approximation based on Brinkman equation, instead of the early self-consistent approximation of Brinkman. An alternative strategy to estimate the permeability is to turn to particle-in-cell models (Happel 1958; Kuwabara 1959; Dassios et al. 1995; Boutin 2000) , which feature a simple morphological pattern comprising a single solid particle surrounded by a bounded cell of Newtonian fluid.
Additionally, following the pioneering work of Prager (1961) , a series of rigorous upper bounds on the permeability of random media have been proposed, see Weissberg and Prager (1970) , Doi (1976) , Berryman (1983) , Berryman and Milton (1985) , Torquato and Beasley (1987) , Rubinstein and Torquato (1989) , Beasley and Torquato (1989) , Torquato and Lu (1990) , Given and Stell (1990) , and Willot et al. (2016) . The bounds are based on an energy definition of the permeability and choices of trial viscous stress fields.
As deplored by Given and Stell (1990) , early authors had little reliable elements of comparison to assess the accuracy of the bounds. Following the development of efficient simulation tools (see, for example, Wiegmann 2007; Bignonnet and Dormieux 2014) , full-field simulation data on representative volume elements of random media data are now available for some random pore morphologies (Abdallah et al. 2015; Willot et al. 2016; Röding et al. 2017) .
This paper introduces new upper bounds on the permeability of random media which improve on available ones. First, Sect. 2 provides background on statistical measures of random porous media: the spatial correlation functions. Then, Sect. 3 presents the problem for upscaling the permeability of a porous media at the macroscopic scale from Stokes flow at the microscopic scale. Section 4 introduces a variational framework to systematically derive upper bounds on the permeability, in which the spatial correlation functions naturally arise from the choice of trial force fields. The evaluation of the bounds is provided in Sect. 5 for a simple model of granular porous media, the Boolean model of spheres. The accuracy of the new bounds is discussed through a comparison with dedicated numerical results and existing estimates.
Spatial Correlation Functions of Random Porous Media
To start with, statistical descriptors of the microstructure that will arise in the bounds are presented. For a more general formalism, the reader is referred to Torquato (1986 Torquato ( , 2002 .
Notations
A representative volume element (RVE) Ω of a porous medium comprises a fluid phase (or void phase) in the domain Ω f and a solid phase in the domain Ω s , such that Ω f ∪ Ω s = Ω. Within the framework of random media, Ω f and Ω s are random sets. The indicator function I v of the void phase is defined as:
where z denotes the position vector in the RVE. In the following developments, the random field I v is assumed stationary and ergodic. The solid-fluid interface is denoted as Γ . The indicator distribution of Γ is the surface distribution I s defined such that for any field f :
Some of the improved bounds on the permeability derived in Sect. 4 also involve information on the local orientation of the unit normal n to the solid-fluid interface Γ . Denoting by ⊗ the tensorial product, it will prove useful to introduce the following tensorial surface distribution I o such that:
One-Point Correlation Functions
The one-point correlation function of the void phase F v is the probability that a point z in the porous medium lies in the void phase:
where • denotes the ensemble average over all possible realisations of the random set. The assumptions of ergodicity and stationarity of I v imply that F v is independent of the observation point z; F v then corresponds to the porosity φ = |Ω f |/|Ω| of a RVE of the porous medium. Similarly, the one-point correlation function of the solid-fluid interface F s corresponds to the specific surface area s = |Γ |/Ω|:
The function F s corresponds to the limiting case when h → 0 of 1/ h times the probability that a point z lies within a distance less than h/2 to the solid-fluid interface. Note that in case of an isotropic medium, I o (z) = s 3 1, where 1 is the second-order identity tensor.
n-Point Correlation Functions
The following two-point correlation functions are classically defined (Doi 1976; Torquato 2002) :
The two-point correlation function of the void phase F vv (r)-or covariogram of the random set Ω f -is the probability that two points separated by a prescribed vector r both lie in the void phase. The function F sv (r) is the limiting case when h → 0 of 1/ h times the probability that a point z lies within a distance less than h/2 to the solid-fluid interface and z + r lies in the fluid phase. F ss (r) is the limiting case when h → 0 of 1/ h 2 times the probability that two points z and z + r both lie within a distance less than h/2 to the solid-fluid interface. The definition of F ss involves the product of two surface distributions, which results in a line distribution to be interpreted as follows. For two surfaces S 1 and S 2 of Ω, whose unit normals are, respectively, denoted as n 1 and n 2 and whose indicator (surface) distributions are denoted as I 1 and I 2 , the product I 1 I 2 is a line distribution such that:
where the right-hand side is a line integral over the intersection of S 1 and S 2 , which may diverge if the two surfaces are tangent. Accordingly, lim ||r||→0 F ss (r) = +∞.
In a similar fashion, new tensorial spatial correlation functions which convey a statistical information on the orientation of the unit normal n to the solid-fluid interface Γ are defined:
A straightforward generalisation of these notations will be used for three-point correlation functions:
where the subscripts i and j are chosen among {v, s, o} and the dot product is to be used between I o and I o whenever i = j = o. Online Resource 1 provides explicit expressions of the above correlation functions for a simple model of random medium: the Boolean model of spheres.
Permeability Homogenisation Problem

Direct Definition in the Framework of Periodic Homogenisation
The description of flow through porous media driven by a pressure gradient depends on the scale of observation. At the microscopic scale-or scale of the pores-the flow is that of an incompressible Newtonian fluid within the pore space governed by Stokes equations:
where v denotes the fluid velocity, p the pressure, σ the Cauchy stress tensor, and μ the viscosity. At the macroscopic scale-or scale of the structure-the flow is described by Darcy's law. Darcy's law linearly relates the filtration velocity V, which is the average of v over a RVE, to the macroscopic pressure gradient ∇P via the permeability K:
The upscaling of permeability from viscous flow through porous media has been first investigated by Prager (1961) . Ene and Sanchez-Palencia (1975) later derived the permeability homogenisation problem from multiscale asymptotic expansions of (10) (see also Rubinstein and Torquato 1989; Boutin 2000; Auriault and Sanchez-Palencia 1977; Auriault et al. 2005; Whitaker 1986 ). Multiscale asymptotic expansion techniques rely on the scale separation principle: Let L and be the characteristic lengths of the macroscopic and microscopic scales, respectively, then ε = /L 1 is assumed. The fields, of the space variable x, are decomposed as a series expansion of powers of ε and functions of two space variables: the fast variable z = x/ and the slow variable y = x/L (Auriault 2002) . For example, the stress field is decomposed as:
and similarly for v and p. Using scaling arguments, Ene and Sanchez-Palencia (1975) ; Boutin (2000) have shown that σ 0 and p 0 depend only on the slow variable y and represent the macroscopic trend: a macroscopic pressure gradient ∇ y p 0 (y) in the fluid phase and a macroscopic stress gradient ∇ y σ 0 (y) in the solid phase (in the opposite direction, to counterbalance the fluid pressure gradient). In turn, σ 1 and p 1 are microscopic stress and pressure fluctuations about the macroscopic trends σ 0 and p 0 . These fluctuations are driven by the macroscopic fluid pressure gradient ∇ y p 0 (y) which appears as a constant for the fast variable z and will be denoted ∇P. The driving force ∇P is balanced by viscous forces which arise from ∇ s z v 0 :
In the framework of periodic homogenisation, periodic boundary conditions on v 0 and p 1 are considered to close the problem (13). Rubinstein and Torquato (1989) instead imposed vanishing velocity and pressure fluctuation conditions on ∂Ω. The latter choice is, however, somehow inconsistent since, due to the incompressibility of the flow, it implies that the average of the velocity over the RVE and hence the permeability should also vanish [see also (15) ]. The boundary value problem (13) constitutes the permeability upscaling problem, on which the present work will focus. To simplify the notations, the indices in σ 1 , p 1 , v 0 and ∇ z will be dropped in the remainder of the document and z, scaling as a length, denotes the position vector in the RVE. Since problem (13) is linear, the velocity field can be expressed as a linear function of the sole loading parameter ∇P:
where the second-order tensor k(z) is the so-called velocity concentration field. Volume averaging of the velocity yields the macroscopic filtration velocity V = v:
where the velocity field v is extended to zero in the solid phase and • = 1 |Ω| Ω • dV z denotes the volume average of • over the RVE. Comparison of (15) to (11) indicates that the average of the velocity concentration field k corresponds to the permeability tensor K of the porous medium. The aim of the present work is to derive rigorous upper bounds on K.
Variational Formulation in the Framework of Periodic Homogenisation
The construction of bounds on the permeability relies on a minimum energy definition of the permeability. It will prove convenient to express it for fields defined on the whole RVE Ω instead of the sole fluid phase. To do so, the velocity field is extended to zero within the solid phase; the set K of kinematically admissible velocity fields is then:
The stress fluctuation field has also to be extended to the solid phase. Just as the stress fluctuation in the fluid sees the macroscopic pressure gradient ∇P = ∇ y p 0 (y) as a body force within the pore space, the stress fluctuation in the solid sees the macroscopic stress divergence ∇ y · σ 0 (y) as a body force within the solid phase (Boutin 2000) . Hence, the stress fluctuation is subjected to a body force field f defined as follows.
Since the stress in the solid phase is indeterminate, the choice of f on Ω s is arbitrary provided that the overall equilibrium of the RVE is ensured. Hence, the volume average of f over Ω must vanish to ensure that the stress fluctuation field is self-balanced. The set of admissible force fields f is thus:
This could also be seen as the fact that the divergence of the macroscopic stress in the solid phase counterbalances the gradient of the macroscopic pressure in the fluid phase. To sum up, the set S (∇P) of stress fluctuation fields statically admissible with the macroscopic pressure gradient ∇P is defined as:
The condition f = 0 has generally been omitted by previous investigators seeking bounds on the permeability. As will be seen later in Sect. 4.4, it provides a physical insight into choices of trial fields. With these notations, the permeability homogenisation problem (10) amounts to:
where K is the fourth-order projection tensor on the space of second-order deviatoric tensors operating as K :
The variational formulation of the permeability homogenisation problem (19) is based on Hill's lemma:
which is a direct consequence of the divergence theorem and the definitions of K and S (∇P). Let (v, σ ) be the couple solution to problem (19). Then any stress field σ ∈ S (∇P) decomposes in σ = σ + δσ , where δσ = σ − σ ∈ S (0) by linearity. Multiple application of (20) yields ∀σ ∈ S (∇P):
The energy definition of the permeability K then follows:
Stochastic Definition of the Permeability in the Framework of Statistically Homogeneous Ergodic Media
In the framework of statistically homogeneous periodic media, the permeability definitions presented in the previous sections hold for any realisation ω of a RVE of a rigid porous media. Further, due to the formal analogy between periodic media and statistically homogeneous ergodic media (Sab 1994) , the stochastic definition of the permeability proposed by Rubinstein and Torquato (1989) actually amounts to replacing the volume averages • over the RVE in (15), (20), (21) and (22) by ensemble averages • over all possible realisations of the random media at an arbitrary point z. In further developments, these two frameworks will be interchanged whenever convenient.
Upper Bounds on the Permeability
A General Method to Derive Upper Bounds Based on Force Fields
In this section, the variational principle (22) is applied to trial fields constructed using the Green operators. The idea is closely related to the polarisation techniques which are used in linear elasticity and lead to the Hashin and Shtrikman (1962) and Beran (1965) bounds. To construct trial fields for the initial heterogeneous homogenisation problem (19), an auxiliary problem is considered in which all the domain Ω is filled with a uniform Newtonian fluid of viscosity μ. The heterogeneity and the no-slip condition are dropped and will have to be accounted for by an appropriate choice of the force field applied to the homogeneous fluid. The boundary conditions on ∂Ω are kept similar to those on the initial problem. The auxiliary problem is thus defined as follows:
where f is an arbitrary volume force field whose choice will have to be optimised. The force field f which allows to retrieve the solution to the initial problem (19) is the Lagrange multiplier of the no-slip boundary condition. The motivation to consider such auxiliary problem is that the velocity field solution to the problem (23) is formally known as:
where G is by definition the Green function of the incompressible fluid of viscosity μ on the domain Ω with periodic boundary conditions. Consequently, the strain rate field solution to the auxiliary problem (23) is given by:
where
) will be referred to as the third-order Green operator. Provided that the volume force field f is chosen in the set F (∇P) of admissible force fields (17), the trial stress field σ solution to the auxiliary problem (23) is by construction an admissible field for the initial problem (19), i.e. σ ∈ S (∇P). The variational principle (22) then implies ∀f ∈ F (∇P):
A weaker but simpler bound can be obtained by successive use of I v (z) ≤ 1, Green's formula to the couple (σ , ∇ s v ) and (24):
Equality can be met in (26) and (27): consider the solution σ to the flow problem in the fluid phase (unique), and extend it to zero velocity and stress in the solid phase. This solution can be readily retrieved from the Green operator applied to the force field f opt defined as −∇P in Ω f , 0 in Ω s and a surface distribution of forces σ · n on Γ . By linearity of the problems at hand, suitable force fields must be chosen linear with respect to the macroscopic pressure gradient ∇P. Let us introduce the field of force concentration tensor A such that f(z) = A(z) · ∇P, then (27) and (26), respectively, become:
where stands for the inequality in the sense of quadratic forms and the convention for the transposition of a third-order tensor is G T i jk = G jki . Since the considered Green operators are translation independent, the change of variables r = z − y and s = z − x allows to re-express the bounds (28) as:
where A 2pts (r) and A 3pts (r, s) are fourth-order tensor carrying information on two-and three-point correlations, respectively, defined by:
In (30), the volume average over the RVE in the periodic homogenisation framework is replaced by an ensemble average over all realisations of the random media as stated in Sect. 3.3 in the framework of random media. The bounds (29) hold for any force localisation tensor A such that A · ∇P ∈ F (∇P). The bounds are assessed in Sect. 4.4 for specific choices of the force fields, for which A 2pts (r, s) and A 3pts (r, s) are combinations of the twoand three-point correlation functions introduced in Sect. 2.
Approximation of the Green Operators
For the bounds to be fully explicit, a classical simplifying approximation is conceded: provided that there is no long-range order in the porous medium and that the size of the domain Ω is much larger than the characteristic size of correlation of the random medium, the infinite-body Green operators will be substituted for the finite-body Green operators defined on Ω. The infinite-body Green function G ∞ (or Stokeslet) and the third-order Green operator G ∞ of the incompressible Newtonian fluid are translation invariant and explicitly known as functions of r = z − y:
with r = |r| ; e r = r r .
The simplifying approximation of substituting the infinite-body Green operators for those of the finite body are classically performed in elasticity homogenisation for the fourth-order Green operator while assessing the bounds of Hashin and Shtrikman (1962) ; it has been justified by Willis (1977) in the framework of kinematically uniform boundary conditions. In the latter framework, the infinite-body fourth-order Green operator has to be applied to the fluctuation of the polarisation field around its average to avoid an unwanted behaviour with uniform polarisation fields. Similarly in the present setting, the Green function and the thirdorder Green operator of the infinite body have to be applied to the fluctuation of the force field around its average, namely to f −f. Since the overall equilibrium imposes here to consider trial force fields satisfying f = 0, the infinite-body Green operators will directly be applied to f.
Simplification of the Bounds for Isotropic Media
Let us now focus on isotropic media; then K = K 1 is an isotropic tensor. Furthermore, provided that the choice of the force concentration field A does not introduce a preferential orientation, the quantity a 3pts (r, s, u) (resp. a 2pts (r )) defined below only depends on r = |r|, s = |s| and u = e r · e s (resp. on r ):
where e r = r/r and e s = s/r . Using these definitions and (31), the two-and three-point bounds (29) simplify after integration over appropriate angles to:
where use has been made of:
Trial Force Fields
This section introduces several explicit choices of admissible trial force fields involved in the above bounds. First, two trial fields classically used in the literature-uniform volume and surface force fields-are presented in the light of the framework of Sect. 4.1. Second, a new force field is proposed to improve the statistical description of the solid-fluid interface. Finally, sharper bounds are derived by combining all these force fields in the variational formulation of Sect. 4.1. The simplest choice of admissible force field complying with (17) is a phase-wise uniform force field, which will be referred to as the void force field, and whose concentration tensor is:
In the case of an isotropic media, the application of the two-and three-point bounds (33) to the void force field (35) reveals the two-and three-point correlation functions of the void phase:
The void bound (35) corresponds to the proposal of Prager (1961) . In the original work of Prager (1961) , a coefficient 9/10 had been found instead of 2/3, as pointed out and corrected by Berryman and Milton (1985) . It can be shown that the bounds of Berryman and Milton (1985) are equivalent to the Prager one's provided that a third-order Green operator for compressible flow is used. Doi (1976) subsequently proposed a surface force field featuring a uniform distribution of force on the solid-fluid interface Γ :
The two-and three-point bounds (33) corresponding to this field are:
The two-point bound K ss,2pts , known as Doi's bound, has been shown to yield better results than K vv,2pts . The three-point bound K ss,3pts has been looked for by previous investigators (see Beasley and Torquato 1989, p. 206) , but is new to the best of our knowledge. As stated by Torquato (1986) , Doi had actually suggested a means of obtaining an infinite hierarchy of bounds, involving three-point information for the next bound in his hierarchy.
Note that the choice of the intensity of the force in the solid-fluid interface for the field (37) is made a priori from the cell equilibrium condition A s · ∇P ∈ F (∇P) (and similarly for A v ), whereas in previous derivations of Doi's bound this choice is made a posteriori as the only choice ensuring the convergence of the integrals (Rubinstein and Torquato 1989) .
Finally, a new trial field is considered, of surface nature, whose intensity and direction depend on the normal to the solid-fluid interface. For an isotropic medium, the proposed orientation force field corresponds to the following localisation tensor:
where the tensorial surface distribution I o is defined by (3). This choice is motivated by analysis of the solution to particle-in-cell problems (Happel 1958; Kuwabara 1959; Boutin 2000) which have been considered to derive estimates of the permeability of beds of spherical particles. Particle-in-cell problems feature a spherical solid core surrounded by a spherical fluid shell to which appropriate boundary conditions are imposed. One way to retrieve the solution to these problems-although not the one presented by previous investigators-is to impose a combination of the two surface force fields (37) and (39) on the boundary of the solid core. In the infinitely dilute case, the contribution of (39) is observed to vanish and (37) alone allows to retrieve the solution to the Stokes problem of slow flow past a single sphere in an infinite body. This is the reason why the bounds (38) give a valid asymptotic behaviour in the dilute-limit. The orientation force field is an attempt to deal with non-dilute situations. However, the orientation force field (39) will have to be combined with the surface force field (37) in order to retrieve the correct dilute-limit. The framework of Sect. 4.1 actually ensures that all the previous fields can be combined to derived improve bounds. We hence suggest to consider concentration tensors of force field of the type:
where the last condition is required for the admissibility of the force field: A · ∇P ∈ F (∇P). For isotropic media, the choice of the force field (40) leads to the following expressions of the two-and three-point bounds (33):
where the following definitions are used for the two-or three-point bounds:
(1 + e r ⊗ e r ) :
where the subscripts i and j are chosen among {v, s, o}. Property (32) ensures that the integrands in (42) depend only on r = |r| or r, s and u. The terms in the ensemble averaging sign • in (42) involve simple combinations of the spatial correlation functions introduced in Sect. 2. The void bounds correspond to K vv , i.e. to the case β = γ = 0, and the surface ones to K ss,2pts , i.e. to the case α = γ = 0. Note that the rectangle terms K vs , K vo and K so are not bounds themselves. The optimal choice of the weights α, β, γ under the condition α + β + γ = 1 yields the optimal bound:
Interestingly, the evaluation of the combined bounds can be made at no additional computational cost as compared to the surface bound (38) while restricting to γ = 0. The optimal choice is then:
which improves on the void and surface bounds, but is weaker than (43).
Permeability of the Boolean Model of Spheres: Results and Discussion
Boolean Model of Spheres
The bounds derived in Sect. 4.4 are now evaluated for a specific morphological model of random porous media: the Boolean model of spheres (Matheron 1967 ). This morphological model is build by randomly positioning fully penetrable spheres according to a uniform spatial distribution, see Fig. 1 . The present study is restricted to the case where the pore space is the complementary domain of that occupied by the union of the spheres, but the phase interchange case (Swiss cheese-like) could be dealt with similarly (Rubinstein and Torquato 1989; Abdallah et al. 2015) . Further, all spheres are supposed to have the same radius R. Extensions to non-monodisperse sphere size distributions could readily be handled, although to obtain the correct low-density limit, the chosen trial function must depend on the sphere radius (see Given and Stell 1990; Torquato and Lu 1990 , for the two-point surface bound). However, such extensions would be worth considering only if the proposed bounds provide accurate results in the easier case presently under consideration. The Boolean model of spheres is of particular interest since the two-and three-point spatial correlation function involved in expressions (42) can be derived explicitly, see Online Resource 1. Furthermore, this model offers a rather realistic-albeit simplifiedrepresentation of actual porous materials such as sandstones, chalks or compacted powders.
Existing Estimates and Full-Field Simulations
In order to assess the quality of the derived bounds, several theoretical bounds and estimates are recalled and full-field simulations are carried out.
Dilute-Limit
The permeability of the Boolean model of spheres can be evaluated in the dilute-limit φ → 1 from Stokes formula (see Childress 1972; Howells 1974; Hinch 1977) : (2015) numer., present work (38), (43) and (51), numerical simulations (points) by Abdallah et al. (2015) and additional numerical simulations from the present work (see Sect. 5.2.5 and Fig. 1) Since the permeability varies from 0 when φ → 0 to +∞ when φ → 1, the results in Fig. 2 appear packed due to the scale dilation. To improve the readability and allow for a more precise discussion, subsequent plots of the obtained permeabilities (Figs. 3, 5) are scaled by the following factor which is obviously well behaved in the dilute-limit φ → 1:
Effective Medium Approximations Based on Brinkman Equation
To study the flow of a Newtonian fluid in porous media, Brinkman (1949) suggested to combine Darcy's law and Stokes equation as follows:
The damping force in the r.h.s. corresponds in an approximate way to the average of the forces applied to solid particles to keep them fixed. Based on a modified Stokes formula for the drag on a sphere, Brinkman proposed a self-consistent approximation of the permeability:
The self-consistent approximation exhibits a percolation threshold φ = 1/3, below which the permeability vanishes. The Brinkman equations (47) and (48) are actually only valid for low solid concentration c, the series expansion of
From a hierarchy of integro-differential equations, Howells (1974) , Hinch (1977) , and Kim and Russel (1985) latter found the series expansion 1 + To avoid the percolation threshold of the self-consistent scheme and to handle polydisperse sphere size distributions, Wilkinson (1985) suggested the so-called iterated dilute approximation. The effective medium is built up iteratively as in the differential scheme (see, for example, Roscoe 1952; McLaughlin 1977) , by substituting infinitesimal fractions of solid to the effective Brinkman medium obtained from the previous step. In the case of a monodisperse sphere size distribution, the procedure leads to the implicit equation:
Particle-in-Cell Models
According to the terminology proposed by Dassios et al. (1995) , particle-in-cell models are based on the solution to a flow problem on a simplified representative pattern of the porous media, of finite extension. The models of Happel (1958) and Kuwabara (1959) belong to this category. They both feature a domain comprising a fixed solid sphere at the centre (the particle), which is surrounded by a spherical shell of Newtonian fluid (the cell). At the boundary of the domain, either uniform velocity boundary conditions are applied (Kuwabara 1959) or boundary conditions with no tangential stress and a normal stress corresponding to a pressure field with a uniform gradient (Happel 1958) . Boutin (2000) has shown that the particle-in-cell models may be interpreted as selfconsistent models in which the solid particle and the surrounding fluid cell are embedded in an infinite uniform Darcy medium. Two different types of field continuity conditions at the Stokes-Darcy interface are considered: either the velocity is continuous, in which case the model of Kuwabara is retrieved, or the stress vector is continuous while assuming no shear stress in the Darcy domain, in which case the model of Happel is retrieved.
Assuming that the porosity of the particle in cell is equal to the one of the modelled porous medium, the following permeability-porosity relationships are obtained from these models (Boutin 2000) : Weissberg and Prager (1970) In addition to the bounds derived in Sect. 4.4, Figs.2, 3 and 5 also feature the three-point upper bound of Weissberg and Prager (1970) :
Bound of
The bound of Weissberg and Prager (1970) has been established for the Boolean model of spheres by constructing a trial stress field for the variational formulation (22) based on the superposition of stress fields solutions to the Stokes flow past a sphere. By construction, the bound retrieves the correct dilute-limit. As a side remark, let us note that the strategy proposed by Beasley and Torquato (1989) to derive new bounds on the permeability of random arrays of spheres is more closely linked to the approach of Weissberg and Prager (1970) than originally thought by the authors. Although it had been applied to a random model of impenetrable spheres in the original paper, a simple adaptation of this strategy to penetrable sphere can be shown to also lead to (51).
Full-Field Simulations
The bounds are compared in Fig. 2 to full-field simulations performed on several realisations of representative volume elements of Boolean sets of spheres over the whole range of porosity. In addition to the numerical results of Abdallah et al. (2015) , a series of dedicated simulations have been performed using the numerical scheme presented in Bignonnet and Dormieux (2014) . The latter simulations have been performed on a 256 3 -voxel discretisation grid with sphere radii of 24 voxels. The simulated microstructures feature up to several hundreds of spheres, depending on the target porosity. Figure 1 presents an example of simulated microstructure. Both numerical methods lead to similar results and will be considered as a reference to assess the accuracy of the bounds. Figure 3 illustrates that for the same force field, three-point bounds provide a sizeable improvement on their two-point counterparts. Among three-point bounds, the Weissberg and Prager (1970) bound is the weakest for most porosities, apart from the void bound K vv,3pts in the dilute-limit φ → 1. The bounds (36) based on the void force field overestimate the permeability and are indeed ill-behaved in the dilute-limit, by a factor of 6/5 for the two-point bound and 27/25 for the three-point bound, whereas the other bounds have a valid asymptotic behaviour. The void bounds K vv are systematically weaker than the surface bounds K ss , in their two-or three-point versions. As expected, the optimal bounds K opt are sharper than the surface bounds. However, the improvement is minor. This is rather disappointing since the orientation force field is well activated as indicated by sizeable positive values of the optimal choice of the weight γ in Fig. 4a . The bounds (44) are not displayed as they lie within K ss and K opt , which are already close. The optimal choice of the weights α and β under the Abdallah et al (2015) numer., present work (36), (38), (43) and (51), numerical simulations (points) by Abdallah et al. (2015) and additional numerical simulations from the present work (see Sect. 5.2.5 and Fig. 4 Optimal values of the force field weights α, β, γ in (40) constraint γ = 0 for the combined force field (40) clearly indicates that the surface force field takes over the void force field (see Fig. 4b ). Next, the bounds are quantitatively compared to the full-field simulations. Table 1 indicates that the weakest bounds such as K vv,2pts may not be used as reliable estimates of the permeability since they differ from simulation data by more than one order of magnitude. The best bounds, namely K ss,3pts and K opt,3pts , are better behaved, but overestimate the simulation data in the non-dilute regime, by a factor 2 at 80% of porosity, 3 at φ = 50% and 7 at φ = 20%. As will be discussed later, it is already satisfactory that these bounds deliver the proper order of magnitude since even estimates fail to provide accurate results in the nondilute regime. For example, the bound K ss,3pts improves on the iterated dilute approximation of Wilkinson (1985) for porosities below 30%.
Results
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Discussion
Among three-point bounds, the force field-based bounds (33) improve on the bound based on the solution to the Stokes flow past a sphere (51). By construction, the Weissberg and Prager (1970) bound indeed only conveys statistical information about the position of the sphere centres. Since the latter are uncorrelated in the Boolean model, such information is rather poor. On the contrary, the volume and surface force field-based bounds involve a richer information, namely three-point correlation functions involving the fluid phase and the solid-fluid interface. An alternative point of view on the force field-based bounds is that they enforce particular constraints on the velocity field. Referring to the auxiliary problem (23), the uniform volume force field corresponds to the Lagrange multiplier of the constraint: "the average of the velocity over the domain occupied by the solid phase is null" for a flow in a uniform fluid. The uniform surface force field corresponds to the Lagrange multiplier of the constraint: "the average of the velocity over the domain occupied the solid-fluid interface is null". When both of these constraints are imposed, Fig. 4b and the proximity of the bounds (38) and (44) indicate that the latter constraint is the most efficient. The reason is that the interface constraint is related-although in a diminished version-to the no-slip constraint at all points of the solid-fluid interface in the actual problem.
Although the K W P , K ss and K opt bounds retrieve the correct asymptotic behaviour in the dilute-limit, Figs. 3 and 5 illustrate that none of them reproduce the non-analytic higher-order terms in the series expansion of K /K dilute . Contrarily, denoting by c = 1 − φ the solid phase concentration, effective medium approximations based on Brinkman equation evidence a higher-order term in √ c for c → 0. The underlying idea of the Brinkman-based approaches is that, from the point of view of a solid sphere, the near field involves mainly viscous forces and follows Stokes equation, while due to the shielding effect of the other spheres, the far field is pressure gradient driven and follows Darcy equation.
In the light of the work of Boutin (2000) , particle-in-cell models also correspond to a similar idea of decomposition of the far and near fields (see Sect. 5.2.3). At low porosities, the Happel particle-in-cell model provides the best permeability estimate among all presented models, but underestimates the permeability. At high porosities, Fig. 5 illustrates that the particle-in-cell models lead to a too stiff decrease in the permeability with increasing solid concentration, with a second-order term in 3 √ c instead of √ c. As discussed by Saffman Abdallah et al (2015) numerical, present work numerical, Mourzenko et al (2008) Fig. 5 Permeability of Boolean sets of spheres, scaled by (46): bounds and estimates (lines), numerical simulations (points) by Abdallah et al. (2015) and additional numerical simulations from the present work (see Sect. 5.2.5 and Fig. 1 ). In turn, the simulations of Mourzenko et al. (2008) correspond to loose packings of polydisperse unpenetrable spheres (1973) , the 3 √ c term which also arises for periodic cubic arrays is due to the existence of a length scale associated with the cell. The numerical results of Mourzenko et al. (2008) indicate that for intermediate porosities, the Happel estimate is actually closer to the permeability of loose packings of non-overlapping spheres, for which the porosity is more evenly distributed around the solid particles than for the Boolean model.
As suggested by Saffman (1973) , the √ c term for random fixed arrays of fixed spheres arises because the forces which keep the spheres fixed are random. However, the present choices of force field are deterministic in that the values of the tested force fields are uniform within a phase (solid, fluid or interface) and do not depend on the position of other particles in the neighbourhood. To us, this is precisely where an improvement of the bounds is to be sought. Unfortunately, from a practical point of view, spatial correlation of higher order will likely arise while following that way.
Conclusion
New bounds on the permeability of random porous media have been proposed, improving earlier versions and clarifying their links. All these bounds are expressed as a function of statistical descriptors of the morphology of the pore space, namely two-and three-point correlation functions. The spatial correlation functions involved in the bounds are explicitly derived for the Boolean model of spheres. From a practical point of view, the implementation of the proposed three-point bounds is somewhat involved since it requires, in addition to the knowledge of three-point correlation functions involving the fluid phase and the solid-fluid interface, a threefold numerical integration.
To the best of our knowledge, the newly derived three-point bound based on the surface force field, which is seen as a higher-order version of the Doi bound, is the first bound that predicts the correct order of magnitude as compared to numerical simulation data. The optimal bounds including the surface orientation force field are very close to the simpler bounds based on the sole surface force field. Since the derivation of such bounds which feature information about the local orientation of the solid-fluid interface is much more involved, they do not offer an interesting accuracy/complexity ratio. Note that applications of the bounds derived herein to other morphological models than the Boolean model of spheres are still prospective and would likely be computationally involved.
Nonetheless, there is still room for major improvements of the surface field-based bounds. The proposed strategy relies on piece-wise uniform force fields combined with the Green operator for an infinite body governed by Stokes equation and thus loses the random character of the force on solid particles. In particular, the non-analytic behaviour of the series expansion of the permeability at low solid concentration is not retrieved.
