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ABSTRACT 
 
Successful recognition of splice junction sites of human DNA sequences was achieved via three 
machine learning approaches. Both unsupervised (Kohonen’s Self-Organizing Map, KSOM) and 
supervised (Back-propagation Neural Network, BNN; and Support Vector Machine, SVM) 
machine learning techniques were used for the classification of sequences from the testing set 
into one of three categories: transition from exon to intron, transition from intron to exon, and no 
transition. The dataset used in this study is comprised of 1,424 DNA sequences obtained from 
the National Center for Bioinformatics Information (NCBI). Performance of the machine 
learning approaches were assessed by the construction of learning models from 1,000 sequences 
of the training set and evaluated on the 424 sequences of the testing set that is unknown to the 
learning model. Each sequence is a window of 32 nucleotides long with regions comprising -15 
to +15 nucleotides from the dinucleotide splice site. Since the nucleotides (A, C, G, and T) are 
represented by four digit binary code (e.g. 0001, 0010, 0100, and 1000) the number of 
descriptors increased from 32 to 128. The performance of machine learning techniques in order 
of increasing accuracy are as follows SVM > BNN > KSOM, suggesting that SVM is a robust 
method in the identification of unknown splice site. Although KSOM gave lower prediction 
accuracy than the two supervised methods, it is fascinating that it was able to make such 
prediction based only on knowledge of the input whereas the supervised method requires that the 
output be known during training. It is expected that the Support Vector Machine method can 
provide a powerful computational tool for predicting the splice junction sites of uncharacterized 
DNA. 
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INTRODUCTION 
 
The deoxyribonucleic acid (DNA) of humans 
comprises of over three billion nucleotides and 
an estimated 30,000 genes (Venter et al., 2001; 
Collins et al., 2003; International Human 
Genome Sequencing Consortium 2004). Gene 
expression is the multi-step processes by 
which DNA expresses the gene product that it 
encodes. First, certain region of the DNA is 
transcribed into RNA in the form of pre-
mRNA. Next, the introns of the pre-mRNA are 
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excised, leaving only exons intact to become 
the mature mRNA. The ribosome then 
translates the mRNA into a polypeptide chain 
of amino acids that eventually becomes a 
protein (Cooper et al., 2004). 
 
DNA splice junction sites (Figure 1) are 
boundaries where splicing occurs and are 
found between the regions of DNA that code 
for gene products (exon) and those that do not 
(intron) (Hastings et al., 2001). The presence 
of introns in eukaryotic organisms are believed 
to be involved in exon shuffling (or alternative 
splicing) that is responsible for the higher 
diversity of gene products found in eukaryotic 
organisms than that of prokaryotic organisms 
(Fedorova et al., 2003; Long et al., 2003; Roy, 
2003). A typical example of exon shuffling is 
the generation of antibodies against foreign 
antigens that may invade the host system. The 
dinucleotide AG are splice sites that borders 
the transition from intron to exon (Intron/Exon 
border) going from 5’ to 3’, while GT are 
associated with the transition from exon to 
intron (Exon/Intron border). The GT 
dinucleotide is usually referred to as “donor” 
whereas the AG dinucleotide is known as 
“acceptor” (Snyder et al., 1995). 
 
…GGTTAA AG GT ATA…GAT ATTGAA…
Splice 
Junction
Splice 
Junction
IntronIntron Exon
 
Figure 1: Schematic representation of the splice junction site. 
 
The Human Genome Project as well as other 
genome projects aimed toward the unraveling 
of the genetic makeup of various organisms 
has generated a large volume of 
uncharacterized DNA sequences (Celniker, 
2000; Johnston, 2000; Rubin, 2001; Venter et 
al., 2001). Much effort has been geared toward 
the prediction of gene products based on the 
DNA sequence alone by identifying regions of 
the DNA that serve as signals essential in gene 
expression (Burge et al., 1997; Burge et al., 
1998; Brent et al., 2004). These signals include 
transcription initiation (Hannenhalli et al., 
2001) and termination (Lesnik et al., 2001) 
sites, translation initiation (Zhu et al., 2004) 
and termination (Williams et al., 2004) sites as 
well as splice junction sites (Reese et al., 
1997). Apart from constitutive splicing sites, 
much interest has been focused on the 
identification of alternative splicing sites, in 
which a gene is capable of producing several 
distinct mRNAs that code for different 
proteins (Rätsch et al., 2005; Zheng et al., 
2003; Dror et al., 2005). In order to determine 
the protein that is to be produced it is essential 
to precisely identify regions of the DNA that 
are to be translated. Therefore, the ability to 
predict the location of splice sites in DNA 
sequences has great implications for the 
identification of potential gene product (Pertea 
et al., 2001; Zhang et al., 2003; Chen et al., 
2005). 
 
Machine learnings are methods that are 
capable of making predictions by learning 
from a set of training data and extrapolating 
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the newfound knowledge on a set of testing 
data (Witten et al., 2000; Han et al., 2001). 
Different learning techniques use different 
algorithms to extract useful knowledge from 
the dataset (Han et al., 2001). The machine 
learning approaches used in this study 
comprise of two types of learning method, 
namely the supervised learning methods, back-
propagation neural network and support vector 
machine, and the unsupervised learning 
method, Kohonen’s self-organizing map. 
Supervised learning approaches require the 
knowledge of the output to be known while 
training, whereas unsupervised learning 
techniques can be trained without knowing 
about the actual output values (Han et al., 
2001). In other words, supervised learning 
involves learning by example while the 
unsupervised approach learns by finding 
similarities among the instances of the data to 
assign them class labels. 
 
Machine learning holds great promise in 
predictive medicine, preventive medicine, and 
personalized medicine (Weston et al., 2004). 
Genetic screening together with machine 
learning would make it possible to predict the 
probable future health history of patients based 
on the genes found in their blood sampling. In 
the case that a genetic abnormality is 
discovered treatments and precautions could 
be instigated to prevent the disease from 
occurring through the use of “drugs, 
embryonic stem cell therapy, engineered 
proteins, genetically-engineered cells, and 
many others” (Bensmail et al., 2003; Hood et 
al., 2004; Weston et al., 2004; Pennisi 2005; 
Singer 2005; Institute for Systems Biology, 
2005). Personalized treatment offers great 
benefits to patients since each individual are 
unique and may require slightly different 
treatment than off-the-counter drugs that may 
cause side-effects. It is also anticipated that 
prediction, preventive, and personalized 
medicine may extend the lifespan by 10-30 
years (Weston et al., 2004). 
 
In this study, we aim to predict the location of 
splice sites in DNA sequences by classifying 
the instances of the testing set into one of three 
categories of splice sites: Exon/Intron, 
Intron/Exon, and unknown splice site. This 
was put forth by analyzing a dataset in which 
the DNA sequence contains one of two 
possible dinucleotide splice site that is flanked 
by neighboring nucleotides. The machine 
learning approaches will learn how to classify 
an unknown DNA sequence into one of three 
categories of splice site based on knowledge 
gained from the training dataset. Different 
learning approaches were able to correctly 
predict the type of splice site at varying degree 
of accuracy with support vector machine 
outperforming the rest. 
 
MATERIALS AND METHODS 
 
Data Collection 
The DNA dataset used in this study was 
obtained from the website of the National 
Center for Bioinformatics Information 
(NCBI). The data used was taken from four 
different genes to take into consideration 
possible variability that may exist among the 
genes. This dataset comprises of 1,424 
sequences of Human DNA that is split into 
two portions: 1) a training set of 1,000 
sequences, and 2) a testing set of 424 
sequences. Each sequence contains as input a 
total of 32 nucleotides with 15 nucleotides 
flanking upstream and downstream of the 
dinucleotide splice junction site; and an output 
that contains three possible values, which is 
associated with the following types of splice 
junction going from left to right of the 
dinucleotide splice site: Intron-AG-Exon, 
Exon-GT-Intron, and unknown-AG or GT-
unknown. 
 
Data pre-processing 
The entries of the dataset were processed to 
contain information describing the regions 
surrounding the splice site by leaving 
nucleotides flanking the dinucleotide splice 
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site from -15 to +15 to obtain a total of 32 
nucleotides. The DNA nucleotides were 
converted into four digit binary code as to 
facilitate ease of processing by machine 
learning software. The nucleotides adenine, 
cytosine, guanine, and thymine are represented 
as 0001, 0010, 0100, and 1000, respectively. 
Therefore, each entry of the dataset comprises 
of 32*4 or 128 descriptors where each 
descriptor is a binary number (0 or 1). 
 
Overview of machine learning approaches 
Kohonen’s self-organizing map (KSOM) is an 
unsupervised learning neural network 
developed by Kohonen (Kohonen, 2001). 
KSOM transforms input data from a high-
dimensional space into a lower-dimensional 
space in such a way that the topology of the 
input data and the relative distance between 
input data are preserved (Kohonen, 1998; 
Kohonen, 2001). Since KSOM is an 
unsupervised learning method it does not 
require an output to be known when training 
instead it converts the high-dimensional DNA 
sequence onto a two-dimensional map known 
as the U-Matrix. Input data points that are 
located close to each other in the input space 
are mapped to nearby neurons on the output 
map (Kohonen, 2001). Thus, KSOM is widely 
used for the visualization of high-dimensional 
data (Kaski et al., 1999). In KSOM training, 
output neurons compete with each other where 
only the winning neuron and to a lesser degree 
its neighboring neurons are adjusted. After the 
training is complete the U-Matrix, a map that 
visualizes the cluster structure of the input 
data, is generated. Similarities among the input 
data found clustered together thereby yielding 
neurons that have low distances from one 
another. The distances are represented by a 
color spectrum and the map is shaded to 
indicate the clustering tendency. Areas having 
low distance values in the U-Matrix form 
clusters, while those with high distance values 
on the U-Matrix indicate a cluster border. 
 
Back-propagation neural network (BNN) is a 
supervised learning method that is capable of 
adaptive learning, in which weights that 
connect the neurons are adjusted accordingly 
with respect to the error (Zupan et al., 1999). 
In this study, the back-propagation neural 
network comprises of three layers, namely the 
input, hidden, and output layer. The input layer 
receives input data and relays it to the hidden 
layer for further processing and transformation 
of the input data and the output layer transmit 
the final results (Zupan et al., 1999). Each 
layer contains processing units called neurons 
(nodes). Each node of the hidden and output 
layer contains two components, namely the 
summation function and the transfer function. 
The summation function is computed from the 
weighted sum of all nodes that are sent to each 
node of the successive layer in a feed-forward 
manner. The sum is then processed by the 
transfer function based on certain pre-defined 
threshold to output values. For example, the 
summed value that is less than 0.5 are sent out 
as 0 while those that are greater than 0.5 are 
sent out as 1. A neural network is trained by 
adjusting the weights until they are optimal in 
which the predicted output value is as similar 
as possible to the actual output value (Zupan et 
al., 1999). Since each run starts with a random 
seeding of the weight value, multiple runs 
must be carried out in order to ensure 
reproducibility. 
 
Support vector machines (SVM) are learning 
techniques, developed by Vapnik, based on the 
Statistical Learning Theory (Cristianini et al., 
2004). SVM is usually used for binary 
classification where the output can have two 
possible values (e.g. 0 or 1, -1 or +1). Multi-
class SVM (Hsu et al., 2002) is also possible 
and multi-class implementation of WEKA was 
used in this study. SVM learning comprises of 
two essential steps. The first involves the use 
of kernel functions to linearly or non-linearly 
transform input data from a low-dimensional 
space to a high-dimensional space (Cristianini 
et al., 2004). Next, generate numerous 
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hyperplanes that segregates the data objects 
into two distinctive regions based on the 
output binary value. The sequential minimal 
optimization algorithm was used for the 
construction of hyperplanes (Platt 1998). The 
hyperplane that maximizes the distance 
between the data objects has been selected, 
and this hyperplane is referred to as the 
maximal hyperplane (Cristianini et al., 2004). 
 
Machine learning calculations 
All machine learning calculations were 
performed on a personal computer running 
Windows XP with Intel Pentium M 1.73 GHz 
CPU and 512 MB of RAM. Kohonen’s self-
organizing map was trained with the K2D 
program and visualized with the SOM 
TOOLBOX (Alhoniemi et al., 2005) running 
under MATLAB (The MathWorks, USA). 
Back-propagation neural network was 
computed with WEKA (Witten et al., 2000). 
Support vector machine calculations were 
made using the sequential minimal 
optimization (SMO) algorithm under WEKA. 
 
Kohonen’s self-organizing map calculations 
were carried out by allowing the learning rate 
parameter and neighborhood function to 
decrease during the training process. Training 
is divided into two phases. In the first phase or 
ordering phase, the parameters are set to the 
following values: the initial learning 
parameter, α(t), which controls the step size of 
the update, is 0.8, and is gradually linearly 
decreased to 0.01; the initial variance of the 
Gaussian function used for controlling the 
neighborhood size, σ(t), is 5, and is gradually 
decreased with an exponential decay function 
during the training phase to 1. The first phase 
training is terminated after 20,000 iterations. 
The initial weight vectors are selected from a 
uniform random distribution in [-0.1, 0.1]. 
After the ordering phase has been trained, the 
final weight vectors of each neuron are used 
for the initial weight vectors of the second 
phase. The parameters of the second phase or 
fine tuning phase are set to the following 
values: the initial learning parameter is 0.05 
and the initial variance of the neighborhood 
neurons is 2. The training is terminated after 
200,000 steps. After training, the U-Matrix is 
calculated and all 1,000 DNA sequences of the 
training set are mapped and labeled on to the 
U-Matrix (Figure 2). Next, the 424 DNA 
sequences of the testing set are mapped and 
labeled onto their corresponding winning 
neurons and those that mapped in an incorrect 
cluster are defined as misclassified (Figure 3). 
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Figure 2: The U-matrix map of the training set. 
 
 
Back-propagation calculations were carried 
out by first seeking the optimal network 
parameters through trial-and-error 
calculations. First, the optimal number of 
nodes to use for the hidden layer was varied 
from 2 to 32 and the number of nodes that 
gave the lowest root mean square error (RMS). 
Next, the optimal learning epoch was selected 
from the plot of the RMS as a function of the 
number of learning epochs that ranged from 1 
to 100. Finally, the pair of learning rate (η) and 
momentum (µ) value that gave the lowest 
RMS was selected from the contour plot of the 
RMS as a function of the learning rate and 
momentum constants that ranged from 0 to 1. 
The optimal network parameters were used for 
the actual calculations and the average of five 
runs were used. 
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Figure 3: Re-labeled neurons of the DNA testing set on the U-matrix map of the training 
set. 
 
Radial basis function (RBF) was used as the 
kernel and the sequential minimal optimization 
as the algorithm in our support vector machine 
calculations. Support vector machine based on 
RBF require the search for optimal values of C 
and γ. Two sequential searches were 
performed where the first performs a loose 
grid search and the second is a local grid 
search. The region of the plot of loose grid 
search that gave high prediction accuracy is 
used for successive local grid search where a 
more detailed search is carried out. Once the 
optimal C and γ values are found, actual runs 
are then performed. 
 
RESULTS AND DISCUSSION 
 
The dataset comprises of 1,424 DNA 
sequences and each belongs to one of three 
categories of splice junction site. The first 
category is marked by the transition from 
intron to exon and is labeled “A” or “0”; the 
second category refers to the transition from 
exon to intron and are labeled “B” or “1”; and 
the third category represents those that have no 
transition and are labeled “C” or “0.5” (see 
Table 1). The dataset was randomly split into a 
training set of 1,000 sequences and a testing 
set of 424 sequences. Both the training set and 
testing set contain approximately the same 
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proportion of sequences belonging to the three 
output categories, therefore knowledge gained 
from the training set can be extrapolated on the 
testing set in the prediction of the type of 
splice site. Table 1 also summarizes the data 
distribution by class of the training set and 
testing set. 
 
Table 1 Summary of the DNA dataset. 
Categories Training set Test set Total 
Non-gene to gene (Class A) 238 110 348 
Gene to non-gene (Class B) 246 99 345 
No transition (Class C) 516 215 731 
 
Kohonen’s self-organizing map calculation 
The calculated U-Matrix of the DNA training 
set (Figure 2) comprises of three regions 
corresponding to the three categories of splice 
junction sites. Class A dominates the lower 
region of the U-Matrix, while Class B takes up 
the upper right region, and Class C occupying 
much of the left region. DNA sequences that 
have similar patterns are located closely to 
each other on the map. The output neurons on 
the U-Matrix map are labeled by the highest 
frequency categories of the DNA sequences 
having the particular output neuron as their 
winning neuron. The map was re-labeled in 
Figure 3 showing three clusters marked by the 
dotted lines. The 424 DNA sequences of the 
testing set are mapped and labeled on their 
corresponding winning neurons where 
sequences that are mapped in an incorrect 
cluster are defined as misclassified. 
 
 
 
 
 
Back-propagation neural network parameter 
optimization and calculation 
The optimization of the neural network 
architecture was carried out by determining the 
parameters by trial-and-error and using the 
RMS as a measure of prediction performance. 
Parameters that yielded low RMS were chosen 
as the optimal value. The averages of five runs 
were used for each parameter calculations as 
the seeding of the weight value of the neural 
network were randomized at the beginning of 
each run. The optimal parameters that were 
determined empirically include: the number of 
nodes in the hidden layer, the number of 
learning epochs, and the learning rate and 
momentum. To obtain the optimal parameters 
training was carried out using 5-fold cross-
validation on the training set. 
 
The optimal number of hidden nodes was 
determined by making a plot (Figure 4) of 
RMS as a function of the number of nodes in 
the hidden layer, which was varied from 2 to 
32. The optimal number of hidden nodes was 
found to be 23 since it exhibited the lowest 
RMS.
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Figure 4: RMS as a function of the number of nodes in the hidden layer for the testing 
set. 
 
The most favorable learning epoch was 
determined by plotting RMS as a function of 
the learning epoch size (Figure 5). RMS was 
recorded after the first learning epoch and 
subsequent RMS were calculated after every 
10 epochs. The best learning epoch was 
determined to be 20 epochs. 
 
The optimal learning rate and momentum were 
chosen from the contour plot of RMS as a 
function of the learning rate and momentum 
constants (Figure 6). The best pair of learning 
rate and momentum is found in the lower left 
region of the plot to be 0.2 and 0.3, 
respectively. 
 
Once the optimal parameters were obtained, 
the assessment of the prediction performance 
was evaluated on the testing set. 
 
Support vector machine parameter 
optimization and calculation 
The search for the optimal parameters was 
performed using 5-fold cross-validation using 
the training set. The optimal value of C and γ 
was obtained by performing a loose grid 
search followed by a local grid search as 
described by Chih-Jen Lin and colleagues 
(Hsu et al., 2003). Briefly, the region that gave 
good prediction performance on the loose grid 
search (Figure 7) was examined in more detail 
by conducting an exhaustive local grid search 
(Figure 8). The value of C and γ that gave the 
best performance was determined to be 20.75 
and 2-5, respectively. 
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Figure 5: RMS as a function of the number of learning epochs for the testing set. 
Curves 1 and 2 represent the testing set and training set, respectively. 
 
The empirically determined parameters C and 
γ that gave the best performance were then 
evaluated on the testing set. 
 
Prediction of splice junction sites in Human 
DNA sequences 
Each of the machine learning approaches is 
trained with the training set upon which 
extrapolation is evaluated on the testing set. It 
is observed that the supervised learning 
approach (BNN and SVM) gave better results 
than the unsupervised learning method 
(KSOM). It can be seen that SVM outperforms 
both BNN and KSOM in all three output 
categories (see Table 2). Out of the total of 
424 DNA sequences of the testing set, KSOM 
made 27 misclassifications, BNN made 13 
misclassifications, and SVM made 9 
misclassifications that correspond to prediction 
error of 6.368, 3.066, and 2.123 percent, 
respectively (see Table 3). For all three 
learning approaches the prediction 
performance follows a general trend in which 
predictions of Class A performed better than 
Class B. Furthermore, the prediction 
performance of Class C of KSOM performed 
poorer than those of BNN and SVM, both of 
which achieved the same prediction 
performance. In KSOM, the performance of 
Class C was better than both Class A and B; 
for BNN, the performance of Class C was 
slightly less than Class A but better than Class 
B; and for SVM, the performance of Class C 
was lower than those of Class A and B. 
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Figure 6: Contour plot of RMS in testing set versus learning rate (η) and momentum (µ) 
for the testing set. Each line represents constant value of the RMS, while shaded boxes 
represent RMS values obtained from the training procedure and fitted onto the same 
surface model of the contour plot. 
 
Table 2 Prediction accuracy by class of DNA splice junction sites. 
Prediction accuracy (%) Machine learning 
methods Class A Class B Class C 
KSOM 92.727 90.909 95.349 
BNN 97.273 95.960 97.209 
SVM 99.091 97.980 97.209 
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CONCLUSION 
 
In this study, both supervised and 
unsupervised machine learning approaches 
were employed for the recognition of splice 
junction sites in Human DNA sequences. It 
was demonstrated that the supervised 
approaches yielded better prediction than that 
of the unsupervised approach. Furthermore, all 
three machine learning approaches 
demonstrated the same trend in which IE 
splice sites provided higher prediction 
accuracy than those of EI splice sites. It was 
also demonstrated that the Support Vector 
Machine method holds great potential for the 
prediction of splice sites in uncharacterized 
DNA for the elucidation of possible gene 
products. The methods used in this study could 
be applied to solve other relevant biological 
problems in light of the heap of information 
derived from the Human Genome Project. 
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Figure 7: Three-dimensional mesh plot of the loose grid search depicting prediction 
accuracy as a function of parameters C and γ. 
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Table 3 Confusion matrix of the three machine learning methods. 
 
Kohonen’s self-organizing map (KSOM) 
 
Predicted Class 
Class A Class B Class C 
Actual Class 
102 2 6 Class A 
0 90 9 Class B 
4 6 205 Class C 
 
Back-propagation Neural Network (BNN) 
 
Predicted Class 
Class A Class B Class C 
Actual Class 
107 1 2 Class A 
0 95 4 Class B 
5 1 209 Class C 
 
Support vector machine (SVM) 
 
Predicted Class 
Class A Class B Class C 
Actual Class 
109 1 0 Class A 
0 97 2 Class B 
5 1 209 Class C 
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Figure 8: Three-dimensional mesh plot of the local grid search depicting prediction 
accuracy as a function of parameters C and γ. 
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