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LORIA, INRIA Lorraine
{bouthier,canals}@loria.fr
9 novembre 2001
Résumé
Dans cet article, nous proposons une nouvelle façon
d’aborder le problème de la conscience de groupe, par
l’utilisation du contexte de travail d’un utilisateur.
Nous détaillons la modélisation d’un utilisateur par
son contexte, ainsi que les méthodes permettant une
telle modélisation. Nous montrons alors que l’utili-
sation du contexte permet d’avoir une conscience de
groupe plus complète, plus adéquate et plus adap-
table.
Mot-clefs : conscience de groupe, contexte, CSCW
1 Introduction
La conscience de groupe — aussi appelée “group
awareness” — est un des problèmes toujours d’actua-
lité dans le domaine de recherche du travail coopératif
assisté par ordinateur (Computer Supported Coope-
rative Work, ou CSCW). Cette notion est définie ainsi
par Dourish et Belloti [6] :
((la compréhension des activités des autres,
qui permet de donner un contexte à sa pro-
pre activité.))
Cette conscience de groupe est créée par l’ensemble
des informations qu’un utilisateur peut recevoir ou
déduire à propos de l’activité des autres membres du
groupe. Cela passe par l’établissement de communi-
cations formelles et informelles entre les participants,
ainsi que par la déduction d’informations à partir
d’indices de perception. Habituellement, la plupart
de ces informations peuvent être recueillies parce que
les membres du groupe sont en même temps dans un
même lieu, et donc peuvent se ((percevoir mutuelle-
ment)) [25] : voir la lumière sous la porte d’un bureau,
ou entendre des bruit de pas derrière.
Dans ce travail, nous abordons le problème de la
conscience de groupe dans les groupes virtuels. Un
groupe virtuel est constitué de personnes réelles ré-
parties dans l’espace, dans le temps, et éventuelle-
ment dans des organisations différentes. Elles doivent
cependant coopérer pour atteindre un objectif com-
mun. Elles sont pour cela reliées par un réseau infor-
matique.
Lorsque les membres d’une équipe devant travailler
ensemble sont répartis dans le temps ou dans l’espace,
une grande partie des informations disparâıt, appau-
vrissant, voire détruisant, cette conscience de groupe.
Notre problématique est alors de proposer des outils
informatiques qui peuvent aider l’utilisateur à recréer
cette conscience de groupe, en envoyant à chaque par-
ticipant des informations pertinentes sur ce que font
les autres membres du groupe.
Pour la conscience de groupe, la notion de perti-
nence s’exprime par deux conditions :
– les informations doivent être utiles. Elles doivent
être compréhensibles par le receveur, mais ne
doivent être ni redondantes ni superflues.
– Les informations doivent être assez riches pour
permettre la ((compréhension des activités des
autres)), donc la construction de la conscience de
groupe.
De plus, lorsque tout le groupe est présent en même
temps dans le même lieu, un membre construit sa
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conscience de groupe de deux façons :
– de manière périphérique, lorsqu’il est absorbé par
une autre tâche ;
– de manière active, lorsqu’il souhaite avoir plus
de détails sur ce que font les autres.
Pour être vraiment bénéfique, un système de con-
science de groupe doit permettre à l’utilisateur de
construire sa conscience de groupe des deux façons,
suivant son activité. Le système doit présenter des in-
formations pertinentes, de manière plus périphérique
lorsque l’utilisateur est occupé, et de manière plus
détaillée lorsque l’utilisateur a besoin de plus d’infor-
mations.
Un risque majeur est de submerger les utilisateurs
d’informations inutiles. En effet, dans certaines si-
tuations — lorsque le groupe est très grand, lorsque
l’utilisateur fait partie de plusieurs groupes, ou bien
lorsque les objets manipulés sont nombreux — l’uti-
lisateur d’un tel système se retrouve vite noyé sous
un flot d’informations, pas toujours intéressantes, ce
qui réduit l’utilisabilité du système. Pour palier à ce
problème, le système doit pouvoir filtrer les informa-
tions, de façon à n’envoyer à une personne que les
informations qui l’intéressent.
L’utilisateur doit aussi être tenu au courant des
changements importants dans les activités des autres
membres du groupe. Un autre risque est alors que
l’utilisateur rate une de ces notifications, et ait une
fausse conscience de ce qui se passe dans le groupe.
Les notifications doivent donc être clairement vues
par l’utilisateur, quel que soit sa tâche. Cependant,
l’utilisateur ne doit pas non plus être continuellement
interrompu par les notifications excessives du système
de conscience de groupe à chaque fois qu’une infor-
mation change. Le système doit pouvoir adapter ses
notifications à l’activité de l’utilisateur.
Le système de conscience de groupe doit donc :
– fournir à chaque membre du groupe les informa-
tions nécessaires pour comprendre les activités
des autres utilisateurs ;
– adapter la diffusion et la représentation de ces in-
formations suivant le contexte du travail de cha-
cun.
Or l’activité d’un utilisateur fait partie de son con-
texte de travail. Notre proposition est donc d’utiliser
Fig. 1 – Les contextes d’Arthur, Benjamin et Chloée
le contexte de travail de chacun comme base de la
conscience de groupe. De cette manière, le contexte
sert de source des informations formant la conscience
de groupe, et permet l’adaptation de sa diffusion et
de sa représentation.
Dans la prochaine section, nous décrivons un exem-
ple servant de base à l’illustration de nos propos. La
3 section est consacrée à la modélisation du contexte.
Nous abordons dans la section d’après son utilisation,
d’abord dans la diffusion, puis dans la représentation
des informations. Ensuite, nous nous intéressons aux
méthodes permettant la construction du contexte,
puis nous parlons de la mise en œuvre. Finalement
nous situons notre travail par rapport à l’existant du
domaine.
2 Exemple
L’exemple détaillé dans cette section est un exem-
ple fictif qui a pour but d’illustrer les fonctionnalités
attendues d’un mécanisme de conscience de groupe.
Prenons Arthur, chercheur. Il a de nombreux pro-
jets en cours, dont deux particulièrement en ce mo-
ment : un article, qu’il écrit avec Benjamin, et un lo-
giciel, qu’il développe avec Chloée. Pour le moment,
il est en train de coder sur le logiciel, et il attend
la partie du code que doit faire Chloée pour pouvoir
commencer à faire les tests.
Sur son écran, en bas à droite, se trouve une pe-
tite fenêtre, contenant différents rectangles colorés.
Chaque rectangle représente une personne avec qui
Arthur travaille. En ce moment, les rectangles de
Benjamin et de Chloée sont rouges, ce qui signifie
qu’ils sont en plein travail (figure 1). En passant la
souris sur un rectangle, une aide indique à Arthur
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Fig. 2 – Les nouveaux contextes d’Arthur, Benjamin
et Chloée
que Chloée est bien en train de travailler sur le code,
cela depuis 2 heures.
Un quart d’heure plus tard, après avoir lancé une
recompilation, Arthur s’aperçoit que le rectangle de
Benjamin a changé de couleur (bleu). Cela signifie
que Benjamin a fini de travailler sur l’article. En pas-
sant la souris sur le rectangle, Arthur obtient l’infor-
mation que Benjamin est en train de faire une autre
tâche, mais qui ne regarde pas Arthur. En cliquant
sur le rectangle, une fenêtre indique à Arthur que
Benjamin a arrêté son travail sur l’article il y a 5 mi-
nutes, et que la durée de la tâche a été de 1 heure
et demi. Arthur préfère se concentrer sur le code qui
vient de finir de compiler, et ira lire les modifications
faites sur l’article plus tard.
Alors qu’il est en train de corriger un problème
mineur dans le code qu’il vient d’écrire, Arthur re-
marque du coin de l’œil qu’un rectangle clignote dans
son gestionnaire de conscience de groupe. Une fois sa
ligne tapée, Arthur porte son regard sur le gestion-
naire de contexte. Le rectangle qui a clignoté est celui
de Chloée, qui lui aussi a changé de couleur mainte-
nant. Arthur vérifie sur le serveur de fichier : oui, il y
a bien une nouvelle version qui vient de Chloée. Ar-
thur la récupère et commence à l’intégrer à son code.
Cette information provoque un changement de cou-
leur dans le gestionnaire de contexte de Chloée, qui
sait ainsi que maintenant non seulement Arthur tra-
vaille sur le code, mais en plus sur l’objet ”fichier”
qu’elle vient de lui envoyer.
L’intégration ne se passe pas bien, car Chloée a
oublié de transmettre un fichier. Arthur lui envoie
aussitôt un mail. Lorsque Chloée le reçoit, si rapide-
ment après qu’Arthur ait commencé l’intégration, elle
sent bien que quelque chose ne va pas. Au moment
de lire le mail, elle essaye mentalement de s’imagi-
ner ce qui a bien pu se passer. Elle se souvient alors
du nouveau fichier qu’elle a créé et qu’elle a oublié
d’envoyer. La lecture du mail confirme cela. Une fois
l’oubli réparé, Chloée commence une autre activité.
Elle choisit une recherche sur le web, car elle sait qu’il
sera facile de s’interrompre si Arthur lui demande de
l’aide (figure 2). Elle sait aussi que le gestionnaire
de contexte l’interrompra facilement, non seulement
parce que la tâche est considérée comme facilement
interruptible, mais aussi parce que Arthur sera prio-
ritaire, travaillant sur un objet qu’elle a envoyé. Au
lieu d’un changement de couleur ou d’un clignote-
ment, ce sera directement une fenêtre qui jaillira à
coté du gestionnaire de contexte, lorsque Arthur aura
fini sa tâche d’intégration.
3 Modélisation du contexte
Dey et Abowd [4] définissent le contexte ainsi :
((Le contexte est l’ensemble des informations
qui peuvent être utilisées pour caractériser
la situation d’une entité.))
Cette définition correspond bien à notre acception du
contexte. Mais le contexte est bien trop riche pour
être modelé dans le cas général. C’est pourquoi nous
nous placerons dans le cas particulier où l’((entité))
est un membre d’un groupe virtuel collaborant sur
un ordinateur à un projet du groupe.
Beaucoup de recherches ont déjà été faites en ce qui
concerne la modélisation du contexte d’une personne,
principalement en intelligence artificielle [1, 9], ainsi
que dans l’“ubiquitous computing” [21, 17], domaine
de recherche s’intéressant à l’informatique embarquée
et présente dans la vie de tous les jours.
Notre modèle du contexte est basé d’une part sur
ces recherches, et d’autre part sur les informations
classiques citées dans la littérature comme étant les
constituants de base de la conscience de groupe [16].
On peut regrouper les informations nécessaires sui-
vant 6 catégories, résumées en 6 questions :
quoi : le type de la tâche effectuée, ainsi que les ob-
jets sur lesquels elle s’applique ;
qui : les personnes avec lesquelles l’utilisateur tra-
vaille sur cette activité, et leurs relations avec
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l’utilisateur ;
quand : les dates de début et de fin de chaque acti-
vité, et leur historique dans le temps ;
où : l’endroit et la machine sur laquelle l’utilisateur
travaille ;
pourquoi : l’enchâınement causal entre les tâches ;
comment : les objets utilisés pour l’accomplissement
de la tâche.
Dans notre exemple, lorsqu’Arthur est en train d’in-
tégrer le code de Chloée, son contexte comprend les
informations suivantes :
quoi? Coder sur les fichiers du logiciel, y
compris celui envoyé par Chloée.
qui? Entre autres, Benjamin et Chloée.
Benjamin est co-auteur de l’article.
Chloée est co-développeur du logi-
ciel.
quand? Le moment où Arthur a commencé
à coder, et l’historique de ses acti-
vités précédentes.
où? Sur son ordinateur de bureau, au
laboratoire.
pourquoi? Suite à l’arrivé du fichier de code
fait par Chloée.
comment? Avec son éditeur de texte “vi” et
son compilateur.
4 Utilisation du contexte
Le contexte de travail de l’utilisateur contient les
informations nécessaires aux autres membres du grou-
pe pour comprendre ses activités et donc pour cons-
truire leur conscience de groupe.
Mais si le système envoie directement tout le conte-
nu du contexte aux autres utilisateurs, il va les satu-
rer d’informations pas toujours intéressantes. L’utili-
sateur, lui, n’a pas forcément envie que tout le monde
sache avec autant de détails ce qu’il est en train de
faire. La diffusion des informations constituant le con-
texte de cet utilisateur aux autres membres du groupe
doit être adaptée en fonction de l’information et de
son receveur : quelle information et avec quel niveau
de détail pour quel membre.
Par ailleurs, du coté du receveur, le système de
conscience de groupe ne doit pas être intrusif. La
représentation des informations doit être la plupart
du temps périphérique, pour ne pas gêner le travail ef-
fectif, mais doit donner accès à tous les détails néces-
saires en cas de besoin. Les notifications du système
lors de changement du contexte doivent être vues de
l’utilisateur quel que soit sa tâche tout en restant as-
sez peu intrusives pour ne pas perturber le travail
de ce dernier. La représentation doit être adaptée en
fonction des informations elles-mêmes et surtout en
fonction du contexte de travail du receveur.
Le contexte de travail sert donc non seulement com-
me base de la conscience de groupe, mais aussi à
l’adaptation de la diffusion et de la représentation
des informations.
4.1 La diffusion
Chaque changement du contexte d’un utilisateur
est automatiquement diffusé aux autres membres du
groupe. La propagation se fait par catégories d’infor-
mations, en deux étapes : d’abord faire la liste des
personnes potentiellement intéressées par cette caté-
gorie (les récepteurs), puis, pour chaque récepteur,
déterminer le niveau de détail auquel il a droit.
La liste des récepteurs est construite à partir des
informations du contexte de l’émetteur, suivant des
règles simples qui peuvent être adaptées par l’uti-
lisateur. Sont considérées intéressées par toutes les
catégories d’informations :
– les personnes qui travaillent sur les mêmes objets
que l’utilisateur pour la tâche en cours (informa-
tions ‘qui’) ;
– les personnes apparaissant dans la cause de la
tâche en cours (informations ‘pourquoi’) ;
– les personnes notées comme ayant un lien parti-
culier avec l’utilisateur (informations ‘qui’).
Toutes les autres personnes du groupe sont considé-
rées comme intéressées uniquement par les catégories
‘quoi’, ‘quand’ et ‘pourquoi’.
Par exemple, si Arthur code, lorsque Chloée code
aussi sur le même projet, alors elle est notée comme
intéressée par toutes les catégories du contexte d’Ar-
thur.
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Fig. 3 – Calcul de la distance
Une fois qu’une personne est notée comme réceptri-
ce de la catégorie en cours, le système détermine le ni-
veau de détail auquel elle a droit pour cette catégorie.
Pour cela, le système utilise la hiérarchie du groupe
(contenu dans la catégorie ‘qui’), et calcule la distance
séparant l’émetteur du récepteur. Le signe de la dis-
tance dépend du sens de parcours de la hiérarchie.
Par exemple, Chloée étant une collègue au même
niveau qu’Arthur, elle est à une distance de zéro. Par
contre, le chef de l’équipe d’Arthur est à une distance
de 1, tandis que le stagiaire d’Arthur est à une dis-
tance de -1.
La distance est ensuite ajustée suivant des règles
simples, peu nombreuses et adaptables, pour prendre
en compte certaines conditions particulières, comme
par exemple :
– le récepteur travaille sur les mêmes objets que
l’émetteur ;
– le récepteur apparâıt dans la cause de la tâche
en cours ;
– le récepteur est noté comme ayant un lien parti-
culier avec l’émetteur.
La donnée d’une catégorie et d’une distance donne,
grâce à une table modifiable par l’utilisateur, le ni-
veau de détail auquel le récepteur a droit pour cette
catégorie. L’échelle des niveaux possibles est propre à
chaque catégorie, bien que toutes possèdent les mêmes
niveaux minimum (aucune information envoyée) et
maximum (toutes les informations de la catégorie sont
envoyées).
Dans notre exemple, lorsqu’Arthur intègre le code
de Chloée, cette dernière a droit au niveau maximum
de détails sur la catégorie ‘quoi’ : elle a une distance
de 0 et est la cause de la tâche en cours (figure 3).
Les informations correspondantes sont alors trans-
mises directement au système de conscience de grou-
pe du récepteur pour l’affichage.
4.2 La représentation
Le problème de la représentation des données se
place suivant deux plans :
– le plan de la notification des changements ;
– le plan de l’accès aux données.
Le système notifie l’utilisateur à chaque fois qu’une
information de la catégorie ‘quoi’ change chez un au-
tre membre. Cela peut représenter un changement de
tâche ou d’objet manipulé. Il utilise alors le contexte
de travail de l’utilisateur pour choisir la notification la
moins intrusive possible. Le système calcule d’abord
la distance “d” entre l’émetteur et l’utilisateur, de
la même manière que pour la diffusion. Une table,
propre à la tâche en cours, donne alors, suivant la
distance et l’information à reporter, le niveau d’intru-
sion supporté. Grâce à ce niveau, le système décide
du type de notification à utiliser :
– inexistante (niveau 0) : pas de notification ; l’in-
formation est inutile d’après la tâche en cours de
l’utilisateur ;
– peu intrusive (niveau 1) : un changement de cou-
leur en vision périphérique ;
– assez intrusive (niveau 2) : un mouvement ou un
clignotement en vision périphérique (la plus sen-
sible au mouvement [5]) ;
– très intrusive (niveau 3) : l’ouverture d’une fenê-
tre de dialogue à coté du système.
Dans notre exemple, lorsque Arthur a fini d’in-
tégrer le code de Chloée, cette dernière en est no-
tifiée. Son système évalue alors sa distance avec Ar-
thur (zéro). La table de notification correspondant à
sa tâche (((chercher sur le web))) indique — pour une
distance de zéro et la fin d’une tâche portant sur un
objet partagé — un niveau 3, soit une notification
très intrusive (figure 4). Une fenêtre apparâıt donc à
coté du système de conscience de groupe de Chloée
avec le message notifiant la fin de l’intégration d’Ar-
thur.
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PPPPPPPInfo
“d”
-1 0 1
Changement de
tâche
niveau 1 niveau 1 niveau 1
Fin d’une tâche
portant sur un
objet partagé
niveau 2 niveau 3 niveau 2
Lecture ou mo-
dification d’un
objet partagé
niveau 1 niveau 2 niveau 1
Fig. 4 – Table de notification de la tâche ((chercher
sur le web))
Pour la représentation des informations, le système
utilise la catégorie ‘où’ du contexte du récepteur pour
choisir une représentation adaptée à son environne-
ment matériel et réseau.
Sur un ordinateur de bureau par exemple, le systè-
me utilise pour la représentation des données une vi-
sualisation treemap [22] (figure 5). Cette visualisation
permet d’obtenir de manière périphérique une vision
gestaltique de l’activité du groupe. Chaque membre
du groupe est représenté par un rectangle, dont la
couleur indique le type de la tâche en cours. Le pas-
sage du pointeur de la souris sur un rectangle donne
une information un peu plus détaillée sur l’activité en
cours de la personne. Un clic sur le rectangle affiche
une information complète sur la personne.
5 Construction du contexte
La collecte de toutes les informations constituant
le contexte de travail d’un utilisateur peut presque
toujours se faire de deux manières différentes : auto-
matiquement, ou en demandant explicitement à l’uti-
lisateur.
Certaines informations, notamment celles ayant un
caractère social, ne peuvent pratiquement être col-
lectées qu’en les demandant à l’utilisateur. La collecte
explicite est plus facile pour le système. Elle donne
une réponse plus fiable qu’une réponse calculée par
une heuristique. Mais plus le nombre et la fréquence
des demandes explicites du système croissent, moins
Fig. 5 – Un exemple de TreeMap
le système est utilisable.
Prenons l’exemple d’ICQ, où l’état de l’utilisateur
(”occupé”, ”ne pas déranger”, . . . ), doit être indiqué
explicitement par ce dernier. Comme l’état de l’uti-
lisateur change souvent, au bout d’un certain temps,
l’utilisateur ne prend plus la peine d’indiquer à ICQ
son état réel. L’indication d’état perd alors tout son
sens.
Il est important de faire en sorte que le maximum
d’informations puisse être collecté de manière auto-
matique, de façon à ce que le système ne soit ni in-
utile, ni une surcharge de travail pour l’utilisateur.
Cependant, le risque d’un système trop automa-
tique est que l’utilisateur se sente pris au piège d’un
système qu’il ne comprend pas, qu’il ne mâıtrise plus
[23, 11]. Le système doit donc toujours fournir à l’uti-
lisateur assez de retour sur son déroulement, afin que
ce dernier puisse apporter les corrections nécessaires
si besoin est, et ainsi garder son sentiment de contrôle
sur le système.
Le système d’exploitation ne fournit que des infor-
mations de bas niveau sur l’utilisateur :
– sa frappe clavier et ses clics souris ;
– les applications lancées, les documents ouverts,
l’application et le document ayant le focus ;
– la date de début et de fin de chacun de ces évé-
nements ;
– le type du matériel utilisé, le type de la conne-
xion réseau, si elle existe.
Si le système de conscience de groupe fait partie d’une
infrastructure plus complète, celle-ci peut aussi lui
fournir un certain nombre d’informations, comme par
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exemple l’identité des membres du groupe, ou bien
les tâches attribuées à chacun. C’est à partir de ces
informations que le logiciel de conscience de groupe
construit les informations constituant le contexte. Vu
que la nature des informations fournies par l’infra-
structure est entièrement dépendante de l’infrastruc-
ture elle-même, nous décrirons ici un système sans in-
frastructure. La présence d’une infrastructure ne fera
que faciliter la construction,
Les informations de la catégorie ‘quand’ sont cons-
truites directement à partir des informations systè-
mes temporelles, et celles de la catégorie ‘où’ à partir
des informations systèmes sur le matériel et le réseau.
Dans notre exemple, le système d’exploitation donne
comme information le type du processeur, le nom de
l’ordinateur et son adresse IP. Le système reconnâıt
l’adresse comme appartenant au réseau du labora-
toire, et à partir du nom, reconnâıt l’ordinateur de
bureau d’Arthur.
Mais les autres informations sont plus difficiles à
calculer, car de bien plus haut niveau que les infor-
mations système. Pour les obtenir, le système utilise
des réseaux bayesiens, technique qui a déjà prouvé
son efficacité pour ce genre de déductions [12]. Un
réseau bayesien permet de retrouver la cause la plus
probable d’un ensemble d’effets observés, cela en uti-
lisant un réseau de probabilité entre les causes et les
effets.
Le réseau bayesien modélise la dépendance entre
une cause et un effet par une relation affectée d’une
probabilité conditionnelle, modélisant la probabilité
de l’apparition de l’effet sachant la cause. Par exemple,
dans la figure 6, la probabilité p1 correspond à la
probabilité de lancement du compilateur sachant que
l’utilisateur est en train de coder. Ensuite, le moteur
d’inférence est capable, à partir d’une liste d’effets
observés, de remonter l’arbre des probabilités et de
trouver la cause la plus probable. Pour plus d’infor-
mation sur les réseaux bayesiens, le lecteur intéressé
est invité à lire l’excellent tutoriel d’Eugène Char-
niak [2].
C’est la technique utilisée pour trouver les infor-
mations de la catégorie ‘quoi’ (figure 6). Les effets
observés sont alors les informations systèmes sur les
applications et les documents, l’activité clavier/souris
de l’utilisateur, et les informations de la catégorie
Fig. 6 – Un exemple de réseau bayesien
‘quand’. Les informations que l’on cherche, à savoir
le type de la tâche effectuée et les objets sur lesquels
elle s’applique, sont modélisés dans le réseau de pro-
babilité comme les causes de ces effets. Dans notre
exemple, lorsque Arthur intègre le code de Chloée, les
applications lancées sont entre autres un éditeur de
texte et un compilateur ; ce sont celles qui prennent
le focus le plus fréquemment à cet instant ; elles re-
çoivent la majorité des frappes claviers et des clics
souris. Les documents ouverts sont des fichiers textes
ayant l’extension “.java”. Le réseau bayesien en dé-
duit alors que la cause de tout cela est la tâche “coder
sur les fichiers du logiciel”.
Les informations de la catégorie ‘comment’ sont
construites en mettant en correspondance les infor-
mations système sur les applications et les informa-
tions de la catégorie ‘quoi’. Dans l’exemple, le sys-
tème met en correspondance le fait que “vi” et le
compilateur soient les applications majoritairement
utilisées et le fait que la tâche soit “coder”.
Les informations de la catégorie ‘pourquoi’ sont
elles aussi déduites à l’aide d’un réseau bayesien. Cet-
te fois-ci, les effets observés sont les informations des
catégories ‘quoi’ et ‘qui’, et l’historique du contexte.
La cause déduite est l’enchâınement causal des tâ-
ches. Par exemple, lors de l’intégration, Arthur code ;
il reçoit un fichier de Chloée ; il se met à coder dans
d’autres fichiers, notamment celui de Chloée. Le sys-
tème en déduit qu’Arthur est dans une tâche “coder”
différente, causée par le fichier de Chloée.
Enfin, les informations de la catégorie ‘qui’ sont di-
visées en deux parties. La partie concernant les per-
sonnes travaillant avec l’utilisateur sur son activité
est elle aussi déduite par un réseau bayesien, les ef-
fets étant ici les informations ‘quoi’ et l’historique du
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contexte. Dans l’exemple, la tâche “coder le logiciel”
se fait sur les objets envoyés par Chloée, alors que la
tâche “écrire l’article” se fait sur les objets envoyés
par Benjamin. Le système en déduit que Chloée est
co-développeur du logiciel et Benjamin co-auteur de
l’article.
L’autre partie des informations de la catégorie ‘qui’
sont celles concernant les membres du groupe et leurs
relations socio-professionnelles, c’est-à-dire :
– l’identité des différents membres du groupe ;
– la structure hiérarchique du groupe ;
– les personnes avec lesquelles cet utilisateur a des
liens particuliers.
Comme ces informations ne changent pas souvent, et
comme toutes les autres informations sont construites
automatiquement, ce n’est pas une grande charge de
travail que de les demander à l’utilisateur. Et c’est
beaucoup plus facile et plus fiable que d’essayer de
les déduire. Ce sont donc les seules informations que
l’utilisateur doit donner explicitement au système.
En pratique, l’utilisateur ne rentre ces informations
qu’une seule fois, à l’installation du logiciel. Évidem-
ment, il reste possible de modifier ces informations à
tout instant.
6 Mise en œuvre
Le système de conscience de groupe est constitué
de 4 modules (figure 7) :
– un module contenant le modèle du contexte ;
– un module chargé de la construction du contex-
te ;
– un module chargé de la diffusion ;
– un module chargé de la représentation.
Le premier module est le module principal. Il gère
le modèle du contexte de l’utilisateur — le contexte
local — sous la forme d’un réseau d’informations.
C’est à lui que les trois autres modules s’adressent,
lors de la prise de décisions, pour connâıtre le con-
texte de l’utilisateur. Il gère aussi, à partir des in-
formations reçues des autres systèmes, un modèle du
contexte de chaque autre membre du groupe — les
contextes distants. Lorsque le contexte local change,
le module principal notifie le module de diffusion, et
Fig. 7 – Architecture du logiciel
lorsqu’un contexte distant change, il notifie le mo-
dule de représentation. C’est un module passif, qui ne
prend aucune décision. Il ne fait que gérer les modèles
de contexte.
Le second module s’occupe de la construction du
modèle du contexte. Il communique avec le système
d’exploitation — et avec l’infrastructure si elle est
présente — pour recevoir les informations de bas ni-
veaux. C’est avec ces informations et à l’aide de ré-
seaux bayesiens, comme décrit dans la section 5, que
ce module construit les informations de plus haut ni-
veau qui constituent le contexte. Il les transmet alors
au module principal, qui les stocke comme composant
du modèle. À chaque notification d’un changement de
la part du système ou de l’infrastructure, le module
reconstruit l’information de haut niveau appropriée
et la transmet au module principal.
Le module suivant est chargé de la communication
avec les systèmes de conscience de groupe des autres
membres du groupe. Il gère la diffusion des informa-
tions vers ces autres systèmes, ainsi que la réception
de leurs informations. L’architecture de communica-
tion est en “peer-to-peer”, sans passer par un serveur
(figure 8). Chaque système connâıt l’adresse IP des
systèmes des autres membres du groupe grâce aux in-
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Fig. 8 – Communications entre les systèmes
formations rentrées par l’utilisateur dans la catégorie
‘qui’ du contexte (section 5). Lorsque le module prin-
cipal lui indique que le contexte local a changé, il est
chargé de trouver quelles informations envoyer à quel
membre, et de faire la diffusion proprement dite. Il
prends ses décisions en s’appuyant sur les renseigne-
ments fournis par le module principal, comme indiqué
à la section 4.1. Lorsqu’il reçoit des informations ve-
nant d’autres systèmes, il les transmet directement
au module principal, qui change le contexte distant
correspondant.
Le dernier module gère la représentation des infor-
mations à l’attention de l’utilisateur. Cela comprend
l’affichage des informations du module principal, les
notifications lors de changement, et les réponses aux
actions de l’utilisateur sur l’interface du système. Il
est en relation étroite avec le module principal, au-
tant pour les informations à représenter que pour
déterminer la manière de les représenter. Ce module
est le plus configurable des quatre, permettant à l’uti-
lisateur une grande liberté dans le choix de la repré-
sentation.
7 Conclusion et perspectives
Il existe différents modèles de la conscience de grou-
pe, basés sur une métaphore spatiale [19] ou physique
[24]. Ces modèles permettent de structurer l’espace
des informations constituant la conscience de groupe,
grâce aux notions de relations, de dépendances et de
distances entre les objets.
Le travail de Chen [3] est celui qui se rapproche le
plus du nôtre. Chen regroupe des informations venant
de sources multiples (vidéo, audio, . . . ) sous le terme
de contexte, mais sans le modéliser ou le définir. Il
utilise ensuite ces informations comme constituant de
la conscience de groupe. Le contexte lui sert pour
filtrer les informations à afficher sous la forme d’un
((story-board)).
Le système Porthole [7] a été l’un des premiers
systèmes de conscience de groupe. Ses canaux vidéo
permanents sur les bureaux des membres du groupe
permettaient d’obtenir des informations sur la dispo-
nibilité des personnes et sur leur implication dans la
tâche en cours. Par contre, le système n’apportait pas
d’information sur la tâche elle-même, ni sur les objets
employés.
Au contraire, les interfaces graphiques de Gutwin
et Greenberg [10] représentent l’activité des membres
du groupe, y compris au niveau des objets partagés.
Mais cela uniquement pour des tâches collaboratives
synchrones et en utilisant des outils collaboratifs a-
déquats.
Les systèmes de notifications d’événements comme
Elvin [8] ou NESSIE [18] sont génériques et indépen-
dants de tout outil collaboratif particulier. La défi-
nition des événements restant à la charge de l’im-
plantation, de tels systèmes peuvent en théorie être
utilisés pour la construction de n’importe quel type
de conscience de groupe. Mais c’est à l’utilisateur
de définir quelles informations l’intéressent, à l’aide
d’une liste de souscriptions sur le serveur relayant les
notifications.
Notre système apporte, par rapport à ces travaux,
une conscience de groupe plus complète et plus adap-
table. La modélisation du contexte d’un utilisateur
permet en effet :
– de recueillir et diffuser assez d’informations aux
autres membres du groupe afin que ceux-ci puis-
sent construire leur conscience de groupe ;
– de déterminer, pour une information donnée, quel-
les sont les personnes intéressées et qui y ont
accès ;
– de déterminer, suivant l’activité en cours, com-
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ment notifier l’utilisateur d’un changement de la
manière la moins intrusive possible.
Nous sommes pour l’instant dans la phase d’im-
plantation du prototype. Une fois ce dernier terminé,
nous pourrons mettre en place une expérimentation
réelle qui permettra de répondre aux questions sui-
vantes :
– le prototype a-t-il une bonne fiabilité en ce qui
concerne l’inférence du contexte?
– L’apport du contexte de travail améliore-t-il l’ef-
ficacité du travail du groupe ou la satisfaction
subjective de l’utilisateur?
– Comment le prototype est-il utilisé? Notamment,
est-il utilisé dans un cadre ou pour un but ini-
tialement non prévu?
– Le prototype modifie-t-il la façon de travailler
des utilisateurs?
Par ailleurs, nous continuons à travailler sur la mo-
délisation du contexte. Il faut pouvoir prendre en
compte de nouvelles formes et de nouvelles sources
d’informations, qui permettrons d’améliorer les infé-
rences du moteur de réseau bayesien, ainsi que d’enri-
chir le contexte proprement dit. Nous étudions aussi
l’apport qu’aurait l’ajout de rôles (en plus ou à la
place de la hiérarchie) dans la diffusion du contexte.
Enfin, nous étudions les différentes façons de repré-
senter les informations constituant la conscience de
groupe. C’est un problème d’Interaction Homme-Ma-
chine, et plus particulièrement de Visualisation d’In-
formation. C’est pourquoi nous regardons comment
utiliser les outils existants dans le domaine, comme
par exemple les treemaps [22] ou bien les arbres hy-
perboliques [15].
Une autre direction de recherche concerne l’utilité
pour l’utilisateur lui-même d’un système qui garde
une trace de son contexte de travail, par exemple pour
reprendre le travail plus facilement en cas d’interrup-
tion [20, 14, 13].
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