Abstract. An elegant and fruitful way to bring harmonic analysis into the theory of orthogonal polynomials and special functions-or, from the opposite point of view, to associate certain Banach algebras with orthogonal polynomials satisfying a specific (but frequently satisfied) nonnegative linearization property-is the concept of a polynomial hypergroup. Polynomial hypergroups (or the underlying polynomials, respectively) are accompanied by L 1 -algebras and a rich, well-developed and unified harmonic analysis. However, the individual behavior strongly depends on the underlying polynomials. We study two classes which are very different to each other, in particular with regard to amenability properties of the corresponding L 1 -algebras: concerning the little q-Legendre polynomials, which are orthogonal with respect to a purely discrete measure and whose L 1 -algebras have been known to be right character amenable, we will show that the L 1 -algebras are spanned by their idempotents and hence also weakly amenable. Concerning the associated symmetric Pollaczek polynomials, which are a two-parameter generalization of the ultraspherical polynomials and come with an absolutely continuous measure, we will provide complete characterizations of right character amenability, weak amenability and point amenability (i.e., the global nonexistence of nonzero bounded point derivations), and we shall see that there is a large parameter region for which none of these amenability properties holds. While the crucial underlying nonnegative linearization property has been known to be satisfied for the little q-Legendre polynomials, the analogue problem for the associated symmetric Pollaczek polynomials will be solved in this paper. Our strategy relies on chain sequences, continued fractions, Turán type inequalities, character estimations, suitable transformations and asymptotic behavior.
Introduction and preliminaries
Let (P n (x)) n∈N0 ⊆ R[x] be a sequence of polynomials which satisfies a three-term recurrence relation P 0 (x) := 1, P 1 (x) := 1 a0 (x − b 0 ), P 1 (x)P n (x) = a n P n+1 (x) + b n P n (x) + c n P n−1 (x) (n ∈ N), (
where a 0 > 0, b 0 < 1, c 0 := 0, (a n ) n∈N , (c n ) n∈N ⊆ (0, 1) and (b n ) n∈N ⊆ [0, 1) satisfy a n + b n + c n = 1 (n ∈ N 0 ). Moreover, let (P n (x)) n∈N0 fulfill 'property (P)', i.e., the linearization coefficients g(m, n; k) given via the expansions P m (x)P n (x) = m+n k=0 g(m, n; k) ! ≥0 (P) P k (x) (m, n ∈ N 0 ) (1.2) are all nonnegative. As a consequence of Favard's theorem and well-known uniqueness results from the theory of orthogonal polynomials [5] , (P n (x)) n∈N0 is orthogonal w.r.t. a unique probability (Borel) measure µ on R with |supp µ| = ∞. It is also well-known that the zeros of the polynomials are located in the interior of the convex hull of supp µ [5] ; moreover, one obviously has the normalization P n (1) = 1 (n ∈ N 0 ). Hence, one has g(m, n; |m − n|), g(m, n; m + n) = 0 and g(m, n; k) = 0 for k < |m − n| due to orthogonality [24] (so the summation in (1.2) in fact starts with k = |m − n|). Another obvious consequence is that m+n k=|m−n| g(m, n; k) = 1. Defining a convolution which maps N 0 × N 0 into the convex hull of the Dirac functions on N 0 via (m, n) → m+n k=|m−n| g(m, n; k)δ k , and defining an involution on N 0 by the identity, (P n (x)) n∈N0 induces a commutative discrete hypergroup with unit element 0 on the nonnegative integers.
1 Such hypergroups were introduced by Lasser [22] and are called 'polynomial hypergroups' on N 0 . They are generally very different from groups or semigroups, and the individual behavior strongly depends on the underlying sequence (P n (x)) n∈N0 -nevertheless, many concepts of harmonic analysis take a rather unified and concrete form, which makes these objects located at a fruitful crossing point between the theory of orthogonal polynomials and special functions, on the one hand, and functional and harmonic analysis and the theory of Banach algebras, on the other hand. In the following, we briefly recall some basics and, if not stated otherwise, refer to [22, 24] .
For any function f : N 0 → C and any n ∈ N 0 , the translation T n f : N 0 → C of f by n is given by T n f (m) = m+n k=|m−n| g(m, n; k)f (k).
The Haar measure, normalized such that {0} is mapped to 1, is just the counting measure on N 0 weighted by the 'Haar weights', i.e., the values of the 'Haar function' h : N 0 → [1, ∞) defined via h(n) := 1 g(n, n; 0) = 1
.
Equivalently, h is recursively given by h(0) = 1, h(1) = 1 c 1 , h(n + 1) = a n c n+1 h(n) (n ∈ N).
xp n (x) = a 0 √ c n+1 a n p n+1 (x) + (a 0 b n + b 0 )p n (x) + a 0 √ c n a n−1 p n−1 (x) (n ≥ 2), xσ 1 (x) = σ 2 (x) + (a 0 b 1 + b 0 )σ 1 (x) + a 2 0 c 1 , xσ n (x) = σ n+1 (x) + (a 0 b n + b 0 )σ n (x) + a 2 0 c n a n−1 σ n−1 (x) (n ≥ 2). T n f (k)g(k)h(k), and one has f * g = g * f ∈ ∞ [14, 24] . 2 Furthermore, if f ∈ 1 (h), then f * g ∈ q (h) with f * g q ≤ f 1 g q . Together with this convolution (which is an extension of the hypergroup convolution) and complex conjugation, 1 (h) becomes a semisimple commutative Banach * -algebra with unit δ 0 , and ∞ is the dual module of 1 (h) (acting via convolution) [25, 28] . The Fourier transformation ( 1 (h), . 1 ) → (C( N 0 ), . ∞ ), f → f is injective and continuous. There is exactly one isometric isomorphism P :
2 (h) → L 2 (R, µ), called the 'Plancherel isomorphism', such that f = P(f ) (f ∈ 1 (h)). The orthogonalization measure µ serves as Plancherel measure, and one has
The nonnegative linearization property (P) is crucial for the harmonic analysis described above. Given some concrete sequence (P n (x)) n∈N0 , it may be very hard to check whether property (P) is satisfied or not, and we are not aware of any simple and convenient characterization (for instance, in terms of the coefficients (a n ) n∈N0 , (b n ) n∈N0 , (c n ) n∈N , or in terms of the orthogonalization measure µ). In a series of papers, Szwarc gave several conditions which can help to tackle such problems. The following sufficient criterion is from [39, Theorem 1 p. 960]:
Theorem 1.1. If b n ≡ 0 and (c n ) n∈N is nondecreasing and bounded by 1 2 , then property (P) is satisfied.
In [39] , Theorem 1.1 has been successfully applied to all ultraspherical polynomials for which property (P) is valid. However, for this class property (P) was fully understood much earlier due to Dougall's formula for the g(m, n; k). Hence, it is more interesting to apply Theorem 1.1 to classes for which explicit formulas for the g(m, n; k) are not available-in this paper, we will apply the criterion to the class of associated symmetric Pollaczek polynomials, which is a two-parameter generalization of the class of ultraspherical polynomials.
Under the same conditions, in [40, Theorem 1] Szwarc found a criterion for the validity of Turán's inequality: Theorem 1.2. If b n ≡ 0 and (c n ) n∈N is nondecreasing and bounded by 1 2 , then the polynomials (P n (x)) n∈N0 satisfy Turán's inequality, i.e.,
Theorem 1.2 will be a crucial tool for our study of the associated symmetric Pollaczek polynomials. We shall also need the following, which is a consequence of [23, Theorem (2. 2)]: Theorem 1.3. If b n ≡ 0 and (c n ) n∈N is nondecreasing and convergent to c ∈ 0, 1 2 , then (property (P) is satisfied, cf. above, and)
Let A be a Banach algebra. Recall that a linear mapping D from A into a Banach
for some x ∈ X, and a 'point derivation at [6] . A is called 'amenable' if for every Banach A-bimodule X every bounded derivation into the dual module X * is an inner derivation [11] , 'weakly amenable' if every bounded derivation into A * is an inner derivation [12] , 'ϕ-amenable' w.r.t. ϕ ∈ ∆(A) if for every Banach A-bimodule X such that a · x = ϕ(a)x (a ∈ A, x ∈ X) every bounded derivation from A into the dual module X is an inner derivation [18] , and 'right character amenable' if A is ϕ-amenable for every ϕ ∈ ∆(A) and A has a bounded right approximate identity [17, 33] . If there exists a nonzero bounded point derivation at some ϕ ∈ ∆(A), then A necessarily fails to be weakly amenable [6, Theorem 2.8 .63] and A is not ϕ-amenable [18, Remark 2.4] (hence, A is not right character amenable). Moreover, if A is commutative, then weak amenability reduces to the property that there exists no nonzero bounded derivation from A into A * [3] .
If G is a locally compact group, then the group algebra L 1 (G) is amenable if and only if G is amenable in the group sense [11] . Furthermore, L 1 (G) is right character amenable if and only if G is amenable [17] . However, L 1 (G) is always weakly amenable [13] ; in particular, there are no nonzero bounded point derivations.
Turning back to the case of a polynomial hypergroup and its 1 -algebra 1 (h), there exist several general results concerning these amenability notions [14, 16, 25, 26, 27, 28, 30, 36, 43] . For instance, 1 (h) fails to be amenable whenever h(n) → ∞ (n → ∞) [25, Theorem 3] . There are many cases in which nonzero bounded point derivations exist [27] (which, of course, is very different to the group case recalled above). Identifying the Hermitian structure space
[27]. We call 1 (h) 'point amenable' if there is no x ∈ N 0 which admits a nonzero bounded point derivation. 4 Hence, if the Banach algebra 1 (h) is not point amenable, then it is neither weakly nor right character amenable (and particularly not amenable). [27, Theorem 1] provides the following characterization in terms of the derivatives of the polynomials: Theorem 1.4. Let x ∈ N 0 . Then the following are equivalent:
(i) {P n (x) : n ∈ N 0 } is bounded.
(ii) There exists a nonzero bounded point derivation at x.
Also the following criterion [14, Proposition 2.1] will be useful for our purposes:
and each x ∈ (−1, 1) admits a nonzero bounded point derivation.
Defining (κ n ) n∈N0 ⊆ c 00 via the expansions
or, equivalently, 
In contrast to the characterization provided by Theorem 1.5, the (weaker) notion of point amenability corresponds to unboundedness of { κ n * ϕ ∞ : n ∈ N 0 } for all symmetric characters, i.e., for all ϕ ∈ {α x : x ∈ N 0 } [14] . In the theory of orthogonal polynomials, 4 Observe that we do not consider point derivations w.r.t. ϕ ∈ ∆( 1 (h))\∆s( 1 (h)); however, the classes which will be studied in Section 2 will satisfy ∆( 1 (h))\∆s( 1 (h)) = ∅ anyway. Note that 'point amenability' in our sense must not be confused with 'pointwise amenability' considered in [7] . the κ n are also of interest of their own and can be used for certain characterizations of ultraspherical polynomials [15, 29] , for instance. Turning back to the problem of weak amenability and writing [28, Proposition 2] ) yields the following:
Concerning Theorem 1.5, several problems occur: on the one hand, explicit linearizations of derivatives (i.e., the κ n ) and explicit linearizations of products (i.e., the g(m, n; k)) are often out of reach. On the other hand, the characterization involves the whole space ∞ -but many tools of harmonic analysis only work on proper subspaces. 
Thus, weak amenability can only occur if µ is not "too smooth"-and if the latter is the case, but µ still does not behave "too badly" and some additional growth conditions are satisfied, then weak amenability already holds if the unboundedness condition in Theorem 1.5 is satisfied at least for those ϕ that do not "decay too rapidly". Indeed, there are examples for which it is considerably easier to show the unboundedness of {|κ n * ϕ(0)| : n ∈ N 0 } as soon as ϕ / ∈ O(n −1 ) than the unboundedness of { κ n * ϕ ∞ : n ∈ N 0 } for all ϕ ∈ ∞ \{0} [14, Section 3] . Theorem 1.6, Theorem 1.7 and some further ingredients enabled us to completely characterize weak amenability for the important classes of Jacobi, symmetric Pollaczek and associated ultraspherical polynomials (which share the ultraspherical polynomials as common subclass) by precisely specifying the corresponding parameter regions [14] . Moreover, in [14] we obtained analogous characterizations for point amenability. Also the situation w.r.t. amenability, ϕ-amenability and right character amenability is completely clarified for these classes (cf. [14, 16] ). As a consequence of these results, we obtained explicit examples such that 1 (h) is weakly amenable but fails to be amenable or at least right character amenable.
If one does no longer restrict oneself to absolutely continuous orthogonalization measures, the proofs of Theorem 1.6 and Theorem 1.7 break down: the (contraposition) proof of Theorem 1.6 relies on an integration by parts argument concerning the Radon-Nikodym derivatives; the proof of Theorem 1.7 is based on suitable results concerning the limiting 5 We note at this stage that our sequence (κn) n∈N 0 coincides with the sequence "(κn) n∈N 0 " which was considered originally in [25] (and also in [28] ) only up to the constant factor a 0 ; this does not affect the validity of Theorem 1.5 but causes the additional factor a 0 in Proposition 1.2.
behavior of orthogonal polynomials with absolutely continuous measures and on the fundamental lemma of the calculus of variations. Besides the associated symmetric Pollaczek polynomials mentioned above, in this paper we study the class of little q-Legendre polynomials, which comes with purely discrete orthogonalization measures. For both classes, our strategy will be quite different from Theorem 1.5, Theorem 1.6 and Theorem 1.7: concerning the little q-Legendre polynomials, the strategy will rely on density of idempotents, certain uniform boundedness properties of the characters, the Plancherel-Levitan theorem, ratio asymptotics and continued fractions. Concerning the associated symmetric Pollaczek polynomials, we will use chain sequences, asymptotic behavior, appropriate transformations and Turán type inequalities.
Classes under consideration and statement of the main results
Let q ∈ (0, 1). The sequence (P n (x)) n∈N0 =: (R n (x; q)) n∈N0 of little q-Legendre polynomials which corresponds to q is given by
or, equivalently, via the normalization R n (1; q) = 1 (n ∈ N 0 ) and the orthogonalization measure
There also is a basic hypergeometric representation, reading
. Property (P) is always satisfied, i.e., (R n (x; q)) n∈N0 induces a polynomial hypergroup on N 0 . The Haar weights are of exponential growth and satisfy
and one has X b (N 0 ) = N 0 = supp µ = {1} ∪ {1 − q n : n ∈ N 0 }. These basics are taken from [19, 24, 27] . Property (P) was studied and established by Koornwinder [20, 21] . The hypergroup is of "strong compact type" [9] , which yields that [14] relies on the sequence (F n ) n∈N0 ⊆ c 00 ,
which-under the conditions of Theorem 1.7-converges (in an appropriate sense) to a limiting function F ∈ 2 (h) which carries adequate information of the underlying orthogonal polynomial sequence. This is due to an increasingly rapid "oscillation" of the polynomials p 2 n (x) around a certain weak limit (as n increases, and under suitable conditions), or, more precisely, due to a strong convergence result for the arithmetic means which can be found in [32] . Moreover, the proof of Theorem 1.7 crucially relies on a density argument concerning the linear span of {T m F : m ∈ N 0 }. However, for the little q-Legendre polynomials the sequence (F n ) n∈N0 converges pointwise to the trivial character α 1 , which is a consequence of another convergence result on orthogonal polynomials [35, Lemma 4.2.9, Theorem 4.2.10]. This means a "loss of information" in two ways: on the one hand, α 1 is not specific to the little q-Legendre polynomials anymore; on the other hand, the linear span of {T m α 1 : m ∈ N 0 } = {α 1 } is one-dimensional and therefore inappropriate for corresponding density considerations. This shows that, despite the weak amenability of 1 (h) (which will be obtained in Theorem 2.2 below), the harmonic analysis of the little q-Legendre polynomials is very different from polynomials which fit in Theorem 1.7 (such as certain Jacobi polynomials, for instance, see [14, Section 3] ).
) n∈N0 of associated symmetric Pollaczek polynomials which corresponds to α, λ and ν is given by
where (L (2α,ν) n (x)) n∈N0 denotes the associated Laguerre polynomials that correspond to 2α and ν. The latter are given by the recurrence relation L (2α,ν) 0
These basics can be found in [5, 23] ; an explicit formula for the orthogonalization measure was found in [37] and reads dµ(x) = µ (x) dx with
where C α,λ,ν > 0 is a constant such that µ has total mass 1. For λ = 0, one gets the associated ultraspherical polynomials. For ν = 0, one gets the symmetric Pollaczek polynomials. Finally, for λ = ν = 0 one gets the ultraspherical polynomials. In [23] , property (P) was established for the case α ≥ 0, for the case λ = 0 and for the case ν = 0 ∧ λ < α + 1 2 ; some results concerning property (P) were also obtained in [22] . Moreover, it was conjectured in [23] that property (P) is satisfied whenever λ < α + 1 2 . In Theorem 2.3 below, we give a stronger result than the conjectured one and solve the problem of nonnegative linearization for the class of associated symmetric Pollaczek polynomials; after that, in Theorem 2.4 we study corresponding amenability properties.
We first state our main results on the little q-Legendre polynomials. Theorem 2.1 is a kind of uniform boundedness result in terms of the norms of the characters. Theorem 2.2 deals with density of idempotent elements and, as announced, with the weak amenability of 1 (h).
(2.6) for all n ∈ N 0 . It is possible to take
Theorem 2.2. Let q ∈ (0, 1) and P n (x) = R n (x; q) (n ∈ N 0 ). The following hold: (i) 1 (h) is spanned by its idempotents (in the sense that the linear span of the idempotents is dense in
Theorem 2.2 is also interesting when comparing the little q-Legendre polynomials to their limiting cases, which are the Legendre polynomials (P (0) n (x)) n∈N0 : more precisely, one has lim [19, 24] . Comparing the 1 -algebra which corresponds to (R n (x; q)) n∈N0 (q ∈ (0, 1)) with the 1 -algebra which corresponds
n (x)) n∈N0 (of course, the latter is identical with the 1 -algebra that corresponds
n (2x − 1)) n∈N0 because the g(m, n; k) coincide), one obtains that the behavior w.r.t. point amenability and amenability coincides (see [25, 27, 28] concerning these amenability properties for (P (0) n (x)) n∈N0 ), whereas the behavior w.r.t. weak amenability and right character amenability differs and the two latter properties "get lost" when passing to the limit q → 1 (see [25, 26, 28] concerning these amenability properties for (P (0)
Explicit examples (certain Jacobi polynomials) studied in [14] show that Theorem 1.6 only provides a necessary criterion for weak amenability, not a characterization. In view of Theorem 1.5, every polynomial hypergroup with weakly amenable 1 (h) must necessarily satisfy condition (i) of our sufficiency criterion Theorem 1.7. Theorem 2.2 enables us to complete such considerations, and we find the following concerning the remaining conditions of Theorem 1.7:
Corollary 2.1. There exist polynomial hypergroups on N 0 such that 1 (h) is weakly amenable but all of the conditions (ii), (iii) and (iv) of Theorem 1.7 are violated.
We now come to our main results on the class of associated symmetric Pollaczek polynomials.
, λ ≥ 0 and ν ≥ 0 be arbitrary, and let P n (x) = Q (α,λ,ν) n (x) (n ∈ N 0 ). Then (c n ) n∈N is strictly increasing and (P n (x)) n∈N0 satisfies the nonnegative linearization property (P).
As a consequence of Theorem 2.3, we will obtain a bound for the recurrence coefficients in terms of the function φ : [1, ∞) → (0, 1),
Further bounds will be obtained in Lemma A.1. 
cf. [23] . As a consequence of Theorem 1.3, we have
, which is a consequence of Theorem 2.3 and (2.4)). Concerning amenability properties, we show the following:
(i) point amenable if and only if α < 1 2 and λ = 0, (ii) weakly amenable if and only if α < 0 and λ = ν = 0, (iii) never right character amenable, (iv) never amenable.
Proofs
Our results on little q-Legendre polynomials crucially rely on a uniform boundedness result, which will be given in Lemma 3.1 below. To motivate this result, observe that the little q-Legendre polynomials (R n (x; q)) n∈N0 are the little q-Jacobi polynomials (φ α,β n (1 − x)) n∈N0 (cf. [10] ) for α = β = 1; [10, (1.6)] yields the following concerning asymptotics and ratio asymptotics of the characters: Proposition 3.1. If q ∈ (0, 1) and P n (x) = R n (x; q) (n ∈ N 0 ), then
for all n ∈ N 0 . Moreover, for any n ∈ N 0 the character α 1−q n has at last finitely many zeros and
As a trivial consequence of Proposition 3.1, for each n ∈ N 0 there is some N ∈ N 0 such that α 1−q n (n + k) = 0 and α 1−q n (n+k+1) α 1−q n (n+k)q k+1 < 4 for all k ∈ N 0 with k ≥ N . The announced lemma improves this by showing that N can be chosen independently from n: Lemma 3.1. Let q ∈ (0, 1) and P n (x) = R n (x; q) (n ∈ N 0 ), and let N := log 4 log
for all n ∈ N 0 and k ∈ N 0 with k ≥ N . Moreover,
for all n ∈ N 0 and k ∈ N 0 .
The following auxiliary result is needed for the proof of Lemma 3.1.
a k+1 c k+2 and
For every k ∈ N 0 , one has
Hence, we see that
provided n, k ∈ N 0 are such that C n (k) ≥ 0; so concerning (3.3) it suffices to show that C n (n + k) ≥ 2 for all n ∈ N 0 and k ∈ N 0 with k ≥ N . This is indeed true because, for any n, k ∈ N 0 , a tedious calculation yields
and therefore
By another tedious calculation, we obtain
and consequently
which implies the second assertion (3.4). The calculation above also yields (3.5).
Proof (Lemma 3.1). For any n, k ∈ N 0 , let A n (k) and B n (k) be defined as in Lemma 3.2. Let n ∈ N 0 be fixed. Due to Proposition 3.1, there is some
By Proposition 3.1 and Lemma 3.2, M can be chosen such that 0 < |φ n,k | < 3 2 for all k ∈ N 0 with k ≥ M (which shall be assumed from now on). By the recurrence relation (1.1), we have
We now define (ψ n,k ) k≥N via the continued fractions
for all k ∈ N 0 with k ≥ N , and due to Worpitzky's theorem [31] , all of these continued fractions converge and are elements of the interval 2 3 , 2 . In particular, (ψ n,k ) k≥N is a sequence of positive reals which is bounded by 2, and the construction yields
Comparing (3.6) and (3.7), we obtain
An(n+M +j) 3
→ ∞ (k → ∞), this enforces that φ n,M = ψ n,M . We now claim that α 1−q n (n + k) = 0 and
Once the claim is proven, we have
for all k ∈ N 0 with k ≥ N ; in view of (3.9), (3.1) then follows with Lemma 3.2, and (3.2) is immediate from (3.1). In view of (3.8), the claimed assertion is clear for all k ∈ N 0 with k > M . Hence, we use induction to show that α 1−q n (n + M − k) = 0 and
for all k ∈ {0, . . . , M − N }. We already know that this is true for k = 0, so let k ∈ {0, . . . , M − N } be arbitrary but fixed and assume that k + 1 ∈ {0, . . . , M − N }, that α 1−q n (n + M − k) = 0 and that (3.10) holds true for k, so
Due to (3.7) and (1.1), we have
, which implies that α 1−q n (n + M − k − 1) = 0 and that k + 1 satisfies (3.10).
We need two further lemmas:
Lemma 3.3. Let q ∈ (0, 1) and P n (x) = R n (x; q) (n ∈ N 0 ). For every n ∈ N 0 , we have
Proof. The proof of [4, Proposition 2.5.1] yields that
by the Plancherel-Levitan theorem.
Lemma 3.4. Let q ∈ (0, 1) and
Proof. Via induction on n, it is easy to see that
This yields the desired estimation.
Proof (Theorem 2.1). The first inequality in (2.6) is clear, and the second inequality is immediate from Proposition 3.1. Let n ∈ N 0 , and let N := log 4 log
Using (3.11), we decompose and estimate
Applying Lemma 3.1 and Lemma 3.4, we obtain
note that the series in (3.12) is convergent in R. Finally, Lemma 3.3, (3.11) and (2.2) yield
and we obtain the explicit bound
: n ∈ N 0 , which establishes (2.7).
Before coming to the proof of Theorem 2.2, we characterize the idempotents of 1 (h) (q ∈ (0, 1), P n (x) = R n (x; q) (n ∈ N 0 )). It has already been observed in [4, Proposition 2.5.1] that
is an idempotent and
for every n ∈ N 0 (cf. the proof of Lemma 3.3). Let f ∈ 1 (h) be an idempotent. Then, for each n ∈ N 0 , f (1 − q n ) ∈ {0, 1}; moreover, f (1) ∈ {0, 1}. We distinguish two cases: if f (1) = 0, then the continuity of f implies that there exists an N ∈ N 0 such that f (1−q n ) = 0 whenever n > N . In the second case, i.e., if f (1) = 1, the same argument yields the existence of an N ∈ N 0 such that f (1 − q n ) = 1 whenever n > N . Therefore, due to (3.13) and the injectivity of the Fourier transformation, f is of the form f = , where N ∈ N 0 and λ 0 , . . . , λ N ∈ {0, 1}. Furthermore, any f ∈ 1 (h) which is of this form is an idempotent, which is a consequence of Shilov's idempotent theorem or can be seen more elementarily from (3.13) and in particular the fact that two idempotents
, m, n ∈ N 0 with m = n, are orthogonal (i.e., 
Proof (Theorem 2.2).
(i) Let k ∈ N and
. (3.14)
For each n ∈ N 0 , one has
by the mean value theorem. Thus, in view of Theorem 2.1, the series on the right hand side of (3.14) is absolutely convergent in 1 (h) (and
|, where C > 0 is as in Theorem 2.1). It is obvious from (3.13) and the continuity of the Fourier transformation that f k = 0 − k . Therefore, we obtain k = 0 − f k from the injectivity of the Fourier transformation and have shown that k is in the . 1 -closure of the linear span of the idempotents of 1 (h). Since the linear span of
this yields the assertion. (ii) This follows from (i) and [6, Proposition 2.8.72]. If one is only interested in weak
amenability of 1 (h), there is a slightly more straightforward variant which is also based on Theorem 2.1 but avoids both (i) and [6, Proposition 2.8.72]: in a more explicit way than in the proof of (i) (because an explicit computation of 0 − 1 (1 − q n ) is possible), we see that
is in the . 1 -closure of the linear span of the idempotents of 1 (h). Now let D : 1 (h) → ∞ be a continuous derivation. Since D must be zero on the idempotents [6, Proposition 1.8.2], we first conclude that D( 1 ) = 0, and then, applying Proposition 1.2, that D( n ) = 0 for all n ∈ N 0 . Since the linear span of { n : n ∈ N 0 } is dense in 1 (h), we get D = 0. Hence, 1 (h) is weakly amenable.
Proof (Corollary 2.1). Let q ∈ (0, 1) and P n (x) = R n (x; q) (n ∈ N 0 ). Theorem 2.2 yields that 1 (h) is weakly amenable, and it is obvious from (2.1) and (2.2) that condition (ii) and condition (iii) of Theorem 1.7 are violated. At least if q is sufficiently small, then also condition (iv) of Theorem 1.7 must be violated: as a consequence of [10, (2.7)], one has
Combining (3.15) and (3.16), we get
Now applying Lebesgue's dominated convergence theorem to (3.17) (use the estimation
, we obtain that lim n→∞ P n (1 − q n ) exists and that
is strictly decreasing if q is sufficiently small (which shall be assumed from now on), and (3.18) implies that
.2) and (3.19) imply that
Since h(n) → ∞ (n → ∞) (2.2), this implies that
hence, condition (iv) of Theorem 1.7 is violated.
We now come to the proofs of Theorem 2.3 and Theorem 2.4, which will be done via systems whose recurrence relations and asymptotic behavior are more accessible. For a > 1, b > 0 and ν ≥ 0, let . for all n ∈ N 0 , and the arising denominators are positive.
The corresponding monic versions
are given by σ
where λ n ≡ c s n a s n−1 and λ n ≡ c s n a s n−1 and consequently, by construction, ( λ n ) n≥2 = (λ n ) n≥2 . Furthermore, observe that there is some N ≥ 2 such that
hence, the sequence ( λ n ) n≥N = (λ n ) n≥N is strictly increasing.
In the following, let N ≥ 2 be as above.
We will also need the monic versions (q
(n + ν)(n + ν + 2α) (2n + 2ν + 2α + 2λ + 1)(2n + 2ν + 2α + 2λ − 1) q
see [23] or (2.4).
Let us recall some basics about chain sequences at this stage. A sequence (Λ n ) n∈N ⊆ (0, 1) is called a chain sequence, if there is some p 0 ∈ [0, 1) and a sequence (p n ) n∈N ⊆ (0, 1) such that Λ n ≡ p n (1 − p n−1 ); the sequence (p n ) n∈N0 is called a parameter sequence for (Λ n ) n∈N . If (p n ) n∈N0 and (p n ) n∈N0 are two parameter sequences for (Λ n ) n∈N and p 0 ≤ p 0 , then p n ≤ p n for all n ∈ N 0 . A parameter sequence (m n ) n∈N0 is called minimal if m n < p n (n ∈ N 0 ) for every other parameter sequence (p n ) n∈N0 , and a parameter sequence (M n ) n∈N0 is called maximal if p n < M n (n ∈ N 0 ) for every other parameter sequence (p n ) n∈N0 . For every chain sequence (Λ n ) n∈N , the minimal parameter sequence (m n ) n∈N0 and the maximal parameter sequence (M n ) n∈N0 exist, and one has m 0 = 0. If (p n ) n∈N0 and (p n ) n∈N0 are two parameter sequences for (Λ n ) n∈N , then at least one of them is the maximal parameter sequence or lim n→∞ pn p n = 1. If (p n ) n∈N0 = (M n ) n∈N0 is a parameter sequence for (Λ n ) n∈N , then the infinite product ∞ n=1 mn pn converges absolutely. If (Λ n ) n∈N is nondecreasing, then (m n ) n∈N0 is strictly increasing and (M n ) n∈N0 is nonincreasing. Finally, if Λ n > 1 4 for all n ∈ N, then (m n ) n∈N0 is strictly increasing. These basics can either be found in [5, 42] or are obvious.
Obviously, the sequence ( c s n ) n∈N is strictly increasing. We show that also (c s n ) n∈N is strictly increasing: for every n ∈ N, we have
where the latter inequality follows because c s n
Since As an immediate consequence of Lemma 3.5, we obtain that both S Our next lemma provides a relation to the associated symmetric Pollaczek polynomials; it is a direct generalization of (3.20) . (1 + ν)(1 + ν + 2α) (3 + 2ν + 2α + 2λ)(1 + 2ν + 2α + 2λ) and, for all n ≥ 2,
(n + ν)(n + ν + 2α) (2n + 2ν + 2α + 2λ + 1)(2n + 2ν + 2α + 2λ − 1) .
In conclusion, we have
n+1 (ωx) ω n+1 + (n + ν)(n + ν + 2α) (2n + 2ν + 2α + 2λ + 1)(2n + 2ν + 2α + 2λ − 1)
ω n−1 for all n ∈ N. Therefore, we obtain
(ωx) ω n as a consequence of (3.21). This implies the assertions.
For arbitrary α > − 
Observe that if (c n ) n∈N is nondecreasing, then, due to (3.22) and the limiting behavior of φ, (c n ) n∈N converges to 1 2 and is therefore bounded by 1 2 . Hence, the conditions of Szwarc's criterion Theorem 1.1 are satisfied whenever (c n ) n∈N is nondecreasing. We will also need the derivative of φ, which, for all x ∈ [1, ∞), is given by
Concerning Theorem 2.3, we preliminarily note that the proof below will show that if λ ≥ −|α| + 1 2 , then φ is nondecreasing (so (c n ) n∈N is strictly increasing as minimal parameter sequence of (φ(n)) n∈N ). However, if λ < −|α| + 1 2 , then the behavior of φ can be less convenient; instead, it would be a natural try to use the representation (2.3) and to hope for a suitable Turán type inequality for the associated Laguerre polynomials (L (2α,ν) n (x)) n∈N0 . However, such an inequality does not seem to exist except for the purely Laguerre case (i.e., ν = 0). Nevertheless, we found two very different ways how the case 0 < λ < −|α| + 1 2 can be successfully tackled via Turán type inequalities which are valid for suitable related classes of orthogonal polynomials:
• The faster way will be based on Lemma 3.6, Theorem 1.2 and Turán's inequality for the sequence (S , and it works in the larger region 0 < λ < α + 1 2 . Moreover, if one is just interested in property (P) (and not in the monotonicity of the recurrence coefficients (c n ) n∈N or Corollary 2.2), then Lemma 3.6 provides a solution without any use of Turán type inequalities. The details will be given in the proof of Theorem 2.3 below.
• The second way is longer but more "classical" because it avoids Szwarc's criterion Theorem 1.2 and makes use of Turán's inequality for ("non-associated") Laguerre polynomials instead. In contrast to the first way, it considers the behavior of φ for the case 0 < λ < −|α| + . Justified by the more classical character, and since it is of interest how the problem can be solved via Turán type inequalities in two very different ways, this second way will be presented in an appendix. Furthermore, in Lemma A.1 we obtain some estimations for the recurrence coefficients which may be helpful for other problems.
Proof (Theorem 2.3).
We only have to show that (c n ) n∈N is strictly increasing, which implies property (P) as a consequence of Szwarc's criterion Theorem 1.1 (cf. above). If λ = 0 and α ≥ for all x ∈ [1, ∞). Hence, in both cases we get that (c n ) n∈N is strictly increasing.
From now on, let λ > 0.
for all x ∈ [1, ∞), so φ is strictly increasing. If α < 0, then 2α + 2λ ≥ 1 again and we obtain
for all x ∈ [1, ∞), so φ is strictly increasing, too.
for all x ∈ [1, ∞). On the one hand, this implies
for all x ∈ [1, ∞); on the other hand, we get
for all x ∈ [1, ∞). Putting both together, we can conclude that η(x) > 0 for all x ∈ [1, ∞). Thus, φ is strictly increasing. If α < 0, however, then
so we obtain that η(x) > 0 for all x ∈ [1, ∞), too, and φ is strictly increasing again.
Therefore, η(x) > 0 for all x ∈ [1, ∞), so φ is strictly increasing.
However, if (the chain sequence) (φ(n)) n∈N is nondecreasing, then (its minimal parameter sequence) (c n ) n∈N0 is strictly increasing, cf. above. Hence, it remains to consider the case λ < −|α| + 1 2 ; we just assume that λ < α + 
Since (S n (x)) n∈N0 satisfies property (P) (due to Szwarc's criterion Theorem 1.1, cf. above), Lemma 3.6 implies that (P n (x)) n∈N0 satisfies property (P), too-this argument is a generalization of Lasser's proof for the special case (Q (α,λ,0) n (x)) n∈N0 [23] . Concerning the full (and stronger) assertion of Theorem 2.3, it is left to show that (c n ) n∈N is strictly increasing again (hence, also in the case λ < α + 1 2 Szwarc's criterion Theorem 1.1 can be directly applied to (P n (x)) n∈N0 ): Lemma 3.6 yields
is strictly increasing, Theorem 1.2 implies that (S n (x)) n∈N0 satisfies Turán's inequality, i.e.,
for all n ∈ N. Together with the monotonicity of (c s n ) n∈N , we can conclude that 
Proof (Corollary 2.2). This follows from Theorem 2.3 and the identity
Proof. The proof will be divided into three steps:
Step 1: we show that there is some τ 1 > 0 such that
Comparing the leading coefficients of S Step 2: we show that there is some τ ω > 0 such that
Let ( χ n ) n∈N ⊆ (0, 1) and (χ n ) n∈N ⊆ (0, 1) be defined by
in the same way, we have
Hence,
⊆ (0, 1) is a chain sequence and both ( χ n ) n∈N and (χ n ) n∈N are parameter sequences. By the construction, we have σ
We have
and thus
hence, we obtain that χ n ≤ χ n for all n ∈ N. We now claim that ( χ n ) n∈N is strictly increasing. Once the claim is proven, we can conclude as follows: since the sequences . This establishes the assertion.
It is left to establish the claim: Since ( c s n ) n∈N ⊆ 0, 1 2 is strictly increasing, we can apply Theorem 1.2 and obtain that ( S (a,b,ν) n (x)) n∈N0 satisfies Turán's inequality, i.e., 1) ) for all n ∈ N. Therefore, we have the estimation
for all n ∈ N.
Step 3: Combining Step 1 and Step 2, we see that τ := s n := (2α + 2λ + 1)(n + ν + 2α + 1) (2α + 1)(2n + 2ν + 2α + 2λ + 1) (n ∈ N), t n := 1 − s n = (2α − 2λ + 1)(n + ν) (2α + 1)(2n + 2ν + 2α + 2λ + 1) (n ∈ N).
Then the recurrence relation ψ 1 := ρ,
for each n ∈ N.
Proof. We modify the proof of [14, Lemma 4.1] ; for the sake of completeness, the details shall be given: since 24) holds true for n = 1. Let n ∈ N be arbitrary but fixed, assume that ψ 1 , . . . , ψ n are well-defined and assume that (3.24) is satisfied for 1, . . . , n. Since ψ n > 0 then, ψ n+1 is well-defined, too, and it is left to establish that (3.24) is fulfilled for n + 1; the latter is equivalent to 2λn + 2λν + 2α + 2λ + 1 2λn + 2λν + 2α + 1 γ ≤ ρψ n − t n s n ψ n or t n ≤ ρ − γs n 2λn + 2λν + 2α + 2λ + 1 2λn + 2λν + 2α + 1 ψ n .
Since s n 2λn + 2λν + 2α + 2λ + 1 2λn + 2λν + 2α + 1 = s n (2α + 2λ + 1)(2λn + 2λν + 2α + 1) − 2λ(2λn + 2λν) (2α + 1)(2λn + 2λν + 2α + 1) ≤ ≤ s n 2α + 2λ + 1 2α + 1 <
we obtain equivalence to
. Therefore, it is sufficient to establish that 2λn + 2λν + 2α + 1 2λn + 2λν + 2α
or, equivalently, 2λn + 2λν + 2α − 2λ + 1 2λn + 2λν + 2α + 1
Since the left-hand side of the latter inequality reduces to (n + ν)(2λn + 2λν + 2α − 2λ + 1) (2n + 2ν + 2α + 2λ + 1)(2λn + 2λν + 2α + 1) and the right hand side reduces to 1 − (n + ν + 2α + 1)(2λn + 2λν + 2α + 2λ + 1) (2n + 2ν + 2α + 2λ + 1)(2λn + 2λν + 2α + 1) = = (n + ν)(2λn + 2λν + 2α − 2λ + 1 + 4λ 2 ) (2n + 2ν + 2α + 2λ + 1)(2λn + 2λν + 2α + 1) , the induction is finished.
Proof (Theorem 2.4). As (iv) is trivial from (iii), we only have to prove the three first assertions. For the case λ = 0, which corresponds to the associated ultraspherical polynomials, the situation concerning weak amenability was completely clarified in [ Observe that if λ = 0, then the measure (2.5) simplifies because the parameters of the hypergeometric function do no longer depend on x in this special case. Our strategy for λ > 0 will be different and avoid a consideration of µ; in fact, the strategy will be a modification of the special case ν = 0 (symmetric Pollaczek polynomials) considered in [14, Theorem 4.1] and rely on Lemma 3.6, Lemma 3.7 and Lemma 3.8.
6
Let λ > 0 from now on; it remains to show that 1 (h) fails to be point amenable (which also rules out weak and right character amenability). To do so, we distinguish two cases: 
In the following, we use the notation of Lemma 3.8. Observe that c s n = t n and a s n = s n for all n ∈ N. Moreover, we have
due to Lemma 3.6, and we have ω = ρ. We now consider the asymptotic behavior and compare the decay of S n (0) with the growth of
Once the claim is established, we obtain that {P n (0) : n ∈ N 0 } is bounded, so 1 (h) fails to be point amenable due to Theorem 1.4. The validity of the claimed assertions can be seen as follows:
A) The recurrence relation for (S n (x)) n∈N0 yields a
for all n ∈ N. Moreover, for each n ∈ N we have
Since S 2n (0) ≡ 0 due to symmetry, and since converges to a positive real number.
Hence, it suffices to prove that
To do so, we use induction to show that
for all n ∈ N. (3.26) is obviously true for n = 1, so let n ∈ N be arbitrary but fixed and assume that (3.26) is satisfied for 1, . . . , n. Then
Now combining (3.26) and Lemma 3.8, we obtain
2λk + 2λν + 2α + 1 2λk + 2λν + 2α − 2λ + 1 = 2λn + 2λν + 2α + 1 2λν + 2α + 1 γ n (n ∈ N), which establishes (3.25) and finishes the proof. As announced in Section 3, we consider Theorem 2.3 again and present an alternative proof for the subcase 0 < λ < −|α| + 1 2 . This alternative proof avoids both Theorem 1.2 and the transformation provided by Lemma 3.6; instead, it is based on Turán's inequality for Laguerre polynomials and the behavior of φ (2.8). We first introduce some additional notation and further auxiliary functions. Let α > − 1 2 , λ ≥ 0 and ν ≥ 0. In the following, we use an additional superscript "(ν = 0)" when referring to ν = 0 (with the remaining parameters α and λ unchanged). More precisely, while (c n ) n∈N refers to (Q (α,λ,ν) n (x)) n∈N0 , (c (ν=0) n ) n∈N refers to (Q (α,λ,0) n (x)) n∈N0 , and so on. In the same way, we use the superscript "(λ = 0)" when referring to λ = 0 (with α and ν unchanged) and the superscript "(λ = ν = 0)" when referring to λ = ν = 0 (with α unchanged). One has c (λ=ν=0) n = n 2n + 2α + 1 (n ∈ N) (A.1) [23] . Observe that φ (λ=0) (x) − φ(x) = 1 (2x + 2ν + 2α + 1)(2x + 2ν + 2α − 1) × 4λ(x + ν)(x + ν + 2α)(2x + 2ν + 2α + λ) (2x + 2ν + 2α + 2λ + 1)(2x + 2ν + 2α + 2λ − 1)
for all x ∈ [1, ∞), which implies the useful identity
From now on, let 0 < λ < −|α| + 1 2 .
Since |α| < 1 2 − λ, we have (1 − (2α − 2λ)
2 )(1 − (2α + 2λ) 2 ) = ((1 + 2λ) 2 − 4α 2 )((1 − 2λ) 2 − 4α 2 ) > 0.
For each x ∈ [1, ∞), we compute hence, if 1 − (2α + 2λ) 2 − 8λ ≥ 0, then 1 − (2α + 2λ) 2 − 8λ < (1 − (2α − 2λ) 2 )(1 − (2α + 2λ) 2 ). As a consequence of (A.3), we see that both φ and φ (ν=0) − φ have at last one zero, and the potential zeros are given by respectively. Obviously, one has x * * ≥ x * (with equality if and only if ν = 0, i.e., in the symmetric Pollaczek case) and x * * > 0.
As a consequence of the preceding observations, we see that
if x * * ≥ 1.
Assume that x * > 1. The monotonicity and limiting behavior of φ shows that φ(x * ) < for all x ∈ (x 0 , ∞); consequently, ξ is strictly decreasing on Using the latter identity, (2.3) and Turán's inequality for Laguerre polynomials [34, 40, 41] , for each n ∈ N we can estimate (n + 2α + 1)(2n + 2α + 2λ + 1) (n + 2α)(2n + 2α + 2λ + 3)
n−1 (0)
n + 2α n n + 1 n + 2α + 1 = = (n + 1)(2n + 2α + 2λ + 1) n(2n + 2α + 2λ + 3)
n−1 (0) > > (n + 1)(2n + 2α + 2λ + 1) n(2n + 2α + 2λ + 3) .
Consequently, via (3.22) we have
(n + 1)(2n + 2α + 2λ + 1) n(2n + 2α + 2λ + 3) c . If x * ≤ 1, we have η(x) > 0 for all x ∈ (1, ∞), so φ is strictly increasing; consequently, (c n ) n∈N is strictly increasing (cf. above). Hence, it remains to consider the case x * > 1, which shall be assumed from now on. We have to show that (c n ) n∈N is strictly increasing again. Let x 0 and the function ξ : [x 0 , ∞) → 0, 1 2 be defined as above (A.5). Observe that the condition on λ implies that α < 1 2 . The proof will be done in three steps:
Step 1: we show that c x * < ξ(x * ).
(A.7)
where we have used that 2λ < 1 + 2α, α < 1 2 and 2λ < 1 − 2α, (A.8) and (A.9) yield 0 < 1 − 4φ(x * ) < 8λx
(ν=0) * + (2α + 2λ + 1) so (A.11) is also valid for n + 1.
Combining
Step 2 and Step 3, we obtain that (c n ) n∈N is strictly increasing.
