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Abstract 
There are many methods available for Load frequency control in an interconnected power system. This paper deals 
with tuning of PID controller for Load frequency control. A two area thermal power system is considered for study. 
Both the areas are equipped with PID controller. Parameters of these PID controllers are obtained using Particle 
Swarm Optimization. A comparative study on tuned values has been presented to verify effectiveness. Ziegler-
Nichols method is used for tuning of parameters for comparative study. The simulation results demonstrate the 
effectiveness of the designed system in terms of reduced settling time and oscillations. MATLAB/SIMULINK was 
used as simulation tool. 
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1. Introduction 
 
In case of interconnected power system, it is practically impossible to run all the generators at the 
synchronous speed all times. Therefore, for satisfactory operation of power system, the frequency should 
remain nearly constant. Relatively close control of frequency ensures constancy of speed of generators. In 
an interconnected power system with two or more independently controlled areas, in addition to control of 
frequency, the generation within each area has to be controlled so as to maintain the scheduled power 
interchange. The controller should maintain [1] 
1. Frequency at scheduled value 
2. Net interchange power with neighboring areas at the scheduled values. 
There are many methods available for Load frequency control in an interconnected power system. The 
simplest one is use of integral control action to minimize the area control error [1]. 
With advancement in control technology several other methods have been proposed to provide better 
LFC. These methods are based on modern control theory [2], Neural network [7], Fuzzy system theory [8] 
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and Genetic Algorithm [5]. The rest of the paper is organized as follows: Section 2 deals with problem 
formulation which includes system representation and formation of objective function. In Section 3 
parameters of PID controller were tuned using conventional as well as PSO based algorithm, performance 
analysis is made in section 4 and finally conclusion is discussed in section 5.  
 
Nomenclature 
 
∆f = Frequency deviation. 
i = Subscript referring to area (i=1, 2...) 
∆Ptie (i, j) = Change in tie line power. 
∆PLi = Load change of it h area. 
Ri = Governor Speed regulation parameter for ith area. 
Tgi = Speed governor time constant for ith area. 
Tt i = Speed turbine time constant for ith area. 
Tpi = Power system time constant for ith area. 
Kp i = Power system gain for ith area. 
ACE i = Area Control Error of ith area. 
ui = Control input to ith area. 
Bi = Frequency bias for ith area. 
 
2. Problem Formulation 
2.1 System Representation 
   The control system that is used in this paper is composed of a two area interconnected power system. At 
the simulation, it is assume that there is a load demanding in area-1.The linearized model of the controlled 
system is depicted in Fig.1, and system parameters are given in Appendix A. 
       In the model, u1 and u2 are the control inputs from the controllers.∆PL1 is step load changes of %1 of 
the nominal loading in area-1.∆f1 and ∆f2 are frequency deviations of the control areas and ∆Ptie is the 
changing of the tie-line power. In two area system considered for study, the PID controller with following 
structure is used. 
Gc(s) = Kp + 
K�
�
+ Kd s                                                                 (1) 
where Kp is proportional gain, Ki is integral gain and Kd is derivative gain respectively. The PID 
controllers in both the areas were considered to be identical. 
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Fig. 1.Block diagram of the two area interconnected power system with governor dead-band. 
 
2.2 Defining Objective Function  
   In a multi-area system the area control error for the ith area is defined as: 
 
ACEi = ∆Ptie,i + Bi ∆fi                                                                                                                                                                                                         (2) 
  
   Now a performance index can be defined by adding the sum of squares of cumulative errors in ACE, 
hence based on area control error a performance index J can be defined as: 
 
                                                                                                                                     
                                                                                                       (3)                         
Based on this performance index J optimization Problem can be sated as: 
Minimize J 
Subjected to: 
Kp,j min  ≤ Kp,j ≤ Kp,j max , Ki,j min ≤ Ki,j ≤ Ki,j max , Kd,j min ≤ Kd,j ≤ Kd,j max 
                                                                        j=1, 2                     
Kp,j, Ki,j  and  Kd,j are PID controller parameters of  jth area. 
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3. Parameter Selection  
3.1 Conventional Ziegler-Nichols Rule Based Tuning [2]  
  
In this study, parameters of PID controller were obtained using PSO Algorithm. For comparison the 
PID controller was also tuned using conventional Ziegler-Nichols tuning rule based on critical gain Kcr 
and critical period Pcr. Value of Kcr and Pcr were calculated from the sustained oscillations of the output 
by employing only proportional controller. Value of Pcr for critical gain Kcr= 0.09 is 2.This gives  
 
           Gc(s) conv = 0.054+ (1/S) + 0.25S                       (4) 
 
3.2 PSO Based Tuning 
Fig. 2 Simulink model used in PSO-based Tuning of PID Controller for LFC Control 
 
It can obtain high quality solutions within shorter calculation time and stable convergence characteristics 
with PSO algorithm than other stochastic methods such as genetic algorithm. Particle swarm 
optimization uses particles which represent potential solutions of the problem. Each particles fly in search 
space at a certain velocity which can be adjusted in light of proceeding flight experiences. The projected 
position of ith particle of the swarm xi, and the velocity of this particle vi at (t+1) th iteration are defined as 
the following two equations in this study: 
 
�����1 � � ���� � �1�1����� �  ����  � � �2 �2���
�  � ����  �                                                                           (5) 
 
�����1 � ���   � �  �����1                                                                                                                                    (6)     
 
where, i = 1, ..., n and n is the size of the swarm, D is dimension of the problem space, C1and C2 are 
positive constants, r1 and r2 are random numbers which are uniformly distributed in [0, 1], w is inertia 
weight constant, t determines the iteration number, pi represents the best previous position (the position 
giving the best fitness value) of the ith particle, and gi represents the best particle among all the particles in 
Ashok Mohan Jadhav and Dr.K.Vadirajacharya\ / Energy Procedia 14 (2012) 2075 – 2080 2079 Ashok M Jadhav, Dr.K. Vadirajacharya/ Energy Procedia 00 (2011) 000–000 5
 
the swarm. Values of all parameters used in algorithm are given in Appendix B. The algorithm of PSO 
can be depicted as follows [3]: 
1. Initialize a population of particles with random positions and velocities on D-dimensions in the 
problem space, 
2. Evaluate desired optimization fitness function in D variables for each particle, 
3. Compare particle's fitness evaluation with its best previous position. If current value is better, then set 
best previous position equal to the current value, and pi equals to the current location xi in D-dimensional 
space, 
4. Identify the particle in the neighborhood with the best fitness so far, and assign its index to the variable 
g, 
5. Change velocity and position of the particle according to Equation (5) and (6). 
6. Loop to step 2 until a criterion is met or end of iterations. 
At the end of the iterations, the best position of the swarm will be the solution of the problem. It is not 
possible to get an optimum result of the problem always, but the obtained solution will be an optimal one. 
In the PSO routine parameters Kp,j , Ki,j  and Kd,j  were taken as control variables. These parameters were 
obtained simultaneously by solving the constrained optimization problem given in section 2.2 using 
particle swarm optimization algorithm. The PSO algorithm was run for 10 generations with a population 
size of 30. 
Table 1. Optimal Controller parameters after PSO run 
 Kp Ki Kd   
Area1 0.0924 0.6240 0.4806   
Area2 0.0924 0.6240 0.4806   
4. Performance Analysis 
Fig.3 (a) (b) and 4 show the time domain performance of the system with PSO tuned controller. 
System was simulated for 18 seconds with step change of 0.1 pu in load of area 1. Disturbance was given 
at t=1.0 sec. 
As seen, the PSO tuned controller gives better performance in terms of overshoot and settling time. 
This shows the efficiency of the PSO tuned PID controller over conventionally tuned PID controller. 
Fig.5 gives comparison of conventional and PSO based PID controller in terms of settling time and 
oscillations.     
 
             
(a)        (b) 
Fig. 3 (a) and (b) Variation of frequency in area-1 and area-2 due to step change in load in area 1  
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Fig .4 variation of tie-line power due to                                Fig.5 Comparision of Conventional and PSO based PID                       
  step change in load in area 1 controller 
5. Conclusion 
    This paper demonstrate the effectiveness of proposed PSO based PID controller for Load Frequency 
Control in a two area interconnected power system. Also it is independent of complexity of performance 
index. In addition, the design procedure is simple and has much potential for practical implementation.  
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Tg1,2 0.2 s 
Tt1,2 0.3 s 
Kp1,2 120 Hz/pu MW 
Tp1,2 20 s 
 T1,2 0.0707 MW/rad 
  B1,2 0.425 pu MW/Hz 
R1,2 2.4 Hz/pu Mw 
C1 2.5 
C2 2.5 
w 0.5 
D 3 
r1,r2 Random Number Between[0 1] 
