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Abstract
We prove that each equilibrium of the Ginzburg-Landau equation restricted to
the invariant subspace ofm-armed vortex solutions is hyperbolic, that is, its asso-
ciated linearized operator possesses nonzero eigenvalues. This result completely
describes the global attractor of m-armed vortex solutions, together with their
associated unstable dimension, and also yields Ginzburg-Landau spiral waves.
Keywords: Ginzburg-Landau equation, m-armed vortex solutions, hyperbol-
icity, global attractors, spiral waves.
1 Introduction
We consider the Ginzburg-Landau equation
(1.1) Ψt = ∆MΨ+ λ (1− |Ψ|
2) Ψ
where ∆M is the Laplace-Beltrami operator on a compact surface of revolution M to
be defined shortly. Here λ > 0 is a bifurcation parameter and the unknown function
Ψ is complex valued.
We are interested in understanding pattern formation on the surface M from the
dynamics of (1.1). For this purpose in this paper we prove hyperbolicity of vortex
solutions that arose from a local bifurcation analysis in [5]. Our result of hyperbolicity
provides three applications: the global bifurcation diagram of vortex solutions, the
global attractor of vortex solutions, and the existence of Ginzburg-Landau spiral waves.
Vortex solutions of (1.1) play a key role in the dynamics of nonlinear fields in condensed
matter physics; see [25]. In different contexts vortices are also called phase singulari-
ties, topological defects, and wave dislocations; see [1] and [26] for interpretations and
applications in physics. From a mathematical point of view, the Ginzburg-Landau
equation serves as the normal form for PDEs near the Hopf instability; see [23] and
[28]. Moreover, vortex solutions and spiral waves can be triggered by Turing instability
and symmetry breaking; see [4], [24], and [31]. For surveys and numerical evidences on
Ginzburg-Landau vortex solutions and spiral waves, see [1], [7], and [30].
It has been proved by shooting arguments that vortex solutions exist on planar domains,
such as R2 and the unit disk with Neumann boundary conditions; see [11], [13], [18], and
[30]. We mention that such shooting arguments have unclear geometric interpretation
of the shooting parameter. By the shooting methods presented in this paper, we can
not only prove existence of solutions and their associated Morse index, but also justify
the choice of shooting parameter used extensively in the literature. Moreover, one of the
authors generalized the existence result for non-planar domains in spherical geometry
and circular geometry with Robin boundary conditions; see [5]. We emphasize that
spiral patterns on spheres are gaining increasing interest. For instance, they have been
observed experimentally in the Belousov–Zhabotinsky model, as in [21] and [22], and
numerically for certain reaction-diffusion models, as in [9], [16], and [33].
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On the other hand, the study of global attractors in the space of vortex solutions pro-
vides information about asymptotic dynamics; see [2]. Indeed, such global attractors
consist of the vortex solutions (as equilibria) and their transition waves (as heteroclin-
ics), only. Moreover, we characterize the unstable dimension of vortex solutions in order
to determine which pair of equilibria admits a heteroclinic. We succeed constructing
the global attractors as in [8]. However, we note that the vortices of transition waves
are always pinned. For a dynamical perspective on the motion of vortices, see [20].
In our mathematical setting the surface of revolution is defined as
(1.2) M := {(a(s) cos(ϕ), a(s) sin(ϕ), a˜(s)) : s ∈ [0, s∗], ϕ ∈ S
1}.
Our main examples are the unit disk when a(s) = s and a˜(s) = 0 for s ∈ [0, 1], or the
unit 2-sphere when a(s) = sin(s) and a˜(s) = cos(s) for s ∈ [0, π].
In general, a(s) and a˜(s) are C2,ν functions with a fixed Ho¨lder exponent ν ∈ (0, 1).
Here s is the arc length parameter and thus (a′(s))2 + (a˜′(s))2 = 1 for all s ∈ [0, s∗].
We assume
(1.3) a(0) = 0, a′(0) = 1, and a(s) > 0 for all s ∈ (0, s∗),
and when ∂M is empty, we assume the following reflectional symmetry:
(1.4) a(s) = a(s∗ − s), for all s ∈ [0, s∗].
Note that the boundary ∂M is empty if and only if a(s∗) = 0.
We consider M as a surface of revolution, because its S1-symmetry-in-ϕ allows us to
seek vortex solutions explained shortly. Moreover, the unit 2-sphere differs from the
unit disk topologically, and by absence of boundary. Hence we distinguish two cases,
either ∂M is empty or nonempty, in order to study how topological structure affects
the dynamics of vortex solutions.
We adopt the functional setting ∆M : D(∆M)→ L
2(M,C). Here the domain D(∆M)
is chosen to be H2(M,C), and if ∂M is nonempty, also equipped with the following
Robin boundary conditions:
(1.5) α1Ψ+ α2∇Ψ · n = 0,
where α1, α2 ∈ R are not both zero and α1α2 ≥ 0. Here n is the unit outer normal
vector field on ∂M. We require α1α2 ≥ 0 so that solutions do not grow at ∂M.
The Ginzburg-Landau equation (1.1) possesses the global gauge symmetry: Ψ is a
solution of (1.1) if and only if eiωΨ is also a solution for each ω ∈ S1. This gauge
together with the S1-symmetry-in-ϕ ofM allows us to seek solutions of the form
(1.6) Ψ(t, s, ϕ) := u(t, s)eimϕ
for each fixed m ∈ N. Indeed, the subspace defined by
(1.7) L2m(R) := {ψ ∈ L
2(M,C) : ψ(s, ϕ) = v(s)eimϕ, v(s) ∈ R}
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is invariant under the dynamics of (1.1).
The first step to analyze the dynamics of the Ginzburg-Landau equation (1.1) restricted
to L2m(R) is to study equilibria
(1.8) Ψ(t, s, ϕ) = ψ(s, ϕ) := u(s)eimϕ.
The equilibria are called m-armed vortex solutions and satisfy the elliptic equation
(1.9) ∆Mψ + λ (1− |ψ|
2)ψ = 0.
For each vortex solution (1.8) of (1.9), we exhibit its pattern as the level set of its zero
imaginary part onM. The vortices reside at s = 0, and also at s = s∗ if ∂M is empty;
see [7] and [10] for more details on pattern formation.
Figure 1: On the left, a 2-armed vortex pattern on the disk with the origin as the vortex. On the
right, a 1-armed vortex pattern on the sphere with the north and south poles as the vortices.
The existence of nontrivial equilibria ψ ∈ C2,ν(M,C) has been proved in [5] by bifur-
cation analysis as the parameter λ > 0 changes. As a consequence, u(s) is a nontrivial
smooth solution of the following ODE for s ∈ (0, s∗):
(1.10) u′′ +
a′
a
u′ −
m2
a2
u+ λ (1− u2) u = 0,
(
u′ :=
du
ds
)
.
and Robin boundary conditions (1.5) is equivalent to
(1.11) α1 u(s∗) + α2 u
′(s∗) = 0.
The next step is to study the linear stability of m-armed vortex solutions under the
dynamics of (1.1). In this paper we prove that every m-armed vortex solution is
hyperbolic, that is, its associated linearization in the invariant subspace L2m(R) possesses
nonzero eigenvalues.
Theorem 1.1. All nontrivial m-armed vortex solutions (1.8) of the Ginzburg-Landau
equation (1.1) are hyperbolic in L2m(R).
For PDE equilibria that satisfy an ODE with bounded coefficients, hyperbolicity of a
PDE solution in L2m(R) is equivalent to transverse intersections between the shooting
curve of such ODEs and the line associated with prescribed linear separate boundary
conditions; see [14] and [27]. The same equivalence of PDE hyperbolicity in L2m(R)
and transverse intersections of ODE shooting curves still holds for the ODE (1.10) that
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possesses unbounded coefficients; see [19], Lemma 2.4. Hence our idea of proof is to
study the shooting curves defined by the ODE (1.10).
Theorem 1.1 yields three significant consequences.
First, the eigenvalues of −∆M restricted to L
2
m(R) can be ordered as follows:
(1.12) 0 < λ0 < λ1 < ... < λk < ..., lim
k→∞
λk =∞.
It has been proved in [5] that m-armed vortex solutions form countably many super-
critical pitchfork bifurcation branches as the parameter λ crosses λk. Nevertheless,
only the principal branch was proved to be global. Theorem 1.1 allows us to extend
all other branches globally by the implicit function theorem; see [5], Section 4.2.
Corollary 1.2. For each λ ∈ (λk, λk+1) there are 2k + 2 nontrivial m-armed vortex
solutions that are hyperbolic in L2m(R).
λ
L2m(R)
0
λ0 λ1 λ2 λ3
Figure 2: The supercritical pitchfork bifurcation of the trivial equilibrium possesses global branches,
yielding all m-armed vortex solutions.
Second, hyperbolicity allows us to construct the future asymptotic dynamical behaviour
of Ginzburg-Landaum-armed vortex solutions. Indeed, the Ginzburg-Landau equation
(1.1) restricted to L2m(R) is equivalent to the PDE
(1.13) ut = uss +
as
a
us −
m2
a2
u+ λ (1− u2) u
where s ∈ (0, s∗).
The equation (1.13) generates a bounded dissipative semiflow on the interpolation
space H2γ(M,C) ∩ L2m(R) for some fractional power γ ∈ (0, 1); see [17]. Moreover,
there exists a global attractor of m-armed vortex solutions Am ⊆ H
2γ(M,C)∩L2m(R),
which is the set of all global bounded solutions of (1.13); see [2]. When m = 0 and
M is the unit 2-sphere, (1.13) describes certain self-similar Schwarzschild solutions of
the Einstein constraint equations, whose global attractor was constructed in [19]. For
m ∈ N, the monotonicity result to be proved in Lemma 3.1 yields the shooting curves,
and thus we can construct the global attractor Am. Indeed, the shooting curves suffice
to describe the global attractor Am, and (1.13) possesses the same shooting curves as
the axisymmetric Chafee-Infante equation in [19].
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We provide two nomenclatures before the next consequence.
First, we denote by i(u∗) the Morse index of an equilibrium u∗ of (1.13). Such an index
is equal to the unstable dimension of u∗, that is, the number of positive eigenvalues of
the associated linearized operator at u∗. Second, a solution u(t) is called a heteroclinic
between two distinct equilibria u− and u+ if both limits
(1.14) u−
t→−∞
←−−−− u(t)
t→+∞
−−−−→ u+
hold in H2γ(M,C) ∩ L2m(R).
Corollary 1.3. For each λ ∈ (λk, λk+1) let u
+
j and u
−
j be the bifurcating equilibria of
the equation (1.13) from Corollary 1.2 at each λ = λj with j = 0, 1, ..., k. Then
(1.15) i(u±j ) = j.
Moreover, the global attractor Am is described in Figure 3, where arrows denote hete-
roclinics between equilibria.
u ≡ 0
u+k u
−
k
u+1 u
−
1
u+0 u
−
0
Figure 3: Global attractor Am for the Ginzburg-Landau m-armed vortex equation.
Last, hyperbolicity yields Ginzburg-Landau spiral waves of nodal type; see [5], Section
4.3. More precisely, we consider the complex Ginzburg-Landau equation
(1.16) Ψt = (1 + i η)∆MΨ+ λ (1− |Ψ|
2 − i β |Ψ|2) Ψ
with η, β ∈ R, and seek spiral wave solutions of the following form:
(1.17) Ψ(t, s, ϕ) := e−Ωt u(s) eimϕ,
where u(s) is now a complex-valued function whose argument is not piecewise constant.
Here the rotation frequency Ω ∈ R is an unknown quantity we have to determine. Note
that (1.1) corresponds to η = β = 0.
With perturbation arguments in the extended invariant subspace
(1.18) L2m(C) := {ψ ∈ L
2(M,C) : ψ(s, ϕ) = v(s)eimϕ, v(s) ∈ C}
we can prove that vortex solutions bifurcate to spiral wave solutions. The following
corollary generalizes Theorem II in [5].
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Figure 4: On the left, a 2-armed spiral pattern on the disk with the origin as the vortex. On the
right, a 1-armed spiral pattern on the sphere with the north and south poles as the vortices. Both
may rotate with respect to the axis of rotation of M with the rotation frequency Ω.
Corollary 1.4. For each λ ∈ (λk, λk+1) there exist an ǫ > 0 such that the complex
Ginzburg-Landau equation (1.16) possesses 2k + 2 distinct nontrivial spiral wave solu-
tions for each 0 ≤ |η|, |β| < ǫ and η 6= β.
η
β
ǫ
Figure 5: The complex Ginzburg-Landau equation (1.16) possesses different types of patterns in the
(η, β)-parameter space. Vortex patterns as shown in Figure 1 appear for each parameter on the bold
diagonal line. Each parameter outside the diagonal line yields a spiral pattern as shown in Figure 4.
Such spiral patterns are rotating, that is, Ω 6= 0, if and only if parameters lie outside the dashed line.
The remaining of this paper is organized as follows. In Section 2 we define the shooting
curves and present the general scheme of proof. In Section 3, we construct a piece of the
shooting curve by showing that its angle and radius are monotone. As a conclusion, in
Section 4 we use the symmetries of the ODE (1.10) to construct the full shooting curves
and prove Theorem 1.1, that is, the shooting curves intersect transversely. Lastly, we
discuss two open problems in Section 5.
Acknowledgment. This collaboration arose from the pleasant office sharing of the
authors while doing their PhD in Berlin. For that we are grateful for Bernold Fiedler.
Jia-Yuan Dai was supported by NCTS grant number 107-2119-M-002-016 and sunshine
in Sa˜o Carlos. Phillipo Lappicy was supported by FAPESP, Brasil, grant number
2017/07882-0, and a free lunch from Jia after winning a bet regarding this paper.
2 Shooting Curves
In this section we present the framework of proof. We firstly study the asymptotic
behavior of bounded solutions of the ODE (1.10) near vortices, and then extract the
shooting parameter. We next define the shooting manifolds as the unstable manifold
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of the vortex at s = 0, and if ∂M is empty, also the stable manifold of the other vortex
at s = s∗. When ∂M is nonempty, the shooting curve is the section of the shooting
manifold on the boundary. When ∂M is empty, the section at s = s∗/2 of the shooting
manifolds yields two shooting curves.
The ODE (1.10) possesses unbounded coefficients as sց 0, and as sր s∗ if in addition
∂M is empty. Thus we apply the Euler multiplier
(2.1)
(
ds
dτ
:=
)
s˙ = a(s),
to transform (1.10) into
(2.2) u¨−m2u+ λ a2(s(τ)) (1− u2) u = 0
for τ ∈ (−∞, τ∗) so that all coefficients are bounded.
Note that we can recover the original variable s ∈ [0, s∗] via the mapping τ = τ(s) such
that τ ′(s) = 1/a(s) and limsց0 τ(s) = −∞. Moreover, τ∗ := limsրs∗ τ(s) = ∞ if ∂M
is empty, and τ∗ := τ(s∗) <∞ if ∂M is nonempty.
We recast (2.2) into the following autonomous ODE system:
u˙ = v,
v˙ = m2u− λ a2(s)(1− u2) u,(2.3)
s˙ = a(s).
Clearly, (2.3) possesses the homogeneous equilibrium (u, v, s) = (0, 0, 0), and another
homogeneous equilibrium (u, v, s) = (0, 0, s∗) if in addition ∂M is empty. Our first
lemma guarantees that all solutions converge to these two equilibria as |τ | ր ∞.
Lemma 2.1. Let ψ(s, ϕ) = u(s)eimϕ be a smooth solution of (1.9). Then after applying
the Euler multiplier (2.1), we have
(2.4) lim
τց−∞
u(τ) = 0, lim
τց−∞
u˙(τ) = 0.
If in addition ∂M is empty, then
(2.5) lim
τր∞
u(τ) = 0, lim
τր∞
u˙(τ) = 0.
Proof. Since τ = −∞ corresponds to s = 0 by the Euler multiplier (2.1). Continuity
of ψ(s, ϕ) at s = 0 implies limsց0 ψ(s, ϕ) = limsց0 ψ(s, ϕ + π). Thus limsց0 u(s) = 0,
and so limτց−∞ u(τ) = 0.
By the chain rule u˙(τ) = u′(s) a(s), where s = s(τ) is solved by (2.1), it is equivalent
to show limsց0 u
′(s) a(s) = 0. Since ψ solves (1.9), we have ψ ∈ C2,ν(M,C) by elliptic
regularity. In particular
(2.6) |∇ψ|C0 = sup
s∈[0,s∗]
(
|u′(s)|2 +
m2
a2(s)
|u(s)|2
)
<∞
and thus u′(0) exists. Hence limsց0 u
′(s) a(s) = 0 because a(0) = 0.
The proof for the case ∂M being empty is analogous, because a(s∗) = 0.
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Note that the trivial equilibrium (u, v, s) = (0, 0, 0) of (2.3) is hyperbolic with two
positive eigenvalues 1 and m ∈ N corresponding to the eigendirections given by (0, 0, 1)
and (1, m, 0), respectively. Therefore, Lemma 2.1 implies that solutions of (2.3) are
in the unstable manifold of the trivial equilibrium. Moreover, linear analysis shows
that every nontrivial bounded solution satisfies the following asymptotic expansion as
τ ց −∞:
(2.7) u(τ) = d emτ + g(τ)
for some d 6= 0 and smooth function g(τ) that satisfies
(2.8) lim
τց−∞
g(τ)
emτ
= 0.
The only solution that does not satisfy the asymptotic expansion (2.7) is the triv-
ial equilibrium, which occurs when d = 0, and it corresponds to a one-dimensional
submanifold of the two-dimensional unstable manfold; see Figure 6.
(0, 0, 1)
(1, m, 0)
s
v
u
(1, m, 0)
(0, 0, 1)
Figure 6: Consider the case m > 1. On the left, the linear flow corresponding to the tangent space of
the two-dimensional unstable manifold of the trivial equilibrium (0, 0, 0). On the right, the unstable
manifold is depicted with the one-dimensional curve in bold parametrized by d.
We define
(2.9) w(τ) :=
u(τ)
emτ
.
Thus by (2.7) we have
(2.10) w(τ) = d+
g(τ)
emτ
.
Substituting u(τ) = w(τ)emτ into (2.2) yields
(2.11) w¨ + 2mw˙ + λ a2(s(τ)) (1− e2mτw2)w = 0.
The following lemma forces us to solve (2.11) by imposing the Neumann boundary
condition at τ = −∞.
Lemma 2.2. If w(τ) is a smooth bounded solution of (2.11), then
(2.12) lim
τց−∞
w˙(τ) = 0.
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Proof. By (2.10), we know
(2.13) lim
τց−∞
w˙(τ) = lim
τց−∞
g˙(τ)−mg(τ)
emτ
.
Due to (2.8), it suffices to show
(2.14) lim
τց−∞
g˙(τ)
emτ
= 0.
Substituting w(τ) in (2.10) into (2.11) and using limτց−∞ a(s(τ)) = a(0) = 0, we see
(2.15) lim
τց−∞
g¨(τ)
emτ
= 0.
Hence given any ǫ > 0, there exists some τ˜ ∈ (−∞, τ∗) such that
(2.16) sup
τ∈(−∞,τ˜)
{ |g(τ)|, |g¨(τ)| } ≤ ǫ emτ˜ .
For a fixed δ > 0, we consider τ ∈ (−∞, τ˜ − δ). The mean value theorem yields
(2.17) g(τ + δ)− g(τ)− g˙(τ) δ = g¨(ξ2) δ (ξ1 − τ)
for some ξ1 ∈ (τ, τ + δ) and ξ2 ∈ (τ, ξ1). Since ξ1 − τ ≤ δ, by (2.16) we see that
|g˙(τ)| ≤
|g(τ + δ)− g(τ)|
δ
+ |g¨(ξ2)|(2.18)
≤ ǫ
(
2
δ
+ 1
)
emτ˜
holds for all τ ∈ (−∞, τ˜−δ). Hence limτց−∞ g˙(τ)/e
mτ = 0. The proof is complete.
If in addition ∂M is empty, then the equilibrium (u, v, s) = (0, 0, s∗) is hyperbolic with
two negative eigenvalues −1 and −m < 0 corresponding to the eigendirections given
by (0, 0, 1) and (1,−m, 0), respectively. Hence the following asymptotic expansion as
τ ր∞ holds:
(2.19) u(τ) = d˜ e−mτ + h(τ),
where limτր∞ h(τ)/e
−mτ = 0.
We define
(2.20) z(τ) :=
u(τ)
e−mτ
,
substitute u(τ) = z(τ)e−mτ into (2.2), and then obtain
(2.21) z¨ − 2m z˙ + λ a2(s(τ)) (1− e−2mτz2) z = 0.
Similarly, we have to impose the Neumann boundary condition at τ = ∞ to solve
(2.21). The proof is the same as the one in Lemma 2.2.
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Lemma 2.3. If ∂M is empty and z(τ) is a smooth bounded solution of (2.21), then
(2.22) lim
τր∞
z˙(τ) = 0.
Next, we define the shooting curves using the variables w, and also z if in addition ∂M
is empty. Indeed, recast (2.11) as the following ODE system:
w˙ = p,
p˙ = −λ a2(s)(1− e2mτw2)w − 2mp,(2.23)
s˙ = a(s)
for τ ∈ (−∞, τ∗). According to Lemma 2.2 we solve (2.23) with the Neumann data
(w, p, s) = (d, 0, 0), where d ∈ R is the shooting parameter; see Figure 7.
s
w˙
w
Figure 7: The bold line is parametrized by d ∈ R and describes the Neumann data given by (2.12)
for the shooting flow (2.23) in (w, w˙, s)-coordinates.
Similarly, if ∂M is empty, we recast (2.21) as the following ODE system:
z˙ = q,
q˙ = −λ a2(s)(1− e−2mτz2) z + 2mq,(2.24)
s˙ = a(s).
for τ ∈ (−∞, τ∗) and solve it with the Neumann data (z, q, s) = (d˜, 0, 0), where d˜ ∈ R
is another shooting parameter, according to Lemma 2.3.
The Neumann line at s = 0 is given by
(2.25) L0 := {(w, p, s) ∈ R
3 | (w, p, s) = (d, 0, 0)},
and each point in L0 is a homogeneous equilibrium of (2.23). Hence, L0 is invariant
under the dynamics of (2.23). Therefore, we cannot evolve L0 under the flow of (2.23) to
define the shooting manifold. Instead, we define the shooting manifold as the unstable
manifold of L0 as follows. The linearization of (2.23) at each equilibrium (d, 0, 0) ∈ L0
possesses eigenvalues 1, −2m, and 0 with associated eigenvectors (0, 0, 1), (1,−2m, 0),
(1, 0, 0), respectively. Hence, there is only one unstable direction (0, 0, 1) parallel to
the s-axis and thus a one-dimensional unstable manifold denoted by W u(d, 0, 0), which
is locally a graph {(wu(s, d), pu(s, d), s) ∈ R3}; see [12].
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The union of all unstable manifolds defines the unstable shooting manifold :
(2.26) Mu :=
⋃
d∈R
W u(d, 0, 0).
Similarly, if ∂M is empty, then by Lemma 2.3 we consider the Neumann line at s = s∗
(2.27) Ls∗ := {(z, q, s) ∈ R
3 | (z, q, s) = (d˜, 0, s∗)}.
Note that Ls∗ consists of homogeneous equilibria and is invariant under the dynamics
of (2.24). Each homogeneous equilibrium (d˜, 0, s∗) ∈ Ls∗ possesses a one-dimensional
stable manifoldW s(d˜, 0, s∗), locally given by the graph {(z
s(s, d˜), qs(s, d˜), s) ∈ R3} and
is tangent to the eigenvector (−1, 0, 0). The stable shooting manifold is defined by
(2.28) Ms :=
⋃
d˜∈R
W s(d˜, 0, s∗).
On the other hand, if ∂M is nonempty, then due to Robin boundary conditions (1.11),
we consider the Robin line
(2.29) Lα1,α2s∗ = {
(
w, p, s) ∈ R3 | (α1 a(s∗) + α2m
)
w + α2 p = 0, s = s∗}.
There is no need to define the stable shooting manifold, since there are no unbounded
coefficients of the ODE (1.10) at s = s∗, due to a(s∗) 6= 0.
Note that solutions of the ODE system (2.23) with any shooting parameter d ∈ R
exists globally, as we follow the proof in [18] or [30]. Similarly, the global existence also
holds for the ODE system (2.24) with any shooting parameter d˜ ∈ R.
We define the unstable shooting curve as the section of the unstable manifold Mu for
each fixed sˆ ∈ [0, s∗], namely
(2.30) Musˆ :=M
u ∩ {(w, p, sˆ) ∈ R3}.
This is a smooth simple curve parametrized by d ∈ R. If ∂M is empty, then similarly
we define the stable shooting curve Mssˆ parametrized by d˜ ∈ R.
The shooting manifolds characterize equilibria, their Morse indices, and zero numbers;
see [19], Lemma 2.4. For the case ∂M being empty, the set of solutions of (1.10) is in
one-to-one correspondence with Mus∗/2 ∩M
s
s∗/2
. Moreover, a solution corresponding to
fixed d ∈ R and d˜ ∈ R is hyperbolic if and only if W u(d, 0, 0) intersects W s(d˜, 0, s∗)
transversely. Similarly, when ∂M is nonempty, the set of solutions of (1.10) is in one-
to-one correspondence withMus∗∩L
α1,α2
s∗ . Moreover, a solution corresponding to a fixed
d ∈ R is hyperbolic if and only if W u(d, 0, 0) intersects Lα1,α2s∗ transversely.
3 Monotonicity
To construct the unstable shooting manifold Mu of the ODE system (2.23), due to
the symmetry that (w, p, s) is a solution of (2.23) if and only if (−w,−p, s) is also a
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solution, it suffices to consider d > 0. Similarly, if ∂M is empty, it suffices to consider
d˜ > 0 for obtaining the stable shooting manifold Ms of the ODE system (2.24).
Furthermore, since we only focus on hyperbolicity of vortex solutions, it suffices to
consider d ∈ (0, dλ), where dλ > 0 is the shooting parameter of the positive vortex
solution on the principal bifurcation branch that is already hyperbolic; see [5], Lemma
4.6. We will study how the unstable shooting manifold Mu winds around the line of
trivial equilibria {(0, 0, s) ∈ R3}.
More precisely, in polar coordinates with clockwise angle
(3.1) (w, p) = (ρ cos(µ),−ρ sin(µ)),
the ODE system (2.23) reads
ρ˙ = ρ sin(µ) cos(µ)
(
λ a2(s)(1− e2mτ(s)ρ2 cos2(µ))− 1
)
− 2mρ sin2(µ),
µ˙ = sin2(µ) + λ a2(s) cos2(µ)
(
1− e2mτ(s)ρ2 cos2(µ)
)
− 2m sin(µ) cos(µ),(3.2)
s˙ = a(s).
The Neumann data (w, p) = (d, 0) at τ = −∞ reads
(3.3) lim
τց−∞
µ(λ, τ) = 0
for each fixed λ > 0. We adapt the idea in [19] and [27] to prove that the radius function
ρ and the angle function µ are monotone with respect to the shooting parameter
d ∈ (0, dλ).
Lemma 3.1. For each fix λ > 0, let (ρ, µ) and (ρ˜, µ˜) be solutions of (3.2) with different
Neumann data
(3.4) lim
τց−∞
(ρ(τ), µ(τ)) = (d, 0), lim
τց−∞
(ρ˜(τ), µ˜(τ)) = (d˜, 0),
where 0 < d < d˜ < dλ. Then
(3.5) µ(τ) > µ˜(τ)
and
(3.6) ρ(τ) < ρ˜(τ)
for all τ ∈ (−∞, τ∗).
Proof. Define F : R3 → R3, F = F (ρ, µ, s), whose j-th coordinate function Fj corre-
sponds to the j-th line of the right-hand side in (3.2). Clearly, F is Lipschitz continuous.
We first prove the nonstrict inequality:
(3.7) µ(τ) ≥ µ˜(τ)
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for all τ ∈ (−∞, τ∗). Suppose towards a contradiction that
(3.8) µ(τ1) < µ˜(τ1)
for some τ1 ∈ (−∞, τ∗). Let w = w(τ, d) be the solution of (2.23) with the shooting
parameter d > 0. The variational equation for y := wd is given by
(3.9) y¨ + 2m y˙ + λ a2(s)(1− 3 e2mτw2) y = 0.
In polar coordinates, the associated angle function ϑ of y satisfies
ϑ˙ = sin2(ϑ) + λ a2(s) cos2(ϑ)(1− 3 e2mτ(s)w2)− 2m sin(ϑ) cos(ϑ)(3.10)
=: f(ϑ, s, w).
Clearly,
(3.11) f(ϑ, s, d) > f(ϑ, s, d˜)
holds in some neighborhood of (ϑ, s) = (0, 0) for 0 < d < d˜.
Note that the equation (3.10) describes the angle of the tangent vector of the shooting
curve for the shooting parameter d > 0. Therefore, comparison of equation (3.10) by
(3.11) implies ϑ(τ, d) > ϑ(τ, d˜). Hence as d > 0 increases, along the shooting curve,
the angle of its tangent vector decreases.
Around the nonhyperbolic homogeneous equilibrium (w, p, s) = (d, 0, 0), the semiflow
generated by (2.23) is topologically conjugate to the one generated by its associated lin-
earization; see [29], and moreover, by continuous dependence of the semiflow generated
by (2.23) with respect to d > 0, (3.10) and (3.11) imply
(3.12) µ(τ) > µ˜(τ) for all τ near −∞.
Due to (3.8), (3.12), and continuity of µ, µ˜ in τ , there is some τ2 ∈ (−∞, τ1) so that
(3.13) µ(τ2) = µ˜(τ2), µ(τ) < µ˜(τ) for all τ ∈ (τ2, τ1).
Integrating the µ-equation in (3.2) on (τ2, τ) with τ2 < τ ≤ τ1 gives
(3.14) µ(τ)− µ(τ2) =
∫ τ
τ2
F2(ρ(σ), µ(σ), s(σ)) dσ,
and similarly for µ˜,
(3.15) µ˜(τ)− µ˜(τ2) =
∫ τ
τ2
F2(ρ˜(σ), µ˜(σ), s(σ)) dσ.
We consider the difference of (3.14) and (3.15), noticing (3.13) and Lipschitz continuity
of F2. Hence, there exists a constant c1 = c1(τ2, τ) > 0 such that the difference µ˜ − µ
satisfies
(3.16) 0 < µ˜(τ )− µ(τ) ≤ c1
∫ τ
τ2
√
|ρ˜(σ)− ρ(σ)|2 + |µ˜(σ)− µ(σ)|2 dσ.
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We define c2 = c2(τ2, τ) > 0 such that |ρ˜(σ)− ρ(σ)| < c2 for all σ ∈ (τ2, τ). Since the
square root of a sum is less than the sum of the square roots, we have
(3.17) µ˜(τ)− µ(τ) ≤ c1 c2 [τ − τ2] + c1
∫ τ
τ2
µ˜(σ)− µ(σ) dσ.
The mean value theorem yields some τ3 ∈ (τ2, τ) such that
(3.18) τ − τ2 =
∫ τ
τ2
µ˜(σ)− µ(σ) dσ
µ˜(τ3)− µ(τ3)
.
Note that the denominator is nonzero due to (3.13). For ǫ > 0 sufficiently small, let
(3.19) mǫ := min
s∈[τ2+ǫ,τ1]
(
µ˜(s)− µ(s)
)
.
Then mǫ ∈ (0,∞) by continuity of µ˜ and µ, and also (3.13). Substituting (3.18) and
(3.19) into (3.17) yields
(3.20) µ˜(τ)− µ(τ) ≤
(
c1c2
mǫ
+ c1
)∫ τ
τ2
(µ˜(σ)− µ(σ)) dσ
for all τ ∈ [τ2 + ǫ, τ1].
The integral Gro¨nwall inequality implies µ˜(τ) − µ(τ) ≤ 0 for all τ ∈ [τ2 + ǫ, τ1], in
particular for τ = τ1, which contradicts to the definition of τ1 in (3.8) and proves the
nonstrict inequality (3.7).
Next we prove the strict inequality (3.5). Suppose on the contrary that there exists a
τ4 ∈ R such that µ(τ4) = µ˜(τ4).
By (3.12) we can take τ5 ∈ (−∞, τ4) such that µ(τ5) > µ˜(τ5). Note that the nonstrict
inequality (3.7) holds for all τ ∈ (τ5, τ4). Integrating the µ-equation of (2.23) backwards
from τ4 to τ5 through the transformation τ˜ := τ4 + τ5 − τ yields
(3.21) µ(τ5)− µ(τ4) =
∫ τ5
τ4
F2(ρ(σ), µ(σ), s(σ)) dσ,
with similar equality for µ˜.
Hence, the same method from (3.16) to (3.20) above can be applied for the difference
µ(τ)−µ˜(τ), yielding the inequality µ(τ5)−µ˜(τ5) ≤ 0. This contradicts to the definition
of τ5 and proves the strict inequality (3.5).
Analogously, we can apply the above arguments to prove the monotonicity (3.6) of the
radius function, with only two mild adaptations. First, we do not have to study the
asymptotic behavior as τ ց −∞, since the shooting parameters are already ordered
by 0 < d < d˜. Second, we take an upper bound of |µ˜ − µ| in (3.16), and then apply
the mean value theorem for |ρ˜ − ρ| in the analogous version of (3.17). The proof is
complete.
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The monotonicity result in Lemma 3.1 allows us to calculate the Morse index of vortex
solutions. Indeed, the unstable dimension is related to the rotation of the tangent
vector of the shooting curves; see [19], Lemma 2.4. We can simply quote Lemma 3.3
in [19], since its proof only uses monotonicity and symmetries of the Ginzburg-Landau
equation. We therefore conclude that each time the bifurcation parameter λ crosses
the k-th eigenvalue λk of −∆M restricted to L
2
m(R), the trivial equilibrium u ≡ 0
undergoes a pitchfork bifurcation, yielding the equilibria u±k with k ∈ N as its unstable
dimension.
4 Hyperbolicity: All intersections are transverse
When ∂M is nonempty, hyperbolicity is equivalent to transverse intersections between
the shooting curve Mus∗ from (2.30) and the Robin line L
α1,α2
s∗ from (2.29) that describes
Robin boundary conditions.
In case that the boundary conditions are not of Dirichlet type, that is, α2 6= 0, in order
to describe whether the shooting curve is tangent to the line Lα1,α2s∗ easily, we rotate
the horizontal w-axis to Lα1,α2s∗ by the constant angle
(4.1) θ := arctan
(
−
α1 a(s∗) + α2m
α2
)
.
In other words, we rotate the original polar coordinates (w, p) = (ρ cos(µ),−ρ sin(µ)),
as in (3.1), by defining the new polar coordinates
(4.2) (w˜, p˜) := (ρ cos(µ˜),−ρ sin(µ˜)),
where
(4.3) µ˜ := µ− θ.
It suffices to prove that the shooting curve in the new coordinates (w˜, p˜, s∗) intersects
the w˜-axis transversely.
In case of Dirichlet boundary conditions, that is, α2 = 0, there is no need for introducing
the rotation and thus we simply let θ = 0.
The tangent vector of the shooting curve is given by (w˜d(τ∗), p˜d(τ∗)). Suppose that there
exists a tangent vector parallel to the w˜-axis, that is, p˜d(τ∗) = 0 for some d ∈ (0, dλ).
Then (4.2) implies
(4.4) 0 = −ρd(τ∗) sin(µ˜(τ∗))− ρ(τ∗) cos(µ˜(τ∗))µ˜d(τ∗).
Monotonicity in Lemma 3.1 and uniqueness of ODE initial value problems yield
(4.5) ρd(τ∗) > 0, µ˜d(τ∗) < 0
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for all d ∈ (0, dλ). Since ρ(τ∗) > 0, we see that both sin(µ˜(τ∗) and cos(µ˜(τ∗)) are
nonzero. We divide (4.4) by cos(µ˜(τ∗)), and obtain
(4.6) µ˜(τ∗) = arctan
(
−
ρ(τ∗)µ˜d(τ∗)
ρd(τ∗)
)
.
Since µ˜d(τ∗) and ρd(τ∗) have different signs, as in (4.5), the angle of the shooting curve
satisfies µ˜(τ∗) ∈ (0, π/2). This means that if the tangent vector of a point on the
shooting curve is parallel to the w˜-axis, then such a point lies outside the w˜-axis and
the p˜-axis. Hence, the shooting curve intersects the w˜-axis and the p˜-axis transversely.
When ∂M is empty, note thatMu andMs have different coordinates given by (w, p, s)
and (z, q, s), respectively. We unify those coordinates into a single nomenclature,
namely, we denote the horizontal axis to be either the w-axis for Mu or the z-axis
for Ms. Similarly, we denote the vertical axis to be either the p-axis for Mu or the
q-axis for Ms. The reflectional symmetry (1.4) admits the time reversal symmetry
τ 7→ −τ , which implies that (w(τ), p(τ), s(τ)) is a solution of (2.23) if and only if
(w(−τ),−w(−τ), s∗ − s(−τ)) is a solution of (2.24). Hence the stable shooting mani-
fold Ms of (2.24) is simply a reflection of the unstable shooting manifold Mu of (2.23)
with respect to the vertical axis.
Due to the time reversal symmetry, the intersection points between Mu andMs, which
yield vortex solutions, are on either the horizontal axis or the vertical axis; also see
Lemma 4.3 (iii) in [5]. Hence for hyperbolicity it suffices to prove that both shooting
curves Mus∗/2 and M
s
s∗/2
are not tangent to the horizontal axis and the vertical axis.
Indeed, the time reversal symmetry implies that at each intersection point, Mus∗/2 is
tangent to the axis if and only if Mss∗/2 also does.
w
p
Mus∗
2
Mss∗
2
w
p
Mus∗
2
Mss∗
2
w
p
Mus∗
2
Mss∗
2
Figure 8: From the left to the right, when ∂M is empty, the shooting curves defined by (2.23) and
(2.24) for λ ∈ (λ0, λ1), λ ∈ (λ1, λ2), and λ ∈ (λ2, λ3), respectively.
Consequently, we have reduced the proof to showing that the shooting curve Mus∗/2 is
not tangent to the horizontal axis and the vertical axis. Such a proof follows directly
by the one above, for the case ∂M being nonempty.
Therefore, all nontrivial vortex solutions are hyperbolic. The trivial solution, that is,
when d = 0 and thus ρ ≡ 0, is a tangent intersection point only at the bifurcation
point λ = λk, where λk denotes the k-th eigenvalue of −∆M restricted to L
2
m(R).
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5 Discussion
We discuss two directions of future research regarding our result of hyperbolicity.
First, we assume the reflectional symmetry (1.4) when ∂M is empty. Such a symmetry
implies that the shooting curves are symmetric as shown in Figure 8. Without the
reflectional symmetry the intersection points could lie outside the horizontal axis or
the vertical axis. Hence new ideas are needed to prove hyperbolicity for such surfaces.
Second, we prove hyperbolicity in the subspace L2m(R), only. It is interesting to study
whether vortex solutions are hyperbolic in the extended subspace L2m(C) or even the full
space L2(M,C). For those nonhyperbolic solutions secondary bifurcations might occur.
We may detect such bifurcations from studying symmetry breaking; see [3] and [32].
Note that hyperbolicity is robust under smooth perturbations on the Ginzburg-Landau
equation. Without hyperbolicity, perturbations may break connections of solutions in
the global attractor in Figure 3.
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