We review two approaches for improving the response in longitudinal (birth cohort) studies based on response propensity models: strategies for sample maintenance in longitudinal studies and improving the representativeness of the respondents over time through interventions. Based on estimated response propensities, we examine the effectiveness of different re-issuing strategies using Representativity Indicators (R-indicators). We also combine information from the Receiver Operating Characteristic (ROC) curve with a cost function to determine an optimal cut point for the propensity not to respond in order to target interventions efficiently at cases least likely to respond. We use the first four waves of the UK Millennium Cohort Study to illustrate these methods. Our results suggest that it is worth re-issuing to the field nonresponding cases from previous waves although re-issuing refusals might not be the best use of resources. Adapting the sample to target subgroups for re-issuing from wave to wave will improve the representativeness of response. However, in situations where discrimination between respondents and nonrespondents is not strong, it is doubtful whether specific interventions to reduce nonresponse will be cost effective.
Introduction
A longitudinal study needs to retain sample members over time in order to remain representative of its target population, and also to be sufficiently powered so that inferences about measures of change and their correlates are reliable. Intelligent strategies for sample maintenance are required but they need to be based on the efficient use of limited resources. As Couper and Ofstedal (2009, 184) put it in their discussion of keeping in contact with (i.e., tracking) sample members who change address: ": : : time and resources are not limitless, and even if the proportion of nonlocated units can be minimized it may be costly to do so." There is, as yet, little guidance that managers of longitudinal studies can draw on to enable them to optimally allocate the resources available for sample maintenance to reduce unit nonresponse and attrition. This allocation can be done in two ways: within operations in terms of, for example, different ways of minimising the number of refusals, and between operations such as tracking on the one hand and maintaining cooperation on the other.
Emerging findings from research on adaptive survey designs, that is, targeting different sample maintenance strategies at prespecified subgroups of the relevant sample, are beginning to address this gap in the literature. Lynn (2017) reviews this research, particularly as it relates to longitudinal studies. As he points out, the potential of adaptive designs to reduce nonresponse in longitudinal studies is high, especially after the first wave, because it is then possible to draw on data from Wave 1 (and later waves) to generate response propensity models that discriminate between respondents and nonrespondents and which can be used to determine relevant subgroups for targeting. We also use estimated response propensity models to aid decision making and hence our article is related to previous research on adaptive survey designs. Our approach is, however, somewhat different in that we focus on two general research questions:
i) The effectiveness of strategies that are widely, routinely, and nonselectively adopted by survey managers to try to retain sample members at a subsequent wave with the expectation that these strategies will increase precision and reduce attrition bias, ii) An optimal method of selecting sample members to be the targets of interventions for obtaining a response, for example through refusal conversion.
We refine the first research question by examining the effects on sample representativeness of re-issuing, that is, returning or not returning to the field at waves t þ k (k . 0) cases who did not respond at wave t (t $ 1). Previous research (Calderwood et al. 2016 ) using the same data set (the UK Millennium Cohort Study described in Section 3) has examined the effectiveness of re-issuing refusals at wave t who do not initially cooperate at wave t (within wave re-issuing). The effectiveness of re-issuing at the current wave refusals from a previous wave has not, to our knowledge, been studied. The second research question becomes relevant when survey managers consider that routine strategies such as re-issuing refusals at a later wave do not, on their own, sufficiently reduce sample loss and so they deem that further action is needed. Hence, we consider interventions known (ideally from experimental research) to reduce refusals, initially in terms of how well we can predict which cases will refuse and then on the costs of applying the intervention to prevent refusal. This means that we take account of how well the chosen response propensity model discriminates between respondents and nonrespondents rather than the more usual approach of relying solely on the rank order of these response propensities. Our particular approaches to these two general research questions can be extended to decisions about resource allocation for other aspects of sample maintenance and representativeness in longitudinal studies.
The article proceeds as follows. Approaches for preserving the quality of response in longitudinal surveys in terms of sample maintenance strategies and effectiveness of interventions are reviewed in Section 2. Section 3 describes the longitudinal (cohort) study used in our analysis -the UK Millennium Cohort Study. Section 4 sets out our methods and covers response propensity models and two sets of measures derived from them; one set based on the variability of the predicted probabilities of responding (R-indicators) and the other on Receiver Operating Characteristic (ROC) curves. Results of assessing sample maintenance strategies and the effectiveness of possible interventions are presented in Section 5. The article concludes by discussing the implications of the findings and the challenges they present to some of the assumptions made about how best to conduct longitudinal studies.
Preserving the Quality of Response in Longitudinal Surveys
In this section we review recent literature on sample maintenance strategies and maintaining response rates. Suppose that our longitudinal studies of interest are based on an initial probability sample drawn from a national population, and that best practice is followed to obtain a good sample at the first wave. Thereafter, cases are lost by dint of being untraced, not contacted, or not cooperating. Managers of such studies can choose to assign their limited resources to (a) locating sample members who change address; (b) reducing noncontact conditional on location; (c) increasing cooperation conditional on contact by:
(1) Maintaining regular contact with sample members over time by, for example, using administrative records. As Couper and Ofstedal (2009) Fumagalli et al. (2013) have tested the efficacy of different tracking procedures in the context of long-running household panel surveys. (2) Minimising noncontact by, for example, careful scheduling of call-backs that draws on field intelligence from previous waves. The issues here are similar to those met in cross-sectional surveys (Durrant et al. 2011 ). (3) Maximising cooperation by offering incentives to respondents, by maintaining continuity of interviewers over time, by tailoring between-wave reports to subgroups of the sample, or by providing incentives to interviewers to attain cooperation from cases thought likely by the agency to refuse. In their summary of the evidence about the value of incentives to respondents, Laurie and Lynn (2009) conclude that they do improve response rates but do not necessarily reduce nonresponse bias. Moreover, incentives are expensive and can suffer from the 'deadweight' problem in that they are given to sample members who would have responded without them. Lynn et al. (2014) suggest that interviewer continuity is unlikely to make a substantial difference to response rates and there appears to be little evidence about the extent to which it reduces bias. Fumagalli et al. (2013) tested different ways of reporting back to young and 'busy' respondents in the British Household Panel Survey and found statistically significant but small effects in terms of increased cooperation. Peytchev et al. (2010) randomly allocated cases with an above average propensity not to participate at Waves 4 or 5 of an annual panel survey to interviewers who were either offered or not offered a bonus to secure an interview at the subsequent wave. They found that the monetary incentives offered neither improved response rates nor reduced nonresponse bias for this particular survey. There are, however, other ways in which interviewing resources might be used more efficiently, for example by allocating more experienced interviewers to respondents at greater risk of not cooperating or targeting resources to subgroups that provide the largest contribution to nonresponse bias. (4) Maintaining a good response rate over time by re-issuing to the field at later waves cases that did not respond, for whatever reason, at earlier waves. As Watson and Wooden (2014) explain, this practice varies from study to study with implications for response rates and possibly for bias. (5) Improving response at the current wave by re-issuing (usually to a different interviewer) cases who did not cooperate initially. Calderwood et al. (2016) describe an experiment built into the fourth wave of the UK Millennium Cohort Study where this strategy did improve response rates and also reduced nonresponse bias for some variables. On the other hand, the strategy was expensive as less than a quarter of the re-issued cases were converted into respondents.
We can divide these sample maintenance strategies into two broad categories that correspond to the two general research questions posed in the Introduction: (i) those that are part of the craft and standard practice of managing longitudinal studies such as tracking mobile households and re-issuing refusals and (ii) those that test specific interventions such as offering incentives to interviewers. Strategies within both broad categories should, however, be subject to rigorous assessment of their effectiveness as we illustrate in Section 5.
Raising response rates increases the precision of estimates of the change parameters that are of particular interest to researchers using longitudinal data. If, however, emerging findings from cross-sectional surveys (e.g., Groves 2006 ) are relevant to longitudinal surveys, then resources dedicated to raising response rates will not necessarily lead to a reduction in bias in estimates of change compared with those obtained from a longitudinal sample based on a lower response rate. Thus, ideally, we would like to be able to balance the costs and benefits of achieving a particular response rate at any wave of a study (and its implications for future waves and thus for measures of change) against the costs and benefits of a lower response rate but where this smaller achieved sample more closely mirrors the longitudinal target population leading to lower nonresponse bias for measures of change. Consequently we need:
i. Evidence about the efficacy of different strategies to reduce the different types of nonresponse, in terms of increasing the response rate and reducing nonresponse bias. ii. Information about the actual costs of implementing these strategies. iii. A comparative assessment of the costs of different strategies which, in turn, requires a valuation to be put on the benefits either of a reduction in Mean Square Error (MSE) or separately of increasing precision and reducing bias. This issue has received little attention in the survey literature. Consequently, arguably the best we can do at this stage is to consider the implications for interventions of a range of potential costs and benefits depending on the misclassification errors. In particular, we focus on the ratio of the cost of intervening unnecessarily versus the cost of failing to intervene after allowing for the cost of applying the intervention appropriately.
Millennium Cohort Study
We use data from the UK Millennium Cohort Study (MCS), the population for which is babies born in the UK over a twelve-month period during the years 2000 and 2001, and still alive and living in the UK at age nine months. As practically all mothers of new-born babies in the UK were, at that time, eligible to receive Child Benefit, the Child Benefit register was used as the sampling frame. The Wave 1 sample includes 18,818 babies in 18,552 families living in selected UK electoral wards. The initial response rate at Wave 1 was 72% with response rates by country ranging from 74% in England, 75% in Wales, 76% in Scotland, and 66% in Northern Ireland. Areas with high proportions of Black and Asian families, disadvantaged areas, and the three smaller UK countries are all overrepresented in the sample which is disproportionately stratified and clustered by electoral ward as described in Plewis (2007b) . The standardised design weights vary from 2.0 (England advantaged stratum) to 0.23 (Wales disadvantaged stratum). The first six waves took place when the cohort members were (approximately) nine months, 3, 5, 7, 11, and 14 years old. We focus on Waves 1 to 4 here. Face-to-face interviewing was used, partners were interviewed whenever possible and data were also collected from the cohort members themselves and from their older siblings. We focus on representativity with respect to Wave 1 for assessing strategies to reduce nonresponse. Plewis (2007b, Sect. 11) shows that survey weights that include adjustments for nonresponse based on auxiliary variables from the Child Benefit register are very similar to the design weights at Wave 1. This, along with the relatively high response rates at Wave 1, leads us to expect good representativity of the target population (the population of births in 2000 and 2001) at the first wave of the study and therefore we use (weighted) Wave 1 as a 'proxy' for the target population.
It has been standard practice in MCS to re-issue to the field all eligible cases at wave t, conditional on their being in the observed sample at Wave 1. Cases become ineligible by virtue of emigration or child death. There are some exceptions to this practice: 'hard' refusals (cases that are fundamentally uncooperative) were never re-issued, and the majority of eligible cases that did not respond at both Waves 2 and 3 were not re-issued at Wave 4.
Response Propensity Modelling
We first define response propensity models and then demonstrate their use for addressing our research questions as presented in the Introduction. The predicted probabilities of responding (and their complements) generated by the models can be used in a number of ways. For example, their standard deviations can be used to construct quality indicators, R-indicators, as shown by Schouten et al. (2009) and elaborated in Subsection 4.1. In addition, they can be used to assess the accuracy of discrimination between, or prediction of responding and not responding using ROC curves and logit rank plots as discussed in a survey context by Plewis et al. (2012) . The ROC approach is extended in Subsection 4.2 to examine the most efficient way of targeting interventions.
There are many instances in the literature of studies that have modelled the predictors of nonresponse in longitudinal surveys mostly to generate nonresponse weights: for example, Behr et al. (2005) ; Hawkes and Plewis (2006) ; Watson and Wooden (2009) and, for MCS, Plewis (2007a) , and Plewis et al. (2008) . A defining characteristic of these response propensity models is that a binary or categorical outcome of the data collection processfor example, response vs. nonresponse -is linked to a set of explanatory variables, using either a logit or probit link (or their multivariate equivalents). A simple example is:
where r i ¼ Eðr i Þ is the probability of responding for unit i (i ¼ 1, : : : ,n); r i ¼ 0 for nonresponse and 1 for response, and x k are explanatory variables (x 0 ¼ 1). ML estimates of b k (¼ b k ) are easily obtained, leading to predicted probabilities or propensities of respondingr i wherer
There are different ways of specifying models such as (1) both in terms of which explanatory variables to include and exactly how the response indicator r should be defined. Hence, it will be important to establish whether conclusions are robust to choice of model.
With respect to the UK Millennium Cohort Study (MCS), we consider three models that are used to predict response behaviour in MCS after Wave 1 and which are increasingly complex in terms of their explanatory variables. The specification of the first model is essentially the one used in Plewis (2007a) ; the explanatory (or auxiliary) variables are all measures obtained at Wave 1 of MCS and are listed in Appendix 2. The second model includes an additional variable that became available from survey managers after Wave 1 and is described in Plewis et al. (2008) : whether the main respondent changed address between Waves 1 and 2 and the interactions of this variable with tenure and type of accommodation. The estimates from the first two models allow for the sample design in terms of its disproportionate stratification and clustering using the procedure 'Proc Survey Logistic' in SAS (SAS Institute Inc. 2011). This procedure uses the usual iterative algorithm to compute ML estimates of the regression coefficients for a logistic regression model, but the variance estimation is based on a Taylor expansion approximation under the sample design information. For example, under stratified sample designs, variances are calculated within each stratum separately and then pooled to obtain the overall variance estimates. We show the parameter estimates, standard errors and p-values for Model 2 in Appendix 2 for Wave 2 along with the goodness of fit.
The third model explicitly includes aspects of the sample design: the nine strata and their interaction with the change of address variable as fixed effects, and the primary sampling units which are introduced into the model as a random effect (i.e., a random intercept) so that we have a two level model (main respondents within electoral wards). The third model is:
where:
r ij is the probability of responding for respondent i (i ¼ 1, : : : ,n j ) in cluster (i.e., electoral ward) j ( j ¼ 1, : : : ,J); x kij are the individual level explanatory variables; z pj are cluster level dummy variables defining the nine strata; u j are normally distributed random effects at level two with mean zero, representing residual variability between clusters.
This model, which is essentially the same as that used in a related context by Durrant and Steele (2009) , was estimated using Markov chain Monte Carlo (MCMC) methods available in the MLwiN software (Rasbash et al. 2009; Browne 2009 ), based on 40,000 iterations following a burn-in of 5,000, with noninformative priors throughout. This number of iterations is only half the number used by Durrant and Steele (2009) but, as a result of using orthogonal parameterisation and parameter expansion as described by Browne et al. (2009) , convergence was good.
The predicted valuesr ij from Equation (3) include the Bayes estimatesû j -the means of the 40,000 MCMC iterations -estimating the deviation from expectation of the proportion of response for each cluster. Hence:
where b k and c p are estimates of b k and g p respectively.
Skinner and D'Arrigo (2011) caution against using the multilevel approach if nonresponse is cluster-specific nonignorable (i.e., where nonresponse depends on unobserved cluster random effects that are correlated with survey variables of interest) as it can lead to bias in weighted estimates. They suggest using conditional logistic regression, conditioning on the number of nonrespondents in each cluster. However, their simulations show that biases are small when clusters are as large as they are here (mean cluster size ¼ 46) and their approach suffers from the disadvantage of excluding from the analysis those clusters with either zero or 100% response. There were 14 out of 398 clusters with 100% response at Wave 1 in the MCS data, accounting for 322 cases.
Representativity Indicators
We can gauge the effectiveness of widely used strategies for maintaining longitudinal samples over time and the targeting of specific subgroups by using the quality indicators developed by Schouten et al. (2009); Schouten et al. (2011) , known as R-indicators and set out in detail below. These measure the extent to which a survey is representative of the population under investigation, that is, they are measures of the degree to which respondents and nonrespondents in a survey differ from each other, both overall and in terms of variables of particular interest.
Up to now, all the published applications of R-indicators have been to cross-sectional surveys as one means of assessing the potential bias-reducing value of additional callbacks and other strategies to ensure a representative sample, and where the response propensities are estimated from a model that uses auxiliary variables from the sample design and from population registers and other administrative sources. Schouten and Shlomo (2017) discuss how to choose strata based on partial R-indicators where more or less attention is required in the data collection according to a fixed budget for repeated cross-sectional surveys.
Our intention here is to exploit the more detailed information available from the first wave of a longitudinal design firstly to assess the representativeness of later waves in terms of the Wave 1 sample, and then to assess the different sample maintenance strategies and targeting of nonrespondents in terms of their potential to reduce bias in estimates of interest. Our expectation is that this information will help survey managers to make rational decisions about how to allocate limited resources. We return to this argument in the next section.
The Representativity indicators (R-indicators) are based on the variability in the response propensities for a set of sample units s drawn from a population U. The Rindicator is estimated by:R
and N may be replaced by P s d i if it is unknown. If there is no variation in the response propensities, implying that the propensity to respond for each case is equal to the overall response rate r^U, thenR r ¼ 1 and the sample is deemed to be representative of the population from which it was selected, subject to the important caveat that this is conditional on the fitted response propensity model.R r < 0 whenŜ r attains its theoretical maximum of 0.5 and there is maximum variability in the response propensities. Shlomo et al. (2012) show thatR r is biased but the bias is small for large samples. They also show how to derive standard errors forR r under simple random sampling. Appendix 1 shows how standard errors can be estimated under complex survey designs. Schouten et al. (2011) propose unconditional and conditional partial R-indicators as a means of better understanding representativeness for categorical variables of interest and for the actual categories of those variables. Unconditional partial R-indicators (R p(u) ) for a variable Z having categories k ¼ 1; 2; : : : ; K show how representativeness varies across this variable and thus provides an indication of where the sample is particularly deficient (or satisfactory). Conditional on the response propensity model, the variable level unconditional partial R-indicator is estimated as the between variance:
r^k is the average of the response propensity in category k:
. At the category level Z ¼ k, the unconditional partial indicator is estimated as:
The unconditional partial indicatorR rðuÞ;k can be positive (denoting over-representation) or negative (denoting under-representation).
Conditional partial R-indicators measure the remaining variance due to variable Z within subgroups formed by all other remaining variables, denoted by X 2 . In other words, the conditional partial indicators tell us whether and how a variable Z and its categories contribute to the explanation of response conditional on the other variables in the model.
In the application based on MCS (Section 5), the design weights represent the disproportionate sampling within strata. Therefore, in the calculation of the formula for the R-indicator in (5) and partial R-indicators in (6) and (7) and dropping the notation for the strata, we replace the population size N with the sample size n andN k is replaced bŷ
The different R-indicators described here can be used as a guide for allocating resources to one kind of sample maintenance activity rather than to another, and for directing resources to obtain response for sample units with particular characteristics. They do not, however, take directly into account the costs of different strategies and interventions, or of the chances of identifying future nonrespondents. This will be addressed in the next section.
Receiver Operating Characteristic (ROC) Curves
If we want to go beyond routine strategies for sample maintenance and actually intervene to prevent nonresponse, we again want to target our resources in the most efficient way. One way of doing this is by intervening so that everyone with a nonresponse propensity above a threshold is eligible to receive the intervention and nobody with a nonresponse propensity below the threshold receives it. We can determine this threshold by drawing on ROC curves and their associated statistics. Plewis et al. (2012) show how ROC curves can be used to discriminate between, or to predict whether cases are more likely to be respondents or nonrespondents. In brief, let 'þ' and ' -' denote predictions of nonresponse and response respectively and define c as any threshold (cut point value). Then: 'þ' is defined by ð1 2r i Þ . c wherer i is the predicted probability of responding from (2) or (4) and '-' is defined by ð1 2r i Þ # c.
The ROC is the plot of P(þj r ¼ 0) against P(þj r ¼ 1) where r is the binary response indicator defined earlier, that is, the True Positive Fraction (TPF) against the False Positive Fraction (FPF) for all thresholds (cut point values) c. The slope of the ROC for any c is just
The area enclosed by the ROC curve and the horizontal axis, known as the AUC (area under the curve), is of particular interest and this can vary from 1 (when the model for predicting response perfectly discriminates between respondents and nonrespondents) down to 0.5, the area below the diagonal (when there is no discrimination between the two categories). The AUC can be interpreted as the probability of assigning a pair of cases, one respondent and one nonrespondent, to their correct categories, bearing in mind that guessing would correspond to a probability of 0.5. A linear transformation of AUC (¼ 2*AUC -1), often referred to as a Gini coefficient, is commonly used as a more natural measure than AUC because it varies from 0 to 1. See Krzanowski and Hand (2009) for a detailed discussion of how to estimate ROC curves and measures derived from them.
One way of determining the optimum threshold (cut point value) is to minimise a cost function such as the one set out by Pepe (2003, 32) for the overall cost of nonresponse per case (TC):
The first cost term (i.e., C þ r¼0 ) on the right-hand side of (8) is the actual cost of intervening when an intervention is indicated, that is, the predicted probability of nonresponse is above the chosen threshold (cut point value) c and when the case would indeed have been a nonrespondent (r ¼ 0). The second and third cost terms are misclassification costs arising from (i) failing to intervene when the case would have been a nonrespondent and so the cost comes from a valuation of the increase in bias and loss of precision that this entails and (ii) intervening unnecessarily when the case would have responded; ð1 2 r^sÞ is the prevalence of nonresponse as defined previously. An optimum cut point on the response propensity scale can be determined from TC by minimising TC with respect to the cut point. This implies (Pepe 2003, 72 ) that the slope of the ROC curve at the optimum cut point is:
where O is the odds of being a respondent (and therefore O is usually greater than one) and
Here, F is the ratio of the actual cost of intervening when there would have been a response without the intervention (the false positives) to the cost of failing to intervene for a nonrespondent (the false negatives) minus the assumed to be smaller actual cost of intervening when the prediction to be a nonrespondent is correct (the true positives). Alternative optima appear in the literature. For example, Krzanowski and Hand (2009, 24) focus solely on the costs of misclassification and so F in (9) 
with O remaining unchanged. We return to these issues in the context of our example in Section 5 where we also show how determining an optimum cut point can then be used to assess the potential effect of an intervention on R-indicators.
Ideally, any decisions about how to intervene prior to wave t would be based on a response propensity model for that wave but, of course, the required information on the observed response category is not available until after wave t. Consequently, we have to base our decisions on a model for the outcome at wave t 2 1 and then make the strong but not unreasonable assumption that the accuracy of this model is not substantially diminished at wave t, that the propensities to refuse are strongly associated across the two waves and that the prevalence of refusing is similar across the two waves.
Results from the MCS
We present in this section results from the MCS based on the proposed methods in Section 4 using R-indicators and ROC curves for assessing representativity of re-issuing strategies and interventions for targeting nonrespondents.
Representativeness in Re-Issuing Strategies
R-indicators are used here to provide evidence about the utility of different re-issuing strategies after Wave 1. In particular, we compare the strategies that were used by MCS survey managers with a set of alternative re-issuing strategies that might plausibly be adopted in the future by those managers or by managers of other longitudinal studies. The strategies are labelled (i) S (for standard practice) so S2, S3, and S4 refer to the standard practices applied at Waves 2, 3, and 4 in MCS; (ii) P, the hypothetical strategy of only re-issuing to the field productive cases (i.e., cases who provided some but not necessarily complete data) from previous waves so P3.2 refers to a strategy of only re-issuing at Wave 3 cases that were productive at Wave 2, P4.23 refers to only re-issuing at Wave 4 cases that were productive at Waves 2 and 3, P4.3 to only re-issuing at Wave 4 cases that were productive at Wave 3 (including some that were not productive at Wave 2); (iii) C (for cooperation), the hypothetical strategy of not re-issuing refusals from previous waves so C3.2 refers to a strategy of not re-issuing at Wave 3 refusals from Wave 2, C4.23 refers to not re-issuing at Wave 4 refusals from Waves 2 and 3, C4.3 to not re-issuing refusals just from Wave 3.
As the estimates of representativeness based on the R-indicators were similar for all strategies under the three response propensity models presented in Section 4, we show results just for Model 2 here. Results for other models are available on request. Note that we do use all three models when discussing targeting interventions, as explained in Subsection 5.2. For this model, the calculation of the response propensities, the R-indicator and their standard errors all take into account the complex survey design of the MCS with respect to clustering, survey weights and stratification (see Appendix 1). We also test the significance of the difference between R-indicators of strategies within relevant waves as follows: P3.2 and C3.2 compared with standard practice S3 in Wave 3; P4.23, P4.3, C4.23, and C4.3 compared with standard practice S4 in Wave 4. In order to test for significant differences in the R-indicators of strategies that differ from the standard practice, we estimate the standard error of the difference between R-indicators using 1,000 bootstrap samples with replacement. In each bootstrap sample, we re-estimate the response propensity models for the standard practice and the strategy of interest without taking into account the complex survey design. We calculate the R-indicator for the standard practice and the R-indicator for the strategy of interest and obtain the bootstrap variance of the difference between the R-indicators. This variance is then adjusted to account for the complex survey design based on the original sample. Table 1 presents the R-indicators and their 95% confidence intervals for standard practices S2, S3, and S4. In addition, we provide the R-indicators and their confidence intervals for the re-issuing strategies as well as the difference between these strategies from the standard practice using the bootstrap standard errors. The number of cases that would have been lost and their percentage of the actual productive sample at each wave as a result of the different re-issuing strategies, all other things being equal, are also shown in this table.
From Table 1 , we see that, with respect to Wave 1, the representativity for the standard re-issuing practice in Waves 2 and 3 was very similar but there was a marked decline at Wave 4. For those rows labelled P, we see that representativeness falls if only productive cases from previous waves are re-issued and the R-indicators are all significantly lower than for the standard practice in each wave. The R-indicator for P4.3 (re-issuing to Wave 4 productive cases at Wave 3) is significantly higher than the R-indicator for P4.23 ( p , 0.001) (re-issuing to Wave 4 productive cases at both Waves 2 and 3) and is closer to the R-indicator of the standard practice S4.
Comparing C3.2 to S3 suggests that representativeness is less compromised if only refusals (rather than all unproductive cases) from previous waves are not re-issued since the R-indicator is more similar to standard practice although still significantly lower. Comparing the strategies of cases that refused just at Wave 3 not being re-issued at Wave 4 (C4.3) to Table 1 . R-indicators (with 95% confidence intervals (CI)) for standard practice and different re-issuing strategies and number of cases lost with the percentage of actual productive sample at each wave. 3. Sample sizes after omitting ineligibles (see Section 3): 18,143 (W2), 17,990 (W3), and 17,819 (W4). The size of the productive sample at Wave 1 is 18,552 but a few cases were omitted from the response propensity models because of item nonresponse at Wave 1.
those that refused at Waves 2 and 3 (C4.23), we see a slight and significant increase in representativeness for C4.3 ( p , 0.001) and this strategy has similar representativeness compared to the standard practice in S4 with a nonsignificant difference between the R-indicators. In addition, strategy C4.3 has the lowest number of dropped cases. Tables 2 and 3 give estimates of variable-level unconditional partial R-indicators for two categorical variables that are associated with many of the variables of interest in studies that use MCS: the main respondent's highest educational qualification and ethnic group. Here the higher the partial R-indicator, the more it is contributing to the lack of representative response. From Tables 2 and 3 , the unconditional variable level partial R-indicators for the two variables across the re-issuing strategies are all significantly different from zero. Thus, the distributions of highest educational qualifications and, to a lesser extent, ethnic group are less representative at Waves 2, 3, and 4 under the standard practice (S2, S3, and S4) when compared with Wave 1. Conditional variable level partial R-indicators (not presented here) are all significantly different from zero showing that the lack of representativity remains even after conditioning on other variables. Similar to Table 1, Tables 2 and 3 also present the confidence interval of the difference in the variable level partial R-indicators based on the bootstrap samples comparing a re-issuing strategy to its standard practice in the respective wave. For the unconditional variable level partial R-indicators, all re-issuing strategies are significantly lower compared to the standard practice in each wave and that only issuing productive cases from Waves 2 and 3 at Wave 4 (P4.23 in Tables 2  and 3 ) leads to the poorest representation for both variables.
Other variables with high variable level partial R-indicators are banded family income, family status and housing tenure. Out of these variables, the estimates for individual categories (not presented here) indicate over-representation of those with higher rather than lower or no qualifications, are of white British compared with minority ethnic groups, owned their accommodation, family status of two parents and higher income levels.
We can use the information from the categorical partial R-indicator estimates (not presented here) to reassess the re-issuing strategy and targeting of the nonrespondents. For example, considering the re-issuing strategy at Wave 3, we might decide not to re-issue the cases that were unproductive at Wave 2 (row P3.2) only if they belonged to the majority ethnic group or had some educational qualifications. The estimate of the R-indicator then increases from 0.715 (0.694-0.735) to 0.743 (0.724-0.761) for Model 2 with 510 cases lost and so the strategy is closer in effectiveness to the strategy of not re-issuing at Wave 3 refusals from Wave 2 (i.e., C3.2).
Similarly, looking at the re-issuing strategy at Wave 4, we might decide not to re-issue the cases that were unproductive at earlier waves (row P4.23) only if they belonged to the majority ethnic group or had some educational qualifications. The estimate of the R-indicator then increases from 0.666 (0.644 -0.687) to 0.689 (0.669 -0.709) with 481 cases lost and so the strategy is closer in effectiveness to re-issuing all productive cases from Wave 3 (i.e., P4.3). Table 4 shows how discrimination between respondents and all nonrespondents, as measured by the Gini coefficient, varies by model and wave. We present estimates for all Table 4 . Gini estimates (with 95% confidence intervals (CI)) by model and wave. three models in this section as the differences between them are more marked than they were for the R-indicators of the previous section. In all cases, the AUC were estimated assuming a bi-normal model (Pepe 2003) , and the Gini coefficients and their standard errors were derived from these estimates. We see that discrimination at Waves 2 and 4 is improved when considering the sample design as a random effect (Model 3) and is generally only slightly reduced at Waves 3 and 4 compared with Wave 2, even though the models are based on Wave 1 variables and so do not allow for changes in these variables between waves. We now consider how we might target interventions designed to prevent refusals at wave t, conditional on being in the Wave 1 sample. Our interest is in directing interventions known from previous research to have an effect on converting refusals into productive cases (incentives for example), that is, targeting cases most likely to benefit from an intervention in terms of their estimated propensities not to respond. Here we focus on Wave 3 when some data was obtained from 80% of the eligible Wave 1 sample and refusals were nearly twice as common as other kinds of unproductive cases. We also consider how robust the targeting is to misclassification of the outcome variable and to changes in the response propensity model. We consider misclassification by defining refusal in two ways: (i) as recorded by the interviewer and (ii) by including those cases (n ¼ 166) that were noncontacts at Wave 2 and refusals at Wave 3 as noncontact can sometimes be a hidden refusal (Blom 2014) .
Use of ROC in Determining Interventions
We are also able to improve the discrimination from Model 2 by including an assessment of the neighbourhood by interviewers at the times they called at sample households at Wave 2. This variable, which can be thought of as paradata in Kreuter et al.'s (2010) terms, was not available for the 'not located' group (and so could not be used in Subsection 5.1). It is described in more detail in Appendix 3. Now our dependent variable is 0 for refusal and 1 for productive, with all other nonrespondents omitted from the models (leading to a reduction in sample sizes compared with Table 4 ). Table 5 presents the relevant Gini estimates and shows that discrimination between refusals and productives now improves across the three models but is somewhat lower for Model 3 for the more encompassing definition of refusal.
We now turn to estimating the optimum thresholds (cut points) that take account of prevalence and costs as set out in Subsection 4.2. The estimates of the odds ratio O from Equation (9) for the type of refusal defined in (i) above are 8.6 (Model 1) and 10.5 (Models 2 and 3). We consider a range of plausible values of the cost ratio F: 0.33, 0.8, and 1.5. The values of F , 1 imply that the cost of intervening unnecessarily is less than the cost of failing to intervene after allowing for the cost of applying the intervention appropriately. 
Plewis and Shlomo: Response Propensities and Quality of Response
This is due to the expectation that it will be more costly to lose cases which may have an impact on nonresponse bias. It is not, in fact, possible to estimate a cut point threshold with any confidence when F ¼ 1.5, nor when F ¼ 0.8 for Models 1 and 2 because they are in the extreme tails of the two distributions. For F ¼ 0.33, the optimum cut point values of ð1 2rÞ (the estimated probability of not responding) for the three models are 0.28, 0.32, and 0.23; for F ¼ 0.8 for Model 3, the cut point value for ð1 2rÞ is 0.46. Thus, the chosen intervention would be targeted at those cases with a propensity not to respond at least as large as these estimates. Note that optimal values were obtained after applying Box-Cox transformations (Box and Cox 1964) to the conditional distributions required to estimate the slope of the ROC. Table 6 shows how the optimum sizes of the intervention groups vary by model and, for Model 3, by cost ratio. We see that these sizes are sensitive to model specification and choice of F, ranging from 802 (F ¼ 0.33, Model 3) down to 82 (F ¼ 0.8, Model 3). Table 6 also shows what proportions of the intervention groups actually refused at Wave 2 (remember that the model for decisions at Wave 3 is, perforce, based on Wave 2 data) and the response outcome for these groups at Wave 3. The final row shows how much larger the sample at Wave 3 would have been if the intervention to convert refusals had a 100% success rate. In practice, of course, the success rate will be much lower.
Similar results to those shown in Table 6 are obtained when the more inclusive definition of refusal (i.e., (ii) above) is used.
Focussing on Model 2 when F ¼ 0.33, we can see what the effect on the R-indicator would have been if all the refusals (n ¼ 73) had been converted into respondents. We find an increase from 0.771 (0.752 -0.789) when no refusals are re-issued (see Table 1 row C3.2) to 0.809 (0.793 -0.826) so that representativity would significantly improve if the intervention had a 100% success rate. The results in Table 6 for Model 3 when F ¼ 0.33 suggest that this improvement might be even more substantial.
Impact on Nonresponse Bias of Banded Income
A key question is whether we can reduce nonresponse bias by adapting the re-issuing strategy to ensure a more representative set of respondents. To assess the impact on nonresponse bias, we examine a key variable -banded income measured as a six-category variable with category 1 being the lowest income and category 6 being the highest income (but treated as continuous here). We use the banded income as measured at Wave 1 for this comparison. Table 7 presents the unweighted mean income variable at Wave 1 (ignoring 2) ; re-issuing strategy based on the intervention shown in Table 6 for Model 2 with F ¼ 0.33 and assuming a 100% success rate of refusal conversion. From Table 7 , we see a difference in the mean income as measured in Wave 1 when comparing the standard re-issuing strategy of Wave 3 (S3). Those cases in lower income categories are more likely to drop out of the survey by Wave 3. Comparing the other reissuing strategies at Wave 3 with Wave 1, the P3.2 strategy shows the largest nonresponse bias and C3.2 following interventions shows the least nonresponse bias for the Total and 'White British'. However, we see a significant reduction in nonresponse bias for the 'Other' ethnic groups under the targeting strategy of P3.2 where the non-whites were specifically targeted. Further refinement of strata for targeting response can lead to higher gains when the target variables of interest are correlated with the explanatory variables of the response propensity models.
Conclusions
We return to the two general questions posed in the Introduction, now with the benefit of some evidence. We have seen how survey managers might assess the effectiveness of their sample maintenance strategies by drawing on R-indicators. These provide both an overall assessment, and assessments for particular variables, of the extent to which longitudinal samples maintain representativeness over time. Individual researchers might reasonably argue that they are more interested in information about how bias and precision for particular estimates of change vary according to the strategies adopted, an approach taken by Pudney and Watson (2013) . But managers have to balance the competing demands of different research teams and, for them, an overall indicator of representativeness is potentially valuable.
The results in the previous section are, of course, only illustrative, restricted as they are to just one birth cohort study conducted in a particular way, and where waves are more irregularly spaced and less frequent than they usually are in household panel surveys, for example. They need to be replicated on other surveys. Nevertheless, they do provide some pointers about the utility of different sample maintenance strategies and the targeting of sample units. The evidence does support the strategy of re-issuing to the field nonresponding (i.e., unproductive) cases at later waves. However, the gains in terms of representativeness from re-issuing refusals are smaller than for re-issuing all unproductive cases with the implication that more is to be gained from re-issuing cases that were not located or not contacted (with the majority falling into the not located group) than re-issuing refusals, bearing in mind that many of the re-issued refusals continue to refuse at subsequent waves. There is some evidence that targeting sample units for response according to partial R-indicators may reduce nonresponse bias when explanatory variables are associated with the target variables. These conclusions appear to be robust to changes in the specification of the response propensity model. One caveat should be attached to the findings that are based on the R-indicators: it does not necessarily follow that strategies that maintain representativeness at later waves of a longitudinal study compared with Wave 1 also maintain representativeness with respect to the target population.
The ROC method can help managers to decide whether a particular (i.e., non-routine) intervention to reduce nonresponse is likely to be cost-effective. The main point to emerge from the ROC analyses of the MCS data is to question the value of implementing specific intervention strategies of the kind discussed in Section 2 to reduce nonresponse in longitudinal studies. There are a number of reasons for being doubtful. The predictive accuracy of response propensity models based on variables measured at Wave 1 is not high and hence they do not clearly discriminate between productive and different kinds of unproductive cases leading to higher misclassification costs. This means that the ROC curves are relatively shallow, although less shallow than they would be if based just on auxiliary data from the sample frame. Given that the prevalence of types of nonresponse at any single wave is usually relatively low (and so O in Equation (9) is high), we require the cost ratio F to be small in order to be able to estimate the slope of the ROC curve with some precision. To suppose that the net cost of failing to intervene to prevent a case of nonresponse is three times the cost of intervening unnecessarily (i.e., F ¼ 0.33) is arguably too extreme and the value of 0.8 is perhaps more realistic. Clearly, however, this will depend on the nature of the intervention with those involving incentives carrying a greater deadweight. It might only be cost-effective to have an intervention to prevent refusal directed at a very small group. Moreover, this conclusion is predicated on two further assumptions: that any decision to intervene at wave t can be reliably based on a response propensity model generated for the response outcome at wave t 2 1, and that we have available to us interventions that have been established to be highly effective at reducing different kinds of nonresponse. The results in Table 1 suggest that the first of these assumptions is not unreasonable but the second assumption is a very strong one and not generally supported by the literature.
The conclusions about intervening are dependent on the chosen cost function. This assumes that costs for any two subjects are independent. This might not hold for clustered designs when, for example, the actual cost of intervening for cases in the same cluster might be less than for cases in a different cluster. Also, it would be worth investigating alternatives to the 'all or nothing' policy considered here such as taking a majority of cases with a propensity not to respond above the threshold and a minority from cases with a lower propensity not to respond. This could be justified by the fact that the propensities are estimated and are subject to sampling and specification error. Other decision rules, not based on ROC curves, are also possible. For example, Schouten and Shlomo (2017) target sample units by grouping them in strata based on partial Rindicators and selecting strata for follow-up according to a given threshold depending on costs. Alberman and Goldstein (1970) suggest maximising a utility function that is based on the number of poor outcomes that are prevented subject to the constraint that the available resources are fixed.
This article has indicated how to use response propensity models in a way that can help survey managers to determine the optimal allocation of resources for sample maintenance within longitudinal studies. There are, however, a number of outstanding questions such as how to decide between competing maintenance strategies as well as broader questions such as the utility of sacrificing some cases in order to, for example, collect more information from each case. These kinds of decisions require managers not only to have accurate cost data but also indications from users of the benefits of different allocations. We do not pretend to have shown how to allocate scarce resources to the different aspects of longitudinal studies. Clearly more research is needed based on a range of longitudinal designs and data collection methods. We do, however, believe that the methods set out here offer a way forward.
Appendix 1
Calculating the Variance of the R-indicator Under Complex Survey Designs Shlomo et al. (2012) show that the variance of the R-indicator comes from considering the sum of two components:
where the subscriptb denotes the distribution induced byb , Nðb; SÞ and S takes into account the complex survey design using the sandwich estimator of Binder (1983) 
where f h is the sample fraction in stratum h, u hj: ¼ P m hj i¼1 d hji u hji and u h:: ¼ P n h j¼1 u hj: =n h . The second term of (A1) is calculated as described in Shlomo et al. (2012) but we replace the covariance term shown for the case of simple random sampling with the sandwich estimator.
To obtain the estimated variance of the unconditional partial R-indicator at the variable level Z as shown in Tables 2 and 3 B ðrjZÞ is the variance of the estimated response propensities when the stratification is on variable Z only. Therefore, we use the calculation of the variance of the R-indicator under complex survey designs as described above where the response propensities are modelled under a logistic regression having a single auxiliary variable Z.
Recall that in the application in Section 4 based on the Millennium Cohort Study, the design weights are calculated relative to the sample in Wave 1 and therefore, the Plewis and Shlomo: Response Propensities and Quality of Response how many times they visited the property and so there was no evidence that interviewers' perceptions changed according to the time of day or day of the week that they were in the area. Consequently, the data used here come from the first visit to each household.
The scoring for the summary score is shown in Table A3 .1. The summary score can vary from zero (positive assessment) to 20 (very negative assessment) (with questions 3 and 4 scored together) but very few scores over 10 were obtained as shown in Table A3 .2.
