Data quality is critical to a successful data envelopment analysis (DEA) study. Outlier detection not only identifies suspicious data points and thus prevents the drawing of erroneous conclusions, but also can lead to the discovery of unexpected knowledge. This study develops a unified model to identify outliers in DEA studies by examining how they effect on the boundaries of a data set. The proposed model is mostly consistent with primary efficient influential data detection studies. It is also able to detect inefficient outliers, which is yet unsolved, based on the ground of DEA assumptions.
Introduction
Data quality is an important issue in empirical studies. Many applications require extreme observation detection schemes to ensure the correctness of the analysis results. Each record is typically a high-dimensional vector that represents various inputs and outputs, and this characteristic makes the problem more complex and difficult to solve.
An outlier (or a set of outliers) of a data set is defined, by Barnett and Lewis (1984) , to be "an observation (or a set of observations) which appears to be inconsistent with the remainder of that set of data". Some outliers are the results of measuring or recording errors and should be eliminated from the data set. On the other hand, they can be observations associated with low probabilities of occurrence. Besides being the noises, some are the results of unusual characteristics, including factors related to the external environment or uncontrollable factors.
The associated observations thus differ greatly from the rest of the data set. In such cases, outliers may represent unexpected knowledge to be gained from the data set.
Outliers may affect some characteristics of the entire date set, such as sample means and regression lines. Influential data identification is particularly attractive in the context of nonparametric efficiency analysis. Data envelopment analysis (DEA), introduced by Charnes et al. in 1978 , is a deterministic nonparametric technique for evaluating the efficiency of an organization, or, in general, a decision-making unit (DMU) relative to a set of similar DMUs.
DEA efficiency scores are very sensitive to the presence of outliers due to its concepts of considering extremely superior performance (Sexton et al., 1986) .
There are some influential observation detection studies in nonparametric efficiency analyses. In a study of the developmentally disabled, Wilson (1994, 1995) address the presence of outliers and propose a procedure for detecting them. Wilson (1995) formally defines a descriptive statistic to measure the influence of a particular DMU. Based on a well-known "leave-one-out" idea, his method answers the question, "how will other DMUs be affected when a particular DMU is removed from the peer group?" The measure of influence is based on the change in the super efficiency scores as defined by Andersen and Petersen (1993) . He argues that super efficiency can reveal more information such as how the frontier shape is supported. Given the influence measurements caused by a particular DMU, summary statistics, such as the number of DMUs that are affected or the average magnitude of the influence, are used to rank data regarding the impact. Pastor et al. (1999) , unlike Wilson (1995) , adopt regular DEA efficiency scores to perform a "leave-one-out" analysis and define the percentage change in the scores as measurements of influence. Similar idea is proposed by Jahanshahloo et al. (2004) with different concept -a half-line in input-output space -to provide measures of influence. Pastor et al. (1999) further propose a sign-test approach to examine influential observations. Given a predetermined significance level (such as a 10% difference) of the "leave-one-out" effect and the proportion of affected DMUs, this approach estimates the proportion of DMUs that have an effect whose magnitude exceeds the predetermined level. This estimation is adopted to test the hypothesis regarding a predefined proportion. The approach has been extended (Ruiz and Sirvent, 2001) to non-radial cases.
Sampaio de Sousa and Stosic (2005) study a large sample with 4796 DMUs, and combine Bootstrap and Jackknife resampling techniques to detect outliers to resolve intensive computation. They also use the standard deviation of changes in the score as a summary statistic of the influence of an outlier candidate. Cazals et al.(2002) develop a robust nonparametric frontier estimator using the expected minimum input function (expected maximal output function for output models). Simar (2003) further developes this estimator as a statistical-test procedure for detecting outliers.
The DMUs in the peer group should be similar enough for reasonable comparison results. Accordingly, DMUs that are very dissimilar to others or the largest peer group with acceptable similarity must be identified. Rather than checking efficiency scores, Wilson (1993) extends Andrews and Pregibon's (1978) statistics to suggest some outlier detection methods by looking directly at inputs and outputs. Fox et al. (2004) measured the dissimilarity between two vectors to rank outliers. Their approach can also classify an extreme observation into "scale" and/or "mix" categories. From the perspective that a very inefficient DMU may have a score that is dissimilar to those of other DMUs, Johnson and McGinnis (2005) identify inefficient outliers using an inefficient frontier approach.
This study proposes a unified model for detecting outliers by examining their effect on the boundaries of the convex hull constructed from a data set. In particular, this work discusses only focuses on the ranking of outliers but not on any other decisions, such as whether or not to remove them from the data set. This approach has numerous advantages. First, efficient outliers that influence the efficient frontier must be identified. The approach is mostly consistent with the efficient frontier approaches, and therefore can detect outliers that affect efficiency scores. Second, inefficient outliers must be detected owing to their ability to distort the summary statistics of efficiency scores and such further analyses as two-stage analysis and\or discriminant analysis. Third, whether a group contains data that are very similar must be determined, even though the individual score cannot significantly change the summary analysis. This method can be adopted to define a peer group with high similarity by eliminating some suspicious data points. Fourth, the proposed model, based on DEA theory without any additional assumptions, applies to both efficient and inefficient cases.
The following section proposes new influence statistics to measure the effect of an outlier or a set of outliers. Case studies are presented to demonstrate the proposed method.
Measures of influence
This section introduces notions related to DEA, and then presents new measures of influence.
Rather than checking efficiency scores, the new measures examine the shape of the convex hull constructed from the data set. This idea is not only mostly consistent with concepts that underlie the detection of efficient outliers but also sufficiently general to detect inefficient outliers.
Consider an input set I and an output set J. Denote The production possibility set (PPS), T, is defined as: ≡ T {(x,y): y can be produced by x}. Shephard (1970) , the empirical production possibility set (EPPS), described by Ray and Mukherjee (1996) , is "an inner approximation to the true production possibility set" and "is the free disposal convex hull of the observed points". The EPPS can then be expressed as a set of linear inequalities in |S| nonnegative variables and denoted as: 
, the distance functions can also be interpreted as the technical efficiency measures (Debreu, 1951; Farrell, 1957) 1 , which estimate the relative efficiency for a particular DMU k ∈ S comparing against all DMUs in S. This leads to one of the well-known DEA models proposed by Banker et al. in 1984 :
New measures of influence of outliers
Influential measures, defined in earlier studies, refer to only outliers that affect the frontier.
Relevant methods cannot be applied to inefficient cases. Additionally, based on the DEA fundamental assumption of free disposability, inefficient DMUs are not flagged as outliers, regardless of how poorly they perform. The convex hull constructed from observed data is viewed as characteristic of the data set, and used as the influential measure to resolve this issue. Given a data set S, the convex hull can be expressed as,
S conv Tˆ is, in fact, a more conservative EPPS based on convexity without free disposability. The "leave-one-out" idea is exploited herein to measure how the convex hull 2 is changed by an observation or a subset of observations.
The metric that corresponds to a DMU k, k ∈ S, describing the convex hull, is defined as the "length" of the ray, from the (input) origin through DMU k, within the convex hull. As the ray passes through DMU k, the "distances" of k to the boundaries in the directions towards and opposite to the origin are measured separately as
(1) Equation (1) S k π is defined as,
In fact,
S k
π is similar to the directional distance in the direction away from the origin.
Therefore, the desired "length" or "width" can be defined as
specifies the width as a percentage of k. Now, when the observation set R is removed from S ( S R ⊂ ),
are defined in terms of the same arguments:
Without R, the width of the convex hull on the ray through k becomes
Accordingly, based on the above metrics, the width of the convex hull that is related to k
after R is removed, and a measure of the effect on DMU k of R is defined as,
The value of )
gives the change in the width of the convex hull. Clearly,
indicating that the width of the convex hull with more DMUs should be larger, or at least the same. If
is significantly large. Notably,
, which indicates that R does not affect k. This leads to the conclusion that DMUs on the boundaries of the convex hull constructed from the full data set cannot be affected by any R.
Other measures that consider only the change in width associated with either the inner or the outer boundary can be similarly defined. ) (R o k δ is the change caused by the outer 8 boundary shift that is associated with DMU k and ) (R i k δ is that due to the inner boundary shift, as follows.
Apparently, 0
Equation (8) states that the total difference between the widths is the sum of the inner and outer parts. For k, the difference between the widths due to the existence of B can be measured using number of DMUs that are affected is also of interest. These measures are used to prioritize further confirmation or to gauge R.
Example

Output-oriented cases
Analogously, for any DMU k, the following apply in the output-oriented cases. 
These equivalencies specify the relationship between k and the corresponding convex hull boundaries. Based on similar arguments addressed in Section 2.2, the measure of the effect on
Notably, in output-oriented cases, the outer boundary is the one that is farther away from origin, and it is the efficient boundary in the output-oriented analyses. The corresponding measures are given by (9) and (10), and the related difference is defined by (13). Since (14) is related to the change of the boundary that is closer to the origin, which is inefficient in output-oriented analyses, where
Based on the arguments used in Section 2.1,
, defined by (15), is the total change in the width associated with outlier candidate R, and combines the inner and the outer parts, such that )
Depending on the purpose of the analysis, either input or output oriented approaches should be adopted. In input-oriented DEA models, input-oriented influential measures should be used to avoid biased conclusions, and output-oriented metrics should be used in the output-oriented analyses. However, both measures are recommended before the orientation can be determined and in the discovery of unexpected knowledge.
Case Studies
This section demonstrates the proposed method using three DEA studies.
Case A -Simulated bivariate case
The first case concerns a simulated single-input single-output data set. 100 observations are generated according to the function (Simar, 2003) , Figure 2: A two-input equal-output illustration (Case A).
13
indicating a severe effect.
The second group ranks the total influence associated with the outer boundary. Only four outliers can affect the boundary, but the average influence of DMU 87 is small (0.008 for 87).
This fact can be easily verified with reference to Fig. 2 . Additionally, 59 is an outlier, according to both inner and outer measures, because, as presented in Fig. 2 , DMU 59 is the corner point on the convex boundaries, and potentially has an impact on both inner and outer sides. The third group ranks outliers by the changes in the total and average convex hull widths, which are the sums of inner and outer parts, as specified by Eq. (8). Table 2 refers to output-oriented analysis. Four DMUs affect other DMUs, in a manner that relates to the inner (inefficient) boundaries and five affect the outer boundaries, including 101, 102 and 103. Tables 1 and 2 need not be the same since the associated convex hulls differ. In this case, outliers are the same but have different ranks. DMU 53 is identified by inner measures as an inefficient outlier in Table 2 but is an efficient outlier in Table 1 . This is because DMU 53 is a corner point that is connected to both inner and outer boundaries, as presented in Fig. 2 . The observation also demonstrates that the proposed method provides detailed information on the location of a reticular DMU in the input-output space.
This case demonstrates that the proposed approach can identify the extremely efficient outliers, such as 101, 102 and 103, based on inner and outer measures in input-oriented and output-oriented cases, respectively. This result is consistent with the data generating process, in which they are added as efficient outliers on purpose. Some outliers with extremely large or small sizes, such as 53 and 59, are identified. Inefficient outliers, such as 13, 79 and 87, are also flagged.
Case B -Simulated bivariate case with empirical efficiency score distribution
It may be argued that it would be easier and sufficient to check the empirical distribution of the efficient scores and flag DMUs in the bottom as outliers. This section presents some examples that demonstrate that this simple idea cannot be applied effectively in some circumstances.
Simulated efficiency scores are commonly assumed to have exponential or half-normal distributions; however, no serious skewness of the efficiency score distribution is observed in many applications. Figures 3 and 4 plot the distributions of the input and output-oriented BCC efficiency scores based on the data collected by Scheel (1999) , in which 63 DMUs each had four inputs and two outputs 3 . The score distribution is not significantly skewed. Therefore, identifying extremely inefficient DMUs directly is difficult. In fact, this pattern has existed in many applications, especially in the early stage of DEA studies, perhaps because the data are messy, and a trimming scheme is required to remove suspicious data and/or a prioritizing method is needed for costly data confirmation. In this case, a "non-ideal" empirical distribution of the efficiency score is used rather than that generated by a random distribution, as in Case A. This "non-ideal" empirical distribution is used as a counter case to the argument addressed at the beginning of this section.
Suppose the ideal production function for an input (X) and an output (Y) is
Sixtythree points are generated by X ~ uniform(0, 1), and the "real" efficiency scores are assumed 3 Data set is available at http://www.wiso.uni-dortmund.de/lsfg/or/scheel/doordea.htm. Figure 3 : Histograms of the BCC scores from Scheel (1999) to be identical to those obtained from Scheel's data set using BCC models. Hence, the output-oriented case, in which output scores E O from Scheel's data are used, has
The input-oriented case has ( )
where the E I s are the input scores that were computed from Scheel's data set. Figure 4 displays the scatter plot of 63 points in the output case. Table 3 ranks the outliers.
It uses output-oriented measures (9)- (15) to be consistent with the data generating process.
Seven DMUs influence the outer (efficient) boundaries, but most only have a moderate effect. , 20, 58, 24, 61, 40, 9, 15 Figure 4: A two-input equal-output illustration (Case B-O) Only DMU 43 has a strong impact on the other DMUs with an average change of more than 0.795. However, Fig. 4 reveals that DMU 43 has an extreme scale. This result is consistent with the data generating process that assumes no efficient outliers. With respect to the inner (inefficient) boundary, four outliers have inefficient output scores. The bottom of Table 3 presents the poorly performing DMUs ranked from the worst. The DMUs with the worst four scores are not necessary the outliers.
Similar conclusions can be drawn from the input-oriented case, which is summarized in Fig.   5 and Table 4 , in which another 63 points are generated using input scores from Scheel's data set as their "real" inefficiencies. In this case, except for 31 and 38, the average effects are less than 0.03 in both the inner and outer measures, indicating that most points are not likely to be outliers. DMU 25 has a ratio of total change to average change of over 20, perhaps indicating that 25 is a reference benchmark on the frontier for many DMUs, although DMU 25 has little influence on them. The same observation is made of inefficient outliers and poor scores in the input-oriented case.
This case study shows that the proposed approach can detect efficient outliers effectively, but is somewhat likely to misidentify data points that are not outliers. On the other hand, the example demonstrates that, in cases of a non-skewed score distribution, simply flagging the worst-performing DMUs as inefficient outliers can yield misleading results. No simple method exists for identifying poorly performing outliers.
Case C -Empirical multi-input and multi-output case
Data collected in the work performed by Charnes et al. (1981) are used as a multi-input multioutput example. These data, containing 70 DMUs each with five inputs and three outputs, constitute a common testbed for outlier detection studies. Input-oriented analysis is applied, and the resulting ranks (in terms of both total and average measures) against Wilson (1993 Wilson ( , 1995 and Fox et al. (2004) are listed in Table 5 . Wilson (1995) ranks the points that affect the efficient frontier, and Wilson (1993) and Fox et al. (2004) try to detect outliers using various measures. DMU 10 and 54 are the top-ranking outliers by both inner and outer measures, because they are the corner points that connect inner and outer boundaries ( ) and potentially affect both sides. In Wilson (1995) , DMU 59 is undefined using large in input-oriented analyses or extremely small in output-oriented analyses. Fox et al. (2004) also present evidence of this finding. However, unlike in other investigations, 59 is not ranked top as an outlier using the proposed method herein, because some points that are affected by 59, such as 1, 21, 44 and 54, are now on the boundaries of the convex hull, such that 59 do not affect these four points. As fewer points can be affected, 59 has less overall effect on the entire data set. Wilson (1995) ranks DMUs 15 and 58 seventh and eighth. These are related to the efficient frontier. In the proposed approach, however, they are identified only by measures that are related to the outer (inefficient) boundary, not the inner boundary. The detailed information reveals that they both connect the inner and outer boundaries ( and can affect other DMUs in both ways. However, the detailed information in the situations considered by Wilson (1995) and concerning the proposed method reveals that some points that are affected by 15 and 58 in Wilson's model (5 points for DMU 15 and 11 for DMU 58) are on the inner boundaries of the convex hull, indicating that these points are not affected by 15 or 58 under the proposed model. Therefore 15 and 58 are not top-ranked outliers according to the inner measures. scale  AD  W93  W95  1  47  15  47  47  31  10  66  59  59  59  59  2  44  31  10  10  10  47  48  32  32  44  44  3  10  10  15  57  15  31  15  69  69  33  52  4  57  43  44  59  54  54  56  5  5 The results obtained using the different methods appear not to be completely identical.
Since a more conservative EPPS is used, this method is less sensitive than Wilson's (1995) for efficient outliers. As Fox et al. (2004) point out, various outlier detecting schemes are related to different aspects, resulting in different conclusions. Notably, Wilson (1995) has suggested that more than one approach should be applied to detect outliers. The consistency among the conclusions based on different approaches is a good index to be used in prioritizing confirmation. A data point is more likely to be an outlier if it is flagged by more methods. Furthermore, the inconsistency among the different methods suggests a direction for further work and better understanding of the data.
Conclusions and Discussions
This study presents a more general approach for detecting both efficient and inefficient outliers. Besides providing a solution, this approach is founded on DEA theory and resolves the dilemma of free disposability, which eliminates the possibility of inefficient outliers. In the case studies, the proposed method effectively ranks outliers and provides further information about their locations in the input-output space. A case study demonstrates that DMUs with poor scores are not necessarily outliers.
As stated in other works, the masking effect is evident in many cases. The detection procedure may fail to identity the outliers if few outliers are close to each other such that one does not differ significantly from the rest in respect to any characteristic of interest. To eliminate masking, a combination of different DMUs should be removed in each stage, with 2 ≥ R , yielding corresponding influential measures. However, doing so requires a massive computational effort. Further research must be conducted to resolve this problem.
