Appendix A: Convergence to stable states in the hysteresis region
In the hysteresis region two stable and one unstable states exist. We illustrate the time evolution of trajectories corresponding to different initial conditions in Fig. S1 . The grey curves are numerical solutions of the mean-field Eqs.
(1) and (2) for k = 10, m = 4 as applied to approximate the phase-space of a regular random network used in Fig. 3 . We clearly see that trajectories which begin above the line of the unstable state converge towards the high-a stable state, a(t) → a high for a(0) > a unstable , whereas trajectories starting below the line of the unstable state converge towards the low-a stable state, a(t) → a high for a(0) < a unstable .
Appendix B: Connection to other models
To draw a connection to other models we first simplify the two coupled rate equations Eqs.
(1) and (2) . We therefore set q = q = 1 (excluding limit cycles, cf. Sec. Oscillatory behavior ) and added Eqs. (1) and (2) to obtain:
In particular, we are interested in the stationary states of Eqs.
(1) and (2), i.e. du int /dt = 0 and du ext /dt = 0. If q = q , one can still divide the two latter equations describing the stationary states by q and q to decouple them. This results in rescaled spreading rates r/q and p/q instead of r and p as for the case where q = q = 1. For the analysis of the stationary states it is therefore legitimate to set q = q = 1. For k = 1, i.e. a network where every node has one temporally changing neighbor, and m = 0, we find exact correspondence to the contact process dynamics with spontaneous infection [1] :
The latter equation describes nothing but contact process dynamics with a smeared out second order phase transition transition due to the additional spontaneous infection term.
We illustrate the stationary state a st (r) (order parameter) as a function of the external failure rate r in Fig 
Close to the critical point r c = 1, i.e. r → r c , we find a st (r c , p) ∝ p 1/δ h with the field exponent δ h = 2 in the mean-field situation.
In order to see the influence of the coupling parameter m on the dynamics, we now turn towards the case k = 2 and are free to set m = 0, 1, 2. For m = 2 all neighborhoods are critically damaged by definition and the stationary state is given by a st (r, p) = (r + p)/(1 + r + p). In particular, this solution is obtained for all regular graphs with degree k and m = k
The situation is different for m = 1 where at least one neighbor of a given node needs to fail in order to allow external failure acting on the node. This is again in accordance with the contact process where also at least one failed neighbor is necessary to turn on the spreading dynamics. We also find the corresponding exponents β = 1 and δ h = 2 in the vicinity of r c = 1/2. In general, we expect this behavior for any regular graph with degree
That is the reason why we again find the contact process exponents in the latter example and a critical value of r c = 1/2 which is just the critical point of Eq. (B2) divided by k.
Another interesting behavior is found for m = 0. Without spontaneous failure term, the rate equation describes a pair-creation contact process [4] and taking this term into account yields a variant of Schlögl's second model [2, 5] . Setting p = 0, the stationary state for r > r c = 4 is given by a st (r) = 1/2(1 + 1 − 4/r) and a st (r) = 0 for r < r c . The phase diagram for m = 0 and p ≥ 0 is illustrated in Fig. S2 (right). Two spinodals define the hysteresis region where two states coexist. As for cusp catastrophes [3] , this region is the projection of the hysteresis set from three dimensions into plane space, cf. inset in and a st (r 0 , p 0 ) = 1/3, i.e. plugging in r = r 0 +r, p = p 0 +p and a st = a st (r 0 , p 0 ) +ã st yields a third degree polynomial (in this case it is even exact since higher order terms do not exist).
For other values of k and m the position of the bifurcation lines will be different. In general, the spontaneous recovery model resembles the dynamics of a modified contact process where a certain minimum number of nodes is necessary to turn on the spreading dynamics [4] .
As already mentioned in previous studies and as discussed in the latter examples, slight modifications of the standard contact process dynamics might have dramatic effects on the system's dynamics leading to uncontrollable abrupt transitions [7, 8] . We will now study the critical behavior of the dynamics in a system with degree k = 4 since there are four nearest-neighbors for every node on a square lattice. Consequently, we have five possibilities of choosing m = 0, 1, 2, 3, 4.
We start with the case m = 4 for which a CDN even exists when there is no failed neighboring lattice site, i.e. external failure acts all the time independent of the nearestneighbors' state, cf. Appendix B. Setting q = 1.0, the MFT yields for the stationary state of failed nodes a st (r) = r/(1 + r) (without field-like spontaneous failure). As long as r > 0 we find a non-zero fraction of failed nodes in the network. We see in Fig. S3 (left) that the results obtained through simulations on a square lattice are well described by the MFT. An additional field-like contribution of the spontaneous failure p and q = 1.0 yields a st (r) = (r + p)/(1 + r + p), cf. Appendix B.
For m = 3 we expect to find dynamics analogous to the contact process, since only one failed neighbor is needed to let the neighboring nodes fail. This has been described in Appendix B and a non-zero stationary state a st (r) is found if r > r c (r c = 1/4 MFT).
From MFT we also find a st (r) ∝ (r − r c ) β with β = 1. At r c the order parameter grows continuously. Applying the field term in this example one finds a st (r c , p) ∝ p 1/δ h with δ h = 2.
We show the order parameter a st (r) as a function of r for the square lattice in comparison with MFT in Fig. S3 (right) . We also analyzed the critical behavior in the vicinity of the critical point r c = 0.47(1) of the square lattice (see Fig. S3 (right) ). The growth of the order parameter with β = 0.569(16) (Fig. S4 (left) ) and δ −1 h = 0.265(1) (Fig. S4 (right) ) agrees with the corresponding contact process values β = 0.586(14) [9] and δ −1 h = 0.285(35) [10] . We thus conclude that the model resembles standard contact process dynamics in this case. vanishes yielding the characteristic polynomial of the cusp catastrophe [6] . The black lines in the latter figure characterize the hysteresis region with two coexisting stationary states similar to Fig. S2 (right) . From MFT we find ∆a st (r, p 0 ) ∝ |r − r 0 |β withβ = 1/3 and ∆a st (r 0 , p) ∝ |p − p 0 | 1/δ h withδ h = 3. In the square lattice we search for the bifurcation point by first analyzing the hysteresis behavior of the dynamics as shown in Fig. S5 (left) .
The region where the area defining the multiple states in the hysteresis curve becomes negligible characterizes the vicinity of the cusp point. We then search for the critical point by measuring the fluctuations in that region: In summary, the arguments in Appendix B and above for the case m = 3 (analytical and numerical) show the similarities between our model and the (non-equilibrium) contact process belonging to the directed percolation universality class [11] . However, the exponents β and δ corresponding to the standard contact process are only meaningful for the case where one failed neighbor is sufficient to induce failure. In the case of a more general situation, when more failed neighbors are necessary to sustain failure spread, we are not dealing with the standard directed percolation or contact process universality class but with a more general contact process dynamics [2, 4] . Thus, we do not expect the dynamics to belong to the Ising universality class as conjectured in Ref. [12] . As already mentioned in Ref. [2] , if this contact process dynamics belonged to the Ising universality class, it would mean the extension of the universality hypothesis from models with detailed balance to
