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if	𝑓 𝑥 	is	defined	for	all	real	𝑥	and	𝑓 𝑥 = 𝑓 𝑥 + 𝑃 𝑓𝑜𝑟	𝑎𝑙𝑙	𝑥.		
𝑃	is	called	the	period	of	𝑓(𝑥).	
Example1:	we	have	sin 𝑥 + 2𝜋 = sin 𝑥	for	all	𝑥,	therefore	𝑃 = 2𝜋	
Example2:	𝑓 𝑥 = cot(𝑥) ,					𝑔 𝑥 = tan(𝑥)	have	period	𝜋	since		







𝑓 𝑥 ∓ 𝑝 		
Ex	1:		𝑓 𝑥 = sin	(𝑥),	If	𝑇 = 2𝜋	then	for	every	𝑥	we	have	sin 𝑥 + 2𝜋 = sin	(𝑥)	
	
Figure	1	sin	x	
Ex2:			𝑓 𝑥 = cot 𝑥 	,				𝑓 𝑥 = tan	(𝑥)		then		𝑡𝑎𝑛 𝑥 + 𝜋 = tan 𝑥 ,		𝑐𝑜𝑡 𝑥 + 𝜋 = cot 𝑥 	
Notes:	
1- If	𝑓 𝑥 	is	a	periodic	function	for	T,	then	𝑓 𝑥 ± 𝑛𝑇 = 𝑓(𝑥)	for	every	𝑛 ∈ 	𝑁	
𝑓 𝑥 𝑑𝑥 =BC 𝑓 𝑥 𝑑𝑥
DEB
D 	for	every	𝑐 ∈ 	𝑁	
Then	𝑓(𝑥)	has	period	𝑝	it	also	has	period	2𝑝	
𝑓 𝑥 + 2𝑝 = 𝑓 𝑥 + 𝑝 + 𝑝 = 𝑓 𝑥 + 𝑝 = 𝑓(𝑥)	then	
𝑓 𝑥 + 𝑛𝑝 = 𝑓 𝑥 , 𝑓𝑜𝑟	𝑎𝑙𝑙	𝑥	



















𝑓 𝑥 = 𝑎C + 𝑎M𝑐𝑜𝑠𝑥 + 𝑏M𝑠𝑖𝑛𝑥 + 𝑎N𝑐𝑜𝑠2𝑥 +	𝑏N𝑠𝑖𝑛2𝑥 ± − − − −		





𝑎C, 𝑎M, 𝑏M, 𝑎N, 𝑏N − − − −		are	constants	called	coefficients	of	the	series	and	each	them	
has	the	period	2𝜋.	Suppose	𝑓 𝑥 	dis	a	given	function	of	period	of	2𝜋	then	using	the	
equality	sign	













𝑓 𝑥 𝑠𝑖𝑛(𝑛𝑥)	𝑑𝑥^_^ 		𝑛 = 1,2, … ..																										(3)	
Basics	Examples:		
Ex.	1:	Find	the	Fourier	series	expansion	of	the	periodic	function	


















														Therefore,	the	expansion	of	the	given	function	on	 −𝜋, 𝜋 	is	given	by	













































We	know	cos −𝛼 = cos	(𝛼)	and	cos 0 = 1	
𝑏` =
𝑘
𝑛𝜋 𝑐𝑜𝑠0 − cos −𝑛𝜋 − cos 𝑛𝜋 − 𝑐𝑜𝑠0 =
2𝑘
𝑛𝜋 1 − cos 𝑛𝜋 	
Now	cos 𝜋 = −1,	cos 2𝜋 = 1, cos 3𝜋 = −1,		
cos	(𝑛𝜋) = 	 −1							𝑓𝑜𝑟	𝑜𝑑𝑑	𝑛+1					𝑓𝑜𝑟	𝑒𝑣𝑒𝑛	𝑛							and	





,		𝑏N = 0, 𝑏i =
jo
i^




































𝑓 𝑥 cos `^
B







+ 2𝑥 _{|e `^h
`}^}






+ 2𝑥 _{|e C
`}^}











𝑓 𝑥 sin `^
B







− 2𝑥 _efg `^h
`}^}























										𝑎)	 cos 𝑛𝑥 cos 𝑚𝑥 𝑑𝑥 = 0		 𝑛 ≠ 𝑚^_^ 		
										𝑏)	 sin 𝑛𝑥 sin 𝑚𝑥 𝑑𝑥 = 0		 𝑛 ≠ 𝑚^_^ 		
										𝑐)	 sin 𝑛𝑥 cos 𝑚𝑥 𝑑𝑥 = 0		 𝑛 ≠ 𝑚	𝑜𝑟	𝑛 = 𝑚^_^ 		
	 8	
Proof:	 cos 𝑛𝑥 cos 𝑚𝑥 𝑑𝑥 =^_^
M
N
cos 𝑛 + 𝑚 𝑥 𝑑𝑥 + M
N
cos 𝑛 − 𝑚 𝑥 𝑑𝑥 =^_^
^
_^ 	




2 cos 𝑛 − 𝑚 𝑥 𝑑𝑥 −
1











2 sin 𝑛 + 𝑚 𝑥 𝑑𝑥 +
1







𝑓 𝑥 𝑑𝑥 =
^
_^






𝑓 𝑥 𝑑𝑥 =
^
_^












𝑓 𝑥 𝑐𝑜𝑠𝑚𝑥𝑑𝑥 =
^
_^









𝑓 𝑥 𝑠𝑖𝑛𝑚𝑥𝑑𝑥 =
^
_^




















𝑓 𝑥 = 𝑎C + (𝑎` cos
𝑛𝜋𝑥








































If	a	function	is	even	so	that	𝑓 𝑥 = 𝑓(−𝑥)	then	𝑓 𝑥 sin	(𝑛𝑥)	is	odd.	Therefore,	𝑏` = 0	for	all	n	






































𝑠𝑖𝑛𝑛𝜋 = 0	 cos 𝑛𝜋 = (−1)`	
𝑖𝑓	𝑛 = 1 → 𝑠𝑖𝑛180 = 0	
	
𝑐𝑜𝑠180 = −1	







sin	( 2𝑛 ± 1 𝜋) = 0	 sin 2𝑛 ± 1 𝜋 = −1	
sin	(
2𝑛 − 1 𝜋












𝑑𝑥		 	 	 	 	 	 	 	 	 	
	11	
𝑓 𝑥 = 𝑎C + (𝑎` cos
𝑛𝜋𝑥





















)𝑑𝑥	_ ,			𝑛 = 1,2, ….	
Ex:	Find	the	Fourier	series	of	the	function	
𝑓 𝑥 = 	
0			𝑖𝑓			 − 2 < 𝑥 < −1																																			
𝑘		𝑖𝑓 − 1 < 𝑥 < 1																				𝑝 = 2𝐿 = 4


























	𝑖𝑓	𝑛 = 1,5,9, … ..	
𝑎` =
−2𝑘
𝑛𝜋 	𝑖𝑓	𝑛 = 3,7,11, … ..	
We	have		𝑏` = 0,			𝑛 = 1,2, ….	
















𝑓 𝑥 = −𝑘														𝑖𝑓			 − 2 < 𝑥 < 0𝑘															𝑖𝑓						0 < 𝑥 < 2 												𝑝 = 2𝐿 = 4,						𝐿 = 2	
	12	
Solution:	Since	𝐿 = 2	we	have	𝑣 = ^h
N
	






5 sin5v +⋯ ]	
































𝑓 𝑥 sin𝑛𝑥	𝑑𝑥	N^C 	
𝑓 𝑥 = 𝑎C +	𝑎M𝑐𝑜𝑠𝑥 + 𝑏M𝑠𝑖𝑛𝑥	







If	𝑓 𝑥 is	an	even	function	that	is	𝑓 −𝑥 = 𝑓 𝑥 	then	it	is	Fourier	cosine	series	
	13	













𝑓 𝑥 cos `^h





If	𝑓 𝑥 is	an	odd	function	that	is	𝑓 −𝑥 = −𝑓 𝑥 	then	it	is	Fourier	sine	series	







𝑓 𝑥 sin `^h










𝑔 𝑥 𝑑𝑥_ = 2 𝑔 𝑥 𝑑𝑥

C 																for	even	𝑔	











𝑓 𝑥 𝑑𝑥^C 															𝑎` =
N
^











𝑓 𝑥 𝑠𝑖𝑛𝑛𝑥	𝑑𝑥									𝑛 = 1,2,3, …^C 	
Ex.	Find	the	Fourier	series	of	the	function	
𝑓 𝑥 = 𝑥 + 𝜋							𝑖𝑓 − 𝜋 < 𝑥 < 𝜋			and	
𝑓 𝑥 + 2𝜋 = 𝑓(𝑥)	
	 Solution:					𝑓 = 𝑓M + 𝑓N									𝑓M = 𝑥	,			𝑓N = 𝜋	












































				𝑓 𝑥 = 	
No





𝐿 − 𝑥 				𝑖𝑓 
N



































































































− cos 𝑛𝜋 − 1	)	
𝑎N = 	−
16𝑘
12N𝜋N 		,							𝑎 = 	−
16𝑘
16N𝜋N ,				𝑎MC = 	−
16𝑘
110N𝜋N , ……	


































𝐿 𝑥 … )	
	
1.5	Orthogonal	Series:	Generalized	Fourier	series	
Let	𝑦C, 𝑦M,			𝑦N, ….	Be	the	orthogonal	with	respect	to	a	weight	function	𝑟(𝑥)	on	an	interval	𝑎 ≤ 𝑥	
and	let	𝑓 𝑥 	be	a	function	that	can	be	represented	by	a	convergent	series	
𝑓 𝑥 = 𝑎𝑦(𝑥)
[
\C












\C 𝑦𝑦 𝑑𝑥= 𝑎(𝑦, 𝑦 )[\C 	







𝑟 𝑥 𝑓 𝑥 	𝑦 𝑥 𝑑𝑥


		𝑚 = 0,1,2, ….								(#)	
Example1:	Fourier	Legendre	Series:		
A	Fourier	Legendre	series	is	an	Eigen	function	expansion	








2 𝑓 𝑥 	𝑝 𝑥 𝑑𝑥
M
_M





















𝑠𝑖𝑛𝜋𝑥 = 0.95493𝑝M 𝑥 − 1.15824𝑝i 𝑥 + 021929𝑝w 𝑥 − 0.01664𝑝 𝑥 +⋯																
Example2:	Fourier	Bessel	series	
For	each	fixed	nonnegative	integer	n,	the	sequence	of	Bessel	functions	of	the	first	kind		
	𝐽 𝐾`,M𝑥 , 𝐽 𝐾`,N	𝑥 , …	with	𝐾`,,	𝑘𝑘 = 𝛼`,		𝑡ℎ𝑢𝑠	𝑘`, =
 ,¡
¢
								𝑚 = 1,2, ….		
	18	
On	the	interval	0 ≤ 𝑥 ≤ 𝑅	with	respect	to	the	weight	function	𝑟 𝑥 = 𝑥	that	is	
𝑥	𝐽 𝐾`,𝑥 𝐽 𝐾`,¤𝑥
¢
C
𝑑𝑥 = 0												(𝑗 ≠ 𝑚, 𝑛	𝑓𝑖𝑥𝑒𝑑)	
The	orthogonal	set	for	𝐽 			is				𝐽 𝐾`,M𝑥 , 𝐽 𝐾`,N	𝑥 , 𝐽 𝐾`,i	𝑥 , …				n	is	fixed	and	𝐾`,		is	given		








𝑥𝑓 𝑥 		𝐽 (𝐾`,𝑥)𝑑𝑥
¢
C





































𝑓 𝑥, 𝑦 a	function	where	𝑥	𝑎𝑛𝑑	𝑦	are	defined	in	the	intervals	 −𝜋, 𝜋 	𝑖. 𝑒. −𝜋 < 𝑥 < 𝜋	𝑎𝑛𝑑				
−𝜋 < 𝑦 < 𝜋						so	we	can	define	the	general	term	of	the	double	Fourier	series	of	the	function	
𝑓 𝑥, 𝑦 	as		





2 						𝑤ℎ𝑒𝑛	𝑖 > 0	
𝜀s,¤ =
1











Ex:	Support	𝑓 𝑥, 𝑦 , 𝑔(𝑥, 𝑦)	are	two	real	valued	functions.	Since	they	are	dependent	on	two	
variables	𝑥, 𝑎𝑚𝑑	𝑦	they	shall	be	defined	on	the	rectangle	
𝑅:		0 ≤ 𝑥 ≤ 𝐿M								𝑎𝑛𝑑			0 ≤ 𝑦 ≤ 𝐿N		








(	𝑓,`|	𝑔q,¤) = 	𝑓,` 𝑥, 𝑦 	𝑔q,¤ 𝑥, 𝑦 𝑑𝑥	𝑑𝑦 =
0				𝑓𝑜𝑟	𝑚 ≠ 𝑛		𝑜𝑟	𝑖 ≠ 𝑗



































































𝜕𝑥N 											0 < 𝑥 < 𝐿				,			𝑡 > 0	
To	find	𝑢,	we	will	solve	this	equation	subject	to	the	boundary	conditions	
v 𝑢 𝑡, 0 = 0		𝑎𝑛𝑑	𝑢 𝐿, 𝑡 = 0						𝑓𝑜𝑟	𝑎𝑙𝑙	𝑡 > 0	
	𝑢² 0, 𝑡 = 0		𝑎𝑛𝑑	𝑢² 𝐿, 𝑡 = 0			𝑓𝑜𝑟	𝑎𝑙𝑙	𝑡 > 0		
and	the	initial	conditions	
v 𝑢 𝑥, 0 = 𝑓 𝑥 		𝑎𝑛𝑑						 ³´
³²
𝑥, 0 = 𝑔 𝑥 					𝑓𝑜𝑟			0 < 𝑥 < 𝐿	
Separating	variables:	























𝑋¶¶ − 𝐾𝑋 = 0,							𝑇¶¶ − 𝐾𝑐N𝑇 = 0																	
Now	we	get:		
𝑋 0 𝑇 𝑡 = 0				𝑎𝑛𝑑	𝑋 𝐿 𝑇 𝑡 = 0			𝑓𝑜𝑟	𝑎𝑙𝑙	𝑡 > 0	
	22	
𝑖𝑓	𝑋 0 ≠ 0	𝑜𝑟	𝑋 𝐿 ≠ 0	𝑡ℎ𝑒𝑛		𝑇 𝑡 		must	be	0	for	all	t	and	u	is	identically	zero.		
Then		𝑋 0 = 0			𝑎𝑛𝑑	𝑋 𝐿 = 0	
𝑋¶¶ − 𝐾𝑋 = 0	,										𝑋 0 = 0		, 𝑋 𝐿 = 0	
Step2:	Solving	the	separable	equations	if	𝐾	is	positive	say	𝐾 = 𝜇N	with	𝜇 > 0			then	
𝑋¶¶ − 𝜇N𝑋 = 0	
𝑋 𝑥 = 𝑐Mcosh 	𝜇𝑥	 +	𝑐N𝑠𝑖𝑛ℎ 	𝜇𝑥						 , 𝑋 0 = 0	
0 = 𝑐Mcosh 	0	 +	𝑐N𝑠𝑖𝑛ℎ 	0	 = 𝑐M 		
𝑋 𝑥 = 	 𝑐N𝑠𝑖𝑛ℎ 	𝜇𝑥													 , 𝑋 𝐿 = 0	
	𝑐N		𝑠𝑖𝑛ℎ 	𝜇𝑥	 	= 0		𝑏𝑢𝑡			𝜇𝐿 ≠ 0			so	sinh 𝜇𝐿 ≠ 0	and	hence	𝑐N = 0	𝑖𝑚𝑝𝑙𝑦𝑖𝑛𝑔	that	𝑋 = 0	this	
case	𝐾 > 0	
If	𝐾 = 0,	𝑋¶¶ = 0		general	solution	
𝑋 𝑥 = 	 𝑐M		𝑥	+	𝑐N			
We	have	to	take	𝑐M		 = 𝑐N		 = 0	
𝑢 = 0										𝐾 = −𝜇N < 0		
The	corresponding	boundary	value	problem	in	X	is		
𝑋¶¶ − 𝜇N𝑋 = 0																, 𝑋 0 = 0,			𝑋 𝐿 = 0	
The	general	solution	of	the	differential	equation	is	𝑋 = 𝑐M		 cos 𝜇𝑥 +	𝑐N		 sin 𝜇𝑥	
The	condition	𝑋 0 = 0, 𝑐M		 = 0	, ℎ𝑒𝑛𝑐𝑒	𝑋 = sin 𝜇𝑥	
	23	
The	condition	𝑋 𝐿 = 0, 𝑐N		 sin 𝜇𝑥 = 0		
The	trivial	solution	𝑋 = 0	𝑤𝑒	𝑡𝑎𝑘𝑒	𝑐N		 = 1	𝑡ℎ𝑒𝑛	 sin 𝜇𝐿 = 0	
𝜇 = 𝜇` =
𝑛𝜋
𝐿 ,						𝑛 = ±1,±2,… ..	
𝑋 = 𝑋` = 𝑠𝑖𝑛
𝑛𝜋
𝐿 𝑥	, 𝑛 = 1,2, ….	








𝑇 = 𝑏`𝑐𝑜𝑠𝜆`𝑡 +	𝑎`𝑠𝑖𝑛𝜆`𝑡	
𝝀𝒏 = 𝒄
𝒏𝝅
𝑳 	,				𝒏 = 𝟏, 𝟐, …	
𝒖𝒏 𝒙, 𝒕 = 𝒔𝒊𝒏
𝒏𝝅
𝑳 𝒙	 𝒃𝒏𝒄𝒐𝒔𝝀𝒏𝒕 +	𝒂𝒏𝒔𝒊𝒏𝝀𝒏𝒕 							𝒏 = 𝟏, 𝟐…	
𝒖 𝒙, 𝒕 = 𝒔𝒊𝒏
𝒏𝝅




















𝑑𝑥					𝑛 = 1,2, …	
Similarly,	for	𝑎`	

















𝑔 𝑥 𝑠𝑖𝑛 `^









𝜕𝑥N 																0 < 𝑥 < 𝐿	,			𝑡 > 0	
With	boundary	conditions	
𝑢 0, 𝑡 = 0				𝑎𝑛𝑑	𝑢 𝐿, 𝑡 = 0						𝑓𝑜𝑟	𝑎𝑙𝑙	𝑡 > 0	
And	initial	conditions	
𝑢 𝑥, 0 = 𝑓 𝑥 ,				
𝜕𝑢
𝜕𝑡 	 𝑥, 0 = 𝑔 𝑥 			𝑓𝑜𝑟	0 < 𝑥 < 𝐿	
𝑢 𝑥, 𝑡 = 𝑠𝑖𝑛
𝑛𝜋












𝑔 𝑥 𝑠𝑖𝑛 `^

𝑥	C 𝑑𝑥,			𝜆` = 𝑐
`^

	,				𝑛 = 1,2, …	
	25	
2.2	Heat	Equation:	
The	one	Dimensional	Heat	Equation.	Let	𝑢 𝑥, 𝑡 (0 < 𝑥 < 𝐿, 𝑡 > 0)	represent	the	temperature	
of	the	point	x	of	the	bar	at	time	t.	Given	that	the	initial	temperature	distribution	of	the	bar	is		






𝜕𝑥N 																0 < 𝑥 < 𝐿	,			𝑡 > 0	
In	addition,	𝑢	satisfies	the	boundary	conditions	𝑢 𝑡, 0 = 0	, 𝑢 𝐿, 𝑡 = 0			𝑓𝑜𝑟	𝑎𝑙𝑙	𝑡 > 0		
And	the	initial	condition	𝑢 𝑥, 0 = 𝑓 𝑥 				𝑓𝑜𝑟	0 < 𝑥 < 𝐿	
v Separation	of	variables	











		𝑋¶¶ − 𝐾𝑋 = 0				, 𝑇¶ − 	𝐾𝑐N𝑇 = 0				we	get	𝑋 0 𝑇 𝑡 = 0,			𝑋 𝐿 𝑇 𝑡 = 0	𝑓𝑜𝑟𝑎𝑙𝑙	𝑡 > 0	
		𝑋 0 𝑇 𝑡 = 0		,						𝑋 𝐿 = 0				we	thus	
𝑋¶¶ − 𝐾𝑋 = 0		,					𝑋 0 = 0	,			𝑋 𝐿 = 0				we	found	that	
𝐾 = −𝜇N																𝜇 = 𝜇` =
𝑛𝜋
𝐿 ,						𝑛 = 1,2, …	
𝑋 = 𝑋` = 𝑠𝑖𝑛
`^






𝑇 𝑡 = 𝑏`𝑒Å`
}²													𝑛 = 1,2, ….	
𝜆` =
𝑛𝜋
𝐿 																												𝑛 = 1,2, …	
𝑢` 𝑥, 𝑡 = 𝑏`𝑒
_Å`}²	pq``^ h												𝑛 = 1,2, …		









4𝑢hh = 𝑢²												0 < 𝑥 < 𝜋,										𝑡 > 0																																							(4)		
𝑢 0, 𝑡 = 0																				𝑡 > 0																																																												(5)	
𝑢 𝜋, 𝑡 = 0																				𝑡 > 0																																																												(6)	


















𝑢 𝑥, 𝑡 = 𝑋 𝑥 𝑇 𝑡 																																																																	 7 	
Form	(#)	we	have	𝑢h = 𝑋¶(𝑥)𝑇(𝑡)	
𝑢hh=𝑋¶¶(𝑥)𝑇(𝑡)	and	𝑢²=𝑋(𝑥)𝑇¶(𝑡)	so	our	PDE	(1)	becomes			
















𝑇¶ = 4	𝛾𝑇					 − −→ 		𝑇 𝑡 = 𝑐𝑒j	ÎB					, 𝑐	𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	
𝑋¶¶ − 𝛾𝑋 = 0 − −→ 𝑐ℎ𝑎𝑟	𝑒𝑞𝑢					𝜆N = 𝛾			thus	
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𝑋 𝑥 = 	
𝐴𝑥 + 𝐵	,																																																																															𝛾 = 0		
𝐴𝑒 Îh + 𝐵𝑒_ Îh	,																							𝛾 > 0		{𝑟𝑜𝑜𝑡𝑠	𝑎𝑟𝑒	𝑟𝑒𝑎𝑙	 ± 𝛾}
𝐴𝑐𝑜𝑠 −𝛾𝑥 + 𝐵𝑠𝑖𝑛 −𝛾𝑥	, 𝛾 < 0		{𝑟𝑜𝑜𝑡𝑠	𝑎𝑟𝑒	𝑐𝑜𝑚𝑝𝑙𝑒𝑥	 ± 𝑖 𝛾}
	
	𝑢 0, 𝑡 = 𝑋 0 𝑇 𝑡 = 0					 − −→ 		𝑋 0 = 0																									(9.1)	
𝑢 𝜋, 𝑡 = 𝑋 𝜋 𝑇 𝜋 = 0					 − −→ 		𝑋 𝜋 = 0																									(9.2)	
𝑇 ≡ 0	since	this	produces	the	trivial	solution.		
1- Case	𝛾 = 0													𝑋 𝑥 = 𝐴𝑥 + 𝐵		𝑎𝑛𝑑	 9.1	&9.2 	yield	
𝑋 0 = 𝐴. 0 + 𝐵 = 0				𝑠𝑜	𝐵 = 0	
𝑋 𝜋 = 𝐴. 𝜋 + 0 = 0				𝑠𝑜	𝐴 = 0	
But	this	yields	the	trivial	solutions.		
2- Case	𝛾 > 0					𝑋 𝑥 = 	𝐴𝑒 Îh + 𝐵𝑒_ Îh		𝑎𝑛𝑑	 9.1	&9.2 	yield			
𝑋 0 = 𝐴 + 𝐵 = 0			𝑠𝑜	𝐴 = −𝐵	
	𝑋 𝜋 = 𝐴𝑒 Î^ + 𝐵𝑒_ Î^ = 0			we	form	
𝐴(𝑒 Î^ −	𝑒_ Î^) = 0				𝑠𝑜	𝐴 = 0		
But	yields	the	trivial	solution.		
3- Case	𝛾 < 0				𝑋 𝑥 = 𝐴𝑐𝑜𝑠 −𝛾𝑥 + 𝐵𝑠𝑖𝑛 −𝛾𝑥		and	(9.1	&9.2)	yield	
𝑋 0 = 𝐴 = 0			𝑠𝑜	𝐴 = 0	
	𝑋 𝜋 = 𝐵𝑠𝑖𝑛 −𝛾𝜋 = 0	
But	𝐵 = 0	(trivial	solution)	and	consider	𝐵𝑠𝑖𝑛 −𝛾𝜋 = 0	which	holds	when		
−𝛾𝜋 = 𝑛𝜋					𝑛 = 1,2, …	
So	we	have		
−𝜸 = 𝒏					𝒏 = 𝟏, 𝟐, …	
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𝑋 𝑥 = 	𝐵 sin 𝑛𝑥 				𝑛 = 1,2, ….											𝐵`	𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡		
𝑇 𝑡 = 𝑐𝑒jÎ²	to	form		
			𝑇 𝑡 = 𝑐`𝑒_j
}²																			𝑛 = 1,2, ….										𝑐`	𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡	
From	our	assumed	form	𝑢 𝑥, 𝑡 = 𝑋 𝑥 𝑇 𝑡 ,	we	form	a	sequence	
𝑢` 𝑥, 𝑡 = 𝑋` 𝑥 	𝑇 𝑡 												𝑛 = 1,2, … ..	
𝑢` 𝑥, 𝑡 = 𝐵 sin 𝑛𝑥 𝑐`𝑒_j`
}² = 	 𝑏`	𝑒_j`
}²sin 𝑛𝑥 														(𝑏` = 𝐵`𝑐`)												
Since	(4),	(5)	and	(6)	are	linear	+homog	every	sum	of	solution	is	also	a	solv,	hence	we	can	form		
	 𝑢 𝑥, 𝑡 = 𝑢` 𝑥, 𝑡[`\M = 𝑏`	𝑒_j`
}²sin 𝑛𝑥														[`\M 	(10)	
To	define	𝑏`	we	use		
	𝒖 𝒙, 𝟎 = 𝒇 𝒙 = 𝒃𝒏	𝐬𝐢𝐧𝒏𝒙														[𝒏\𝟏 	(#)	
2.4	How	we	use	Fourier	series:		
We	can	write	our	initial	temperature	𝑢 𝑥, 0 = 𝑓(𝑥)	as	an	infinite	sum	involving	sin 𝑛𝑥	then	we	
may	calculate	the	𝑏`and	hence	determine	the	exact	solution	to	the	problem.		
If	𝑢 𝑥, 0 = 𝑓 𝑥 = sin 𝑥 − 2 sin 3𝑥	then	we	may	write	it	as		
𝑢 𝑥, 0 = 𝑓 𝑥 = sin 𝑥 − 2 sin 3𝑥 = 𝑏`	sin 𝑛𝑥
[
`\M
= 𝑏M sin 𝑥 + 𝑏N sin 2𝑥 + 𝑏i sin 3𝑥 +⋯	
And	equating	the	coefficients	we	see	that	𝑏M = 1, 𝑏i = −2	and	all	the	other	𝑏q 	must	be	zero,	
thus	our	solution	 𝑏`	𝑒_j`
}²sin 𝑛𝑥														[`\M 	
𝑢 𝑥, 𝑡 = 	𝑒_j²sin 𝑥 − 2 	𝑒_i²sin 3𝑥	
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However,	if	we	had	an	initial	temperature	function	of	the	form	𝑢 𝑥, 0 = 𝑓 𝑥 = 𝑋		then	to	
determine	the	𝑏`	we	would	consider		






𝑓 𝑥 sin 𝑛𝑥 𝑑𝑥^C 	
Bar	with	insulated	ends	
Ex:	consider	the	boundary	value	problem	
𝑢² = 𝑢hh																								0 < 𝑥 < 𝐿																		𝑡 > 0									(11)	
𝑢h(0, 𝑡) = 0																		𝑢h(𝐿, 𝑡) = 0																		𝑡 > 0						(12)	
𝑢(𝑋, 0) = ℎ(𝑥0 = 𝑋 𝐿 − 𝑥 																					0 ≤ 𝑥 ≤ 𝐿							(13)	
This	determines	the	temperature	distribution	𝑢 𝑥, 𝑡 	in	a	rod	of	length	L	insulated	laterally	and	
at	both	ends		𝑋 = 0, 𝑋 = 𝐿	and	with	the	initial	temperature	ℎ(𝑥).	Assume	solv	u	to	(1)	is	of	
form		𝑢 𝑥, 𝑡 = 𝑋 𝑡 𝑇 𝑡 		we	have		
𝑢hh 𝑥, 𝑡 = 𝑋¶¶ 𝑥 𝑇 𝑡 															,								𝑢² 𝑥, 𝑡 = 𝑋 𝑥 𝑇¶(𝑡)	







𝑇¶ = 𝛾𝑇	 → 𝑇 𝑡 = 𝑐𝑒Î²	
𝑋¶¶ − 𝛾𝑋 = 0,	we	form	the	cherecve			𝝀𝟐 = 𝜸			Thus:	
𝑋 𝑥 = 	
𝐴𝑥 + 𝐵	,																																																				𝛾 = 0		
𝐴𝑒 Îh + 𝐵𝑒_ Îh	,																																		𝛾 > 0		
𝐴𝑐𝑜𝑠 −𝛾𝑥 + 𝐵𝑠𝑖𝑛 −𝛾𝑥	,																	𝛾 < 0		
	
Now	(12)	and	𝑢 = 𝑋. 𝑇	yields	
0 = 𝑢h 0, 𝑡 = 𝑋¶ 0 𝑇 𝑡 	→ 																		 𝑋¶ 0 = 0	
0 = 𝑢h 𝐿, 𝑡 = 𝑋¶ 𝐿 𝑇 𝑡 	→ 																		 𝑋¶ 𝐿 = 0	
1- Case	𝛾 = 0, 𝐴 = 0	𝑎𝑛𝑑	𝐵	𝑎𝑟𝑏𝑖𝑡𝑟𝑎𝑟𝑦	𝑠𝑜	𝑋 ≡ 𝐵	
2- Case	𝛾 > 0, 𝐴 𝛾	 − 𝐵 𝛾	 = 0	 ⇒ 𝐴 = 𝐵	
𝐴 𝛾	𝑒 Î	 − 𝐵 𝛾	𝑒_ Î	 = 0				so	we	form	
𝐴 𝛾	 𝑒 Î	 − M
Ó Ô	
	⇒ 𝐴 = 0	𝑠𝑜	𝐵 = 0	Trival	case	
3- Case	𝛾 < 0,										 − −𝛾	𝐴 sin 0 + −𝛾	𝐵 cos 0 = 0	
	− −𝛾	𝐴 sin −𝛾	𝐿 + −𝛾	𝐵 cos −𝛾	𝐿 = 0	
And	we	have	sin −𝛾	 𝐿 = 0	which	has	solution	 −𝛾𝐿 = 𝑛𝜋				𝑛 = 1,2, …	
And	hence	 −𝛾 = `^

				𝑛 = 1,2, …	
Thus	we	for	a	sequence	of	functions		
𝑿𝒏 𝒙 = 𝑨𝒏 𝐜𝐨𝐬
𝒏𝝅𝒙
𝑳 					𝒏 = 𝟏, 𝟐, ….	
																												And							
𝑻𝒏 𝒕 = 𝒄𝒏𝒆
_(𝒏𝝅𝑳 )
𝟐𝒕					𝒏 = 𝟏, 𝟐, ….	
	32	
		 	 Hence	𝑢` 𝑥, 𝑡 = 𝑋` 𝑥 𝑇 𝑡 								𝑛 = 1,2, ….		




























































𝜕𝑦N 																			0 < 𝑥 < 𝑎, 0 < 𝑦 < 𝑏, 𝑡 > 0	
Where	𝑢 = 𝑢(𝑥, 𝑦, 𝑡)	at	the	point	 𝑥, 𝑦 	at	time	𝑡	
We	have		𝑢 = 𝑢 𝑥, 𝑦, 𝑡 = 0	on	the	boundary	for	all	𝑡 ≥ 0	
		𝑢 0, 𝑦, 𝑡 = 0		, 𝑢 𝑎, 𝑦, 𝑡 = 0		𝑓𝑜𝑟	0 ≤ 𝑦 ≤ 𝑏				𝑎𝑛𝑑	𝑡 ≥ 0	
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The	initial	conditions	are	
𝑢 𝑥, 𝑦, 0 = 𝑓 𝑥, 𝑦 	𝑎𝑛𝑑	
𝜕𝑢
𝜕𝑡 	 𝑥, 𝑦, 0 = 𝑔(𝑥, 𝑦)	
𝑢 𝑥, 𝑦, 𝑡 = 𝑋 𝑥 𝑌 𝑦 𝑇(𝑡)	


























N = 	−𝜇N																		𝜇 > 0	
𝑋¶¶ + 𝜇N𝑋 = 0,															𝑌¶¶ + 𝑉N𝑌 = 0,										𝑉N = 𝐾N − 𝜇N	
𝑋¶¶ + 𝜇N𝑋 = 0		,														𝑋 0 = 0	,				𝑋 𝑎 = 0	
𝑌¶¶ + 𝑉N𝑌 = 0		,																𝑌 0 = 0	,				𝑌 𝑏 = 0	
𝑇¶¶ +	𝑐N𝐾N	𝑇 = 0																		𝐾N = 𝑉N + 𝜇N	
2.6	Solution	of	the	separated	Equations:		
𝑋 𝑥 = 𝑐M cos 𝜇𝑥 + 𝑐N sin 𝜇𝑥	
𝑌 𝑦 = 𝑑 cos 𝑉𝑥 + 𝑑N sin 𝑉𝑥	
𝑇 𝑡 = 	 𝑒M cos 𝑐𝐾𝑡 + 𝑒N sin 𝑐𝐾𝑡 												(𝐾N = 𝑉N + 𝜇N)													
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We	get	𝑐M = 0	and	𝑐N sin 𝜇𝑎 = 0	
𝑑M = 0	and	𝑑 sin 𝑉𝑎 = 0					thus	
𝜇 = 𝜇 =
𝑚𝜋
𝑎 			𝑎𝑛𝑑	𝑉 = 𝑉 =
𝑚𝜋
𝑏 									𝑚, 𝑛 = 1,2, …	
So	𝑋 𝑥 = sin
^

𝑥 		,			𝑌 𝑦 = sin^

𝑦	
If	𝑚 = 0	𝑜𝑟	𝑛 = 0	the	solutions	are	identically	zero.		
For	𝑚, 𝑛 = 1,2, …			we	have	




























From	the	initial	condition	𝑢 𝑥, 𝑦, 𝑜 = 𝑓(𝑥, 𝑦)	we	get	
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𝜕𝑦N 																			0 < 𝑥 < 𝑎, 0 < 𝑦 < 𝑏, 𝑡 > 0	
With	boundary	conditions	
𝑢 0, 𝑦, 𝑡 = 𝑢 𝑎, 𝑦, 𝑡 = 0		,				𝑓𝑜𝑟	0 < 𝑦 < 	𝑏				, 𝑡 > 0	
𝑢 𝑥, 0, 𝑡 = 𝑢 𝑥, 𝑏, 𝑡 = 0		,				𝑓𝑜𝑟	0 < 𝑥 < 	𝑎				, 𝑡 > 0	
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And	initial	condition	𝑢 𝑥, 𝑦, 0 𝑓 𝑥, 𝑦 						0 < 𝑥 < 𝑎		, 0 < 𝑦 < 𝑏	




































𝜕𝑥N 																			0 < 𝑥 < 𝐿, 𝑡 > 0	




𝜕𝑦N = 0													0 < 𝑥 < 𝑎			, 0 < 𝑦 < 𝑏	
Now	𝑢 𝑥, 0 = 𝑓M 𝑥 ,						𝑢 𝑥, 𝑏 = 𝑓N 𝑥 							0 < 𝑥 < 𝑎	




𝑢(𝑥, 0) = 𝑓1(𝑥)	
𝑢(𝑥, 𝑏) = 𝑓2(𝑥)	
𝑢(𝑥, 𝑏) = 𝑔2(𝑦)	





Ex:	𝑋¶¶ + 𝐾𝑋 = 0	, 𝑌¶¶ + 𝐾𝑌 = 0							K	is	the	separation	constant	
𝑋 0 = 0	,						𝑋 𝑎 = 0	, 𝑌 0 = 0	
𝐾 ≤ 0				,										𝐾 = 𝜇N > 0	
𝑋 = 𝑐M cos 𝜇𝑥	 +	𝑐N sin 𝜇𝑥	
𝑐M = 0																										𝜇 = 𝜇` =
𝑛𝜋





𝑢(𝑥, 𝑏) = 𝑓2(𝑥)	






𝑥				,				𝑛 = 1,2, …	
Now	to	Y	with	𝐾 = 𝜇N`	we	have	
𝑌 = 𝐴` cosh 𝜇`𝑦 + 𝐵` sinh 𝜇`𝑦	
𝑌 0 = 0		we	find	that	𝐴` = 0	
Hence							𝑌 = 𝐵` sinh 𝜇`𝑦		
We	get	the	general	form	of	the	solution:		
	38	








𝑢 𝑥, 𝑏 = 𝑓N(𝑥)	









































												𝑛 = 1,2, ….	
Solution	of	the	Dirichlet	problem	in	a	rectangle:		
The	solution	of	the	two	dimensional	Dirichlet	problem	in	figure	is	
















𝑏 (𝑎 − 𝑥) sin
𝑛𝜋
𝑏 𝑦
[
`\M
+ 𝐷` sinh
𝑛𝜋
𝑏 𝑥	 sin
𝑛𝜋
𝑏 𝑦
[
`\M
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