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Abstract 
The rate of loading plays an increasingly important role in many technological 
processes and applications, and even in many everyday events. In all these 
cases, it would be important to know in advance how the material will react to 
the loading conditions where the strain rate can exceed what is generally 
considered ‘normal’ or ‘conventional’. In this thesis, the main objective was 
to examine technological processes and events involving time and temperature 
dependent material behavior and to develop modeling concepts based on 
experimental materials research for simulation purposes. As a rule of thumb, 
the instantaneous strength of virtually all materials increases with increasing 
strain rate and decreasing temperature, which can have both positive and 
negative implications, depending on the case. In the crusher pressure sensor 
case, the consequence of increasing strain rate is that the obtained pressure 
values start to increasingly deviate from the correct values, when the gun 
pressure increases. From the materials science point of view, this problem can 
be easily solved by proper calibration that accounts also for the strain rate 
effect, but there are still issues related to knowing the actual strain rate, as will 
be shown in the thesis. Cold heading, in turn, is a process where metal wire is 
deformed to the desired shape in a die. With increasing production rates, also 
in this application the strain rate can reach levels where it must be accounted 
for. In this work, the properties of the cold heading steel were determined at 
wide ranges of strain rate and temperature using both hydraulic materials 
testing machines and the Hopkinson Split Bar testing techniques. Based on the 
experimental results, an ‘ad-hoc’ material model was developed and 
implemented in finite element software to be used in numerical simulations. 
To validate the simulation results, a relatively simple case that could be carried 
out both numerically and experimentally was chosen. The results show that 
the agreement between the experimental and simulated results is much better 
with the developed model that takes into account the strain rate and 
temperature effects than with the Johnson-Cook model based on the same 
data, or with the ‘ad-hoc’ model based on the quasi-static data only. There 
were, however, still some minor differences observed between the 
experimental and simulated results, which could be attributed mostly to the 
nonhomogeneous properties of the cold heading steel and the deviations of the 
steel wire shape and size from the ‘ideal’ ones used in the simulations. The 
other applications studied in this thesis deal with the optimization of paper 
machine roll covers with finite element modeling, the effects of microstructure 
on the dynamic strain aging (DSA) of carbon steels, and the high temperature 
high strain rate testing of a titanium alloy with the tensile Hopkinson Split Bar 
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technique. In the first case, comparison of the experimental and simulated data 
shows that a hyperelastic model of the cover material is more suitable for the 
prediction of the contact conditions between the rolls than an elastic model. 
The main result of the DSA studies is that under certain strain rate and 
temperature conditions, the DSA effect can be rather strong and should be 
taken into account especially when modeling the behavior of this type of 
materials at elevated temperatures. Finally, the round-robin type high 
temperature testing with tensile Hopkinson bar devices underlines the 
importance of the specimen fixing method on the quality of the test results, 
especially at higher temperatures, as well as the effect of heating time on the 
usability of different methods, in particular adhesive bonding of the specimen 
to the stress bars. 
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1 Introduction 
A characteristic feature for the testing of almost any material’s strength 
properties is that with increasing strain rate the material’s instantaneous 
resistance to deformation, i.e., its momentary flow stress, also increases [2]. 
The words ‘instantaneous’ and ‘momentary’ refer to the fact that in most of 
the cases the changes in the material’s microstructure, i.e., in its strain 
hardening behavior, are not, at least markedly, affected by the used strain rate 
(there is, however, a slight difference for example in the strain rate dependent 
work hardening behavior between body centered and face centered metals, as 
will be discussed later on in this thesis). The same phenomenon is, naturally, 
observed in many industrial processes, such as machining, cold heading, 
forging, and so forth, as well as in many dynamic events, such as impacts, 
collisions and explosions. Depending on the case, the strain rate sensitivity of 
the strength properties can be either beneficial and/or desired, or totally 
unwanted and even detrimental, as also the cases considered in this thesis will 
demonstrate. Another important effect related to the deformation taking place 
at higher strain rates is the deformation-induced heating of the test piece or an 
actual component [3]. This is because typically a large part of the mechanical 
work (energy) imparted to the work piece during deformation is converted to 
heat, which may not be able to dissipate fast enough but rises the deformed 
object’s internal temperature. This can have several possible consequences, 
such as (at least partly) canceling out the flow stress increase caused by the 
increased strain rate, affecting the transformation mechanisms such as 
twinning or martensite formation in the material [4, 5, 6], or increasing the 
diffusion rate of interstitial atoms and thus affecting for example the dynamic 
strain aging effect in the material [7]. 
To determine the material’s strain rate sensitivity, several different testing 
methods are typically employed in different strain rate regimes. At low (or 
‘quasi-static’) strain rates, ordinary mechanical or servo-hydraulic materials 
testing machines up to the strain rate of ca. 1 s-1 can be used. At a little bit 
higher strain rates, up to some tens per second, special ‘high-speed’ hydraulic 
testing systems are sometimes used, but they are often plagued by the 
problems related to the use of load cells in the measurement of load. The most 
common method used to measure the material’s stress-strain response at high 
strain rates, typically in the range from a few hundred per second up to ca. 
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10,000 s-1 (or even higher), is the Hopkinson Split Bar technique, also known 
as the Kolsky Bar technique [8, 9]. There are several different versions and 
practical implementations of this technique, but basically, they all rely on the 
generation and detection of elastic stress waves in the so-called stress bars, to 
which the sample is somehow attached. The Hopkinson Split Bar experiments 
can also be conducted at different temperatures, ranging from very low 
(cryogenic) temperatures up to ca. 1000 °C and even above. A detailed 
description of these techniques will be given in Chapter 4. 
One of the challenges in the numerical simulation of technological processes, 
such as cold heading or nip compression in the paper machine, is that very 
seldom the stress and strain state of the workpiece, as well as its temperature 
or rate of deformation, are uniform or constant across the entire volume of the 
material(s). In fact, the same is true even in the simple samples used in the 
ordinary laboratory tensile tests, especially if they are conducted at higher 
speeds. These variations in the local conditions necessitate that for example 
for the simulations of the processes mentioned above to be meaningful, the 
properties of the used materials must be known in wide ranges and complex 
combinations of external (and internal) conditions, which all obviously cannot 
be experimentally determined. Therefore, the correct numerical modeling of 
the properties and behavior of materials has turned out to be a crucial factor 
for example in the finite element modeling and simulation of component or 
process behavior, as will also be shown in this thesis. 
2 Aims of research 
The main aim of this study is to develop and utilize enhanced material models 
for the computation and prediction of strain rate (time) and temperature 
dependent material behavior in selected applications and processes. For 
example, in the cold heading application, the results of this thesis are hoped to 
expedite the FE designing of the forming processes, lead to more precise tool 
designs, and so forth. In the crusher pressure gauge application, in turn, the 
aim is to enhance the safety of trial firings by improving the accuracy of 
pressure measurements. The developed material models are based on the 
experimental results obtained from the tests conducted at different strain rates 
and temperatures using various testing techniques and test setups. The 
material models are applied to finite element modeling and simulation of the 
selected applications, and their validity is assessed by conducting identical 
tests both experimentally and numerically. The studied practical applications 
include the calibration of a crusher type pressure sensor (Publications I and 
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IV), the behavior of a carbon steel in the cold heading process (Publications 
III and V), and the viscoelastic behavior of a polymeric coating in the paper 
machine nip conditions (Publication II).  In addition, the dynamic stress-strain 
response of ferritic-pearlitic steels in dynamic strain aging conditions is 
studied and modeled (Publication VII), and the dynamic response of titanium 
as a function of temperature is explored with two different testing methods 
(Publication VI). 
The research question of this thesis can be formulated as follows: 
1. how the deteriorating accuracy of the crusher pressure sensor method 
at increasing gun pressures can be corrected using a materials scientific 
approach? 
2. how the increasing deformation rates and the associated internal 
heating effects can be best accounted for in the cold heading 
processes? 
3. how to account for the strain rate and temperature dependent 
mechanical behavior of elastomeric (rubber) materials in paper 
machine roll coating designing? 
4. what kind of effects the dynamic strain aging phenomenon brings 
about to the high strain rate high temperature response of carbon 
steels?  
To answer these questions, this study uses novel experimental research 
techniques to facilitate the formulation of proper material models to be used 
in the numerical simulations of the studied applications or processes, and to 
validate the obtained results by comparing the experimental (physical) and 
numerical (simulated) test outcomes.  The answers to the research questions, 
as well as the main scientific contributions of this work, will be presented in 
Chapter 10, Summary and research questions revisited.  
4 
 
3 Time and temperature dependence of material 
behavior 
In crystalline materials, such as metals, plastic deformation is mainly 
produced by the movement of dislocations (glide, slip), the “easiness” of 
which manifests itself as the macroscopic strength of the material [2,10]. 
Movement of dislocations happens by coordinated jumps of individual atoms 
from one low energy position to the next one. For this, the atoms need energy, 
which they can get from their own thermal vibrations or from an externally 
acting mechanical force (in practice a shear stress). The magnitude of the 
energy of the thermal vibrations depends on temperature, and the distribution 
of the individual atom’s vibration can be described by the Boltzmann’s 
distribution. At a low strain rate, the dislocation, or more specifically the 
atoms constituting it, have a high probability to possess enough thermal 
vibration energy to move the atom to the next location with no or minimal 
external mechanical energy. At higher strain rates, however, the probability 
for the atom to obtain enough thermal energy decreases as the waiting time 
for the high enough atomic vibration becomes shorter, which then must be 
compensated by the increasing use of external mechanical energy. Decreasing 
temperature has a similar effect on the macroscopic flow stress of the material 
as increasing strain rate, but now the effect comes from the decreased 
magnitude of thermal vibrations instead of the decreased waiting time of the 
atom in front of the glide obstacle, such as the Peierls stress or a sessile 
dislocation. Figure 1 shows the amount of external (stress) energy at different 
temperatures needed to surmount the obstacle (slant-shaded areas), i.e., at T0 
(basically 0 K), no thermal energy is available, while at T3, all the energy 
needed for surmounting the obstacle is obtained from the thermal vibration 
energy of the atom. 
In addition to the fully thermally surmountable obstacles, such as that 
described in Fig. 1, some of the obstacles are too ‘strong’ (‘long range’) to be 
affected by the thermal vibration energy, and therefore they are usually called 
‘athermal’. As seen in Fig. 2, the strength of athermal obstacles is not much 
affected by the temperature, except through the temperature dependence of the 
shear modulus, which slightly decreases with increasing temperature. The 
strength of the thermal (‘short range’) obstacles, instead, decreases with 
increasing temperature and increases with increasing strain rate for the reasons 
explained above. At temperatures T1 through T3 in Figs. 1 and 2, all thermal 
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obstacles can be overcome purely by the thermal energy when the strain rate 
is low enough. However, with increasing strain rate, the allowed waiting time 
for the dislocations in front of the obstacles becomes too short, and extra 
energy is need from the mechanical work, i.e., the observed flow stress of the 
material increases. 
 
Figure 1.  Mechanical and thermal energy used to overcome a thermally 
activated obstacle at different temperatures. The slant-shaded area represents 
the mechanical (external) energy and the unshaded area the energy of the 
thermal vibration of the atom (Publication V). 
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In most cases, plastic deformation is carried out by moving (gliding) 
dislocations, but sometimes also twinning plays an important role in the 
deformation and strain hardening behavior of crystalline materials. Internal or 
external conditions favoring twinning include, for example, shortage of 
dislocations, high strain rates, low temperatures, bcc crystal structure, and 
large grain size [11, 12]. Normally, however, twinning may not account for 
more than ca. 3% of the total plastic deformation of a material or work piece, 
but it can be a major facilitator of strain hardening, as for example in the case 
of so-called twinning induced plasticity (TWIP) steels [13]. 
As already mentioned in the Introduction, the strain rate and temperature 
dependence of the stress-strain response (curves) is somewhat different for the 
body centered and face centered metals [14]. In addition, compared with the 
fcc metals, the bcc metals show a large temperature dependence of the yield 
strength but a small temperature dependence of the rate of strain hardening. 
For pure bcc metals, the shape of the stress-strain curves obtained at different 
temperatures and/or different strain rates is practically the same, and the 
changing strain rate or temperature manifest themselves only as a change in 
the overall level of the flow stress, as demonstrated in Fig. 3a. The reason for 
this behavior is that the thermal component of the flow stress is mainly due to 
the ‘lattice friction’, commonly referred to as the Peierls stress, which 
essentially does not depend on the amount of plastic deformation of the 
material. In the fcc metals, instead, the thermal component of flow stress is 
primarily due to the interaction of the gliding dislocations with sessile 
Figure 2.  Division of the flow stress to thermally activated and athermal 
components at different temperatures and strain rates (modified from [10]). 
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dislocations on the same or intersecting lattice planes, often referred to as the 
‘forest’ dislocations, the density of which increases with increasing plastic 
strain [15]. 
 
If the strain rate is increased during a tensile test, also the flow stress jumps 
up, as depicted in Fig. 4 [10]. Correspondingly, if the strain rate is decreased, 
the flow stress would decrease. Another important aspect that Fig. 4a 
visualizes is the history effect, i.e., the flow stress at a certain strain rate at a 
certain amount of plastic strain may depend on the strain rate history, i.e., at 
which strain rate(s) the material had been deformed to this strain. As we can 
see, at strain ε1 the flow stress at the strain rate ߝ̇2 is either σ2 or σ3, depending 
at which stage of deformation the strain rate was increased. Again, the fcc and 
bcc metals show a little bit different type of behavior, as Fig. 4b illustrates: for 
the bcc metals, the history effect is typically small or even negligible, while 
the fcc metals in most of the cases exhibit a clear strain rate history dependent 
behavior. 
Figure 3.  Effects of strain rate and temperature on the stress-strain curves of 
a) bcc metals and b) fcc metals. 
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For bcc metals containing also other alloying or impurity elements, such as 
steels with small carbon atoms residing in the interstitial sites of iron, the 
increase in the diffusional movement of these alloy atoms may cause a sudden 
increase in the flow stress at certain strain rate – temperature combinations. In 
addition, at low strain rates, so-called jerky or serrated flow can be observed, 
where intermittent load drops 'decorate’ the stress-strain curve of the material. 
Although there are several physical processes that can lead to serrations in the 
material flow curve, probably the most common and most important of them 
is the dynamic strain aging (DSA) or the Portevin–Le Chatelier effect [16]. In 
the DSA effect, small alloy atoms, such as carbon and nitrogen, diffuse into 
the dislocation cores and minimize the lattice strain energy, temporarily 
stopping and locking the dislocations in their place. For the dislocation to 
continue its glide on the slip plane, additional energy is needed to release it 
from the cloud of the alloy atoms. At higher strain rates, the dynamic strain 
aging appears at higher temperatures as an increase of strength without evident 
serrations, and it has been observed for a wide variety of metals and alloys, 
such as titanium [17], niobium [18], vanadium [19], molybdenum [20, 21], 
iron [22], and different types of steels [23, 24, 25, 26].  For example, Gilat and 
Wu [27], who studied the behavior of the 1020 steel at various strain rates in 
shear, discovered strong dynamic strain aging to occur in the temperature 
range of 150-550 °C, depending on the strain rate.  Nemat-Nasser and Guo 
[23, 28], in turn, observed strong dynamic strain aging to take place at 
temperatures between 350 °C and 750 °C in the case of the DH-36 and HSLA-
65 steels. In the works of both Gilat and Wu and Nemat-Nasser and Guo, the 
peak of the dynamic strain aging shifted towards higher temperatures when 
the strain rate was increased. A common observation related to the occurrence 
Figure 4.  a) effect of strain rate jump on the flow stress, including the ‘history 
effect’ (basically in bcc metals) [10], and comparison of the history effects in 
b) fcc and c) bcc metals [4]. 
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of dynamic strain aging is also the decrease in the ductility of the steel, as 
shown for example by Shahriary et al. [24] for the 4340 steel. The decreased 
ductility in the temperature range of 250-400 °C is commonly known as blue 
brittleness, and it is generally attributed to the dynamic strain aging 
phenomenon. 
In non-crystalline materials, such as many of the polymers, the time 
dependence of the mechanical response can be explained by the viscous nature 
of the deformation mechanisms. In the simplest forms, the viscoplastic and 
viscoelastic material behavior can be explained by various spring-dashpot 
models, of which some examples are presented in Fig. 5. In the Maxwell 
models a) and d), the deformation will be elastic-viscoplastic, i.e., the 
deformation of the dashpot(s) will not be recovered during unloading, while 
in the Voigt and Standard linear models, all deformation will be eventually 
recovered upon unloading [29, 30]. 
 
The main difference between elastic and viscoelastic deformation is that while 
elastic deformation is time independent, i.e., stress and strain are always in the 
same phase, in viscoelastic deformation there is a time and temperature 
dependent phase difference (angle) between stress and strain, as shown in Fig. 
6. One of the main implications of this difference is that although elastic and 
viscoelastic deformations are both reversible, viscoelastic deformation 
dissipates energy while elastic deformation only stores it temporarily but 
releases all of it upon unloading. This is the main reason why components 
made of a viscoelastic material, such as rubber tires of vehicles, tend to warm 
Figure 5.  Spring and dashpot-based models of viscoelastic materials [30]. 
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up during use. Another practical consequence of the time dependence of 
viscoelastic deformation is that for example during the periodic loading of 
rotating objects, such as vehicle tires or paper machine rolls, the compressed 
part of the component may not have time to fully recover before being loaded 
again. In paper machines, for example, this may lead to a phenomenon known 
as ‘barring’ [31]. 
 
The basic viscoelastic response (‘stiffness’) of polymers can be described by 
a few rather simple parameters, i.e., the storage modulus, the loss modulus, 
and the loss factor [29], which all can be determined for example from a cyclic 
loading test such as that shown in Fig. 6. Increasing loss factor implies 
increasing viscoelastic behavior. From the Standard linear model depicted in 
Fig. 5c, we can deduce that the loss factor has its maximum at some 
intermediate frequency or time scale, because at very low frequencies or long 
times, the dashpot is able to deform (practically) at the same rate as the 
springs, i.e., there is no phase shift between the stress and the strain. At high 
frequencies or very short times, in turn, the time scale is such that the dashpot 
does not have time to react at all to the stress, i.e., only the springs are 
elastically strained in phase with the stress. From the stiffness point of view, 
this means that in the intermediate (viscoelastic) frequency/time regime the 
material becomes increasingly stiffer with increasing frequency or shortening 
time scale. Another important feature of viscoelastic materials is the time-
temperature equivalence, also known as the time-temperature superposition 
[33], which relates the time (or strain rate) and temperature sensitivity of the 
viscoelastic material behavior. In its simplest form that means that the 
viscoelastic behavior exhibited by the material at one temperature can be 
Figure 6.  The phase lag occurring in the periodic (sinusoidal) loading of a 
viscoelastic material [32]. 
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obtained at another temperature simply by changing the time scale, i.e., the 
frequency or strain rate. 
4 Testing techniques for the determination of strain 
rate (time) dependent material behavior 
Determination of the mechanical properties of materials can be performed 
with a wide variety of testing devices and testing techniques. In this work, the 
main division between them is done based on the required strain rate and 
temperature. For testing at quasi-static (low) strain rates, so-called universal 
mechanical and servo-hydraulic materials testing devices are used in the strain 
rate range from very low (10-6 s-1 or so) up to ca. 1 s-1. At such strain rates, the 
measurement of load (or stress) can be done conveniently and accurately with 
commercially available load cells. The so-called high-speed servo-hydraulic 
testing machines can reach strain rates up to some tens per second, but their 
common problem is in the accurate determination of the load because of the 
interfering vibrations inside the load cells at such testing conditions. This 
problem, however, can be circumvented by combining a fast servo-hydraulic 
actuator with a long stress bar-type 'load cell’, as done at the Dynamic 
Mechanics of Materials Laboratory of The Ohio State University [34]. For the 
actual high strain rate testing (starting from ca. 200 s-1), the most commonly 
used device is the Hopkinson Split Bar (HSB) device, also known as the Split 
Hopkinson Pressure Bar (SHPB) or the Kolsky Bar. The viscoelastic 
properties, such as the storage and loss moduli as well as the loss factor of 
polymeric materials, in turn, can be determined, in addition to common servo-
hydraulic materials testing machines, by the dynamic mechanical analyzer 
(DMA) and dynamic mechanical thermal analyzer (DMTA) devices. 
4.1 Hopkinson Split Bar technique 
The Hopkinson Split Bar (HSB) technique is used to measure the stress-strain 
response of materials at high strain rates, typically in the range of 2x102...104 
s-1. The HSB method is based on the propagation of one-dimensional elastic 
pressure waves in solid slender bars. A schematic illustration of the 
compressive HSB technique, the data acquisition setup, and an example of the 
recorded signals is shown in Figure 7 [35]. 
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When the striker bar, accelerated to a velocity ranging from a few meters up 
to some tens of meters per second hits the front end of the incident bar, a 
compressive stress wave is generated and propagates in the bar at the velocity 
of sound (about 5100 m/s in steel) until it reaches the interface between the 
incident bar and the specimen. Due to the impedance mismatch at the 
interface, part of the stress wave is reflected back as a pulse of tension, while 
the remaining part of the incident pulse is transmitted through the specimen to 
the transmitted bar. The three generated stress pulses are recorded by strain 
gages bonded on the surfaces of the incident and transmitted stress bars (see 
Fig. 7). The average stress, strain, and strain rate in the specimen are calculated 
from the measured strain signals using Equations 1-3 (the so-called 1-wave 
solution) [9, 36]. 
 
Average engineering stress in the specimen: ߪ(ݐ) = ஺್ாఌ೟(௧)஺ೞ     (1) 
Average engineering strain in the specimen: ߝ(ݐ) = ଶ஼బ௅ೞ ∫ ߝ௥(ݐ)௧଴ ݀ݐ   (2) 
Average engineering strain rate in the specimen: ߝ̇ = ଶ஼బఌೝ(௧)௅ೞ    (3) 
Figure 7.  Construction of a compression Hopkinson Split Bar apparatus [35]. 
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where Ab is the cross-sectional area of the bars and E and C0 the Young’s 
modulus and the elastic wave speed of the bar material, respectively. Ls and 
As are the length and the cross-sectional area of the specimen. εr(t), and εt(t) 
are the reflected and transmitted axial strains measured in the incident and 
transmitted bars as a function of time. In addition to Eqns. 1-3, it is possible 
to use equations that include also the incident stress pulse (the so-called 3-
wave solution), which also enables the calculation of the stress at both end 
surfaces of the specimen and the assessment of the stress equilibrium in the 
specimen, which is an essential prerequisite for the correct use of the above 
equations. 
Because the stress pulses are in practice composed of wave components of 
different frequencies, which travel in the bars at different velocities, the 
resulting dispersion of the stress pulses is usually corrected for, for example 
using the technique proposed by Gorham in 1983 [37]. In practice, the 
dispersion correction is performed by making use of the Fourier transform, 
i.e., by making the appropriate phase shifts in the frequency domain for each 
frequency component, and then getting back to the time domain with an 
inverse Fourier transform. The outcome of the dispersion correction procedure 
is that the stress pulses, which for practical reasons are measured some 
distance away from the specimen, will be ‘virtually’ moved to the bar-
specimen interfaces. An example of the original and dispersion corrected 
incident and reflected signals is given in Fig. 8 [35], showing that a) the 
incident signal is moved forward in time (i.e., it was measured ‘too early’), b) 
the reflected signal is moved backward in time (i.e., it was measured ‘too 
late’), and c) the oscillations in the signals, caused primarily by the mechanics 
of the measurement technique, are after the correction more or less in phase 
with each other. It should be emphasized that the mechanical oscillations, such 
as those seen in Fig. 8, have nothing to do with the specimen, as they appear 
also in the incident signal, which is measured much before the pulse ‘knows’ 
that it is going to hit the specimen. From the stress-strain curve point of view, 
it is of course important that the dispersion correction is done also for the 
transmitted signal, from which alone the stress in the specimen is calculated 
in the 1-wave solution. Basically, when the mechanical oscillations appear in 
the reflected and transmitted signals in phase, the oscillation in the stress-
strain curve takes place more along the curve than perpendicular to it, making 
the curve look much smoother than it would be without the dispersion 
corrections. The mathematical procedure of dispersion correction is explained 
in detail for example in [35]. 
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Another (direct) way to reduce the oscillations in the stress pulses is to use a 
so-called shaper between the striker and the incident bar to smoothen the 
contact and to better control (decrease) the pulse rise time. The shaper is 
usually a thin disk made of a soft deformable material, such as annealed pure 
copper, although also other materials may be used depending on the required 
pulse shape and the actual construction of the testing device itself [38]. 
 
What is said above applies to the compressive version of the Hopkinson Split 
Bar device, but also other versions, such as tensile and torsional Hopkinson 
bar devices, are used in many high strain rate research laboratories. The tensile 
Hopkinson bar device (T-HSB) differs from the compression device in two 
major respects: 1) the specimen must be permanently fixed to the bars prior to 
the impact (in the compression bar, the specimen normally stays between the 
bars simply by friction), and 2) the stress wave is produced by shooting a 
striker away from the specimen instead of towards the free end of the incident 
bar. Because of the first difference, the specimen cannot be manipulated 
anymore during or just before (in a very short time scale) the impact, which 
sets limitations for example for the high temperature testing with the T-HSB. 
The second difference means that we must apply some sort of a 
Figure 8.  Effect of dispersion correction on the incident and reflected signals 
in an HSB test (sign of the incident pulse is reversed) [35]. 
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preloading/clamping/release system on the incident bar to create the tensile 
stress pulse or use a tube striker placed around the incident bar with a flange 
at the far end to stop the striker. Otherwise, basically, the tensile Hopkinson 
Split Bar device works in the same manner as the compression bar, including 
the manipulation of the stress waves and calculation of the stress, strain, and 
strain rate in the sample. Fig. 9 shows schematically the construction of tensile 
Hopkinson bars using the incident bar preloading technique and the tube 
striker technique [39, 40]. 
 
There are many ways to fix the specimen into the stress bars of the T-HSB 
device but, basically, they can be divided into two main categories: 
mechanical clamping and gluing (or a combination of them). In mechanical 
clamping, using for example a bolt going through the bar and the specimen 
grip section, or some kind of a threaded adaptor that is either glued or further 
mechanically fixed to the bar end, the main issue often is that the extra parts 
easily distort the propagating stress wave, which also shows in the final stress-
Figure 9.  Tensile Hopkinson bar constructions, a) based on the use of a tube 
striker [40] and b) based on the preloading of the incident bar [39]. 
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strain curve. On the other hand, use of an adhesive (glue) to fix the specimen 
to the loading bars does not always work well enough, as the strength of most 
adhesives is usually much less that the strength of the specimen to be tested. 
Therefore, for example, the glue sections of the specimen must be much larger 
than the load carrying cross section of the gage length, which is not always 
too convenient. Also, in non-ambient conditions (usually above RT but in 
some cases also below it), the strength of the organic adhesives drops 
significantly more than the strength properties of the specimen, and therefore 
the highest test temperature of glued specimens in usually limited to a few 
hundred degrees centigrade (at low temperatures, also the brittleness of the 
adhesive tends to become a problem) [41]. The issues related to the high/low 
temperature testing with tensile HSB will be discussed in more detail below. 
4.2 Specimen recovery in Hopkinson Split Bar testing 
One of the problems related to the Hopkinson bar testing is that unless 
something is done, the specimen tends to be loaded multiple times during the 
test due to the back-and-forth traveling waves reflecting from the free ends of 
the bars. From the stress-strain curve point of view, however, this is not a 
problem because the curve is determined from the first reflected and 
transmitted pulses (if we use the 1-wave equations), but if we wish to preserve 
the sample for example for microstructural examinations, we must have some 
kind of a system to protect the specimen from multiple loadings. In some 
cases, the amplitudes of the reflected waves are so low that they cannot 
anymore deform the specimen, in which case no other protective measures are 
needed. If, however, also the reflected waves are of high amplitude, there are 
several ways how we can ‘save’ the specimen [42]. In the compression test, 
the simplest way is to use a ‘stopper ring’ around the specimen to carry the 
load after the specimen has shortened to the length of the stopper ring, in 
which case the original length of the specimen and the stopper ring must be 
selected so that when the desired amount of specimen deformation is reached, 
it has the same length as the stopper ring (which, of course, must be built such 
that it does not deform under the test conditions). 
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Other specimen recovery techniques are usually much more complex than the 
stopper ring technique and based of somehow ‘trapping’ all stress waves 
following the initial incident, reflected and transmitted waves. There are many 
variations of these techniques, and they are usually also slightly different for 
the compressive and tensile Hopkinson Split Bar tests. Figure 10 shows 
schematically two examples of specimen recovery systems used in high strain 
rate compression and tensile testing, respectively [43, 44]. 
 
 
4.3 Strain rate jump tests 
The strain rate sensitivity of materials is usually studied by conducting 
mechanical material tests in compression or in tension and by plotting the flow 
stress as a function of the logarithmic strain rate at constant plastic strains. 
Another possibility is to conduct strain rate jump tests, i.e., to change the strain 
rate abruptly during the tensile or compression test. In the quasi-static regime 
this is usually a quite easy task, as the servo-hydraulic testing machines are 
capable of sudden piston speed increments or decrements. In the high strain 
rate region where the Hopkinson bar technique is the commonly used testing 
Figure 10.  Specimen recovery (‘momentum trap’) systems used with a) 
compressive and b) tensile HSB devices [43, 44]. 
(a) 
(b) 
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technique, making a sudden strain rate change in the time scale of 
microseconds is, however, not so easy and requires special test arrangements. 
Also, the relative changes in the strain rate must usually be quite notable for 
observable differences in the flow stress to occur, which are not so easy to 
arrange with the Hopkinson bar setup [45]. 
Fig. 11 shows an example of a strain rate jump arrangement built into a 
conventional tensile Hopkinson bar setup. The basic difference between the 
setups in Figs. 10b and 11 is that while in the specimen recovery setup there 
is no gap between the incident bar and the first momentum trap bar, in the 
strain rate jump setup there is a small (typically of the order of 1 mm) gap 
between the incident bar end and the momentum trap bar [4]. The idea in the 
latter is that while the deformation in the specimen increases, the free end of 
the incident bar moves to the left in Figure 11 until it makes contact with the 
momentum trap bar. From that moment on, part of the compression stress 
(wave) enters the trap bar as shown schematically in Fig. 12 and the amplitude 
of the reflected tension wave drops, as shown in Fig. 13a. As seen in Fig.13b, 
in this test the strain rate drops from ca. 1000 s-1 to ca. 400 s-1 due to the use 
of the strain rate drop system in front of the Hopkinson bar setup. 
 
Figure 11.  Realization of a strain rate jump test with a tensile Hopkinson bar 
system including a momentum trap bar placed in front of the far end of the 
incident bar at a preset distance (gap) [4]. 
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4.4 HSB testing at non-room temperatures 
Split Hopkinson Bar devices can be used for testing of materials also at 
different temperatures. There are basically two different ways how a test can 
be carried out at a lowered or elevated temperature; 1) the specimen and short 
sections of the incident and transmitted bars are heated/cooled to the test 
temperature, or 2) only the specimen is heated/cooled and the bars are kept at 
or close to room temperature at all times [9]. Heating of the bars changes the 
elastic moduli and density of the bar material, leading to excess dispersion of 
the elastic stress waves. To compensate for the dispersion, one must either 
carry out complex numerical analysis of the system or mechanically 
compensate for the temperature gradients in the bars. The latter, however, 
requires a set of bars for each test temperature, and is therefore not a 
convenient method in practice. 
Figure 12. Wave propagation in and out of the flange without and with the 
momentum trap [4]. 
Figure 13.  Changes in the incident stress pulse (a) and in the strain rate (b) 
during a strain rate jump test with a tensile Hopkinson bar device [4]. 
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In compression testing, the specimen is not physically fixed to the stress bars, 
and therefore the specimen and the bars can be manipulated before the test 
until the very moment of the impact. A commonly used method [46, 47] is to 
enclose the specimen in a furnace placed on the centerline of the bars. During 
heating of the specimen, the bars are kept outside the furnace to prevent them 
from heating up. Just before the impact by the striker, the stress bars are 
pushed into the furnace and the hot sample is pressed gently between the bars. 
Instead of using an enclosing furnace, the specimen can also be heated using, 
for example, infrared radiation or induction coil heating. Davoodi et al. [48], 
for example, used induction heating with a dog bone type sample, as shown in 
Fig  14a, facilitating relatively short heating-up times of the specimen and 
relatively long manipulation times for closing the bars without temperature 
decrease of the sample. The advantages of this method are that the 
microstructural changes in the specimen can be minimized and the bar 
manipulation does not necessarily require any additional ‘contraptions’. On 
the other hand, the specimen preparation requires additional machining 
compared to the normally used simple cylindrical samples, and the stress-
strain analysis of the specimen is not as straightforward as with the cylindrical 
samples. An alternative technique is to manipulate both the specimen and the 
bars [49, 50, 51]. In this method, the specimen is heated in a furnace located 
beside the bars. The sample is pushed into the furnace by a sample holder arm, 
and once the target temperature is reached, the same arm pulls the specimen 
rapidly to the centerline of the bars. At this point, the hot sample is not yet in 
contact with the cold bars. A second manipulator pushes the bars into contact 
with the specimen, again just a fraction of a second before the impact by the 
striker. Examples of both of the above-mentioned heating methods are 
presented in Figure 14. 
Figure 14. Examples of setups for high temperature HSB testing in 
compression, a) [48], b) [51]. 
a) b) 
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All methods where the bars and the sample are manipulated aim to minimize 
the time that the hot sample is in contact with the cold bars, often referred to 
as the Cold Contact Time (CCT). Lennon and Rames [52] studied the effects 
of CCT on the reliability of the test using finite element methods. They 
suggested that CCT should be as low as 5 ms for the test to be valid. However, 
this conclusion has been challenged afterwards by several researchers. In their 
original work, Lennon and Ramesh did not consider the case where the 
specimen surfaces would be ‘adiabatic’, i.e., that the sample would be (at least 
partially) thermally isolated from its surroundings. Apostol [43, 49], instead, 
simulated the heat transfer in the case where the side surfaces of the specimen 
were protected by an isolating ceramic wool ring as part of the specimen 
holder, making the heat flow negligible from all but the actual contact (end) 
surfaces of the specimen with the bars. Their results showed that in 50-100 ms 
from the contact with the cold bars, the sample was cooled by just a few 
degrees and only in a very shallow layer of the contact surfaces. Seo et al. 
[53], in turn, measured the temperature change of a specimen by inserting 
thermocouples in the sample. According to their results, the sample actually 
cools down rather slowly and the test is valid even up to one second after the 
initial contact, which sounds like a very long time compared with the results 
presented by other researchers. However, the maximum allowable cold 
contact time depends on the temperature difference between the specimen and 
the bars, or the actual test temperature, the thermal conductivity and heat 
capacity of the specimen material, as well as the physical size of the specimen. 
Ideally, the cold contact time should be kept as short as possible, but 
technically it becomes increasingly more difficult to control the movements 
of the bars and the specimen, if the cold contact time is tried to be kept too 
short. For example, if the CCT is very short, the bars and the specimen might 
still be slightly moving or vibrating when the loading pulse arrives, which may 
appear as noise or oscillations in the measurement signals. Therefore, a 
practical minimum for the CCT is usually adopted, which is a compromise 
between the accuracy and constancy of temperature control and the 
repeatability and quality of the obtained stress pulses. 
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In tension testing with the Hopkinson Split Bar device, the sample must be 
physically attached to the bars, and no manipulation of the bars nor the 
specimen can be done after that. The specimen is typically attached to the 
stress bars using adhesive bonding or mechanical fixtures such as pins, 
wedges, or threads. The mechanical fixing allows heating of the specimen to 
high temperatures, but on the other hand, the mechanical fixtures can affect 
the quality of the measured stress pulses [Publication VI]. Gluing of the 
sample to the stress bars is slower, and either limits the temperature range to 
only 200-300 centigrade [54] or requires very fast heating rates [Publication 
VI]. If the sample is heated fast enough, the adhesive bonding may stay strong 
enough to carry the load during the high strain rate test. Fig. 15 shows a few 
heating methods used with the tensile Hopkinson Split Bar apparatuses. 
5 Modeling of time and temperature dependent 
material behavior 
There are several reasons why modeling of material behavior has become an 
important and integral part of materials research. On one hand, experimental 
testing of material behavior at all conceivable regions or combinations of 
parameters may not be practical or possible at all, and therefore modeling can 
extend our data and/or understanding of the material behavior to such areas. 
On the other hand, simulation of material or process behavior by finite element 
methods has matured to such a level that in many cases the only limiting factor 
Figure 15.  Examples of methods for heating/cooling of the specimen in tensile 
Hopkinson bar testing. a) [41], b) [50]. 
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in these activities is how to describe and implement the material behavior and 
properties in a correct manner. 
When developing material models, one of the most important tasks is to first 
select the right variables for the model and then to describe their dependence 
on internal and external factors and conditions, as well as their possible 
interdependencies, in a correct manner. In other words, we need to select the 
correct state variables, state equations, and evolution equations [55]. For the 
plastic deformation of materials, for example, the commonly used state 
variables are true strain, true strain rate, and temperature. Then, the true flow 
stress of a material can be expressed as: 
ߪ = ݂(ߝ, ߝ̇,ܶ)         (4) 
However, as plastic deformation is a path dependent process, strain is not 
always a good choice for a state variable [56], since the microstructure at a 
certain strain can be quite different depending for example on the deformation 
temperature and strain rate under which the strain was achieved, as seen for 
example in Figs. 3 and 4. On the other hand, the use of plastic strain as a state 
variable is quite understandable, as it can be easily and reliably determined 
during the mechanical material testing, while the in-situ determination and 
quantification of the microstructure is very difficult or close to impossible in 
most of the cases (even unambiguous ‘post mortem’ determination and 
quantification of the microstructure is very difficult, even though there are 
many microscopic and other techniques available to attempt to do so). 
What is expected from a good (mechanical) material model is that it should be 
able to describe the most important properties of the material and to reproduce 
its response to various external and internal variables, such as the mode, rate, 
and temperature of the loading, evolution of the microstructure, as well as to 
take account of the strain rate history and temperature dependence of the flow 
stress and strain hardening. However, to cover all those aspects accurately has 
in many cases turned out to be an impossible task, and therefore the material 
models contain practically always some simplifications or intentional 
omissions of factors that are considered insignificant or negligible for the task. 
Nevertheless, it can be safely stated that many of the current modeling and 
simulation exercises related to materials science, or use of materials in general, 
have provided a lot of new information and new possibilities that could not 
have been otherwise easily obtained. There are many approaches to the 
modeling of the mechanical behavior of materials, starting from ab initio or 
‘first principles’ and ending at the physical or numerical modeling of entire 
large structures. Depending on the modeling scheme, the parameters and 
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variables of the models are related to the real world to different degrees, i.e., 
some of them may have a clear physical meaning (such as the elastic constants, 
for example), while some others could be mere fitting parameters to make the 
modeled function fit the experimental data points. The quite widely used 
phenomenological material models often contain both kinds of variables and 
parameters, some of them having at least some kind of a physical background, 
but in general they usually are still closer to ‘curve-fitting’ type models. In the 
following, some examples of both phenomenological as well as (more) 
physically based models describing the strain rate and temperature 
dependence of material behavior are given. 
Probably the most commonly used phenomenological model describing the 
strain rate and temperature dependent behavior of materials is the one 
presented originally by Johnson and Cook in 1983 [57]. The model presents 
the material’s flow stress, σ, as a multiplication of three terms, the strain 
hardening term, the strain rate term, and the temperature term: 
where ε is true plastic strain, A, B, n, and C are material constants, which are 
experimentally determined at the reference temperature Tref and the reference 
true strain rate ߝ௥̇௘௙. T and Tm are the current and melting temperature of the 
material, and m is a constant describing the strength of thermal softening. For 
the determination of m, experiments must be conducted also at different 
temperatures. The first term in the parenthesis is the common parabolic strain 
hardening equation, also known as the Ludwik’s equation, which describes 
the flow stress and the strain hardening behavior of the material as a function 
of plastic straining. Parameter A is the initial yield strength of the material, B 
is a material constant corresponding to the amount of strain hardening of the 
material at the strain of one, and n is the strain hardening coefficient of the 
material. The second term accounts for the strain rate dependence of the flow 
stress through a logarithmic relation, which has been observed for almost all 
materials and can also be derived from the theory of thermally activated 
dislocation motion in metals [2]. The last term describes the temperature 
dependence of the flow stress. 
One of the strengths of the Johnson-Cook model is that since its introduction 
in 1983, its parameters have been experimentally determined and are freely 
available for a wide variety of materials. The model itself, however, has some 
clear drawbacks and limitations. For example, if the material exhibits positive 
ߪ = (ܣ + ܤߝ௡)൬1 + ܥ௃஼݈݊ ఌ̇ఌ̇ೝ೐೑൰ ൬1− ൤ ்ି்ೝ೐೑೘்ି்ೝ೐೑൨௠൰   (5) 
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strain rate sensitivity, as most materials do, the model implies that also the 
material’s strain hardening rate increases, which is not necessarily true [10]. 
Another common issue is that when the strain rate is increased to the region 
where thermally activated dislocation motion is not any more the rate 
controlling mechanism and the slope of the flow stress vs. logarithmic strain 
rate curve has a clear and often rather sharp upturn, the model predictions start 
to deviate significantly from the experimental data. Because of that, instead of 
one set of model parameters, two different sets may be needed to cover both 
the thermal activation as well as viscous drag controlled strain rate regimes. 
Also, the temperature term quite often does not work properly, partly because 
the exponent m is expected to be constant over the entire temperature and 
strain rate regions, which appears not to be true in many cases. Because of 
this, many modifications to the temperature term have been presented over the 
years to improve the accuracy of the model [58, 62]. 
There are also certain features in the material behavior that the JC model 
cannot capture at all, such as a sharp yield point, possibly followed by the so-
called Lüder’s strain, which are common features for many of the steels 
(Publication V). Also the effect of dynamic strain aging, which may lead to a 
notable increase in the flow stress with increasing temperature, cannot be 
described with the JC model (Publication V and VII). The general problem (or 
‘characteristic’) of the JC model is that it consists of three multiplicative terms, 
accounting for the effects of strain, strain rate, and temperature, respectively. 
That leads to an inevitable interdependence between the effects of these main 
variables, which does not always lead to a correct end results when the model 
is utilized, as shown for example in Publication I. 
Despite the limitations presented above, the Johnson-Cook model has proven 
quite useful especially in many practical applications, where only limited 
ranges of temperature and strain rate are of interest (Publication VI), and 
therefore it is included in many finite element codes by default. In addition to 
the original Johnson-Cook model, there are many ‘modified Johnson-Cook 
models’ presented in the literature with attempts to find remedies for the 
known general issues of the model, or to better account for certain specific 
features of certain materials or groups of materials [48, 59, 60, 61, 62, 63]. 
Another experimental model that quite much resembles the Johnson-Cook 
model, and can therefore also be classified as a ‘modified Johnson-Cook 
model’, was first proposed by Khan and Huang in 1992 [64] and later modified 
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by Khan and Liang [65], subsequently known as the Khan-Huang-Liang 
(KHL) model: 
Where: n1, n are constants, ܦ଴௉ is upper bound strain rate (e.g. 106 s -1), others 
as in eq. (5). The basic difference between the Johnson-Cook and Khan-
Huang-Liang models is that in the latter the strain hardening term contains 
also the strain rate, which means that an increase in the strain rate does not 
necessarily lead to an increase in the strain hardening rate. In addition, the 
increase in the flow stress due to the viscous drag effects can be estimated 
with the help of parameter CKHL in the second term of the model. The 
temperature term also slightly differs from the original Johnson-Cook model 
but, in reality, it does not bring about much improvement compared with the 
Johnson-Cook model. 
More physically based material models have been developed for example by 
Zerilli and Armstrong [66, 67], and by Kocks [68] and Kocks and Follansbee 
[69]. Both models are based on dislocation mechanics and thermal activation 
of dislocation glide. The Zerilli-Armstrong model is different for different 
crystal structures (fcc, bcc, and hcp), basically because the rate controlling 
mechanisms are different in each of the structures. The model of Kocks and 
Follansbee, commonly known as the Mechanical Threshold Stress (MTS) 
model, uses the mechanical threshold stress of the microstructure as a state 
variable. For this reason, the MTS model can predict the history effects better 
than most of the other models, but the downside of the MTS model is that it is 
quite complicated and requires mechanical testing also at subzero 
temperatures. Despite some added physical background, also the Zerilli-
Armstrong and Mechanical Threshold Stress belong to the wide group of 
continuum-scale models, since even they do not include any true 
microstructural features in their formulations. 
In addition to the above presented examples of general-purpose material 
models, also pure fitting of mathematical functions to the experimental data 
can in some cases lead to quite acceptable results. This is especially true when 
we are considering some specific and well-defined practical problems that we 
wish to handle numerically for example using finite element methods. There 
are currently plenty of easy-to-use curve fitting software available. For some 
of them, the fitting function must first be given (known), after which the 
software simply finds the optimal values for its coefficients.  There is also 
ߪ = ቂܣ + ܤ ቀ1− ௟௡ఌ̇௟௡஽బುቁ௡భ ߝ௡ቃ ൬ ఌ̇ఌ̇ೝ೐೑൰஼಼ಹಽ ൤ ೘்ି୘೘்ି்ೝ೐೑൨௠   (6) 
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software available where the user does not have to know the fitted function in 
advance, but the software goes through thousands of functions and finds the 
optimal coefficients for all of them. One of such programs is TableCurve 2D®, 
the use of which will be demonstrated in one of the case studies presented in 
the experimental part of this work. 
The viscoelastic behavior of polymers, which is caused by the stretching and 
relative movement of covalently bonded intertwined molecular chains in an 
amorphous or non-periodically ordered structure, is one of the key issues when 
modeling the mechanical response of polymeric materials. The exact structure 
of the polymer affects strongly the stiffness and overall viscoelastic behavior 
of the material. For example, enhanced cross-linking or copolymerization 
reduce the mobility of the polymer chains, increasing the stiffness of the 
material and affecting the time dependence of its mechanical response. 
The time dependent behavior of polymers is typically studied with a dynamic 
mechanical analysis (DMA) or with creep and stress relaxation tests. In the 
DMA test, the loading amplitude of the sample is usually very small, and 
therefore also the strain rates remain at a rather low level, typically below 
10 s-1. When larger strains and higher strain rates are of interest, a Hopkinson 
bar device designed for low impedance materials is normally used. 
When modeling the strain rate dependent behavior of polymers, the total strain 
is usually taken as the sum of the elastic, viscoplastic, and viscoelastic strains 
[29]. The elastic strain is fully recoverable and can be evaluated using the 
Hooke’s law, while the viscoelastic strain is associated with the delayed 
movement of the polymer chains. The viscoelastic strain can be large 
especially at temperatures above the glass transition temperature Tg, i.e., in the 
rubbery region. The modeling of the viscoelastic stress-strain response of 
polymers is often carried out by making use of the mechanical models already 
introduced in Chapter 3, including the Kelvin-Voigt, Maxwell, and standard-
linear-solid models. 
As an example of the modeling schemes applied for the time and temperature 
dependence of the deformation of polymers, we can briefly examine the 
widely used model of Eyring [70], who assumed that the deformation of 
polymers can be expressed as a thermally activated process. For the rate of 
change of strain, we can write 
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where ΔH is the height of the potential barrier to be surmounted, σ is the 
applied stress, RT is the available thermal energy, and v is the activation 
volume for the molecular event. Equation 7 defines an ‘activated’ viscosity, 
which is related to the dashpot of the standard linear solid model presented in 
Fig. 5 and represents the volume of the polymer segment that has to move as 
a whole for the plastic deformation to occur [29]. For the shear yield stress, 
further derivation leads to the formula 
ఙ
் = ோ௩ ቄ∆ுோ் + ݈݊ ଶఌ̇ఌ̇బቅ       (8) 
which plotted as σ/T vs. logarithm of strain rate at a constant temperature 
should form a straight line. Fig.16 shows the results of Bauwens-Crowet et al. 
[71] for polycarbonate, indicating that at least in this case the presented model 
fits the experimental results very well. For more practical work, virtually all 
finite element software contains linearly elastic, viscoelastic and hyperelastic 
material models built into the code. The hyperelastic models are sometimes 
classified into phenomenological models based purely on observed behavior, 
such as Mooney–Rivlin, Ogden, and Marlow models, and mechanistic models 
ߝ̇ = ߝ଴̇݁ݔ݌ ቀ−∆ுோ்ቁ ݏ݅݊ℎ ቀ௩ఙோ்ቁ      (7) 
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that include also some structural features of the materials, such as Arruda–
Boyce and neo-Hookean models [72]. 
6 Experimental techniques and materials used in the 
current work 
6.1 Compression Hopkinson Split Bar device 
The construction and operation of the compression Hopkinson Split Bar 
device used in the studies included in this thesis conform to the general 
principles originally suggested by Bertram Hopkinson [8], i.e., it contains all 
the basic components described already in Fig. 7. However, as this device, like 
most of the similar devices used in the high strain rate research laboratories 
all over the world, has been built by the research group itself, it contains 
certain features that distinguish it from the other comparable devices. In 
particular, all the operations in the current device are computer controlled, 
including loading of the striker, pressurizing of the pressure accumulator, 
firing of the striker, measuring of the striker speed, etc. Fig. 17 shows 
schematically the construction and sequence of operations used in a typical 
compression test with the current device, and Fig. 18 is a photograph of the 
device, showing also the high temperature auxiliary unit attached to it. The 
Figure 16.  Fitting of experimental data for polycarbonate to the Eyring 
material model [70] 
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use of comprehensive computer control has several advantages: 1) it makes 
operation of the device simple and reliable, 2) it improves the accuracy and 
repeatability of the tests, and 3) it facilitates the incorporation of auxiliary 
components and units to the basic device, such as the (also) computer 
controlled high/low temperature system discussed in more details later on. 
Figure 17.  Construction and sequence of operations of the compression 
Hopkinson Split Bar device used in this work [35]. 
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6.2 Modified Hopkinson Split Bar device 
In the Hopkinson Split Bar technique, the strain and strain rate in the specimen 
are adjusted by varying the speed vstr and length Lstr of the striker, and/or the 
length ls of the specimen. When the speed of the striker is increased by 
increasing the launching pressure, the amplitude of the incident stress pulse 
(or strain pulse, as the Hooke’s law applies) will increase in the same 
proportion, as εbar=vstr/(2·cbar), where cbar is the speed of sound in the bar 
material. This, in turn, will lead to a larger extension of the incident bar’s end 
in contact with the specimen, and thus to a larger strain in the specimen. The 
amount of specimen strain can be approximated as εs=2·vstr·Lstr/(ls·cbar). 
Because the physical length (2Lstr) and duration (2Lstr/cbar) of the stress pulse 
created by a particular striker are independent of the striker speed, the strain 
rate will increase with increasing striker speed only, i.e., ߝ௦̇=vstr/ls. To 
summarize the above, the amount of strain depends linearly on both the striker 
speed and striker length, but the strain rate only on the striker speed. This 
means that if we, for example, wish to double the strain rate but obtain the 
same (maximum) amount of strain, we should double the striker’s speed but 
halve its length (assuming that the length of the specimen is not changed). 
There are, however, practical limits for the striker length and striker speed, 
Figure 18.  Photograph of the compressive split Hopkinson pressure bar 
equipment used in this work. 
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which limits the free adjustment of strain and strain rate independent of each 
other. For example, as the physical length of the incident stress pulse is twice 
the length of the striker bar, the required length of the incident bar in the 
normal case increases accordingly, assuming that we wish to avoid 
overlapping of the incident and reflected pulses in the incident bar. In practice, 
the striker bar length should therefore be well under half of the length of the 
incident bar. A practical limitation for the use of extra-long stress bars often 
is the limited size of the laboratory space. Therefore, other solutions must 
usually be sought after if long pulses are needed. Another way to affect the 
strain and strain rate is to vary the length of the specimen, but as they both 
depend on the specimen length in a similar (inverse) manner, for example 
doubling the specimen length would halve both the strain and the strain rate, 
which may be unwanted. 
In certain applications, such as that discussed in Publications I, III and V, 
extra-large deformations at relatively low strain rates are needed, which means 
that either the specimen or the stress pulse must be very long, the latter 
requiring long striker and incident bars. For that reason, in the cold heading 
studies, an incident bar 1800 mm long and a striker bar 1500 mm (in some 
tests ‘only’ 800 mm) long were used. Instead of the normal practice of gluing 
the strain gages in the midway of the bars, in this case they were glued at the 
both ends of bar, as shown in Figure 19. This configuration allows the direct 
measurement of the incident pulse (with SG1), but the reflected pulse will 
overlap with the incident pulse almost totally. The reflected pulse, however, 
can be calculated by subtracting the pulse measured at the end of the incident 
bar (SG2) from the incident pulse measured by the strain gage at the beginning 
of the bar (SG1). With this test arrangement, it is possible to obtain an 
adequate combination of a reasonably low strain rate of 500 1/s and a 
reasonably high strain of 30 %. The quality of the calculated reflected pulse 
may not be as good as if it was measured directly but, on the other hand, the 
general quality of longer pulses is usually better than that of short (or ‘normal 
length’) pulses, so the small loss of accuracy due to the calculated reflected 
pulse becomes at least partly compensated in that way. 
 
Figure 19.  Positions of the strain gages in the tests of cold heading materials 
with extra-long strikers (Publication V). 
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In most of the tests discussed in this thesis, the diameter of the stress bars, as 
well as of the striker bars, was 22 mm. In the crusher pressure sensor studies 
(Publications I and IV), however, the initial strength of the fully annealed 
copper samples was so low that the transmitted signals were difficult to detect 
properly with 22 mm diameter stress bars. Therefore, in those tests, bars of 12 
mm in diameter were used instead of the 22 mm bars to increase the 
transmitted signal output. Otherwise, there was no difference between the tests 
conducted with 12 mm or 22 mm bars. 
Figure 20.  Waves from an HSB test with an extra-long striker bar: (a) incident 
bar waves recorded at positions SG1 and SG2, the incident bar wave measured 
at position SG1 and transferred to the same starting point with the wave 
measured at position SG2, and the reflected wave obtained by subtraction of 
the wave measured at position SG2 from the wave measured at position SG1, 
(b–d) the separated incident, transmitted and reflected waves used in further 
calculations of the specimen’s stress–strain relations (Publication V). 
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6.3 Tension Hopkinson Split Bar device 
As discussed earlier, the tensile version of the HSB equipment is based on the 
same principles as the compressive one. Of the two commonly used versions 
for generating the tensile stress pulse, in the current work the one with a tube 
striker, shown schematically in Figure 9a, was used. Fig. 21 shows 
schematically the construction of the T-HSB device used in this work, and 
Fig. 22 is a photograph of the actual device. The longest striker tube length 
used in the current system is 1600 mm, giving the maximum loading pulse 
duration of ca. 640 μs. Fixing of the (sheet) samples into the bars is done using 
a cyanoacrylate adhesive, which compared to somewhat stronger epoxies has 
the benefit of being dissolvable in acetone, which expedites the removal and 
remounting of the specimens considerably. 
 
Figure 21.  Construction and components of the tensile Hopkinson Split Bar 
device used in Publication VI. 
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6.4 Universal servo-hydraulic testing machine 
All material tests at strain rates of 1 s-1 and lower were conducted with a servo-
hydraulic Instron 8801 universal materials testing machine. In most of the 
cases, instead of using the rather heavy hydraulic general-purpose grips of the 
testing machine, simpler fixtures and hard metal compression platens attached 
directly to the piston and the load cell were used. Fig. 23 shows an example 
of such a setup with a furnace and a high temperature extensometer attached 
to the specimen. 
Figure 22.  Photograph of the tensile split Hopkinson pressure bar equipment 
used in this thesis. 
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6.5 Heating systems 
In the studies included in this thesis, three different heating systems were 
employed. In all high strain rate compression tests conducted at non-RT 
temperatures, the method based on the manipulation of both the specimen and 
the stress bars and a temperature conditioning unit (furnace or cooling 
chamber) located beside the bars was used. Figure 14b already showed a 
picture of the employed system, the components and operation of which are 
schematically shown in Fig. 24. For testing at temperatures below RT, only 
the furnace is replaced by a cooling chamber cooled with the controlled flow 
of cold nitrogen gas. More detailed descriptions of the employed HT/LT 
testing system can be found in Publication VII and in Ref. [43]. 
Figure 23.  Compression test setup in an Instron 8801 materials testing 
machine with a furnace and a high temperature extensometer [43]. 
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Figure 24.  Schematic illustration of the high temperature testing setup 
incorporated in the compression Hopkinson Split Bar, showing also the testing 
steps during a test with the system [49]. 
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For high temperature tensile tests, two different heating methods were used 
and compared with each other. The first method, used at UPM Madrid, is 
based on a small furnace, where the sample and short sections of the bars are 
enclosed. The furnace, shown in Figure 25, contains eight resistors, capable 
of bringing the specimen up to 900 ºC in a few minutes, and bar-size openings 
at both ends. After heating the sample to the desired temperature, the furnace 
can be moved to one side of the bars to provide a direct line of sight to the 
specimen for example for high speed camera recording. More details of the 
experimental setup and the heating system can be found in Publication VI. 
Figure 25.  High temperature high strain rate testing of a sheet specimen at 
UPM Madrid, a) furnace for heating up the specimen and sections of the bars 
made of a nickel-base superalloy (Rene 41), b) specimen gage length and grip 
section dimensions (Publication VI) 
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The second heating system for the tension Hopkinson bar testing, used in the 
tests conducted for Publication VI at Tampere University (of Technology), is 
based on direct electric heating, as depicted in Figure 26a. In the method, four 
small copper electrode pins are moved by a pneumatic actuator in and out of 
contact with the 'fins’ machined to the grip sections of the sample, as shown 
in Fig. 26b. The electric current is fed though the gage section of the specimen 
through the pin-fin contact points for rapid heating of the specimen. When the 
desired temperature has been reached, the pneumatic actuator retracts the 
electrodes far enough from the specimen (and the bars) to avoid damaging 
them during the subsequent high-speed test and to allow the use of high-speed 
imaging of the specimen for further digital image correlation analysis of the 
sample surface strains. 
With direct electric heating, for example the temperature of 800 °C could be 
achieved in less than half a second, which is good also in regard of the 
adhesive bonding between the specimen and the stress bars. The downside of 
the method, however, is that there tends to be substantial deviations between 
the target temperature and the actual (reached) test temperature, mostly 
because the contact conditions between the electrodes and the specimen ‘fins’ 
may not be exactly the same every time. On the other hand, the true specimen 
temperature can be measured with a thermocouple spot welded on the 
specimen surface and/or with a high-speed thermal (infrared) camera, and 
therefore this is usually not a serious problem or limitation for the method.  
Figure 26.  High temperature high strain rate testing of a sheet specimen at 
TUT Tampere, a) direct heating of the specimen, b) specimen gage length and 
grip section dimensions (Publication VI). 
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7 Materials and tests 
Table 1 gives an overview of the materials and mechanical tests conducted in 
the studies included in this thesis. As seen, most of the tests were conducted 
in compression, except for the tests on the titanium alloy (Publication VI). 
 
Table 1. Overview of the tests included in this thesis.  
Material Loading Test 
methods 
Test-Tem-
peratures 
Heating/cooling 
method 
Publi-
cation 
Rubber Compr. Hopkinson Bar, Instron RT, HT Furnace II 
Copper Compr. Hopkinson Bar, Instron RT only • I, IV 
Ti6Al4V Tension Hopkinson Bar RT...725 C 
Direct electric 
heating, furnace VI 
C17C 
Compr. 
 
Hopkinson 
Bar, Instron LT, RT, HT 
Furnace, liquid 
nitrogen cooling III, V 
C45 Compr. Hopkinson Bar RT...680 C Furnace VII 
27MnCr5 Compr. Hopkinson Bar RT...680 C Furnace VII 
 
The samples used in Publications I and IV were manufactured from oxygen-
free high conductivity (OFHC) copper of 99.998% purity. The exact 
compositions of the two different patches (from different manufacturers) used 
in the tests can be found in Publications I and IV. The samples were in a fully 
annealed condition with initial yield strength of ca. 30 MPa. 
The material studied in Publication II was a heat, wear, and chemical resistant 
fully cross-linked rubber material containing also inorganic fillers. This 
material, with a brand name RayFlex 5000, is commonly used as a cover 
material in paper machine rolls. 
The aim of Publication VII was to study the high temperature high strain rate 
behavior of two standard alloys, 27MnCr5 and C45, in different heat treatment 
conditions. The exact chemical compositions of the steels can be found in 
Table 1 in Publication VII. The studied heat treatment (microstructural) 
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conditions of both materials were the  ‘standard’ or reference (R) 
microstructure obtained by austenization annealing followed by isothermal 
annealing below the austenization temperature, the globular pearlite (GP) 
structure obtained by adding an additional annealing cycle to the reference 
heat treatment, the coarse grain (CG) structure produced by increasing the 
austenization temperature of the steels, and the ‘banded structure’ (WB) 
containing pearlite  bands that were allowed to grow during slow cooling from 
the austenization temperature to the subsequent isothermal annealing 
temperature. Details of the microstructures and their differences are given and 
discussed in Publication VII. 
The cold heading quality steel studied in Publications III and V is used in 
lower strength grade bolts, screws, and other cold-formed fasteners. The steel 
is aluminum-killed (de-oxidized) and not intended for any heat treatments 
such as quenching. The EN 10263 standard designation of the steel is C17C, 
and its nominal composition and tensile strength values are given in Table 1 
in Publications III and V. The microstructure of the steel is ferritic-pearlitic 
with an average ferrite grain size of about 10 μm. 
The primary purpose of the research presented in Publication VI was to 
compare the test results obtained by two different testing methods, especially 
related to the heating of the tensile Hopkinson Split Bar specimen to high 
temperatures. In that sense, the research is not specifically related to the used 
test material, i.e., Ti6Al4V alloy. The choice of this alloy for the test material 
is, however, sensible as it retains its good strength properties also at elevated 
temperatures. 
8 Results 
As presented in the previous Chapters, the research contained in this thesis 
focuses on the strain rate dependent behavior of a wide variety of different 
materials, i.e., pure copper, several steels, a titanium alloy, and a rubber. They 
all have a different crystal structure and/or microstructure, ranging from the 
face centered cubic single-phase copper through the body centered crystal 
structure and varying phase structures of the steels and the hexagonal close 
packed crystal structure of the titanium alloy to the long-chain crosslinked 
polymer structure of rubber. The differences in the crystal structures and 
microstructures of the studied materials are reflected in their mechanical 
behavior, which has to be accounted for also in the development and use of 
the material models. 
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8.1 Cold heading steels (Publications III and V) 
The effect of strain rate on the room temperature flow stress of C17C cold 
heading steel is shown in Figure 27a, where the compressive flow stress is 
plotted against the logarithmic strain rate at various constant plastic strains. 
Starting from the low (quasi-static) strain rate region, the strength of the 
material increases gradually and linearly up to about 500 s−1, after which the 
rate sensitivity and strength of the material begin to increase at a faster rate. 
In addition to the tests conducted at room temperature, the compressive 
strength properties of the C17C steel were determined at the strain rate of 1100 
s−1 also at temperatures ranging from −150 to 800 °C. The specimens at high 
and low temperatures could only be compressed to relatively low strains, 
approximately 20 % of plastic strain, due to the experimental constraints of 
the test setup. The resulting flow stresses at different temperatures are shown 
in Fig. 27b at selected constant plastic strains. As can be seen, the flow stresses 
first decrease in a quite normal manner with increasing temperature, until at 
higher temperatures the dynamic strain aging effect comes into play and the 
flow stresses start to increase again. At this strain rate, ca. 1100 s−1, the 
maximum of the dynamic strain aging effect appears at about 600 °C, but as 
will be shown later on in this thesis, the temperature at which the peak appears 
depends also on the applied strain rate. 
 
Figure 27.  Results of compression tests on the C17C cold heading steel, (a) 
flow stresses at different constant plastic strains as a function of strain rate at 
RT, (b) flow stresses at different constant plastic strains as a function of 
temperature at the strain rate of 1100 s−1. ReH is the yield strength of the 
material (Publication V). 
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The experimentally determined mechanical behavior of C17C was also 
numerically modeled with the objective to simulate the steel’s behavior in the 
cold heading process. The model needed to be simple and accurate enough, as 
well as easily implementable to the ABAQUS/Explicit FE-software. The 
selected modeling strategy was to describe the stress-strain response of the 
steel as precisely as possible, including also the sharp yield point, which is an 
important feature of the material in regard of the cold heading process. As it 
is practically impossible (or at least extremely difficult) to describe both the 
strain hardening behavior occurring at larger plastic strains with the same 
model (equation) as the sharp yield point, a choice was made to model the full 
stress-strain response of the material in two parts. Two sets of polynomial 
functions were chosen to describe the material response, one for the low strain 
region to describe the sharp yield point behavior, and another one for the high 
strain region to describe the strain hardening behavior of the material. As seen 
in Eqns. 9 and 10, both parts describe the flow stress of the material as a 
function of strain, strain rate, and temperature. The two polynomial models 
were fitted separately to the data of their respective regions of strain. As the 
example in Figure 28 shows, the correspondence between the measured and 
modeled data points is quite good, and therefore the presented equations 
appear to describe the behavior of the C17C steel well enough to be used in 
the FE simulations of the cold heading process. 
Sharp yield point behavior (part 1): 
Strain hardening behavior (part 2): 
where σ is the true stress, ε the true strain, ε̇ the true strain rate, T is the 
temperature, and ai, bj, ck. . . h are fitting parameters or material constants. The 
parameter values, listed in Table 2 of Publication V, were determined using 
the Matlab function “fminsearch”. It should be noted that even through the 
  (9) 
  (10) 
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applied equations are based on ‘correct’ variables, i.e., strain, strain rate, and 
temperature, the approach is basically only numerical ‘curve fitting’, and also 
other equations leading to a good match with experimental data could have 
been used instead. The fitting was carried out on the original measured data 
that was sampled so that both the yield point and the hardening parts of the 
stress–strain curves were represented by approximately 20–30 points. The 
initial temperature of the specimen before the loading was measured with a 
thermocouple. The adiabatic heating of the specimens in the tests with strain 
rate exceeding 100 s−1 was calculated by using 0.9 as the value of the Taylor-
Quinney coefficient, i.e., by assuming that 90 % of the energy expended in the 
deformation is converted adiabatically to heat. All quasi-static tests were 
assumed to be fully isothermal.  
 
Figure 28.  Comparison of the measured and modeled stress–strain data for 
the C17C steel at different strain rates (Publication V). 
45 
 
The developed material model was verified by comparing the results of finite 
element simulations with experimental results of a cold heading test carried 
out with a modified Hopkinson bar setup shown in Figure 29. The experiment 
was carried out simply by cold heading a small button (8.5 in diameter, 
3.5 mm long) to the end of a steel specimen with an original diameter of 
5.5 mm. The test was carried out by inserting the specimen, a piece of the steel 
wire, into the cold heading die and impacting the 1.5 m long striker bar at the 
speed of 14 m/s directly on the specimen. The impact upsets the impacted end 
of the specimen and forces the material to flow inside the die cavity in 
approximately 0.8 milliseconds. 
 
The material model described above was used to represent the material 
behavior in the numerical cold heading experiment with ABAQUS/Explicit. 
A 2D axisymmetric model was used in the simulations with only half of the 
geometry, as all components of the setup comprising the die, the bar, and the 
specimen are axisymmetric. The steel wire specimen was meshed with 
approximately 260 four-node reduced integration axisymmetric quadrilateral 
continuum elements (CAX4R). High-quality mesh during the large 
deformation process was ensured by using adaptive meshing. A friction 
coefficient of 0.19 was used to describe the contact between the different 
components of the model, i.e., the wire, the striker bar, and the die. The friction 
value was adjusted to match the simulated button shape with the actual cold 
headed test piece. The effect of friction was studied by simulating the cold 
heading experiment also with friction values of 0.14 and 0.24, but 0.19 
Figure 29.  Experimental setup used for the model verification 
(Publication V). 
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appeared to yield the best results. The same striker velocity (14 m/s) was used 
both in the simulations and the experiments. In the simulations, the 
deformation of the material was assumed adiabatic with the Taylor-Quinney 
coefficient value of 0.9. Figure 30 shows the mesh and the equivalent plastic 
strain distribution in the simulated button-head at the end of the cold heading 
operation. Input data of the material behavior was evaluated at different 
strains, strain rates, and temperatures, and the tabulated flow stress values 
calculated using Eqs. 9 and 10 were given to ABAQUS. The original 
experimental data extended to approximately 1.5 mm/mm, but in the 
simulations even higher local strains were observed. Therefore, the input data 
was extrapolated up to 2.0 mm/mm.  Luckily the need for such high strains in 
the simulations was limited to very small regions and only at the very end of 
the simulation. Therefore, the possible errors caused by the extrapolations in 
the final simulation results are assumed to be quite small. The maximum 
simulated strains were observed around the inner corner (up to ~3 mm/mm). 
Similarly, the simulated temperatures and strain rates in those regions were 
very high (~ 1000 °C, 16,000 s−1), but mostly the strains were less than 
1.9 mm/mm, temperatures below 600 °C, and strain rates below 9000 s−1.  
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The strains on the stress bars were recorded during the cold heading 
experiment with strain gages bonded on the stress bar 50 mm from the cold 
heading die. The force acting on the interface between the stress bar and the 
cold heading die was calculated from the obtained strain pulses. The force on 
the same interface was also obtained from the simulations. The simulated and 
experimental forces shown in Figure 31 are in good agreement with each 
other. A slight detachment of the die from the incident stress bar causes a peak 
in the measured force values at around 300 ms. The simulated and 
experimental peaks appear at slightly different times, which most likely is due 
to the slightly non-circular shape of the hot rolled wire, leading to a slightly 
earlier contact of the wire with the die channel in the experiment. If the 
experiment is simulated with a large die with no interfaces, the force peak 
disappears and therefore confirms the source of the peak to be the interface 
between the die and the bar. Although the final dimensions of the experimental 
Figure 30.  Element mesh and plastic strain distribution in the cold headed part 
(Publication V). 
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and simulated buttons were the same, filling of the corners of the die was not 
quite perfect in the cold heading experiment. 
 
The microstructure of the studied cold-drawn C17C wire is ‘banded’, as 
shown in Fig.1 of Publication V, which in general is not a desired property for 
a microstructure. In this case, however, it opens up a possibility to follow the 
flow of material during the cold heading process and to compare it with the 
movement of so-called tracer particles in Abaqus simulations. If the flow of 
material is similar both in the simulation and the experiment, the tracer 
particles should form similar shapes as the material microstructure in the 
experiment. The comparison of the real microstructure and the simulated flow 
of material is shown in Figure 32, revealing that there is clear mismatch 
between the flow lines and the tracer particle arrays in some parts of the cold 
headed part. In general, this indicates that the material flow is not perfectly 
homogeneous. There are many possible reasons for this, including changes in 
the microstructure, geometrical imperfections such as non-straightness and 
ovality of the wire, as well as imperfect alignment of the striker and the 
specimen. In the simulations, the use of a simple friction model could also 
lead to differences between the simulated and observed flow of material. 
Figure 31.  Force as a function of time obtained from the cold heading 
experiment and the numerical simulations with Abaqus (Publication V). 
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For comparison, another modeling approach was also attempted by using a 
single quasi-static compression stress–strain curve as the material input data. 
This approach is, unfortunately, still quite common, as the high strain rate and 
temperature dependent material data is often not (yet) available. In addition to 
the measured force–time curve and the simulated curve obtained by using the 
model presented by Eqns. 9 and 10, Fig. 31 contains also the curve obtained 
by using the simple quasi-static stress–strain data in the simulation (dashed 
line). From Fig. 31 it is evident that if the material behavior is described by 
the quasi-static data only, the forces are underestimated in the beginning of 
the cold heading process and overestimated at the later stages. This can be 
explained by the stronger net effect of the strain rate at small plastic strains 
before the adiabatic heating sets in at larger strains and reduces the flow 
resistance of the material. Based on the results of this work, the simulation of 
the cold heading process cannot be done accurately enough with low strain 
rate quasi-static data only, but also information about the material behavior at 
higher strain rates and temperatures is needed. For another comparison, the 
Johnson–Cook model was calibrated with the available experimental data, and 
the model was used to simulate the same cold heading experiment as discussed 
above. As shown in Fig. 31, also the JC model overestimates the flow strength 
of the material and consequently also the simulated cold heading forces at low 
and intermediate strains. On the other hand, the JC model slightly 
underestimates the forces at high strains, which can be explained by the fact 
that the JC model assumes a linear dependence of the flow stress on the 
logarithmic strain rate. However, as discussed already in Chapter 3, at high 
strain rates the strength of basically all materials tends to increase much faster 
than predicted by the JC model, and therefore the (dynamic) strength of also 
the C17C steel exceeds the predicted values used in the simulations at high 
strain rates. 
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8.2 Crusher pressure gage (Publications I and IV) 
The main reasons for the use of crusher pressure gages for example in the 
acceptance test firings of guns and ammunition are that they are inexpensive, 
easy to use, and do not require any electronic instrumentation or changes made 
in the gun construction. In contrast to this, the more sophisticated piezoelectric 
pressure transducers need both instrumentation and, especially, drilling of 
holes in the guns for mounting the transducer. In the test firings, it was 
observed that the pressure readings obtained by the crushers and by the 
piezoelectric pressure transducers could differ by as much as –10 to +20 % in 
the pressure range of ca. 90-500 MPa, which is not acceptable and poses a 
serious threat of gun failure. 
Figure 32.  Comparison of the flow lines delineated by the banded structure of 
the C17 steel and the tracer particles in the Abaqus simulation (Publication V). 
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From the materials science point of view, the principal reason behind the 
observed problem related to the use of crusher pressure gages was obvious 
from the very beginning of the study: increasing pressure increases the 
compression rate of the crusher element, which again increases the 
(instantaneous) strength of the (copper) element and, consequently, decreases 
the amount of deformation corresponding to a certain pressure. In other words, 
for the same amount of deformation, which is what is measured from the 
crusher element after firing of the gun, higher pressure is needed if the rate of 
deformation is higher. The only remaining question therefore is, how to take 
the observed strain rate effect into account in a simple but reliable manner. 
 
Figure 33, which shows the simple construction of the crusher pressure gage, 
reveals also that the only information that is obtained with the use of this type 
of a pressure gage is the maximum pressure, determined from the permanent 
shortening of the copper element during the firing event. Therefore, the main 
task would be to find a model that can convert the change in the crusher 
element’s length to maximum pressure. In principle, any of the existing 
material models could be applicable, but for example the common Johnson-
Cook model turned out not to provide accurate enough results. As there is no 
need for the applied model (or equation) to be a so-called parametric 
constitutive model, any fitting function that describes accurately enough the 
dependence of the crusher element shortening on the maximum pressure under 
the given circumstances would suffice. As discussed already in Chapter 3, the 
easiest way for finding the best possible mathematical function that fits all the 
Figure 33.  Schematic construction of the crusher pressure gage 
(Publication I). 
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determined stress-strain curves separately, i.e., each curve with its own fitting 
parameters, is a software that searches automatically through a large number 
of pre-programmed functions, such as TableCurve 2D®. When such a search 
was conducted, the best simple function turned out to be the rational function 
of type 
The coefficients for the true stress-strain curves determined at nine different 
strain rates are presented in Table 2, and Fig. 34 shows that Eqn. 11 with 
correct coefficients can reproduce each of the experimental stress-strain 
curves quite accurately. It should be noted that Eqn. 11 is used only to describe 
numerically and as well as possible the individual experimental stress-strain 
curves and to facilitate the final two steps of the model development. 
 
Table 2. Fitting parameters of Eqn. 11 for the reproduction of the experimental 
true stress-strain curves at nine different strain rates (Publication I). 
 
 
ߪ = (௔ା௖ఌ)(ଵା௕ఌ)        (11) 
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So, at this point we have a set of coefficients (a, b, c) for every strain rate used 
in the tests, but this not yet very useful for our final aim. From experience, 
however, we know that when the dislocation motion is controlled by thermally 
activated obstacles, the flow stress has a logarithmic dependence on strain rate, 
i.e., σ ∝ ln (ߝ̇). In the case of pure copper, these obstacles are in practice other 
Figure 34.  Experimental and fitted stress strain curves of copper at seven 
different strain rates (two of the strain rates included in Table 2 were left out 
for clarity). (Publication I) 
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dislocations on the glide and intersecting crystallographic planes, and their 
amount and arrangement depends on the amount of preceding strain and the 
strain rate at which this strain was achieved. This means that the flow stress 
depends on strain both directly and through the strain dependent strain rate 
effect, i.e., 
Using the numerical representations of the experimental stress-strain curves, 
i.e., Eqn. 11, we can easily make constant plastic strain ‘cuts’ or ‘sections’ to 
the stress-strain curves to obtain flow stress vs. logarithmic strain rate data 
points at any constant plastic strain. When we plot the obtained new data 
points as in Fig. 35, we will observe that the points representing the same 
strains form straight lines, which also proves that Eqn. 12 is of correct form. 
From the straight-line fits also shown in Fig. 35, we will obtain the values for 
coefficients A and B as a function of plastic strain. The final step in this model 
development is to find again simple functions for the A vs. ε and B vs. ε data. 
It turns out that the same rational function used to describe the stress-strain 
curves works also very well for A(ε), while for B(ε), a second order 
polynomial function provides a good fit. This means that the final model, i.e., 
Eqn. 12, is based on altogether six fitting parameters, three for A(ε) and three 
for B(ε), as shown in Table 3. The entire procedure described above is 
presented in full details in Publication I.  
 ߪ(ߝ) = ܣ(ߝ) + ܤ(ߝ)݈݊(ߝ̇)      (12) 
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Figure 35.  Plots of Eqn. 12 at various constant plastic strains (Publication I). 
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Table 3.  Fitting functions A(ε) and B(ε) and the values of their parameters. 
 
 H
HH
b
caA 
 
1
)(  B(H) = a0 + a1x+a2x2 
a b c a0 a1 a2 
24,35 4,446288 2321,055 - 0,7338 15,343 -4,1075 
 
The crusher gage results with various calibrations were compared with the 
piezoelectric peak pressures obtained from test firings at different gun 
pressures. As Table 4 shows, the difference between the piezoelectric peak 
pressure Ph and the crusher pressure Pcr based on the quasi-static calibration 
increases from 3 MPa to 64 MPa with gun pressure increasing from 153 MPa 
to 414 MPa (relative error increases from 2 % to 15 %). With dynamic 
calibrations assuming the strain rates of 10, 35 and 80 s-1, the errors at lower 
gun pressures become first slightly negative (ca. -2%), but for example at the 
highest gun pressure of 414 MPa, the errors are much smaller than with the 
quasi-static calibration. As seen in Table 4, the difference between the 
piezoelectric peak pressure and the dynamically calibrated crusher pressure 
decreases with the use an increasing strain rate in the calibration, being only 
2 % at the gun pressure of 414 MPa with the 80 s-1 calibration. The biggest 
issue in the use of dynamically calibrated crusher elements is that we do not 
have any direct knowledge of the true strain rate in the crusher element during 
an individual firing.  The measurements with piezoelectric pressure 
transducers have, however, revealed that the maxim pressure rise time in a 
certain gun type is almost constant independent of the amount of gunpowder, 
which makes it possible to calculate, or at least reasonably estimate, the strain 
rate in the crusher element and in that way facilitate use of Eqn. 12. A more 
thorough analysis of the above questions is presented in Publications I and IV 
and in Chapter 0 (Discussion). 
Table 4. Comparison of the pressure differences between the piezoelectric 
peak pressure and the crusher pressure obtained with different calibrations 
(Publication IV). 
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8.3 Testing of Ti6Al4V titanium alloy at high temperatures 
(Publication VI) 
The tensile tests on the Ti6Al4V titanium alloy were carried out using two 
different Hopkinson Split Bar apparatuses and heating methods, as described 
in Chapter 6.5. The tests were first carried out at Tampere University (of 
Technology) using the direct electric current heating method at the strain rate 
of ca. 1300 s-1. After that, (nominally) similar tests were carried out at the 
Polytechnic University of Madrid (UPM) at the same strain rate and 
temperature using the furnace heating method. 
Figure 36 shows the stress-strain plots obtained from the tests conducted at 
300 °C and 700 °C with both heating methods. In the tests performed with 
furnace heating, the stress-strain curves show large oscillations due to the 
mechanical fixing of the specimen to the bars (FH+MC). Gluing together with 
mechanical fixing with a pin going through the grip section of the specimen 
was also attempted (FH+GF), but because of the relatively long heating time 
needed to reach the test temperature, the glue could not bring any relief to the 
oscillation problem. Especially in the beginning of the tests, the stress-strain 
curves do not portray the material behavior correctly, and for example the 
yield strength of the material cannot be read (nor estimated) from the data. 
The electric heating method and, especially, the fixing of the sample to the 
stress bars with glue (EH+GF), provide a much better raw signal quality. 
Filtering of the data obtained from the tests with furnace heating (or rather 
with mechanical fixing of the specimen) with low pass and median filters 
improves the signal quality considerably, as shown in Fig. 36b: after filtering, 
the stress-strain curves obtained with the direct electric heating (EH+GF) and 
furnace heating (FH+MC) methods appear to be quite similar. In general, 
however, (excessive) filtering of the raw data should always be dealt with 
caution, as it may easily lead to distortion of the data and incorrect 
interpretation of the results. 
The stress-strain behavior of the Ti6Al4V alloy was modeled by fitting the 
Johnson-Cook equation (Eqn. 5) to the obtained data. The constants of the 
model, shown in Table 5, were obtained by using the least-squares fitting 
method. Figure 37 shows the stress-strain curves reproduced by the Johnson-
Cook model at three different temperatures together with the corresponding 
experimental data. As the Johnson-Cook model (in its original form) is 
incapable of accounting for the strain (or thermal) softening of the material, 
the modeled flow stress in Fig. 37 is presented only for the region of uniform 
deformation. As can be seen, at least under the given conditions, the Johnson-
Cook model reproduces the experimental data very well and can therefore be 
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used to describe the dynamic behavior of the studied material for example in 
finite element simulations.  
Table 5. Values of the Johnson-Cook model parameters for the studied 
titanium alloy (Publication VI). Tests were done only at one strain rate, 1300 
s-1, and therefore C was not determined. 
 
Figure 36.  Comparison of the stress-strain curves obtained with the two 
different heating and specimen fixing methods a) raw data obtained at 300 °C 
with both heating methods, and b) raw data from a test with direct electric 
heating and filtered data from a test with furnace heating at 700 °C 
(Publication VI). 
(a) (b) 
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In a mechanical material test, usually quite large part of the work imparted to 
the material is converted to heat. Under certain conditions, especially in the 
tests at sufficiently high strain rates, there may not be enough time for the heat 
to be conducted away from the specimen, making its temperature increase. 
This kind of internal or ‘adiabatic’ heating can also be included in the Johnson-
Cook model by allowing the test temperature to change with plastic strain. If 
one assumes that an increment of plastic work done on the specimen (dW), 
obtained from the increment of the area under the stress-strain curve, equals 
an increment of heat (dQ) in the material, one can easily calculate the amount 
of adiabatic heating (dT), if certain physical constants of the material are 
known (density ρ, specific heat Cp). In addition, the fraction of work converted 
to heat is usually less than unity, i.e., some amount of the energy is 
permanently stored in the defect structure of the material, such as dislocations. 
Consequently, this effect must be accounted for in the calculation of the 
temperature increase dT by including factor O (or more commonly E) in Eqn. 
13. One problem is that the precise value of lambda/beta is usually not known, 
and therefore the value of 0.9 is assumed unless better data is available. 
Depending on the thermal properties of the material, the strain rate above 
Figure 37.  Experimental stress-strain curves and the corresponding data 
predicted by the Johnson-Cook model (Publication VI). T indicates the 
experimental data and M the model. 
M
M
M
T
T
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which the conditions can be expected to become more or less (fully) adiabatic 
can be surprisingly low, for example for austenitic steels with low thermal 
conductivity only of the order of 10-1 s-1. On the other hand, for example for 
copper with one of the best heat conductivities of metals, the thermal 
conditions become adiabatic only when the strain rate exceeds ca. 10 s-1 [73], 
[74]. To estimate the adiabatic heating using Eqn. 13, we assume that no loss 
of heat from the system takes place during the test. Equally, we assume that 
no heat generation takes place during the test for example through exothermic 
phase transformation(s). 
Where ΔT is heat rise caused by deformation, λ is factor telling portion of 
energy converting to heat (~0.9), ρ = density, Cp = specific heat, σ = stress and 
ε = strain. 
 
The direct electric heating allows high speed imaging of the specimen during 
a high strain rate high temperature test. On the other hand, when the specimen 
is heated in a furnace, the painted contrast pattern dries up and becomes brittle, 
and despite the possibility to remove the furnace and to expose the specimen 
to the high-speed cameras just before the impact, the obtained images are not 
good enough to be used for digital image correlation. The images obtained 
from the high strain rate tests conducted on specimens heated with the direct 
electric heating method were processed with the Davis 8 software from 
LaVision. An example of the full field surface strain data from a specimen 
deformed at a high rate at the temperature of 700 °C is shown in Fig. 38a. 
From the full field data, one can produce for example so-called waterfall plots 
or line profiles of the strains by plotting the strain along the length of the gage 
section of the specimen. A waterfall plot is very useful in the visualization of 
the strain distribution along the gage section, and especially for studying the 
strain localization and necking during a tension test. Figure 38b shows an 
example of the waterfall plot of the specimen deformed at 700 °C. In the 
beginning of the test, the strain is uniform along the gage length of the 
specimen. At an average strain of approximately 10 %, two localizations form 
on the gage section, and further deformation focuses more in these regions. 
With continuing deformation, one of the localizations becomes the dominant 
neck, where the failure finally occurs. 
∆ܶ = ఒఘ஼೛ ∫ߪ݀ߝ       (13) 
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Figure 38c shows the last determined profile of the samples tested at three 
different temperatures, revealing that the maximum strain in the gage section 
of the sample increases as the test temperature increases. At 60 °C, the 
maximum strain at the neck is close to 50 %, whereas at 300 °C the maximum 
failure strain is around 65 %. At 700 °C, the maximum strain is as high as 
80 %. 
8.4 Rubber coated paper machine rolls (Publication II) 
The OptiSizer film coating method applies color or primers simultaneously on 
both sides of the paper web, as it passes between two polymer coated steel 
rolls, i.e., the ‘nip’. If the nip pressure distribution is not even, the coating 
process does not perform in the intended manner and the paper will have 
Figure 38.  a) full-field strains obtained from the surface of the sample 
deformed at 700 °C, last frame before the fracture, S is the maximum normal
strain, b) waterfall plots showing the axial strain along the gage length of the 
specimen, and c) last waterfall plots before the fracture at different 
temperatures (Publication VI). 
a b 
c 
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uncoated stripes or ‘wrinkles. To improve the contact conditions and to reduce 
undesired wrinkling, the rolls are designed to have in a slightly convex shape, 
or ‘crowning’. The optimal shape of the rolls is difficult to estimate by trial 
and error, and therefore the process needs to be simulated to evaluate the nip 
pressure distributions. In modern paper machines, however, the speeds at 
which the rolls are rotating increase the strain rate of the roll covers 
dramatically, and the strain rate effects must be taken into account in the 
modeling of the nip pressures. The aim of this study was to evaluate and 
quantify the rate effects in the paper machine roll cover materials, and to 
demonstrate how they can be accounted for in the accurate design of the roll 
geometry. 
RayFlex 5000 is a heat and wear resistant fully cross-linked rubber roll cover 
material that also has excellent chemical resistance. The low strain rate 
behavior of the material was studied in compression using cylindrical 
specimens of 18 mm in diameter and 15 mm in length, while its high strain 
rate behavior was studied with the HSB method using shorter samples of 5 
mm in length. The strain rate sensitivity of the material is almost linear (strain 
rate on log scale) up to the strain rate of 1 s-1, and still at the strain rate of 
1600 s-1, no drastic increase in the material’s flow stress is observed, as Fig. 39 
shows. Increasing amount of strain increases also the strain rate sensitivity of 
RayFlex 5000, as the steepening slope of the line fitted to the experimental 
data in Figure 39 reveals. Figure 40 depicts the stress-strain plots (‘hysteresis 
loops’) obtained at different temperatures at the strain rate of 1 s-1, showing 
that the strength of the material decreases with increasing temperature. On the 
other hand, the moisture did not seem to have a strong effect on the strength 
of the material, as the material does not absorb large quantities of water. 
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Figure 39.  Flow stress of RayFlex 5000 at different plastic strains as a 
function of logarithmic strain rate. During the measurements, the relative 
humidity was 50 % (Publication II). 
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The behavior of the coater nip was simulated at two different loading 
conditions: 1) room temperature, strain rate of 1 s-1, and ambient moisture, and 
2) temperature of 60 °C, strain rate of 1600 s-1, and saturated moisture in paper 
machine water at the test temperature. The experimental data needed in the 
modeling was obtained from the compression tests conducted at the 
temperatures of RT, 50 °C, and 70 °C. Before the actual compression tests 
from which the data was recorded, the samples were mechanically loaded 
twice at the same conditions to 33 % of strain to go past the Mullins effect 
[29]. An arithmetic average of the loading parts of the stress-strain curves of 
several tests at each temperature was used as the input data for the simulations 
in Abaqus. The 60 °C material data used in the simulations was obtained by 
averaging the experimental data of the 50 °C and 70 °C tests. The stress-strain 
curves used in the simulations are shown in Fig. 41. 
For the hyperelastic models, the elastic behavior of materials can be described 
by strain energy functions [75]. The Marlow form of the strain energy 
potential can be used if material data is available only in one loading 
condition, e.g., only in compression or tension. This model assumes that the 
strain energy potential is independent of the second deviatoric invariant. The 
model can be implemented by providing test data that describes the deviatoric 
Figure 40.  Stress-strain (‘hysteresis’) plots obtained at different temperatures 
at the strain rate of 1 s-1 (Publication II). 
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behavior and, optionally, the volumetric behavior if compressibility must be 
included. 
The contact between the rolls was modeled with Abaqus using a 3D nonlinear 
static analysis. The simulated pressures were first compared with the 
measured nip pressures to check the reliability of the simulations. The nip 
pressures were measured with Fuji color forming and developing films. 
Unfortunately, the method requires dry surfaces and a low rotation speed, and 
therefore the process must be slowed down for the measurement. 
Consequently, the measurements do not represent true dynamic conditions, 
and the obtained values may differ significantly from the true pressures during 
normal operation. 
Figure 42 shows a comparison of the experimental and calculated pressures 
for a production size paper machine with a roll width of 11 m. At lower nip 
loads, the simulated and experimental nip pressures match fairly well when 
using the elastic model for the roll cover (i.e., constant Young’s modulus and 
Poisson’s ratio). The difference between the simulations and the experiments 
increases as the nip load increases. The shape of the rolls can be modified by 
changing the crowning profile to decrease the nip pressure gradient in 
production conditions. In this way, the width of the nip increases while the 
maximum pressure in the middle of the nip contact area decreases. 
Figure 41.  Material data for RayFlex 5000 used in the nip simulations 
(Publication II). 
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8.5  Dynamic strain aging (Publication VII) 
In this study, stress-strain curves for two steels with four different heat 
treatments each were first determined at various strain rates and temperatures 
using a compressive Hopkinson Split Bar device. From the determined stress-
strain curves, the flow stresses at 5 and 15 percent of plastic strain were 
extracted for further examination and evaluation of the effects of the 
microstructure. Figure 43 shows these flow stresses for the G45 steel as a 
function of test temperature at the strain rate of 4500 s-1. Similar plots for the 
other tested steel, 27MnCr5, can be found in Fig. 6 of Publication VII. As the 
plots show, a strong dynamic strain aging (DSA) effect can be observed for 
both materials at elevated temperatures. For all microstructural variants, the 
strength first decreases significantly as the temperature is increased from room 
temperature to 400 °C. The minimum strength for all materials is observed at 
temperatures close to 500 °C. As the temperature is further increased, the flow 
stresses of both steels start to increase again due to the dynamic strain aging 
effect that activates with the increased diffusivity of free carbon atoms. For all 
variants of the 27MnCr5 steel, the flow stress increases steadily up to the 
highest test temperature of 680 °C. On the other hand, two of the variants of 
C45 (Ref and CG) show a maximum in the flow stress already at around 620 
°C, and at 680 °C their flow stress is already decreasing. However, both in the 
case of the 27MnCr5 steel and the other two variants of G45, it is likely that 
Figure 42.  Comparison of the results given by different models with actual 
measurements (Publication II). 
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the peak in the flow stress still exists but at a slightly higher temperature, 
where tests in this work were not conducted. On the other hand, changes in 
the microstructure of the steels occurring at temperatures above 700 °C can 
change the situation, and therefore continuing the testing at higher 
temperatures may not be worthwhile, at least from the dynamic strain aging 
study point of view. When comparing the test results of the different variants 
of the 27MnCr5 steel, it seems that the differences in their microstructures do 
not have a strong effect on their mechanical properties and behavior (Figs. 4 
and 6 in Publication VII). The response of the C45 steel, on the other hand, is 
significantly different for the different variants, i.e., microstructures, as 
comparison of the data presented in Fig. 5 of Publication VII and in Fig. 43 
very well reveal. 
The temperature sensitivity factor η, defined in Eqn. 14, can be used to 
quantify the magnitude of the dynamic strain aging effect. In the equation, 
Figure 43.  Flow stress of the G45 steel at 5% and 15% of plastic strain as a 
function of temperature at the strain rate of 4500 s-1 (Publication VII). 
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σεRT and σεT are the flow stresses obtained at a constant plastic strain at room 
temperature (RT) and at a higher temperature. 
 
   ߟ = 1 − ఙഄ,ೃ೅ିఙഄ,೅ఙഄ,ೃ೅       (14) 
 
 
At room temperature, the temperature sensitivity factor equals one, but at 
higher temperatures it decreases and shows values between zero and one. The 
rate of change of η can be used to assess the sensitivity of the microstructure 
to dynamic strain aging, while its absolute values describe the overall thermal 
softening relative to the room temperature strength (note that a smaller η 
Figure 44.  Temperature sensitivity factor η as a function of temperature for 
a) 27MnCr5 at 5 % of plastic strain, b) 27MnCr5 at 15 % of plastic strain, c) 
C45 at 5 % of plastic strain, and d) C45 at 15 % of plastic strain. The strain 
rate in the tests was 4500 s-1 (Publication VII). 
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means stronger thermal softening). Figure 44 shows the temperature 
sensitivity factor as a function of the test temperature at the strain rate of 
4500 s-1 for all studied steels. The coarse-grained variant of the 27MnCr5 steel 
shows the highest temperature sensitivity to DSA, i.e., the highest slope of the 
η vs. T data points, at temperatures above 560 °C. The other variants follow 
in a somewhat scattered order. A more thorough analysis of the results will be 
presented in Chapter 9 (Discussion) 
9 Discussion 
In the previous Chapter, where the main results obtained in the studies 
included in this thesis were presented and summarized, also some preliminary 
interpretations and discussion of the findings were already offered. In this 
Chapter, some additional observations and discussion will be presented with 
an attempt to give an overall picture of the common strain rate and temperature 
dependent phenomena taking place in the examined applications. More 
detailed comments and discussions dealing with the research findings are 
provided in the Discussion sections of the seven Publications this doctoral 
thesis is based on. 
From the results of all individual studies and applications included in this 
thesis, it is evident that 1) practically all materials show strain rate dependence 
in their mechanical behavior, 2) except for a few exceptions, this dependence 
is positive in the sense that increasing strain rate increases the flow resistance 
of the material, 3) the strain rate dependence can have either a positive or a 
negative effect from the application point of view, 4) there are still many 
challenges in the experimental determination of the strain rate sensitivity of 
materials, and 5) strain rate dependence can  be (and already is) included in 
many  of the material models, but there are still many challenges that need to 
be addressed and solved. 
When comparing the different materials studied in the framework of this 
thesis, many similarities but also differences in respect of the strain rate 
sensitivity can be observed. One division can be made based on the type and 
details of the deformation mechanism(s) controlling the flow of material 
during stressing. It is not too surprising that such differences exist between 
different material groups, such as (crystalline) metals and (non-crystalline) 
organic polymers, but there can be also rather big differences for example 
between the behaviors of metals with different atom arrangements (crystal 
structure) and/or microstructures in different scales. The latter becomes quite 
evident if we, for example, compare the stress-strain curves determined at 
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different strain rates and/or temperatures for pure copper with a face centered 
cubic crystal structure (the crusher application) with the results for the cold 
heading steels with a body centered crystal structure. Similarly, the effects of 
a particular microstructure on the strain rate and temperature dependent 
behavior of carbon steels, including dynamic strain aging, were brought up by 
the tests discussed in Publication VII. 
A rather interesting observation is that when the flow stress vs. logarithmic 
strain rate curves of metals and polymers are compared with each other, in 
both cases a change in the slope of the curves is commonly found to occur 
around the strain rate of 103 s-1 (in the case of polymers, however, also 
different kind of behavior is observed, depending on the type of the polymer 
[76]. In the case of metals, a rather well-proven explanation based on the 
mechanisms of thermally activated dislocation motion and various drag 
mechanisms acting on the dislocations is nowadays generally accepted. In the 
case of polymers, especially when considering the wide range of polymers 
with different kinds of chain motion relaxation processes, it is quite 
unexpected that they would, not all but many, undergo a change in the strain 
rate sensitivity at around the more or less same strain rate. Because of this, 
many researchers have considered the possibility that the abruptly increasing 
strain rate sensitivity of polymers is not at all a material effect but rather a test 
related artifact, related for example to inertia or friction affecting the 
specimen’s response, or to the different testing methods used in the different 
strain rate regimes (see for example the discussion in [77]). It seems, however, 
that the effect is real, but so far, no good and similarly ‘simple’ explanation as 
for the metals has been offered. 
As mentioned above, usually the strain rate sensitivity of materials is positive, 
except for a few exceptions. One of the cases where increasing strain rate may 
lead to decreasing flow stress is with materials containing metastable austenite 
that at low strain rates can mechanically transform to martensite. At higher 
strain rates, however, the internal temperature of the material can increase by 
several tens of degrees due to the adiabatic heating effect, which can lead to 
the suppression of the martensite reaction and subsequently lower strength of 
the material. Another example of the possible occurrence of negative strain 
rate sensitivity is also related to adiabatic heating, but through the direct 
thermal softening effect, i.e., the amount of thermal softening exceeds the 
amount of the transient strain rate hardening. For example, for aluminum 
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alloys that in general exhibit quite low strain rate sensitivity, this kind of 
behavior is quite commonly observed at high degrees of plastic deformation, 
but also other materials, such as the cold heading steel studied in this work, 
may exhibit such behavior if the amount of deformation (and amount of 
internal heating) becomes extremely large. One more thing that a bit 
complicates the assessment of the strain rate sensitivity of materials is the 
common practice to plot the flow stress as a function of (logarithmic) strain 
rate at selected constant plastic strains. The possible problem here is that 
plastic strain is not the best possible ‘state variable’, because the same plastic 
strain can correspond to somewhat different microstructures depending on the 
conditions under which it was reached, including the applied strain rate. 
Whether the transient strain rate hardening is a positive or a negative effect 
depends very much on the application and at which stage of the process it 
appears. For example, in the crusher application the strain rate effect is 
basically only negative, as 1) it necessitates the calibration of the crusher 
element material also at higher strain rates and, in particular, 2) it assumes that 
we know what the strain rate during the firing was. As we have seen, the first 
hurdle can be overcome as we have the means to do the calibration also at 
higher strain rates, although it requires some extra effort. The second one, 
however, is more problematic as we normally have no way of directly 
measuring the strain rate during the use of the crusher pressure gage, and we 
have to rely on secondary information that we have, for example, gathered 
from firing tests with guns equipped with piezoelectric pressure gages. 
Therefore, the conclusion in this case is that we would be much better off 
without the strain rate effect, but because it exists, we can only do our best to 
mitigate the problems that it is causing for the measurement accuracy. 
In the cold heading application, in turn, the strain rate effect could be thought 
to have both negative and positive implications. In a similar manner as with 
the crusher application, accounting for the effect in any case requires extra 
effort, i.e., experimental determination of the behavior of the material at 
different strain rates and, in this case, also at different temperatures. Then, if 
we wish to simulate the cold heading process, the material behavior must be 
accurately implemented in the applied finite element code, such as Abaqus. 
From a more practical point of view, the strain rate effect increases the forces 
needed in the cold heading process, which may set new requirements for 
example for the used machinery and the cold heading dies. On the positive 
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side, however, is that during the final use of cold headed parts such as 
fasteners, higher strain rate for example in a car crash would make them 
stronger than at quasi-static conditions. 
For the experimental determination of the strain rate (time) and temperature 
dependent material behavior, there is a wide variety of testing methods 
available. There are, however, still many practical issues that can affect the 
conduction of the tests and the results they produce. At quasi-static strain rates, 
the common servo-hydraulic materials testing machines equipped with up-to-
date load and strain (or elongation) measurement capabilities can produce 
most of the data that we need, including results over wide ranges of 
temperature. One of the common deficiencies of these testing techniques, 
however, is that the conducted tests are mostly uniaxial, i.e., not accounting 
for the generally multi-axial stress states that often prevail in the real-world 
cases (or vice versa, we think that our test is (fully) uniaxial, even if it really 
is not). That can cause some problems or inaccuracies for example when 
designing complex components, especially if the design work is based on 
simulations relying on material models based on inaccurate or insufficient 
experimental data. At higher strain rates (above 1 s-1 or so), one of the common 
problems is that there are not too many (good) techniques available for 
accurate materials testing until the strain rate region covered by the Hopkinson 
bar –type testing devices. With Hopkinson bar type testing, one of the 
problems is that they are not usually calibrated against known loads or 
displacements (as can be easily done for ordinary load cells or extensometers), 
but they rely on the known properties of the bar material, i.e., the longitudinal 
wave speed and the Young’s modulus. As Eqns. 1-3 show, any errors in these 
parameters affect the stress, strain, and strain rate values directly, and 
therefore they should be known as precisely as possible. In many cases, the 
wave speed is only calculated from the simple relationship ܿ = ඥ(ܧ/ߩ), 
which requires that we know the values of E and ρ precisely. Especially the 
determination of the precise value of E is more difficult than generally 
understood, and the commonly applied technique of using the linear part of 
the tensile test stress-strain curve cannot be recommended. Probably the best 
(and simplest) technique to obtain E and c is to determine the wave speed 
directly from the Hopkinson bar by measuring the transit time of multiple 
wave reflections in the bar of known length by making use of the (already) 
glued strain gages and a digital oscilloscope. Determination of the density of 
the bar material is relatively easy and accurate with the Archimedes principle, 
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and from the determined values of c and ρ, we can calculate the value for E 
using the above equation.  
Numerical modeling of the properties and behavior of materials has turned out 
to be a difficult task, largely because of the large number and complexity of 
the affecting factors and their interdependencies.  As mentioned already 
several times, probably the most commonly used model for describing the 
strain rate and temperature dependent behavior of (primarily) metals is the 
Johnson-Cook model, which evidently has many shortcomings and even 
flaws.  It seems to work ‘somehow’ for many materials in certain limited 
conditions, but even then, it is essentially only descriptive by nature without 
any real predictive or explanatory power. One of the problems with most of 
the current material models is that they treat the materials as a continuum, i.e., 
as if the properties of the materials were the same everywhere in the material 
and that the materials do not have any internal structure in the micro or 
nanoscale. A good example of this is the cold heading steel discussed in 
Chapter 8.1, whose microstructure is heavily banded and therefore its 
properties and behavior vary considerably by location and direction, being one 
big reason for the observed differences between the simulated and 
experimental results of the cold heading experiments. Because of the problems 
of the ‘generic’ models such as the Johnson-Cook model, in many cases it is 
wiser to settle for simple ad-hoc ‘fitting models’ that can describe the material 
behavior well enough in the examined case, but which may not have much 
wider use in other (even quite) similar applications, as done in the crusher and 
cold heading applications included in this thesis work. 
As shown by the results presented in Chapter 8.1, Figs. 5 thru 7 in Publication 
III, and Figs. 4 and 5 in Publication V, the transient strain hardening effect in 
the cold heading steel is so strong that it must be accounted for when the 
manufacturing speeds and the resulting strain rates increase. The strain rate 
sensitivity factor m=log(σ)/log(dε/dt), i.e., the slope of the logarithmic flow 
stress - strain rate curve, depends on both the strain rate region and the amount 
of plastic strain, as depicted in Fig. 6b of Publication III. For both the quasi-
static and high strain rate regions, the strain rate sensitivity decreases with 
increasing strain, but at higher strain rates the effect is much more pronounced. 
As Fig. 7a in Publication III shows, also the strain hardening parameter n of 
the Hollomon-Ludwik parabolic strain hardening equation decreases with 
increasing strain rate and increasing strain. Fig. 5 of Publication V, in turn, 
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shows that at the strain rate of 1100 s-1, the strain hardening rate increases with 
increasing temperature and that at lower strains this effect is stronger. It is also 
interesting that at the lowest test temperature of -150 °C, the yield stress of the 
material is very high but after that the material shows only strain softening. 
For a large part, the above observations can be attributed to the adiabatic 
heating effect at higher strain rates and increasing strains, but also the ‘normal’ 
strain hardening effect, i.e., increase in the dislocation density with increasing 
plastic strain, has some contribution to the observed strain rate and 
temperature effects. 
The discrepancies observed between the simulations and experimental 
verification tests of the cold heading process can be attributed to three main 
factors: 1) the material models do not describe the material properties and 
mechanical behavior well enough, 2) the material models do not take into 
account the microstructural details of the material (in the cold heading case, 
especially the banded structure), and 3) the simulations do not properly take 
into account the deviations of the experimental test setup from the ‘ideal’ 
situation, such as the dimensions and shape of the sample, contact conditions 
including friction, etc. In the recent years, researchers have started to include 
more and more of the microstructural features and mechanisms, such as 
texture, twinning, martensite transformation, etc., in their simulations [78], but 
the first attempts are still rather modest and include a lot of guesswork in the 
form of extra ‘fitting coefficients’. So far, the same argument applies also to 
the possible inclusion of the ‘imperfections’ of the real-world cases in the 
numerical simulations. Therefore, one example of good validation strategy is 
to choose first only simple tests that with high certainty can be conducted 
similarly both numerically and experimentally, and then to proceed towards 
more complex cases and full processes or components [79].  
In the comparison of the stress-strain curves for pure copper presented in Fig. 
34 with the corresponding curves for the cold heading steel (Publications III 
and V) and the steels used in the dynamic strain aging studies (Publication 
VII), the influence of the crystal structure is clear and in line with the 
schematic presentation of Figure 3. In addition to the different crystal 
structures, the materials also differ with respect to the homogeneity of their 
microstructures: the copper samples used in the crusher tests are almost ideal 
in the sense that the material is a fully annealed high purity single element 
material with low initial dislocation density and rather uniform and non-
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textured grain structure. This means that the bulk or continuum properties of 
the material describe the material’s behavior accurately enough and make, for 
example, modeling of the material’s behavior much simpler and more 
accurate. 
In the tensile tests conducted on the titanium alloy, the original purpose was 
to compare the results obtained with two different heating methods, but in 
practice the study turned out to be also a comparison of specimen fixing 
methods to the bars, and of the combination of the above two. On a general 
level, the results support the common observation that mechanical fixing of 
the specimen to the stress bars is prone to cause problems in the wave 
propagation and subsequent calculation of the stress-strain curve. In addition, 
it seems that those problems tend to increase with increasing temperature, 
presumably because of the different thermal expansion of the components 
involved in the specimen fixing process (specimen itself, bars, pins/bolts, 
etc.).  With proper design and selection of all involved materials, however, 
such problems might be reduced considerably, although that may also mean 
that different test materials and specimen designs require different solutions, 
making testing much more time consuming and requiring trial tests before the 
actual tests can be performed. 
Digital Image Correlation (DIC) is a relatively new technique for the full-field 
determination of surface strains. At temperatures close to RT, the required 
speckle patterns can be easily produced by paints that stay on the surface to 
rather high strains. Also, the high-speed imaging technology (cameras) has 
made great advances in recent years, and therefore also high-rate events can 
be recorded at high resolutions. At high temperatures, however, maintaining a 
good speckle pattern long enough on the surface is still a clear problem, 
especially if the heating must be continued for extended periods of time. This 
was seen in the titanium tests, where only the samples heated rapidly with 
direct electric heating provided good enough images that the DIC software 
could interpret correctly. 
The mechanical behavior of polymeric materials differs from that of metals 
(and ceramics) considerably because their recoverable (elastic) behavior is 
time dependent, i.e., viscoelastic, and because their (choice of) active 
deformation mechanism(s) also depends on the time scale of deformation. If 
we consider the polymer/elastomer coated paper machine rolls, the first 
feature could lead to the so-called barring effect, if the relaxation time of the 
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material is longer than the time of the roll rotation, as mentioned already in 
Chapter 8.4. 
The thermomechanical behavior of steels has a strong dependence on the 
details of the microstructure. For example, if the microstructure contains free 
solute atoms, such as carbon or nitrogen, their diffusion before or even during 
deformation can increase the strength of the material at high temperatures. The 
latter, of course, refers to the dynamic strain aging phenomenon. It is also 
important to bear in mind that the chemical composition of materials, 
especially of steels, is not the only important factor affecting the strength, as 
the microstructure of most of the metal alloys can be varied by heat treatments. 
The heat treatment history of the material can also affect the material’s strain 
rate and temperature sensitivities, which further complicates the modeling of 
the material behavior. In this work, the thermomechanical response of two 
standard steels with four different heat treatments was studied with special 
emphasis on the dynamic strain aging effect during high strain rate 
deformation. For both steels, at low strains the temperature sensitivity is rather 
low for the banded (WB) and reference microstructures. At higher amounts of 
plastic strain, the stress-strain response of different steel variants becomes 
more similar, especially at higher temperatures. The behavior amongst the 
C45 variants, however, shows more differences than that amongst the 
corresponding variants of 27MnCr5. This is easily explained by the results of 
the microscopic inspections, which reveal that in the case of 27MnCr5, the 
microstructures produced by the different heat treatments are quite similar as 
opposed to C45, where the microstructures clearly differ from each other. This 
highlights the effect of microstructure on the material behavior and 
emphasizes the importance of taking it into account also in the model 
development. 
10 Summary and research questions revisited 
The main purpose of this thesis was to examine various technological 
processes, where time and temperature dependent material behavior plays an 
important role, and to develop and utilize modeling concepts of material 
behavior for each of these cases. Three of the cases deal with metals, and one 
with an elastomer/polymer. An additional case deals with high strain rate high 
temperature research methods in the form of round-robin testing at two 
different laboratories. The main scientific contributions of this work, as well 
as answers to the research questions introduced in Chapter 2, will be presented 
in the following. 
77 
 
The starting point for the crusher pressure sensor study was the observation 
that with increasing gun pressures, the crusher sensor readings start to 
increasingly deviate from the piezoelectric pressure gage readings, which are 
assumed to represent the correct values. The main results and conclusions 
from this study can be summarized as follows: 1) the problem arises simply 
from the use of quasi-static calibration of the copper crusher sensor elements 
also at higher gun pressures and consequent higher strain rates, 2) with 
calibration curves that take into account also the strain rate, the observed errors 
in the pressure readings can be diminished to a reasonable level, and 3) the 
remaining uncertainty is mainly related to the uncertainty in the determination 
(or estimation) of the true strain rate during firing. In the modeling of the strain 
rate dependent stress-strain (or pressure-compression) behavior of the crusher 
element, the accuracy and applicability of the Johnson-Cook model was found 
to be insufficient, and therefore a more phenomenological method, comprising 
pure curve fitting as well as formulations based on known material behavior 
at high strain rates, was applied. One of the main reasons why the selected 
approach was successful is that high-purity soft-annealed copper is a ‘well-
behaving’ material with straightforward strain hardening based on the 
multiplication and interactions of dislocations. 
Cold heading is a process where (a piece of) metal wire is deformed to the 
desired shape in a die. With increasing production rates, also the deformation 
rates of the metal wire have in many cases increased to a level where the strain 
rate effects must be accounted for. In the first study (Publication III), the 
effects of strain rate on the cold headability of steel wires were experimentally 
investigated by compression and tensile tests conducted in the strain rate range 
from 10-4 to 103 s-1 with servo-hydraulic materials testing machines and the 
Hopkinson Split Bar technique. The primary aim of this study was to develop 
experimental techniques for the determination of optimal loading amplitudes 
and loading rates to avoid the formation of cracks in the cold headed 
components. The main conclusions of this study can be summarized as 
follows: 1) even at relatively low strain rates in the quasi-static region, the rate 
of deformation affects the flow stress of steels and should therefore be 
accounted for in the cold heading processes, 2) at very high strain rates, the 
transient (strain rate) hardening effect becomes significant and can affect the 
cold heading process significantly, 3) strain hardening of the studied cold 
heading steel decreases and strain rate sensitivity increases with increasing 
strain rate, at least partly due the adiabatic heating of the material, and 4) a 
practical issue in the high strain rate deformation studies of cold heading steels 
are the conflicting requirements of large strains at relatively low strain rates 
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which, however, can be solved by proper modifications of the testing device, 
as shown in the second study of the cold heading process (Publication V). 
Publication V adds four important aspects to the studies conducted in 
Publication III: 1) with the modified HSB technique, large strains at relatively 
low strain rates were achieved, 2) the tests were conducted also at elevated 
temperatures in order to account for the adiabatic heating of the work piece 
during the high-speed cold forming process, 3) the strain rate and temperature 
dependent behavior of the studied cold heading steel was numerically modeled 
and used in the FE simulations of the cold heading process, and 4) the 
simulation results were validated by an experiment conducted with the same 
parameter values as the simulation. The main scientific contribution of this 
study is that it demonstrates how also non-continuous stress-strain behavior of 
steels, such as the sharp yield point, can be modeled and implemented in finite 
element codes. It also shows how the microstructural features of steels, in this 
case a banded structure, can be utilized in the comparison of the simulation 
results with the experimental validation test results. The agreement between 
the simulated and experimental results of this study was very good, but also 
some discrepancies could be observed and attributed to the ‘non-
perfectnesses’ of the experimental conditions compared with the more or less 
ideal conditions of the simulations. 
In the optimization of paper machine roll covers, finite element modeling is a 
fast and inexpensive tool, provided that adequate material data is available and 
that it describes all the essential aspect of material behavior properly. In 
Publication II, the nip pressure was calculated using both linear elastic and 
hyperelastic models for the cover materials and compared with data measured 
from real rolls using Fuji color forming and developing films. At low nip 
loads, the agreement between the measured data and the results calculated 
using the elastic model for the cover material was reasonable, but the 
difference increased with increasing nip loads. For a production size paper 
machine, the measured behavior of the rolls was compared with the 
simulations done using the elastic model and the hyperelastic model at two 
different conditions (22 °C, 1 s-1, dry, and 60 °C, 1600 s-1, wet). According to 
the results, the hyperelastic model of the cover material works better than the 
elastic model, at least in static nip pressure conditions. 
The studies conducted on two different carbon steels undergone four different 
heat treatments show that the microstructure has a strong effect on the steels’ 
DSA sensitivity, especially at small plastic strains. However, when the amount 
of deformation increases, the differences between the different steel grades 
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and their variants decrease, i.e., the conditions for DSA seem to approach each 
other.  In general, of the four variants of both studied steels, the coarse-grained 
microstructure with large pearlite grains was the most sensitive to dynamic 
strain aging. For the reference (or standard) and coarse-grained structures of 
the C45 steel, the maximum of DSA was observed at ca. 620 qC. The two 
other microstructural variants of C45 and all variants of 27MnCr5 did not yet 
reach their maximum DSA hardening in the studied temperature range, i.e., at 
temperatures extending to 680 qC. 
The novel scientific contributions of this work can be summarized as follows: 
1. Advanced experimental testing and numerical modeling approaches 
presented in this thesis help to understand the behavior of materials in 
dynamic industrial processes and facilitate the materials selection and 
optimization of the process parameters.  
2. The results presented in this thesis show that the generic material models, 
such as the Johnson-Cook model, are useful in describing the material 
behavior on the general level, but do not usually provide the accuracy that 
many practical applications require. Therefore, in many cases the fitting-
type ‘ad hoc’ models are more useful and safer to use, especially if they 
are at least to some extent based on real material phenomena or known 
type of behavior.  
3. The agreement between the results of the cold heading simulations based 
on ‘ad hoc’ material models and the corresponding experimental 
validation tests was very good, except for certain minor differences that 
could be explained by the slightly ‘non-perfect’ experimental conditions 
compared with the simulated ones. In particular, the microstructural 
inhomogeneities, such as banded structures that result in severely oriented 
rather than continuum properties, as well as deviations of the work piece 
shape and size from the assumed ones, were shown to be at least partly 
responsible for the observed deviations. On the other hand, certain 
microstructural features, such as the above-mentioned banded structure, 
can be utilized in the comparison of the experimental and simulated 
results. 
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4. The studies related to the dynamic strain aging phenomenon at high strain 
rates show that the microstructure of materials, especially of steels, should 
be carefully accounted for when developing material models, and that 
certain phenomena occur only at some ranges of circumstances and their 
combinations. 
5. The round-robin testing of the titanium alloy demonstrates the importance 
of the specimen fixing method in the tensile Hopkinson Split Bar testing, 
especially at elevated temperatures. The results also show that adhesive 
fixing of the T-HSB specimen is feasible also to quite high temperatures, 
provided that the specimen heating is very rapid as in the direct electric 
heating method described in this thesis. 
In Chapter 2, four specific research questions were put forth. Many aspects 
related to these questions were already discussed above, but to finalize this 
work and to fulfill the formal requirements set for a doctoral dissertation, they 
are once more revisited to give a concise answer to each question based on the 
results obtained during the course of this work. 
1. How the deteriorating accuracy of the crusher pressure sensor method at 
increasing gun pressures can be corrected using a materials scientific 
approach? 
The operation of the crusher type pressure sensor is directly related to the 
response of the sensor element material (copper) to external loading 
(pressure). From the materials science point of view, the reason for the 
increasing measurement error with increasing pressure is self-evident: the 
strain rate in the element during firing of the gun increases and leads to a 
higher instantaneous strength and reduced deformation of the material. A 
straightforward remedy for the accuracy issue is to use calibrations that 
account also for the strain rate effect, as demonstrated in the present work. The 
remaining issue, however, is that the method as such does not give any direct 
information about the true strain rate in the element during firing. Luckily, it 
appears that good estimates for the effective strain rate for different round 
types can be obtained by analyzing large numbers of actual test firings, which 
enables achieving reasonably correct pressure readings with the calibrations 
including also the effect of strain rate. 
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2. How the increasing deformation rates and the associated internal heating 
effects can be best accounted for in the cold heading processes? 
In technological processes involving large plastic deformations, increasing 
strain rates increase the demand of energy (force) and affect the flow of 
material due to local variations in the strain rate and the resulting flow stress. 
The basic requirement for accounting for the effect of strain rate is that we 
have reliable (experimental) flow stress data at different plastic strains and 
strain rates available. As shown in this work, and in a plethora of other 
publications for almost a century, obtaining stress-strain data over several 
decades of strain rate is not a problem, except for the range from a few tens to 
a few hundred per second. Luckily, in that range usually nothing exceptional 
happens, and the missing data can be quite safely interpolated from the servo-
hydraulic testing machine data and the data obtained with the Hopkinson Split 
Bar technique. In addition, the data obtained at higher strain rates, where 
adiabatic heating comes into play, inherently contains also the possible effects 
of internal heating on the flow stress and plasticity of the material. So, based 
on the general material data determined at different strain rates, reasonable 
estimates for the required extra energy/force can be readily made. In the 
designing of the cold heading processes of parts and components, numerical 
(finite element) simulation is today an essential tool. For the simulation to be 
meaningful and accurate, the material behavior must be modeled 
appropriately, taking into account all essential and relevant details of the 
material behavior. In the case study presented in this thesis work, this means 
that in addition to the strain rate dependence of the stress-strain behavior of 
the steel, also its sharp yield behavior should be included in the model. This 
kind of ‘discontinuous’ behavior (in the sense of its mathematical formulation) 
is very difficult to model by any of the commonly used material models or 
their modifications, such as the Johnson-Cook model, and therefore an 
alternative approach of splitting the stress-strain curve into two separate parts 
and modeling each of them with the best available fitting function was taken. 
With this concept, the results of the experimental validation tests could be 
reproduced by simulation with reasonable accuracy. The deviations between 
the simulated and experimental results appear to stem from the “non-
perfectness” of the experimental samples and the banded microstructure of the 
cold headed steel wire. 
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3. How to account for the strain rate and temperature dependent mechanical 
behavior of elastomeric (rubber) materials in paper machine roll coating 
designing? 
Soft polymer or elastomer coatings are used in the paper machines for many 
different reasons. In practically all cases, modeling plays an important role as 
it both improves the technical performance of the roll systems as well as 
lowers the design expenses. For example, the rolls studied in this work are 
exceptionally long, up to 11 meters, and modeling is an excellent tool for 
determining the correct shape (crowning) of the rolls to ensure that the nip 
pressure is adequate and uniform. Finite element codes usually contain 
numerical models for linearly elastic, viscoelastic, and so-called hyperelastic 
materials. Basically, linearly elastic and hyperelastic materials, and 
consequently also their models, are strain rate independent. However, they can 
also be used to study the material behavior at different temperatures and strain 
rates, provided that they are properly calibrated at the same conditions where 
the simulations are to be performed. In this study, the calibration data was 
acquired by compression testing with a servo-hydraulic testing machine in the 
quasi-static strain rate region and with a Hopkinson Split Bar device at a high 
strain rate at predetermined temperature and moisture conditions.  Comparison 
of the experimental data and the simulation results shows that the hyperelastic 
model of the cover material leads to a better agreement in the nip pressure than 
the elastic one. The simulations can be used to predict the mechanical contact 
conditions between the mating rolls and to explain the observed changes in 
the wrinkling amplitude and directions of the paper web. 
4. What kind of effects the dynamic strain aging phenomenon brings about 
to the high strain rate high temperature response of carbon steels? 
The strength of crystalline materials normally decreases with increasing 
temperature in a gradual and predictable manner, when the increasing thermal 
energy replaces part of the mechanical energy needed to move the dislocations 
on the glide planes. Above a certain strain rate dependent ‘critical’ 
temperature, however, the slope of the strength decline becomes very small, 
as the (still) increasing thermal energy cannot anymore help the dislocations 
move, i.e., the thermal component of flow stress approaches zero (cf. Figs. 1 
and 2). The (dynamic) strength of certain low carbon steels, however, can 
again start to increase when the material temperature exceeds ca. 400 °C. This 
is due to the dynamic strain aging (DSA) effect, where the diffusional 
movement of small solute atoms is fast enough to keep up with the moving 
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dislocations, causing a drag force that impedes the dislocation motion.  To 
maintain the imposed strain rate, more external force is required, which shows 
up as a higher flow strength of the material. The amount of hardening caused 
by the dynamic strain aging depends, at least, on the strain rate, temperature, 
density of mobile dislocations, concentration of free solute atoms, and the free 
glide distance of the dislocations. Several of these key factors are related to 
the microstructure of the material which, especially in the case of carbon 
steels, can be quite easily altered by thermomechanical treatments. This work 
focuses on the experimental characterization of the DSA effect in two 
commonly used steels, and on demonstrating the effects of the microstructure, 
grain size, and prior heat treatments on the overall dynamic thermomechanical 
response of the steels. The results reveal the strength of the DSA effect in 
altogether eight different variants of the two studied steel grades, as well as 
the circumstances (temperature and strain rate regimes) of their appearance. 
For a more precise quantification of the DSA effect in each studied case (i.e., 
steel composition and heat treatment/microstructure), determination of the 
free solute atom concentrations for example with the pendulum method would 
be necessary. In addition to the 27MnCr5 and C45 steels studied in Publication 
VII, also the cold heading steel C17C studied in Publications III and V showed 
a rather strong DSA effect with the maximum flow stress appearing at around 
600 °C. The DSA effect was also included in the presented material model, 
but no separation between the ‘ordinary’ thermal softening and DSA 
hardening was attempted, primarily due to the fact that the temperatures where 
the DSA effect appears are rather high regarding the cold heading process.  
From a scientific point of view, however, separation of these two phenomena 
would be interesting, but that would require a different type of approach to 
modeling, based more on the underlying physics of thermal softening and 
dynamic strain aging, as well as the microstructural features of the examined 
materials. 
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ABSTRACT 
 
Gun pressures can be measured by so-called crusher pressure gauges, which are based on the plastic deformation of cylin-
drical copper elements. Especially at high pressures the crusher pressure readings, however, may deviate from the corre-
sponding values measured by piezoelectric pressure transducers by as much as 25 %. The basic reason for this difference is 
the strain rate dependence of the deformation behavior of copper. The purpose of this work was to improve the accuracy of 
crusher pressure measurement and to ensure that the readings are correct also at high pressures. For this aim, the plastic 
deformation of copper was studied at different strain rates by servo-hydraulic materials testing machines and the Hopkinson 
Split Bar (HSB) device. Based on experimental stress-strain curves, a mathematical model that converts the measured plastic 
deformation into maximum pressure was developed. The variables in the model are the amount of plastic deformation and the 
average strain rate in the crusher element during the application of pressure. The comparison of pressure values obtained 
form the manufacturers’ calibration curves, piezoelectric pressure transducer measurements, and from the developed model 
shows that the new method improves significantly the accuracy of crusher gauge pressure measurements. 
 
INTRODUCTION 
 
In the acceptance test firings of guns and ammunition, gun pressures are routinely measured by so-called crusher pressure 
gauges, shown in Figure 1. The advantages of crusher gauges, compared with the newer piezoelectric pressure transducers, 
are that crusher gauges do not require any changes in the gun construction, they are inexpensive, easy to use, and do not re-
quire any electronic instrumentation. The problem, however, is the observation that the crusher pressure readings may deviate 
quite considerably from the corresponding values measured by piezoelectric pressure transducers. The pressure readings 
obtained by crushers from different manufacturers are not consistent, either. It has become clear that the crusher and piezo-
electric pressure transducer readings differ, depending on the pressure range and the used gun type, by as much as –10 to 
+20 % in the pressure range of ca. 90-500 Mpa, and that the deviation normally increases with pressure. It is anticipated that 
the gun pressures in the future are still increasing, which means that the difference between pressure readings obtained by 
different measurement techniques is going to increase, too.  
          
If the pressure measurement indicates a pressure that is much less than the true pressure, it 
is possible that the safety limits of the gun pressure are exceeded, resulting in a failure of 
the gun. Another practical problem is that the comparison of the pressures measured in dif-
ferent places (countries) is quite difficult, which complicates the acquisition and trade of guns 
and ammunition.  
 
The starting point of this study is the assumption that the piezoelectric pressure transducer 
readings are reliable and that crusher readings contain errors that depend on the maximum 
pressure value during firing and the used gun type. The reliability of the piezoelectric pres-
sure transducer readings was not separately analyzed. 
 
The crusher method is based on the proportionality of the plastic deformation of the crusher 
element and gun pressure which, because of the strain hardening of copper, is non-linear 
not only with respect to stress (pressure) but also with respect to strain rate. Because the 
manufacturers of crusher elements usually give calibration tables (curves) determined for 
one or at most two different strain rates, the gun pressures calculated from these conversion 
tables cannot be accurate at all strain rates.  
 
The aim of this study was to improve the accuracy of crusher pressure measurements and 
to make sure that the readings are reliable also at high gun pressures and high strain rates. 
Figure 1. Crusher pressure 
gauge 
The goal was to develop a mathematical model, which converts the measured plastic deformation of the crusher element to 
the maximum pressure taking into account the true deformation and strain hardening behavior of copper as a function of both 
stress (pressure) and strain rate. In order to achieve this goal, we need to know 1) the stress-strain response of the copper 
used in the crusher elements at different strain rates and 2) the strain rate in the element during firing.  
 
The deformation behavior of crusher element materials at high strain rates can be studied with hydraulic testing machines of 
sufficient loading capacity and, especially, by the Hopkinson Split Bar (HSB) devices. By conducting compression tests at dif-
ferent strain rates, the entire pressure/strain rate range relevant to gun pressure measurements can be mapped. The variables 
in the mathematical model are the amount of plastic strain experienced by the copper element and the strain rate in it during 
firing. The amount of plastic deformation can be easily measured from the element after firing by a conventional micrometer, 
but the strain rate can be measured only during firing which, of course, is not possible in the crusher technique. It has turned 
out, however, that the time to reach the maximum pressure (and, consequently, maximum strain) depends more on the gun 
type than on the maximum pressure, and therefore quite reasonable estimates for the strain rate can be obtained indirectly by 
making use of piezoelectric pressure transducer time-pressure measurements on different gun types. Other possibilities for the 
measurement of strain rate are also discussed in this paper. 
 
THEORETICAL BACKGROUND 
 
Plastic deformation in metals takes place by the glide of dislocations. The force moving the dislocations is provided both by the 
external shear stress acting on the glide plane and by the thermal vibrations of atoms, so that the flow stress of the material (at 
a given strain and strain rate) can be written as W = WA + W*, where WA is the athermal and W* the thermal component of the ex-
ternal flow stress.  When the temperature increases, more thermal energy is available for the motion of the dislocation, and W* 
is reduced.  On the other hand, the amplitude, and thus the energy, of thermal vibrations has a distribution in time, which 
means that the availability of sufficient energy for the dislocation to overcome a certain obstacle is time dependent. With in-
creasing strain rate, the dislocation may not have time to wait for the thermal activation but the missing energy must be re-
placed by increasing the external stress, i.e., its thermal component W*, which means that the observed flow stress of the mate-
rial increases [1]. The strain rate effects on the material’s flow stress can also be due to various drag effects (‘viscous drag’), 
but they become effective only at higher strain rates (a103 s-1) than those normally observed in crusher applications. 
 
EXPERIMENTAL TECHNIQUES 
 
As discussed above, the strength and therefore also the plastic deformation of metals depends on strain rate. At low and in-
termediate strain rates, which usually refer to the range of a10-4 - 101 s-1, the phenomenon can be studied with conventional 
hydraulic materials testing machines. With special arrangements strain rates as high as a200-500 s-1 can be achieved in ten-
sion. In compression, however, at high strain rates above a102 s-1 special devices are needed, and most commonly this means 
the use of Hopkinson Split Bar devices, the principle of which is shown in Figure 2. 
 
 
Figure 2. The general principle of a compressive Hopkinson Split Bar -device. 
When a striker is shot at the end of the first (incident) pressure bar, a compressive elastic wave with a length twice the length 
of the striker, is generated. The elastic wave travels at a speed of sound in the bar to the interface between the bar and the 
specimen, where part of the wave is reflected back as a wave of tension, while part of the original wave goes through the 
specimen into the second (transmitted) bar. The elastic waves are recorded from the pressure bars with strain gages, and from 
the three resulting waves (incident, reflected, and transmitted), the strain, stress, and strain rate in the specimen can be cal-
culated using the following equations [2]:  
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In equations 1-3, A is the cross-section of the bars, E is the Young’s modulus of the bar material, C0 is the longitudinal sound 
velocity in the bars, As is the cross-section of the specimen, and Ls is the length of the specimen. A general view of the Hop-
kinson Split Bar device used in this work is shown in Figure 3. 
 
 
Figure 3. Hopkinson Split Bar device at the Institute of Materials Science, Tampere University of Technology.  
MATERIALS 
 
In this work, plastic deformation of copper crusher elements from two different manufacturers (denoted as “A” and “B”) was 
studied as a function of strain rate. The nominal diameter and length of all elements, which where used as test specimens as 
such, were 5 mm and 7 mm, respectively. The aspect ratio of the specimens was therefore quite large (1.4), which is ideal for 
the low strain rate tests but not for the Hopkinson tests, where the aspect ratio is normally kept close to 0.5. In the current 
work, however, this was not expected to cause any problems because the primary task was to study the behavior of the ele-
ments rather than to determine the material properties. The chemical compositions of the two materials were practically identi-
cal, as shown in Table 1. The grain sizes of the materials, however, differed quite much, which explains the different calibration 
values of the elements through the common d-½ (Hall-Petch) dependence.  Microstructures of the materials are shown in 
Figure 4.  
 
Table 1.  Chemical compositions and average grain sizes of the studied materials. 
 
A 
(d a15Pm) 
B 
(d a50Pm) 
Cu 99.998% 99.998% 
C <0.001% 0.001% 
Ag 14 ppm 14 ppm 
Al <10 ppm <10 ppm 
Cd <5 ppm <5 ppm 
Cr <10 ppm <10 ppm 
Fe 3 ppm 4 ppm 
Mn <1 ppm <1 ppm 
Ni <10 ppm <10 ppm 
Si <20 ppm <20 ppm 
Zn <10 ppm <10 ppm 
O 26 ppm 29 ppm 
    
 
Figure 4.  Microstructures of the studied materials, A (left), B (right). 
TESTS AND RESULTS 
 
The low and intermediate strain rate compression tests (<5 s-1) were conducted with an Instron 8800 servo-hydraulic materials 
testing machine between two tungsten carbide hard metal compression plates. In the Hopkinson Split Bar tests the biggest 
challenge was to obtain low enough strain rates at the same time with high strains. In practice, the strain rate in a HSB test 
depends on the length of the specimen, length of the loading pulse, and total amount of strain. Because the specimen length 
could not be varied (i.e., all tests were conducted on original crusher elements), the only possibilities were to lengthen the 
duration of the loading pulse or to limit the amount of strain in a single experiment. Most of the tests were conducted using an 
extra long striker of 1000 mm, which gives a pulse duration of about 400 Ps (the length of the pulse is 2L, where L is the length 
of the striker). With this arrangement the strain rate could be dropped to a level of  a800 s-1 while the total strain was still the 
required 40 %. At strain rates below this the required total strain could not be reached in a single test but the specimen had to 
be deformed several times. By carefully adjusting the amplitude of the incident pulse, multiple loadings during a single test 
could be avoided without the use of a recovery system (use of a recovery system with a 1000 mm striker would have required 
the use of a too long incident bar for the current set-up). The lowest strain that could be achieved with this technique was 
about 80 s-1. The individual stress-strain curves were added end-to-end after confirming the starting strain of each test by 
measuring it directly from the specimen.  An example of the results and data handling of a HSB test is given in Figure 5. 
 
MODELING 
 
The modeling of the effects of strain rate on the deformation behavior of materials can be based on both physical and phe-
nomenological models.  One of the most commonly used models is the Johnson-Cook model, where flow stress V depends on 
strain, strain rate, and temperature according to the following equation [3] 
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where H is the strain, H  the strain rate, and 0H  the reference strain rate, which usually has a value of 1.0 s-1. 
 
In the present study, the temperature was kept constant and therefore only the first two terms of equation (4) were included in 
the modeling. The main drawback of the Johnson-Cook model is that it assumes the effects of strain and strain rate (and tem-
perature) to be independent of each other, which is generally known not to be true. On the other hand, in many cases the 
model works reasonably well, its parameters are easy to determine from a limited number of experiments, and the model is 
easy to implement in different finite element computer codes, which explains the widespread popularity of the model. In this 
case, however, the model could not describe the behavior of the crusher elements well enough, and therefore an alternative 
approach to modeling had to be taken. 
 
Because the main purpose of this study was to develop a model for the conversion of the change in the crusher element’s 
length to maximum pressure, the model does not have to be a so-called parametric constitutive model. Therefore, the goal can 
be achieved also by a mere fitting function, which describes accurately enough the dependence of the plastic deformation of 
the crusher element on the maximum pressure under given circumstances. Candidates for the function that would fit all the 
stress strain curves determined at different strain rates were searched by TableCurve 2D®, and the best simple function turned 
out to be the rational function  
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whose parameters a, b and c for each stress strain curve of material B are presented in Table 2. Figure 6 shows, that the 
function describes all the stress strain curves very well.  
 
 
 
 
 
 
 
Figure 5. An example of the results and data handling of a Hopkinson Split Bar –test data. 
Table 2. Fitting parameters of equation (5) for material B. 
 
H  (s-1) a b c 
0.0014 23.28798 5.345203 2405.492 
0.1126 23.42199 4.784474 2375.701 
2.3963 24.84452 4.67641 2423.818 
88.3 29.26381 4.315714 2287.817 
306 20.64857 3.600842 2222.203 
492 24.54853 3.460277 2167.054 
519.8 18.22643 3.840796 2302.682 
916 24.34579 3.335467 2156.783 
928.2 26.66988 3.710483 2310.544 
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Figure 6. Fitting of equation (5) to the measured stress strain data. Some of the original curves were produced by several con-
secutive compression tests on the same specimen. 
From experience we know that in the strain rate region where dislocation motion is thermally controlled the flow stress de-
pends on strain rate as )ln(HV v . On the other hand, thermally activated dislocation motion depends on the obstacle struc-
ture on the slip plane, which in the case of pure metals consists mainly of other dislocations. The number and arrangements of 
these dislocations depend on the amount of preceding strain and on the rate at which this strain was achieved. Therefore, the 
flow stress depends on strain both directly and through the strain dependent strain rate effect, and the conversion equation 
can be finally written as  
 
    )ln()()()( HHHHV BA        (6) 
Functions A(H) and B(H) are determined by first making constant strain sections for the stress strain curves reconstructed using 
equation (5), from which we can construct )ln(. HV vs -plots at different values of strain, as shown in Figure 7. Then we fit 
the function )ln(HV BA   to each of these curves (which actually are more or less straight lines), and get A and B at 
different values of strain. Figure 7 shows also this fitting at strains from 3 to 43 %. Finally, we fit equation (5) again to A vs. H 
data and a second order polynomial to B vs. H data to get the final model with six parameters and two variables.  An example 
of the A vs. H fit for material B is shown in Figure 8, and the final parameter values for both studied materials in Table 3. 
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Figure 7. Stress–strain rate plots at constant strain values. The lines are )ln(HV BA  fits to the data. 
Table 3. Fitting parameters of functions A(H) and B(H) for both studied materials. 
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Figure 8. Fit of the rational function V =(a+cH)/(1+bH) to A vs. H data for material B. 
 
APPLICATION OF THE RESULTS 
 
The obtained results can be applied basically in two different ways: 1) by using equation (6) as such to convert the measured 
crusher deformation into maximum gun pressure, or 2) by correcting the original calibration curve, supplied by the crusher 
element manufacturer, by the actual strain rate of the crusher element. In the second case, equation (6) can be rewritten as 
 
    )/ln()()()( 0HHHHVHV Bcal       (7) 
 
where cal)(HV is the original calibration curve for the crusher element, 0H  is the strain rate at which this calibration curve was 
determined, andH is the average strain rate at which the crusher element was deformed during firing. 
 
In practice, equations (6) and (7) are used as follows: 
 
1. measure the final length of the crusher element l 
2. calculate the strain in the crusher element, )/)(1ln( 00 lllc  H  
3. calculate the average strain rate in the crusher element, tcc ' /HH , where t' is the rise time of pressure 
characteristic for the gun 
4. replace values for cH , cH  and 0H  in equation (6) or (7)  
The main problem in the described method is the determination of the true strain rate cH of the crusher element, because only 
the final length of the element can be accurately measured. It seems, however, that for all studied guns the rise time 't of the 
maximum pressure is characteristic to each gun and quite independent of the maximum pressure value. Therefore, quite rea-
sonable estimates for the strain rate can be obtained simply by dividing the total strain of the crusher element by this charac-
teristic rise time. Considering also that the flow stress depends on strain rate logarithmically, small uncertainties in the rise time 
do not significantly affect the obtained pressure readings.  
COMPARISON OF THE CRUSHER AND PIEZOELECTRIC PRESSURE TRANSDUCER READINGS 
 
Figures 9 and 10 compare the pressure values obtained by piezoelectric pressure transducer measurements, by the manu-
facturers’ calibration curves, and by using equations (6) and (7) for different combinations of guns and ammunition. For both 
materials, the static calibration values clearly underestimate the pressure, especially at higher pressures. The dynamic calibra-
tion table, which was also available for material B, gives reasonably good results over the whole pressure range, which sug-
gests that this table was not compiled for a single strain rate but is probably based on actual firing tests, and therefore already 
includes the effect of strain rate. The values calculated by equations (6) and (7) seem to be quite close to the piezoelectric 
pressure transducer values with some exceptions, where most probably some problems occurred in the crusher measurement 
(e.g., blow by). At low pressures the strain-rate–corrected calibration value (equation 7) clearly overestimates the pressure for 
material B, but at higher pressures the values are very close to the piezoelectric pressure transducer values. For element ma-
terial A, equation (7) gives values which are very close to the piezoelectric pressure transducer values over the whole studied 
pressure range, which shows that the method works well when 0H is constant and its precise value is known. 
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Figure 9. Comparison of pressure values obtained by different methods for material A. 
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Figure 10. Comparison of pressure values obtained by different methods for material B. 
 
SUMMARY AND CONCLUSIONS 
 
The aim of this study was to improve the accuracy of crusher pressure measurements and to ensure the correctness of the 
results also at high pressures. The goal was to develop a mathematical model, which converts the measured plastic deforma-
tion of the crusher element into maximum pressure by taking into account the true deformation and work hardening behavior of 
copper as a function of both strain and strain rate. 
 
The stress-strain response of copper was first attempted to model with a Johnson-Cook type equation, but its accuracy turned 
out to be insufficient. Therefore also other types of mathematical expressions were examined. The developed model is a six-
parameter two-variable fitting model of type )ln()()()( HHHHV BA  , where H is the plastic deformation of the crusher 
element and H  the average strain rate in it during firing of the gun. The model can also be used in the form 
)/ln()()()( 0HHHHVHV Bcal  , where cal)(HV  is the manufacturer’s calibration curve for the crusher element and 
0H is the strain rate, at which the calibration curve was determined. Function A(H) is a simple rational function and B(H) a sec-
ond order polynomial, whose coefficients a, b, c and  a0, a1, a2 were determined for two different crusher element materials.  
 
Because for a certain gun type the rise time t' of the pressure seems to be quite independent of the maximum pressure, the 
average strain rate can be obtained by dividing the total deformation of the crusher element by this characteristic rise time. 
Another possible method to determine the rise time of pressure could be a simple strain gage measurement from the outer 
surface of the gun barrel. Even through the measured strain values could not be converted directly to the internal pressure of 
the gun, this type of measurement could give the shape of the pressure pulse as a function of time and thus facilitate the accu-
rate determination of the rise time of the pressure pulse. 
 
Comparison of the pressure values calculated from two manufacturers’ calibration curves, measured by piezoelectric pressure 
transducers, and calculated using the developed model equations shows, that the accuracy of the pressure readings can be 
significantly improved by the developed method, especially when compared with the values obtained from static calibration 
curves. The best results were obtained by the method where manufacturers’ calibration curves were corrected for the strain 
dependent strain rate effects.  
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1 PROBLEM IDENTIFICATION
The OptiSizer film coating method is based on simul-
taneous color or size application on both sides of the
paper web in order to improve the printing properties
of the paper. The nip pressure between the rolls and
the shape of the web surface directly influence the
coating quality. Paper’s tendency of form "uncoated
wrinkles" (Fig. 1) can be diminished by choosing the
optimum crowning shape for the rolls as a function
of nip load and cover material parameters. This goal
can be achieved by modeling and measuring the me-
chanical contact in the nip in order to obtain a uni-
form distribution of the nip pressure in machine di-
rection.
In modern paper machines the rate of deformation
in the nip has increased to such levels that the effects
of strain rate cannot be omitted. Therefore, to deter-
mine the cover material parameters for the discussed
FE-models, quasi-static compression tests with a
universal material testing machine and high strain rate
compression tests with a Split Hopkinson Pressure
Bar device were conducted.
2 MATERIAL TESTING EQUIPMENT
Increasing strain rate affects the behavior of most
materials by increasing the stress needed to produce
a certain amount of deformation (Meyers 1994).
Figure 1.   Wrinkling formation in the coating process.
Influence of rubber parameters on the calculation of nip pressure profile
in paper coating
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Tampere University of Technology, Tampere, Finland
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ABSTRACT: Rubber covered nip rolls have a number of applications in the paper industry. One of them is the
coating process, where color or size is applied on one or both sides of the paper web. Finite element modeling
can be an accurate and inexpensive tool in the optimization of the coating process, as long as it reflects the real
phenomena. Therefore, the choice of optimal material parameters for the model is one of the most important
tasks. In this study, a universal material testing machine and a compressive Split Hopkinson Pressure Bar
(SHPB) equipment were used to produce material data for OptiSizer test set-up conditions (strain rate 1 s-1,
room temperature, ambient moisture) as well as for OptiSizer production conditions (temperature 60 °C, strain
rate 1600 s-1, saturated moisture in artificial paper mill water at test temperature). The OptiSizer machine was
modeled using the Abaqus software. The nip pressure was calculated for linear elastic and hyperelastic models
of the covers and compared with measured data. The model shows good agreement with the measurements in
the test sep-up conditions and can therefore be used to simulate the mechanical contact in coating processes in
actual production conditions and to optimize the shape and materials of the contacting rolls.
With increasing strain rate, the stress at constant
strain (e.g. at 10 %) increases first moderately but
then, above a certain material dependent threshold
value, a very rapid increase is often observed. In
metals this ‘upturn’ takes typically place at about
103 s-1, but in polymeric materials it may happen al-
ready at much lower strain rates (Chou et al. 1973,
Briscoe & Hutchings 1976).
In polymers, the strain rate sensitivity is related to
the viscoelastic nature of deformation, but the actual
mechanisms, and especially the reason for the change
in the strain rate sensitivity, are not yet fully under-
stood. The large variety of polymeric materials and
their composites is also one of the reasons why there
is no widely accepted theory that would adequately
explain the stress-strain behavior of polymeric mate-
rials at high strain rates.
In paper machines, there are big differences be-
tween the quasi-static nip pressure measurement
conditions and the production conditions, where the
effects of strain rate, temperature and moisture can
be substantial.
Figure 2.   The SHPB technique schematically.
With servo-hydraulic testing machines, tension,
compression, and shear tests can be readily conduct-
ed up to strain rates of the order of 1 s-1, but above
this other techniques must be utilized (Nemat-Nasser
2001). Split Hopkinson Pressure Bar technique is
used to measure the stress-strain response of materi-
als at high strain rates, typically in the range of
102...104 s-1. The SHPB method is based on the
propagation of one-dimensional elastic pressure
waves in two slender bars, between which the speci-
men is placed. A short duration stress pulse is creat-
ed in the loading bars by shooting a short projectile
at the end of one of the bars. The compressive stress
wave propagates at the speed of sound in the bar to-
wards the interface between the bar and the speci-
men, where part of the wave is reflected back as a
wave of tension while part of it continues through the
specimen into the second bar as a wave of compres-
sion.
The three waves are recorded from the loading
bars with strain gages (Fig. 2). The stress, strain, and
strain rate in the specimen can be calculated from
these three waves with appropriate equations. A de-
tailed description of the SHBP technique can be
found, for example, in Vuoristo (2004).
3  TESTING AND MODELING OF RUBBER
One of the materials used in coater roll covers is
RayFlex 5000, which is a heat, wear, and chemical
resistant, fully cross-linked rubber material contain-
ing, among other ingredients, active inorganic fillers.
In the current tests, the cylindrical compression spec-
imens of 18 mm in diameter had a length of 15 mm in
the low strain rate tests with servo-hydraulic testing
machines and 5 mm in the high strain rate tests with
the SHBP device. The surfaces of the specimens
were lubricated with molybdenum disulfide in order
to avoid excess barreling of the specimens.
Compression tests show almost linear strain rate
dependence in a semi-logarithmic scale up to a strain
rate  = 1 s-1, and still at 1600 s-1 no drastic change
in the strain rate sensitivity is observed (Fig. 3). In-
creasing strain increases the effect of strain rate, as
shown in Figure 3 by the steepening slope of the plot
when strain, for which the stress is measured, in-
creases from 10% to 30%. Increasing temperature
decreases the measured stress (Fig. 4), whereas
moisture does not have an essential effect on the re-
sults because the material absorbs only small amounts
of water.
Figure 3.   Dependence of stress on strain rate for RayFlex
5000. Percentages represent the amount of strain for which the
stress is measured. Measurements were done at 50 °C in ambi-
ent moisture.
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Figure 4.   Stress-strain curves measured at 22, 50 and 70 °C
at a strain rate of 1 s-1 in ambient moisture.
In this paper, the behavior of the coater nip is
considered in two different conditions: a) room tem-
perature, strain rate 1 s-1, ambient moisture, and b)
60 °C, strain rate 1600 s-1, saturated moisture in pa-
per machine water at the test temperature. To enable
realistic simulations of the nip behavior with Abaqus,
experimental data on the behavior of the studied roll
cover materials was produced by compression tests
at different temperatures. Before actual compression
tests to a total deformation of 33%, the samples were
mechanically conditioned twice with similar com-
pression cycles. The tests were repeated twice with
identical specimens at room temperature, 50 °C, and
70 °C. At each temperature, an arithmetic average of
the loading parts of the measured curves was calcu-
lated to be used in further simulations with Abaqus.
The data at 60 °C is an average of the results ob-
tained at 50 °C and 70 °C (Fig. 5).
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Figure 5.   Test data in compression.
The linear elastic materials are described by con-
stant elastic modulus and Poisson’s ratio. If only
hardness data for the material is available, the elastic
modulus can be estimated based on that data. This
approach may be used for low stress levels, but it
cannot accurately model the behavior of rubbers at
larger strains. For the hyperelastic models the stress
strain relation is described using a proper strain ener-
gy function (Austrell 1997). For only one set of data,
e.g. uniaxial compression, Abaqus recommends the
use of Marlow form of strain energy potential.
The Marlow model assumes that the strain energy
potential is independent of the second deviatoric in-
variant. The model can be implemented by providing
test data that describes the deviatoric behavior and,
optionally, the volumetric behavior if compressibility
must be taken into account. Abaqus constructs strain
energy potential that reproduces the test data as
(Abaqus manuals 2004):
)()
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(
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J
vol
UI
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UU  (1)
where U is the strain energy per unit reference vol-
ume with Udev as its deviatoric and Uvol as its volu-
metric part. The elastic volume ratio Jel = J/Jth, where
J is the total volume ratio and Jth the thermal volume
ratio. Assuming incompressibility and isothermal re-
sponse of the material, Jel = 1. 1I is the first devia-
toric strain invariant defined as:
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where i  are the deviatoric stretches. Since
ii J  31  and J = 1, we can write Eqn. 2 also as
2
3
2
2
2
11  I (3)
where i are the principal stretches. Because in the
current case the material is assumed to be incom-
pressible and isothermal, term Uvol in Eqn. 1 vanish-
es.
4  THE MODEL OF THE CONTACT
To obtain the nip pressure profile in machine and
cross machine directions, the contact between the
rolls was modeled in Abaqus using a 3D nonlinear
static analysis (Fig. 6).
One of the causes for wrinkle formation is the
high gradient of nip pressure at the ends of the rolls.
By changing the shape of the rolls, one can alter the
pressure profile by making use of properly calibrated
FE -models. To check the reliability of the models,
measurements of the nip pressure were performed
using Fuji color forming and developing films. Due
to the limitation of the measurement method that re-
quires dry surfaces and low rotation speed, the Op-
tiSizer must be operated at a crawling speed during
the measurement, and therefore the measurement
conditions differ substantially from the normal oper-
ating conditions.
Figure 6.   Nip pressure profile.
For lower nip loads there is a reasonable agree-
ment between measured and calculated data when
using the elastic model for the cover (i.e. a constant
Young’s modulus and high Poisson’s ratio). The dif-
ference increases when the nip load becomes higher
(Fig. 7).
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Figure 7.   Calibration of the model using the pilot machine.
Measurements were performed using a pressure sensitive film.
For a production size paper machine with a roll
length of 11 m, a comparison between the measure-
ments, the elastic model, and the hyperelastic models
was performed for two different conditions defined
above. The results are shown in Figure 8.
In order to decrease the nip pressure gradient in
production conditions, the shape of the rolls can be
modified by changing the crowning profile (Fig. 9).
In this way the width of the nip increases while the
maximum pressure in the middle of the nip contact
area decreases.
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Figure 8.   Comparison between the models and the measure-
ments.
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Figure 9.   Nip pressure profile as a function of crowning.
The dynamic process was modeled using a steady
state transport analysis. In the model, the rotating de-
formable roll is in contact with paper modeled as a
rigid body (Fig. 10). With this simulation, the posi-
tion of sticking and slipping contact regions can be
estimated by comparing the shear stresses and nip
pressure that appear in the nip, that is:
p  sticking (4)
p  slipping (5)
where  is the shear stress,  is the friction coeffi-
cient between paper and the roll cover, and p is the
nip pressure (Fig. 11). The changes in the velocity
profile in the nip are shown in Figure 12.
Figure 10.   Steady state transport model
Figure 11.   Slipping and sticking regions in the nip.
Figure 12.   Velocity profile in the nip.
The calibration of the steady state transport model
is quite difficult, and therefore the material data used
in simulations should be accurate and relevant to the
loading conditions. While in the static calculation
compression was the predominant mode of loading,
in the dynamic calculation shear stresses have a more
significant role. For this reason, shear and volumetric
tests are needed to improve the accuracy of the mod-
el.
5 CONCLUSIONS
The nip pressure distribution and optimum velocity
profile can be improved by using an optimum crown-
ing shape. This diminishes the paper’s tendency to
form wrinkles, increases the coating quality, and ex-
tends the lifetime of the rubber covered rolls.
The hyperelastic model of the cover gives better
agreement between the calculated and measured
conditions for static nip pressure than the elastic one.
After calibration, the model can be used for simulat-
ing the mechanical contact in paper machine operat-
ing conditions and for explaining the changes in the
wrinkling amplitude and directions between the start-
up and production conditions.
In order to simulate dynamic processes where
shear stresses are significant, shear and volumetric
tests of the rubbers are needed.
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ABSTRACT 
 
Strain rates in cold heading processes may locally reach very high values, up to several thousands per second. As the flow 
stress of most materials is known to increase drastically in the high strain rate region, this phenomenon also affects the 
cold heading process itself. In this study, the effect of strain rate on the cold headability of steel wires was investigated by 
compression and tensile tests made at a wide strain rate range of 10-4…103 s-1 using both servohydraulic materials testing 
machines and the split Hopkinson bar technique (SHB). Special attention was paid to the effects of transient and 
permanent strain hardening as a function of strain rate. The aim of this study was to develop techniques for the 
determination of optimal loading amplitudes and loading rates for specific cold heading steels to avoid formation of 
cracks in the cold headed components. The stress-strain data obtained from the mechanical tests can also be utilized in 
more accurate FE simulations of the cold heading operations of parts and components. 
 
Keywords:cold heading, strain rate, split Hopkinson bar 
 
1 INTRODUCTION 
 
Cold heading, or upsetting, is a cold forming method commonly applied for making different types of fasteners and other 
relatively simple mass production parts from round wire at a high speed. In the basic operation of cold heading, the wire is 
transformed into desired parts by one or two blows with a fast moving punch, which forms a 'head' in the part by 
plastically deforming the material. Forming of the head can take place either in a die, the punch, or both. The highest 
production rates can be of the order of ten(s) per second, depending on the complexity of the part and number of blows 
needed. Traditionally the cold heading materials have been ductile steels or other metal alloys with low work hardening 
characteristics, but today also higher strength materials are routinely being cold headed. 
 
Cold headability of metal is defined as the capability of a cylindrical piece of metal to be shaped into a head of a bolt, 
screw, or other cold formed part at a high strain rate without cracking [1]. The strength and strain hardening properties of 
the material are the key factors that determine the material's cold headability. Strength of practically all materials depends 
on both temperature and strain rate, decreasing with the former and increasing with the latter. In the cold heading process 
the local strain rates can reach quite high values, up to about 1000 per second [2]. At such high strain rates the duration of 
deformation is usually so short that the conditions are essentially adiabatic, which means that the temperature of the 
headed part can increase substantially.  
 
So far there is no standardized test to determine cold headability of metals, not to mention a test that would give the limits 
for workability of the material at the same high strain rates as in the real cold heading application. Instead, the current tests 
are mostly made at quasi-static strain rates, typically using a so-called upset test. In an upset test, a relatively short 
(L/D-ratio of the specimen typically 1…1.5) is compressed between platens and the change in length that causes cracking 
is noted. In addition, the hoop and axial strains of the specimen after the test can be determined. The upset test, however, 
does not simulate the cold heading operation, because: a) the strain rates are much lower than those in actual heading, b) 
friction conditions between the platens and the specimen affect the material flow differently, and c) visual verification of 
a crack on a specimen surface is subjective [3]. Also no stress-strain data is recorded during the test and thus information 
on the strain hardening behavior of the material cannot be obtained. Sometimes also tensile tests are used to evaluate cold 
headability by determining the yield and tensile strength and ductility of cold heading metals. In tensile tests, however, the 
stress state differs greatly from the stress state in actual cold heading. Efforts have also been made to increase the rate of 
testing in compression tests. For example, Ma et al. [1] have developed a drop weight tower (DWT) testing method, which 
better corresponds to the deformation and also the strain rates that occur in actual cold heading process. The stress-strain 
relationship during deformation, however, cannot be recorded and the effect of strain hardening cannot be evaluated. 
 
2 STUDIED MATERIAL 
 
The studied steel is a cold heading quality steel used in lower strength grade bolts, screws and other cold-formed fasteners. 
The steel is aluminium-killed and it is not intended for heat treatments such as quenching. The designation in standard EN 
10263 is C17C. The nominal composition and tensile strength of the steel are given in Table 1, and the microstructure in 
Figure 1. As Figure 1 shows, the microstructure of the steel is ferrite and pearlite with an average ferrite grain size of about 
10 m. 
 
An upset test is made as a part of quality control for all cold heading steel wires at Ovako Wire. In these tests, the 
formability of the steel is evaluated based on the amount and severity of cracks formed on the surface after the specimen 
with a length to diameter ratio of 1.5 has been compressed to either 1/3 or to 1/4 of its original length. Figure 2 shows the 
basis of the evaluation of cold headability, i.e., the upset test samples are classified on a scale from 1 to 5 based on the 
severity of cracks formed. The studied steel had passed the quality control upset tests with the grade of 1. 
 
Table 1. Nominal composition and tensile strength of the studied steel. 
Steel C [%] Min…max. 
Si [%] 
Max 
Mn [%] 
Min…max. 
P [%] 
Max. 
S [%] 
Max. 
Cr [%] 
Max. 
Al [%] 
Min…max. 
Rm  
[MPa] 
C17C 0.16…0.19 0.10 0.70 - 0.90 0.020 0.020 0.07 0.025 - 0.050 500…520 
 
  
Figure 1. SEM micrograph of the studied steel.  Figure 2. Estimation of cold headability of steel wires based 
on cracks formed in upset tests. 
3 EXPERIMENTAL METHODS 
 
In this research project, the deformation behavior of a cold heading steel was studied at a wide range of strain rates, 
10-4…3·103 s-1, using both servohydraulic materials testing machines and the split Hopkinson bar method. In addition, a 
preliminary FE-analysis was performed to find the locations of maximum deformation and strain rates during cold 
heading of wire to a simple bolt shape.  
 
3.1 Quasi-static tests 
 
The compression and tensile tests at quasi-static strain rates (10-4…10-1 s-1) were made using an Instron 8800 
servohydraulic materials testing machine. In the tensile tests, the specimen strain was measured directly on the specimen 
using a 25 mm gage length, +/-2.5 mm range dynamic extensometer. In the compression tests, the same extensometer was 
attached to the compression plates to measure their displacement during compression. Due to the experimental setup, the 
strain measurement especially in the beginning of a compression test contains some inaccuracies due to which the elastic 
slopes of the compressive stress-strain curves were too low. Thus, the elastic modulus cannot be accurately determined 
from these results. However, the stress and plastic strain as well as the yield strength values can be considered reliable and 
can be used in comparisons with the high strain rate tests. 
 
3.2 Split Hopkinson bar technique – compression at high rates of strain 
 
Split Hopkinson bar (SHB) technique is used to measure the stress-strain response of materials at high strain rates, 
typically in the range of 102...104 s-1. The SHB method is based on the propagation of one-dimensional elastic pressure 
waves in solids. A schematic illustration of the SHB technique, the data acquisition setup, and an example of recorded 
signals is shown in Figure 3 [4]. When a striker, accelerated typically to a velocity ranging from a few meters up to some 
tens of meters per second, hits the front end of the incident bar, a compressive stress wave is generated which propagates 
in the bar at the velocity of sound (about 5100 m/s in steel) until it reaches the interface of the incident bar with the 
specimen. At the interface, part of the stress wave is reflected back as a pulse of tension, while the remaining part is 
transmitted through the specimen to the transmitted bar. The generated stress pulses are recorded at strain gage stations 1 
and 2 (see Fig. 3). The average stress, strain, and strain rate in the specimen are calculated from the measured strain 
signals using Equations 1-3 (so-called 1-wave solution). 
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where Ab is the cross-sectional area of the bars and E and C0 the Young’s modulus and the elastic wave speed of the bar 
material, respectively. Ls and As are the length and the cross-sectional area of the specimen. İi(t), İr(t), and İt(t) are the 
incident, reflected, and transmitted axial strains measured in the incident and transmitted bars as a function of time. 
 
The test parameters that affect the strain rate and the amount of deformation obtained in a compression test are the striker 
velocity, striker length and specimen length. The stress, and thus the elastic deformation in the pressure bars depend on 
the striker length according to equations 4 and 5. Both the amount and rate of strain can be affected by varying the 
specimen length. The length to diameter ratio (L/D) is normally in the range of 0.2 to 1.0, on one hand to obtain stress 
equilibrium in the specimen, and on the other hand to minimize inertial and frictional effects. Because the maximum 
strain and strain rate are both dependent on the same test parameters (striker length, specimen length, striker velocity), the 
free choice of reachable strain and strain rate in a test is limited. For example, obtaining large deformations (e.g., 40 %) at 
a relatively low strain rate (in the order of 100…800 s-1) is extremely difficult. Such tests would require the use of a very 
long striker bar (up to several meters), which would further require the use of long enough incident and transmitted bars in 
which the long duration pulses could be measured separately without incident and reflected pulses overlapping each other.  
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The split Hopkinson bar apparatus used in this study consists of two pressure bars made of AISI 4340 high strength steel. 
The diameter of the bars is 22 mm and the length of the incident bar 2800 mm and that of the transmitted bar 1800 mm. In 
this research project, a challenge was to obtain large amounts of plastic deformation, up to 70 %, by using relatively large 
specimen length to diameter ratios of 1.5 and 2/3. For this, a striker bar of 800 mm in length was made of the same 
material as the pressure bars. With this striker bar, loading pulses of approximately 470 microseconds in duration were 
obtained. The striker bar was accelerated to its final velocity of 10 to 15 m/s by an air gun using loading pressures of 6 to 
10 bars. To control the rise time and shape of the loading pulse, a rubber disc of 0.5 mm in thickness and 10 mm in 
diameter was used as a so-called pulse shaper at the impact end of the incident bar. 
 
3.3 Specimen preparation 
 
The compression test specimens were cut from the delivered steel coil using a precision cutting machine. The diameter of 
the studied steel wire rod was 5.5. mm. In order to obtain perfectly parallel specimen end faces, 65 mm long pieces of the 
steel wire were first cast inside of a 12 mm diameter steel tube using cyanoacrylate adhesive. This was done to assure 
maximum stiffness for the wire during the blade cutting process. For compression tests specimens were cut to nominal 
lengths of 8.25 and 3.7 mm, i.e., the length to diameter ratio in the tests was either 1.5 or 2/3. For tensile tests, the 
specimens were cut to 80 mm long pieces and tested as such, i.e., without a smaller diameter gage section. Grids were 
etched on the surfaces of some compression specimens in order to evaluate the amount and distribution of deformation. 
An example of a specimen with etched grids is given in Figure 4. 
   
 Figure 3. SHB method schematically. Figure 4. Grids on specimen surface before and after a 
high strain rate compression test.  
 
4 RESULTS AND DISCUSSION 
 
Figure 5a shows the true stress-strain curves for the entire studied strain rate range for the studied steel wire. The 
corresponding engineering stress-strain curves are given in Figure 5b. An increase of about 200 MPa in yield strength is 
observed when the strain rate increases from quasi-static 10-1 s-1 to the range of 103 s-1. Because the obtainable maximum 
strains and strain rates are coupled in the high strain rate tests, the highest maximum strains are obtained with highest 
strain rates. Figure 6a summarizes the results of the compression tests made at a wide range of strain rates giving the flow 
stresses at different amounts of true plastic strain as a function of strain rate. These results clearly show the transient 
hardening effect of strain rate.  
 
Figure 5. True (a) and engineering (b) stress-strain curves at different strain rates.  
a)           b) 
 
Figure 6. True flow stress at constant strains of 5 to 50 % as a function of strain rate (a), and strain rate sensitivity factor 
HGG ln/ln Rm   at true strains of 5 to 30 %. 
a)
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Figure 7. The coefficients n and K of the Hollomon equation (VT=KHTn) as a function of true strain rate. 
 
The transient hardening effect of strain rate is often described by the so-called strain rate sensitivity factor, m, which is the 
slope of the logarithmic flow stress - strain rate curve. The strain rate sensitivity factor of the studied steel at strains 
between 5 and 30 % is given in Figure 6b. The strain rate sensitivity of the studied steel was determined separately for 
both high and quasi-static strain rates and also over the entire strain rate range. As for most materials, also for the studied 
steel the strain rate sensitivity increases with increasing strain rate, i.e., the strain rate hardening effect is typically stronger 
at strain rates exceeding 102 s-1. Because there is a great difference in the strain rate dependence at quasi-static and high 
strain rates, the behavior of steels in a high rate cold heading processes cannot be estimated from quasi-static data only, 
but also high strain rate test results are needed. On the other hand, the strain rate sensitivity of steels typically decreases at 
higher amounts of plastic strain, as can also be seen in Figure 6b. As this decrease is much more pronounced at high strain 
rates, the strain hardening behavior at high strain rates evidently differs from that at quasi-static rates.  
 
The strain hardening behavior of metals is often described by the Hollomon equation, VT=KHTn. Figures 7 a and 7b show 
the strain hardening coefficient n and the strength factor K of the Hollomon equation determined from the tensile and 
compression tests for two different strain intervals, i.e., from 3 to 15 % and from 15 to 30 % of true strain. The value of the 
strain hardening coefficient n clearly decreases as the strain rate increases. Also, the n-value is smaller in the region of 
higher strains (15…30 %). This indicates that the amount of strain hardening is smaller at higher strain rates as is also seen 
in the stress-strain curves presented in Figure 5a. One of the reasons for the lower amount of strain hardening at high strain 
rates can be the adiabatic heating of the specimen. At high rates there isn’t enough time for the heat generated during the 
deformation process to be conducted away, and thus the temperature may locally increase up to 100°C, especially at the 
high strain levels, which were used in this study. The increase in temperature during the tests was not actually measured 
a)              b) 
but only evaluated based on the calculations of energy absorption and the assumption that 90 % of that energy is 
transformed into heat during the deformation process. Figure 7 also shows that the n- and K-values obtained from the 
quasi-static tensile tests are slightly higher than the values from compression tests.  
 
A preliminary finite element analysis was made for a simple bolt geometry in order to get an estimate for the amounts and 
distributions of strain and strain rate in the steel wire during the cold heading process. In this analysis, the wire was 
compressed at a constant displacement rate in a bolt-shaped die. The duration of the compressive load (= time to cold head 
one bolt) was set to 0.1 seconds. Figure 8a shows the compression sequence at different times, i.e., just before the load is 
applied and after 30, 55 and 75 milliseconds. The equivalent strain rates in four selected elements (360, 450, 540 and 673) 
of the FE-mesh are shown in Figure 8b as a function of time.  
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Figure 8. A finite element (FE) analysis of cold heading of a simple bolt (8a). The equivalent strain rate in the elements 
360, 450, 540 and 673 are shown in Fig. 8b as a function of time. The thicker black lines represent the punch and the die. 
 
5 CONCLUSIONS 
 
The main conclusions of this study may be summarized as follows: 
x The rate of deformation affects the flow stress of steels already at quasi-static strain rates and should therefore be 
accounted for in the design of cold heading processes. 
x Especially at very high strain rates the transient (strain rate) hardening effect is significant and could be utilized 
in optimizing the cold heading process.  
x Strain hardening of the studied cold heading steel decreases and strain rate sensitivity increases with increasing 
strain rate. 
x Strain rate sensitivity of the studied steel decreases with increasing plastic strain. This effect is much more 
pronounced at high strain rates. 
x One of the reasons for the lower amount of strain hardening and higher strain dependence of strain rate 
sensitivity at high strain rates can be the adiabatic heating of the specimen. 
x Split Hopkinson bar (SHB) technique is a powerful method to study the effect of strain rate on the formability of 
cold heading steels. However, some modifications to the standard techniques must be made to increase the test 
duration to obtain high enough strains also in the strain rate range of 500…1000 s-1. 
 
REFERENCES 
 
[1] X. Ma, A.O. Humphreys, J. Nemes, M. Hone, N. Nickoletopoulos and J.J. Jonas: “Effect of microstructure on the 
cold headability of a medium carbon steel,” ISIJ International, 44, pp. 905-913, 2004. 
[2] G. Brethenoux, E. Bourgain, G. Pierson, M. Jallon and P. Secordel: “Cold forming processes: some examples of 
predictions and design optimization using numerical simulations”, Journal of Materials Processing Technology, 60, 
555-562, 1996. 
[3] N. Muzak, K. Naidu and C. Osborne: “ New methods for assessing cold heading quality,” Wire Journal International, 
29, pp. 66-72, 1996. 
[4] Vuoristo, T.: Effect of Strain Rate on the Deformation Behavior of Dual Phase Steels and Particle Reinforced 
Polymer Composites, dissertation, Tampere University of Technology Publication 488, 2004.  
a)               b) 
PUBLICATION
IV
A Dynamic Calibration Method for Crusher Gauges Based on Material
Testing
H. Nyberg, V.-T. Kuokkala, J. Rämö, A. Järviniemi
Propellants, Explosives, Pyrotechnics, 32, No. 1, 61-67, 2007
Publication reprinted with the permission of John Wiley & Sons.

Full Paper
A Dynamic Calibration Method for Crusher Gauges Based on
Material Testing
Heli Nyberg*
Defence Forces Materiel Command Headquarters, Weapons Systems Division, P. O. Box 69, FI-33541 Tampere (Finland)
Veli-Tapani Kuokkala, Jari Rmç
Tampere University of Technology, Institute of Materials Science, Korkeakoulunkatu 6, P. O. Box 589,
FI-33101 Tampere (Finland)
Aulis Jrviniemi
Defence Forces Test Firing Centre, Pohjankankaantie 125, FI-38840 Niinisalo (Finland)
DOI: 10.1002/prep.200700008
Abstract
This paper presents a new dynamic calibration method for
crusher pressure gauges used in artillery test firings. The
calibration method is based on the measurement of the plastic
deformation behavior of the crusher elements in the laboratory
completely isolated from test firings and measurements by
reference pressure transducers. The validity of the calibration
model developed is verified by comparison with the pressure
records measured in artillery test firings. It was found that the
calibration method developed is also suitable for the high load
levels and strain rates present in tank firings.
Keywords: Pressure Measurement, Test Firings, Materials Testing,
Hopkinson Split Bar
1 Introduction
Both copper crusher and piezo-electric gauges are used to
measure the peak chamber pressure during the firing of the
round. Crusher gauges, however, are more commonly used
because they do not require drilling of the gun barrel [1].
In crusher pressure measurement, the gas pressure is
applied via a piston to a copper element contained within
the gauge body. The crusher gauge is based on the
proportionality of the gun pressure and the amount of
plastic deformation of the crusher element. This propor-
tionality, however, is nonlinear because the work hardening
behavior ofmetals is a function of both strain and strain rate
[2, 3]. If crushers are calibrated only at one strain rate, which
is outside the strain rate range occurring at gun firings, the
pressure readings given by these static calibration tables
cannot be accurate. When composing dynamic calibration
tables,measurements are usually carried out simultaneously
by crusher and piezo-electric methods using test firings and/
or laboratory pressure chamber tests.
In the literature, only a few reports related to the strain
rate dependence of the mechanical behavior of copper
crusher elements and composing of the dynamic calibration
tables can be found. Johnson and Cook [4] have presented a
constitutive model and data for OFHC copper subjected to
large strains, high strain rates, and high temperatures.
NATO has given a procedure for submission and testing of
crusher gauges for NATO approval and a list of NATO
approved crusher gauges [5]. To calibrate crusher gauges,
Zhu et al. [6] have developed a system based on a drop
hammer hydraulic pressure pulse generator and a pressure
chamber equipped with reference quartz and strain trans-
ducers. Warken and Meineke [7] have presented a dynamic
calibrationmethod for crusher gauges based on a pendulum
impact machine and damping mechanisms simulating real
pressure loads. Lokre et al. [8] have presented a comparison
betweenpeakpressuresmeasuredusing crusher gaugeswith
a static calibration table and the piezo-electric method.
In the test firings organized by theFinnishDefenceForces
(FDF) the majority of the crusher pressures have been
measured by a certain gauge brand with cylindrical ele-
ments. The German manufacturer of this non-NATO
approved crusher gauge [5] has provided the FDF with
only a static calibration table. In test firings, crusher readings
measured with this gauge have been observed to fall behind
the piezo-electric readings at pressures higher than about
150 MPa. This has caused some concerns in the FDFand the
defense industry regarding the test firing results related to
ammunition development and, in particular, to the assess-
ment of Maximum Operating Pressures (MOP) according
to STANAG 4110 [9]. Because of the long history of
reporting peak pressures for this gauge based on static* Corresponding author; e-mail: heli.nyberg@mil.fi
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calibration tables, it has not been considered reasonable to
change the crusher pressure measurement gauge type
without a thorough study.
The objective of this study is to develop and verify a
dynamic calibrationmethod for crusher gauge elements. It is
also our goal to base this dynamic calibration method on
experimental stress-strain curves and to isolate it from test
firings and chamber peak pressure measurement using
reference pressure transducers.
2 Theoretical Background of the Strain Rate
Dependence
During firing, the crusher element experiences rapid
compression, and the strain rates in the material can be of
the order of 100 s1. Plastic deformation of the material is
carried out mainly by the movement of dislocations.
Generally there are two kinds of obstacles or barriers that
the dislocations meet. Athermal barriers consist of long-
range obstacles, such as grain boundaries and dense
dislocation walls. Surmounting of an athermal barrier
depends on the acting external stress, but temperature or
strain rate have no influence on it. Thermal obstacles are
short-range barriers caused, for example, by the periodic
Peierls force and dislocation intersections with other
dislocations, precipitates and solute atoms. Increasing
temperature increases the vibrational energy of the atoms,
which in turn increases the probability of a dislocation (or an
atom) jumping to the next position, hence reducing
resistance against plastic deformation. The effect of strain
rate depends on the same phenomenon; increasing strain
rate reduces the time for the vibrational energy to assist the
dislocations, and therefore more external force is needed to
continue the plastic deformation.
Figure 1 shows the change in the mechanical and thermal
energies with increasing temperature. At 0 K, all energy
needed to move the dislocations must come from the
external applied stress in the absence of thermal vibrations
of atoms. With increasing temperature, the increasing
contribution of thermal energy reduces the required me-
chanical energy and the flow stress, i.e., the stress needed to
continue deformation, decreases. Figure 2 shows the con-
tributions of athermal and thermal components to the total
flow stress s as a function of temperature Tand strain rate _e.
Above the critical temperatures T1 to T3, depending on the
strain rate, the flow stress of the material is determined by
athermal obstacles only, because there is already sufficient
thermal energy to overcome all thermal barriers.
3 Experimental
A dynamic calibration table for one lot of cylindrical 5
7 mm crusher elements of the crusher gauge brand studied
was developed on the basis of laboratory tests, where
crusher elements were deformed at different loading rates
with a servo-hydraulic materials testing machine and the
Hopkinson Split Bar device. The mechanical tests at differ-
ent strain rates as well as modeling of the results for crusher
elements were carried out at the Institute of Materials
Science of Tampere University of Technology.
In order to verify the calibration table developed, a
statistical comparison of the crusher and piezo-electric peak
pressure records was carried out with a rise time analysis of
the piezo pressure curves. The pressure records were
measured in artillery test firings realized by the Finnish
Defence Forces Test Firing Centre during the period 1996 –
2005.
3.1 Crusher Pressure Measurement in Test Firings
Crusher gauges are commonly used for peak chamber
pressure measurements because of the ease of use and
simple construction [1]. The amount of crusher element
deformation is used as a measure of the peak pressure to
Figure 1. Thermal barrier height at different temperatures. The
shaded area represents the required mechanical energy. Figure 2. Flow stress versus temperature at different strain rates.
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which the gauge was subjected and is interpreted by
reference to calibration tables [3, 10].
The crusher peak chamber pressure values for crusher
gauges in this study are determined on the basis of static
calibration tables delivered by manufacturer for each
crusher cylinder lot. The static calibration tables for crusher
cylinder lots are determined at 21 8Cbyapplying the load for
30 seconds.
In the test firings related to this study, crusher gauges with
5 7 mm cylindrical elements for 150 – 500 MPa pressure
range were used. Crusher gauges are located in the pressure
chamber or in the cartridge case as near the breech face as
possible, oriented with their sensitive end facing themuzzle,
their sensitive axis parallel to the gun axis and, at 10 a.m.
and/or 2 p.m. positions on the clock face. The temperature-
corrected peak pressure values determined on the basis of
the deformationmeasured from the crusher element and the
static calibration table for each crusher element lot are
stored in the Test Firing Database.
3.2 Piezo Pressure Measurement in Test Firings
The ability of some crystals to produce electric charges
when subjected to pressure is known as the piezo-electric
effect [1, 11]. The piezo-electric gauge is the most widely
used gaugewhere full pressure vs. timehistory is required. In
guns, holes are drilled into the barrel in order to mount the
piezo-electric transducers. The peak chamber pressure for
each round is analyzed based on the measured time-
pressure curves.
The piezo pressure measurement instrumentation used in
test firings consistedof aKistler 6215 transducer connected to
a Kistler 5011 Charge Amplifier. The output of the amplifier
was connected to a National Instruments VXI-MIO-64E-1
Nr.W10046622A/D converter card. Sampling frequencywas
typically 100 kHz. The total number of samples was 10 000 –
30000, including 5000 samples for pre-triggering. Triggering
level was 0.3 V.Recordedwaveformswere zeroed just before
the start of the pressure signal to remove any offset. The data
was smoothed by 20 point moving average, and the resulting
maximum of the waveform is quoted as the peak pressure.
Piezo-electric transducers are calibrated at least annually at
the Finnish Defence Forces Research Centre using AVL
B620 DPC Dynamic Calibrator.
If the piezo-electric transducer is located at the cartridge
casemouth, there is a systematic difference in the measured
crusher and piezo pressure levels because the pressure in the
chamber is highest at the breech. This difference is
individual for each propelling charge.
3.3 Laboratory Measurements of Crusher Elements
Two materials testing methods were applied in order to
determine themechanical behavior of crusher elements as a
function of strain and strain rate. Tests were carried out at
room temperature.
Engineering stress sE and engineering strain eE values are
based on fixed reference quantities, i.e., they are calculated
by dividing the measured force and displacement by the
original dimensions of the specimen. True stress sTand true
strain eT take into account the changes in the cross-sectional
area and length of the specimen, describing better the
material properties of the sample. For better accuracy,
modeling in this study was based on true stress and true
strain values.
At low and intermediate strain rates (0.0014< _e< 5 s1),
the compression tests of the crusher elements were carried
out by Instron 8800 servo-hydraulic materials testing
machine equipped with hard metal compression platens.
The displacement was measured by an inductive LVDT-
transducer, and the load by an inertia compensated Instron
Dynacell load cell. From themeasured load vs. displacement
curves, the true stress vs. true plastic strain curves were
calculated by Equations (1) and (2).
sT ¼
Fð1þ eEÞ
A0
ð1Þ
eT ¼ lnð1þ Dl=l0Þ  sel=E ¼ lnð1þ eEÞ  eel ð2Þ
A0 Initial cross-sectional area of the specimen (m
2)
E Youngs modulus (Pa)
F Force (N)
l0 Initial specimen length (m)
eel Elastic Strain
Dl Compression of the specimen (m)
sel Elastic stress (Pa)
At high strain rates (80 – 1000 s1), the compression tests
were carried out by the Hopkinson Split Bar (HSB) device.
The operating principle of the HSB device is presented in
Figure 3.
Shooting a striker to the end of the incident bar generates
an elastic stress pulse, which propagates in the bar at the
speed of sound, which for steel is about 5100 m/s. Part of this
stress pulse is reflected back from the interface between the
bar and the specimen, and part of it continues through the
specimen to the transmitted bar. Elastic deformation of the
bars is measured by strain gauges, as shown in Figure 3.
Specimen stress, strain and strain rate canbe calculated from
the incident, reflected and transmitted pulses using Equa-
tions (3) – (5).
sEðtÞ ¼
Ab Eb ½eiðtÞ þ erðtÞ þ etðtÞ
2A0
ð3Þ
Figure 3. Operating principle of the Hopkinson Split Bar equip-
ment.
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eEðtÞ ¼
C0
l0
Z t
0
½etðtÞ  eiðtÞ þ erðtÞ dt ð4Þ
_eEðtÞ ¼
C0 ½etðtÞ  eiðtÞ þ erðtÞ
l0
ð5Þ
Ab Cross-sectional area of the bars (m
2)
Eb Youngs modulus of the pressure bars (Pa)
C0 Longitudinal sound velocity (m s
1)
t Time (s)
ei, r,t Incident, reflected, and transmitted strains
_eE Engineering strain rate (s
1)
4 Results and Discussion
The development and validation of a dynamic calibration
model for one 5 7 mm element lot of the studied crusher
gauge brand is presented in this chapter.
4.1 Chemical Composition and Grain Size of the Crusher
Elements
The chemical composition of the studied crusher elements
was analyzed in the laboratory of Outokumpu Oy. The
material was normal cathode copper with the following
chemical composition: Cu 99.998%, C 0.001%, Ag 14 ppm,
Al< 10 ppm, Cd< 5 ppm, Cr< 10 ppm, Fe 4 ppm, Mn<
1 ppm, Ni< 10 ppm, Si< 20 ppm, Zn< 10 ppm and O
29 ppm. The average grain size of the crusher element
material studied was 15 mm.
4.2 Development of a Dynamic Calibration Model for the
Crusher Elements
Since the main purpose of this study was to develop a
mathematical model for the conversion of the crusher
element deformation to the maximum pressure, the model
does not have to be a parametric constitutive model.
Therefore, the goal can be also achieved with a fitting
function, which describes accurately enough the depend-
enceof theplastic deformationof the crusher element on the
maximumpressure under given circumstances. The first step
in the model development was to find a function that would
fit all the stress strain curves determined at different strain
rates.A large number of possible functionswere fitted to the
data using TableCurve 2D, and the best simple function
turned out to be the rational function
sT ¼
aþ c eTj j
1þ b eTj j
ð6Þ
Parameters a, b and c were determined for each stress vs.
strain curve with TableCurve 2D.
From experience we know that in the strain rate region
where dislocation motion is controlled by thermal activa-
tion, the flow stress has a logarithmic dependence on strain
rate [1, 2]. This means that the plot of flow stress vs.
logarithm of strain rate at constant strain should give a
straight line, and we can write
sTðeTÞ ¼ AðeTÞ þ BðeTÞ ln _ej j ð7Þ
where A and B are strain dependent constants. Functions
A(e) and B(e) can be determined by first reconstructing the
original stress strain curves using Equation (6), and then
plotting the s vs: ln _ejj points taken from each of the curves
at constant values of strain, as shown in Figure 4. Fitting of
the function s ¼ Aþ B ln _ejj to these points givesA andB at
different constant values of strain. Figure 4 also shows this
fitting at strains from 3% to 43%. Finally, fitting Equa-
tion (6) again toA vs. e data and a second order polynomial
to B vs. e data gives the final model with six parameters and
two variables. The parameter values forA(eT) andB(eT) are
presented in Equations (8) and (9) for the crusher elements
studied.
AðeTÞ ¼
43:940þ 2455:959 eTj j
1þ 4:887 eTj j
ð8Þ
BðeTÞ ¼ 0:572þ 19:997 eTj j  11:001 eTj j2 ð9Þ
Figure 4. True stress vs. ln _ejj for constant true strain values from
3% to 43%.
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4.3 Test Firing Pressure Data Analysis
The peak pressure data for the verification of the dynamic
calibration method developed was selected from the Test
Firing Database on the basis of the following criteria:
1) The round had been accepted for war materiel or was a
corresponding inert round.
2) Records for both piezo-electric and studied crusher
gauge (with 5 7 mm element) peak pressures were
available.
3) Test firing had taken place in 1996 or later.
The statistical analysis of the pressure records was carried
out using MATLAB. The number of rounds analyzed was
1126. The characteristics of the peak chamber pressure data
set and piezo transducer location for each gun are presented
in Table 1.
For the 122 mm howitzer and the 152 mm howitzer, the
piezo-electric transducer had been located at the cartridge
casemouth. The resulting systematic difference between the
crusher and piezo-electric peak pressure levels was correct-
ed by adding for each round a specific constant to the piezo-
electric pressure records. The magnitude of these constants
had been determined in test firings where the barrel had
been equippedwith a piezo-electric transducer located both
at the breech and at the cartridge case mouth.
A rational function of the type given in Equation (6) was
fitted to piezo-electric peak pressure vs. crusher pressure
data by using the non-linear least-square fittingmethod.The
values obtained from this fit for the three parameters of
Equation (6) were as follows: a¼ -30.5880, b¼ 0.0013 and
c¼ 1.3738. The piezo-electric peak pressure values for each
gun and charge type studied are presented in Figure 5 as a
function of the static crusher peak pressure. Figure 5 also
shows the curve fitted to the measured data using Equa-
tion (6) as well as the modeled stress strain curves for three
different strain rates using Equations (7) – (9), which will be
discussed in more detail in Section 4.4.
4.4 Verification of the Dynamic Calibration Model
In order to use the calibrationmodel developed, the strain
rate in the test firing must be known. Average strain rate is
the total strain divided by the rise time of the pressure to its
maximum value. The total strain can be readily measured
from the crusher element after the firing, but the rise time of
the pressure needs to bemeasured during the firing by some
appropriate technique. When the gun pressure is measured
both by the crusher gauge and by the piezo-electric trans-
ducer, we have all the needed data at hand. This, however,
conflicts with the general idea of using crusher gauges,
because it should be possible also to use them independently
of any othermeasurements. There are basically two possible
ways to solve this problem: a) to find a characteristic rise
time of pressure for every combination of gun and charge, or
b) to measure the true rise time during every firing by some
indirect method, i.e. without making changes in the gun
itself.
In this study, a large number of test firings where the
pressure was measured with both the piezo-electric and the
crusher gauge were analyzed. The piezo-electric pressure
curves were collected from the Pressure Database for 8
different rounds. Altogether 303 pressure curves were
analyzed. The pressure rise time t90% - 10% was defined as
the time interval between 10% and 90% from the pressure
baseline to the peak pressure [11]. Average strain rate _ewas
then calculated by dividing the measured total strain with
the pressure rise time.
The number of pressure curves analyzed, average pres-
sure rise times, average piezo-electric peak pressuresPh and
crusher peak pressures Pcr, true strains, and strain rates for
each round type are presented in Table 2. According to
Table 2, in real artillery firings the strain rate in the copper
crusher element ranges from about 7 to 60 s1 for true
compressive strains ranging from about 5 to 20 percent. The
corresponding pressure values range from about 160 to
380 MPa, as shown in Figure 5. The rectangle included in
Figure 4 represents this operation area of studied artillery
firings.
Verification of the dynamic calibration model developed
was carried out by comparing the test firing piezo-electric
peak pressure recordswith crusher pressure values obtained
fromEquation (7). For this, dynamic crusher peak pressures
were calculated for strain rates 10, 35 and 80 s1. The
calculated curves are presented in Figure 5.
The test firing piezo-electric peak pressure fit (Ph), the
difference of Ph and static crusher peak pressures (Pcr), and
the peak pressure differences between test firing piezo-
electric peak pressure fit and the dynamic crusher pressure
Table 1. Characteristics of the peak chamber pressure data set and piezo transducer location for each gun.
Gun Round type No. of peak pressure results Piezo transducer location
122 mm howitzer 122.1 118 Case mouth
130 mm cannon 130.1 205 Breech
130.2 48
152 mm howitzer 152.1 44 Case mouth
155 mm cannon 155.1 176 Breech
155.1 320
155.3 110
155 mm NATO-cannon 155N.1 44 Breech
155N.2 61
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model at different strain rates (dP101/s, dP351/s and dP801/s) are
presented in Table 3. From Figure 5 and Table 3, we can see
that the difference between the fitted test firing piezo-
electric peak pressures and the dynamic crusher model is
negative and quite small at low pressures, i.e., the model
gives slightly conservative pressure values. At higher
pressures, the difference becomes positive, i.e., the model
values start to fall behind the piezo-electric pressure values.
The difference is smaller when a higher strain rate is used in
the model, which is consistent with the fact that a higher
maximum pressure also generally leads to a higher strain
rate. At Pcr 350 MPa, the difference between the model and
the piezo-electric values varies between 9 and 18 MPa,
which still is much less than 64 MPa, which is the difference
between the static crusher and piezo-electric pressure
readings.
The total uncertainty of the piezo-electric pressure
measurement is about 3% of the full scale of the trans-
ducer. According to the crusher gauge manufacturer, the
uncertainty of crusher gauge type used in the test firings is
5% of the reading for the pressure range presented in the
static calibration table. The standard deviation of the piezo-
electric peak pressure vs. crusher pressure data, from which
the trend of the curve fitted to the measured data using
Equation (6) had been subtracted, was 13.8 MPa. As a
consequence of the relatively high uncertainty of the
pressure measurement, small differences observed in pres-
sure rise times and narrow peak pressure bands for most of
the examined rounds it was difficult to distinguish the
precise influence of pressure rise time on test firing data
(Figure 5).
5 Conclusions
A dynamic calibration model based on laboratory mate-
rial tests was developed for one 5 7 mmcylindrical crusher
element lot and verified by comparison to totally independ-
ent test firing results. In the laboratory tests with servo-
hydraulic testing machines and the Hopkinson Split Bar
technique, much wider ranges of stress (or pressure), strain
(or compression), and strain rate (or pressure rise rate)
could be obtained than in the artillery firings, which
facilitates the modeling and improves the validity and
accuracy of the model. The only practical difficulty in the
application of the model is that it requires knowledge of the
true strain rate in the crusher element during pressure build-
up. Based on the analysis of a large number of actual test
firings, estimates for the effective strain rate for different
round types can be obtained which lead to reasonably
correct pressure readings. The developed dynamic crusher
pressure model was found to give pressure values which are
consistent with the pressure records from actual test firings,
especially when the general limitations in the measuring
accuracy of the piezo-electric and crusher methods are
taken into account.
In contrast to the calibration methods for crusher gauges,
which are based on modeling of the records of large caliber
gun firings and laboratory simulations [5], the material
testing method presented in this study is isolated from test
firings and piezo-electric pressure measurements and also
Table 2. Results of the pressure rise time analysis.
Round No. of P curves t90%–10%
ms
Ph
MPa
Pcr
MPa
eT
mm/mm
_e
s1
ln _e
122.1 12 2.48 291 262 0.144 58 4.06
130.1 42 5.42 354 308 0.192 35 3.56
152.1 44 1.83 235 222 0.110 60 4.10
155.1 69 4.30 338 301 0.183 43 3.75
155.2 56 4.54 334 299 0.183 40 3.70
155.3 48 4.51 255 235 0.121 27 3.34
155N.1 12 5.67 259 240 0.125 22 3.09
155N.2 20 5.46 198 186 0.082 15 2.71
155N.3 10 6.78 140 129 0.045 7 1.90
Figure 5. Piezo-electric peak pressures as a function of static
crusher peak pressure for each studied gun and charge type, and a
curve fitted to that data. Dynamic crusher pressures at strain rates
10, 35 and 80 s1 vs. static crusher pressure are also shown.
Table 3. Pressure differences.
Ph
MPa
PhPcr
MPa
dP10 1/s
MPa
dP35 1/s
MPa
dP80 1/s
MPa
153 3 3 3 4
207 7 2 4 5
268 16 2 1 3
336 36 9 4 2
414 64 18 13 9
66 H. Nyberg, V.-T. Kuokkala, J. Rmç, A. Jrviniemi
Prop., Explos., Pyrotech. 32, No. 1, 61 – 67 www.pep.wiley-vch.de  2007 WILEY-VCH Verlag GmbH&Co. KGaA, Weinheim
takes into account the strain rate in the deforming crusher
element.
The calibrationmodel developed in this study is valid only
at room temperature. However, testing facilities to extend
the model to lower and higher temperatures exist. The
calibration method developed is also suitable for the
dynamic calibration of crusher elements designed for higher
pressure and pressure rise rate levels than those realized in
artillery firings, e.g. for use in tank firings.
Themethod developed in this study allows the FDF in the
future to present the crusher pressure records on the basis of
both static and dynamic calibration tables. As a result the
traceability of the static results heretofore remains and
better comparability of the results with piezo-electric peak
pressures is gained.
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a b s t r a c t
In the cold heading process ofmetals, strain rates in complex parts can vary considerably and locally reach
very high values. Therefore, when considering the material’s deformation behavior, both the transient
hardening at high strain rates as well as softening due to adiabatic heating should be accounted for. In
this work, a purely phenomenological model based on experiments performed at strain rates in the range
of 10−3–104 s−1 at temperatures extending from −150 to 800 ◦C was devised and used in ﬁnite element
simulations of the coldheadingprocess. Themodel separates yielding, includingboth theupper and lower
yield point, from strain hardening, which typically depend on strain rate in a different way due to the
adiabatic thermal softening effects at higher strains. The simulation results show good agreement with
the high strain rate cold heading results obtained using a direct impact Hopkinson split bar technique.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Cold heading, or upsetting, is a fast and effective metal forming
process to produce large quantities of relatively small-sized prod-
ucts, such as a variety of fasteners for automotive industry. In cold
heading, a rolled or drawn metal wire is transformed into desired
shapes by one or more blows with a fast moving punch. The wire
may be plastically deformed either in a die, the punch, or both.
The production rates vary from tens to several hundreds of parts
per minute and thus, depending on the magnitude of local plas-
tic deformation, the rate of deformation can become quite high.
Typical strain rate values for cold heading found in literature range
from 10 to 1000 s−1, but locally the strain rates may be even higher
(Brethenoux et al., 1996).
Cold headability, or more generally formability, of a material
is usually described as its capability to resist failure during plas-
tic deformation. Mechanical properties required from the wire to
be cold headed include high ductility and relatively low initial
strength. Cold heading steels are typically low alloy steels with fer-
ritic or ferritic-pearlitic microstructure, but for example dual phase
steels with martensite islands in soft ferrite matrix offer another
attractive alternative for components requiring high strength with-
out the need for further heat treatments. Voids, inclusions, high
carbon content, and poor surface quality decrease the formability
of steels, but with proper heat treatments, especially spheroidiza-
tion, the formability can be greatly improved (Ma et al., 2004). A
∗ Corresponding author. Tel.: +358 40 8490141; fax: +358 3 31152330.
E-mail address: jari.ramo@tut.ﬁ (J. Rämö).
further variable affecting cold headability is the texture of the wire.
There are indications that the stronger the 〈110〉 ﬁber texture is,
the better the formability of the steel wire (Sugondo et al., 1991).
With proper design of the cold heading sequence, relatively
complex components can be manufactured. Numerical simulations
can be applied in designing the components and the cold heading
process, but to do this, the material’s true deformation behavior
must be known. Due to large deformations and high strain rates,
the conditions in the deformed component are close to adiabatic,
and thus the temperatures may rise locally by several hundreds of
degrees. This means that the deformation resistance of the mate-
rial must be known not only as a function of strain but also as a
function of strain rate and temperature, i.e., in conditions similar
to those of practical cold heading applications. To this aim, the
strain rate and temperature dependent behavior of cold heading
steels was experimentally investigated using the Hopkinson split
bar (HSB) techniqueand servohydraulicmaterials testingmachines.
Compression tests to large strainsweremade in the strain rate range
of 10−3–104 s−1 at initial testing temperatures ranging from−150 to
800 ◦C. Temperatures below ambient do not normally occur in the
cold heading process, but to map and model the material behav-
ior as completely as possible, also sub-zero temperatures were
included in the test program.
It is a challenging task to develop a constitutive model that
would realistically describe both the strain rate and temperature
dependent behavior of different types of metals over wide ranges
of strain. Factors that further complicate the modeling task are, e.g.,
the complex interdependencies of strain, strain rate, strain hard-
ening rate, and temperature. Despite this, a large variety of models
have been presented to describe the strain rate and temperature
0924-0136/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
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Fig. 1. Optical micrograph revealing the banded microstructure of the studied steel
wire. The rolling direction is horizontal.
dependent deformation of metals. Perhaps the most widely used of
these is the Johnson–Cook model (Johnson and Cook, 1985), which
consists of three multiplicative terms, ﬁrst of which describes the
effect of strain hardening, the second the effect of strain rate hard-
ening, and the third the effect of temperature. Also this model,
however, has several limitations. According to the model, for exam-
ple, the work-hardening rate d/dε increases as the strain rate
increases, which is not in accordance with many observations
(e.g. Liang and Khan, 1999). Also, the strain rate sensitivity in the
Johnson–Cook model is constant throughout the whole strain rate
range, which is generally not true for metals. Detailed analyses of
the applicability and limitations of the Johnson–Cook model can be
found, for example, in (Rule and Jones, 1998). Another frequently
used constitutive model is the Zerilli–Armstrong model (Zerilli and
Armstrong, 1987), which assumes that the work-hardening rate is
independent of temperature and strain rate. Since this assump-
tion also contradicts with general observations, we can conclude
that neither the Johnson–Cook nor the Zerilli–Armstrong model
describe properly the true strain hardening behavior of most bcc
metals.
In this study, an empirical model is developed to describe the
elasto-viscoplastic behavior of a particular cold heading steel. The
model is further used in the numerical simulation of the cold head-
ing process of a simple component. In this approach, higher order
polynomials are ﬁtted to the experimental strain rate and tempera-
ture dependent stress–strain data. Themodel describes all themain
features of the deformation behavior, such as the upper and lower
yield points, transient and permanent strain hardening, and ther-
mal softening of the studied material. The results of the numerical
simulations are compared with force-time data, ﬁnal shape of the
specimen, and microstructural (ﬂow line) images obtained from
high rate cold heading experiments conducted with a Hopkinson
Split Bar device.
2. Materials
The studied steel is an aluminum-killed lowalloy steel that is not
intended for heat treatments, such as quenching. The microstruc-
ture of the steel contains ferrite and pearlite with an average ferrite
grain size of ca. 10m, as shown in Fig. 1. The designation of this
steel in standard EN 10263 is C17C. The nominal composition and
tensile strength of the steel are given in Table 1. The compression
test specimens were cut from the delivered steel coil using a pre-
cision cutting machine to nominal lengths of 8.25 and 3.7mm. The
nominal diameter of the hot rolled steel wire was 5.5mm.
Table 1
Nominal composition and tensile strength of the studied steel.
C (%) Min–max. 0.16–0.19
Si (%) Max 0.10
Mn (%) Min–max. 0.70–0.90
P (%) Max. 0.020
S (%) Max. 0.020
Cr (%) Min–max. 0.07
Al (%) Min–max. 0.025–0.050
Rm (MPa) 500–520
3. Experimental techniques
In this study, the deformation behavior of C17C cold heading
steel was experimentally investigated in a wide range of strain
rates (10−3–104 s−1) and temperatures (−150 to 800 ◦C). The com-
pression tests at quasi-static strain rates (10−3–10−1 s−1) were
made using a 100kN Instron 8800 servohydraulic materials testing
machine. In these tests, a 25mm gauge length extensometer was
attached to the compression plates to measure their relative dis-
placement during compression. The quasi-static tests were made
at room temperature only.
The Hopkinson Split Bar technique is used to measure the
stress–strain response of materials at high strain rates, typically
in the range of 102 to 104 s−1. The HSB method is based on the
propagation of one-dimensional elastic pressure waves in slender
bars. A detailed description of the technique can be found, e.g.,
in (Nemat-Nasser, 2000). Because the deformations in cold head-
ing processes are usually quite large, the aim in this work was to
obtain large strains also in the HSB tests. In the HSB method, how-
ever, the obtainable strain and strain rate are both dependent on
the same test parameters (striker length, specimen length, striker
velocity), and thus the free choice of strain and strain rate in an
experiment is limited. For example, obtaining large deformations
(e.g., 80% true strain) at a relatively low strain rate (in the order of
100–800 s−1) is quite difﬁcult. Such tests would require the use of
a very long striker bar (up to several meters), which in turn would
normally require the use of very long pressure bars so that the long
pulses couldbemeasured separatelywithout incident and reﬂected
wavesoverlappingeachother (Vuoristoet al., 2006).Anotheroption
would be to make several tests on the same specimen in, e.g., 20%
strain steps, but due to adiabatic heating of the specimen, the
stress–strain curve consisting of several individual tests would not
be continuous as the thermal conditions would change between
the tests.
Toobtain thehighstrainsat the relatively lowstrain ratesneeded
in this study, some of the tests were made using an HSB apparatus
with a 1500mm long striker bar. In the tests at higher strain rates,
an 800mm long striker barwas used.With the 1500mmstriker bar,
loading pulses of approximately 600ms in duration were obtained.
The striker bar was accelerated to its ﬁnal velocity of 10–15m/s
with an air gun using loading pressures of 6–10bars. To control the
rise time and shape of the loading pulse, a rubber disc of 0.5mm in
thickness and 10mm in diameter was used as a pulse shaper at the
impact end of the incident bar. Because the length of the incident
bar was limited to 1800mm due to the lack of laboratory space, the
incident and reﬂected signals could not be recorded without over-
lapping with just one strain gage positioned midway of the length
of the bar. Therefore, a wave separation technique was applied with
two pairs of strain gages positioned along the incident bar’s length
at a distance of 50mm from the impact and specimen ends. The
experimental setup allowing the separation of long incident and
reﬂected pulses is presented in Fig. 2. At position SG1, the incident
wave that propagates towards the specimen can be recorded in its
full length and amplitude, but the reﬂected wave at position SG2
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Fig. 2. Experimental HSB setup for extra long loading pulses: (a) the incident bar waves recorded at positions SG1 and SG2, the incident bar wave measured at position SG1
and transferred to the same starting point with the wave measured at position SG2, and the reﬂected wave obtained by subtraction of the wave measured at position SG2
from the wave measured at position SG1, (b–d) the separated incident, transmitted and reﬂected waves used in further calculations of the specimen’s stress–strain relations,
(e) test setup showing the positions of strain gages in the pressure bars.
Fig. 3. Experimental setup applied in the cold heading veriﬁcation tests.
is almost completely overlapped by the tail of the incident wave
and thus cannot be directly measured. In addition, at position SG1
the reﬂected wave overlaps with its own reﬂection from the impact
end of the incident bar. However, since the distance between the
strain gages is known, the wave reﬂected back from the specimen
end of the bar can be reconstructed by subtracting the incident
wave measured at SG1 from the wave measured at position SG2.
The resulting reﬂected signal as well as the original incident and
transmitted signals used in further HSB calculations are shown in
Fig. 2b–d.
The use of ordinary servohydraulic testing machines and the
HopkinsonSplit Bar technique leaves agap in the strain rate rangeof
ca. 1–200 s−1, which is also rather difﬁcult to cover accurately with
any of the other commonhigh strain ratemeasurement techniques.
For example, special high velocity hydraulic testing machines usu-
ally cannot be used in compression testing, and also in tensile
testing they are plagued with severe oscillations in the load sig-
nals. Drop hammers or drop towers, as well the cam plastometers,
can produce the above mentioned strain rates, but also their appli-
cability and accuracy are limited, especially with respect to the
strain measurement. The practical experience, however, has shown
that nothing special usually happens in this strain rate range, and
therefore the ﬂow stresses can be quite safely interpolated from the
servohydraulic andHSBdata. The only problemsometimes encoun-
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Fig. 4. Results of compression tests for C17C, (a) ﬂow stresses at different constant plastic strains as a function of strain rate at room temperature, (b) ﬂow stresses at different
constant plastic strains as a function of temperature at the strain rate of 1100 s−1.
tered is that the onset of the ﬂow stress upturn cannot be exactly
determined.
For the high and low temperature HSB tests, a special technique
developed at the Department of Materials Science of Tampere Uni-
versity of Technology was used. In this method, fast pneumatically
driven mechanical specimen and bar manipulation systems with
precise timing are applied. The basic idea in this high/low temper-
ature HSB method is to keep the pressure bars at room temperature
Fig. 5. Stress–strain curves for C17C determined (a) at the strain rate of 1100 s−1 at different temperatures, (b) at room temperature at different strain rates, and (c) strain
hardening rates at different temperatures determined at 4% plastic strain intervals.
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Table 2
Contants in Eqs. (1) and (2).
a1 a2 a3 b c1 c2 c3 d
−1.5E+07 959695.8 −19069.6 26.36821 −1.13E−06 0.002325 −1.85609 594.1694
e1 e2 e3 e4 e5 f1 f2 f3
349.8376 −2162.82 4782.886 −4451.12 2013.256 8.98E−17 −2.65E−12 2.87E−08
f4 f5 g1 g2 g3 g4 h
−0.00014 0.303457 −2.95E−09 6.38E−07 0.003049 −1.87936 431.5246
while the specimen is heated in the furnace or cooled in the cooling
chamber located beside the bars. The heating system is described
in detail and with examples, e.g., in (Apostol et al., 2003). The cool-
ing system uses nitrogen gas, which is cooled in a heat exchanger
immersed in liquid nitrogen, to cool the specimen to the desired
temperature (Hokka et al., 2006). The temperature range obtained
with the combined high/low temperature HSB system is currently
123–1273K.
A direct impact HSB method was applied for the veriﬁcation of
the results given by the numerical simulations. In this method, a
simple cold heading die is positioned at the impact end of the inci-
dent bar as shown in Fig. 3. A 55mm long steelwirewith a diameter
of 5.5mm is placed in the die, and a 1500mm long striker bar is
launchedat avelocityof14m/s.As the striker impacts the steelwire,
the wire is plastically deformed into the shape of the die. After the
cold heading experiment, the geometry of the cold headedwire can
be compared with the deformed shape obtained from the numeri-
cal simulations. In addition, the ﬂow of the material revealed by the
bandedmicrostructure of the hot rolled steelwire can be compared
with themovement ofmarkers in the simulation by preparing cross
sectional samples from the cold headed part.
4. Experimental results
Cylindrical specimens cut from the 5.5mm diameter wire were
compressed at quasi-static strain rates using a servohydraulic
materials testing machine and at high strain rates using the HSB
apparatus. For the quasi-static tests, the length to diameter (L/D)
ratio of the specimens was 1.5, but most of the HSB tests were
made using specimens with a lower L/D ratio of 0.67. MoS2 contain-
ing lubricant was used between the sample and the bars to reduce
friction to a minimum and to prevent barreling of the sample.
The strain rate dependence of the cold heading steel C17C at
room temperature is shown in Fig. 4a at various constant plastic
strains. The ﬂow stresses increase steadily with increasing strain
rate up to about 500 s−1, above which a clear change in the strain
rate sensitivity, i.e., the slope of the ﬂow stress vs. logarithmic strain
rate, is observed. Compression tests were also made at tempera-
tures ranging from −150 to 800 ◦C at the strain rate of 1100 s−1.
Due to the experimental setup, the specimens at high and low tem-
peratures could only be compressed to relatively low strains, i.e.,
up to about 20% of plastic strain. Fig. 4b shows the ﬂow stress val-
ues measured at 1100 s−1 as a function of temperature. Up to the
temperature of 450 ◦C, the ﬂow stress values decrease smoothly
with increasing temperature, but above this the ﬂow stresses start
to increase again. The effect of temperature on the deformation
behavior of C17C is also clearly seen in Fig. 5a, which presents the
experimental true stress–strain curves at the strain rate of 1100 s−1
at different temperatures. Fig. 5c shows the corresponding strain
hardening rate values determined at 4% plastic strain intervals,
indicating that the strain hardening rate increases with increasing
temperature. Fig. 5b shows the roomtemperature true stress–strain
curves at strain rates varying from 10−3–104 s−1, revealing that the
strain hardening rate decreases with increasing strain rate.
5. Modeling approach
The objective of this study was to develop a simple yet accu-
rate model that would describe the elasto-viscoplastic behavior
of a low alloy steel at different strain rates and temperatures and
that could be easily implemented in ABAQUS/Explicit FE-software
(Abaqus Version 6.7 Online Documentation, 2007) for simulation
of the cold heading process. Since the developed empirical model
wasdesired todescribe thematerial’s stress–strain response as pre-
cisely as possible, the sharp yield point behavior was also included
in the model. Because it is practically impossible to describe both
sharp yielding and subsequent strain hardeningwith a simple func-
tion, such as a relatively low-order polynomial, the stress–strain
curve was described with two functions, for which the data was
ﬁtted separately in appropriate strain regions. In both functions,
the variables are strain, strain rate, and temperature. The following
equations were found to give a good ﬁt to the experimental data of
all conducted compression tests:
Sharp yield point behavior (part 1):
(ε, ε˙, T) =
3∑
i=1
aiε
i + b ln(ε˙) +
3∑
j=1
cjT
j + d (1)
Strain hardening behavior (part 2):
(ε, ε˙, T) =
5∑
i=1
eiε
i +
5∑
j=1
fjε˙
j +
4∑
k=1
gkT
k + h (2)
where is the truestress,ε the truestrain, ε˙ the truestrain rate,T the
temperature, and ai, bj, ck. . .h are constants. The values for the con-
stants were determined using the fminsearch function in MATLAB
(Table 2). However, because the current approach is purely numer-
ical, any equations leading to a good match with experimental data
could be used instead of those presented in Eqs. (1) and (2).
For ﬁtting, the original measured data, shown for example in
Fig. 5a, was sampled so that both parts, i.e., yield point and strain
hardening parts, of the stress–strain curves were represented by
20–30 points each. The initial test temperature was measured with
a thermocouple just before the start of the test. In the high strain
rate experiments (ε˙ > 100 s−1), the temperature rise of the speci-
men during plastic straining was calculated assuming that 90% of
the energy expended in the deformation is converted adiabatically
to heat. The quasi-static tests (ε˙ < 1 s−1), however, were assumed
to be isothermal. Fig. 6 is a three-dimensional comparison of the
experimental data (open circles) and the stress–strain values cal-
culated using Eq. (2) (dots) at different strain rates.
6. Experimental veriﬁcation of numerical simulations
In order to verify the developed numerical material model, the
results of an FE simulation were compared with the results of cold
heading experiments using the setup shown in Fig. 3. In this exper-
iment, a button with a diameter of 8.5mm and thickness of 3.5mm
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Fig. 6. Comparison of the measured and modeled stress–strain data for C17C at
different strain rates.
was cold headed at the end of a steel wire with an original diameter
of 5.5mm. The cold heading die, made of AISI 4340 high strength
steel, was placed at the impact end of the incident bar of the HSB
device as shown in Fig. 3. The interface between the die and the
sample was lubricated with MoS2 containing grease. The velocity
of the 1.5m long striker bar was 14m/s, deforming the specimen to
its ﬁnal shape in about 0.8ms.
The material model presented above was implemented and
the high strain rate cold heading experiment was numerically
simulated using the FE-software ABAQUS/Explicit. Since both the
pressure bars and the cold heading die were axisymmetric, also the
model was a 2D axisymmetric model with only half of the geom-
etry. The mesh of the deforming steel wire consisted of about 260
Fig. 8. Material input data at room temperature and at 422 ◦C.
four-node reduced integration axisymmetric quadrilateral contin-
uum elements (CAX4R). Adaptive meshing was used to maintain a
high-quality mesh during the large deformation process. The con-
tact friction between the wire, the striker bar and the die was set to
0.19. The friction value was chosen so that the shape of the simu-
latedbuttonendresembledmost closely the shapeof theactual cold
headed test piece. Simulations were also conducted using friction
values of 0.14 and 0.24, but 0.19 appeared to yield the best results.
The initial striker velocity was set to the same value as in the actual
tests, i.e., 14m/s. The simulation was deﬁned as adiabatic with an
inelastic heat fraction of 0.9. Fig. 7 shows the used mesh and equiv-
alent plastic strain distribution in the button-head near the end
of the cold heading operation. To describe the material’s deforma-
tion behavior, ﬂow stress values were calculated using Eqs. (1) and
(2) at 17 different strains, ranging from 0–2mm/mm, at 10 different
strain rates, ranging from10−3–104 s−1, andat17different tempera-
tures, varying between 22 and822 ◦C. This datawas given in tabular
form as input data to ABAQUS/Explicit. Fig. 8 shows graphically
two isotherms of the input data with the nodes representing the
Fig. 7. Element mesh and plastic strain distribution in the cold headed part.
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data points. The maximum true strain in the experimental data was
about 1.5mm/mm. During the simulations, however, it turned out
that in some locations this value was exceeded. In order to account
for this, the material properties were extrapolated to strains up to
2mm/mm. The errors in the ﬁnal simulation results caused by this
extrapolationwere, however, estimated relatively small since itwas
extensively needed only in very small areas around the inner corner
and only at the very end of the simulation. Around the inner cor-
ner, the maximum strains, strain rates and temperatures obtained
from the simulations were very high (strain∼3mm/mm, temper-
ature 1000 ◦C, and strain rate 16,000 s−1), but mostly the strain
stayed below 1.9mm/mm, temperature below 600 ◦C, and strain
rate below 9000 s−1.
To compare the results of the simulations with the experiments,
the applied force was recorded as a function of time with strain
gages bonded on the incident bar at a distance of 50mm from the
interface between the cold heading die and the incident bar, which
was also the position fromwhere the forces in the simulationswere
collected. As Fig. 9 shows, the calculated (solid thin line) and mea-
sured forces (gray thick line) correspond to each other quite well.
The peak in the curves at around 300ms is caused by the experi-
mental setup, where the die and the incident pressure bar are two
separate components that detach slightly from each other before
the forming button starts to ﬁll the die head. The time difference
between the peaks appearing in the measured and simulated force
curves is explained by the slightly non-circular shape of the hot
rolled wire, which leads to a slightly earlier contact between the
die channel and the wire in the real experiment compared to the
simulation. The origin of the peak in the force-time curve can be
veriﬁed by making the die and the incident bar one piece in the
simulation, which makes the peak disappear. The ﬁnal thickness of
the button was the same both in the simulation and in the experi-
ment, but ﬁlling of the die corners was not quite perfect in the cold
heading experiment.
The banded structure formed in the wire during hot rolling (see
Fig. 1) was used to study the material ﬂow during cold heading.
Basically the movement of the so-called tracer particles deﬁned in
the ABAQUS simulation should follow the ﬂow lines formed by the
bands, but as Fig. 10 shows, the match between the ﬂow lines and
the tracer particle arrays is not perfect throughout the cold headed
part. There are many possible explanations for these deviations,
but in general the deviations indicate that thematerial ﬂow in a real
Fig. 9. Force vs. time data recorded from the incident bar during the cold heading
experiment (thick solid line) and obtained from the FE simulation using material
input data calculated with Eqs. (1) and (2) (thin solid line). The dashed line repre-
sents the FE simulation using a single room temperature quasi-static stress–strain
curve as material input data. The dash-dotted line represents a simulation with the
Johnson–Cook model.
case is notperfectlyhomogeneous andeven. Reasons for this canbe,
for example, inhomogeneous microstructure, unstraightness and
ovality of the wire, and non-collinear impact of the striker. Also the
use of a simple friction model in the simulation could have lead to
slight deviations between the simulated and observed ﬂow of the
material. It is also evident that making a perfect material model
is in practice impossible because the material will always contain
several imperfections and variations in its properties and behavior,
i.e., the material itself is never perfect.
The ﬁnite element simulation of the cold heading operation dis-
cussed above was also done by using a stress–strain curve obtained
from a single quasi-static compression test as the material input
data, which still is often a common practice because of the lack
of adequate dynamic strain rate and temperature dependent data.
Fig. 9 shows a comparison between the measured force–time curve
and the simulationusingboth thedynamicmodel presentedbyEqs.
Fig. 10. Comparison between the simulated and observed shapes of the cold headed button, and between the ﬂow lines formed by the initially straight banded structure and
the tracer particles in the ABAQUS simulation. Figures b and c are magniﬁcations of areas indicated in Fig. 10a.
J. Rämö et al. / Journal of Materials Processing Technology 209 (2009) 5186–5194 5193
(1) and (2) and the simple quasi-static stress–strain data (dashed
line). From the ﬁgure it is evident that in the beginning of deforma-
tion the curve simulated with the quasi-static data underestimates
the required force and then, at later stages, overestimates it. The
explanation for this is that at small strains the strain rate effect leads
to increased demand of force, but at larger strains the adiabatic
heating effect outdoes the strain rate effect, resulting in a reduced
need of force. This experiment clearly shows that successful mod-
eling of the cold heading process requires accurate stress–strain
data also at higher strain rates and temperatures. For compari-
son, the parameter values for the Johnson–Cook model were also
determined from the experiment data. As seen in Fig. 9, the JC
model overestimates the required force at low and intermediate
strains and slightly underestimates it at high strains. Basically this
is because the JC model assumes linear dependence of ﬂow stress
on the logarithm of strain rate, despite for example Fig. 4 clearly
shows that the strain rate dependence of the studied steel increases
considerably in the high strain rate regime.
7. Discussion
To study the dynamic deformation behavior ofmaterials atwide
ranges of strain, strain rate, and temperature, novel experimen-
tal techniques are needed. For example, the large plastic strains
at strain rates lower than 1000 s−1 needed in this work would
be rather difﬁcult to achieve with standard Hopkinson Split Bar
techniques. As ε˙ ≈ ε/t, basically the only way to do this is to
lengthen the pulse duration t, which depends linearly on the
striker length L as t=2L/C0, where C0 is the propagation velocity
of the longitudinal stress wave in the bar material. To prevent the
recorded incident and reﬂected stress waves from overlapping, the
location of the strain gage should be at least the length of the striker
bar away from both ends of the bar. For long strikers this would
require quite long bars, which can cause both practical problems as
well as increase the dispersion of thewaves traveling long distances
between the points of measurement and the specimen. To a certain
extent, however, the effects of dispersion can either be corrected
for by using numerical correction procedures (Gorham, 1983), or
minimized by using proper pulse shaping techniques (Parry et al.,
1995). In this work, a rubber disc was used as a pulse shaper at the
impact end of the incident bar, and as Fig. 2 shows, the recorded
signals do not contain any large amplitude oscillations. This was
also veriﬁed by making experiments with the same pulse shaping
technique but pushing the incident and transmitted bars together
without a specimen in-between, in which case the entire incident
wave traveled through the incident-transmitted bar interface to the
transmitted bar, where it was measured. When the incident wave
recorded 50mm away from the impacted end was compared with
the wave recorded at a distance of 50mm from the specimen end
in the transmitted bar, the two waves were practically identical and
thus no dispersion correction was needed in the actual tests with
a specimen. With the wave separation technique explained in Sec-
tion 3, plastic deformations up to 35% at strain rates in the order
of 500 s−1 were obtained using a 1.5m long striker and only 1.8m
long incident and transmitted bars.
The experimental results clearly show that the deformation
behavior of the studied cold heading steel depends strongly on both
strain rate and temperature. Not only the yield strength increases
with increasing strain rate, but also the transient and permanent
strain hardening behaviors are affected by the strain rate as well.
The stress–strain curves in Fig. 5b show that the strain hardening
rate at higher strain rates, especially when the amount of plastic
strain exceeds 20%, is signiﬁcantly lower than at quasi-static strain
rates. This is explained by the adiabatic heating of the specimen
at high strain rates, where there is insufﬁcient time for the heat
generated during the deformation process to be conducted away.
The actual increase of temperature during the tests was not mea-
sured, but based on the calculations of energy absorption and the
assumption that 90% of that energy is transformed into heat during
the deformation process, the average temperature increase in the
studied steel can be several hundreds of degrees at the high strain
and strain rate levels used in this study. The FE-simulations of the
cold heading experiment also showed that the local temperatures
in different parts of the deforming component can vary substan-
tially, which further emphasizes the need for accurate data over
wide ranges of strain rate and temperature.
The ﬂow stress values obtained from the tests made at differ-
ent initial temperatures decrease steadily up to the temperature
of 450 ◦C. At 600 ◦C, however, the strain hardening rate, and thus
also the ﬂow stress values, are clearly higher than at the lower
temperatures of 300 and 450 ◦C, as shown in Fig. 5a. This behav-
ior is explained by dynamic strain aging, which again depends on
both temperature and strain rate. Generally, dynamic strain aging
occurs above a certain temperature when the solute atoms become
mobile enough and can diffuse to the dislocations waiting for ther-
mal activation at their short-range obstacles (Nemat-Nasser and
Guo, 2005). In addition to increasing the strain hardening rate and
the ﬂow stress, dynamic strain aging is often observed to decrease
the strain rate sensitivity of the steel, making it even negative in
some cases. The temperature at which dynamic strain aging comes
into play for the steel studied in this work, however, seems to be
above the temperatures observed in cold heading applications.
As discussed in the Introduction, several physically based mod-
els have been presented to describe the strain rate and temperature
dependentdeformationbehavior ofmetals.However,manyof them
also contain variables and coefﬁcients that lack true physical con-
tent, and in that sense even they fall, at least partly, into the category
of ‘curve ﬁtting models’. The choice between a physically based
and a curve ﬁtting model also depends largely on the intended use
of the model. If the purpose of the model is only to describe the
behavior of a particular material in a ﬁnite element simulation of
a particular process, a good empirical ﬁtting model will serve the
purpose quite well as long as it captures the effects of strain hard-
ening, strain rate hardening, and temperature. This is the case in
the current application, where the cold heading process was stud-
ied experimentally and through simulations with ABAQUS/Explicit
ﬁnite element software.
The applicability of the developed empirical model was veri-
ﬁed through cold heading experiments performed using a special
HSB setup and a simple bolt-like sample geometry. Attempts were
also made to measure force–time–displacement relationships in
theactual coldheadingprocess, but themeasurements in the indus-
trial environment turned out to be extremely difﬁcult to carry out
and the obtained data was not considered reliable enough to be
used in the comparisons with the simulation results. The force-
time curves, cold headed geometry, and ﬂow lines obtained from
theHSB cold heading experiments and the simulations showed that
a signiﬁcantly better agreement was obtained with the empirical
strain rate and temperature dependent material model than with a
single quasi-static stress–strain curve as the material input data or
with the Johnson–Cook model. Slight deviations between the sim-
ulated and experimental results both in the geometries and in the
force data were, however, observed. Temporary detachment of the
die from the incident bar causes the peak in the force curve (Fig. 9),
appearing about 40s earlier in the actual heading than in the sim-
ulation. This difference is explained by the non-uniform clearance
between the die and the sample in the cold heading experiment,
leading to an earlier frictional contact between the die and thewire,
which in turn slows down the detachment of the die from the inci-
dent bar. Even through the time difference between the peaks is
notable, separation of the die and the incident bar is only about
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0.13mm (according to the simulation), and therefore the effect of
this on the deformation behavior of the sample is estimated to be
very small.
The greatest advantages of the presented empirical model are
that (1) it describes accurately the strain rate and temperature
dependence of the mechanical response of the studied material,
(2) it takes into account the variations in the strain hardening rate
as a function of strain rate and temperature, (3) it accounts for
the sharp yielding behavior, (4) it takes into account the dynamic
strain aging effect at higher temperatures, and (5) basically any
mathematical function(s) that ﬁt to the experimental data could
be used for modeling of the material behavior. In addition, the
number of experiments needed to determine the coefﬁcients of
Eqs. (1) and (2) is 10–15, which is a reasonable number and
quite easily obtainable in a well-equipped high strain rate testing
laboratory.
8. Conclusions
The deformation behavior of C17C cold heading steel was exper-
imentally studied at a wide range of strain rates and temperatures.
Higher order polynomial equations accounting for the effects of
strain, strain rate, and temperature were ﬁtted to the experimen-
tal results. This data was further used as material input data in the
FE-simulations of high rate cold heading experiments.
Comparison of the results of the cold heading experiments and
the FE simulations made using both the devised dynamic model,
simplequasi-static stress–straindata, and the JCmodel showed that
the effects of strain rate and adiabatic heating must be properly
taken into account in order to produce reliable simulations.
The banded microstructure of the steel wire was used to study
the material ﬂow during the cold heading experiments. The match
between the ﬂow lines and FE markers was generally good but not
perfect, which underlines the fact that materials or processes sel-
dom behave in an ideal manner, i.e., material properties are almost
always inhomogeneous and process conditions cannot be perfectly
controlled.
Because the modeling approach used in this study is purely
numerical, any equations leading to a good match with experimen-
tal data could be used instead of the chosen polynomial functions.
In practice, however, determination of the coefﬁcients of simple
functions ismore straightforward andgenerally requires less exper-
imental data.
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Abstract
Effects of microstructure on the high strain rate high temperature mechanical response and dynamic
strain aging of C45 and 27MnCr5 ferritic-pearlitic steels were studied using four different microstructural
variants of the standard alloys. The high strain rate high temperature behavior of the steels was studied
using a compression Split Hopkinson Pressure Bar device with high temperature testing capabilities. The
steels were studied at strain rates up to 4500 s-1 and at temperatures from RT to 680 °C. Strong dynamic
strain aging was observed for both steels in the studied temperature range. The results also show that the
microstructure has a strong effect on the dynamic strain aging sensitivity of the steel. This is especially
true at low plastic strains, where the effect of the microstructure is strongest. The effect of microstructure
decreases as plastic strain increases. A coarse-grained microstructure showed the strongest dynamic
strain aging sensitivity for both steels.
Introduction
Plastic deformation of steels is quite sensitive to both strain rate and temperature. Especially the strength
values are known to be affected by both of these factors, which therefore have to be taken into account
when selecting materials for dynamic or elevated temperature applications. At low and intermediate
strain rates, the mechanical behavior of steels, or metals in general, can be explained by the thermally
activated motion of dislocations past the glide obstacles that reside in the crystal lattice. The plastic
behavior of a steel alloy is essentially governed by the characteristics of these obstacles, i.e., the
microstructure of the material. The nature and density of these obstacles can also change during the
plastic deformation, leading to changes in the material’s response to external loading. At higher strain
rates, various viscous drag effects start to affect the movement of the gliding dislocations, leading to a
rather rapid increase in the flow stress when the strain rate approaches 103 s-1. On the other hand, strain
rate and temperature do not affect too much the strain hardening rate of body centered cubic (BCC)
steels, as their main thermally activated glide obstacles are quite independent of the amount of
deformation. For pearlitic steels, the most significant thermally activated obstacle for dislocation motion
is the lattice friction, which at least in theory does not depend at all on the amount of deformation, and
also on temperature only through the temperature dependence of the shear modulus. Therefore, the
stress-strain curves of a BCC metal obtained at different temperatures and/or at different strain rates
typically have the same shape, and only the overall level of the flow stress drops or rises depending on
how the test temperature or strain rate is changed. Higher temperatures, however, also increase the
diffusional flow of small alloy atoms such as carbon and nitrogen, which can cause a sudden increase in
the flow stress at certain strain rate – temperature combinations. In addition, at low strain rates jerky or
serrated flow can be observed. This is known as the dynamic strain aging (DSA) or the Portevin–Le
Chatelier effect [1], which is caused by the alloy atoms that diffuse into the dislocation cores to minimize
the lattice strain energy, and temporarily pin or prevent the dislocations from moving further. Further
motion of the dislocations requires more work to remove them from the cloud of alloy atoms. At higher
strain rates, dynamic strain aging appears as an increase of strength of the material at higher
temperatures. This phenomenon has been observed by many scientists for various metals and alloys,
including titanium [2-3], niobium [4], vanadium [5], molybdenum [6-7], and stainless steels [8]. For this
work, however, the previous work on steels is more interesting. Baird and Jamieson [9] carried out a
comprehensive study on the effects of nitrogen and manganese on the high temperature tensile behavior
of iron, and noticed both strong solid solution strengthening and dynamic strain aging caused by the alloy
atoms. Their work concentrated on the low strain rate region. Gilat and Wu [10] studied the behavior of
1020 steel at various strain rates in shear, and discovered strong dynamic strain aging to occur in the range
of 150-550 °C , depending on the strain rate. The effect was very strong at strain rates close to 5*10-4 s-1,
diminishing when the strain rate was increased. Moreover, the maximum dynamic strain aging occurred
at higher temperatures when the strain rate was increased. Similar work was carried out by Nemat-Nasser
and Guo [11-12], who reported also strong dynamic strain aging at temperatures between 350 °C and 750
°C for the DH-36 and HSLA-65 steels. Similarly, the peak of the dynamic strain aging shifted towards higher
temperatures when the strain rate was increased. Shahriary et al. [13] analyzed the stress-strain curves
of the 4340 steel obtained at different temperatures, and observed that the ductility of the steel was also
affected by the dynamic strain aging. A clear increase in the work hardening exponent and a clear drop in
the elongation values was observed in the temperature range of 250-300 °C. The decreased ductility in
the temperature range of 250-400 °C is commonly known as blue brittleness, which has been observed
by many scientists, for example [14-18].  Blue brittleness is generally attributed to dynamic strain aging.
In general, dynamic strain aging is a diffusional process, and its amount or strength depends on strain rate
(time), temperature, density of mobile dislocations, and chemical compositions or more specifically the
concentration of participating small atoms [19-20]. However, for steels, the situation is not quite as
simple, and it is well known that low carbon steels can be processed and heat treated in numerous
different ways to produce steels with the same chemical composition but with significantly different
mechanical properties. The local chemical composition, phase composition, amount of precipitates,
dislocation density, grain size, and so forth, can vary significantly depending on the thermo-mechanical
treatment history. Because of this, also the strength and temperature range where the dynamic strain
aging occurs can be affected by the structure of the material. Dynamic strain aging is typically quantified
by various models that take into account the effects of strain rate and temperature. Many of the recent
models, for example [21-23], are based on some real physical principles and the work done by Follansbee
and Kocks [24] or Zerilli and Armstrong [25]. The models are based on the microstructures of the materials
or generalized dislocation dynamics, but they do not include exact information about how the
microstructure of the material actually affects the dynamic strain aging. For example, it is quite difficult
to estimate what are the effects of ferrite grain size, phase fractions, or the pearlite interlamellar distance
on the macroscopic behavior of the steel. Because of this, it is also difficult to estimate how the change in
the structure of the material due to, for example, heat treatment will affect the material’s response and
especially the effect of the dynamic strain aging. In the literature, there are only few examples of studies
on how the processing and microstructure of the steel affects the strength of DSA.  One example is the
work of Chakravartty  et al. [26], who studied nickel-manganese steels with different aging treatments
and cold worked structures at temperatures up to 250 °C. According to them, the microstructure of the
steel has very little effect on the strength of the dynamic strain aging. However, Wagner et al. [27] came
to the opposite conclusion for the A48 steel, when they compared the high temperature behavior of the
A48 steel with a normalized structure with different quenched multiphase structures. According to their
work, the higher martensite content in the steel reduces dynamic strain aging. Their results and
conclusions highlight the strong effect of the microstructure on the dynamic strain aging. In this paper,
we present results of a systematic study of the effects of the microstructure on the dynamic strain aging
in two low carbon steels. Four heat treatments were carried out for both steels to produce samples with
different ferritic-perlitic microstructures. The dynamic strain aging and its effects on the material response
were characterized at dynamic strain rates at temperatures up to 680 °C. The correlation between the
microstructure and the strength of the dynamic strain aging offer new insight for a better understanding
of the phenomena affecting the strength and hardening of steels at high temperatures.
Experimental
In this work, the high temperature high strain rate behavior of two standard alloys heat treated to four
different microstructures was studied. The chemical compositions of the steels are given in Table 1. Both
materials were studied in the standard or Reference (R) microstructural state, which is acquired by
austenization annealing followed by isothermal annealing below the austenization temperature. The
globular pearlite (GP) structure was obtained by adding an additional annealing cycle to the reference
heat treatment, while the Coarse Grain (CG) structure was produced by increasing the austenization
temperature of the steels. The fourth microstructure variant was produced by allowing the pearlite bands
to grow during slow cooling from the austenization temperature to the subsequent isothermal annealing
temperature. This last microstructure variant with pearlite bands (WB) is in the following called the
Banded Structure. Figures 1 and 2 show scanning electron microscope images of the tested microstructure
variants.
Table 1: Chemical compositions of the studied steels.
Steel C Mn Si Mo Cr P Fe
C45 0.45 0.78 0.33 0.02 0.12 0.014 Bal.
27MnCr5 0.25 1.19 0.24 0.04 1.06 0.009 Bal.
a) b)
c) d)
Figure 1: Scanning electron microscope images of the 27MnCr5 steel: a) Reference (R), b) Globular Pearlite
(GP), c) Coarse Grained (CG), and d) Banded Structure (WB).
a) b)
c) d)
Figure 2: Scanning electron microscope images of the C45 steel: a) Reference (R), b) Globular Pearlite (GP),
c) Coarse Grained (CG), and d) Banded Structure (WB). Notice the different magnification in image c).
The microstructures of the studied steels contained different amounts of pearlite, ferrite, and globular
pearlite. Also the grain sizes and the distances between the pearlite lamellae were different. Analysis of
the microstructures shows that the reference structures for both 27MnCr5 and C45 steels were
homogenous ferrite-pearlite structures. Equally, the coarse grained structures of both materials
contained large pearlite grains, and the structures were homogenous throughout the specimens. The
27MnCr5 globular pearlite structure had a low globular pearlite content, but for the C45 steel the GP
structure contained a very high amount of globular pearlite. The banded structure of the 27MnCr5 steel
was close to the reference structure, but the interlamellar spacing of the C45 banded structure was much
higher, making it significantly different compared to its reference structure. The phase fractions of the
studied steels are shown in Table 2. The phase compositions were obtained using image analysis from 30-
40 images, and the standard deviation in the obtained phase fractions was around 8-9%.
Table 2: Phase compositions of the studied steels.
% ferrite %  lamellarpearlite
% glob.
pearlite
27MnCr5 - R 40 54 6
27MnCr5 - CG 52 43 5
27MnCr5 - GP 45 55 0
27MnCr5 - WB 44 56 0
C45 - R 25 56 19
C45 - CG 15 81 4
C45 - GP 10 0 90
C45 - WB 20 64 16
Mechanical testing
The Hopkinson Split Pressure Bar (SHPB) device used for the characterization of the high strain rate
behavior of the studied steels comprises 22 mm diameter high strength Maraging steel incident,
transmitted, and striker bars. The incident and transmitted pressure bars are aligned along the same
horizontal axis by three bearings on four stanchions that can be moved in the Y- and Z-directions. A third
pressure bar is placed after the transmitted bar to trap the residual transmitted momentum, i.e., to
prevent the transmitted pulse from reflecting back towards the specimen. The momentum trap bar is also
made use of in the high temperature set-up to close the gaps between the specimen and the incident and
transmitted bars, and to limit the cold contact time of the hot specimen and the cold bars. The length of
all three pressure bars was 1200 mm, while the two striker bars used in this work were 200 mm and 300
mm long. A room temperature test is carried out by placing the small cylindrical specimen between the
incident and transmitted bars, impacting the striker bar to the free end of the incident bar, and allowing
the stress pulse created by the impact to deform the specimen. The stress pulse travels in the incident bar
at the speed of sound (~4900 m/s), and once it reaches the bar-sample interface, the pulse moves the end
of the incident bar towards the transmitted bar, allowing part of the stress pulse to transmit through the
specimen into the transmitted bar. The rest of the incident pulse is reflected back to the incident bar as a
tensional stress pulse. These three stress pulses are recorded by strain gages bonded on the surface of
the bars at their midpoint. The strain gage signals are amplified using a Kyowa CDV 700A signal conditioner
and recorded with a high speed Yokogawa DL 708 digital oscilloscope. Assuming that the stresses over the
entire length of the specimen are uniform, i.e., that the specimen is in stress equilibrium, the stress, strain,
and strain rate can be calculated using Equations 1-3. In this work, a numerical dispersion correction
method adopted from the work of Gorham [28] was used to correct the dispersion of the stress pulses as
they propagate in the bars.
Average stress in the specimen:
ߪሺݐሻ = ஺್ாఌ೟(௧)஺ೞ                                                        (1)
Average strain in the specimen:
ߝሺݐሻ = ଶ஼బ௅ೞ ׬ ߝ௥ሺݐሻ݀ݐ௧଴                                                (2)
Average strain rate in the specimen:
ߝሶ(ݐ) = ଶ஼బఌೝ(௧)௅ೞ                                                         (3)
where Ab, E, and C0 are the cross sectional area, Young’s modulus, and speed of sound of the bar material,
Ls and As are the length and cross sectional area of the specimen, and ɸr, and ɸt are the dispersion corrected
reflected and transmitted stress pulses.
The high temperature testing procedure is presented schematically in Figure 3. In the initial position, the
specimen is placed in an insulating ceramic wool ring, and the ring is further placed in a special sample
holder arm. This arm can push the specimen into a tube furnace located beside the bars. This way only
the sample is heated while the bars remain at room temperature. Before the test, the bars are positioned
so that the sample and the sample holder arm can move freely between the bars without touching them.
The specimen holder arm pushes the sample into the furnace, where it is heated to the target
temperature. The temperature of the specimen is continuously measured with thermocouples inside the
furnace. The specimen is kept at the target temperature for approximately 10 minutes to ensure constant
and uniform temperature of the sample. Then the pneumatic actuator controlling the specimen holder
arm quickly retracts the sample to the centerline of the bars. At this point, the hot sample and the cold
bars are not yet in contact with each other. When the sample reaches the centerline, the striker bar is
launched at the preset pressure, and the striker bar quickly accelerates towards the incident bar. Just
before the impact, a second pneumatic actuator pushes the transmitted bar towards the incident bar,
lightly squeezing the sample between the bars. The contact time of the hot sample and the cold bars is
measured using optical sensors. The setup limits the time that the hot sample spends outside the furnace
before the dynamic loading to less than 200 ms, and more importantly, it limits the contact time of the
cold bars and the hot sample to less than 50 ms.  Numerical simulations of the heat flow from the
specimen to its surrounding, specifically to the bars by conduction, show only a very small temperature
drop of the surface of the sample. For a test performed at an initial temperature of 800 °C, the drop in the
sample temperature is less than 9 °C in the depth of 150 micrometers from both ends of the cylindrical
specimen [29]. A complete technical description of the device, example results, and numerical simulations
of the heat transfer during the test can be found in refs. [29-31].
Figure 3: Schematic picture of the high strain rate high temperature compression apparatus and the
testing steps associated with carrying out a high temperature test [29].
Results and discussion
Each room temperature compression test was repeated at least three times, whereas the high
temperature tests were repeated at least two times. The materials studied in this work are rather
homogeneous and the scatter in the tests is low. In the following, only one representative stress-strain
curve for each material and testing condition is shown simply to limit the amount to data in the figures
for better visual readability.
Figure 4 shows the compression stress-strain curves obtained for the 27MnCr5 steel at different strain
rates and temperatures. At room temperature, a sharp yield point is observed at the strain rates of 500 s-
1 and 2000 s-1, but the yield behavior changes to more continuous when the strain rate is increased to
4500 s-1. When the temperature is increased, the strength decreases and the yield behavior clearly
changes to continuous. The room temperature strength after the yield point seems to be rather insensitive
to the microstructure of the material, with the exception of the banded structure, which seems to have a
slightly higher strength especially at 500 s-1 and 4500 s-1. The strain hardening rate of the steel seems also
rather insensitive to the microstructure, and the stress-strain curves obtained at a given strain rate and
temperature are essentially parallel. Temperature, on the other hand, affects the shape of the stress-
strain curve especially at low strains. The material strain hardens strongly at low strains in the high
temperature tests, but at higher strains, the strain hardening rate decreases and approaches that
observed at room temperature.
Figure 5 shows the stress-strain curves obtained for the C45 steel at the same conditions as discussed
above for the 27MnCr5 steel. Moderately sharp or discontinuous yielding is observed for the coarse
grained variant (CG), but the variant with the banded structure (WB) shows a very distinct sharp yield
point at strain rates 500 s-1 and 2000 s-1. However, the yielding behavior changes again to more continuous
at the strain rate of 4500 s-1. When comparing the strength of the different variants of the C45 steel, it is
obvious that the microstructure has a much stronger influence on the flow stress than for the 27MnCr5
steel. This was expected since the microstructures of the C45 steel variants differed much more from each
other than the variants of the 27MnCr5 steel. The strongest variant of C45 at all strain rates was the one
with a coarse-grained structure (CG), followed by the reference structure, the globular perlite, and the
banded structure. The strain hardening rate seems again to be less affected by temperature, strain rate,
and microstructure than the yielding behavior and the strength values.
a) b)
c)
Figure 4: Stress-strain curves at different temperatures for the 27MnCr5 steel at the strain rate of a) 500
s-1, b) 2000 s-1, and 4500 s-1.
a) b)
c)
Figure 5: Stress-strain curves at different temperatures for the C45 steel at the strain rate of a) 500 s-1, b)
2000 s-1, and 4500 s-1.
The effects of microstructure and temperature can be better visualized by plotting the flow stress at 5 and
15 percent of plastic strain as a function of temperature at a constant strain rate. Figures 6 and 7 show
the flow stress – temperature scatter plots at the strain rate of 4500 s-1, where a strong DSA effect was
observed for both materials (for clarity, results for only one strain rate are shown here). For both materials
and all variants, the strength decreases significantly as the temperature is increased from room
temperature to 400 °C. The minimum strength for all materials is observed at temperatures close to 500
°C. Towards higher temperatures, the flow stresses of both steels increase due to the DSA effect. For
27MnCr5, the flow stress of all variants increases steadily up to the maximum test temperature of 680 °C.
The typically observed maximum or peak in the flow stress vs. temperature curve is not observed in the
studied temperature range, but the peak might occur at higher temperatures. However, the material
structure is not stable at much higher temperatures, and therefore the tests were not continued above
680 °C. For the 27MnCr5 steel, only small differences between the variants can be seen in the rate at
which the strength increases due to DSA, and this will be discussed in more details later on. For the C45
steel, on the other hand, the response is slightly different, and again a stronger effect of the
microstructure is observed. The maximum of the bell-shaped curve is close to 620 °C and well within the
measurement range for the reference and coarse-grained structures. However, for the globular pearlite
and banded structures the maximum would obviously again occur at a higher temperature, which cannot
be determined from the current data.
a) b)
c) d)
Figure 6: Flow stress at 5% and 15% of plastic strain as a function of temperature at the strain rate of 4500
s-1 for the 27MnCr5 steel; a) reference structure, b) coarse-grained structure, c) globular pearlite, and d)
banded structure.
a) b)
c) d)
Figure 7: Flow stress at 5% and 15% of plastic strain as a function of temperature at the strain rate of 4500
s-1 for the C45 steel.
The strength of the dynamic strain aging effect can be evaluated and quantified using the temperature
sensitivity factor ɻ  defined in Equation 4, where ߪఌ,ோ்  and ߪఌ,் are the flow stresses at a constant plastic
strain obtained at room temperature (RT) and at a higher temperature. For RT, the temperature sensitivity
factor equals one, but at higher temperatures, it gets values between zero and one. The microstructure’s
sensitivity to DSA appears as the change (increase or decrease) of the ɻ value, whereas the absolute values
of the temperature sensitivity factor also take into account the thermal softening relative to the room
temperature strength. Figure 8 shows the temperature sensitivity factor as a function of temperature at
a constant strain rate of 4500 s-1 for all studied steels. Above 560 °C, the coarse-grained variant shows the
highest temperature sensitivity to DSA, followed by the other variants in a somewhat scattered order. The
material with the banded structure (WB) and the reference structure show quite low temperature
sensitivity values. If the temperature sensitivity values are evaluated at 15 % of plastic strain, the situation
changes. The difference between the material variants becomes even smaller, especially at higher
temperatures. Strong DSA sensitivity is still observed for all variants. The change in the temperature
sensitivity towards higher temperatures is, however, slower than what was observed at 5% of plastic
strain.
ߟ(ߝ, ߝ,ܶ)ሶ = 1 െ ఙഄ,ೃ೅ିఙഄ,೅ఙഄ,ೃ೅                                                                       (4)
For the C45 steel, the effect of microstructure is again stronger than what was observed for the 27MnCr5
steel. At 5% of plastic strain (Figure 8c), the reference and coarse-grained materials show a maximum in
the temperature sensitivity factor vs. temperature plot, as expected based on our previous analysis of
Figure 6. Overall, the coarse-grained material shows a very high temperature sensitivity factor at all
temperatures, and compared to other variants, the values do not change as much as a function of
temperature. The globular pearlite and the banded structure have fairly low temperature sensitivity
factors compared to the other variants in the lower temperature region, but the temperature sensitivity
quickly increases when the temperature is increased. This is especially clear in Figure 8d, where the steels
with globular and banded structures show the two lowest temperature sensitivity factor values at 500 °C
and the two highest values at 680 °C, indicating a very rapid change in the temperature sensitivity of DSA
in this temperature range.
The effect of microstructure on the dynamic strain aging behavior of the studied steels is quite complex.
For the 27MnCr5 steel, the microstructure variants are not too different from each other, and therefore
the effect of the microstructure on the dynamic strain aging is also smaller. With increasing plastic strain,
the differences become even smaller, which implies that the microstructures are developing towards
similar DSA conditions, as regards the amount and mobility of glide dislocations and diffusion of the
interstitial atoms.
For the C45 steel, the microstructure variants differ considerably more from each other, and therefore
also the temperature sensitivities of the variants vary more than with the 27MnCr5 steel. This is very clear
especially at low plastic strains. However, also for the C45 steel the differences between the variants
become smaller at higher plastic strains, indicating again a change in the microstructure towards more
similar DSA conditions. For both steels in the low strain region, the coarse-grained structures with large
pearlite grains seem to be most affected by the dynamic strain aging in the tested temperature range.
However, the large-grained and the reference structures of the C45 steel also have the maximum DSA
effect at lower temperatures than the banded and the globular pearlite structures. Because of this, the
strength of the coarse-grained structure already decreases at the highest temperatures, whereas the
strength of the banded structure and globular pearlite are still increasing. It is, however, quite clear that
the higher austenization temperature and the larger pearlite grain size lead to a higher DSA sensitivity and
a lower DSA maximum temperature.
a) b)
c) d)
Figure 8: Temperature sensitivity factor ɻ as a function of temperature at the strain rate of 4500 s-1 for a)
27MnCr5 at the flow stress of 5%, b) 27MnCr5 at the flow stress of 15%, c) C45 steel at the flow stress of
5%, and d) C45 steel at the flow stress of 15%.
Conclusions
The high strain rate high temperature behavior of two carbon steels was experimentally studied. Four
different microstructures were created with heat treatments for both steels. The main emphasis of the
work was on the dynamic strain aging at high temperatures and high strain rates and, especially, on how
the microstructure of the steel affects its sensitivity to dynamic strain aging and the overall mechanical
response at high rates. Based on the experiments, the following conclusions can be made:
- The heat treatment and the following microstructure of the steel have a strong effect on the DSA
sensitivity of the steel. For the 27MnCr5 steel, the microstructures of the different variants were
rather similar, whereas the microstructures of the C45 steel variants were considerably different
from each other. Because of this, the C45 steel variants showed a greater effect of the
microstructure on the DSA sensitivity than the 27MnC5 steel.
- The effect of microstructure on DSA was stronger at small plastic strains. This indicates that the
microstructures of both alloys and all variants develop towards similar DSA conditions, and
therefore, at higher strains, the mobile dislocation densities and the diffusional conditions
become basically similar.
- The coarse-grained structure with large pearlite grains, following from a higher austenization
temperature, was the most sensitive to dynamic strain aging for both steels. This was especially
the case at low plastic strains.
- For the C45 steel, the reference or standard structure and the coarse-grained structure exhibited
the maximum DSA effect, or the highest strength, at a lower temperature compared to the other
microstructure variants. The other variants did not yet show the maximum increase in the
strength due to DSA in the studied temperature range.
- Based on this study, it is very clear that the thermomechanical history and especially the
microstructure of the steel have a strong effect on the high strain rate high temperature behavior
and dynamic strain aging effect. This should be taken into account when estimating the material
behavior in dynamic processes, and especially when numerically modeling the material response
at high strain rates and high temperatures.
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