Abstract-Falling snow not only blocks human vision, but also significantly degrades the effectiveness of computer vision systems in outdoor environment. In this paper, we aim to remove snowflakes in videos by using the global and local low-rank property of snowflake-removed scenes. The stationary background and the mixture of moving foreground as well as falling snowflake are extracted via the global low-rank matrix decomposition. Some snowflake features, such as its color and size, are used to separate out the snowflakes from other moving objects. Then, the mean absolute difference based patch matching is applied to align every same moving object over frames to grab its low-rank structure. As such, the falling snowflake in front of moving objects can be removed via the local low-rank decomposition. Finally, the snowflake removed videos are generated by pasting moving foreground to stationary backgrounds. Experiments show that our method can remove snowflakes effectively and outperforms the comparison methods.
I. INTRODUCTION

S
NOWFLAKES cause complex visual effects of spatial or temporal domains in images and videos. Such effects may cause serious degradation of outdoor vision and monitoring tasks such as tracking, detecting critical events, and manual video analysis. Therefore, the removal of rain or snowflakes in a video will promote the performance of vision and monitoring systems in bad weather.
So far, the research works on eliminating dynamic weather conditions in the literature have been mainly focused on rain removal and few papers discuss the snowflake removal. A method for rain removal usually is not directly suitable for snow reManuscript received January 21, 2017; revised November 11, 2017 and January 27, 2017; accepted February 12, 2018 . Date of publication February 21, 2018 ; date of current version September 18, 2018 . This work was supported in part by the Natural Science Foundation of China under Grants 91648118, 61473280, 61333019, and 61773367 and in part by the Youth Innovation Promotion Association CAS. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Sen-Ching Samson Cheung. Fig. 1 . Illustration of the general pipeline of our snowflake removal method via low-rank decomposition. The main idea is to decompose an input video into stationary background, moving foreground, and snowflakes by the two steps of low rank decomposition: 1) extracting stationary background with global lowrank components in whole frames; 2) extracting moving foreground with local low-rank decomposition on patch matched components. In this step, snowflake features such as their white color, small size, and the increase limitation in pixel values from background to snowflake are considered to separate the falling snow and the moving objects. Finally, the snow removed video is generated by combining the stationary background and the moving foreground.
moval. For example, the photometric model in [1] is established by regarding the raindrops as lines and assuming that all rain drops have the same size and fall at almost the same velocity relative to the camera. However, snowflakes have dynamic characteristics that their directions, intensities, and shape are unfixed. Although rain drops and snowflakes have some common characteristics, falling snow has its own features that should be carefully considered. Compared with raindrops, snowflake is not transparent and the motion velocity is slow. Some methods like [2] , [3] treat rain removal and snow removal as identical problem, i.e., applying rain removal method to remove snow. These methods can improve visibility but may not completely remove snowflakes in a scene. Thus, developing a specific and effective snow removal approach is necessary.
The contribution of this paper is that we propose a novel snowflake removal method based on low rank decomposition. As shown in Fig. 1 , our model takes both global and local low rank properties into consideration for stationary background and 1520-9210 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
moving foreground extraction, respectively. We also consider the features of snowflakes, such as their white color, small size, and the increase limitation in pixel values from background to snowflake (please see the Appendix for details), for better separating snowflakes from moving foreground.
II. RELATED WORK
Because the research on snowflake removal for a video are much rarer compared with rain removal, we firstly present the review of rain removal. A pioneering work on detecting and removing rain streaks in a video was proposed in [1] , where the authors suggested a correlation model capturing the dynamics of rain and a physics-based motion blur model characterizing the photometric properties of rain. Then they proposed a method to remove rain effects based on the observation that some camera parameters, such as exposure time and depth of field, can be selected to mitigate the effects of rain without altering the appearance of the scene [4] . Zhang et al. [5] proposed a rain detection and removal algorithm incorporating both temporal and chromatic properties. They observed that the pixel-level intensity histogram exhibits two peaks representing background and rain, respectively. According to this property, intensities of a pixel are collected over the entire video to compute the intensity histogram. Then, a K-means clustering is used to identify the two peaks. Brewer and Liu [6] identified and removed rain streaks from videos by utilizing the shape characteristics of raindrops. They reduce false detections based on the aspect ratio and the orientation of the rain streaks. Barnum et al. [7] proposed a global shape and appearance model to detect rain streaks or snowflakes based on the statistical information in frequency space with different frames, and then presented a filter in the frequency-domain to reduce or increase the visibility in the video. Bossu et al. [8] proposed a method to select the potential rain streaks in a video based on the selection rules derived from their photometry and size. Then a histogram of orientations of rain streaks is computed. The expectation maximization is used to separate the orientation of the rain from the orientation of the noise. Santhaseelan and Asari [9] studied the characteristics of rain streaks in videos and thus devised a framework to remove the rain streaks. Their process to remove rain involves two steps. The first is to detect rain streaks based on phase congruency features, and the second is to reconstruct scene background that utilizes information from three different sources, which are intensities of the rain affected pixel, spatial neighbors, and temporal neighbors.
Recently, a single-image decomposition-based rain removal method was proposed by [10] and [11] . Rain streaks are detected using a method based on Morphological Component Analysis (MCA) and dictionary learning. It separates a rain image into low and high-frequency parts using a bilateral filter to get the initial set of candidate rain streaks. In [12] , a color image is first decomposed into a low-frequency part and a high frequency part by using the guided image filter. To separate rain streaks from the high-frequency part, a hybrid feature set is employed to further decompose the high-frequency part into rain and nonrain component. With the hybrid feature set, most of rain streaks can be removed.
Compared with extensive research on rain removal, the problem of snow removal is less studied in the literature. Sakaino et al. [13] estimated the motion of falling snow based on a twostep motion estimation method for semi-transparent objects with a long-range displacement between frames. Their approach is concerned on more accurate detection rather than effective removal. By utilizing the color channel difference as guidance to conduct guided image filtering, Xu et al. [14] proposed a method to remove rain streaks or snowflakes. They improved the performance by refining the guidance image [15] . Fedorov et al. [16] proposed a pixel-wise snow classification method to estimate snow cover in mountainous regions for outdoor webcams. Zheng et al. [17] introduced guided image filtering for rain/snow removal. A rain/snow image is also firstly separated into lowfrequency and high-frequency parts. The low-frequency part is treated as the non-rain or non-snow component, and then modified as a guidance image. Recently, Kim et al. [3] proposed a video deraining and desnowing method based on optical flow and low rank matrix completion. Their method can handle videos taken from a moving camera well, but it cannot remove all snowflakes in a scene. Sometimes it also has deformation and artifacts on motion objects with large displacement because they do not explicitly detect the moving objects.
An another important concern for snowflake removal is from traffic applications. Within the framework of traffic monitoring, the snowflake removal is of interest to deliver proper information to the drivers, and thus to reduce the probability of car accident. In [18] , a tracking-based recognition method for moving vehicles under snowy weather is presented. Sakaino [19] proposed a method to estimate moving vehicles in falling snow traffic scenes. In his method, a non-linear filter is applied to smooth the images before extracting vehicles. However, the smoothing filters will blur the images and reduce the image contrast. Tamburo et al. [20] , [21] exploited the high-resolution and fast controlled illumination beams of light between the falling snow to improve visibility, allowing drivers to see better in snow.
be the video sequences with K frames, which are corrupted by falling snow. As demonstrated by the Fig. 1 , we model each frame f k as a combination of stationary background, moving foreground, and the falling snow,
(1) 
Following the descriptions mentioned above, all column vectors in S have similar latent image structures, so that it should be a low rank matrix. The matrix M will be also low rank after a proper transformation. Since the falling snow in one video generally occludes only a small fraction of each frame of the video, we can regard E as a sparse matrix. As a result, the snow removal problem can be viewed as a robust PCA problem:
Here, the operator η() denotes some transformations on local components of videos, such as translations and rotations, to align every same moving component appeared in each frame of the video. It makes the possibility to extract the latent similar structures of dynamic foreground. Different from previous work [3] that models the snowflake removal as a completion problem (which means they think that the snowflake occluded pixels lose all their information), we treat the snowflake occluded pixels as a combination of snowflake and its background. We model it as a decomposition problem based on its physical property [1] (which shows that the snowflake polluted pixel values is the weighted summation of background and following snowflake. Please refer the first paragraph in the Appendix of this paper for details).
Since the rank and the 0 -norm are nonconvex and discontinuous, the above problem (2) is NP hard and cannot be directly tractable. A large number of literatures have proved that the nuclear norm is a relatively tight convex relaxation of the rank and the recover results are fairly nice [22] - [24] . Here we use the nuclear norm and the 1 -norm to replace the original rank and 0 -norm, then we obtain the following optimization problem:
IV. ALGORITHM It is difficult to get the solution of (3) in one step. In this paper, the solving procedure is divided into 2 steps: 1) the stationary background S is firstly extracted as the low-rank component of I by the ALM (Augmented Lagrangian method) algorithm [25] ; 2) from I − S, the moving foreground M are secondly extracted as the low-rank component of aligned regions, in which, the segmentation and patch matching algorithms are involved (please refer the Section IV-B for details).
A. Stationary Background Extraction
The stationary background S is a low-rank component of the given video I, and the solution is given by the subproblem as:
Here, L contains the information of moving foreground and falling snow (i.e., L = M + E). In literatures, it has been proved that the ALM algorithm can solve the convex problem fairly well. Therefore, we adopt the ALM algorithm to solve the problem (4). It can be written as:
where Y is the Lagrange multiplier, μ is a positive scalar. The ALM algorithm iteratively estimates both the Lagrange multiplier and the optimal solutions by iteratively minimizing the Larange function. Here we minimize the function against only one of the two unknowns S and L at a time because of the difficulty in solving it directly:
For spelling out the solutions, we apply the Singular Value Threshold (SVT) algorithm, which is proposed in [23] for solving the nuclear norm penalized problems. For τ ≥ 0, the singular value shrinkage operator D τ is defined by [28] , and Kim's method [3] , respectively.
By using the SVT, the solutions to each step of (6) can be written as follows:
where svd(·) denotes the Singular Value Decomposition operator. The above derivation is based on the assumption that the videos are captured by static cameras. But it is easy to extend to motion background by employ pre-processing alignment methods such as [26] , [27] to compensate for the background motion caused by camera moving. The entire algorithm for stationary background extraction is summarized as Algorithm 1 and an example of extracted stationary background is shown in Fig. 2 .
B. Moving Foreground Extraction
After the background extraction, the remaining part L is the mixture of moving foreground and falling snow. Following the model (3), the solution of foreground extraction is given by the subproblem as follows:
The difficulty of dealing with moving foreground is aligning moving components together to grab their low rank structure. As the object motions are various among frames of the video, it is impractical to estimate η() globally. As a result, patch-based method are used to jointly remove the falling snow from the video. L is firstly reshaped from the matrix form to the frame sequence form, i.e. MS = {ms k } K k =1 . MS = MV + SN is the mix of moving objects and falling snow. Here, we apply the method in [26] to segment these dynamic components. Then, we exclude the falling snow area from the moving objects. In this step, we consider the properties of snowflakes, such as the small size and the increase limitation in pixel values from background to snowflake (please see the Appendix for details). Then the moving foreground area is
For each frame mv k , we generate blocks as the minimum bounding rectangle of moving objects. For one block, say, p i,j,k , where the subscript indexes refer to the ith patch block which is centered at pixel j in the kth frame. We seek the block of pixels in each frames that are similar to the block in the current frame. Fig. 6 . Snowflake removal results for the scene with a people riding bicycle in small falling snow by our method, Kang's method [10] , and Kim's method [3] , respectively. Fig. 7 . Zoom-in snowflake removal result of our method for Fig. 6 . Upper: Original image; Lower: Snowflake removal result. Fig. 8 . Snowflake removal results for a scene with a moving car and heavily falling snow by our method, Kang's method [10] , and Kim's method [3] , respectively.
There exist extensive patch matching algorithms for motion estimation with efficient results [29] - [31] . We employ the simple and effective MAD (mean absolute difference) criterion in this paper,
Equation (9) refers to a n x × n y pixels block. (x 0 , y 0 ) and (x 0 + x, y 0 + y) denote the current block and the frame to be compared with, respectively. Here, we suppose that m patches are found to be similar in the temporal domain. Then we put all the pixels of matched blocks as each columns of a (n x × n y ) × m matrix P j,k . In this way, P is defined as j,k , p 2,j,k , . . . , p m ,j,k 
Then, the following formula in matrix form holds:
Algorithm 1: Stationary Background Extraction
end while Output: the stationary background matrix S and the mixture matrix L that contains moving foreground and falling snowflake where M j,k denotes the latent clear patch matrix, i.e., the moving objects, and E j,k denotes the falling snow. As all column vectors in M j,k have similar latent image structures, M j,k should be a low rank matrix. Now the subproblem of this step can be also viewed as a robust PCA problem:
By applying the proposed Algorithm 1 to matched patches, we can effectively remove the snowflakes in front of moving foreground. Fig. 3 demonstrates the procedure of obtaining the snowflake-removed moving foreground by applying the local low rank decomposition on matched blocks. Because pixels inside patches but outside the moving object M don't have the low rank property (different in each blocks), they will be substituted by the background pixels to avoid artificial effects. Final snowflakes removed videos are generated by pasting moving foreground to stationary background. To sum up, we provide the entire algorithm of snowflake removal in Algorithm 2. 
Algorithm 2: Snow Removal
Input: I = [vec(f 1 )| · · · |vec(f K )] ∈ R N ×K . Solve
V. EXPERIMENTS
We show the results of our and comparison snowflake removal methods in several scenarios with different degrees of snow falling. After snowflake removal, the scenes become clear and the visibility is much improved by our method. Fig. 4 shows some snowflake removal results on static videos. The first video contain mid snow falling and the remaining videos contain heavy snow falling. The snowflake in all these videos can be removed by the proposed method. We also compare our results with those by [3] and [28] . The method in [28] is simple and effective for static camera and stationary scenes. It extracts pixels in video sequences with the most saturation. When a test video is about a low saturation scene or the snowflake is heavy, as demonstrated in the third and fourth rows in Fig. 4 , the method cannot remove all the snowflakes or get blur results. For a better comparison, we choose the first video in Fig. 4 as an example and show its zoom-in version in Fig. 5 , in which the details can be seen. The scene depth for the scenario in Fig. 5 varies largely. Therefore, the size of snowflakes varies from small to large. There is a glare due to the snowflake is close to lens and camera exposure integration effect (see the lower left red rectangle image in the 1st row in Fig. 5 ). It is removed by our method but retained by the method of [28] .
The next two videos in Figs. 6 and 8 demonstrate snowflake removal with moving objects. Since the method of [28] cannot be applied to the videos containing moving objects, we compare our results with those by the methods of [10] and [3] .
The video demonstrated in Fig. 6 contains a people riding a bicycle in falling snow in front of a building. From the results, we can see that the falling snow is removed in both results by our method and the method in [10] . But the result by [10] is blur. Since the falling snow is light, it is not easy to be seen in the original images in Fig. 6 , we also show the enlarged one of the original image and our result in Fig. 7 .
The video demonstrated in Fig. 8 contains a moving car in heavy falling snow. From our results, we can find that snowflakes can be well removed in the static background. They can also be largely attenuated in front of the moving car. However, in both Figs. 6 and 8, we find that the moving objects (i.e., the people in Fig. 6 and the car in Fig. 8 ) become a little blurred. Usually, the moving objects in videos will decrease the performance of snowflake removal. This is mainly caused by the moving objects in both the two videos have scale variation, which will affect the number of frames can be matched and the low rank strategy. Fig. 9 shows results on some challenging videos includes more foreground objects, motion background, and heavy snowflakes. Generally, our results have little decrease in performance for these challenging videos, but are still better than comparison results. The results by [10] are blur and have lots of snowflake residue. The results by [3] are less clear than our results for the first video, and have distortion at the rear side of the fast moving car in the second video. For the rest of two videos, the snowflakes in their results are not completely removed. Fig. 10 shows snowflake removal results of two synthetic snowing scenes: Video1 (upper) and Video2 (lower). Our results are close to the ground truth while other methods either fail to removal all snowflakes or get blur results. Table I shows the quantitative comparisons for these two videos using average SSIM and PSNR values. From the table, we can see that our method performs the best.
The comparison between our results and those by [3] is sometimes not that obvious in images. In some comparisons, we can only find little differences, for example, the unremoved snowflakes in the first row (upper left) and the fourth row (lower left) images in Fig. 4 . But the comparisons are quite distinct in video form. The videos are provided in supplementary files. We will also make these videos available in our homepage.
VI. CONCLUSION
Unlike rain is semi-transparent, snowflake is white and not transparent, which may cause more serious occlusions. In this paper, we propose a low rank based snowflake removal framework. Both global structure (static background) and local appearance (moving objects) are effectively unified in our method. The proposed framework contains two steps of low rank decomposition. The first step is to extract stationary background with the whole frames. The second step focuses on local blocks obtained by patch matching for removing snowflakes in front of moving foreground. The experimental results for various fallingsnow scenes demonstrate the effectiveness of our method.
The limitation of our method is that the current block-wise alignment algorithm cannot process more challenging situations. If a foreground object motion has large occlusion, fast scale variation, or is not rigid motion, block-wise alignment becomes less effective over frames and the low-rank decomposition will not produce the expected results. These challenging problems still need further investigation in our future work to make our snowflake removal method effective for more extensive scenarios.
APPENDIX SEPARATING MOVING OBJECTS FROM FALLING SNOW
We explore some snowflake features to coarsely separate moving objects from falling snow. It is known that snow is white color and bright. We suppose a snowflake with RGB value vector S = [255 255 255] is passing through a background pixel, whose pixel value vector is denoted by E. If we denote the duration time for a snowflake remains within the background pixel is τ and the camera exposure time is T , the pixel values polluted by the snowflake can be given by f = αS + (1 − α)E [1] , where α = τ T . Therefore, the intensity increased by snowflake is ∇I = α(S − E). The maximum value of ∇I is 255α when background is totally black.
The literature [1] shows that for a raindrop, the maximum value of τ is approximately 1.18 ms, which is much less than the typical exposure time T ≈ 30 ms of a video camera. Although snowflake sometimes is falling slower than raindrop, τ is still much less than T . If we assume snowflake falling five times slower than raindrop, in this situation, maximum of ∇I is 50. This shows that the intensity variation caused by snowflake has a bound. In other word, compared with the maximum variation values between moving foreground and stationary background, 255, maximum value of ∇I is much smaller. Fig. 11 shows the temporal values of a fixed pixel location. From Fig. 11 , we can find that variations caused by snowflake are limited compared with those caused by moving foreground. We also noticed that the size of snowflake is much smaller than moving foreground. Based on these two properties, we can separate dynamic regions of falling snowflakes and moving objects.
