Video Processing for the Evaluation of Vascular Dynamics in Neurovascular Interventions by Vassallo, Reid
Western University 
Scholarship@Western 
Electronic Thesis and Dissertation Repository 
5-25-2020 10:00 AM 
Video Processing for the Evaluation of Vascular Dynamics in 
Neurovascular Interventions 
Reid Vassallo 
The University of Western Ontario 
Graduate Program in Biomedical Engineering 
A thesis submitted in partial fulfillment of the requirements for the degree in Master of 
Engineering Science 
© Reid Vassallo 2020 
Follow this and additional works at: https://ir.lib.uwo.ca/etd 
 Part of the Bioimaging and Biomedical Optics Commons 
Recommended Citation 
Vassallo, Reid, "Video Processing for the Evaluation of Vascular Dynamics in Neurovascular Interventions" 
(2020). Electronic Thesis and Dissertation Repository. 6995. 
https://ir.lib.uwo.ca/etd/6995 
This Dissertation/Thesis is brought to you for free and open access by Scholarship@Western. It has been accepted 
for inclusion in Electronic Thesis and Dissertation Repository by an authorized administrator of 
Scholarship@Western. For more information, please contact wlswadmin@uwo.ca. 
Abstract
An arteriovenous malformation (AVM) is an abnormal collection of blood vessels which
causes blood to travel from arteries to veins through an abnormal twisted network of vessels.
This network has an elevated risk of rupture, which can lead to permanent disability and death
if the rupture occurs in the brain. The gold standard treatment for AVM is surgical resection,
and it is crucial to know which vessels are bringing blood towards and away from the AVM.
Unfortunately, it is almost impossible to know this by looking at the surgical scene. The pri-
mary limitations of current methods to address this are requirements for extra hardware and a
lack of intraoperative blood flow information.
Here, preliminary results are presented for two video-based methods to provide this impor-
tant clinical information. Videos from routinely-used surgical microscopes are enhanced and
analyzed to determine the identity of vessels of interest and guide AVM resection surgery.
Keywords: Cerebrovascular surgery, Video enhancement, Image-guided surgery, Arteriove-
nous malformation, Surgical guidance.
ii
Summary for Lay Audience
There are a variety of diseases involving blood vessels in the brain that require corrective
surgery. One of these diseases is known as an arteriovenous malformation, or AVM. A key
step in this surgery is correctly identifying which blood vessels are bringing blood towards the
diseased site, and which ones are bringing blood away from it. It is impossible to distinguish
between these vessels by visually looking at the surgical site, so other methods must be used
to obtain this information.
Currently available methods that surgeons use to get this information rely on medical imag-
ing, injectable contrast agents, and augmented reality displays. Although these methods pro-
vide useful information, they also have inherent limitations that make them sub-optimal.
The work presented in this thesis aims to achieve the primary goal of these other guidance
systems, characterizing which vessels are feeding and draining the diseased area, while ad-
dressing their limitations. This is done by enhancing and analyzing subtle colour changes in
videos taken by routinely-used surgical microscopes. These colour changes occur when blood
flows through these vessels, and both the strength and timing of these changes are used to
discern the identity of vessels.
Future work will include further investigating these preliminary results and making this
workflow more automated and efficient.
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Chapter 1
Introduction
1.1 Background
Neurovascular surgery involves the repair of diseased blood vessels associated with the brain
and spine. When considered together, these procedures have a complication rate of 30.9% and
a 30-day mortality rate of 5.4% [73]. This umbrella term includes various kinds of surgery, in-
cluding arteriovenous malformation (AVM) resection, aneurysm repair, and carotid endarterec-
tomy (CEA), to name a few. Across these neurovascular procedures, and indeed neurosurgery
as a whole, microscopes are routinely used to provide magnification and increased illumination
[51].
This chapter includes an overview of the anatomy and pathophysiology of arteriovenous
malformations (AVMs), current management strategies, and proposed surgical guidance solu-
tions. Previous work undertaken to develop and apply the core video processing algorithms
used in this thesis work is also highlighted.
As discussed below, many of these proposed solutions are somewhat invasive and have their
own limitations, such as requiring physical contact, injected contrast agents, or requiring extra
equipment. Given that operating microscopes are routinely present during the procedure, we
investigate addressing these limitations by using signals already available in videos captured
by these microscopes.
1.2 Arteriovenous Malformations
An AVM is a congenital vascular abnormality, where a fistula develops between arteries and
veins without the normal intervening capillary network [6]. This leads to higher blood flow
and hypotension [34] in the associated veins, which become known as arterialized veins due
1
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Figure 1.1: A cartoon representation of (a) a normal capillary bed, and (b) an arteriovenous malforma-
tion (AVM) [57]. Image used with the permission of Springer Nature.
to remodelling [68]. In addition, the vessels associated with the AVM often have weakened
walls and therefore may leak or rupture. In an AVM, this shunting of blood from the arterial
to venous circulatory systems occurs across a network of tortuous vessels, which is called the
nidus [23, 25]. A cartoon representation of an AVM is shown in Figure 1.1.
These lesions typically appear as cone-shaped in the cerebral hemispheres with the apex
of the cone reaching towards the ventricles. The most common location is supratentorial, with
90% of cases occurring in this location [6].
The first pathological description of an AVM is credited to Dr. Rudolf Virchow, a German
pathologist in 1863 [107]. Then, in 1928, pioneering American neurosurgeons Dr. Walter
Dandy [19], Dr. Harvey Cushing, and Dr. Percival Bailey [18] operated on these lesions, but
reported poor surgical results with no successful radical resection [16]. These early failures
laid the foundation to search for alternate or adjuvant treatments, including embolization [27].
The prevalence of AVM is not well-defined, with previous studies reporting values ranging
from 2 to 500 cases per 100 000 people [2, 10, 88, 100]. While some cases of AVM show
symptoms, others show none at all. Those which display symptoms can include: intracere-
bral hemorrhage (ICH) [103], seizures [50], neurologic deficits, and chronic headache. ICH
is the most common presentation with 53%, followed by seizures (generalized and focal) at
40%, neurologic deficits (progressive, persistent, and reversible) at 20%, and chronic headache
at 14% [6, 38]. Asymptomatic AVMs are typically discovered during imaging for unrelated
reasons or during autopsy. Overall, AVMs carry a risk of hemorrhage of 2-4% every year,
which is associated with a 5-25% risk of death and 10-50% risk of neurological disability
[7, 30, 80, 103].
Although it was originally created to be a surgical risk assessment tool, the Spetzler-Martin
grading system is commonly used to describe AVMs in the clinical setting. It assigns points
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AVM Feature Points
Size Small (<3 cm) 1
Medium (3-6 cm) 2
Large (>6 cm) 3
Location Noneloquent 0
Eloquent 1
Venous Drainage Superficial 0
Deep 1
Table 1.1: This is the Spetzler-Martin grading scheme, which is commonly used to describe AVMs in
the clinical setting [27].
for size, location, and venous drainage pattern of the AVM [27] and is shown in Table 1.1. An
eloquent location refers to areas of the brain that, if removed, will result in paralysis or the loss
of sensory processing or language ability.
1.3 AVM Management
There are several options available for the treatment of an AVM, falling into three main treat-
ment types: endovascular embolization, stereotactic radiosurgery (SRS), and microsurgical
resection. The treatment of AVMs is highly individualized, as there is no universal algorithm
or protocol to be followed for their care [6], and treatment types may be used on their own or
together [6]. Thus, the management of AVMs poses challenges to cerebrovascular specialists
[83].
A randomized clinical trial, “A Randomised trial of Unruptured Brain Artiovenous mal-
formations” (the ARUBA trial) claimed that conservative medical management leads to better
patient outcomes than interventional treatment for AVMs [75]. However, this study has faced
considerable backlash from the clinical community [39, 45, 55, 56, 65, 67, 72, 97, 104], and as
such has not been fully incorporated into clinical guidelines [15]. The main complaints about
the ARUBA trial were: improper intervention-type selection for patients in the interventional
group [39, 45, 55, 56, 104], an inappropriately short follow-up time [39, 65, 72, 104], and a
poor choice of outcome measures [65, 67, 97].
1.3.1 Endovascular Embolization
In general, endovascular embolization involves blocking blood flow to a specific part of the
body. It is performed by guiding a catheter through the body’s circulatory system to the site
of interest, in this case the AVM in the patient’s brain (Figure 1.2). Various materials may be
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Figure 1.2: A representation of endovascular embolization to treat an AVM. Image used with the per-
mission of The Mayo Clinic.
used to block the blood flow, depending on the disease being treated. For AVMs, typically
biologically inert glues are used, including N-butyl cyanoacrylate (NBCA) and ethylene vinyl
alcohol copolymer, which is sold as Onyx by Coviden [91, 111].
Endovascular embolization intends to block blood flow to the nidus of the AVM by closing
the feeding vessels [110], a technique that dates back to at least 1960 [61]. Embolization
is mainly used to reduce the size of an AVM with the intent of either enhancing the safety
of surgery or making radiosurgery a viable treatment option [33, 37, 89, 99]. However, it
can also be effective as a treatment on its own, with success rates as high as 20% and 50%
[36, 47, 58, 60, 86, 119] if cases are carefully selected. In other cases, this treatment method
can be used for palliative care [80].
1.3.2 Stereotactic Radiosurgery
Stereotactic radiosurgery (SRS) was introduced in the early 1990’s, and became the mainstream
treatment for AVMs because of its relatively low peri-surgical complication rate [31, 62, 63,
102]. However, after further investigation through long-term follow-up, it was found that SRS
treatment of AVMs resulted in a low complete obliteration rate and a high rate of treatment-
related complications [32, 46, 85, 116, 117]. This was a contributing factor to treatment options
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for AVMs once again becoming controversial [77].
Despite its name, SRS is a non-surgical technique, where radiation is used to treat abnor-
malities in the brain. It delivers precise doses of radiation such that a higher dose of radiation
is delivered to the target (the AVM nidus) while attempting to spare the surrounding healthy
tissue. A representation of this approach is shown in Figure 1.3. One way in which this dif-
fers from traditional radiation therapy is that it delivers the radiation at much higher doses,
completely destroying tissue at the treatment isocentre, rather than affecting mitotic cells. It
generally requires only a single treatment to achieve this desired effect.
The advantages of radiosurgery compared to the other treatment options (endovascular em-
bolization and surgery), are that it is noninvasive, has minimal risk of acute complications,
and is performed as an outpatient procedure, so no recovery time in the hospital is required
[95]. However, its main disadvantage is that its curing effect is not immediate. Although full
treatment of the lesion is achieved in most cases, it does not typically occur until 2-3 years
after treatment [95], and during this time window there is still a risk of hemorrhage. Other
disadvantages include the long-term negative effects of radiation, and the fact that radiosurgery
is much less effective for lesions with a volume greater than 10 cm3.
1.3.3 Microsurgical Resection
The gold standard for AVM management is microsurgical resection [6, 50], as it remains the
most effective and immediate treatment [96]. This treatment method is the motivation for this
thesis work.
Using a surgical microscope, the surgeon isolates the AVM from the surrounding vascula-
ture with special clips, or through cauterization, and carefully removes it from the brain tissue.
During the surgery, it is very important that vessels be clipped in the proper order. The
intent is to first clip arteries bringing blood towards the nidus (referred to as “feeders”). After
blood has drained from the nidus, the veins bringing blood away from the lesion site (referred
to as “drainers”) are then clipped as well. Failing to do this properly can result in severe com-
plications such as hemorrhage. However, it is almost impossible to differentiate these feeders
and drainers by visual inspection of the surgical scene [98] alone, which is likely a contributing
factor to 7.4% of AVM surgeries experiencing complications that result in permanent neuro-
logical deficits or death [7].
Surgical Microscopes
During microsurgical resection, a surgical microscope is routinely used to improve visualiza-
tion. This microscope provides a magnified view of the surgical field, as well as increased
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Figure 1.3: A representation of stereotactic radiosurgery (SRS) using the Gamma Knife (Elekta In-
struments, Stockholm, Sweden) to treat an arteriovenous malformation (AVM). Here, the yellow lines
represent radiation doses and the AVM target is seen in the centre. Image used with the permission of
the Mayo Clinic.
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Figure 1.4: An example showing clinicians operating using a surgical microscope. The video feed from
this microscope can be seen in the screen on the right side of this image. Image used with the permission
of Leica Microsystems.
illumination. It is common for these microscopes to have a video feed which can be displayed
to others in the operating room (OR), and this video can also be saved and reviewed later [66].
An example of surgeons working with one of these microscopes can be seen in Figure 1.4.
Microscopes were first used in surgery in 1921 [79], and in neurosurgery in 1957 [22].
Their contribution to improving outcomes on small-vessel vascular surgery was demonstrated
in 1960 by Julius Jacobson and Ernesto Suarez [44]. Later, Jacobson was also involved with
Hans Littman in the development of the first two-person surgical microscope [51], a modern
version of which can be seen in Figure 1.4. The development of the operating microscope
brought with it major improvements in the possibility of surgery. For example, the standard
teaching of the 1950’s was that it was technically impossible to successfully create an anas-
tomosis of vessels less than 7 mm in diameter [51]. However, today neurosurgery residents
routinely anastomize vessels in animal models with a diameter less than 1 mm in the Drake-
Hunterian Neurovascular Laboratory at Western University, and vessels with a diameter of
approximately 2 mm can be successfully anastomized in humans [42].
Recently, an alternative to the operating microscope, called an exoscope, has been intro-
duced. This is a telescope-based system that produces magnified images of the surgical work-
ing space with a wide field of view and a long working distance of 25-60 cm [66], that allows
the device to remain out of the working field while still providing high-quality images which
are displayed on a large high definition monitor in the room. These systems have advanced
even further to include robotic control of the exoscope optics, so that it can be programmed
to access several pre-defined views throughout the procedure. One such example is shown in
Figure 1.5.
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Figure 1.5: This is an example of a current state-of-the-art neurosurgical exoscope system, demonstrat-
ing its ability to robotically move to access different views. Image used with the permission of Synaptive
Medical.
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1.4 Surgical Guidance
Because of the aforementioned difficulty of distinguishing feeding and draining vessels by
visual inspection, several surgical guidance solutions have been proposed. In general, these are
all methods to identify vessels in the surgical scene as either feeders or drainers. This is done
either through identifying the direction of blood flow, or displaying classifications of these
vessels which were determined pre-operatively.
1.4.1 Vessel Clamping
When imaging information is not available, surgeons can use mechanical means to determine
the direction of blood flow within vessels. One way in which this can be done using the milking
method, which is shown in Figure 1.6, in which first two forceps are placed on the vessel of
interest, and then are slid apart so that the space between them is (nearly) blood-free. After
this, one side is released and the direction of blood flow is known based upon whether or not
blood flows in to fill this empty part of the vessel [118].
Limitations
The primary limitation of this technique is that it applies extra mechanical force on the likely
already-weakened vessel walls, which could increase the risk of an intraoperative rupture.
1.4.2 Angiography
Although primarily used for AVM diagnosis and ensuring the complete obliteration of the AVM
nidus post-operatively, angiography can also be used for intraoperative guidance, in both adults
[5] and children [28].
To obtain a cerebral angiogram, a catheter is inserted into a large artery, such as the femoral
artery, and guided to the carotid artery in the patient’s neck. A contrast agent is delivered via
this catheter, and a series of x-ray images are acquired which show the contrast agent flowing
through the cerebral vasculature. An image taken prior to the introduction of the contrast agent
can also be subtracted from the subsequent images so that the contrast-filled vessels can more
easily be seen, which is known as digital subtraction angiography (DSA) and can be seen in
Figure 1.7.
Although the most common use of intraoperative angiography in AVM resection is to assess
the extent to which the AVM has been successfully removed [108] (Figure 1.7b), it can also be
used to determine which vessels are feeding the nidus [28].
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Figure 1.6: A cartoon depicting the milking method for checking the direction of blood flow. First, the
vessel is clamped, and the clamps are slid apart from each other, to create a section of empty blood
vessel. Then, one clamp is released and it can be observed if blood can rush to fill the empty part of the
vessel [118]. Image used with the permission of Elsevier.
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Figure 1.7: A pair of typical digital subtraction angiography (DSA) images; (a) An angiogram showing
a patient’s AVM (black dashed circle); (b) An intraoperative angiogram from the same patient showing
effective removal of the AVM (black dashed circle). Image adapted from [28], and used with permission
from Journal of Neurosurgery: Pediatrics.
Limitations
The use of intraoperative angiography requires costly equipment to administer the contrast
agent and acquire the x-ray images. The administration of the contrast agent also complicates
the surgical workflow by requiring the introduction of a catheter, and can cause complications
in patients with renal insufficiency [35].
Additionally, intraoperative angiograms are two-dimensional (2D) images, so it can be dif-
ficult to fully appreciate the three-dimensional (3D) location and structure of the AVM without
acquiring multiple images. This, however, leads to its own issues by increasing the radiation
dose experienced by the patient and clinicians.
1.4.3 Doppler Ultrasound
Doppler ultrasound (US) is also used to determine the direction of blood flow within vessels.
This is achieved using either spectral Doppler US [78] or Doppler US imaging combined with
augmented reality (AR) [43].
Spectral Doppler US provides a graphical view of how flow velocity changes over time [93],
allowing the clinician to determine whether the blood is flowing towards or away from the US
probe, as demonstrated in Figure 1.8. The use of spectral Doppler has also been combined with
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Figure 1.8: An example showing how directional information can be gleaned from spectral Doppler
ultrasound. Comparing the two graphs, the values plotted turn from positive to negative as the fluid flow
changes from moving towards the probe to away from it.
a neuronavigation platform [1]. Some Doppler US systems will provide auditory feedback to
demonstrate blood flow instead of showing a visual representation.
Recently, efforts have been made to develop a system using Doppler US imaging to deter-
mine the direction of blood flow intraoperatively [43], whereby 3D blood flow direction was
estimated from freehand 2D Doppler US. In this technique, a 3D vessel model is reconstructed
from a series of 2D images from the US probe. Then, using the 3D model and the acquired
Doppler signal, the 3D blood flow direction is estimated. Although the Doppler signal can only
be acquired along the axial direction of the image, the estimated 3D direction is acquired by
projecting this information along the centreline of the vessel model, as shown in Figure 1.9.
This method has been validated prospectively on ten patients, successfully determining
blood flow direction 98% of the time [43].
Limitations
Both Doppler US-based methods provide robust directional information, but require direct
contact between the US probe and the anatomy being imaged (the brain in this case). This extra
force could damage the vessel walls, thus increasing the risk of rupture similar to the vessel
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Figure 1.9: A method for automatically detecting and displaying the direction of blood flow within
vessels using Doppler US to guide AVM surgery. (a) A depiction of the method, where the measured
velocity, ~p, is not parallel to the real direction the blood is travelling. This vector is along the axial
direction of the US image, while blood travels parallel to the centreline of the vessel. This difference is
corrected for in this method. (b) The results are displayed by showing arrows indicating the direction
of blood flow along the length of the vessel(s) of interest. Image adapted from [43] and used with
permission from Springer Nature.
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clamping method mentioned above. Secondly, using this method requires extra equipment that
may otherwise be unnecessary for the procedure, which increases cost and takes up extra space
in the OR.
In addition, because Doppler US can only measure velocities in the axial direction of the
probe, no measurement can be obtained if the axial direction of the probe is perpendicular to
the centreline of the vessel.
1.4.4 Fluorescence Videoangiography
Perhaps the imaging-based technique that has seen the most widespread clinical adoption in-
volves injecting a fluorescent dye as a contrast agent into the patient’s blood stream in a pro-
cedure known as fluorescence videoangiography. One of two dyes, indocyanine green (ICG)
and fluorescein, can provide a visual signal to determine blood-flow direction. These dyes are
observable through specific models of routinely-used surgical microscopes, such as those men-
tioned in Section 1.3.3, and gives clear visualization of blood flow [20, 87]. An example of the
view from one of these systems is seen in Figure 1.10.
In general, fluorescence is the process whereby a substance absorbs electromagnetic (EM)
radiation and re-emits EM radiation at a lower energy, which corresponds to a longer wave-
length. This typically involves wavelengths within or near the visible light spectrum (wave-
lengths of approximately 400-700 nm). In medical applications, ICG is usually excited with
laser light at a wavelength of 780 nm, with the fluorescence being detected at 800 nm [94]. For
fluorescein, the peak absorption occurs at 494 nm, and the peak emission wavelength at 519
nm [84].
First, the contrast agent is injected intravenously, and after it returns to the heart, is is
pumped through the rest of the body. As only the blood with the contrast dye is visible to
the microscope, the clinician is able to see when this wave front of blood traverses through
the vasculature which is exposed in the surgical scene. Thus, areas that are illuminated first
are more likely to be feeders, and those that illuminate later are more likely to be drainers,
reflecting the fact that blood arrives at feeders before drainers. It has also been demonstrated
that fluorescence videoangiography can be used to determine the direction of blood flow within
a given vessel [76].
Limitations
Despite its ability to visualize feeders and drainers, fluorescence videoangiography does have
some limitations. After injection of the dye, the vessels of interest are visible for approxi-
mately 10-15 seconds, and the dye cannot be usefully reintroduced until the current dose has
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Figure 1.10: This is an example of the view during fluorescence videoangiography. The bright regions
are blood vessels with contrast dye flowing through them.
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been cleared from the patient’s blood stream, which can take up to 30 minutes. If the dye
were reintroduced before the previous dose was eliminated, the leading edge of the second
bolus would be indistinguishable from the trailing edge of the first, preventing any accurate
assessment of blood flow direction.
A further limitation is that this method requires injection of the contrast agent, which adds
extra steps to the clinical workflow, and these contrast agents have experienced shortages in
Canada [13, 14]. Also, although it is uncommon, some patients experience adverse reactions
to ICG and fluorescein. The total rates of adverse reactions to these dyes are 0.4% [41] and
1.1% [52], respectively, while their respective rates of severe adverse reactions are 0.05% and
0%.
1.4.5 Augmented Reality
Another proposed guidance method is to use information from medical images taken prior
to the surgery using magnetic resonance imaging (MRI) or computed tomography (CT), and
display information from these images in the surgical scene using AR. Displaying these virtual
objects in AR have been achieved using a surgical microscope [48] as well as with a tablet
device [64]. The goal of these techniques is to reduce the cognitive load on the clinician from
mapping the information displayed in pre-operative images (such as which vessels are defined
as feeders and drainers) onto the patient, which becomes even more difficult when the surgical
microscope is frequently re-positioned throughout a procedure [26]. Augmented reality also
provides clinicians with the ability to perceive anatomy below the visible surface [48], such as
in Figure 1.11.
Limitations
The use of pre-operative images and AR requires a great deal of time and equipment, as well as
a dramatically altered workflow. Ensuring the AR models are accurately placed in the surgical
view requires object tracking, which may require additional equipment in the operating room
(such as the setup seen in Figure 1.12), along with camera calibration (which can be a time
consuming process).
The use of pre-operative images also means that only information that was available when
the pre-operative imaging was performed can be displayed during the operation. Therefore, this
method fails to account for any disease progression since the imaging session, which could have
shifted the anatomy of interest. However, it is possible to use existing brain shift correction
methods such as biomechanical models and non-rigid registration to intraoperative US images
to correct for this to some degree [114].
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Figure 1.11: An example of AR display of pre-operative image data being used in neurovascular surgery.
(a) The volume-rendered vessels shown from the point-of-view of the surgical microscope camera. (b)
These vessels overlaid onto the view from the surgical microscope. This can most clearly be seen as
green and blue at the centre of the image. Image adapted from [48] and used with permission from
Springer Nature.
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Figure 1.12: The equipment required for the AR neurosurgical guidance application [24]. Image used
with permission from Springer Nature.
Based on their clinical experience at the Geneva University Medical Centre in Switzerland,
Cabrilo et al. [12] suggested that AVM surgery may not be a good application for these types
of methods. They assessed the usefulness of an AR display of pre-operative images on 5 AVM
resection cases, and found that AR does not appear to be as useful in this application as it is
in other forms of neurosurgery (such as tumour resection or aneurysm repair). One key reason
for this is because it does not assist in the identification of the feeding vessels. They concluded
that incorporating hemodynamic information into the AR guidance may improve its usefulness
for clinicians.
1.4.6 Surgical Guidance Summary
The primary goal of all guidance solutions for AVM resection surgery is to correctly identify
feeding and draining blood vessels intraoperatively. Most approaches do this by determining
the direction of blood flow within a vessel of interest. The most rudimentary of these ap-
proaches is vessel clamping, which does not require any imaging information. Doppler US
can also be used to directly acquire the direction and velocity of blood flow. Other approaches
primarily offer the clinician information on the identity of vessels as either feeders or drain-
ers, although they also offer some directional information. These include incorporating pre-
operative images into an AR system, as well as fluorescence videoangiography and traditional
angiography. Another potential approach may be laser Doppler imaging. However, since its
use seems to be restricted to the microvasculature [92], it is unlikely to find application for the
larger vessels encountered in neurovascular interventions.
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Overall, the main limitations that the current guidance systems face include: requiring
extra equipment (which can be quite expensive), further complications to the workflow, and/or
requiring contact with the already-weakened diseased vessels.
1.5 Video Enhancement
One potential source of information that can address these limitations is the video already
available from routinely-used surgical microscopes and exoscopes. Algorithms designed to
enhance subtle changes in videos can allow for the analysis of blood flowing within these
vessels, without the requirement of any extraneous contrast agent. Over the past 15 years, many
algorithms have been developed to enhance small changes in videos such as small motions or
dynamic colour changes that are too subtle to be detected by the unaided eye [59, 81, 109, 113].
Overall, changes such as motions and colour changes occur at a wide range of amplitudes, from
very large and obvious (e.g. a tree swaying in the wind caused by a hurricane), to those that
are present but imperceptible to the naked eye (e.g. changes in colour from blood perfusing a
person’s face). There is useful information in changes all along this continuum, but the subtle
changes tend to be discarded and undervalued because they can be very difficult to detect.
However, they can reveal information about our surroundings that the larger changes cannot,
and finding ways to magnify or enhance these changes would allow for a greater understanding
of the world around us.
There is a variety of potential applications for these algorithms across many different fields.
For example, it would be useful to be able to detect small swaying motions in a structure to
assess its integrity or magnify the motion of a baby’s chest so that a parent can assess their
breathing through a video-based baby monitor. Additionally, these algorithms have even been
able to lead to a so-called visual microphone. The imperceptibly small motions induced by
sound waves on an object (such as a leaf or an empty potato chip bag) are amplified, and then
analyzed to reconstruct the sound in a distant room [21].
1.5.1 Lagrangian Motion Magnification
The first means of enhancing such changes was a motion magnification algorithm, proposed by
Liu et al. [59], where feature points were explicitly tracked to estimate the motion field, and is
referred to as a Lagrangian approach to motion magnification. The algorithm proposed by Liu
et al. specifically relied on the user identifying which region of the video was to be magnified,
and typically left larger motions unaltered while magnifying the smaller motions. The user was
also able to input their desired motion magnification factor.
Chapter 1. Introduction 20
This algorithm begins with an affine registration, aligning all frames in the video to a ref-
erence frame in order to prevent amplifying inevitable small motions which are due to camera
shake or other phenomena, and the frames also undergo intensity normalization in case there
are any exposure variations. Then, feature points which have correlated trajectories are clus-
tered together so they are treated as one object when the motion is magnified. This includes
one cluster with no motion, which is labelled the background. These clusters of correlated
feature points are next used to segment the video frames, assigning each pixel to one of the
clusters and thus its own trajectory. The motions in the selected clusters are then amplified by
the inputted factor, and the resulting video is rendered.
1.5.2 Eulerian Video Magnification
Following this initial work, a new method was introduced in 2012 that relied on Fourier the-
ory and thus did not require an explicit estimation of the motion field. As distinct from the
Lagrangian approach that explicitly tracked feature points, Eulerian magnification techniques
rely on changes occurring at individual points within the image [113].
In broad terms, Eulerian video magnification (EVM) works using the following steps. First,
the the video frames are separated into a range of spatial frequency components that encode
their underlying information (such as colour changes or motions). Then, a user-specified target
frequency range is multiplied by the desired amplification factor. A factor greater than 1 results
in amplification of the changes, while a value less than one results in attenuation. Finally, the
video is reconstructed by recombining these frequency components.
One benefit of Fourier-based techniques, compared to the Lagrangian approach, is that
they can amplify subtle changes in any part of the video frame rather than requiring the user
to select a certain region to be enhanced. Additionally, the direct estimation of motion fields
used in Lagrangian motion magnification is computationally expensive, and can be difficult to
achieve in an artifact-free manner. This is particularly true at occlusion boundaries and when
complex motions are present [113]. Temporal processing can produce motion enhancement
using an analysis that relies on the first-order Taylor series expansion.
EVM can be explained using the simple case of a one-dimensional (1D) signal that is
undergoing translational motion, and can be generalized to motion in a 2D video. First, let
I(x, t) represent the image (or signal) intensity at a position represented by x, and a time denoted
by t. Due to the translational motion, the intensities can be represented with respect to a
displacement function, δ(t), such that
I(x, 0) = f (x) (1.1)
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and
I(x, t) = f (x + δ(t)) (1.2)
The goal of this video enhancement is to synthesize the signal
Î(x, t) = f (x + (1 + α)δ(t)) (1.3)
where Î(x, t) is the intensity of the enhanced image, and α is some amplification factor.
If it is assumed that the image can be approximated with a first-order Taylor series expan-
sion, the image at time t (Equation 1.2) can be written in a first-order Taylor expansion about
x:
I(x, t) ≈ f (x) + δ(t)
∂ f (x)
∂x
(1.4)
Let B(x, t) be the result of applying a broadband temporal bandpass filter to I(x, t) at every
position x, so everything except f (x) in Equation 1.4 is included. This assumes that the motion
signal (δ(t)) is within the passband of this filter. This produces:
B(x, t) = δ(t)
∂ f (x)
∂x
(1.5)
In this algorithm, the bandpass signal is multiplied by a user-specified factor, α, and added
back to I(x, t), which results in the signal
I(x, t) = I(x, t) + αB(x, t) (1.6)
where I(x, t) is the amplified image intensity. Combining this with Equations 1.4, 1.5 and 1.6
creates
I(x, t) ≈ f (x) + (1 + α)δ(t)
∂ f (x)
∂x
(1.7)
If it is assumed that first-order Taylor expansion holds for the amplified larger motion of
(1 + α)δ(t), the amplification to the temporally bandpassed signal can be related to motion
enhancement, and the processed output is
I(x, y) ≈ f (x + (1 + α)δ(t)) (1.8)
which was outlined as the goal in Equation 1.3.
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Figure 1.13: This demonstrates the power of EVM, when applied to a limited region of interest; (a)
Select frames from the input video into the algorithm, a stationary video of a surgical scene; (b) The
output of this algorithm, which has enhanced the subtle changes from blood perfusion
Select frames from one of the applications of EVM in this thesis is shown in Figure 1.13,
which shows the magnification of subtle colour changes due to blood flowing through vessels
(an effect which is usually invisible to the naked eye).
1.5.3 Phase-based Video Enhancement
After the introduction of EVM, another algorithm utilizing the phase information in the fre-
quency domain was developed by Wadhwa et al. [109]. This approach uses analysis of local
phase between frames at various scales and orientations using Gabor wavelets to enhance mo-
tions present in the video. Overall, it follows the same general steps as EVM, however, it has
been observed that EVM performs better when working with dynamic colour changes, while
the phase-based method performs better with subtle motions [115].
The phase-based algorithm also shares the benefits with EVM over the Lagrangian ap-
proach, particularly in that it can enhance changes in any part of the video frame and thus it
does not require a user to specify a region of interest (ROI).
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1.5.4 Learning-based Video Enhancement
These algorithms have continued to evolve, and a new version incorporates deep learning
through the use of a convolutional neural network (CNN) [81]. In this algorithm, a synthetic
dataset was used to train a CNN using a two-frame input. Based on [109], this model has three
main parts: spatial decomposition filters, a representation manipulator, and reconstruction fil-
ters, generally following the same general steps outlined for EVM and the phase-based method
mentioned above. This algorithm achieved better noise performance and fewer edge artifacts
than previous versions. Although this was not yet available when the work presented in this
thesis was developed, it promises to be a very useful tool for future advancements in this area.
1.5.5 Motion Attenuation
The typical application of these techniques is to amplify small changes in videos, so that they
can be visualized and therefore readily used for analysis. However, these methods can also be
used to attenuate changes one would like to ignore in their analysis. For example, in this thesis,
some motion that would only serve to complicate the blood flow analysis (such as causing sig-
nal changes in a given location not due to blood flow or moving a vessel outside of a segmented
ROI) is deliberately attenuated.
1.5.6 Video Enhancement in Medicine
Optical imaging has proven an effective means to guide surgical interventions since their begin-
ning. While the earliest surgeries would have involved natural sight for guidance, as minimally
invasive procedures became possible it was no longer feasible to ensure a natural line of sight
between the clinician and their therapeutic target. Thus, the endoscope was introduced to pro-
vide clinicians with a way to view these occluded targets. The endoscope went through various
iterations, each one improving upon the last. One key improvement came in 1954 when H.H.
Hopkins, a London physicist, introduced his prototype endoscope [8]. However, endoscopes
did not use recorded video until 1960 when the first miniature endoscopic camera was de-
veloped. Unfortunately, this was monochrome and so it did not gain widespread acceptance
[9]. However, the introduction of charged-coupled device (CCD) image sensors helped make a
colour endoscopic camera possible and viable, with the first routine use reported in 1991 [17].
In these endoscopic surgeries, as in all surgeries, it is important to effectively deliver the
intended therapy to the target while sparing any other critical regions of anatomy. Commonly,
it is important in these procedures to spare blood vessels to avoid hemorrhaging and excessive
blood loss. When these vessels are at or near the surface of the tissue, they may be visible or
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their location may appear to pulsate. However, it is not always possible to see this pulsation
due to poor lighting conditions or limited viewing angles. McLeod et al. [69, 70] applied
the video enhancement algorithms mentioned here to solve this issue, applying them to both
stereoscopic and monoscopic endoscopes. These developments enhance videos in real-time
to reveal underlying vessels which might not otherwise be visible, and were tested on video
from multiple surgical applications, including endoscopic third ventriculostomy and robotic
prostatectomy.
Amir-Khalili et al. [4] also used video enhancement techniques, using phase-based tech-
niques [109] to identify hidden blood vessels in partial nephrectomy. However, instead of
displaying the magnified video to the clinician, they used it to create a segmentation of any
hidden blood vessels in the scene based on detected pulsatility, demonstrating success in 13
out of 15 cases in their trial.
1.5.7 Video Enhancement in Neurosurgery
Methods have also been developed and applied directly to neurosurgery. In a preliminary study,
Xiao et al. [115] used EVM in a pipeline to predict cerebral hyperperfusion syndrome (CHS),
which is a potential complication after CEA. In this proof-of-concept study, it was shown
that in cases where patients developed CHS, the timing of colour changes at the site of the
baroreceptor was out of sync with those in surrounding carotid artery.
A generic method to evaluate brain perfusion during neurosurgery was also developed
based on the aforementioned algorithms [49]. After attenuating motion to stabilize the video,
dynamic colour changes in each pixel of the video were analyzed. After comparing to results
from fluorescence videoangiography, it was found that regions with large colour changes were
those with high amounts of perfusion, leading to this method to be proposed as a means to
intraoperatively map perfusion in different regions of the brain.
1.6 Objective
The objective of this thesis work was to find a novel method to guide the difficult task of
vessel characterization in AVM resection surgery, while addressing the limitations of current
approaches.
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1.7 Thesis Outline
In this manuscript-based thesis, algorithms are developed and tested to determine feeding
and draining vessels in neurovascualar surgery, specifically AVM resection, using video from
routinely-used surgical microscopes.
The chapters are as follows:
• Chapter 2 uses the amplitude of pulsations occurring within vessels to provide a relative
probability of a given vessel being a feeder or drainer.
• Chapter 3 uses phase information in the temporal frequency domain to determine the
direction that blood is travelling within a given blood vessel. This directional information
allows a clinician to determine whether a vessel is a feeder or drainer.
• Chapter 4 provides a discussion of the work presented in Chapters 2 and 3, and provides
insights for the future directions of this research.
Each chapter is prefaced with an additional introduction illustrating the theory and recent work
relevant to the topic at hand.
Chapter 2
Augmented reality guidance in
cerebrovascular surgery using
microscopic video enhancement
This chapter is largely based on:
• Vassallo, R., Kasuya, H., Lo, B.W.Y., Peters, T., & Xiao, Y. (2018). Augmented reality
guidance in cerebrovascular surgery using microscopic video enhancement. Healthcare
technology letters, 5(5), 158-161, which was also presented at the AE-CAI workshop at
MICCAI 2018 in Granada, Spain.
2.1 Introduction
As reviewed previously, cerebrovascular surgery involves the treatment of vascular diseases
and abnormalities in the brain and spinal cord, procedures that result in a complication rate
of 30.9% and a 30-day mortality rate of 5.4% [73]. The main type of cerebrovascular surgery
where the identity of vessels either feeding or draining the diseased region is of interest (and
difficult to discern) is AVM resection. However, cerebrovascular surgery also include treatment
for other types of vascular abnormalities, including aneurysms.
One key step in AVM surgery is to clip the feeding arteries to arrest blood flow. It is very
important to know which vessels connected to the AVM are feeders and which are drainers
so that the AVM may be destroyed and removed effectively [40]. Clipping the vessels in the
wrong order can result in severe complications such as hemorrhage. However, it is almost
impossible to differentiate between feeding and draining vessels based on visual inspection
of the surgical scene alone [98]. Several techniques have been proposed to solve this issue
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and ensure the safety and quality of the intervention. These methods include: fluorescence
videoangiography, Doppler US imaging, and combining pre-operative static images with an
intraoperative AR display. However, as outlined in the previous chapter, each of these methods
has inherent limitations.
In this chapter, a novel method is proposed which achieves the primary goal of previously-
mentioned methods while mitigating their limitations. Intraoperative hemodynamic informa-
tion is obtained by magnifying subtle biological signals that are almost invisible to the naked
eye from videos of only a few seconds which are acquired using routinely-used surgical mi-
croscopes. Video enhancement methods have previously been used to recover rhythmic bi-
ological signals, including in endoscopic surgery [59, 70, 115]. Finally, this information is
processed with metrics related to power spectrum analysis, and the results are fused as intu-
itive colourmaps with the microscopic view as an AR scene, without the need for 3D object
tracking or camera calibration. This technique leverages the fact that arteries exhibit stronger
and more well-defined pulsatility than veins [74]. It stands to reason that this effect will ex-
ist, albeit much less drastically, between feeding and draining vessels as well. To demonstrate
this technique, video footage was acquired from two neurovascular surgical cases (one AVM
resection and one aneurysm repair) and the analysis and AR view construction was conducted
retrospectively. Preliminary results showed that the proposed technique can help characterize
the feeding and draining blood vessels for both cases with intuitive visualization.
2.2 Methods
2.2.1 Overview
Short video sequences of the vascular network in the operating field were enhanced to uncover
subtle colour changes due to blood flow within vessels. These colour-change signals were then
transformed into the temporal frequency domain to allow for easier analysis of their pulsatile
(and thus periodic) nature. This analysis leads to the differentiation of feeding and draining
vessels. These results were visualized as a colourmap overlaid onto an image of the surgical
scene, creating an AR view.
2.2.2 Data Acquisition
Upon informed consent, short video sequences from a surgical microscope used during two
cerebrovascular surgeries, one AVM resection and one aneurysm repair, were acquired retro-
spectively. For each case, a short video segment of the exposed surgical site was acquired such
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that it did not include any camera motion or moving surgical tools in the scene. More specifi-
cally, we curated 10 and 5 seconds of video from the AVM and aneurysm cases, respectively,
each with a frame rate of 30 frames per second (fps). The surgeon performing the procedures
confirmed which vessels were bringing blood towards and away from the abnormal region in
each video by annotating a representative video frame. The analysis was performed on a stan-
dard anonymized video file (e.g. MP4), obtained using a ZEISS Pentero operating microscope
(Carl Zeiss AG, Oberkochen, Germany) from external clinical collaborators.
2.2.3 Video Enhancement
To reveal blood flow patterns that are usually invisible to the unaided eye, we combined two
video enhancement methods [109, 113], each of which enhances the temporal information in a
video using three steps, as outlined in Sections 1.5.2 and 1.5.3.
Since EVM simultaneously magnifies both the image intensity changes and motions in
the video, to more reliably analyze the colour change signal with consistent pixel location
correspondence, the video sequences were first processed using the phase-based method [109],
outlined in Section 1.5.3, to attenuate any motion which may be due to slight camera movement
or physiological process such as breathing. The motions were attenuated by applying a median
filter to the phases. Then, the image intensity of the video was magnified by a factor of 100
for the selected frequency range with the Eulerian method [113]. Specifically, this was done
using Gaussian blur and down sampling for spatial filtering, and an ideal bandpass temporal
filter that had a lower cutoff frequency of 0.8 Hz, a higher cutoff frequency of 3 Hz, and a
rectangular shape with a gain of 1, so that only changes in the specified frequency range were
amplified. Using this algorithm, the kernel size for the spatial filtering must be manually tuned
for each case in theory, but a value of 6 pixels was appropriate for all videos evaluated in this
study. If the kernel size is too small, an artefact appears where there are phase differences
in the signal radially across a vessel, and if it is too large, the signal from tissue outside of
the vessel is included and so the periodicity is degraded. Video intensity signals from 0.8-
3 Hz were magnified to capture the full range of potential patient heart rates, as the heart
rate of a diseased patient may vary significantly from the normal range of approximately 60-
100 beats per minute (bpm) or 1-1.67 Hz. Therefore, in these cases the user-specified target
frequency range mentioned above was set to be 0.8-3 Hz. All of these steps were performed
using MATLAB 2018a (The Mathworks, Natick, USA).
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2.2.4 Signal Processing
The enhanced video visually reveals rhythmic colour changes which are due to blood pulsations
within the vessels. However, such visual cues are difficult to interpret for differentiating the
feeders and drainers, so further processing is required. To analyze the enhanced videos, the red-
green-blue (RGB) signals were converted to grayscale by retaining the luminance information
while discarding the hue and saturation. Specifically, this is achieved by using a weighted sum
(L(x, y)), of the red, green, and blue components:
L(x, y) = 0.2989 · R(x, y) + 0.5870 ·G(x, y) + 0.1140 · B(x, y) (2.1)
where L is the luminance, or calculated grayscale value, of the pixel with coordinates (x, y)
and R, G, and B are the red, green, and blue pixel intensities of a given pixel, respectively.
This conversion was performed in order to simplify the forthcoming analysis steps, and uses
MATLAB’s standard weighting factors for each colour channel. The grayscale frames from
the enhanced video were arranged in an X x Y x Z matrix, where X and Y are the dimensions
of each frame, and Z is the number of frames in the video.
It is known that arteries exhibit stronger and more well-defined pulsations than their ve-
nous counterparts [74], especially at the frequency corresponding to the individual’s heart rate.
Therefore, we transformed the enhanced periodic image intensity changes into the frequency
domain using the Fourier transform, and conducted power spectral analysis to better character-
ize the blood vessel pulsations.
To better grasp the pulsation behaviour of arteries and veins, the power spectrum was taken
from averaged signals within a manually-defined ROI inside a blood vessel involved in the
surgery. This process was repeated for several vessels. The mean value of these signals was
subtracted to remove effects caused by differences in lighting conditions. Then, to help better
interpret the power spectra at each location within the blood vessels, the metrics of spectral
power and spectral entropy were employed. More specifically, spectral power (SP) measures
the total power of all frequency components in the power spectrum of a signal, P(ωi), and is
defined as:
S P =
n∑
i=1
P(ωi) (2.2)
where ωi is a given frequency component in the power spectrum, P. This metric is used to
quantify the overall pulsation strength.
Spectral entropy (SE) borrows the definition of entropy from information theory and is
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defined as:
S E = −
n∑
i=1
P(ωi)log2(P(ωi)) (2.3)
SE is used to characterize the complexity of the frequency components in a signal. This ap-
proach has previously been used to characterize other biological signals, namely electroen-
cephalogram (EEG) signals for epileptic seizure prediction [11]. To construct the AR view,
the metrics SP and SE were computed in a pixel-by-pixel manner, but only within manually
segmented masks of the blood vessels of interest to save computational time. The 1D signal
used for analysis is the intensity at a given pixel (or average of a given region) at each frame.
2.2.5 AR View Construction
To offer a more intuitive visualization during surgery, the colourmaps resulting from power
spectral analysis were fused with the original microscope scene. These colourmaps were nor-
malized such that they covered the entire range of the metrics for each case, so that the entire
dynamic range could be utilized. Since the identity of vessels as feeders or drainers is not
expected to change throughout the procedure, these colourmaps are overlaid onto a static rep-
resentative frame from the video, eliminating the requirements for object tracking and camera
calibration. To reduce cognitive burden, the relevant information was only augmented in the
blood vessels of interest within a binary mask, M, which was manually segmented from the
video frame. To naturally blend the resulting colourmaps with the texture and shadings of the
surgical scene, the final AR view, IAR, was created using:
IAR = βM · Imap · Ivideo + (1 − M) · Ivideo (2.4)
where Imap is the calculated colourmap, Ivideo is the video frame before enhancement, and β
is a scaling factor, determined by the user, to change the brightness of the data fusion region.
This procedure was performed in MATLAB by treating the two images (surgical scene and
colourmap) as matrices and using element-wise multiplication. The appropriate value of β for
each AR view was chosen empirically. Generally, if β is too large for a given scene then the
colourmap will be very visible, but the texture of the underlying anatomy will be lost, however,
if it is too small it can be difficult to discern the colourmap in the scene. In the future, the value
of β could be easily adjusted in real-time by the clinician using a simple user interface, and the
AR view would be adjusted accordingly.
Computation was performed on a desktop computer with an Intel Core i7-3820 central
processing unit (CPU) (Intel Corporation, Santa Clara, USA), and an NVIDIA GeForce GTX
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Figure 2.1: Averaged signal in the region of interest shown on the left image is plotted as a function of
time before and after enhancement.
980 4.0 graphics processing unit (GPU) (Nvidia Corporation, Santa Clara, USA).
2.2.6 Validation
This preliminary validation was performed in several steps. First, a review of the overall tem-
poral signal changes was performed to check that video enhancement did indeed amplify the
dynamic colour changes. Then, the averaged signals from ROIs within feeding and drain-
ing vessels were qualitatively assessed in the temporal frequency domain to assess if visible
differential pulsatility is present. Finally, pixel-wise colourmaps which indirectly display the
probability of a given pixel belonging to either a feeder or drainer were constructed using SP
and SE and fused with the surgical scene to create an AR view.
2.3 Results
To demonstrate the impact of the enhanced video, temporal signal changes within a section
of the blood vessel are shown in Figure 2.1 for the AVM case. Note that following video
enhancement, the averaged signal change within the ROI is much more apparent.
To investigate the blood pulsation characteristics of feeders and drainers, power spectra
of the averaged signals within different blood vessel segments were plotted in Figures 2.2
and 2.3 for the AVM and aneurysm cases, respectively. In both figures, the surgical targets
(AVM nidus and aneurysm) are identified; the ROIs of the feeding vessels are colour-coded in
white, and the draining vessels in yellow. From the plotted frequency spectra of these regions
(Figures 2.2d and 2.3c), it can then be observed that the feeding arteries have a higher power
Chapter 2. Augmented reality guidance in cerebrovascular surgery using microscopic video enhancement 32
Figure 2.2: Averaged signal behaviours of different vascular branches using the power spectrum for the
AVM case. (a) A video frame of the surgical scene with the AVM nidus site identified; (b) ROIs used
for analysis (white = feeder, yellow = drainer); (c) 3D rendered rotational angiography showing AVM
and corresponding ROIs; (d) Power spectrum of the mean signal inside each ROI
spectral density peak, signalling a stronger pulsation than the draining veins. In addition, in the
drainers’ signals, there is a more even distribution of frequency components’ magnitudes than
the feeders. Despite the differences in the power spectra curves across the ROIs, their principal
pulsation rates remain nearly the same (1.00 Hz or 60 bpm for the AVM case and 1.41 Hz or
84.7 bpm for the aneurysm case).
To allow for more detailed analysis and to facilitate the surgical decision-making process,
the corresponding colourmaps were generated for spectral power and entropy on a pixel-by-
pixel basis for the regions containing blood vessels of interest. The results are depicted in
Figures 2.4b and c and 2.5b and c, for the AVM and aneurysm cases, respectively. In addition,
the constructed AR views are also shown in Figures 2.4d and e and 2.5d and e for the two cases.
Again, it is observed that generally speaking, the feeding arteries contain higher spectral power
and lower spectral entropy than the draining veins. In other words, the arteries have stronger
pulsations than the draining blood vessels.
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Figure 2.3: Averaged signal behaviours of different vascular branches using the power spectrum for the
aneurysm case. (a) A video frame of the surgical scene with the aneurysm location identified; (b) ROIs
used for analysis (white = feeder; yellow = drainer); (c) Power spectrum of the mean signal inside each
ROI
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Figure 2.4: Pixel-wise power spectral analysis results and AR view construction for the AVM case. (a)
A video frame of the surgical scene; (b) Colour-coded spectral entropy map within the blood vessels; (c)
Colour-coded signal power map within the blood vessels; (d) AR view blending the video frame and the
colour-coded spectral entropy map; (e) AR view blending the video frame and the colour-coded spectral
power map
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Figure 2.5: Pixel-wise power spectral analysis results and AR view construction for the aneurysm case.
(a) A video frame of the surgical scene; (b) Colour-coded spectral entropy map within the blood vessels;
(c) Colour-coded signal power map within the blood vessels; (d) AR view blending the video frame and
the colour-coded spectral entropy map; (e) AR view blending the video frame and the colour-coded
spectral power map
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2.4 Discussion
The proposed AR technique addresses the shortcomings of the previously-mentioned AR-
based surgical guidance techniques [12, 48] by using intraoperative hemodynamic information
to provide additional information to distinguish between vessel types (feeder versus drainer).
In contrast to fluorescence videoangiography systems, this system has the capacity to provide
updated information continuously. Additionally, it does not require any contrast agent to be
injected. Compared with Doppler US, this method avoids direct contact with the tissue of
interest, effectively preventing the external force that may damage the weakened vessel wall.
To demonstrate this approach, two real cerebrovascular cases were used, one AVM resec-
tion and one aneurysm repair. Although the main clinical motivation is AVM resection, the
hemodynamic properties still appear in the aneurysm case, which suggests that this method
can be extended to more AVM cases. We used power spectral analysis (i.e. spectral power and
entropy) to help characterize pulsation patterns of feeding and draining blood vessels. In gen-
eral, the arteries exhibit higher spectral power and lower entropy, implying stronger pulsation
patterns, further verifying the observations by Milnor [74]. However, in the aneurysm case, re-
gion ROI2 (Figure 2.3b) showed lower spectral power (seen in Figure 2.5c) but similar spectral
entropy to the feeding vessels (Figure 2.5b). This could be explained by the close proximity of
this vessel segment to the feeding artery (ROI4 in Figure 2.3b). Other metrics and techniques
should be investigated to better differentiate between these vessel types, such as power at the
heart rate frequency.
In this chapter, video data from surgical microscopes was used, which remained stationary
throughout each phase of the operation. As only 5-10 seconds of video footage is required, it
is feasible for the clinician to avoid inducing motion caused by touching the patient, and re-
processing can easily be performed when tissue shift occurs or the microscope is re-positioned.
Also, instead of the more commonly used simple alpha-blending technique to combine
the colourmaps with the surgical scene, we used the multiplication of two images. Based
on the preliminary experiences of the clinicians involved with this project, there was a more
natural fusion of the colourmaps with the textures of the tissues and did not weaken the colour
representation of the colourmaps which is crucial for clinical decisions, as compared to alpha-
blending. In addition, the user can adjust the brightness of the fused region (using β in Equation
2.4) to adapt to different lighting conditions on a case-by-case basis. Based on the feedback
from the clinicians involved, this approach provides sufficient and intuitive visualization to help
differentiate feeders and drainers. One potential direction for a more complete validation of this
technique would involve showing constructed AR views from this technique to clinicians, and
seeing if their determinations of feeding and draining vessels matched what was determined
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using the standard of care in successful cases, and would be performed with a much larger
dataset.
The ultimate goal of this approach would be to be able to directly identify vessel segments
as belonging to either a feeding or draining vessel. Although this preliminary validation shows
promise in this classification task, it is plausible that other cases encompassing vessels with
differing diameters or lighting conditions could make this difficult. For example, because this
method relies on the strength of the pulsatile signal, if a feeder and drainer are both present and
the drainer has a much larger diameter than the feeder, it could then have a stronger pulsatile
signal, but only due to its increased diameter. A possible effect of lighting conditions is that
if the pixels representing a region of vessels are saturated, the amplitude of their changes will
appear smaller than they actually are, because the upper end is cut off.
Current trends in the field of medical image computing and analysis point towards using
deep learning or other artificial intelligence techniques to solve this classification problem.
However, because AVM surgery is a rare procedure, it is difficult to obtain large amounts of
data, particularly if vessel segments are to be classified by an expert. This task would not
be feasible, particularly within the time constraints of a Master’s thesis. The two cases used
here were retrospective video acquired from external clinical collaborators, as in the given time
frame we were not able to acquire more controlled local cases.
With these limitations in mind, it appears more promising to integrate the temporal infor-
mation of these pulsatile signals to determine the direction of blood flow within vessels that are
in the vicinity of the AVM nidus. This information, along with the known clinical context, will
provide the clinician with information regarding whether a vessel is a feeder or a drainer, akin
to the information provided by a Doppler US system or vessel clamping. When speaking with
our collaborating clinicians, it also appears that they are more receptive to viewing directional
information to determine whether a vessel is a feeder or drainer than the classification which is
proposed in this chapter. Developing an approach which more closely aligns with the desires
of clinicians, and thus requires less change in the clinical workflow, could increase its chances
of future clinical adoption [3]. This provided the motion for the work presented in Chapter
3, which aims to determine the direction of blood flow within vessels, using only video from
a surgical microscope, and provides this information to the clinician with an intuitive display
strategy.
2.5 Conclusion
This chapter proposes a new contactless technique to help identify the draining and feeding
blood vessels during vascular neurosurgeries using video sequences of several seconds ob-
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tained from the surgical microscope. This method was demonstrated in AVM and aneurysm
cases as a retrospective case study. By magnifying dynamic events that are normally invisible,
and augmenting the analytical results with the microscope view, the technique hold promise
to provide guidance in neurovascular surgeries with minimal interruption of the surgical work-
flow. Although this preliminary validation was successful, it is easy to envisage situations
where this approach may not be valid in all clinical cases, and another potential approach is to
use the temporal information in these pulsatile blood flow signals to discern the direction that
blood is travelling within these vessels.
Chapter 3
Determining blood flow direction from
short neurovascular surgical microscope
videos
This chapter is largely based on:
• Vassallo, R., Rankin, A., Lownie, S.P., Fukuda, H., Kasuya, H., Lo, B.W.Y., Peters, T., &
Xiao, Y. (2019). Determining blood flow direction from short neurovascular surgical mi-
croscope videos. Healthcare technology letters, 6(6), 191-196, which was also presented
at the AE-CAI workshop at MICCAI 2019, in Shenzhen, China.
3.1 Introduction
This work aims to address the limitations to current guidance solutions available for AVM
resection outlined in Chapter 1, as well as the approach demonstrated in Chapter 2, by using
video enhancement methods [109, 113] that reveal subtle changes in videos which are usually
imperceptible to the naked eye. The temporal information within the signals enhanced by
these algorithms can be employed to detect the direction of blood flow within relevant vessels
using a novel signal processing pipeline. The main clinical application of this work is AVM
surgery, where there is the most ambiguity regarding the direction of blood flow. However, the
direction of blood flow can also be determined from other neurovascular interventions, and the
signals being processed remain similar in these different conditions. Therefore, in addition to
validating our method using a novel vascular phantom, it is also demonstrated retrospectively
with videos from AVM microsurgical resection, aneurysm repair, and CEA cases, addressing
one of the limitations in validating the work in Chapter 2, which aimed to classify vessels based
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on their differential pulsatility. With this approach, clinical videos from a wider variety of cases
can be used for validation. Also, it should not be adversely affected by differences in relative
diameter of vessels, as it is not comparing vessels to each other, and lighting conditions should
have a minimal impact.
3.2 Methods
3.2.1 Overview
In this chapter, video enhancement techniques are used to reveal subtle dynamic colour changes
in video sequences of blood vessels related to neurovascular anomalies. The phase information
embedded in these enhanced changes is then further analyzed to identify the direction of blood
flow. All video processing and analysis was performed using MATLAB 2018b (The Math-
works, Natick, USA). The method was validated using a physical phantom, which simulates
blood flow within a blood vessel segment, as well as with retrospective surgical videos.
3.2.2 Video Enhancement
This method relies on uncovering very subtle hemodynamic patterns which are present in the
video stream from the surgical microscope, but are undetectable to the naked eye. To achieve
this goal, we used EVM and phase-based video enhancement [109, 113] as pre-processing
steps in a similar manner to Chapter 2, as well as a frame stabilization algorithm [29].
First, the videos were stabilized using the frame stabilization algorithm described and im-
plemented in [29] to address any large camera, object, or patient motion present in the video
images. Then, the images underwent further motion attenuation using the phase-based video
enhancement approach to account for more non-linear and deformable physiological motions,
such as those induced by breathing. Just as in Section 2.2.3, a median phase filter was used to
attenuate the motion. Lastly, the colour changes from blood flow were amplified by a factor of
150 using Eulerian video magnification (EVM) [113]. The same frequency band of 0.8-3 Hz
was amplified as in Chapter 2 to accommodate patient heart rates that may fall outside of the
normal physiological range.
3.2.3 Signal Processing
To analyze the signals from the enhanced video, the green channel was used exclusively, as
it provides the highest sensitivity to hemodynamic information, due to the fact that oxyhe-
moglobin, a key component of blood, has an optical absorption peak in the green range of the
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visible EM spectrum [106]. Similar to Chapter 2, the video frames were arranged in a X x Y x
Z matrix, where X and Y are the frame dimensions, and Z is the number of frames in the video.
In order to automatically find the centreline of targeted vessels, the following workflow was
developed. First, vessels are manually segmented with a polygon tool (roipoly()) in MATLAB
from the initial video frame. Next, a four-stage algorithm converts the segmentation labelmap
to a polyline representing its centreline. This process is illustrated in Figure 3.1 and described
below.
The first stage uses MATLAB’s skeletonization function to automatically locate the struc-
tural skeleton of the segmented labelmap. The structural skeleton is converted to a polyline
object using a four-stage workflow, which is outlined below. Step 2 is repeated until one end
of the structural skeleton is reached, and in Step 3, the process is repeated, but starting from
the end of the skeleton reached at the end of Step 2 so the whole structure is traversed. The
four-step workflow is:
1. The first linear index corresponding to a non-zero element is found as the initial point,
and its coordinates are recorded, shown as the blue circle in Figure 3.1c. (This is achieved
using the find() command in MATLAB.)
2. The next pixel is found which satisfies three conditions:
• it is part of the skeleton
• its coordinates have not previously been recorded
• it is connected to the current pixel
If a pixel satisfying these three conditions is found, its coordinates are recorded and the
process is repeated. If no such pixel is found, the end of the skeleton has been reached,
shown as the red circle in Figure 3.1c.
3. The recorded coordinates are cleared and this is repeated in reverse order. This approach
guarantees a complete traversal of the skeleton, regardless of the starting location.
4. The list of points generated by the previous step is converted to a polyline and downsam-
pled using the MatGeom toolbox (https://github.com/mattools/matGeom).
The polyline is downsampled to decrease the computational expense of this approach, and
increase the signal-to-noise ratio (SNR) of the green channel signal, as averaging pixels to-
gether should make it more robust. The degree of downsampling needs to consider a combina-
tion of the magnification, spatial resolution, and frame rate of the video under investigation, and
is automatically determined based on the amount of reliable information available. In all cases
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Figure 3.1: Overview of the steps taken to convert a generic labelmap into a polyline object. The
steps progress clockwise, starting at the top-left. The Boolean images have been inverted for better
visualization. (a) Generic labelmap for a vessel segment; (b) Structural skeleton of the labelmap in (a);
(c) Same skeleton as in (b) but three specific points are outlined. In blue is the first point to be queried
in the process. In red is the final point found in the first round through the process, meaning it is one of
the ends of this structural skeleton. The algorithm will repeat in the opposite direction, to include the
entire skeleton, ending at the green point; (d) The polyline object is downsampled by a factor of 25 and
overlaid, in blue, on the original structural skeleton, in black
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evaluated here, the downsampling rate was empirically initialized at 25 (see the blue overlay
in Figure 3.1d), a figure deemed adequate for all clinical cases considered here, resulting in a
vertex spacing of approximately 2 mm. This downsampling amount was adjusted iteratively if
it was not deemed appropriate, as explained in more detail below. Next, each frame was aver-
aged separately such that each vertex receives the average green-channel value of all pixels to
which it is the nearest-neighbour vertex.
When looking at the enhanced colour fluctuations at a patch location of the blood vessels in
the video, blood pulsation produces oscillating waveforms, which propagate along the direction
of the blood flow. Pressure from the heart causes a pressure wave that propagates along the
direction of blood flow. The peak of this pressure wave will locally extend the diameter of
the blood vessel, which will change its visible appearance. As a demonstration, ideal signals
from two points along a vessel are shown in Figure 3.2. The phase difference in the temporal
frequency domain between the signals at these two points is related to the temporal offset of
the arrival of a wavefront at these two points by:
∆θ = −2π f ∆t (3.1)
where ∆θ is the difference in phase between two signals, f is the heart rate, and ∆t is the
temporal offset. These two waveforms are signals from two points along the length of the
blood vessel. By detecting this phase difference in signals of blood flow, we can determine the
average time differences between when a pulse of blood reaches two points along a vessel over
several cycles.
A temporal Fourier transform is then taken of the video’s average signals. The frequency
component with the highest power within the 0.8-3 Hz range is estimated to be the heart rate.
The phase for this frequency component at every second polyline vertex is calculated, resulting
in a value of θ such that
Z = |Z|eiθ (3.2)
where Z is the video signal at the vertex and θ is the phase in radians, in the range of [-π,π].
With the definition of angle phase in Equation 3.2, θ decreases when there is a positive time
delay (i.e. as blood traverses along the vessel). Therefore, between two adjacent vertices, the
direction of blood flow is deemed to go from the higher to lower phase value, or following the
direction of decreasing phase.
This step can be visualized as a colourmap of phase values in the segmented vessel region,
as seen in Figure 3.3.
To ensure robustness, some steps are required to reject detected phase shifts that are too
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Figure 3.2: Example to demonstrate temporal offset (∆t) of blood pulsation signals at two points along
a vessel. The points are marked on the vessel in the insert, and blood is flowing from Point A to Point B
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Figure 3.3: Representative images of the phase varying along the length of a vessel. The left images
are frames from the video used to create the phase map (on the right). An example from a clinical case
(left), and example video from the physical phantom (right)
small and likely due to signal noise, or too large and likely due to phase wrapping. Phase
wrapping, in this case, occurs when phase jumps from −π to π and will be explained more
thoroughly later. To ensure that the phase shift is sufficiently large to allow it to be detected, we
propose that the value between two points must be at least above the detectable signal resolution
by the microscope. More specifically, using the heart rate as the frequency in Equation 3.2, the
phase shift of one pulsation cycle is obtained with
∆θ = −2π fheart∆t (3.3)
where fheart is the patient’s heart rate, in Hz. Here, ∆t, and hence ∆θ, would also be propor-
tional to the velocity at which the blood is flowing. In this method, fheart is determined as the
component of the frequency spectrum of the video’s average signal with the highest magnitude.
It is assumed that blood flow due to heart activity is the only major source of signal oscillation,
after other motions have been attenuated. Using a camera with a fixed frame rate, denoted as
fvideo the minimum phase shift that can be reliably detected is
|∆θ| ≥
2π fheart
fvideo
(3.4)
where ∆θ is once again the difference in the phase of the principal frequency component be-
tween two points along the vessel’s length and fvideo is the video frame rate in Hz.
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Additionally, since values of phase are constrained to the range [−π,π], it is possible that
as θ decreases, it could seem to jump from −π to π and then continue to decrease in a process
known as phase wrapping. This will cause a phase difference of approximately 2π. To avoid
this situation, we require
|∆θ| ≤ π (3.5)
where ∆θ is once again the difference in phase between two points.
Thus, combining Equations 3.4 and 3.5 we obtain the condition required to accept a value
of ∆θ as a reliable measure
2π fheart
fvideo
≤ |∆θ| ≤ π (3.6)
If a calculated value of ∆θ does not fall within this range, it is discarded and ignored. Every
second polyline vertex along the vessel is compared for this purpose.
If there is insufficient reliable data (according to Equation 3.6), this process is repeated
from the downsampling step. This situation occurs when:
• more than one vessel segment has been considered, and
• less than 1/4 of these segments do not satisfy the condition in Equation 3.6
Then, the downsampling factor is increased by 25, and the process is repeated, until either there
is an acceptable amount of reliable information (satisfying condition 2), or only one segment
of vessel has been considered. If this is the case, then it is accepted that this vessel segment
cannot provide reliable information and no arrow is rendered.
The algorithm proposed here can be summarized with the following steps:
1. Perform pre-processing steps, including: video enhancement, manually segmenting the
vessel ROI(s), and extracting the green channel intensity signals
2. Find the polyline representation of the vessel centreline
3. Determine the principal frequency of the ROI and calculate the phase of this frequency
component at each polyline vertex
4. Compare the phase at every second polyline vertex. Flow is deemed to travel along the
direction of decreasing phase, provided the conditions in Equation 3.6 are satisfied
5. If there is insufficient reliable flow direction information, the polyline is recalculated
with a higher downsampling factor, and the process is repeated from Step 3 onward
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These computations were performed on a desktop computer with an Intel Core i7-3820
CPU (Intel Corporation, Santa Clara, USA), and an NVIDIA GeForce GTX 980 4.0 GPU
(Nvidia Corporation, Santa Clara, USA).
3.2.4 Automatic Video Annotation
To intuitively display the processed information, an automatically annotated display is re-
quired. However, a full AR image multiplication strategy similar to Section 2.2.5 is not nec-
essary. As the direction of blood flow in a given vessel is not expected to change throughout
the duration of a procedure (although the flow may stop), the information is overlaid onto a
representative frame from the surgical video, such as the one used for manual segmentation.
An arrow in a high-contrast colour is automatically overlaid onto the surgical video frame
using MATLAB. These arrows span vertices of the aforementioned polyline, where the phase
differences between vertices obey Equation 3.6. The high-contrast colour was manually se-
lected, and was either white or black, depending on the appearance of the vessel of interest.
Specifically, vectors are plotted on the figure depicting the initial frame of the surgical
scene, where the base of the vector is the vertex with the higher phase, and the magnitude is
the distance to the point with the lower phase.
3.2.5 Validation
The validation of this technique was performed using a physical phantom and retrospective
clinical video analysis.
Phantom Study
A physical vessel phantom was created for this study by indirect 3D printing, similar to the
method described in [105], and employing the same generic phantom mould described in
[105]. The exterior and interior (i.e. lumen) geometries of a simplified vessel, and their fix-
ture points to an external container, were designed using the computer-aided design (CAD)
software SpaceClaim (ANSYS Inc., Canonsburg, USA) and 3D printed using an Ultimaker 3
Extended printer (Ultimaker BV, Geldermalsen, The Netherlands) using polylactic acid (PLA)
material. For this preliminary validation, a simplistic phantom was created, which consisted of
a slightly curved tube, with an inner diameter of 6 mm and an outer diameter of 12 mm.
First, the exterior shape (a 12 mm thick tube with attachment points and projections which
would become an injection port and an air vent) was rigidly affixed to the walls of the container
(as seen in Figure 3.4a), which was filled with Ecoflex 00-30 silicone (Smooth-On, Macungie,
Chapter 3. Determining blood flow direction from short neurovascular surgical microscope videos 48
USA) halfway and allowed to cure (seen in Figure 3.4b). Then, a silicone cure inhibitor (Ease
Release 205 (Mann Release Technologies, Macungie, USA)) was applied and the rest of the
container was filled with silicone. Once the silicone had cured, the 3D printed parts were
removed to create a two-part negative mould.
Subsequently, additional cure inhibitor was applied to the mould, and the 3D printed inte-
rior geometry (a 6 mm thick tube with attachment points) was inserted inside, shown in Figure
3.4c, and injected with Ecoflex 00-30 silicone. The final product was a simplified vessel geom-
etry with a 3mm wall thickness, following previous work that demonstrated the feasibility of
creating hollow phantoms with a 3mm wall thickness reliably [53, 54]. If there were any holes
in the vessel wall due to air bubbles being trapped in the mould when the silicone was curing,
these were fixed by painting a thin layer of silicone onto the affected regions.
This phantom was attached to a 4.5 litres per minute water pump (Amarine Made, El
Monte, USA) using plastic tubing, which was controlled with an Arduino microcontroller
(www.arduino.cc) to mimic the cardiac cycle, using an adapted square wave with a primary
period of 1 second, with a 1:2 on-off cycle. This waveform approximately mimics the systolic
and diastolic time fractions of the cardiac cycle, respectively [112]. The water in this system
was dyed red with food colouring to add contrast. The setup of this phantom can be seen in
Figure 3.5a.
The video was recorded using a Synaptive Modus V surgical exoscope (Synaptive Medical,
Toronto, Canada) at 60 fps from directly overhead. The video stream from the Modus V was
captured by a desktop computer using a DeckLink 8K Pro capture card (Blackmagic Design,
Fremont, USA). The exoscope was positioned such that the entire vessel phantom fit within the
frame (Figure 3.5b).
Retrospective Video Analysis
Following validation using a physical phantom, videos of surgical cases were analysed retro-
spectively. Upon informed consent, short videos were retrospectively obtained from micro-
scopes used during neurovascular surgeries. These cases included one AVM resection, one
aneurysm repair, and two carotid endarterectomy (CEA) cases. CEA is the gold standard treat-
ment for carotid artery stenosis [82] to avoid the risk of a stroke. In this procedure, plaque
is removed directly from the carotid artery, through an incision in the patient’s neck, and an
opening in the carotid artery. In CEA, the direction of blood flow within the carotid artery is
always known, so would not be an appropriate clinical application of this approach. However,
it is still possible to detect the direction of blood flow within these vessels, so the videos are
used to validate the approach proposed in this chapter. In each instance, a short video seg-
ment (5-10 seconds) of the exposed surgical site, which was free from motion of the camera
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Figure 3.4: An overview of the steps taken to construct the vessel-mimicking phantom; (a) The exterior
shape, shown in black, is attached to the walls of the container, and two upwards projections can be
seen. These will leave cavities in the mould to be used as an injection point and air vent; (b) A view
of the container once the first half of the negative mould has been cast and the silicone has cured; (c)
The bottom half of the mould is depicted, with the 3.5 mm 3D printed interior component in its position
(seen in white). For visualization purposes, the top half of the mould was not included in this picture
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Figure 3.5: Views of the physical phantom validation experiment; (a) The physical vessel phantom,
water pump, Arduino controller and dyed water; (b) Capturing video using the Synaptive Modus V
surgical exoscope
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Figure 3.6: Results of this algorithm being applied to the video of our vessel phantom, which has
correctly identified the direction of blood flow.
or surgical tools, was taken for processing and analysis. In these cases, the operating surgeon
confirmed the direction of blood flow in the vessel to create our ground truth. In the AVM and
aneurysm cases, the ground truth was determined using the standard of care with the help of
pre-operative imaging data. Since the surgeries were successful, it can be concluded that the
ground truth was correct. In the CEA cases, the ground truth blood flow direction is known
from basic anatomy. These videos all have a frame rate of 30 fps, and were acquired from
external clinical collaborators.
3.3 Results
The results of this study have been split between the phantom validation and retrospective
video analysis.
3.3.1 Phantom Study
The correct blood flow direction was determined in the phantom video. The resulting annotated
view is shown in Figure 3.6. The signal processing and automatic annotation steps for this
video took 182.14 seconds.
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Figure 3.7: AR views of the four videos which were retrospectively evaluated in this study. (a) The
resulting AR view from an aneurysm case, correctly identifying the direction of blood flow; (b) The
resulting AR view from an AVM resection case. Both segments here correctly identify the direction of
blood flow; (c) The AR view from one CEA case. One vessel segment was investigated here, and the
blood flow direction was correctly identified; (d) The AR view from a second CEA case. Three segments
of this vessel were investigated, two resulting in correct estimations and the third (white circle) resulting
in no reliable information to estimate blood flow direction.
3.3.2 Retrospective Video Analysis
The annotated views of results from all four cases are displayed in Figure 3.7. The correct
flow direction is identified in 6 of 7 vessel segments investigated. One segment, denoted with a
white circle, did not provide any information that satisfied Equation 3.6, so no direction could
be estimated reliably here. For this CEA case, the relevant segment contained a plaque to be
removed. Thus, incorrect flow information was not provided in any of these preliminary results.
For context, the pre-operative angiography and other annotations of the aneurysm and AVM
cases are provided in Figure 3.8. The signal processing and annotation steps of these videos
took an average of 7.63 ± 0.53 seconds. The large difference in time requirements between the
phantom study and clinical videos is discussed in Section 3.4.
3.4 Discussion
This work demonstrates the proof-of-principle validation of a method to estimate the direction
of blood flow in vessels solely through videos acquired from routinely-used surgical micro-
scopes. While the sample size in this study was small, a high degree of accuracy has been
demonstrated, as all estimates based on reliable information are correct. Note that information
which does not appear to be reliable (based on Equation 3.6) can be discarded and not con-
sidered in the flow computations, such a case is demonstrated by the encircled area in Figure
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Figure 3.8: Annotated views of the surgical videos of the aneurysm and AVM cases, including pre-
operative angiography (inserts); (a) An annotated view of the ground truth of the aneurysm case. The
draining vessel is labelled with a yellow arrow. (b) An annotated view of the ground truth of the AVM
case. The feeding vessels are labelled with a white arrow, and the draining vessel with a yellow arrow.
The location of the AVM is circled in blue, but the AVM nidus is below the surface.
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3.7, a region which may be experiencing turbulence because it is immediately proximal to a
bifurcation [101].
This approach overcomes the limitations of previously proposed solutions to estimate blood
flow intraoperatively [43, 48], in that it does not require any direct contact with the patient’s
brain, nor the use of any contrast agents, while taking advantage of real-time hemodynamic
information that can be continuously updated as the procedure progresses.
To demonstrate this method, first a novel vessel phantom was created by an indirect 3D
printing process, powered by a pump that was controlled to mimic the cardiac cycle, and
recorded using a clinical-grade surgical microscope. Coloured water was used in this system
to add contrast for the pulsatile signal. The intent of this phantom was not to precisely mimic
the characteristics of any particular vessel in the human body, but instead to demonstrate that
a compliant structure with coloured fluid flowing through it allows for collection of the in-
formation required to determine the direction of fluid flow. This approach was also validated
retrospectively on a series of clinical videos. With the ability to easily change the design, we
expect the introduced vessel phantom construction to be useful for wider applications as well.
The phantom study took much longer to run than the clinical videos because the video had a
much larger frame size (1080x1920 pixels compared to 1080x720 pixels), and more frames
due to its higher frame rate (60 fps compared to 30 fps). The signal processing and annotation
steps for the phantom study took over 3 minutes, however taking more advantage of both CPU
and GPU parallel processing and and other speed optimization steps such as porting the algo-
rithm to a more speed-focused programming language such as C++ should reduce this time.
Additionally, the initial polyline downsampling factor could be tailored to a given microscope
based on characteristics such as frame rate and zoom level. Anecdotally, a significant amount
of this time was taken for MATLAB to read in the video frames, so this time could be saved by
operating directly on the video stream.
This method relies on the fact that the only dynamic components in the image are related
to blood flow, and that there are no moving surgical tools in the scene or major patient motion.
Fortunately, since only 5-10 seconds of video is required, this is a reasonable expectation in
surgical procedures. To correct for any small movements that may be still present in the video,
the video undergoes frame stabilization and motion attenuation before the signals are analyzed.
While specular highlights from suboptimal lighting conditions might compromise the com-
puted results at some points along the vessel length, only a handful of accurate measurements
along the vessel are required to get a pair of vectors pointing in the same direction, which would
give the clinician confidence that the estimated blood flow direction is correct. The upper and
lower bounds established in this chapter (Equation 3.6) help ensure that only trustworthy in-
formation (such as pixels not corrupted by specular highlights) are presented to the clinician.
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It is also highly unlikely that the whole length of a given vessel will be affected by specular
highlights, for any given pair of light source and microscope positions.
Integrating this approach with clinical systems capable of higher frame rates would likely
be advantageous, as this would allow for a finer resolution of phase differences, which is par-
ticularly useful in clinical cases where only a short segment of vessel is visible. Full integra-
tion into clinical workflow, through incorporation of the algorithm within the video processing
stream of a surgical microscope (or exoscope) would allow for contactless determination of
blood flow direction without any contrast agent, saving time and eliminating a potential source
of complications [41], which can help make these procedures safer and more effective.
3.5 Conclusion
This chapter proposes a new video-based technique to identify the direction of blood flow in
vessels, which has been validated using a physical phantom as well as a set of retrospective
surgical videos. By magnifying subtle colour changes and isolating those which belong to the
heart rate frequency, these changes can be tracked through time to identify the direction of
blood flow with good accuracy. Although promise has been shown in this proof-of-principle
demonstration, a more rigorous validation must be performed on this technique.
Chapter 4
Conclusions and Future Work
4.1 Conclusions
The purpose of this thesis was to develop a non-intrusive method to differentiate between feed-
ing and draining blood vessels for the guidance AVM resection surgery. This goal was achieved
using two types of information: the magnitude of the periodic signal from blood pulsation to
classify vessels as feeders or drainers, and temporal information to determine the direction
of blood flow within vessels. This work was as such divided into two chapters following the
objectives stated in Chapter 1. Overall conclusions from both chapters are discussed below.
In Chapter 2, the aim was to use video enhancement techniques to uncover pulsating sig-
nals from blood flow within vessels, and use their relative strengths to differentiate between
feeding and draining vessels in cerebrovascular procedures. The main clinical motivator for
this work is AVM resection surgery, as this is where the feeding/draining identity of vessels
is ambiguous. Using knowledge that arteries exhibit stronger pulsatile behaviour than veins,
power spectral analysis metrics were used to analyze the relative pulsation strengths of vessels
of interest. In both cases investigated in this proof-of-concept study, it appeared that feed-
ing vessels exhibited stronger pulsations with fewer frequency components than their draining
counterparts. An image multiplication method for overlaying a colourmap onto an image of
the surgical scene was also developed and demonstrated. Clinicians involved in this study pro-
vided good anecdotal feedback to this new image fusion technique. However, since current
guidance systems provide directional information to clinicians about vessels of interest rather
than a direct classification of feeder or drainer, the goal of Chapter 3 was to employ temporal
information from videos to determine the direction of blood flow.
In Chapter 3, the same video enhancement algorithms were used as in the previous chap-
ter to uncover subtle signal changes due to blood flow within vessels. However, temporal
differences in these signals at different points along the vessel’s length were leveraged to de-
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termine the direction of blood flow. This proof-of-concept study validated this method using
a vessel-mimicking phantom made from silicone as well as retrospectively on clinical cases.
The direction of blood flow was annotated onto the surgical scene by drawing an arrow in a
high-contrast colour automatically.
A primary limitation to the work presented in both Chapters 2 and 3 is that they are proof-
of-principle studies, and therefore a much more thorough validation is required. The videos
used in both chapters were acquired from external clinical collaborators, as given the time
constraints to complete this thesis and the rarity of AVM surgeries, it was not feasible to obtain
more well-controlled videos from local sources.
The work outlined in Chapter 3 addresses a variety of limitations in Chapter 2. The work
in Chapter 2 relies on measuring the relative strengths of pulsations of various blood vessels
visible in the surgical scene. If only one vessel were to be visible, this would not produce any
useful information. However, the direction of blood flow would provide useful information for
determining whether this hypothetical sole vessel segment belongs to a feeder or a drainer. This
ability to analyze each vessel independently also reduces the potential limitations of varying
vessel diameters or lighting conditions throughout the surgical scene.
The directional method in Chapter 3 also provides simpler information, a simple annotation
of blood flow direction rather than requiring a clinician to interpret a colourmap overlaid onto
the surgical scene. Consequentially, it will likely lead to less cognitive burden for the clinician
and therefore is more likely to be implemented in a clinical environment.
Validation of the direction-based approach is also made easier due to its lack of reliance
upon differential pulsatility, so a phantom can be created and retrospective videos from CEA
cases can be used in the proof-of-principle study. This could accelerate future efforts for a more
robust validation.
4.2 Future Work
As both of these studies are preliminary, much more rigorous validation must be performed to
fully evaluate the robustness of these techniques. This would include further phantom studies
under more variable conditions, as well as the inclusion of more clinical cases as they become
available. It would be preferable if these cases were from local sources, so their quality could
be better controlled to ensure the videos are optimal for the validation of these methods. Ani-
mal models should also be used in this process of further validation. It would be preferable if
these were animal models of AVM. However, the rat models used in the Drake-Hunterian Neu-
rovascular Laboratory here at Western University (alluded to in Section 1.3.3) were assessed,
and the blood flow was too rapid to be detected in a 60 fps video. These models employ the
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femoral artery and vein of the rat, where the wavefront of blood is only within the image for
less than the time required for one frame. Additionally, further studies into the ease of use and
perceived usefulness of these techniques from clinicians’ point of view would be an appropriate
next step to translating these methods into clinical practice, information that would particularly
be helpful for evaluating the visualization and annotation strategies proposed in both chapters.
In this thesis work, the vessels of interest were manually segmented to save computational
time, as we were only interested in the signal arising from within the vessel. Although a future
fully-automated solution is appealing, it is also plausible to conceive of a system where the
clinician is able to select the ROI with only a few clicks, and work is currently underway
with Léger et al. [64] to incorporate the work presented Chapter 3 into their tablet-based
neuronavigation platform. This will allow for quick manual segmentation on a touchscreen
tablet display, and will be presented at the CARS 2020 conference in Munich, Germany this
summer. In the future, deep learning could be leveraged to automatically segment vessels from
these surgical microscope video frames using a U-net [90] or a similar network architecture, a
strategy that will become more feasible as more clinical cases are collected. Also, because the
signal analyzed is averaged over the ROI, the inter-user variability should be assessed to ensure
that large changes are not induced by clinicians (or algorithms) performing subtly different
vessel segmentations.
Another progression of these methods would be the minimization of the required pre-
processing steps required to extract the necessary information from the videos. One way that
this could be made possible is by using a more powerful technique to extract the principal
frequency component than Fourier analysis. A potential tool for this is the dynamic linear
model (DLM) approach, which has been demonstrated to perform better than Fourier analysis
in determining a person’s heart rate based on video streams [71]. This more powerful tool
for periodicity analysis could potentially eliminate the requirement for the video enhancement
step, if it can accurately assess the subtle changes that are present at an imperceptible level, as
demonstrated by McLeod et al [71]. This would also eliminate a manually-tuned parameter in
the EVM algorithm, further automating the process. There have been advancements in motion
magnification and attenuation as well, such as using a deep learning approach [81], which is
significantly faster than the conventional MATLAB implementation employed here.
The algorithm presented in Chapter 3 yields the average time blood takes to travel between
two points on a vessel, provided the patient’s heart rate is accurately estimated. If the surgi-
cal microscope can be accurately calibrated, and thus the linear distance between these two
points is known in real-world units (i.e. millimeters), it should be possible to estimate blood
velocity through simple algebra. However, it would be difficult to validate these measurements
using retrospective videos as was reported here, since it is impossible to obtain accurate real-
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world distance measurements from these videos. Such validation could be achieved using a
combination of phantom studies and prospective videos.
Finally, the proof-of-concept work in this thesis was performed in MATLAB, which is
intended for rapid prototyping but is notoriously slow. The speed of these algorithms could be
decreased by using parallel computing, a more efficient programming language such as C++,
as well as porting the algorithm to a GPU.
Overall, with improvements and more rigorous validation of these techniques, they may
provide a benefit to the clinical management of AVMs, particularly in patients for whom current
methods, such as fluorescence videoangiography or Doppler ultrasound, are impractical or
impossible due to adverse reactions or fragile vessel walls.
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<RXKHUHE\LQGHPQLI\DQGDJUHHWRKROGKDUPOHVVSXEOLVKHUDQG&&&DQGWKHLUUHVSHFWLYHRIILFHUVGLUHFWRUV
HPSOR\HHVDQGDJHQWVIURPDQGDJDLQVWDQ\DQGDOOFODLPVDULVLQJRXWRI\RXUXVHRIWKHOLFHQVHGPDWHULDORWKHUWKDQDVVSHFLILFDOO\
DXWKRUL]HGSXUVXDQWWRWKLVOLFHQVH
1R7UDQVIHURI/LFHQVH7KLVOLFHQVHLVSHUVRQDOWR\RXDQGPD\QRWEHVXEOLFHQVHGDVVLJQHGRUWUDQVIHUUHGE\\RXWRDQ\RWKHU
SHUVRQZLWKRXWSXEOLVKHU
VZULWWHQSHUPLVVLRQ
1R$PHQGPHQW([FHSWLQ:ULWLQJ7KLVOLFHQVHPD\QRWEHDPHQGHGH[FHSWLQDZULWLQJVLJQHGE\ERWKSDUWLHVRULQWKHFDVHRI
SXEOLVKHUE\&&&RQSXEOLVKHU
VEHKDOI
2EMHFWLRQWR&RQWUDU\7HUPV3XEOLVKHUKHUHE\REMHFWVWRDQ\WHUPVFRQWDLQHGLQDQ\SXUFKDVHRUGHUDFNQRZOHGJPHQWFKHFN
HQGRUVHPHQWRURWKHUZULWLQJSUHSDUHGE\\RXZKLFKWHUPVDUHLQFRQVLVWHQWZLWKWKHVHWHUPVDQGFRQGLWLRQVRU&&&
V%LOOLQJDQG
3D\PHQWWHUPVDQGFRQGLWLRQV7KHVHWHUPVDQGFRQGLWLRQVWRJHWKHUZLWK&&&
V%LOOLQJDQG3D\PHQWWHUPVDQGFRQGLWLRQVZKLFK
DUHLQFRUSRUDWHGKHUHLQFRPSULVHWKHHQWLUHDJUHHPHQWEHWZHHQ\RXDQGSXEOLVKHUDQG&&&FRQFHUQLQJWKLVOLFHQVLQJWUDQVDFWLRQ
,QWKHHYHQWRIDQ\FRQIOLFWEHWZHHQ\RXUREOLJDWLRQVHVWDEOLVKHGE\WKHVHWHUPVDQGFRQGLWLRQVDQGWKRVHHVWDEOLVKHGE\&&&
V
%LOOLQJDQG3D\PHQWWHUPVDQGFRQGLWLRQVWKHVHWHUPVDQGFRQGLWLRQVVKDOOFRQWURO
5HYRFDWLRQ(OVHYLHURU&RS\ULJKW&OHDUDQFH&HQWHUPD\GHQ\WKHSHUPLVVLRQVGHVFULEHGLQWKLV/LFHQVHDWWKHLUVROHGLVFUHWLRQ
IRUDQ\UHDVRQRUQRUHDVRQZLWKDIXOOUHIXQGSD\DEOHWR\RX1RWLFHRIVXFKGHQLDOZLOOEHPDGHXVLQJWKHFRQWDFWLQIRUPDWLRQ
SURYLGHGE\\RX)DLOXUHWRUHFHLYHVXFKQRWLFHZLOOQRWDOWHURULQYDOLGDWHWKHGHQLDO,QQRHYHQWZLOO(OVHYLHURU&RS\ULJKW&OHDUDQFH
&HQWHUEHUHVSRQVLEOHRUOLDEOHIRUDQ\FRVWVH[SHQVHVRUGDPDJHLQFXUUHGE\\RXDVDUHVXOWRIDGHQLDORI\RXUSHUPLVVLRQUHTXHVW
RWKHUWKDQDUHIXQGRIWKHDPRXQWVSDLGE\\RXWR(OVHYLHUDQGRU&RS\ULJKW&OHDUDQFH&HQWHUIRUGHQLHGSHUPLVVLRQV
/,0,7('/,&(16(
7KHIROORZLQJWHUPVDQGFRQGLWLRQVDSSO\RQO\WRVSHFLILFOLFHQVHW\SHV
7UDQVODWLRQ7KLVSHUPLVVLRQLVJUDQWHGIRUQRQH[FOXVLYHZRUOG(QJOLVKULJKWVRQO\XQOHVV\RXUOLFHQVHZDVJUDQWHGIRU
WUDQVODWLRQULJKWV,I\RXOLFHQVHGWUDQVODWLRQULJKWV\RXPD\RQO\WUDQVODWHWKLVFRQWHQWLQWRWKHODQJXDJHV\RXUHTXHVWHG$
SURIHVVLRQDOWUDQVODWRUPXVWSHUIRUPDOOWUDQVODWLRQVDQGUHSURGXFHWKHFRQWHQWZRUGIRUZRUGSUHVHUYLQJWKHLQWHJULW\RIWKHDUWLFOH
3RVWLQJOLFHQVHGFRQWHQWRQDQ\:HEVLWH7KHIROORZLQJWHUPVDQGFRQGLWLRQVDSSO\DVIROORZV/LFHQVLQJPDWHULDOIURPDQ
(OVHYLHUMRXUQDO$OOFRQWHQWSRVWHGWRWKHZHEVLWHPXVWPDLQWDLQWKHFRS\ULJKWLQIRUPDWLRQOLQHRQWKHERWWRPRIHDFKLPDJH$K\SHU
WH[WPXVWEHLQFOXGHGWRWKH+RPHSDJHRIWKHMRXUQDOIURPZKLFK\RXDUHOLFHQVLQJDW
KWWSZZZVFLHQFHGLUHFWFRPVFLHQFHMRXUQDO[[[[[RUWKH(OVHYLHUKRPHSDJHIRUERRNVDWKWWSZZZHOVHYLHUFRP&HQWUDO6WRUDJH
7KLVOLFHQVHGRHVQRWLQFOXGHSHUPLVVLRQIRUDVFDQQHGYHUVLRQRIWKHPDWHULDOWREHVWRUHGLQDFHQWUDOUHSRVLWRU\VXFKDVWKDW
SURYLGHGE\+HURQ;DQ(GX
/LFHQVLQJPDWHULDOIURPDQ(OVHYLHUERRN$K\SHUWH[WOLQNPXVWEHLQFOXGHGWRWKH(OVHYLHUKRPHSDJHDWKWWSZZZHOVHYLHUFRP$OO
FRQWHQWSRVWHGWRWKHZHEVLWHPXVWPDLQWDLQWKHFRS\ULJKWLQIRUPDWLRQOLQHRQWKHERWWRPRIHDFKLPDJH
3RVWLQJOLFHQVHGFRQWHQWRQ(OHFWURQLFUHVHUYH,QDGGLWLRQWRWKHDERYHWKHIROORZLQJFODXVHVDUHDSSOLFDEOH7KHZHEVLWHPXVW
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EHSDVVZRUGSURWHFWHGDQGPDGHDYDLODEOHRQO\WRERQDILGHVWXGHQWVUHJLVWHUHGRQDUHOHYDQWFRXUVH7KLVSHUPLVVLRQLVJUDQWHGIRU
\HDURQO\<RXPD\REWDLQDQHZOLFHQVHIRUIXWXUHZHEVLWHSRVWLQJ
)RUMRXUQDODXWKRUVWKHIROORZLQJFODXVHVDUHDSSOLFDEOHLQDGGLWLRQWRWKHDERYH
3UHSULQWV
$SUHSULQWLVDQDXWKRU
VRZQZULWHXSRIUHVHDUFKUHVXOWVDQGDQDO\VLVLWKDVQRWEHHQSHHUUHYLHZHGQRUKDVLWKDGDQ\RWKHUYDOXH
DGGHGWRLWE\DSXEOLVKHUVXFKDVIRUPDWWLQJFRS\ULJKWWHFKQLFDOHQKDQFHPHQWHWF
$XWKRUVFDQVKDUHWKHLUSUHSULQWVDQ\ZKHUHDWDQ\WLPH3UHSULQWVVKRXOGQRWEHDGGHGWRRUHQKDQFHGLQDQ\ZD\LQRUGHUWRDSSHDU
PRUHOLNHRUWRVXEVWLWXWHIRUWKHILQDOYHUVLRQVRIDUWLFOHVKRZHYHUDXWKRUVFDQXSGDWHWKHLUSUHSULQWVRQDU;LYRU5H3(FZLWKWKHLU
$FFHSWHG$XWKRU0DQXVFULSWVHHEHORZ
,IDFFHSWHGIRUSXEOLFDWLRQZHHQFRXUDJHDXWKRUVWROLQNIURPWKHSUHSULQWWRWKHLUIRUPDOSXEOLFDWLRQYLDLWV'2,0LOOLRQVRI
UHVHDUFKHUVKDYHDFFHVVWRWKHIRUPDOSXEOLFDWLRQVRQ6FLHQFH'LUHFWDQGVROLQNVZLOOKHOSXVHUVWRILQGDFFHVVFLWHDQGXVHWKH
EHVWDYDLODEOHYHUVLRQ3OHDVHQRWHWKDW&HOO3UHVV7KH/DQFHWDQGVRPHVRFLHW\RZQHGKDYHGLIIHUHQWSUHSULQWSROLFLHV,QIRUPDWLRQ
RQWKHVHSROLFLHVLVDYDLODEOHRQWKHMRXUQDOKRPHSDJH
$FFHSWHG$XWKRU0DQXVFULSWV$QDFFHSWHGDXWKRUPDQXVFULSWLVWKHPDQXVFULSWRIDQDUWLFOHWKDWKDVEHHQDFFHSWHGIRU
SXEOLFDWLRQDQGZKLFKW\SLFDOO\LQFOXGHVDXWKRULQFRUSRUDWHGFKDQJHVVXJJHVWHGGXULQJVXEPLVVLRQSHHUUHYLHZDQGHGLWRUDXWKRU
FRPPXQLFDWLRQV
$XWKRUVFDQVKDUHWKHLUDFFHSWHGDXWKRUPDQXVFULSW
LPPHGLDWHO\
YLDWKHLUQRQFRPPHUFLDOSHUVRQKRPHSDJHRUEORJ
E\XSGDWLQJDSUHSULQWLQDU;LYRU5H3(FZLWKWKHDFFHSWHGPDQXVFULSW
YLDWKHLUUHVHDUFKLQVWLWXWHRULQVWLWXWLRQDOUHSRVLWRU\IRULQWHUQDOLQVWLWXWLRQDOXVHVRUDVSDUWRIDQLQYLWDWLRQRQO\
UHVHDUFKFROODERUDWLRQZRUNJURXS
GLUHFWO\E\SURYLGLQJFRSLHVWRWKHLUVWXGHQWVRUWRUHVHDUFKFROODERUDWRUVIRUWKHLUSHUVRQDOXVH
IRUSULYDWHVFKRODUO\VKDULQJDVSDUWRIDQLQYLWDWLRQRQO\ZRUNJURXSRQFRPPHUFLDOVLWHVZLWKZKLFK(OVHYLHUKDVDQ
DJUHHPHQW
$IWHUWKHHPEDUJRSHULRG
YLDQRQFRPPHUFLDOKRVWLQJSODWIRUPVVXFKDVWKHLULQVWLWXWLRQDOUHSRVLWRU\
YLDFRPPHUFLDOVLWHVZLWKZKLFK(OVHYLHUKDVDQDJUHHPHQW
,QDOOFDVHVDFFHSWHGPDQXVFULSWVVKRXOG
OLQNWRWKHIRUPDOSXEOLFDWLRQYLDLWV'2,
EHDUD&&%<1&1'OLFHQVHWKLVLVHDV\WRGR
LIDJJUHJDWHGZLWKRWKHUPDQXVFULSWVIRUH[DPSOHLQDUHSRVLWRU\RURWKHUVLWHEHVKDUHGLQDOLJQPHQWZLWKRXUKRVWLQJSROLF\
QRWEHDGGHGWRRUHQKDQFHGLQDQ\ZD\WRDSSHDUPRUHOLNHRUWRVXEVWLWXWHIRUWKHSXEOLVKHGMRXUQDODUWLFOH
3XEOLVKHGMRXUQDODUWLFOH-3$$SXEOLVKHGMRXUQDODUWLFOH3-$LVWKHGHILQLWLYHILQDOUHFRUGRISXEOLVKHGUHVHDUFKWKDWDSSHDUVRU
ZLOODSSHDULQWKHMRXUQDODQGHPERGLHVDOOYDOXHDGGLQJSXEOLVKLQJDFWLYLWLHVLQFOXGLQJSHHUUHYLHZFRRUGLQDWLRQFRS\HGLWLQJ
IRUPDWWLQJLIUHOHYDQWSDJLQDWLRQDQGRQOLQHHQULFKPHQW
3ROLFLHVIRUVKDULQJSXEOLVKLQJMRXUQDODUWLFOHVGLIIHUIRUVXEVFULSWLRQDQGJROGRSHQDFFHVVDUWLFOHV
6XEVFULSWLRQ$UWLFOHV,I\RXDUHDQDXWKRUSOHDVHVKDUHDOLQNWR\RXUDUWLFOHUDWKHUWKDQWKHIXOOWH[W0LOOLRQVRIUHVHDUFKHUVKDYH
DFFHVVWRWKHIRUPDOSXEOLFDWLRQVRQ6FLHQFH'LUHFWDQGVROLQNVZLOOKHOS\RXUXVHUVWRILQGDFFHVVFLWHDQGXVHWKHEHVWDYDLODEOH
YHUVLRQ
7KHVHVDQGGLVVHUWDWLRQVZKLFKFRQWDLQHPEHGGHG3-$VDVSDUWRIWKHIRUPDOVXEPLVVLRQFDQEHSRVWHGSXEOLFO\E\WKHDZDUGLQJ
LQVWLWXWLRQZLWK'2,OLQNVEDFNWRWKHIRUPDOSXEOLFDWLRQVRQ6FLHQFH'LUHFW
,I\RXDUHDIILOLDWHGZLWKDOLEUDU\WKDWVXEVFULEHVWR6FLHQFH'LUHFW\RXKDYHDGGLWLRQDOSULYDWHVKDULQJULJKWVIRURWKHUV
UHVHDUFK
DFFHVVHGXQGHUWKDWDJUHHPHQW7KLVLQFOXGHVXVHIRUFODVVURRPWHDFKLQJDQGLQWHUQDOWUDLQLQJDWWKHLQVWLWXWLRQLQFOXGLQJXVHLQ
FRXUVHSDFNVDQGFRXUVHZDUHSURJUDPVDQGLQFOXVLRQRIWKHDUWLFOHIRUJUDQWIXQGLQJSXUSRVHV
*ROG2SHQ$FFHVV$UWLFOHV0D\EHVKDUHGDFFRUGLQJWRWKHDXWKRUVHOHFWHGHQGXVHUOLFHQVHDQGVKRXOGFRQWDLQD&URVV0DUN
ORJRWKHHQGXVHUOLFHQVHDQGD'2,OLQNWRWKHIRUPDOSXEOLFDWLRQRQ6FLHQFH'LUHFW
3OHDVHUHIHUWR(OVHYLHU
VSRVWLQJSROLF\IRUIXUWKHULQIRUPDWLRQ
)RUERRNDXWKRUVWKHIROORZLQJFODXVHVDUHDSSOLFDEOHLQDGGLWLRQWRWKHDERYH$XWKRUVDUHSHUPLWWHGWRSODFHDEULHIVXPPDU\
RIWKHLUZRUNRQOLQHRQO\<RXDUHQRWDOORZHGWRGRZQORDGDQGSRVWWKHSXEOLVKHGHOHFWURQLFYHUVLRQRI\RXUFKDSWHUQRUPD\\RX
VFDQWKHSULQWHGHGLWLRQWRFUHDWHDQHOHFWURQLFYHUVLRQ3RVWLQJWRDUHSRVLWRU\$XWKRUVDUHSHUPLWWHGWRSRVWDVXPPDU\RIWKHLU
FKDSWHURQO\LQWKHLULQVWLWXWLRQ
VUHSRVLWRU\
7KHVLV'LVVHUWDWLRQ,I\RXUOLFHQVHLVIRUXVHLQDWKHVLVGLVVHUWDWLRQ\RXUWKHVLVPD\EHVXEPLWWHGWR\RXULQVWLWXWLRQLQHLWKHU
SULQWRUHOHFWURQLFIRUP6KRXOG\RXUWKHVLVEHSXEOLVKHGFRPPHUFLDOO\SOHDVHUHDSSO\IRUSHUPLVVLRQ7KHVHUHTXLUHPHQWVLQFOXGH
SHUPLVVLRQIRUWKH/LEUDU\DQG$UFKLYHVRI&DQDGDWRVXSSO\VLQJOHFRSLHVRQGHPDQGRIWKHFRPSOHWHWKHVLVDQGLQFOXGHSHUPLVVLRQ
IRU3URTXHVW80,WRVXSSO\VLQJOHFRSLHVRQGHPDQGRIWKHFRPSOHWHWKHVLV6KRXOG\RXUWKHVLVEHSXEOLVKHGFRPPHUFLDOO\SOHDVH
UHDSSO\IRUSHUPLVVLRQ7KHVHVDQGGLVVHUWDWLRQVZKLFKFRQWDLQHPEHGGHG3-$VDVSDUWRIWKHIRUPDOVXEPLVVLRQFDQEHSRVWHG
SXEOLFO\E\WKHDZDUGLQJLQVWLWXWLRQZLWK'2,OLQNVEDFNWRWKHIRUPDOSXEOLFDWLRQVRQ6FLHQFH'LUHFW
 5LJKWV/LQN<RXU$FFRXQW
KWWSVVFRS\ULJKWFRP0\$FFRXQWZHEMVSYLHZSULQWDEOHOLFHQVHIURPP\RUGHUVMVS"UHI DIFIH	HPDLO 

(OVHYLHU2SHQ$FFHVV7HUPVDQG&RQGLWLRQV
<RXFDQSXEOLVKRSHQDFFHVVZLWK(OVHYLHULQKXQGUHGVRIRSHQDFFHVVMRXUQDOVRULQQHDUO\HVWDEOLVKHGVXEVFULSWLRQMRXUQDOV
WKDWVXSSRUWRSHQDFFHVVSXEOLVKLQJ3HUPLWWHGWKLUGSDUW\UHXVHRIWKHVHRSHQDFFHVVDUWLFOHVLVGHILQHGE\WKHDXWKRU
VFKRLFHRI
&UHDWLYH&RPPRQVXVHUOLFHQVH6HHRXURSHQDFFHVVOLFHQVHSROLF\IRUPRUHLQIRUPDWLRQ
7HUPV	&RQGLWLRQVDSSOLFDEOHWRDOO2SHQ$FFHVVDUWLFOHVSXEOLVKHGZLWK(OVHYLHU
$Q\UHXVHRIWKHDUWLFOHPXVWQRWUHSUHVHQWWKHDXWKRUDVHQGRUVLQJWKHDGDSWDWLRQRIWKHDUWLFOHQRUVKRXOGWKHDUWLFOHEHPRGLILHGLQ
VXFKDZD\DVWRGDPDJHWKHDXWKRU
VKRQRXURUUHSXWDWLRQ,IDQ\FKDQJHVKDYHEHHQPDGHVXFKFKDQJHVPXVWEHFOHDUO\
LQGLFDWHG
7KHDXWKRUVPXVWEHDSSURSULDWHO\FUHGLWHGDQGZHDVNWKDW\RXLQFOXGHWKHHQGXVHUOLFHQVHDQGD'2,OLQNWRWKHIRUPDO
SXEOLFDWLRQRQ6FLHQFH'LUHFW
,IDQ\SDUWRIWKHPDWHULDOWREHXVHGIRUH[DPSOHILJXUHVKDVDSSHDUHGLQRXUSXEOLFDWLRQZLWKFUHGLWRUDFNQRZOHGJHPHQWWRDQRWKHU
VRXUFHLWLVWKHUHVSRQVLELOLW\RIWKHXVHUWRHQVXUHWKHLUUHXVHFRPSOLHVZLWKWKHWHUPVDQGFRQGLWLRQVGHWHUPLQHGE\WKHULJKWVKROGHU
$GGLWLRQDO7HUPV	&RQGLWLRQVDSSOLFDEOHWRHDFK&UHDWLYH&RPPRQVXVHUOLFHQVH
&&%<7KH&&%<OLFHQVHDOORZVXVHUVWRFRS\WRFUHDWHH[WUDFWVDEVWUDFWVDQGQHZZRUNVIURPWKH$UWLFOHWRDOWHUDQGUHYLVHWKH
$UWLFOHDQGWRPDNHFRPPHUFLDOXVHRIWKH$UWLFOHLQFOXGLQJUHXVHDQGRUUHVDOHRIWKH$UWLFOHE\FRPPHUFLDOHQWLWLHVSURYLGHGWKH
XVHUJLYHVDSSURSULDWHFUHGLWZLWKDOLQNWRWKHIRUPDOSXEOLFDWLRQWKURXJKWKHUHOHYDQW'2,SURYLGHVDOLQNWRWKHOLFHQVHLQGLFDWHVLI
FKDQJHVZHUHPDGHDQGWKHOLFHQVRULVQRWUHSUHVHQWHGDVHQGRUVLQJWKHXVHPDGHRIWKHZRUN7KHIXOOGHWDLOVRIWKHOLFHQVHDUH
DYDLODEOHDWKWWSFUHDWLYHFRPPRQVRUJOLFHQVHVE\
&&%<1&6$7KH&&%<1&6$OLFHQVHDOORZVXVHUVWRFRS\WRFUHDWHH[WUDFWVDEVWUDFWVDQGQHZZRUNVIURPWKH$UWLFOHWRDOWHU
DQGUHYLVHWKH$UWLFOHSURYLGHGWKLVLVQRWGRQHIRUFRPPHUFLDOSXUSRVHVDQGWKDWWKHXVHUJLYHVDSSURSULDWHFUHGLWZLWKDOLQNWRWKH
IRUPDOSXEOLFDWLRQWKURXJKWKHUHOHYDQW'2,SURYLGHVDOLQNWRWKHOLFHQVHLQGLFDWHVLIFKDQJHVZHUHPDGHDQGWKHOLFHQVRULVQRW
UHSUHVHQWHGDVHQGRUVLQJWKHXVHPDGHRIWKHZRUN)XUWKHUDQ\QHZZRUNVPXVWEHPDGHDYDLODEOHRQWKHVDPHFRQGLWLRQV7KHIXOO
GHWDLOVRIWKHOLFHQVHDUHDYDLODEOHDWKWWSFUHDWLYHFRPPRQVRUJOLFHQVHVE\QFVD
&&%<1&1'7KH&&%<1&1'OLFHQVHDOORZVXVHUVWRFRS\DQGGLVWULEXWHWKH$UWLFOHSURYLGHGWKLVLVQRWGRQHIRUFRPPHUFLDO
SXUSRVHVDQGIXUWKHUGRHVQRWSHUPLWGLVWULEXWLRQRIWKH$UWLFOHLILWLVFKDQJHGRUHGLWHGLQDQ\ZD\DQGSURYLGHGWKHXVHUJLYHV
DSSURSULDWHFUHGLWZLWKDOLQNWRWKHIRUPDOSXEOLFDWLRQWKURXJKWKHUHOHYDQW'2,SURYLGHVDOLQNWRWKHOLFHQVHDQGWKDWWKHOLFHQVRULV
QRWUHSUHVHQWHGDVHQGRUVLQJWKHXVHPDGHRIWKHZRUN7KHIXOOGHWDLOVRIWKHOLFHQVHDUHDYDLODEOHDW
KWWSFUHDWLYHFRPPRQVRUJOLFHQVHVE\QFQG$Q\FRPPHUFLDOUHXVHRI2SHQ$FFHVVDUWLFOHVSXEOLVKHGZLWKD&&%<1&6$RU
&&%<1&1'OLFHQVHUHTXLUHVSHUPLVVLRQIURP(OVHYLHUDQGZLOOEHVXEMHFWWRDIHH
&RPPHUFLDOUHXVHLQFOXGHV
$VVRFLDWLQJDGYHUWLVLQJZLWKWKHIXOOWH[WRIWKH$UWLFOH
&KDUJLQJIHHVIRUGRFXPHQWGHOLYHU\RUDFFHVV
$UWLFOHDJJUHJDWLRQ
6\VWHPDWLFGLVWULEXWLRQYLDHPDLOOLVWVRUVKDUHEXWWRQV
3RVWLQJRUOLQNLQJE\FRPPHUFLDOFRPSDQLHVIRUXVHE\FXVWRPHUVRIWKRVHFRPSDQLHV

2WKHU&RQGLWLRQV

Y
4XHVWLRQV"FXVWRPHUFDUH#FRS\ULJKWFRPRUWROOIUHHLQWKH86RU
 0DLO5HLG)UDQFLV9DVVDOOR2XWORRN
KWWSVRXWORRNRIÀFHFRPPDLOLQER[LG$$4N$'40]%M0')O/7%M1P4W1'-M=L=M(\/7$1:4=7NZ=:80Z$4$,&EKU3=\&G.J9KFN4E:R' 
EŽŶͲĞǆĐůƵƐŝǀĞƉĞƌŵŝƐƐŝŽŶŝƐŐƌĂŶƚĞĚĂƚŶŽĐŚĂƌŐĞĨŽƌƚŚĞƵƐĞǇŽƵĚĞƐĐƌŝďĞ͕ƉƌŽǀŝĚĞĚƉƌŽƉĞƌĐƌĞĚŝƚŝƐŐŝǀĞŶĂƐ
ĚĞƚĞƌŵŝŶĞĚďǇƐƚǇůĞŐƵŝĚĞůŝŶĞƐŽĨƚŚĞƉƵďůŝƐŚĞƌŽĨƚŚĞŶĞǁǁŽƌŬ͕ŽƌďǇƐŽŵĞĂĐĐĞƉƚĞĚƐƚǇůĞƐƵĐŚĂƐWŽƌŚŝĐĂŐŽ͘
WůĞĂƐĞƐĂǀĞƚŚŝƐĐŽŵŵƵŶŝĐĂƟŽŶĂƐƉƌŽŽĨŽĨƉĞƌŵŝƐƐŝŽŶŐƌĂŶƚ͘
*LOOLDQ6KDVE\
SHUPLVVLRQV#WKHMQVRUJ
 0DLO5HLG)UDQFLV9DVVDOOR2XWORRN
KWWSVRXWORRNRIÀFHFRPPDLOLQER[LG$$4N$'40]%M0')O/7%M1P4W1'-M=L=M(\/7$1:4=7NZ=:80Z$4$,&EKU3=\&G.J9KFN4E:R' 
 5LJKWV/LQN<RXU$FFRXQW
KWWSVVFRS\ULJKWFRP0\$FFRXQWZHEMVSYLHZSULQWDEOHOLFHQVHIURPP\RUGHUVMVS"UHI HIDIGIDEIFFII	HPDLO 
635,1*(51$785(/,&(16(
7(506$1'&21',7,216
0D\
7KLV$JUHHPHQWEHWZHHQ0U5HLG9DVVDOOR<RXDQG6SULQJHU1DWXUH6SULQJHU1DWXUHFRQVLVWVRI\RXUOLFHQVHGHWDLOVDQGWKH
WHUPVDQGFRQGLWLRQVSURYLGHGE\6SULQJHU1DWXUHDQG&RS\ULJKW&OHDUDQFH&HQWHU
/LFHQVH1XPEHU 
/LFHQVHGDWH 0D\
/LFHQVHG&RQWHQW3XEOLVKHU 6SULQJHU1DWXUH
/LFHQVHG&RQWHQW
3XEOLFDWLRQ
,QWHUQDWLRQDO-RXUQDORI&RPSXWHU$VVLVWHG5DGLRORJ\DQG6XUJHU\
/LFHQVHG&RQWHQW7LWOH $XWRPDWLFLQWUDRSHUDWLYHHVWLPDWLRQRIEORRGIORZGLUHFWLRQGXULQJQHXURVXUJLFDOLQWHUYHQWLRQV
/LFHQVHG&RQWHQW$XWKRU 'DQLHO+¡\HU,YHUVHQHWDO
/LFHQVHG&RQWHQW'DWH 0DU
7\SHRI8VH 7KHVLV'LVVHUWDWLRQ
5HTXHVWRUW\SH DFDGHPLFXQLYHUVLW\RUUHVHDUFKLQVWLWXWH
)RUPDW SULQWDQGHOHFWURQLF
3RUWLRQ ILJXUHVWDEOHVLOOXVWUDWLRQV
1XPEHURI
ILJXUHVWDEOHVLOOXVWUDWLRQV

:LOO\RXEHWUDQVODWLQJ" QR
&LUFXODWLRQGLVWULEXWLRQ 
$XWKRURIWKLV6SULQJHU
1DWXUHFRQWHQW
QR
7LWOH 9LGHR3URFHVVLQJIRUWKH(YDOXDWLRQRI9DVFXODU'\QDPLFVLQ1HXURYDVFXODU,QWHUYHQWLRQV
,QVWLWXWLRQQDPH :HVWHUQ8QLYHUVLW\
([SHFWHGSUHVHQWDWLRQGDWH -XQ
3RUWLRQV )LJXUHVDQG
5HTXHVWRU/RFDWLRQ 0U5HLG9DVVDOOR
3RUW0DVWHU'U
6W&DWKDULQHV21/1+
&DQDGD
$WWQ0U5HLG9DVVDOOR
7RWDO &$'
7HUPVDQG&RQGLWLRQV
6SULQJHU1DWXUH&XVWRPHU6HUYLFH&HQWUH*PE+
7HUPVDQG&RQGLWLRQV
7KLVDJUHHPHQWVHWVRXWWKHWHUPVDQGFRQGLWLRQVRIWKHOLFHQFHWKH/LFHQFHEHWZHHQ\RXDQG6SULQJHU1DWXUH&XVWRPHU6HUYLFH
&HQWUH*PE+WKH/LFHQVRU%\FOLFNLQJ
DFFHSW
DQGFRPSOHWLQJWKHWUDQVDFWLRQIRUWKHPDWHULDO/LFHQVHG0DWHULDO\RXDOVR
FRQILUP\RXUDFFHSWDQFHRIWKHVHWHUPVDQGFRQGLWLRQV
*UDQWRI/LFHQVH
7KH/LFHQVRUJUDQWV\RXDSHUVRQDOQRQH[FOXVLYHQRQWUDQVIHUDEOHZRUOGZLGHOLFHQFHWRUHSURGXFHWKH/LFHQVHG
0DWHULDOIRUWKHSXUSRVHVSHFLILHGLQ\RXURUGHURQO\/LFHQFHVDUHJUDQWHGIRUWKHVSHFLILFXVHUHTXHVWHGLQWKHRUGHUDQGIRU
QRRWKHUXVHVXEMHFWWRWKHFRQGLWLRQVEHORZ
 5LJKWV/LQN<RXU$FFRXQW
KWWSVVFRS\ULJKWFRP0\$FFRXQWZHEMVSYLHZSULQWDEOHOLFHQVHIURPP\RUGHUVMVS"UHI HIDIGIDEIFFII	HPDLO 
7KH/LFHQVRUZDUUDQWVWKDWLWKDVWRWKHEHVWRILWVNQRZOHGJHWKHULJKWVWROLFHQVHUHXVHRIWKH/LFHQVHG0DWHULDO
+RZHYHU\RXVKRXOGHQVXUHWKDWWKHPDWHULDO\RXDUHUHTXHVWLQJLVRULJLQDOWRWKH/LFHQVRUDQGGRHVQRWFDUU\WKHFRS\ULJKWRI
DQRWKHUHQWLW\DVFUHGLWHGLQWKHSXEOLVKHGYHUVLRQ
,IWKHFUHGLWOLQHRQDQ\SDUWRIWKHPDWHULDO\RXKDYHUHTXHVWHGLQGLFDWHVWKDWLWZDVUHSULQWHGRUDGDSWHGZLWKSHUPLVVLRQ
IURPDQRWKHUVRXUFHWKHQ\RXVKRXOGDOVRVHHNSHUPLVVLRQIURPWKDWVRXUFHWRUHXVHWKHPDWHULDO
6FRSHRI/LFHQFH
<RXPD\RQO\XVHWKH/LFHQVHG&RQWHQWLQWKHPDQQHUDQGWRWKHH[WHQWSHUPLWWHGE\WKHVH7V	&VDQGDQ\DSSOLFDEOH
ODZV
$VHSDUDWHOLFHQFHPD\EHUHTXLUHGIRUDQ\DGGLWLRQDOXVHRIWKH/LFHQVHG0DWHULDOHJZKHUHDOLFHQFHKDVEHHQ
SXUFKDVHGIRUSULQWRQO\XVHVHSDUDWHSHUPLVVLRQPXVWEHREWDLQHGIRUHOHFWURQLFUHXVH6LPLODUO\DOLFHQFHLVRQO\YDOLGLQ
WKHODQJXDJHVHOHFWHGDQGGRHVQRWDSSO\IRUHGLWLRQVLQRWKHUODQJXDJHVXQOHVVDGGLWLRQDOWUDQVODWLRQULJKWVKDYHEHHQ
JUDQWHGVHSDUDWHO\LQWKHOLFHQFH$Q\FRQWHQWRZQHGE\WKLUGSDUWLHVDUHH[SUHVVO\H[FOXGHGIURPWKHOLFHQFH
6LPLODUO\ULJKWVIRUDGGLWLRQDOFRPSRQHQWVVXFKDVFXVWRPHGLWLRQVDQGGHULYDWLYHVUHTXLUHDGGLWLRQDOSHUPLVVLRQDQG
PD\EHVXEMHFWWRDQDGGLWLRQDOIHH3OHDVHDSSO\WR
-RXUQDOSHUPLVVLRQV#VSULQJHUQDWXUHFRPERRNSHUPLVVLRQV#VSULQJHUQDWXUHFRPIRUWKHVHULJKWV
:KHUHSHUPLVVLRQKDVEHHQJUDQWHGIUHHRIFKDUJHIRUPDWHULDOLQSULQWSHUPLVVLRQPD\DOVREHJUDQWHGIRUDQ\
HOHFWURQLFYHUVLRQRIWKDWZRUNSURYLGHGWKDWWKHPDWHULDOLVLQFLGHQWDOWR\RXUZRUNDVDZKROHDQGWKDWWKHHOHFWURQLFYHUVLRQ
LVHVVHQWLDOO\HTXLYDOHQWWRRUVXEVWLWXWHVIRUWKHSULQWYHUVLRQ
$QDOWHUQDWLYHVFRSHRIOLFHQFHPD\DSSO\WRVLJQDWRULHVRIWKH6703HUPLVVLRQV*XLGHOLQHVDVDPHQGHGIURPWLPHWR
WLPH
'XUDWLRQRI/LFHQFH
$OLFHQFHIRULVYDOLGIURPWKHGDWHRISXUFKDVH
/LFHQFH'DWH
DWWKHHQGRIWKHUHOHYDQWSHULRGLQWKHEHORZWDEOH
6FRSHRI/LFHQFH 'XUDWLRQRI/LFHQFH
3RVWRQDZHEVLWH PRQWKV
3UHVHQWDWLRQV PRQWKV
%RRNVDQGMRXUQDOV /LIHWLPHRIWKHHGLWLRQLQWKHODQJXDJHSXUFKDVHG
$FNQRZOHGJHPHQW
7KH/LFHQVRU
VSHUPLVVLRQPXVWEHDFNQRZOHGJHGQH[WWRWKH/LFHQFHG0DWHULDOLQSULQW,QHOHFWURQLFIRUPWKLV
DFNQRZOHGJHPHQWPXVWEHYLVLEOHDWWKHVDPHWLPHDVWKHILJXUHVWDEOHVLOOXVWUDWLRQVRUDEVWUDFWDQGPXVWEHK\SHUOLQNHGWRWKH
MRXUQDOERRN
VKRPHSDJH2XUUHTXLUHGDFNQRZOHGJHPHQWIRUPDWLVLQWKH$SSHQGL[EHORZ
5HVWULFWLRQVRQXVH
8VHRIWKH/LFHQVHG0DWHULDOPD\EHSHUPLWWHGIRULQFLGHQWDOSURPRWLRQDOXVHDQGPLQRUHGLWLQJSULYLOHJHVHJPLQRU
DGDSWDWLRQVRIVLQJOHILJXUHVFKDQJHVRIIRUPDWFRORXUDQGRUVW\OHZKHUHWKHDGDSWDWLRQLVFUHGLWHGDVVHWRXWLQ$SSHQGL[
EHORZ$Q\RWKHUFKDQJHVLQFOXGLQJEXWQRWOLPLWHGWRFURSSLQJDGDSWLQJRPLWWLQJPDWHULDOWKDWDIIHFWWKHPHDQLQJLQWHQWLRQRU
PRUDOULJKWVRIWKHDXWKRUDUHVWULFWO\SURKLELWHG
<RXPXVWQRWXVHDQ\/LFHQVHG0DWHULDODVSDUWRIDQ\GHVLJQRUWUDGHPDUN
/LFHQVHG0DWHULDOPD\EHXVHGLQ2SHQ$FFHVV3XEOLFDWLRQV2$3EHIRUHSXEOLFDWLRQE\6SULQJHU1DWXUHEXWDQ\/LFHQVHG
0DWHULDOPXVWEHUHPRYHGIURP2$3VLWHVSULRUWRILQDOSXEOLFDWLRQ
 5LJKWV/LQN<RXU$FFRXQW
KWWSVVFRS\ULJKWFRP0\$FFRXQWZHEMVSYLHZSULQWDEOHOLFHQVHIURPP\RUGHUVMVS"UHI HIDIGIDEIFFII	HPDLO 
2ZQHUVKLSRI5LJKWV
/LFHQVHG0DWHULDOUHPDLQVWKHSURSHUW\RIHLWKHU/LFHQVRURUWKHUHOHYDQWWKLUGSDUW\DQGDQ\ULJKWVQRWH[SOLFLWO\JUDQWHG
KHUHLQDUHH[SUHVVO\UHVHUYHG
:DUUDQW\
,112(9(176+$///,&(1625%(/,$%/(72<2825$1<27+(53$57<25$1<27+(53(562125)25$1<
63(&,$/&216(48(17,$/,1&,'(17$/25,1',5(&7'$0$*(6+2:(9(5&$86('$5,6,1*2872)25,1
&211(&7,21:,7+7+('2:1/2$',1*9,(:,1*2586(2)7+(0$7(5,$/65(*$5'/(662)7+()2502)$&7,21
:+(7+(5)25%5($&+2)&2175$&7%5($&+2):$55$17<72571(*/,*(1&(,1)5,1*(0(172527+(5:,6(
,1&/8',1*:,7+287/,0,7$7,21'$0$*(6%$6('21/2662)352),76'$7$),/(686(%86,1(66
23325781,7<25&/$,062)7+,5'3$57,(6$1'
:+(7+(5251277+(3$57<+$6%((1$'9,6('2)7+(3266,%,/,7<2)68&+'$0$*(67+,6/,0,7$7,216+$//
$33/<127:,7+67$1',1*$1<)$,/85(2)(66(17,$/385326(2)$1</,0,7('5(0('<3529,'('+(5(,1
/LPLWDWLRQV
%22.621/<:KHUH
UHXVHLQDGLVVHUWDWLRQWKHVLV
KDVEHHQVHOHFWHGWKHIROORZLQJWHUPVDSSO\3ULQWULJKWVRIWKHILQDO
DXWKRU
VDFFHSWHGPDQXVFULSWIRUFODULW\127WKHSXEOLVKHGYHUVLRQIRUXSWRFRSLHVHOHFWURQLFULJKWVIRUXVHRQO\RQD
SHUVRQDOZHEVLWHRULQVWLWXWLRQDOUHSRVLWRU\DVGHILQHGE\WKH6KHUSDJXLGHOLQHZZZVKHUSDDFXNURPHR
7HUPLQDWLRQDQG&DQFHOODWLRQ
/LFHQFHVZLOOH[SLUHDIWHUWKHSHULRGVKRZQLQ&ODXVHDERYH
/LFHQVHHUHVHUYHVWKHULJKWWRWHUPLQDWHWKH/LFHQFHLQWKHHYHQWWKDWSD\PHQWLVQRWUHFHLYHGLQIXOORULIWKHUHKDVEHHQD
EUHDFKRIWKLVDJUHHPHQWE\\RX
$SSHQGL[²$FNQRZOHGJHPHQWV
)RU-RXUQDO&RQWHQW
5HSULQWHGE\SHUPLVVLRQIURP>WKH/LFHQVRU@>-RXUQDO3XEOLVKHUHJ1DWXUH6SULQJHU3DOJUDYH@>-2851$/1$0(@
>5()(5(1&(&,7$7,21$UWLFOHQDPH$XWKRUV1DPH>&23<5,*+7@\HDURISXEOLFDWLRQ
)RU$GYDQFH2QOLQH3XEOLFDWLRQSDSHUV
5HSULQWHGE\SHUPLVVLRQIURP>WKH/LFHQVRU@>-RXUQDO3XEOLVKHUHJ1DWXUH6SULQJHU3DOJUDYH@>-2851$/1$0(@
>5()(5(1&(&,7$7,21$UWLFOHQDPH$XWKRUV1DPH>&23<5,*+7@\HDURISXEOLFDWLRQDGYDQFHRQOLQHSXEOLFDWLRQ
GD\PRQWK\HDUGRLVM>-2851$/$&521<0@
)RU$GDSWDWLRQV7UDQVODWLRQV
$GDSWHG7UDQVODWHGE\SHUPLVVLRQIURP>WKH/LFHQVRU@>-RXUQDO3XEOLVKHUHJ1DWXUH6SULQJHU3DOJUDYH@>-2851$/
1$0(@>5()(5(1&(&,7$7,21$UWLFOHQDPH$XWKRUV1DPH>&23<5,*+7@\HDURISXEOLFDWLRQ
1RWH)RUDQ\UHSXEOLFDWLRQIURPWKH%ULWLVK-RXUQDORI&DQFHUWKHIROORZLQJFUHGLWOLQHVW\OHDSSOLHV
5HSULQWHGDGDSWHGWUDQVODWHGE\SHUPLVVLRQIURP>WKH/LFHQVRU@RQEHKDOIRI&DQFHU5HVHDUFK8.>-RXUQDO3XEOLVKHU
HJ1DWXUH6SULQJHU3DOJUDYH@>-2851$/1$0(@>5()(5(1&(&,7$7,21$UWLFOHQDPH$XWKRUV1DPH
>&23<5,*+7@\HDURISXEOLFDWLRQ
)RU$GYDQFH2QOLQH3XEOLFDWLRQSDSHUV
5HSULQWHGE\SHUPLVVLRQIURP7KH>WKH/LFHQVRU@RQEHKDOIRI&DQFHU5HVHDUFK8.>-RXUQDO3XEOLVKHUHJ
1DWXUH6SULQJHU3DOJUDYH@>-2851$/1$0(@>5()(5(1&(&,7$7,21$UWLFOHQDPH$XWKRUV1DPH>&23<5,*+7@
\HDURISXEOLFDWLRQDGYDQFHRQOLQHSXEOLFDWLRQGD\PRQWK\HDUGRLVM>-2851$/$&521<0@
 5LJKWV/LQN<RXU$FFRXQW
KWWSVVFRS\ULJKWFRP0\$FFRXQWZHEMVSYLHZSULQWDEOHOLFHQVHIURPP\RUGHUVMVS"UHI HIDIGIDEIFFII	HPDLO 
)RU%RRNFRQWHQW
5HSULQWHGDGDSWHGE\SHUPLVVLRQIURP>WKH/LFHQVRU@>%RRN3XEOLVKHUHJ3DOJUDYH0DFPLOODQ6SULQJHUHWF>%RRN7LWOH@
E\>%RRNDXWKRUV@>&23<5,*+7@\HDURISXEOLFDWLRQ
2WKHU&RQGLWLRQV
9HUVLRQ
4XHVWLRQV"FXVWRPHUFDUH#FRS\ULJKWFRPRUWROOIUHHLQWKH86RU
 5LJKWV/LQN<RXU$FFRXQW
KWWSVVFRS\ULJKWFRP0\$FFRXQWZHEMVSYLHZSULQWDEOHOLFHQVHIURPP\RUGHUVMVS"UHI EIHDEHEEEGG	HPDLO 
635,1*(51$785(/,&(16(
7(506$1'&21',7,216
0D\
7KLV$JUHHPHQWEHWZHHQ0U5HLG9DVVDOOR<RXDQG6SULQJHU1DWXUH6SULQJHU1DWXUHFRQVLVWVRI\RXUOLFHQVHGHWDLOVDQGWKH
WHUPVDQGFRQGLWLRQVSURYLGHGE\6SULQJHU1DWXUHDQG&RS\ULJKW&OHDUDQFH&HQWHU
/LFHQVH1XPEHU 
/LFHQVHGDWH 0D\
/LFHQVHG&RQWHQW3XEOLVKHU 6SULQJHU1DWXUH
/LFHQVHG&RQWHQW
3XEOLFDWLRQ
,QWHUQDWLRQDO-RXUQDORI&RPSXWHU$VVLVWHG5DGLRORJ\DQG6XUJHU\
/LFHQVHG&RQWHQW7LWOH $XJPHQWHGUHDOLW\LQQHXURYDVFXODUVXUJHU\IHDVLELOLW\DQGILUVWXVHVLQWKHRSHUDWLQJURRP
/LFHQVHG&RQWHQW$XWKRU 0DUWD.HUVWHQ2HUWHOHWDO
/LFHQVHG&RQWHQW'DWH )HE
7\SHRI8VH 7KHVLV'LVVHUWDWLRQ
5HTXHVWRUW\SH DFDGHPLFXQLYHUVLW\RUUHVHDUFKLQVWLWXWH
)RUPDW SULQWDQGHOHFWURQLF
3RUWLRQ ILJXUHVWDEOHVLOOXVWUDWLRQV
1XPEHURI
ILJXUHVWDEOHVLOOXVWUDWLRQV

:LOO\RXEHWUDQVODWLQJ" QR
&LUFXODWLRQGLVWULEXWLRQ 
$XWKRURIWKLV6SULQJHU
1DWXUHFRQWHQW
QR
7LWOH 9LGHR3URFHVVLQJIRUWKH(YDOXDWLRQRI9DVFXODU'\QDPLFVLQ1HXURYDVFXODU,QWHUYHQWLRQV
,QVWLWXWLRQQDPH :HVWHUQ8QLYHUVLW\
([SHFWHGSUHVHQWDWLRQGDWH -XQ
3RUWLRQV )LJXUH
5HTXHVWRU/RFDWLRQ 0U5HLG9DVVDOOR
3RUW0DVWHU'U
6W&DWKDULQHV21/1+
&DQDGD
$WWQ0U5HLG9DVVDOOR
7RWDO &$'
7HUPVDQG&RQGLWLRQV
6SULQJHU1DWXUH&XVWRPHU6HUYLFH&HQWUH*PE+
7HUPVDQG&RQGLWLRQV
7KLVDJUHHPHQWVHWVRXWWKHWHUPVDQGFRQGLWLRQVRIWKHOLFHQFHWKH/LFHQFHEHWZHHQ\RXDQG6SULQJHU1DWXUH&XVWRPHU6HUYLFH
&HQWUH*PE+WKH/LFHQVRU%\FOLFNLQJ
DFFHSW
DQGFRPSOHWLQJWKHWUDQVDFWLRQIRUWKHPDWHULDO/LFHQVHG0DWHULDO\RXDOVR
FRQILUP\RXUDFFHSWDQFHRIWKHVHWHUPVDQGFRQGLWLRQV
*UDQWRI/LFHQVH
7KH/LFHQVRUJUDQWV\RXDSHUVRQDOQRQH[FOXVLYHQRQWUDQVIHUDEOHZRUOGZLGHOLFHQFHWRUHSURGXFHWKH/LFHQVHG
0DWHULDOIRUWKHSXUSRVHVSHFLILHGLQ\RXURUGHURQO\/LFHQFHVDUHJUDQWHGIRUWKHVSHFLILFXVHUHTXHVWHGLQWKHRUGHUDQGIRU
QRRWKHUXVHVXEMHFWWRWKHFRQGLWLRQVEHORZ
 5LJKWV/LQN<RXU$FFRXQW
KWWSVVFRS\ULJKWFRP0\$FFRXQWZHEMVSYLHZSULQWDEOHOLFHQVHIURPP\RUGHUVMVS"UHI EIHDEHEEEGG	HPDLO 
7KH/LFHQVRUZDUUDQWVWKDWLWKDVWRWKHEHVWRILWVNQRZOHGJHWKHULJKWVWROLFHQVHUHXVHRIWKH/LFHQVHG0DWHULDO
+RZHYHU\RXVKRXOGHQVXUHWKDWWKHPDWHULDO\RXDUHUHTXHVWLQJLVRULJLQDOWRWKH/LFHQVRUDQGGRHVQRWFDUU\WKHFRS\ULJKWRI
DQRWKHUHQWLW\DVFUHGLWHGLQWKHSXEOLVKHGYHUVLRQ
,IWKHFUHGLWOLQHRQDQ\SDUWRIWKHPDWHULDO\RXKDYHUHTXHVWHGLQGLFDWHVWKDWLWZDVUHSULQWHGRUDGDSWHGZLWKSHUPLVVLRQ
IURPDQRWKHUVRXUFHWKHQ\RXVKRXOGDOVRVHHNSHUPLVVLRQIURPWKDWVRXUFHWRUHXVHWKHPDWHULDO
6FRSHRI/LFHQFH
<RXPD\RQO\XVHWKH/LFHQVHG&RQWHQWLQWKHPDQQHUDQGWRWKHH[WHQWSHUPLWWHGE\WKHVH7V	&VDQGDQ\DSSOLFDEOH
ODZV
$VHSDUDWHOLFHQFHPD\EHUHTXLUHGIRUDQ\DGGLWLRQDOXVHRIWKH/LFHQVHG0DWHULDOHJZKHUHDOLFHQFHKDVEHHQ
SXUFKDVHGIRUSULQWRQO\XVHVHSDUDWHSHUPLVVLRQPXVWEHREWDLQHGIRUHOHFWURQLFUHXVH6LPLODUO\DOLFHQFHLVRQO\YDOLGLQ
WKHODQJXDJHVHOHFWHGDQGGRHVQRWDSSO\IRUHGLWLRQVLQRWKHUODQJXDJHVXQOHVVDGGLWLRQDOWUDQVODWLRQULJKWVKDYHEHHQ
JUDQWHGVHSDUDWHO\LQWKHOLFHQFH$Q\FRQWHQWRZQHGE\WKLUGSDUWLHVDUHH[SUHVVO\H[FOXGHGIURPWKHOLFHQFH
6LPLODUO\ULJKWVIRUDGGLWLRQDOFRPSRQHQWVVXFKDVFXVWRPHGLWLRQVDQGGHULYDWLYHVUHTXLUHDGGLWLRQDOSHUPLVVLRQDQG
PD\EHVXEMHFWWRDQDGGLWLRQDOIHH3OHDVHDSSO\WR
-RXUQDOSHUPLVVLRQV#VSULQJHUQDWXUHFRPERRNSHUPLVVLRQV#VSULQJHUQDWXUHFRPIRUWKHVHULJKWV
:KHUHSHUPLVVLRQKDVEHHQJUDQWHGIUHHRIFKDUJHIRUPDWHULDOLQSULQWSHUPLVVLRQPD\DOVREHJUDQWHGIRUDQ\
HOHFWURQLFYHUVLRQRIWKDWZRUNSURYLGHGWKDWWKHPDWHULDOLVLQFLGHQWDOWR\RXUZRUNDVDZKROHDQGWKDWWKHHOHFWURQLFYHUVLRQ
LVHVVHQWLDOO\HTXLYDOHQWWRRUVXEVWLWXWHVIRUWKHSULQWYHUVLRQ
$QDOWHUQDWLYHVFRSHRIOLFHQFHPD\DSSO\WRVLJQDWRULHVRIWKH6703HUPLVVLRQV*XLGHOLQHVDVDPHQGHGIURPWLPHWR
WLPH
'XUDWLRQRI/LFHQFH
$OLFHQFHIRULVYDOLGIURPWKHGDWHRISXUFKDVH
/LFHQFH'DWH
DWWKHHQGRIWKHUHOHYDQWSHULRGLQWKHEHORZWDEOH
6FRSHRI/LFHQFH 'XUDWLRQRI/LFHQFH
3RVWRQDZHEVLWH PRQWKV
3UHVHQWDWLRQV PRQWKV
%RRNVDQGMRXUQDOV /LIHWLPHRIWKHHGLWLRQLQWKHODQJXDJHSXUFKDVHG
$FNQRZOHGJHPHQW
7KH/LFHQVRU
VSHUPLVVLRQPXVWEHDFNQRZOHGJHGQH[WWRWKH/LFHQFHG0DWHULDOLQSULQW,QHOHFWURQLFIRUPWKLV
DFNQRZOHGJHPHQWPXVWEHYLVLEOHDWWKHVDPHWLPHDVWKHILJXUHVWDEOHVLOOXVWUDWLRQVRUDEVWUDFWDQGPXVWEHK\SHUOLQNHGWRWKH
MRXUQDOERRN
VKRPHSDJH2XUUHTXLUHGDFNQRZOHGJHPHQWIRUPDWLVLQWKH$SSHQGL[EHORZ
5HVWULFWLRQVRQXVH
8VHRIWKH/LFHQVHG0DWHULDOPD\EHSHUPLWWHGIRULQFLGHQWDOSURPRWLRQDOXVHDQGPLQRUHGLWLQJSULYLOHJHVHJPLQRU
DGDSWDWLRQVRIVLQJOHILJXUHVFKDQJHVRIIRUPDWFRORXUDQGRUVW\OHZKHUHWKHDGDSWDWLRQLVFUHGLWHGDVVHWRXWLQ$SSHQGL[
EHORZ$Q\RWKHUFKDQJHVLQFOXGLQJEXWQRWOLPLWHGWRFURSSLQJDGDSWLQJRPLWWLQJPDWHULDOWKDWDIIHFWWKHPHDQLQJLQWHQWLRQRU
PRUDOULJKWVRIWKHDXWKRUDUHVWULFWO\SURKLELWHG
<RXPXVWQRWXVHDQ\/LFHQVHG0DWHULDODVSDUWRIDQ\GHVLJQRUWUDGHPDUN
/LFHQVHG0DWHULDOPD\EHXVHGLQ2SHQ$FFHVV3XEOLFDWLRQV2$3EHIRUHSXEOLFDWLRQE\6SULQJHU1DWXUHEXWDQ\/LFHQVHG
0DWHULDOPXVWEHUHPRYHGIURP2$3VLWHVSULRUWRILQDOSXEOLFDWLRQ
 5LJKWV/LQN<RXU$FFRXQW
KWWSVVFRS\ULJKWFRP0\$FFRXQWZHEMVSYLHZSULQWDEOHOLFHQVHIURPP\RUGHUVMVS"UHI EIHDEHEEEGG	HPDLO 
2ZQHUVKLSRI5LJKWV
/LFHQVHG0DWHULDOUHPDLQVWKHSURSHUW\RIHLWKHU/LFHQVRURUWKHUHOHYDQWWKLUGSDUW\DQGDQ\ULJKWVQRWH[SOLFLWO\JUDQWHG
KHUHLQDUHH[SUHVVO\UHVHUYHG
:DUUDQW\
,112(9(176+$///,&(1625%(/,$%/(72<2825$1<27+(53$57<25$1<27+(53(562125)25$1<
63(&,$/&216(48(17,$/,1&,'(17$/25,1',5(&7'$0$*(6+2:(9(5&$86('$5,6,1*2872)25,1
&211(&7,21:,7+7+('2:1/2$',1*9,(:,1*2586(2)7+(0$7(5,$/65(*$5'/(662)7+()2502)$&7,21
:+(7+(5)25%5($&+2)&2175$&7%5($&+2):$55$17<72571(*/,*(1&(,1)5,1*(0(172527+(5:,6(
,1&/8',1*:,7+287/,0,7$7,21'$0$*(6%$6('21/2662)352),76'$7$),/(686(%86,1(66
23325781,7<25&/$,062)7+,5'3$57,(6$1'
:+(7+(5251277+(3$57<+$6%((1$'9,6('2)7+(3266,%,/,7<2)68&+'$0$*(67+,6/,0,7$7,216+$//
$33/<127:,7+67$1',1*$1<)$,/85(2)(66(17,$/385326(2)$1</,0,7('5(0('<3529,'('+(5(,1
/LPLWDWLRQV
%22.621/<:KHUH
UHXVHLQDGLVVHUWDWLRQWKHVLV
KDVEHHQVHOHFWHGWKHIROORZLQJWHUPVDSSO\3ULQWULJKWVRIWKHILQDO
DXWKRU
VDFFHSWHGPDQXVFULSWIRUFODULW\127WKHSXEOLVKHGYHUVLRQIRUXSWRFRSLHVHOHFWURQLFULJKWVIRUXVHRQO\RQD
SHUVRQDOZHEVLWHRULQVWLWXWLRQDOUHSRVLWRU\DVGHILQHGE\WKH6KHUSDJXLGHOLQHZZZVKHUSDDFXNURPHR
7HUPLQDWLRQDQG&DQFHOODWLRQ
/LFHQFHVZLOOH[SLUHDIWHUWKHSHULRGVKRZQLQ&ODXVHDERYH
/LFHQVHHUHVHUYHVWKHULJKWWRWHUPLQDWHWKH/LFHQFHLQWKHHYHQWWKDWSD\PHQWLVQRWUHFHLYHGLQIXOORULIWKHUHKDVEHHQD
EUHDFKRIWKLVDJUHHPHQWE\\RX
$SSHQGL[²$FNQRZOHGJHPHQWV
)RU-RXUQDO&RQWHQW
5HSULQWHGE\SHUPLVVLRQIURP>WKH/LFHQVRU@>-RXUQDO3XEOLVKHUHJ1DWXUH6SULQJHU3DOJUDYH@>-2851$/1$0(@
>5()(5(1&(&,7$7,21$UWLFOHQDPH$XWKRUV1DPH>&23<5,*+7@\HDURISXEOLFDWLRQ
)RU$GYDQFH2QOLQH3XEOLFDWLRQSDSHUV
5HSULQWHGE\SHUPLVVLRQIURP>WKH/LFHQVRU@>-RXUQDO3XEOLVKHUHJ1DWXUH6SULQJHU3DOJUDYH@>-2851$/1$0(@
>5()(5(1&(&,7$7,21$UWLFOHQDPH$XWKRUV1DPH>&23<5,*+7@\HDURISXEOLFDWLRQDGYDQFHRQOLQHSXEOLFDWLRQ
GD\PRQWK\HDUGRLVM>-2851$/$&521<0@
)RU$GDSWDWLRQV7UDQVODWLRQV
$GDSWHG7UDQVODWHGE\SHUPLVVLRQIURP>WKH/LFHQVRU@>-RXUQDO3XEOLVKHUHJ1DWXUH6SULQJHU3DOJUDYH@>-2851$/
1$0(@>5()(5(1&(&,7$7,21$UWLFOHQDPH$XWKRUV1DPH>&23<5,*+7@\HDURISXEOLFDWLRQ
1RWH)RUDQ\UHSXEOLFDWLRQIURPWKH%ULWLVK-RXUQDORI&DQFHUWKHIROORZLQJFUHGLWOLQHVW\OHDSSOLHV
5HSULQWHGDGDSWHGWUDQVODWHGE\SHUPLVVLRQIURP>WKH/LFHQVRU@RQEHKDOIRI&DQFHU5HVHDUFK8.>-RXUQDO3XEOLVKHU
HJ1DWXUH6SULQJHU3DOJUDYH@>-2851$/1$0(@>5()(5(1&(&,7$7,21$UWLFOHQDPH$XWKRUV1DPH
>&23<5,*+7@\HDURISXEOLFDWLRQ
)RU$GYDQFH2QOLQH3XEOLFDWLRQSDSHUV
5HSULQWHGE\SHUPLVVLRQIURP7KH>WKH/LFHQVRU@RQEHKDOIRI&DQFHU5HVHDUFK8.>-RXUQDO3XEOLVKHUHJ
1DWXUH6SULQJHU3DOJUDYH@>-2851$/1$0(@>5()(5(1&(&,7$7,21$UWLFOHQDPH$XWKRUV1DPH>&23<5,*+7@
\HDURISXEOLFDWLRQDGYDQFHRQOLQHSXEOLFDWLRQGD\PRQWK\HDUGRLVM>-2851$/$&521<0@
 5LJKWV/LQN<RXU$FFRXQW
KWWSVVFRS\ULJKWFRP0\$FFRXQWZHEMVSYLHZSULQWDEOHOLFHQVHIURPP\RUGHUVMVS"UHI EIHDEHEEEGG	HPDLO 
)RU%RRNFRQWHQW
5HSULQWHGDGDSWHGE\SHUPLVVLRQIURP>WKH/LFHQVRU@>%RRN3XEOLVKHUHJ3DOJUDYH0DFPLOODQ6SULQJHUHWF>%RRN7LWOH@
E\>%RRNDXWKRUV@>&23<5,*+7@\HDURISXEOLFDWLRQ
2WKHU&RQGLWLRQV
9HUVLRQ
4XHVWLRQV"FXVWRPHUFDUH#FRS\ULJKWFRPRUWROOIUHHLQWKH86RU
 5LJKWV/LQN<RXU$FFRXQW
KWWSVVFRS\ULJKWFRP0\$FFRXQWZHEMVSYLHZSULQWDEOHOLFHQVHIURPP\RUGHUVMVS"UHI FFEDGH	HPDLO 
635,1*(51$785(/,&(16(
7(506$1'&21',7,216
0D\
7KLV$JUHHPHQWEHWZHHQ0U5HLG9DVVDOOR<RXDQG6SULQJHU1DWXUH6SULQJHU1DWXUHFRQVLVWVRI\RXUOLFHQVHGHWDLOVDQGWKH
WHUPVDQGFRQGLWLRQVSURYLGHGE\6SULQJHU1DWXUHDQG&RS\ULJKW&OHDUDQFH&HQWHU
/LFHQVH1XPEHU 
/LFHQVHGDWH 0D\
/LFHQVHG&RQWHQW3XEOLVKHU 6SULQJHU1DWXUH
/LFHQVHG&RQWHQW
3XEOLFDWLRQ
,QWHUQDWLRQDO-RXUQDORI&RPSXWHU$VVLVWHG5DGLRORJ\DQG6XUJHU\
/LFHQVHG&RQWHQW7LWOH ,%,6DQ25UHDG\RSHQVRXUFHSODWIRUPIRULPDJHJXLGHGQHXURVXUJHU\
/LFHQVHG&RQWHQW$XWKRU 6LPRQ'URXLQHWDO
/LFHQVHG&RQWHQW'DWH $XJ
7\SHRI8VH 7KHVLV'LVVHUWDWLRQ
5HTXHVWRUW\SH DFDGHPLFXQLYHUVLW\RUUHVHDUFKLQVWLWXWH
)RUPDW SULQWDQGHOHFWURQLF
3RUWLRQ ILJXUHVWDEOHVLOOXVWUDWLRQV
1XPEHURI
ILJXUHVWDEOHVLOOXVWUDWLRQV

:LOO\RXEHWUDQVODWLQJ" QR
&LUFXODWLRQGLVWULEXWLRQ 
$XWKRURIWKLV6SULQJHU
1DWXUHFRQWHQW
QR
7LWOH 9LGHR3URFHVVLQJIRUWKH(YDOXDWLRQRI9DVFXODU'\QDPLFVLQ1HXURYDVFXODU,QWHUYHQWLRQV
,QVWLWXWLRQQDPH :HVWHUQ8QLYHUVLW\
([SHFWHGSUHVHQWDWLRQGDWH -XQ
3RUWLRQV )LJXUH
5HTXHVWRU/RFDWLRQ 0U5HLG9DVVDOOR
3RUW0DVWHU'U
6W&DWKDULQHV21/1+
&DQDGD
$WWQ0U5HLG9DVVDOOR
7RWDO &$'
7HUPVDQG&RQGLWLRQV
6SULQJHU1DWXUH&XVWRPHU6HUYLFH&HQWUH*PE+
7HUPVDQG&RQGLWLRQV
7KLVDJUHHPHQWVHWVRXWWKHWHUPVDQGFRQGLWLRQVRIWKHOLFHQFHWKH/LFHQFHEHWZHHQ\RXDQG6SULQJHU1DWXUH&XVWRPHU6HUYLFH
&HQWUH*PE+WKH/LFHQVRU%\FOLFNLQJ
DFFHSW
DQGFRPSOHWLQJWKHWUDQVDFWLRQIRUWKHPDWHULDO/LFHQVHG0DWHULDO\RXDOVR
FRQILUP\RXUDFFHSWDQFHRIWKHVHWHUPVDQGFRQGLWLRQV
*UDQWRI/LFHQVH
7KH/LFHQVRUJUDQWV\RXDSHUVRQDOQRQH[FOXVLYHQRQWUDQVIHUDEOHZRUOGZLGHOLFHQFHWRUHSURGXFHWKH/LFHQVHG
0DWHULDOIRUWKHSXUSRVHVSHFLILHGLQ\RXURUGHURQO\/LFHQFHVDUHJUDQWHGIRUWKHVSHFLILFXVHUHTXHVWHGLQWKHRUGHUDQGIRU
QRRWKHUXVHVXEMHFWWRWKHFRQGLWLRQVEHORZ
 5LJKWV/LQN<RXU$FFRXQW
KWWSVVFRS\ULJKWFRP0\$FFRXQWZHEMVSYLHZSULQWDEOHOLFHQVHIURPP\RUGHUVMVS"UHI FFEDGH	HPDLO 
7KH/LFHQVRUZDUUDQWVWKDWLWKDVWRWKHEHVWRILWVNQRZOHGJHWKHULJKWVWROLFHQVHUHXVHRIWKH/LFHQVHG0DWHULDO
+RZHYHU\RXVKRXOGHQVXUHWKDWWKHPDWHULDO\RXDUHUHTXHVWLQJLVRULJLQDOWRWKH/LFHQVRUDQGGRHVQRWFDUU\WKHFRS\ULJKWRI
DQRWKHUHQWLW\DVFUHGLWHGLQWKHSXEOLVKHGYHUVLRQ
,IWKHFUHGLWOLQHRQDQ\SDUWRIWKHPDWHULDO\RXKDYHUHTXHVWHGLQGLFDWHVWKDWLWZDVUHSULQWHGRUDGDSWHGZLWKSHUPLVVLRQ
IURPDQRWKHUVRXUFHWKHQ\RXVKRXOGDOVRVHHNSHUPLVVLRQIURPWKDWVRXUFHWRUHXVHWKHPDWHULDO
6FRSHRI/LFHQFH
<RXPD\RQO\XVHWKH/LFHQVHG&RQWHQWLQWKHPDQQHUDQGWRWKHH[WHQWSHUPLWWHGE\WKHVH7V	&VDQGDQ\DSSOLFDEOH
ODZV
$VHSDUDWHOLFHQFHPD\EHUHTXLUHGIRUDQ\DGGLWLRQDOXVHRIWKH/LFHQVHG0DWHULDOHJZKHUHDOLFHQFHKDVEHHQ
SXUFKDVHGIRUSULQWRQO\XVHVHSDUDWHSHUPLVVLRQPXVWEHREWDLQHGIRUHOHFWURQLFUHXVH6LPLODUO\DOLFHQFHLVRQO\YDOLGLQ
WKHODQJXDJHVHOHFWHGDQGGRHVQRWDSSO\IRUHGLWLRQVLQRWKHUODQJXDJHVXQOHVVDGGLWLRQDOWUDQVODWLRQULJKWVKDYHEHHQ
JUDQWHGVHSDUDWHO\LQWKHOLFHQFH$Q\FRQWHQWRZQHGE\WKLUGSDUWLHVDUHH[SUHVVO\H[FOXGHGIURPWKHOLFHQFH
6LPLODUO\ULJKWVIRUDGGLWLRQDOFRPSRQHQWVVXFKDVFXVWRPHGLWLRQVDQGGHULYDWLYHVUHTXLUHDGGLWLRQDOSHUPLVVLRQDQG
PD\EHVXEMHFWWRDQDGGLWLRQDOIHH3OHDVHDSSO\WR
-RXUQDOSHUPLVVLRQV#VSULQJHUQDWXUHFRPERRNSHUPLVVLRQV#VSULQJHUQDWXUHFRPIRUWKHVHULJKWV
:KHUHSHUPLVVLRQKDVEHHQJUDQWHGIUHHRIFKDUJHIRUPDWHULDOLQSULQWSHUPLVVLRQPD\DOVREHJUDQWHGIRUDQ\
HOHFWURQLFYHUVLRQRIWKDWZRUNSURYLGHGWKDWWKHPDWHULDOLVLQFLGHQWDOWR\RXUZRUNDVDZKROHDQGWKDWWKHHOHFWURQLFYHUVLRQ
LVHVVHQWLDOO\HTXLYDOHQWWRRUVXEVWLWXWHVIRUWKHSULQWYHUVLRQ
$QDOWHUQDWLYHVFRSHRIOLFHQFHPD\DSSO\WRVLJQDWRULHVRIWKH6703HUPLVVLRQV*XLGHOLQHVDVDPHQGHGIURPWLPHWR
WLPH
'XUDWLRQRI/LFHQFH
$OLFHQFHIRULVYDOLGIURPWKHGDWHRISXUFKDVH
/LFHQFH'DWH
DWWKHHQGRIWKHUHOHYDQWSHULRGLQWKHEHORZWDEOH
6FRSHRI/LFHQFH 'XUDWLRQRI/LFHQFH
3RVWRQDZHEVLWH PRQWKV
3UHVHQWDWLRQV PRQWKV
%RRNVDQGMRXUQDOV /LIHWLPHRIWKHHGLWLRQLQWKHODQJXDJHSXUFKDVHG
$FNQRZOHGJHPHQW
7KH/LFHQVRU
VSHUPLVVLRQPXVWEHDFNQRZOHGJHGQH[WWRWKH/LFHQFHG0DWHULDOLQSULQW,QHOHFWURQLFIRUPWKLV
DFNQRZOHGJHPHQWPXVWEHYLVLEOHDWWKHVDPHWLPHDVWKHILJXUHVWDEOHVLOOXVWUDWLRQVRUDEVWUDFWDQGPXVWEHK\SHUOLQNHGWRWKH
MRXUQDOERRN
VKRPHSDJH2XUUHTXLUHGDFNQRZOHGJHPHQWIRUPDWLVLQWKH$SSHQGL[EHORZ
5HVWULFWLRQVRQXVH
8VHRIWKH/LFHQVHG0DWHULDOPD\EHSHUPLWWHGIRULQFLGHQWDOSURPRWLRQDOXVHDQGPLQRUHGLWLQJSULYLOHJHVHJPLQRU
DGDSWDWLRQVRIVLQJOHILJXUHVFKDQJHVRIIRUPDWFRORXUDQGRUVW\OHZKHUHWKHDGDSWDWLRQLVFUHGLWHGDVVHWRXWLQ$SSHQGL[
EHORZ$Q\RWKHUFKDQJHVLQFOXGLQJEXWQRWOLPLWHGWRFURSSLQJDGDSWLQJRPLWWLQJPDWHULDOWKDWDIIHFWWKHPHDQLQJLQWHQWLRQRU
PRUDOULJKWVRIWKHDXWKRUDUHVWULFWO\SURKLELWHG
<RXPXVWQRWXVHDQ\/LFHQVHG0DWHULDODVSDUWRIDQ\GHVLJQRUWUDGHPDUN
/LFHQVHG0DWHULDOPD\EHXVHGLQ2SHQ$FFHVV3XEOLFDWLRQV2$3EHIRUHSXEOLFDWLRQE\6SULQJHU1DWXUHEXWDQ\/LFHQVHG
0DWHULDOPXVWEHUHPRYHGIURP2$3VLWHVSULRUWRILQDOSXEOLFDWLRQ
 5LJKWV/LQN<RXU$FFRXQW
KWWSVVFRS\ULJKWFRP0\$FFRXQWZHEMVSYLHZSULQWDEOHOLFHQVHIURPP\RUGHUVMVS"UHI FFEDGH	HPDLO 
2ZQHUVKLSRI5LJKWV
/LFHQVHG0DWHULDOUHPDLQVWKHSURSHUW\RIHLWKHU/LFHQVRURUWKHUHOHYDQWWKLUGSDUW\DQGDQ\ULJKWVQRWH[SOLFLWO\JUDQWHG
KHUHLQDUHH[SUHVVO\UHVHUYHG
:DUUDQW\
,112(9(176+$///,&(1625%(/,$%/(72<2825$1<27+(53$57<25$1<27+(53(562125)25$1<
63(&,$/&216(48(17,$/,1&,'(17$/25,1',5(&7'$0$*(6+2:(9(5&$86('$5,6,1*2872)25,1
&211(&7,21:,7+7+('2:1/2$',1*9,(:,1*2586(2)7+(0$7(5,$/65(*$5'/(662)7+()2502)$&7,21
:+(7+(5)25%5($&+2)&2175$&7%5($&+2):$55$17<72571(*/,*(1&(,1)5,1*(0(172527+(5:,6(
,1&/8',1*:,7+287/,0,7$7,21'$0$*(6%$6('21/2662)352),76'$7$),/(686(%86,1(66
23325781,7<25&/$,062)7+,5'3$57,(6$1'
:+(7+(5251277+(3$57<+$6%((1$'9,6('2)7+(3266,%,/,7<2)68&+'$0$*(67+,6/,0,7$7,216+$//
$33/<127:,7+67$1',1*$1<)$,/85(2)(66(17,$/385326(2)$1</,0,7('5(0('<3529,'('+(5(,1
/LPLWDWLRQV
%22.621/<:KHUH
UHXVHLQDGLVVHUWDWLRQWKHVLV
KDVEHHQVHOHFWHGWKHIROORZLQJWHUPVDSSO\3ULQWULJKWVRIWKHILQDO
DXWKRU
VDFFHSWHGPDQXVFULSWIRUFODULW\127WKHSXEOLVKHGYHUVLRQIRUXSWRFRSLHVHOHFWURQLFULJKWVIRUXVHRQO\RQD
SHUVRQDOZHEVLWHRULQVWLWXWLRQDOUHSRVLWRU\DVGHILQHGE\WKH6KHUSDJXLGHOLQHZZZVKHUSDDFXNURPHR
7HUPLQDWLRQDQG&DQFHOODWLRQ
/LFHQFHVZLOOH[SLUHDIWHUWKHSHULRGVKRZQLQ&ODXVHDERYH
/LFHQVHHUHVHUYHVWKHULJKWWRWHUPLQDWHWKH/LFHQFHLQWKHHYHQWWKDWSD\PHQWLVQRWUHFHLYHGLQIXOORULIWKHUHKDVEHHQD
EUHDFKRIWKLVDJUHHPHQWE\\RX
$SSHQGL[²$FNQRZOHGJHPHQWV
)RU-RXUQDO&RQWHQW
5HSULQWHGE\SHUPLVVLRQIURP>WKH/LFHQVRU@>-RXUQDO3XEOLVKHUHJ1DWXUH6SULQJHU3DOJUDYH@>-2851$/1$0(@
>5()(5(1&(&,7$7,21$UWLFOHQDPH$XWKRUV1DPH>&23<5,*+7@\HDURISXEOLFDWLRQ
)RU$GYDQFH2QOLQH3XEOLFDWLRQSDSHUV
5HSULQWHGE\SHUPLVVLRQIURP>WKH/LFHQVRU@>-RXUQDO3XEOLVKHUHJ1DWXUH6SULQJHU3DOJUDYH@>-2851$/1$0(@
>5()(5(1&(&,7$7,21$UWLFOHQDPH$XWKRUV1DPH>&23<5,*+7@\HDURISXEOLFDWLRQDGYDQFHRQOLQHSXEOLFDWLRQ
GD\PRQWK\HDUGRLVM>-2851$/$&521<0@
)RU$GDSWDWLRQV7UDQVODWLRQV
$GDSWHG7UDQVODWHGE\SHUPLVVLRQIURP>WKH/LFHQVRU@>-RXUQDO3XEOLVKHUHJ1DWXUH6SULQJHU3DOJUDYH@>-2851$/
1$0(@>5()(5(1&(&,7$7,21$UWLFOHQDPH$XWKRUV1DPH>&23<5,*+7@\HDURISXEOLFDWLRQ
1RWH)RUDQ\UHSXEOLFDWLRQIURPWKH%ULWLVK-RXUQDORI&DQFHUWKHIROORZLQJFUHGLWOLQHVW\OHDSSOLHV
5HSULQWHGDGDSWHGWUDQVODWHGE\SHUPLVVLRQIURP>WKH/LFHQVRU@RQEHKDOIRI&DQFHU5HVHDUFK8.>-RXUQDO3XEOLVKHU
HJ1DWXUH6SULQJHU3DOJUDYH@>-2851$/1$0(@>5()(5(1&(&,7$7,21$UWLFOHQDPH$XWKRUV1DPH
>&23<5,*+7@\HDURISXEOLFDWLRQ
)RU$GYDQFH2QOLQH3XEOLFDWLRQSDSHUV
5HSULQWHGE\SHUPLVVLRQIURP7KH>WKH/LFHQVRU@RQEHKDOIRI&DQFHU5HVHDUFK8.>-RXUQDO3XEOLVKHUHJ
1DWXUH6SULQJHU3DOJUDYH@>-2851$/1$0(@>5()(5(1&(&,7$7,21$UWLFOHQDPH$XWKRUV1DPH>&23<5,*+7@
\HDURISXEOLFDWLRQDGYDQFHRQOLQHSXEOLFDWLRQGD\PRQWK\HDUGRLVM>-2851$/$&521<0@
 5LJKWV/LQN<RXU$FFRXQW
KWWSVVFRS\ULJKWFRP0\$FFRXQWZHEMVSYLHZSULQWDEOHOLFHQVHIURPP\RUGHUVMVS"UHI FFEDGH	HPDLO 
)RU%RRNFRQWHQW
5HSULQWHGDGDSWHGE\SHUPLVVLRQIURP>WKH/LFHQVRU@>%RRN3XEOLVKHUHJ3DOJUDYH0DFPLOODQ6SULQJHUHWF>%RRN7LWOH@
E\>%RRNDXWKRUV@>&23<5,*+7@\HDURISXEOLFDWLRQ
2WKHU&RQGLWLRQV
9HUVLRQ
4XHVWLRQV"FXVWRPHUFDUH#FRS\ULJKWFRPRUWROOIUHHLQWKH86RU
Bibliography
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