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On Difference Matrices and Regular Latin Squares
B y  D ie t e r  J t t n g n ic k e l1)
1. Introduction
One of the most thoroughly investigated branches of combinatorics is 
the theory of Latin squares. The outstanding problem has been (and still is) 
the determination of the maximum number N(t) of pairwise orthogonal 
Latin squares of order t. One knows N(q) =  q — 1 for prime powers q\ 
but besides for N (6) = 1 these are the only known precise values. In 1922, 
MacNeish [9] proved N (t1t2) ^ min {2V(ii), iV(i2)} and conjectured that 
actually one would have equality, which would imply the validity of 
Euler’s conjecture (stating N(t) = 1 whenever t =  2 mod 4) that was 
disproved in 1960 by B o s e  and Shrikhande [3],
In this paper we will investigate a special class of orthogonal Latin 
squares, i.e. regular sets of pairwise orthogonal Latin squares: these are 
sets admitting a regular abelian automorphism group on the symbols, such 
that each automorphism is induced by the same row permutation for any 
of the given squares (see Definition 2). We will show that the concept of 
regular Latin squares may be described in an algebraic way by the concept 
of a difference matrix. A (t, r, 0)-difference matrix is an (r + 1) x ¿-matrix 
D with entries from an abelian group 0  of order t such that the difference 
of any two distinct rows of D  contains each element of O exactly once (see 
Definition 1). We prove that the existence of a (t, r, C?)-difference matrix 
is equivalent to the existence of a regular set of r mutually orthogonal 
Latin squares of order t with G as automorphism group (see Theorem 1).
We remark, that J o h n s o n ,  D u lm a g e  and M e n d e l s o h n  [8] have used 
a (12, 5)-difference matrix (without introducing this name) to construct 5 
mutually orthogonal Latin squares of order 12. Thus one part of our 
equivalence theorem is known already. But up to now, emphasis has been 
on the construction of squares, not on their automorphism group; the aim 
of this paper is not the construction of squares in general, but the study 
of sets of squares with a nice automorphism group. We will be able to 
prove analogues of several well-known existence theorems for Latin 
squares in general. More specifically, we construct (t, r, C?)-difference 
matrices in the following cases:
1) These results form  parts o f  the author’s doctoral dissertation that has been 
prepared under the supervision o f  Prof. Dr. H . Lenz at the Freie Universität Berlin.
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(i) t a prime power, r < t, G =  EA{t) the elementary abelian group of 
order t;
(ii) t =  p k, p  a prime, r < p, G — Zt the cyclic group o f order t\
(iii) t =  q2 + q +  1, a prime power, r ^ N(q +  1), G =  Zt;
(iv) t =  q2 — 1, q a prime power, there exists a (q — 1, r, Zq_ 1) -dififer- 
rence matrix and G =  Zt;
(v) I f  there are (t, r, G)- and (t', r, 6?')-difference matrices, then there 
is a (if, r, G ©  G'J-difference matrix.
I f  we denote by B(t) the maximum cardinality o f a regular set o f pairwise 
orthogonal Latin squares o f order t, we thus have R(q) =  q — 1 for prime 
powers q and -B(iii2) > min {-K(ii), R{t2)} in analogy to the results on 
N(t). But there is one startling difference: The class o f regular sets o f Latin 
squares satisfies Euler’s conjecture: R(t) =  1 whenever i s  2 mod 4 
(see Corollary 4). Nevertheless M a c N e is h ’s conjecture still is not satisfied, 
as (iii) above shows (see Remark, p. 225).
This result is in fact a special case o f the non-existence theorem o f H a t .t . 
and P a i g e  (there is no complete mapping for a group G with a cyclic 
Sylow-2-subgroup, see e.g. D e n e s  and K e e d w e l l  [5 , Theorem 1.4.7]). 
We feel that our proof o f  this special case is interesting enough to be 
included here, as it uses only elementary counting arguments whereas the 
proof o f  the general result needs some rather non-trivial group theory. 
In a remark (see p. 227) we show how our proof o f  this special case o f 
H a l l ’ s and P a i g e ’s theorem may be generalized to the non-abelian case.
2. Preliminaries
We refer the reader to the literature regarding the supposed pre-know­
ledge. As general references we mention [4], [7] and [11]. For latin squares, 
one may also consult [5]; for groups [6] and [12]; for difference sets [7, Ch. 
11]; for affine difference sets [2],
3. Basic Results
Definition 1. Let G denote any abelian group o f order t and let D  be 
an (r +  1) x i-matrix over G satisfying
(DM) {da -  dn , di2 -  dj2, . . . , d it -  djt} =  G for all t, j  =  0 , . . . ,  r 
with i +  j ,
i.e., the difference o f any two rows o f D  contains every element o f  G 
(exactly once for reasons o f cardinality). Then D  is called a (t, r, G)- 
difference matrix.
I f  D  furthermore satisfies
(Ni) drl =  dr2 =  • • • =  dH =  0
and
(Na) dot =  dlt =  • • • =  dft =  0,
then D  is called normal.
Proposition 1. Let D  be a (t, r, 0)-difference matrix and let D' arise from  
D by transformation o f the following kind:
(a) line permutations;
(b) addition of a fixed a e O  to a column of D ;
(c) addition of a fixed a e G  to a row o f D.
Then D' is a (t, r, 0)-difference matrix.
Proof. These operations do not change property (DM).
Corollary 1. With any difference matrix D  there is associated a normal 
difference matrix D ' obtained from D  by transformations of the types described 
in Proposition 1. D' furthermore satisfies
(N3) Each row of D' (except for the last row) contains every element o f G 
exactly once.
(N4) No column of D' (except for the last column) contains an element of 0  
twice.
Proof. (Nx) may be achieved by  operations o f type (b), (N2) by  opera­
tions o f type (c). (N3) holds by (DM), for the difference between the ith 
and the rth row is simply the ith row by (Nx). (N4) holds by (DM); for we 
must have dik — djk 0 (k ^  t, i ^  j )  since already dit — djt =  0 — 0 =
0 by  (Na).
Example 1.
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= ^3, r =  2 0 = ZB,
! 2 1
°\ / 2
4 3
1 2
° I 4
3 1
[0 0 0 / 3
1 2
2 4
\o 0 0
G =  GF(4), r =  3, w generating element o f GF(4)*
'w w2 1 0’
w2 1 w 0
1 w w2 0
,0 0 0 o,
Definition 2. Let =  {A u . . . ,  A n} be a set o f mutually orthogonal 
t x  f-matrices on the symbol set S =  , <st}. Let G be a regular
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abelian permutation group on S. I f  for each a e  G there is a permutation 
7t o f the cells (i, k) such that for each j  =  1 , . . n
(a$)a =  aJhl where (i, k f  =  (h, I),
then 31 is called O-quasiregular. I f  the permutations tt are in fact permuta­
tions of the form (i, k) —> (ai, k) where a is a permutation o f { 1 , . . t], 
then 31 is called O-regular. 31 is called (quasi-)regular, if  it is Cr-(quasi-) 
regular for some group G.
Theorem 1. Let t,r be natural numbers and G an abelian group. Then the 
following statements are equivalent:
(a) There exists a (t, r, G)-difference matrix.
(b) There exists a G-regular set o f r +  1 mutually orthogonal t x  t- 
matrices, r o f which are Latin squares.
(c) There exists a G-quasiregular set of r +  1 mutually orthogonal t x  t- 
matrices, r o f which are Latin squares.
(d) There exists a G-quasiregular set o f r +  1 mutually orthogonal t x t- 
matrices.
(e) There exists a G-regular set o f r mutually orthogonal Latin squares. 
Proof
I. (a) => (b). Let D  be a (t, r, C?)-difference matrix and let ax := 0 and 
a2, . . . ,  at be the non-zero elements o f G. For i =  0 , . . . ,  r define the 
t x i-matrix A i =  (<4fc) by
ahk ^  dik +  ah%
The matrices thus defined are mutually orthogonal; for consider A f and 
A j (i ^  j )  and let (x, y) be any pair o f elements o f  G. Let d := x  — y. 
By (DM), d occurs exactly once as a difference d =  dik — djk. Let —dik +  
x  >= ah. Then we have
=  dm +  ah =  dik -  dik +  x  =  x
and
ahk =  djk +  ah =  djk — dik +  x  =  y.
Thus {(a{hk, ajhk): h, k =  1 , . . . ,  t} =  G x  O, i.e. A { and A j are orthogonal.
For each g eG , we let g act on G by x9 := x +  g (for each x e  G). Thus 
G clearly acts as a regular permutation group on itself. We assert, that our 
matrices defined above are G-regular; for consider any element o f G, 
g =  al say. Denote ah +  a, =: ah>. Then
K k Y  =  (dik +  “ ft)9 =  dik +  an + at =  dlk +  av  =  a£.fc
i.e.
K fc )9 =  < n  where (m, n) =  (h, k)71
and the permutation it o f the cells is defined by (h, k)n j= (h', k). Finally 
we observe, that A 0, . . . , A r_ 1 are Latin squares (to this purpose we
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assume w.l.o.g. D  to be normal according to Corollary 1): Consider a fixed
i =£ r. By (N3) (and since G is a group) each row o f A t contains each 
element o f G exactly once. Since also each column o f contains each 
element o f G exactly once (since it is o f the form dik + G), A t is a Latin 
square.
II. (b) => (c) trivial.
III. (c) => (d) trivial.
IV. (d) => (a). Let A 0, . . . ,  A r be mutually orthogonal t x i-matrices on 
the symbol set S, that are (?-quasiregular. Since G is regular on S, we may 
identify S and G and consider S as an abelian group: After choosing a 
fixed element 0 eiS, we identify the element s e S  with the uniquely 
determined as e G  with 0“* =  s. Then we may write s +  g instead o f sa 
for s e  S, g e G. Let a± := 0 and a2, . . . ,  at be the elements o f S =  G. Since 
a G-quasiregular set o f mutually orthogonal matrices obviously is trans­
formed into a G-quasiregular set o f mutually orthogonal matrices by 
permuting the cells, we may assume w.l.o.g. that we have
« i i  =  ®i2 =  • • • =  =  0.
By hypothesis, there are permutations ah(h =  1 , . . . ,  t) o f the t2 cells such 
that
“ yfc +  ah =  for i =  0 , . . . ,  r,
in particular
a h = a lk + ah = a oha ,ky
After another appropriate permutation o f the cells we may assume w.l.o.g. 
that
k) = (h, k),
hence
a hk —  a lk  +  a h o^r eacll i =  0, . . ., r.
We now define the (r +  1) x i-matrix D =  (dik) by putting
dik ^  aik =  0 , . . . ,  r; A =  1 , . . . ,  f).
Consider rows i and j  (i #  j )  o f D.  Since A { and Aj  are orthogonal, the 
pair (x, 0) g G x G occurs (exactly once) as (a}hk, a’hk), i.e.
x  — ahk =  a'lfc + an =  dilc +  ah
0 =  <4ik =  a lk  +  a h =  d jk  +  a h
i.e. x  =  x  — 0 =  dik — djk. Thus the difference o f rows i and j  has to 
contain each element o f G (exactly once), i.e. D  is a (t, r, (r)-difference 
matrix.
Y. (b) => (e) trivial.
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VI. (e) => (b). Let A 0, . . . ,  A r_ 1 be a G-regular set o f mutually ortho­
gonal Latin squares. Define A  =  (a\k) by
«il =  «la = =  arit
Since A 0, . . . , A r_ 1 are Latin squares, clearly A 0, . . . , A r are a set o f 
mutually orthogonal t x ¿-matrices, r o f which are Latin squares. It 
remains to show that this set is ö-regular. For every a € G there is a row 
permutation aa such that for j  < r and every i, k
in particular
that is
a% +  a =  a ° ut,
aTik +  a =  araaUk, q.e.d.
Example 2. Using the example for t =  5, r =  4 in Example 1, the 
construction o f theorem 1 yields the following 4 orthogonal Latin squares 
o f  order 5 (taking ah >= h — 1):
plus the square A
admitting Z5 as regular automorphism group.
4. Existence Results
Theorem 2. Let t be a prime power and EA(t) the elementary abelian group 
of order t. Then there exists a (t, r, EA(t))-dijference matrix whenever 
r ^ t -  1.
Proof: Note that there cannot be a (t, r, iL4(£))-difference matrix with 
r ^ t by  (N4). Consider EA(t)  as the additive group o f the Galois field 
E  := GF(t). Let w be a generating element o f F*  and define the (r +  1) x t- 
matrix D  by D  =  (dik) (i =  0 , . . . ,  r;  k =  1 , . . . ,  t) with
ik
o
w,i + k
if i =  r or k =  t 
otherwise
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i.e.
w w2 w3 tvt + 1
w2 w3 w* u/
wr wr + 1 wr+2 ■■.. u/+r-2
0 0 0 0
dik —
D  =
(Note that ivl~1 =  1).
It is easy to show that D  satisfies property (DM) o f Definition 1.
Theorem 3. Let t =  p n be a prime power and let r < p  — 1. Then there 
exists a (t, r, Zp* )-difference matrix.
Proof. Define the (r +  1) x i-matrix D  =  (dik) (i =  0 , . . . ,  r\ Ic =  1,
• • •, t) by
' 0 if i =  r or k =  t
, (i +  l)k otherwise
• • ■ p n -  1 0>
• • • 2 (p 71 - 1) 0
• • • r (p n -  1) 0
0 Oy
It is easily seen that D  is a difference matrix.
Theorem 4. I f  there exist a (t, r, G)-dijference matrix and a (if', r, G')- 
difference matrix, then there exists an ( i f ,  r, G ©  G')-difference matrix.
Proof. Let D  =  (dik) be a (t, r, Cr)-difference matrix and D' = (d'ik) 
be a (t', r, 6r')-difference matrix. Define an (r +  1) x  if-m atrix D" =  
D  ©  D' over G ©  G' by
dik {di,ak> ^t,fc-(afc-l)i') (* =  0, . . f , k =  1, . . ., tt )
where ak denotes the smallest integer >&/f .  Hence we obtain
' (d0i, d01) . . .  (d01, dot>) . . .  (dot, do 1) ■ ■ ■ (dot, dot*)\
{ (d ri ,  d r l ) . . .  (d ri ,  d rt, ) . . .  (d rt, d r l ) . . .  (d rt, d rt. ) j
D" satisfies (DM): For suppose that d"ik — d"k = d!'ix — d"n (i ¥= j  
Then
di,ak ^i,al  ^  , a i
and
d itk — (ak — l)t'  ~  d j ' i c -^ aic - i i t '  =  - ( a ! - l ) t ' — <^,1- ( a !  -  !)'•
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Since D  is a difference matrix, we must have ale =  a I. Since D' is a 
difference matrix, we must have k — (ak — 1 )t' =  I — (al — 1 )t'. Both 
conditions together yield at once k =  I. Hence D" satisfies (DM) and is 
thus a difference matrix. I f  D  and D ’ are normal, so obviously is D ".
Example 3. We consider the following difference matrices over Z3 and
0 0 0
The construction in Theorem 4 yields the following difference matrix over 
Z i5 =  23 ©  Z5 (we write xy instead o f (x, y)):
Corollary 2. Let t =  qx . . ,qn where the qt are prime powers and let 
r < qt — 1 for i =  1 , . .  . ,n .  Then there exists a (t, r, EA(q1) ©  • • • ©  
EA(qn))-dijference matrix.
Corollary 3. Let G be any abelian group of order t. Let t =  p \i . .  .pfy be 
the prime power factorization o f t; let p  := min {p^  . . . ,  pk} and q := 
min {pi i , . . . ,  pZ*}. G is the direct sum of cyclic p¡-groups (i =  1 , . . . ,  k; 
cf. [6, p. 40]); i f  all these groups are elementary abelian, there exist (t, r, G)- 
difference matrices for at least 0 ^ r < q — 1, otherwise for at least 0 < r ^
Theorem 5. Let t =  2n with (n, 2) =  t. Then there cannot exist a 
(t, 2, G)-difference matrix.
Proof. Assume that D  is a (t, 2)-difference matrix over G. Since (2, n) =
1, by the fundamental theorem on abelian groups G =  Z2 ©  Gn for some 
abelian group Gn. Thus the elements o f G have the form (0, x) resp. (1, x) 
(with x  e Gn). We assume D  to be normal by Corollary 1 and consider the 
differences between the zeroth and the 1st row o f D. n o f these elements 
must be o f the form (0, x) and the remaining n o f the form (1, x). Suppose 
that there are u elements (0, x) below elements (0, x'). Since these yield u 
differences with first component 0, we must have n — u elements (1, x) 
below n — u elements (1, æ') to get the remaining n — u differences with 
first component 0. The remaining n — u elements (0, x) must be below the 
remaining u elements (1, x'), which yields n — u =  u or 2u = n, contra­
dicting (n, 2) =  1. Hence there cannot exist a (t, 2)-difference matrix.
Corollary 4. The class o f regular Latin squares satisfies Euler’s conjec­
ture: / / i s  2 mod 4, there cannot be a regular set of 2 orthogonal Latin 
squares.
Z5 (r =  2):
2 4 3 1 
4 3 1 2
p  -  1.
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Remarks
a. The construction given in Theorem 2 occurs in an equivalent though 
different form already in [1],
b. Corollary 4 shows that the class r m o l s  o f regular sets o f mutually 
orthogonal Latin squares is a proper subclass o f the class m o ls  of sets o f 
mutually orthogonal Latin squares (see [3]) and B(t) < N{t) for 6 < t =
2 mod 4. Open question: For which t is B(t) < N(t) ?
c. Corollary 2 shows that the class r m o l s  satisfies the theorem of 
M a c N e is h  as known for the class m o ls  (if t =  q1 - ■ -qn is the prime power 
factorization o f t and r ^ qi — 1 for i =  1, . .  ., n then there exist r — 1 
mutually orthogonal Latin squares o f order t). In 1922, M a cN e is h  con­
jectured (cf. [9]), that m o ls  would also satisfy the converse o f  the theorem 
mentioned above; since this would imply the validity o f Euler’s conjecture 
for m o ls ,  this was disproved by [3] together with Euler’s conjecture. But 
as r m o l s  satisfies Euler’s conjecture, it would seem conceivable that 
r m o l s  even satisfies M a c N e is h ’ s conjecture. That this is not true, will be 
demonstrated by the following construction.
Theorem 6. Let q be a prime power and v := q2 + q +  1. I f  there exists 
a set or r mutually orthogonal Latin squares of order q +  1, then there exists 
a (v, r, Zv)-dijference matrix.
Proof. Since q is a prime power, Singer’s theorem (cf. [10] or [7]) 
assures the existence o f a difference set {a0, ..  ., av\ in Z„. By hypothesis, 
there exists a set D 1, . . . ,  D r o f mutually orthogonal Latin squares o f 
order q +  1 (w.l.o.g. on the symbols 0, . . q and all squares with zeroth 
row 0 , . .  ., q). Let D0 be the square with all rows 0 ,. . . ,  q. Let d*. denote 
the kth row o f square Z)t. Form the matrix
and obtain the (r +  1) x (q(q +  1) +  l)-matrix D  by replacing each 
element i in D' by at (i =  0 , . . . ,  q) and by adding a zero column. Then D  
is a (q2 +  q +  1, r)-difference matrix: Consider the ith and the fcth row o f 
D. Since I)i and D k are orthogonal, by construction each pair (I, j ) 
(I #  j ;  I, j  =  0 , . . . ,  q) occurs in exactly one column o f D' in the ith 
row and ith  row o f D '. Thus in the ith and kth row o f  D, every difference 
at — Uj (i ti  j )  occurs exactly once, i.e. each element ^  0 o f Z„ occurs 
exactly once (since {a0, . . . ,  ar} is a difference set); finally the difference 0 
occurs precisely in the last column o f D.
Example 4. After putting the squares o f order 5 (in Example 2) in 
standard form, one gets (using the difference set {3, 6, 12, 7, 14} o f Z21) 
the following (21, 4)-difference matrix:
D'  =
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’ 3 6 12 7 14 3 6 12 7 14 3 6 12 7 14 3 6 12 7 14 O'
6 12 7 14 3 7 14 3 6 12 14 3 6 12 7 12 7 14 3 6 0
12 7 14 3 6 6 12 7 14 3 7 14 3 6 12 14 3 6 12 7 0
14 3 6 12 7 12 7 14 3 6 6 12 7 14 3 7 14 3 6 12 0
, 7 14 3 6 12 14 3 6 12 7 12 7 14 3 6 6 12 7 14 3 0,
id after normalizing according to Corollary 1.
'17 13 9 1 2 10 3 6 16 7 12 20 19 4 8 18 15 5 14 11 0'
20 19 4 8 12 14 11 18 15 5 2 17 13 9 1 6 16 7 10 3 0
5 14 11 18 15 13 9 1 2 17 16 7 10 3 6 8 12 20 19 4 0
7 10 3 6 16 19 4 8 12 20 15 5 14 11 18 1 2 17 13 9 0
, 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0,
We give the following numerical examples (only those not already known 
by Corollary 3, s gives the value known by Corollary 3):
!1 4 7 16 19 31 49 61 64 67
+  1 5 8 17 20 32 50 62 65 68
r 4 7 16 3 31 6*) 4 * * ) 5**)
V 21 57 273 381 993 2451 3783 4161 4557
s 2 2 2 2 2 2 2 2 2 etc.
Theorem 7. Let q be a prime power and assume the existence of a (q — 1, 
r, Z8_^-difference matrix. Then there exists a (t, r, Zt)-difference matrix 
with t t= q2 — 1.
Proof. Since q is a prime power, there exists an affine difference set 
in Zt, say a j ,  i.e. the differences a{ — (i ¥= j , i , j  =  1, • • ., q)
contain each element x  o f Zt with x  ^  0 (mod q +  1) exactly once (cf.
[2] or [4, p. 210-211]). Thus the elements having no difference representa­
tion from {a1; . . . ,  ar}, i.e. 0, q +  1, . . . ,  (q — 2)(q +  1), form a cyclic 
group {b0, . . . ,  bg_ 2}  ~  Zg-i-
By (N4) we have r < q — 2; hence there exist r +  1 pairwise orthogonal 
Latin squares o f order q, say D 0, . . . ,  D r. We may assume w.l.o.g. that 
the underlying symbol set is { 1 , . . . ,  q} and that all squares have first row
1 • • • q. Denote by d|. the kth row o f square D t and put
/a °
H :
\Al • • • d;
By replacing each element i in A  by ai we get a (r + 1) x q(q — l)-matrix 
A ' such that the difference o f any two distinct rows o f A' contains each 
element from Zt except for b0, . . . ,  ¿>g_2 (exactly once). Now let £  be a
* )  W i l s o n  [15]. **) V a n  L i n t  [12, p .  117].
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(q — 1, r, Z?_ ^ -difference matrix and obtain B'  by replacing each element
i in B  by 6f. Then B' is an (r +  1) x (q — 1)-matrix such that the differ­
ence of any two distinct rows o f B' contains precisely the elements b0, . . ., 
bq — 2* Hence
D := (A'B')
is a (t, r, Zt)-difference matrix.
Example 5. We only give examples not already known by Corollary 3. 
(s is the value known by Corollary 3.):
<7 32 128 513 2048
q -  1 31 127 511 2047
r 30 126 6 22
q2 -  1 1023 129-127 511-513 2047•2049
s 2 2 2 2
We remark that Theorems 6 and 7 are analogues o f existence results o f 
B ose and Shrikhande [3] for Latin squares in general.
Remark: The non-abelian case. It is obvious how to generalize Defini­
tions 1 and 2 to the case o f non-abelian groups 0. Theorem 1 then remains 
true (the proof carries over if we just take a bit more care o f the order of 
additions). As all our interesting examples yielding information on R(t) 
(i.e. Theorems 2, 4, 6 and 7) are taken from abelian groups, it did not seem 
worthwhile to consider the general situation. But we will remark that 
Theorem 5 and thus Corollary 4 remain true for non-abelian groups and 
that thus the class o f (in the generalized sense) regular sets o f Latin 
squares still satisfies Euler’s conjecture. Thus let O be any group o f order 
2n with (n, 2) =  1 and assume the existence o f a (t, 2, (?)-difference matrix 
(in the generalized sense). Then G has a normal subgroup N  o f order 
n (see e.g. [13, 4.6]). Let a be an element in G o f order 2 and put A .•= <a>. 
Then clearly G =  (A ,  N )  and i n i  =  {0}. Thus G is the semidirect 
product o f N  by A  (see e.g. [6, 6.5.3]). Hence— if we identify A  with Z2—  
the elements o f G take the form (0, x) resp. (1, x) with x e  N  and the group 
operation means for the first components just ordinary addition in Z2. 
The remainder o f the proof is now as in Theorem 5.
Remark: Difference matrices and regular T D ’s. The correspondence 
between (t, r +  2)-nets and sets o f  r mutually orthogonal Latin squares 
o f order t is well-known (see [5] or [7]). There is an analogue for regular 
sets o f Latin squares which we will sketch briefly. For reasons o f conven­
ience, we shall use the dual structure o f a net, i.e. a TD (“ transversal 
design” ). We recall, that a (t, r)-TD consists o f r “ groups”  o f t points each 
(there is no connection to the algebraic notion o f a group), such that 
points are joined by a line if and only if they are in the same group.
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Furthermore each o f the (f2) lines meets each group. Such a TD II js 
called G-regular, if  G acts as a collination group o f II which is regular on 
each group and semiregular on the line set o f II. One then has the following 
result:
Let D  be a (t, r, (7)-difference matrix with r > 2 and define an incidence 
structure Z  =  (s}3, 23,1) by
>= {(¿, x ) : i =  0 , . . . ,  r; x  e G)
SB -  { G f : i =  1 , . . . ,  t; x  e G},
where
Gf t= {(0, dm +  x), (1, du +  x ) , . . . ,  (r, dri +  x)}.
Then E is a G-regular (t, r +  1)-TD with groups ^  := {(i, x ) :  x e  Gj. 
Conversely, each G-regular (t, r +  1)-TD may be described in this way.
The proof is not too difficult and will be left as an exercise. By intro­
ducing infinite points and considering the groups as new lines, it is then 
possible to obtain the following result on projective planes: A (t ,t  — 1, in ­
difference matrix D  with t ^ 3 exists if and only if there is a projective 
plane o f order t which is (p, £)-transitivc for a suitable flag (p, L)  and 
which has G as the elation group G(pj;y
This result shows that the notions o f difference matrices and regular 
sets o f Latin squares are in a way generalizations o f the notion o f (p, L)- 
transitivity for projective planes. Also, the geometric interpretation gives 
a stronger motivation for Definition 2 which may not seem really natural 
at first sight.
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Note added in proof: The author has generalized the concept o f a difference 
matrix from the case À =  1 (each group element occurs precisely once as a 
difference from any two rows) to arbitrary À and studied the connections 
to transversal designs and to generalized Hadamard matrices in his paper 
“ On difference matrices, resolvable transversal designs and generalized 
Hadamard matrices” , Math. Z. 167 (1979), 49-60.
