Abstract. The result, due to Henckell, Margolis, Pin and Rhodes modulo Ash's solution to the pointlike conjecture, that every finite block group divides a power group, has long been considered to be one of the deepest results in finite semigroup theory. However, the proof is not constructive. Solving a long-standing problem, we provide in this paper an explicit construction of such a division. We also generalize the result to a large class of pseudovarieties of groups. Local group pseudovarieties are also considered, generalizing (and making constructive) results of Margolis and the second author. Some applications to language theory are mentioned.
Introduction and Motivation
Margolis and Pin proved in [11] , via language-theoretic techniques, that J * G = PG. They also pointed out that BG, the pseudovariety of block groups, is J m G where m is the Malcev product; this last result also follows from earlier results of Rhodes and Tilson [16] . Henckell and Rhodes proved [9, 8] that if the pointlike conjecture for groups is true, then J * G = J m G. The pointlike conjecture was established by Ash as a part of his proof the Type II conjecture [2] . The result also follows from the product theorem of Ribes and Zalesskiȋ [19] because only the pointlike pair conjecture is needed to obtain the result [25] . For background and history see [8, 13] .
The second author's [23] gives a simplified proof that J * G = J m G (see also [22, 25] ) and generalizes it by showing that the equality J * H = J m H holds for a large class of pseudovarieties H (including all extension closed ones); in [3] the authors found a condition on a pseudovariety of groups H that is necessary and sufficient for J * H = J m H.
Using the aforementioned results, some ordered monoid techniques and a slight generalization of the language-theoretic techniques of Margolis and Pin, the second author showed that PH = J * H is valid for each pseudovariety H that is closed under co-extensions by p-groups [24, 21] . An abstract characterization of the solutions to PH = J * H has been obtained by the authors [4] . Pseudovarieties of the form J * H are of interest in formal language theory because it was shown in [21] (see also [14] ) that J * H = H (the Schützenberger product applied to H) -that is, the pseudovariety J * H corresponds under Eilenberg's correspondence [5] to the Boolean polynomial closure of the H languages.
The methods used so far do not, however, yield effective proofs (in the algorithmic sense) for the non-trivial inclusions BG = J m G ⊆ J * G and J * G ⊆ PG.
Pin asked in [8, 13] for a constructive proof. The authors in [3] explicitely constructed, for a given block group M , a group G such that M divides a semidirect product J G (for some J -trivial monoid J that is not explicitly constructed), where G is well-controlled in terms of its size (meaning it can be easily bounded in terms of the size of M ) and in terms of the pseudovariety it generates. Henckell [7] gives a constructive proof that every J -trivial monoid divides a power group, but he has little control over the pseudovariety the group generates.
This paper gives an effective proof of the inclusion BG ⊆ PG in which the choice of the group is well-controlled in terms of size and in terms of pseudovarieties. This includes, for a given block group M , the construction of a J -trivial monoid J and group G for which M divides a semidirect product J G and such that J as well as G are tightly determined by M . The techniques are also used to prove the following result, which is the strongest of its type to date: let V be a pseudovariety of monoids (semigroups) with the property that, for each member S of V, there exists a cyclic group C such that the wreath product C S also belongs to V; then the inclusion J * V ⊆ PV holds. A crucial step in the argument involves a certain combinatorial property of semigroup identities which hold in certain locally finite varieties of solvable groups of derived length k. This also includes a purely semigroup theoretic proof of the inclusion J * G ⊆ PG that has been asked for by Pin [13] .
Margolis and the second author [12] proved that PLG = LPG = LBG. The containment PLG ⊆ LBG is constructive. The reverse inclusion uses language theoretic techniques to show that J * LG ⊆ PLG (the left hand side is easily seen to be LBG). Our techniques give a constructive proof of this result as well. Moreover, we show that, for each pseudovariety of groups H, the equalities PH = J * H and PLH = J * LH are equivalent. Both sides of this equation are of intest from the language theory point of view: the lefthand side is of interest because of standard results relating power semigroups to language theory [27, 15] and relating the languages of H to LH [28] ; the righthand side coincides with LH; see also [14, 12] . Another result of interest from the language theory point of view is the equality PLH = PH * D, again because of the abovementioned relationship of the power operator to language operations (literal morphisms and inverse substitutions) and the importance in language theory of pseudovarieties of the form V * D [28] .
The paper is organized as follows. We begin with a section containing some results connecting power semigroups and semidirect products. Section 3 presents the construction of a division from a J -trivial semigroup into a power group, which is then generalized to the aforementioned result concerning J * V ⊆ PV. In section 4, these methods will be refined to present the constructive proof of the inclusions BG ⊆ PG and LBG ⊆ PLG. Finally, in Section 5, the expansion S V and its connection with the recent paper [26] are treated in more detail. In Sections 3 and 4, the expansion S V is used, although its universal property is needed only to a certain extent, so that all but the last section can be read independently of [26] .
Power semigroups and the semidirect product
We begin with some results on power semigroups (monoids) that we believe to be of interest in their own right. For a (finite) semigroup S, we use P (S) † to denote the † In the literature, P (S) is normally assumed to contain the empty set; at the pseudovariety level, this makes no difference for the cases we consider.
semigroup of non-empty subsets of S. For a monoid M , P 1 (M ) denotes the monoid of subsets of M containing 1, which is well known to be J -trivial [11, 13] . For a pseudovariety V of semigroups (monoids), PV is the pseudovariety of semigroups (monoids) generated by all P (V ) with V ∈ V.
For pseudovarieties V, W of semigroups (monoids), V * W is the pseudovariety of semigroups (monoids) generated by all semidirect products V W with V ∈ V and W ∈ W where, if W happens to be a group, the action of W is always, also in the semigroup case, assumed to be by automorphisms; in the monoidal context, all actions are assumed to be unitary. The wreath product of semigroups (or monoids) S and T , denoted S T , is the semidirect product S T 1 T . It is well known that V * W is generated by all wreath products V W with V ∈ V and W ∈ W. Note that our definition of * for pseudovarieties is the wreath product of [31] and the semidirect product of [1] , not the semidirect product of [5, 18] .
The following lemma is useful for dealing with semidirect products and power semigroups. First observe that any action of a semigroup T on a semigroup S naturally extends to an action of T on P (S). If T is a monoid with a unitary action on S (and hence by automorphisms if T is a group), then so is the action of T on P (S).
Lemma 2.1. Suppose that N is a monoid (semigroup) acting on the left of a monoid (semigroup) M . Consider the semidirect product P (M ) N with respect to the induced action. Then the map ψ :
is an injective morphism.
Proof. Clearly ψ is a set-theoretic embedding. We need to show that it is a morphism. In the monoid setting, clearly ({1},
On the other hand,
proving that ψ is a morphism.
One application of the following lemma will be to show that the set of all group pseudovarieties H satisfying the equation PH = J * H forms a right ideal in the monoid of pseudovarieties of groups (with * as binary operation). Lemma 2.2. Let M, N be monoids (semigroups); then there is a surjective morphism P (M N ) → P (M ) N which preserves the action of N and hence also a sur-
Proof. Consider the mapping ψ : P (M N ) → P (M ) N defined as follows: for each set of functions F , let F ψ be the set-valued function N → P (M ) defined by
N which commutes with the N -action. In the monoid setting, for F = {1} (where 1 is the constant function taking the value 1), x(F ψ) = {1}, so F ψ is the identity of
and take x ∈ N ; for any y ∈ M then we have
showing that α = F α ψ. Thus the mapping Ψ : Proof. Suppose that J * V 1 ⊆ PV 1 . Then
by the above corollary. The first statement follows. The second statement follows since the inclusion PH ⊆ J * H is valid for all pseudovarieties of groups H; indeed, for each group G, P (G) is a quotient of the semidirect product P 1 (G) G where G acts by conjugation [11, 13] .
For a pseudovariety of monoids V, denote by LV the pseudovariety of semigroups S all of whose local submonoids belong to V. In the following we shall relate PH and PLH for pseudovariety of groups H. Recall that LH is comprised of all finite semigroups that are nil-extensions of completely simple semigroups with subgroups in H.
For any semigroup S, the category S E is defined as follows: the set of objects is the set E = E(S) of idempotents of S, and for any e, f ∈ E, the set of arrows from e to f is {(e, x, f ) | x ∈ eSf } with composition of arrows given by the formula (e, x, f )(f, y, g) = (e, xy, g).
For an ideal extension S = T ∪ N * of a completely simple semigroup T by a nilpotent semigroup N = N * ∪ {0} consider the power semigroup P (S). If A is any subsemigroup of S with A ∩ N * = ∅ then, for each element n ∈ A ∩ N * that is maximal in the J -order of A, n / ∈ A 2 . Consequently, each subsemigroup A of S satisfying A 2 = A must be a subsemigroup of the completely simple ideal T . Moreover, if X ⊆ S satisfies AX = X or XA = X, then X is contained in T as well. We therefore may state the next result.
Corollary 2.5. Let S be a nil-extension of a completely simple semigroup T ; then the categories P (T ) E and P (S) E coincide.
The next result is essential for the sequel. Proposition 2.6. For each completely simple semigroup S with maximal subgroup G, the category P (S) E divides the power group P (G).
Proof. Choose a Rees matrix representation for S, say S ∼ = M(I, G, Λ; Q). For a set X ⊆ S, denote by X I and X Λ , respectively, the projections of X onto I and Λ. For each idempotent A = A 2 ∈ P (S), choose and fix an element λ A ∈ Λ A . Define a mapping ϕ :
∈ X} for any arrow (A, X, B) of P (S) E and any idempotents A and B of P (S).
We first show that ϕ is a faithful semigroupoid morphism. Let (A, X, B) and (A, Y, B) be coterminal arrows of P (S) E and (A, X, B)ϕ = (A, Y, B)ϕ, that is,
We thus have shown the implication
Now take any (i, g, µ) ∈ X and any i B ∈ B I ; since (i B , q
Since µ ∈ Λ X = Λ B , we also have that (i B , q
Next let (A, X, B) and (B, Y, C) be two consecutive arrows. Suppose that x = q λAi g ∈ (A, X, B)ϕ coming from (i, g, λ B ) ∈ X, and y = q λB j h ∈ (B, Y, C)ϕ,
For the converse, let g ∈ (A, XY, C)ϕ; we may suppose that g = q λAi z for some
and therefore aq µj b = z.
The morphism ϕ : P (S) E → P (G) is not a category morphism, since the local identity (A, A, A) at the object A is not necessarily mapped to the identity {1} of P (G). This happens precisely if the maximal subgroups of A are trivial. Moreover, in the case that the maximal subgroups of A are not trivial, no element of the local monoid at A is mapped to the identity of P (G). So, consider the category P (S) E obtained from P (S) E by adjoining new local identities 1 A to those objects A for which (A, A, A)ϕ = {1}. The semigroupoid morphism ϕ extends to a category morphism ϕ : P (S) E → P (G) that, by construction and the above argument, is clearly faithful. On the other hand, the mapping P (S) E → P (S) E which sends each new local identity 1 A to (A, A, A) and is the identity mapping otherwise is clearly a quotient morphism. Altogether we have found a division P (S) E → P (G).
Recall that D is the pseudovariety of all semigroups whose idempotents are right zeros. An immediate consequence of Proposition 2.6 and Lemma 2.5 (by use of the Delay Theorem [28, 31] , the locality of group pseudovarieties and taking into account Corollary 2.3) is the following. Proof. Suppose first that PH = J * H is valid. The Delay Theorem, mentioned above, shows that LH = H * D. From Corollary 2.7, we obtain
Suppose conversely that PLH = J * LH holds. We need to show that J * H ⊆ PH as monoid pseudovarieties since the reverse inclusion holds for any group pseudovariety H. But
the last inequality following from Corollary 2.7, so each monoid in J * H belongs to PH, as desired.
Constructing divisions from J -trivial monoids into power groups, and generalizations
In this section we show how to construct a division from a J-trivial semigroup into a power group. Afterwards we shall generalize this and present a sufficient criterion in order for a pseuodvariety V to satisfy the inclusion J * V ⊆ PV. Throughout the following discussion, all structures, except free semigroups and monoids, are assumed to be finite, and A-generated, for a fixed finite alphabet A, unless otherwise mentioned. Moreover, any morphism ϕ : S → T between A-generated structures is assumed to respect the generating set A (and is therefore automatically surjective). For a word w ∈ A * , [w] S is the value of w in S. Our first goal is to show that J ⊆ PG, and more generally that J ⊆ PH for various "sufficiently nice" pseudovarieties of groups H. Our construction is tighter in terms of pseudovarieties than the approach by Henckell [7] . It is reminiscent of the language approach of Margolis and Pin via counting subwords modulo p [11, 13] .
For a semigroup S = A let Γ = Γ A (S 1 ) be the Cayley graph of S 1 , that is, the set of vertices of Γ is S 1 , and the edges are of the form
the set of all edges therefore may be identified with the set S 1 × A. Let V be a locally finite pseudovariety of semigroups (or monoids) and F V (S 1 × A) be the free object in V generated by the edge set of Γ. The semigroup S acts naturally on S 1 × A and so, by the universal property of
The semigroup S V is defined to be the subsemigroup of F V (S 1 × A) S, generated by the set
V is an A-generated co-extension of S. There is an analogous construction in the monoid setting. Note that S V does depend on the choice of the set A. For the universal property satisfied by S V see [6, 17] and section 5. At the moment we only need to know that if S is relatively free on A in the pseudovariety W then S V is relatively free on A in V * W [1] .
Of particular importance is the case V = Ab p , the pseudovariety of all elemen-
Next let P = (p 1 , p 2 , . . . ) be a sequence of primes and G n be the relatively free group on A in the pseudovariety Ab pn * · · · * Ab p1 . Then G 1 is the free Z/p 1 Zmodule generated by A, and G n = G
* is a subword of w ∈ A * if and w ∈ A * a 1 A * a 2 · · · A * a n A * . For the case p = p 1 = p 2 = · · · = p n , the following lemma can easily be obtained from subword counting modulo p [5] .
Lemma 3.1. The relatively free group G n satisfies the following: for each word w ∈ A * and for any letters a 1 , . . . ,
Proof. The proof is by induction on n. The case n = 1 is clear. Let n > 1, a 1 , . . . , a 2 n −1 ∈ A and w ∈ A * be such that
Assume the statement to be true for n − 1. As a consequence, G n−1 does not satisfy any non-trivial equality u = v with u and v words both having length smaller than 2 n−1 . This in particular implies that the elements 1, g 1 , . . . , g 2 n−1 −1 are pairwise distinct and so are the elements g 2 n−1 , . . . , g 2 n −1 . For i = 1, . . . , 2 n − 1, let
From the above it follows that, for the middle edge e 2 n−1 , (3.1) e 2 n−1 / ∈ {e 1 , . . . , e 2 n−1 −1 , e 2 n−1 +1 , . . . , e 2 n −1 }.
Gn . By (3.1), the path in the Cayley graph of G n−1 labeled a 1 . . . a 2 n −1 starting at 1 uses the edge e 2 n−1 precisely once. But then w(e 2 n−1 ) ≡ 1 mod p n , and so the path labeled by w from 1 uses this edge at least once. Let w = ua 2 n−1 v be a corresponding factorization. Then in G n−1 , u = a 1 · · · a 2 n−1 −1 and v = a 2 n−1 +1 . . . a 2 n −1 . By the inductive hypothesis, a 1 · · · a 2 n−1 −1 is a subword of u and a 2 n−1 +1 · · · a 2 n −1 is a subword of v.
Let X be any alphabet. For each n ∈ N, define a relation ≡ n on X * by u ≡ n v if u and v have the same subwords of length at most n. This is clearly a fully invariant congruence and is finite index if X is finite. Hence, ≡ n defines a locally finite variety of monoidsJ n whose finite trace we denoteJ n . In the case A is a finite alphabet, set J n (A) = A * /≡ n , the A-generated free object inJ n . It is well known that each A-generated J -trivial monoid is a morphic image of some J n (A), whence J = J n [5, 20] .
Proof. Set H = G n and consider P = {1, a} | a ∈ A ⊆ P 1 (H). We claim that the mapping {1, a} → a extends to a morphism P → J 2 n −1 (A). Let w ∈ A * ; then We thus have constructively proved the following result; a different constructive proof is given by Henckell [7] .
Corollary 3.3. J ⊆ PG
Another consequence is a purely semigroup theoretic proof of the inclusion J * G ⊆ PG as was asked for by Pin in [13] . 
Corollary 3.3 can be strengthened. To do so requires the following definition. A pseudovariety V is locally extensible if for each member S of V and each generating set A of S there exists a prime p (which may depend on S and A) such that S Abp is also in V. A sufficient condition for a pseudovariety V to be locally extensible is that, for each member S of V, there exists a non-trivial cyclic group C such that the wreath product C S is also in V (in case V is a monoid pseudovariaty, or a monoidal pseudovariety of semigroups the latter condition is also necessary [3] ). For example, for any infinite supernatural number ρ = p np with 0 ≤ n p ≤ ∞ the pseudovariety G(ρ) = [[x ρ = 1]] of all groups whose exponent divides ρ is locally extensible. This follows immediately from the fact that for each relatively free group G with exponent n the exponent of G Abp is pn. The case where n p = 1 for all p, for instance, gives the pseudovariety of all groups with square-free exponent. From Corollary 3.2 the next result is immediate. We intend to sharpen this latter result: for each locally extensible pseudovariety V, the inclusion J * V ⊆ PV holds. Indeed, let X ∈ J * V be A-generated. Then there exist J ∈ J, S ∈ V and a semidirect product J S with X as a divisor. Moreover, there exists a positive integer k such that J ∈J k .
In order to prove that X ∈ PV it is sufficient to show that the A-generated free object ofJ k * S is in PV, where S is the pseudovariety generated by S. Let T be the A-generated free object of S and let n = |T 1 × A|; since we may assume that |S| ≥ 2, we also have n ≥ 2|A|. Let F be the n-generated free object in S and let j be a positive integer such that 2 j − 1 ≥ k. Assume that V is locally extensible; then there exist primes p 1 , . . . , p j such that
Abp j all are members of V. The last member of this sequence is just the n-generated free object in the pseudovariety (3.2) Ab pj * · · · * Ab p1 * S .
In particular, all n-generated members of the pseudovariety (3.2) belong to V. Let H be the free (T 1 × A)-generated group in Ab pj * · · · * Ab p1 , the identity element of which is denoted by e (in order to distinguish it from the identity of T 1 ); note that H is in V. Let P be the submonoid of P 1 (H) generated by all elements of the form {e,
By the choice of j and Corollary 3.2 it follows that the mapping
extends to a (unique, surjective) morphism ψ : P → J k . The relatively free semigroup T acts on J k as well as on H (both actions induced by the same action on the generating set). The action on H induces an action on P 1 (H) which leaves invariant the submonoid P (since it leaves invariant the generating set of P ). We consider the semidirect products P T and J k T and observe that the mapping Ψ : (p, t) → (pψ, t) is a (surjective) morphism of P T onto J k T . This is because ψ commutes with the action of T :
t (pψ) = ( t p)ψ for all p ∈ P, t ∈ T . The restriction of Ψ to the subsemigroup P of P T generated by all elements of the form
then maps P surjectively onto the A-generated free object ofJ k * S . Now consider the subsemigroup K of H T which is generated by all elements of the form (e, a), (
K is a member of Ab pj * · · · * Ab p1 * S generated by 2|A| elements and hence is a member of V. By Lemma 2.1, the mapping P (H) T → P (H T ), (X, t) → X ×{t} is an embedding of semigroups (monoids) sending
Consequently, P is isomorphic to a subsemigroup of P (K). Altogether we have shown that K belongs to V and the A-generated free object ofJ k * S divides P (K).
Theorem 3.6. Each locally extensible pseudovariety V satisfies J * V ⊆ PV.
The last part of the above proof can be reformulated. Let A be a disjoint copy of A; then the (A ∪ A )-generated free object U in Ab pj * · · · * Ab p1 * S belongs to V. Moreover, the mapping a −→ (e, a), a −→ (
, a) extends to a morphism U → K. It follows that P is a morphic image of the subsemigroup of P (U ) generated by all elements of the form {a, a }. More precisely, let P be this latter subsemigroup; then the mapping {a, a } −→ ({e,
We summarize this in the next corollary, which is a bit technical; but it immediately implies that, for any locally extensible pseudovariety V, the closed submonoid P = {a, a } | a ∈ A of the profinite power monoid P ( F V (A ∪ A ) ) of the free pro-V monoid generated by A ∪ A maps homomorphically onto the free pro-J * V monoid on A via the map {a, a } → a (for each a ∈ A). In particular, for each locally extensible pseudovariety H of groups (especially for H = G), the set {{a, a } | a ∈ A} generates a free pro-J * H monoid inside the power monoid of the free pro-H group on A ∪ A ; see also [4] .
Corollary 3.7. Let k be a positive integer, S be a semigroup, j be a positive integer such that 2 j − 1 ≥ k and R be an A-generated member ofJ k * S . Let p 1 , . . . , p j be any primes and U be the (A ∪ A )-generated free object of Ab pj * · · · * Ab p1 * S . Then R divides P (U ); more precisely, let R be the subsemigroup of P (U ) generated by {{a, a } | a ∈ A}; then the mapping {a, a } → a extends to a morphism R → R.
Before presenting some further corollaries, we require two statements that are interesting in their own right. The first statement, asserting the functoriality of S → S V is well known and straightforward to prove [6, 17] .
Lemma 3.8. Let S and T be A-generated and V be a locally finite pseudovariety; if T is a morphic image of S then T V is a morphic image of S V (both morphisms are assumed to respect A).
Proposition 3.9. The set of all locally extensible pseudovarieties forms a right ideal for * .
Proof. Let V be locally extensible and W be any pseudovariety. Take any S ∈ V and T ∈ W. According to Lemma 3.8, it is sufficient to show that, for each finite alphabet A, there exists a prime p such that, for the A-generated free object F of S * T , F Abp belongs to V * W. Let W be the A-generated free object of T and set B = W 1 ; let V be the Bgenerated free object of S . Since V is locally extensible there exists a prime p such that V Ab p belongs to V. Note that V Ab p is relatively free on B in Ab p * S . The semigroup W naturally acts on B and therefore it acts on V Abp . The semidirect product V Abp W belongs to V * W. It contains as a subsemigroup the A-generated free object in Ab p * S * T , which coincides with F Abp and so also belongs to V * W.
Recall that BG denotes the pseudovariety of block groups. The equality PLG = LPG = LBG was observed by Margolis and the second author [12] . In particular, PG = BG and PLG = LBG.
Proof. It was shown in [3] that J m H = J * H if H is locally extensible. By Theorem 3.6, J * H ⊆ PH, while PH ⊆ J * H is always valid. By Corollary 2.8 the second equation is a consequence of the first.
A constructive proof of the inclusion BG ⊆ PG
Ever since the equality BG = PG was verified, it has been an open problem [8] to make the inclusion BG ⊆ PG constructive. This means that an algorithm should be provided that effectively constructs, given block group M , a group G (which should be tightly determined by M ) for which M divides the power semigroup P (G).
The two primary obstacles to doing this have been that the inclusion BG ⊆ J * G was established by use of Knast's theorem and Ash's proof of the pointlike conjecture, while the inclusion J * G ⊆ PG was proven by language theoretic means. The purpose of this section is to overcome these problems and present an algorithm of the desired kind. For convenience, we shall restrict ourselves in this section to the monoid setting. This is no restriction because if S is a block group, then so is S 1 and therefore, if S 1 divides a power group, then so does S. So, each block group M in the sequel shall be assumed to be a monoid. Again all structures will be A-generated for a fixed finite alphabet A. We need several technical prerequisites that we shall collect in a separate subsection.
Technical prerequisites.
We begin by recalling the classical Schützenberger representation (restricted to the case of a block group). Let M be a block group. Given m ∈ M and a regular R-class R, let ρ Let I(M ) be the inverse monoid generated by ρ(M ); I(M ) is A-generated as an inverse monoid, namely it is generated by {ρ a | a ∈ A}. We call I(M ) the inverse monoid associated with M .
Recall that an element u is a weak inverse of u ∈ M if u uu = u . The next lemma is from [30] and holds for each finite semigroup M . Lemma 4.1. Let M be a monoid and p, q, u, v ∈ M be such that p R pv and uq L q. Then there exist u , v such that (1) u is a weak inverse of u; v is a weak inverse of v; (2) p = pvv and u uq = q.
For a relational morphism ϕ : M → N of monoids, the functorial derived category De r(ϕ), studied in detail in [26] , is defined as follows:
The derived category D ϕ of [31] is a quotient of De r(ϕ). For any relational morphism ϕ : M → G with G a group, if g ∈ mϕ then g −1 ∈ m ϕ for each weak inverse m of m. Proof. The "only if" part is a straightforward exercise. So suppose that
and m J n. Then there exist x, y ∈ M , u ∈ xϕ, v ∈ yϕ such that (g, (m, h)) = (g, (x, u))(k, (n, l))(gul, (y, v)).
It follows that gu = k, h = ulv and m = xny. Furthermore, m J n implies that n R ny L xny = m.
By Lemma 4.1 there exist weak inverses x , y ∈ M of x, respectively, y such that x xn = n = nyy , and, in particular, n = x my .
Let us consider the following product in De r(ϕ):
Since ku −1 = g, the product is defined. Its value is (k, (x my , u
as required.
4.2.
Constructing a division from a block group into a power group. For A-generated monoids M and N , the submonoid of M × N generated by all pairs (a, a), considered as a relation M → N , is the canonical relational morphism M → N . We shall only make use of canonical relational morphisms in the sequel. Let M be a block group and I(M ) be the inverse monoid associated with M . Let G 1 be an A-generated group giving rise to an E-unitary cover of I(M ) and, for some prime p, let G = G Abp 1
. The group G 1 can be obtained by extending the partial injective maps of I(M ) to full permutations. Straightforward bookkeeping [3] shows that G 1 can be chosen to have size at most The authors showed in [3, Proposition 8.4 ] that G computes the G-pointlike pairs of regular elements of M . The proof of [22, Theorem 5.1] shows that under this hypothesis, for the canonical relational morphism ϕ : M → G, the category De r(ϕ) is a member of gJ. Moreover, De r(ϕ) is generated by the graph with object set G and edge set {(g, (a, a)) | a ∈ A, g ∈ G}, which is essentially the Cayley graph Γ A (G) of G.
Let j be the J -height of M . By Corollary 4.3, j is an upper bound for the J -height of De r(ϕ). Let X = G × A (the edge set of Γ A (G)), k = 2 j−1 and De r(ϕ) → J k , whence the mapping also induces a division
From the derived category theorem of [31] it follows that there is a division ρ : M → J k G such that ρπ = ϕ where π is the projection morphism J k G → G. In particular, the division ρ respects A. It follows that there is an A-generated submonoid M = (f a , a) | a ∈ A of J k G for which the mapping (f a , a) → a extends to a (surjective) morphism M → M . In order to proceed, we state a property of N V which is well known [17] and easy to prove (see also Section 5 where a stronger statement is obtained).
Proposition 4.4. Let V be a locally finite pseudovariety and N be an A-generated monoid; let V ∈ V and suppose that N acts on V on the left. Choose any elements of the form (v a , a) (a ∈ A) in the semidirect product V N . Then the mapping
extends to a morphism N V → V N .
Applying this to the locally finite pseudovarietyJ k , the monoids V = J Now we proceed similarly to the proof prior to Theorem 3.6. Choose any primes q 1 , . . . , q j and let H be the relatively free group in the pseudovariety Ab qj * · · · * Ab q1 generated by the edges of the Cayley graph Γ A (G) (the identity element of H is denoted e). Let P be the submonoid of P (H) generated by all elements of the form extends to a morphism ψ : P → J k which commutes with the action of G. It follows that (x, g) → (xψ, g) is a morphism from P G to J k G. Restricting this morphism to the submonoid P of P (H) G generated by all elements of the form
leads to a morphism P → GJ k . Finally, P is embedded into P (H G) via the mapping (X, g) → X × {g} by Lemma 2.1. In particular, the elements
generate a submonoid P of P (H G) which is isomorphic with P . Altogether we have the division
Theorem 4.5. Let M be a block group with J -height j, q be a prime and G = G Abq 1
, where G 1 is a group giving rise to an E-unitary cover of the inverse monoid I(M ) associated with M . Let q 1 , . . . , q j be (not necessarily distinct) primes and H be the relatively free group (with identity element e) in Ab qj * · · · * Ab q1 generated by the set of edges of the Cayley graph Γ A (G) . Then M divides the power group P (H G). More precisely, the mapping
Remark 4.6. Instead of the J -height j of M , one could use in Theorem 4.5 a number of magnitude 5 log 2 |G| + 2 log 2 |M | + 3 log 2 |A|, which follows by Knast's original proof [10, Theorem 2] . This might be useful if M has only a small number of regular J -classes, which in addition are small, but the J -height of M is large. The size of G in terms of |G 1 | and p is computed easily, as is the size of H.
4.3.
Local block groups. The above result can be extended to semigroups which are locally block groups. As mentioned earlier, the inclusion PLG ⊆ LBG was established constructively in [12] . For the reverse inclusion let S be a semigroup which is locally a block group. Recall the category S E and consider the consolidated semigroup (S E ) cd which consists of the set Arr(S E )∪{0} together with the multiplication defined by setting the product of any two elements which is undefined in S E equal to 0. A straightforward calculation shows that each arrow (e, x, f ) of S E has at most one inverse, whence (S E ) cd is a block group, and so (S E ) 1 cd is a block group monoid. The delay index of a semigroup S can be defined to be the least positive integer n such that S n = S n+1 . Suppose that S is generated by A; let D n be the free A-generated semigroup in the pseudovariety defined by the identity xx 1 · · · x n = x 1 · · · x n (with n the delay index of S). The Delay theorem [28, 31] shows that S divides the wreath product (S E ) 1 cd D n (and explicitly constructs a division). Since (S E ) 1 cd is a block group, we can find, as above, a group H such that (S E ) 1 cd divides P (H). As a consequence, (S E ) 1 cd D n divides P (H) D n . By Lemma 2.2, P (H) D n divides P (H D n ) and clearly H D n is a local group. Altogether we have, starting with a semigroup S that is locally a block group, constructed a local group H D n such that S divides P (H D n ).
The expansion N

V
Using the techniques of [26] , we now discuss more general properties of the expansion S → S V ; we restrict ourselves to the monoid setting. Let ϕ : M → N be a relational morphism of monoids. Recall [26] the category D(ϕ) defined as the quotient of De r(ϕ) obtained by setting coterminal arrows (n l , (m, n)), (n l , (m , n )) : n l → n l n equivalent if ·m, ·m induce the same function (N n l )ϕ −1 → (N n l n)ϕ −1 . Notice that the left action of N on De r(ϕ) passes to D(ϕ) and that the derived category D ϕ from [31] is a quotient of D(ϕ). It is shown in [26] that D(ϕ) is in the pseudovariety generated by D ϕ and so they generate the same pseudovariety. In fact, one can show that D(ϕ) divides D N ϕ and that the division respects the action. Hence one has the following result [26] . For a morphism ϕ : M → N of A-generated monoids, De r(ϕ), D(ϕ) and D ϕ are all generated by Γ A (N ). Moreover, in the first two cases, the action of N is induced by the action of N on the generating graph Γ A (N ).
For a locally finite pseudovariety of categories W and N a finite A-generated monoid, F W (Γ A (N )) denotes the free W-category generated by Γ A (N ). The natural action of N on Γ A (N ) extends to an action of N on F W (Γ A (N )) and so we can form the semidirect product F W (Γ A (N )) N (see [26] Suppose that V is a locally finite pseudovariety of monoids. First note [26] that V locally finite implies that gV is locally finite. Using the faithful morphism F gV (Γ A (N )) → F V (E (Γ A (N ) )), one easily verifies that N gV = N V . We now formulate two versions of the universal property of the expansion N → N V each of which is a consequence of the Derived Category Theorem of [26] . By taking into account that N V = N gV , the next result is immediate.
Corollary 5.3. Let V be a locally finite pseudovariety of monoids and ϕ : M → N a morphism of A-generated monoids such that D(ϕ) ∈ gV. Then there is a morphism of A-generated monoids N V → M . This happens in particular if ϕ factors through an embedding M → V N followed by a projection V N N with V ∈ V.
