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Abstract
In this paper, we obtained an equivalent proposition of Brennan‘s
conjecture. And given two lower bound estimation of the conjecture
one of them connected with Schwarzian derivative. The present study
also verified the correctness of the conjecture in some special condi-
tions.
1 Introduction
Let Ω be a single unicom area that has a boundary composed of more than
two points on a complex plain; and let the mappingϕ : Ω→ ∆ be a comfomal
mapping from the area Ω to unit disk. The Riemann Existence Theory [7],
there must exist a mapping ϕ that meets the previous requirements and for
∃z0 ∈ Ω, where we have ϕ(z0) = 0, ϕ′(z0) > 0. Then obviously,∫∫
Ω
∣∣ϕ(z0)∣∣2 dxdy = pi (1)
This demonstrates that ϕ′(z0) ∈ L2(Ω,dxdy). Hence, one question arises:
Does ϕ′ belong to other Lp? Previous attempts to solve this question are
listed below:
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1. Gegring and Haymam once proved in an unpublished paper that[8]
ϕ′ ∈ Lp, and p ∈ (43 , 2]; they also pointed out that the lower boundary
of 43 is accurate.
2. Metzger (Proc. AMS, 1974) [10] proved that ϕ′ ∈ Lp holds true when
p ∈ (43 , 3).
3. Brennan [3] proved that p ∈ (43 , p0) (p0 > 3)holds true.
4. Bertililsson [1] issertation, KTH Sweden, 1990 proved that (p0 > 3.422)
and this is the most promising result obtained so far.
In 1978 Brennan once hypothesized that:
Conjecture 1 (Brennan’s Conjecture). Let Ω ⊆ C be a single unicom area
and let the mapping ϕ : Ω→ ∆ be a confomal mapping from area Ω to unit
open disk; then ϕ′(z0) ∈ L2(Ω, dxdy) holds true when p ∈
(
4
3 , 4
)
.
This also means that ∫∫
Ω
∣∣ϕ(z0)∣∣p dxdy <∞ (2)
holds true when p ∈ (43 , 4).
2 Equivalent Proposition of Brennan’s Conjecture
Lemma 1. (Coarea Formula)[9] Ω is an open set in Cn and u is a real
Lipchitz function in Ω; then for g ∈ L2, we have∫
Ω
g(x)
∣∣∇u(x)∣∣ dx = ∫ +∞
−∞
(∫
u−1(x)
g(x)dHn−1(x)
)
dt (3)
and Hn−1 is measure for n− 1 dimension Hausdoff space.
The special case is that when g ≡ 1, we have∫
Ω
∣∣∇u(x)∣∣dx = ∫ +∞
−∞
Hn−1
(
u−1(t)
)
dt (4)
(Proof is omitted). Rewrite function (2) in polar coordinates:∫∫
Ω
∣∣ϕ(z)∣∣p dxdy = ∫ 1
0
∫
‖ϕ‖=r
∣∣ϕ(z)∣∣p−1 dsdr (5)
2
ds denotes arc length in this equation. Then according Theorem 1, we can
obtain ∫ 1
0
∫
‖ϕ‖=r
∣∣ϕ(z)∣∣p−1 dsdr = ∫ 1
0
2pir
∫
‖ϕ‖=r
∣∣ϕ(z)∣∣p−2 dωrdr (6)
dωr denates harmonic measure of z0 to the curvilinear ‖ϕ‖ = r.
Let f = ϕ−1 ∈ S and S is univalent function with t = 2 = p. Then we can
rewrite (6) as∫ 1
0
2pir
∫
‖ϕ‖=r
∣∣ϕ(z)∣∣p−2 dωrdr = ∫ 1
0
2pir
∫ 2pi
0
∣∣f ′(reiθ)∣∣t dθdr (7)
Then the Brennan‘s Conjecture can be rewritten as∫ 1
0
2pir
∫ 2pi
0
∣∣f ′(reiθ)∣∣t dθdr <∞ (8)
always holds true when t ∈ (−2, 23).
Hence it’s necessary examine the upper boundary[12] of
I(t, f ′) =
∫ 2pi
0
∣∣f ′(reiθ)∣∣t dθ
Let
B(t) = lim
r→1
sup
f∈S
log (max I(t, f ′))
− log(1− r)
,according to the equivalent definition of upper boundary ∀ > 0,M.(), holds
true for all f ∈ S s.t.
I(t, f ′) =
∫ 2pi
0
∣∣f ′(reiθ)∣∣t dθ < M()
(1− r)B(t)+ .
Then B(t) is the smallest number β of all univalent function f that makes
the equantion below true:∫ 2pi
0
∣∣f ′(reiθ)∣∣t dθ = O(( 1
1− r )
β
)
It’s obvious that B(t) ≥ 0 is continuous on R.
If λ1, λ2 ∈ R, p, q ≤ 1 and p+ q = 1. Then accroding the Holder inequality:∫ 2pi
0
∣∣f ′(reiθ)∣∣λ1p+λ2q dθ ≤ (∫ 2pi
0
∣∣f ′(reiθ)∣∣λ
1
dθ
)p(∫ 2pi
0
∣∣f ′(reiθ)∣∣λ
2
dθ
)q
3
B(t) is a convex function of t.
According to[2], Brennan‘s Conjecture can be rewritten as B(−2) = 1.
If SK is set of K-Quasiconformal mapping of all unit diskes to itself (K ≥ 1),
then we define
B(K, t) = lim
r→1
sup
f∈SK
log
(
max(
∫ 2pi
0 (
1−
∣∣∣f ′(reiθ)∣∣∣
1−r )
tdθ)
)
− log(1− r)
Accroding to[6]: B(K, t) ≥ B(t) (t < 0). Hence we need to explore B(2, t)
in order to understand Brennan’s Conjecture.
All conclusions about B(K, t) and B(t) when t ≤ 0 that have been validated
before are listed below:
Results List
Variable Range Value
B(t)
−2 ≤ t ≤ 0 ≤ t− 12 + (52 t2 − t+ 14)
1
2 [thm1]
t ≤ t0(t0 < −2) = −t− 1[11]
B(K, t)
− 2K−1 ≤ t ≤ 0 UNKNOWN
t < − 2K−1 = −(K − 1)t− 1[6]
Table 1: Value for B(K, t) and B(t) when t ≤ 0
All conjectures about B(K, t) and B(t) when t ≤ 0 that have been vali-
dated before are listed below:
Conjectures List
Variable Range Value
B(t)
−2 ≤ t ≤ 0 = t24 [5]
t ≤ −2(i.e. t0 = −2) = −t− 1[4]
B(K, t)
− 2K−1 ≤ t ≤ 0 = (K−1)
2
4 t
2[1]
t < 2K−1 KNOWN
Table 2: All possible value for B(K, t) and B(t) when t ≤ 0
Hence, the conjenctures in table hold true, we can obtain 3 equivalent propo-
sition:
1. when t ≤ 0, B(t) = −t− 2 = B(2, t);
2. B(−2) = 1;
4
3. Brennan’s Conjecture holds true;
The purpose of this study is to evaluate the values of B(K, t) and B(t)
precisely and thus, test and verify the validity of the hypothsis.
3 The Proof of Theorem 1
Lemma 2. p(x), q(x) is continuous on [a, b), ∀x ∈ [a, b) and p(x) ∈ R,
q(x) ≥ −1. Let u be a second-order derivable function, and we have: u′′ <
pu′ + qu, v′′ = pv′ + qv. If u(a) < v(a), u′(a) < v′(a), then[11]:
∀x ∈ [a, b), u(x) < v(x) (9)
Lemma 3. q(x) is continuous on [a, b), ∀x ∈ [a, b), q(x) ≥ 0. Suppose
function is k-order derivable and we have: u(k) < qu, v(k) = qv. If: ∀i ∈
{0, 1, 2, ..., k − 1}, u(i)(a) < v(i)(a), then
∀x ∈ [a, b), u(x) < v(x) (10)
Proof. Accroding lemma 2, let ϕ = u− v. Using absurdity or Mathematical
induction method, the proof is omitted.
Lemma 4. f(z) ∈ S and it’s univalent analytic, then
<(z f
′′
f ′
) ≥ −1 (11)
Proof. First prove that Cr = f(r) is a convex curvilinear line. If: |z1| ≤
|z2| < r, then: w1 = f(z1), w2 = f(z2), w = tw1 + (1 − t)w2, t ∈ [0, 1]. Due
to f(z) ∈ S, ∃z ∈ D(0, 1) s.t. z = f(w). Then we have |z| < r, the reason is
that g(x) = tf(z z1z2 ) + (1 − t)f(z) has solutions in D(0, 1), g(z2) = w. And
h(z) = f−1 ◦ g(z), h(0) = 0, |h(z) ≤ 1|, hence |z| = |h(z2)| ≤ |z2| < |r|.
When points on curve Cr moves along the forward direction and the slope
of the tngent line keeps constant, then:
∂
∂θ
arg
∂
∂θ
f(reiθ) = = ∂
∂θ
log[ireiθf
′(reiθ)] = <(1 + z f
′′
f ′
) ≥ 0 (12)
then:
<(z f
′′
f ′
) ≥ −1 (13)
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Theorem 1. As all symbols assumed above, when −2 ≤ t ≤ 0,
B(t) ≤ t− 1
2
+ (
5
2
t2 − t+ 5
4
) (14)
Proof. r ddrI(r, f
′) = rI ′(r, f ′) = t
∫ 2pi
o |f ′|t<(z f
′′
f ′ )dθ, then
r
d
dr
(
I(r, f ′)
)
= t2
∫ 2pi
0
|f ′|t
∣∣∣∣z f ′′f ′
∣∣∣∣2 dθ
r2I ′′(r, f ′) = t2
∫ 2pi
0
|f ′|t
∣∣∣∣(z f ′′f ′ − 2r21− r2 ) + 2r21− r2
∣∣∣∣2 dθ − rI ′(r, f ′)
= t2
∫ 2pi
0
|f ′|t
∣∣∣∣(z f ′′f ′ − 2r21− r2 ) + 2r21− r2
∣∣∣∣2 dθ − r<(z f ′′f ′ )I(r, f ′)
Due to a classic estimation:
∣∣∣(z f ′′f ′ − 2r21−r2 ) + 2r21−r2 ∣∣∣ ≤ 4r1−r2 ; we can als know
from lemma 4 that <(z f ′′f ′ ) ≥ −1; hence if we let <(z f
′′
f ′ ) = −1, then:
r2I ′′(r, f ′) ≤
(
16r2t2
(1− r2)2 +
4r4t2
(1− r2)2 +
t
r2
)
I(r, f ′)
− t2
∫ 2pi
0
|f ′|t
(
z
f ′′
f ′
− 2r
2
1− r2
)
4r2
1− r2 dθ
=
(
t2
16r2 − 4r4
(1− r2)2 + t(1− r
2)
)
I(r, f ′)− 4r
3t
1− r2 I
′(r, f ′)
=
(
t2
(16r2 − 4r4)(1− r)2
(1− r2)2 + t(1− r
2)
)
I(r, f ′)
(1− r2)2 − t
(1− r)4r3
1− r2
I ′(r, f ′)
1− r
Hence:
I ′′(r, f ′) ≤
(
t2
(16− 4r2)(1− r)2
(1− r2)2 + t
1− r2
r2
)
I(r, f ′)
(1− r2)2 − t
(1− r)4r
1− r2
I ′(r, f ′)
1− r
≤
(
t2
(16− 4r2)(1− r)2
(1− r2)2 + t
r2 + 2r
r2
)
I(r, f ′)
(1− r2)2 − t
(1− r)4r
1− r2
I ′(r, f ′)
1− r
For ∀ > 0, we can find a r0 = r0() < 1 s.t. when r ∈ [r0, 1) and −2 ≤ t ≤ 0
we have:
I ′′(r, f ′) ≤ 2t+ 
1− r I
′(r, f ′)+
3t2 + 3t+ 
(1− r)2 I(r+f
′) ≤ 2t+ 
1− r I
′(r, f ′)+
3
2 t
2 + 
(1− r)2 I(r+f
′)
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Check the function that: v′′ = 2t+1−r v
′ +
3
2
t2+
(1−r)2 v; it has an solution of v(r) =
c(1− r)−β . It is obvious that I(r, f ′) and v(r) fit the requirements of lemma
2. Hence:
I(r, f ′) ≤ v(r)
β is the solution of equation: β(β + 1) = (2t+ )β + 32 t
2 + +. When → 0
β = t− 1
2
+
(
5
2
t2 − t+ 1
4
) 1
2
Hence:
B(t) ≤ t− 1
2
+ (
5
2
t2 − t+ 5
4
)
When t = −1,−2, accroding this theorem we can drive two important
conclusions:
B(t) ≤ −1− 1
2
+ (
5
2
+ 1 +
5
4
) ≈ 0.436 (15)
B(−2) ≤ 1 (16)
This results refines the conclusions of Ch. Pommerenke[11] B(−1) ≤ 0.601
and B(t) ≤ t− 12 + (4t2 − t+ 14), ∀t ∈ R
4 A Schwarzian Derivative Based Better Estima-
tion of B(t)
Lemma 5. f(z) has an solusion on D(0, 1) and F (x) is a real-valued func-
tion on [0, 1) and meet the three requirements below:
1. F (x) is a consecutive third ordered derivative on [0, 1), and F ′(x) > 0;
2. F ′′(x) > 0;
3. {F (x), x} ≥ 0, (1− x2)2{F (x), x} does not increase monotonosly;
If we let |{f(z), z}| ≤ {F (|z|), |z|}(z ∈ D(0, 1)) works, then f is univalent
on D(0, 1). Then {f, z} is Schwarzian Derivative[2] of f .
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Proof. We can prove this result based on simple calculations and a thorough
proof is omitted here.
Let F (t) =
∫ t
0
ds
(1−s2)µ+2 , µ ∈ [0, 1], then F (t) meets the three requirements
of lemma 2. Because {F, t} = 2(1+µ)(1−µt2)
(1−t2)2 , f is univalent on D(0, 1). Then
it is obvious that: |{f, z}| ≤ 2(1+µ)(1−µ|z|2)
(1−|z|2)2 , µ ∈ [0, 1]; when µ = 1, we can
we can acquire that:
Sf = |{f, z}| ≤ 4
(1− |z|2) <
4
(1− |z|2)2 (17)
Theorem 2. If all symbols follow the presumption made above, then
B(−1) < −3
2
+
1
2
√
5 + 4
√
5 ≈ 0.3671 (18)
Proof. The function 1f ′ is analytic on D(0, 1); there does not exist any zero
point besides a second order zero point at 1f ′ that obtained from an pole
point of f
Hence: w(z) = [f ′(z)](1/2) has a soluion on D(0, 1). Then:
I(−1, f ′) =
∫ 2pi
0
1
‖f ′(reiθ)‖dθ =
∫ 2pi
0
‖w(reiθ)‖dθ (19)
It is obviously that: I(4)(−1, f ′) ≤ 16 ∫ 2pi0 ‖w′′(reiθ)‖2dθ and through direct
derivation we can obtain that:
w′′ = −1
2
f ′−
1
2
[
d
dz
f ′′
f ′
− 1
2
(
f ′′
f ′
)2
]
= −1
2
wSf (20)
From lemma 5: Sf < 4(1−|z|2)2 , hence:
I(4)(−1, f ′) < 64(1− r2)−4I(−1, f ′) ≤ 4(1− r)−4I(−1, f ′) (21)
The function accrodingly a diffencial equation: v(4) = 4(1 − r)−4v has a
solution: v(r) = c(1− r)−β and the β here meets the requirement that:
β(β + 1)(β + 2)(β + 3) = 4 (22)
Solve the function and we can obtain: β = −32 + 12
√
5 + 4
√
5 ≈ 0.3571 (the
negative sign and the complex solution are omitted). Take a c of a big value
and after applying the derivation of lemma 3 we can know that:
B(−1) ≤ −3
2
+
1
2
√
5 + 4
√
5 ≈ 0.3571
8
This result is better than B(−1) ≤ 0.436 obtained from allpying theorem
1. Hence it implies the theorem can be refined in the future.
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