Estructuras de metadatos para un mejor uso de la información en alimentación animal by Maroto Molina, Francisco
UNIVERSIDAD DE CÓRDOBA 
 
ESCUELA TÉCNICA SUPERIOR DE INGENIERÍA AGRONÓMICA Y DE 
MONTES 
 




“ESTRUCTURAS DE METADATOS PARA UN MEJOR USO DE LA 





Francisco Maroto Molina 
 
Directores: 
Dr. Augusto Gómez Cabrera 




TITULO: ESTRUCTURAS DE METADATOS PARA UN MEJOR USO DE LA
INFORMACIÓN EN ALIMENTACIÓN ANIMAL
AUTOR: FRANCISCO MAROTO MOLINA
© Edita: Servicio de Publicaciones de la Universidad de Córdoba. 
Campus de Rabanales







“ESTRUCTURAS DE METADATOS PARA UN MEJOR USO DE LA 




para aspirar al grado de Doctor por la Universidad de Córdoba presentada por el Ingeniero 






Fdo.: D. Francisco Maroto Molina 
 











D. AUGUSTO GÓMEZ CABRERA, Catedrático del Departamento de Producción Animal 
de la Universidad de Córdoba y Dña. DOLORES C. PÉREZ MARÍN, Profesora Titular del 




Que la tesis titulada “ESTRUCTURAS DE METADATOS PARA UN MEJOR USO 
DE LA INFORMACIÓN EN ALIMENTACIÓN ANIMAL” de la que es autor D. 
Francisco Maroto Molina, ha sido realizada bajo nuestra dirección y cumple las 
condiciones exigidas por la legislación vigente para optar al título de Doctor por la 
Universidad de Córdoba 
 
y para que conste a los efectos oportunos firman el presente informe en Córdoba en 

















Il faut avoir beaucoup étudié pour savoir peu 







































Deseo expresar mi gratitud y reconocimiento a las instituciones y a las personas que 
han hecho posible esta Tesis Doctoral: 
Al Ministerio de Ciencia e Innovación y al Servicio Central de Apoyo a la 
Investigación de la Universidad de Córdoba por darme la oportunidad de disfrutar un 
contrato de Personal Técnico de Apoyo. 
Al Ministerio de Educación por concederme una beca para mi estancia pre-
doctoral en AgroParisTech, Francia. 
A la Sociedad Española para el Estudio de los Pastos por permitirme utilizar la 
información recopilada en el proyecto “Tipificación, Cartografía y Evaluación de los 
Pastos Españoles” para la elaboración de algunos de los estudios incluidos en esta Tesis 
Doctoral. Especial reconocimiento al Dr. Carlos Ferrer, la Dra. Adela Martínez, la Dra. 
Begoña de la Roza y el Ing. Juan Piñeiro por su implicación en la discusión y difusión de 
los resultados obtenidos. 
Al Dr. Augusto Gómez Cabrera, codirector de esta Tesis Doctoral, por 
transmitirme sus valores y conocimiento, no sólo en el ámbito académico, y por su trato 
“de tú a tú”. Augusto, gracias por tu coherencia y humildad. 
A la Dra. Dolores C. Pérez Marín, codirectora de esta Tesis Doctoral, por sus 
lecturas y acertadas correcciones, así como por sus ánimos y consejos. Muchas gracias 
Lola, sobre todo por tu pragmatismo. 
Al Dr. José Emilio Guerrero Ginel por permitirme compartir su enorme 
conocimiento. Gracias por “desordenar” mis ideas para avanzar. 
A la Dra. Ana Garrido Varo por sus lecturas, correcciones y ánimos. Gracias por 
tu alegría y sinceridad. 
Al Dr. Daniel Sauvant y a los Ing. Gilles Tran y Valérie Heuzé, por recibirme y 
atenderme cariñosamente en AgroparisTech. Gracias también por permitirme usar parte de 
su información para mis investigaciones. 
Al Dr. Alejandro Argamentería Gutiérrez por ilustrarme con su conocimiento en 
lo relativo a las técnicas de laboratorio. 
A todos los profesores y compañeros (actuales y pasados) del Departamento de 
Producción Animal de la Escuela Técnica Superior de Ingeniería Agronómica y de Montes 
por compartir conmigo no sólo trabajo: Emiliano de Pedro, Juan Manuel Serradilla, Pablo 
Lara, Leovigilda Ortiz, Cecilia Riccioli, Eduardo Zamora, Elvira Fernández, María José de 
la Haba, Sebastián Castillo, Juan Fernández, Cristóbal Garrido, Isabel Parras, Nieves 
Núñez, Antonio López, Manolo Sánchez, Mari Carmen Fernández, Paquita Baena, Gema 
Castón y todos los demás. 
A mis padres, Paco y Elena, y a mis hermanos, Jesús y Elena, por su apoyo. 
Perdonad las pocas visitas a mi querido Saleres. 





























Capítulo I: Introducción 3 
Chapter I: Introduction 3-bis 
Capítulo II: Objetivos 9 
2.1. Objetivo principal 9 
2.2. Objetivos específicos 9 
Chapter II: Objectives 9-bis 
2.1. General objective 9-bis 
2.2. Specific objectives 9-bis 
Capítulo III: Revisión bibliográfica 13 
Preámbulo 13 
3.1. Sistemas de información sobre alimentos 13 
3.1.1. Introducción 13 
3.1.2. Tablas de alimentos 14 
3.1.2.1. Desarrollo histórico de las tablas 14 
3.1.2.2. Las tablas en España 16 
3.1.2.3. Limitaciones de las tablas 17 
3.1.3. Bases de datos de alimentos 18 
3.1.3.1. Desarrollo histórico de las bases de datos 18 
3.1.3.1.1. Computarización de la información 18 
3.1.3.1.2. Red Internacional de Centros de Información de 
Alimentos 19 
3.1.3.1.3. Proyecto de Red Europea de Centros de Información 
de Alimentos 20 
3.1.3.1.4. Centros de Información de Alimentos en España 20 
3.1.3.2. Bases de datos pasadas y presentes 23 
3.1.3.3. Bases de datos de alimentos para humanos 28 
3.1.4. Tipos de datos de alimentos 32 
3.1.5. Fuentes de información sobre alimentos 33 
3.1.6. Métodos de elaboración de tablas y/o bases de datos de 
alimentos 34 
3.1.7. Compilación de datos de alimentos 35 
3.1.8. Estandarización de metadatos 39 
3.1.8.1. Descripción de las muestras 39 
3.1.8.2. Descripción de los componentes químicos y valores 
nutritivos 47 
Índice_____________________________________________________________________________ 
3.1.9. Calidad de los datos de alimentos 52 
3.1.10. Usos y usuarios de las bases de datos de alimentos 54 
3.1.11. Problemas de las bases de datos de alimentos 55 
3.2. Pre-procesamiento de la información sobre alimentos 56 
3.2.1. Introducción 56 
3.2.2. Motivos para el pre-procesamiento de los datos 58 
3.2.3. Exploración de los datos 59 
3.2.3.1. Caracterización 59 
3.2.3.2. Visualización 60 
3.2.3.2.1. Análisis exploratorio 60 
3.2.3.2.2. Métodos de visualización 61 
3.2.4. Datos anómalos 63 
3.2.4.1. Introducción 63 
3.2.4.2. Tipos de datos anómalos 65 
3.2.4.2.1. Anómalos univariantes 65 
3.2.4.2.2. Anómalos multivariantes 66 
3.2.4.3. Detección de datos anómalos 67 
3.2.4.3.1. Anómalos basados en distancias 67 
3.2.4.3.2. Anómalos basados en densidad 68 
3.2.4.3.3. Pruebas de anómalos 68 
3.2.4.4. El valor de los datos anómalos 72 
3.2.4.5. Datos anómalos en las bases de datos de alimentos 73 
3.2.5. Datos vacíos 74 
3.2.5.1. Introducción 74 
3.2.5.2. Mecanismos de ausencia de datos 75 
3.2.5.3. Patrones de ausencia de datos 76 
3.2.5.4. Métodos de manejo de los datos vacíos 79 
3.2.5.4.1. Métodos de eliminación 79 
3.2.5.4.2. Métodos de imputación 81 
3.2.5.4.2.1. Imputación simple 81 
3.2.5.4.2.2. Imputación múltiple 85 
3.2.5.5. Datos vacíos en las bases de datos de alimentos 87 
Reflexiones finales 88 
Capítulo IV: Construcción de las bases de datos 91 
4.1. Building a metadata framework for sharing feed information in 95 
_____________________________________________________________________________Índice 
Spain. Journal of Animal Science, 2011 
4.2. Proyecto “Tipificación, Cartografía y Evaluación de los Pastos 
Españoles”. Base de datos del área de dinámica productiva y valoración 
nutritiva de pastos.  XLVII Reunión Científica de la SEEP, 2008 105 
4.3. Base de datos “Pastos Españoles (SEEP)”. Proceso de construcción 
y disponibilidad en internet. XLVIII Reunión Científica de la SEEP, 
2009 115 
4.4. El uso de la información en alimentación animal. I Congreso 
Científico de Investigadores en Formación, 2009 127 
4.5. Gestión de información sobre alimentos en los laboratorios: 
propuestas del programa Califa. IV Reunión Ibérica de Pastos y 
Forrajes, 2010 131 
4.6. The role of sample banks and databases in animal nutrition. COST 
Action Feed for Health, 2011 141 
4.7. Construcción de las bases de datos del Servicio de Información 
sobre Alimentos. Jornadas AIDA sobre Producción Animal, 2011 145 
Capítulo V: Homogenización de los datos 149 
5.1. Propuesta para la homogenización de la información sobre 
alimentos: aplicación a la base de datos “Pastos Españoles (SEEP)”. 
Pastos, 2008 153 
5.2. Nomenclátor de muestras de alimentos para animales y de sus 
principios nutritivos. Pastos, 2011 199 
Capítulo VI: Pre-procesamiento de los datos 227 
6.1. Data pre-processing to improve the mining of large feed databases. 
ANIMAL (aceptado) 231 
6.2. Handling of missing data to improve the mining of large feed 
databases. Journal of Animal Science, 2013 261 
Capítulo VII: Estudios preliminares sobre el análisis de los datos 287 
7.1. Análisis de la información contenida en la base de datos “Pastos 
Españoles (SEEP)” para la obtención de tablas de racionamiento. L 
Reunión Científica de la SEEP, 2011 291 
7.2. La valoración nutricional de los alimentos para animales: génesis 
de la información. XXVII Curso de Especialización FEDNA, 2011 301 
Capítulo VIII: Conclusiones 321 
Chapter VIII: Conclusions 321-bis 





ÍNDICE DE TABLAS 
Tabla 1. Organismos miembros de INFIC 21 
Tabla 2. Centros regionales y subregionales de INFOODS 30 
Tabla 3. Organismos participantes en EUROFIR 31 
Tabla 4. Metadatos del formulario internacional INFIC 37 
Tabla 5. Descriptores INFIC de la faceta “estado de madurez” 43 
Tabla 6. Descriptores INFIC de la faceta “estado de madurez” (floración 
intermitente) 44 
Tabla 7. Facetas y dígitos en el sistema de nomenclatura de Antoniewicz 45 
Tabla 8. Facetas en el sistema de nomenclatura de ENFIC 46 
Tabla 9. Facetas en el sistema de nomenclatura de INFOODS 46 
Tabla 10. Ejemplos de nomenclatura INFOODS para proteína y grasa 49 
Tabla 11. Ejemplo de nomenclatura CAId para almidón 51 






ÍNDICE DE FIGURAS 
Figura 1. Personal perforando tarjetas en la Universidad de Utah 19 
Figura 2. Fases del descubrimiento de conocimiento 58 
Figura 3. Gráfico de coordenadas paralelas 62 
Figura 4. Caras de Chernoff 63 
Figura 5. Boxplot 65 
Figura 6. Comparativa de métodos basados en distancia y en densidad 68 
Figura 7. Distancia a vecinos y densidad local (k = 3) 72 
Figura 8. Patrones de datos vacíos 76 
































ADAS (Agriculture Development Advisory Service): Servicio de Asesoramiento y 
Desarrollo Agrícola (Reino Unido) 
AFZ (Association Française de Zootechnie): Asociación Francesa de Zootecnia 
APPCC: Análisis de Peligros y Puntos de Control Críticos 
ARC (Agricultural Research Council): Consejo de Investigación Agrícola (Reino 
Unido) 
BOE: Boletín Oficial del Estado 
CAId (Component Aspect Identifier): Identificador de Aspectos de los Componentes 
CC (Confidence Code): Código de Confianza 
CIA: Centro de Información de Alimentos 
CIHEAM (Centre International de Hautes Études Agronomiques Méditerranéennes): 
Centro Internacional de Altos Estudios Agronómicos Mediterráneos 
CIRAD (Centre de Coopération Internationale en Recherche Agronomique pour le 
Développement): Centro de Cooperación Internacional en Investigación Agronómica 
para el Desarrollo (Francia) 
CSIRO (Commonwealth Scientific and Industrial Research Organization): 
Organización para la Investigación Científica e Industrial de la Commonwealth 
(Australia) 
CVB (Centraal VeevoederBureau): Oficina Central de Alimentos (Holanda) 
DA: algoritmo de Data Augmentation 
DDGS (Dried Distillers Grains with Solubles): Granos y Solubles de Destilería 
Desecados 
DLG (Deutsche Landwirtschafts Gesellschaft): Sociedad Alemana de Agricultura 
EM: algoritmo de Expectation-Maximization 
ENDA (European Nutrient Data Base): Base de Datos Europea de Nutrientes 
ENFIC (European Network of Feed Information Centres): Red Europea de Centros 
de Información de Alimentos 
Abreviaturas_______________________________________________________________________ 
 
EuroFIR (European Food Information Resource): Asociación Europea de Recursos 
de Información de Alimentos 
FAD: Fibra Ácido Detergente 
FAO (Food and Agriculture Organization): Organización para la Alimentación y la 
Agricultura de las Naciones Unidas 
FB: Fibra Bruta 
FDA (Food and Drug Administration): Administración de Alimentos y 
Medicamentos (Estados Unidos) 
FEDNA: Fundación Española para el Desarrollo de la Nutrición Animal 
FFV (Factored Food Vocabulary): Vocabulario Factorizado de Alimentos 
FND: Fibra Neutro Detergente 
I+D+i: Investigación, Desarrollo e Innovación 
IEMVT (Institut d’Élevage et Médecine Vétérinaire des Pays Tropicaux): Instituto 
de Zootecnia y Medicina Veterinaria de los Trópicos (Francia) 
IFN (International Feed Number): Número Internacional de Alimentos 
IFV (International Feed Vocabulary): Vocabulario Internacional de Alimentos 
INAPG (Institut National Agronomique Paris-Grignon): Instituto Nacional 
Agronómico de París-Grignon (Francia) 
INFIC (International Network of Feed Information Centres): Red Internacional de 
Centros de Información de Alimentos 
INFOODS (International Network of Food Data Systems): Red Internacional de 
Sistemas de Datos de Alimentos 
INIA: Instituto Nacional de Investigación Agronómica 
INRA (Institut National de la Recherche Agronomique): Instituto Nacional de 
Investigación Agronómica (Francia) 
IVVO (Instituut Voor Veeteeltkundig Onderzoek): Instituto para la Investigación 
Animal (Holanda) 
JAP: Journal of Applied Psychology 
_______________________________________________________________________Abreviaturas 
 
JAS: Journal of Animal Science 
KDD (Knowledge Discovery in Databases): Descubrimiento de Conocimiento en 
Bases de Datos 
LOF (Local Outlier Factor): Factor de Anómalos Locales 
MAD (Median Absolute Deviation): Desviación Absoluta de la Mediana 
MAFF (Ministry of Agriculture, Fisheries and Foods): Ministerio de Agricultura, 
Pesca y Alimentos (Reino Unido) 
MAPA: Ministerio de Agricultura, Pesca y Alimentación 
MAR (Missing At Random): Datos Vacíos Al Azar 
MCAR (Missing Completely At Random): Datos Vacíos Completamente Al Azar 
MELN: Material Extractivo Libre de Nitrógeno 
MNAR (Missing Not At Random): Datos Vacíos No Al Azar 
MV: Máxima Verosimilitud 
NAL (National Agricultural Library): Biblioteca Agrícola Nacional (Estados Unidos) 
NAS (National Academy of Sciences): Academia Nacional de Ciencias (Estados 
Unidos) 
NIRS (Near Infrared Reflectance Spectroscopy): Espectroscopía de Reflectancia en 
el Infrarrojo Cercano 
NLEA (Nutritional Labeling and Education Act): Ley de Educación y Etiquetado 
Nutricional (Estados Unidos) 
PB: Proteína Bruta 
PP: Personnel Psychology 
PTA: Personal Técnico de Apoyo 
QI (Quality Index): Índice de Calidad 
SIA: Servicio de Información sobre Alimentos 
SVM (Support Vector Machine): Máquina de Vectores Soporte 
TDN (Total Digestible Nutrients): Nutrientes Digestibles Totales 
Abreviaturas_______________________________________________________________________ 
 
TRC (Tables Régions Chaudes): Tablas de valores nutritivos para animales 
domésticos en regiones tropicales y mediterráneas 
UCO: Universidad de Córdoba 
UE: Unión Europea 
UNU (United Nations University): Universidad de las Naciones Unidas 
UPM: Universidad Politécnica de Madrid 
USDA (United States Department of Agriculture): Departamento de Agricultura de 
los Estados Unidos 




























CAPÍTULO I: INTRODUCCIÓN 
 Actualmente, la eficiencia en la alimentación de los animales es uno de los 
aspectos claves de la ganadería, especialmente en los sistemas intensivos, donde la 
alimentación llega a suponer hasta un 80% de los costes. Junto a los aspectos 
económicos, cabe destacar el papel de la citada eficiencia sobre la componente 
medioambiental de la actividad ganadera, esto es, sobre la cantidad y la calidad de 
los residuos. 
 Una alimentación animal eficiente requiere un conocimiento preciso de las 
necesidades nutricionales de los animales y de las características de los alimentos. En 
relación a esto último, desde que se estandarizara el método Weende a mediados del 
siglo XIX, la composición química de los alimentos se ha medido sistemáticamente 
en los laboratorios de nutrición, tanto con las citadas técnicas como con los nuevos 
procedimientos de análisis que han ido apareciendo. Con frecuencia, la información 
química así obtenida se ha utilizado para estimar el valor nutritivo. 
 Con los años, debido a la intensificación de la ganadería, y especialmente a la 
generalización del empleo de piensos compuestos, se han popularizado los controles 
analíticos de la calidad de los alimentos, así como los trabajos de investigación 
dedicados a la mejora de las estimas del valor nutritivo citadas anteriormente. Todo 
ello ha supuesto la generación de una cantidad ingente de datos, algunos de los 
cuales se han recopilado en diferentes compendios de nutrición animal. No obstante, 
la información sistematizada ha sido insignificante en relación a la generada, debido 
sobre todo a la falta de conciencia sobre el valor residual de los datos una vez que 
han sido utilizados para su propósito original. 
 En este contexto, y gracias al desarrollo de la informática, surgieron las 
primeras bases de datos de alimentos para animales en los años 60 del siglo XX. 
Desde entonces han ido apareciendo multitud de iniciativas encaminadas a la 
construcción de este tipo de bases de datos, si bien su éxito ha sido dispar. 
 En la década de los 80, la Escuela Técnica Superior de Ingenieros Agrónomos 
y de Montes (ETSIAM) de la Universidad de Córdoba, a través de su Departamento 
de Producción Animal, participó en una de las citadas iniciativas, en concreto en la 
Red Europea de Centros de Información de Alimentos (acrónimo inglés: ENFIC). 
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Dicha iniciativa era la secuela de un proyecto similar a nivel internacional, la Red 
Internacional de Centros de Información de Alimentos (acrónimo inglés: INFIC), y 
pretendía crear centros nacionales que recopilaran la información sobre alimentos 
para animales que se generaba en cada uno de los países participantes. 
 En el caso de España, se creó en la ETSIAM el Centro de Información de 
Alimentos (CIA), posteriormente renombrado como Servicio de Información sobre 
Alimentos (SIA). El CIA estableció una red de laboratorios asociados e inició la 
recogida de información en base a su propio software de gestión (CALIFA). Dicha 
recogida de datos fue limitada, debido sobre todo a las dificultades para romper la 
inercia de los sistemas tradicionales de recogida de datos en cada uno de los 
laboratorios asociados. La actividad del CIA fue respaldada en 2007 mediante la 
dotación de un Técnico de Apoyo, lo que permitió avanzar en el desarrollo 
informático de CALIFA e incorporar nuevos planteamientos de gestión de 
información, como los metadatos y la minería de datos, o “data mining”. Estos 
procesos constituyen la base de la presente Tesis Doctoral. 
 Dado que la mayor parte de los resultados obtenidos han sido publicados en 
revistas científicas o expuestos en congresos, se presenta esta Tesis Doctoral bajo la 
modalidad de compendio de publicaciones. Con el objetivo de facilitar su lectura y 
comprensión, se ha estructurado en los siguientes capítulos: 
- En el capítulo I se ha tratado de contextualizar y justificar brevemente el 
trabajo de investigación desarrollado en la presente Tesis Doctoral. 
- En el capítulo II se concretan los objetivos a alcanzar. 
- En el capítulo III se ponen de manifiesto la evolución histórica y la situación 
actual en lo referente al manejo de datos de alimentos para animales, punto de 
partida de la presente Tesis Doctoral. En una primera sección se exponen los 
aspectos más relevantes del uso tradicional de este tipo de información, la 
construcción de bases de datos y la sistematización de los metadatos. En la 
segunda sección se recoge una revisión de las bases teóricas y métodos 
habituales de pre-procesamiento de información heterogénea, poniendo 
especial énfasis en los datos anómalos, conocidos en la literatura científica 
anglosajona como outliers, y los datos vacíos, o missing data. 
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- En el capítulo IV se presentan, como artículos científicos (con el formato 
requerido por la revista y/o congreso en cuestión), los resultados obtenidos en 
la presente Tesis Doctoral en relación a la construcción del sistema de 
información. Se puede considerar que el trabajo principal de este capítulo es 
el titulado Building a metadata framework for sharing feed information in 
Spain, publicado en la revista Journal of Animal Science en 2011. Este 
artículo se completa con publicaciones relativas a la descripción de las bases 
de datos del SIA, el software CALIFA y, sobre todo, la construcción de la 
base de datos Pastos Españoles, trabajo que ha servido de referencia para la 
mejora general del sistema. 
- En el capítulo V se incluyen las publicaciones relativas a la homogenización 
de los datos y metadatos. Se trata de dos trabajos publicados en PASTOS, 
revista editada por la Sociedad Española para el Estudio de los Pastos 
(SEEP), en 2008 y 2011. El primer artículo establece una propuesta para la 
nomenclatura de las muestras y los análisis de alimentos para su debate en el 
seno de la SEEP. El segundo supone la ratificación de dicha propuesta por 
parte de la citada sociedad, que toma la forma de nomenclátor, y por tanto 
sirve de referencia para las próximas publicaciones en la revista PASTOS. 
- En el capítulo VI se presentan los resultados obtenidos en cuanto al pre-
procesamiento de la información almacenada en bases de datos de alimentos 
para animales. Estos resultados se han publicado en una revista del primer 
cuartil en el ámbito de la nutrición animal: Journal of Animal Science. El 
primer trabajo aborda aspectos del pre-procesamiento como la transformación 
de variables y la detección de outliers, mientras que el segundo se centra en 
las alternativas existentes para el manejo de los missing data. 
- En el capítulo VII se incluyen los trabajos relativos al análisis de la 
información sobre alimentos con el fin de obtener tablas de composición y 
ecuaciones de predicción del valor nutritivo. Por cuestiones de tiempo, este 
campo se ha abordado sólo de forma exploratoria, siendo comunicaciones a 
congresos los trabajos que conforman este capítulo. Se trata de un tema a 
desarrollar en profundidad en el futuro. 
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- En el capítulo VIII se exponen las conclusiones generales de la Tesis 
Doctoral. 
- Finalmente, en el capítulo IX se recogen las referencias bibliográficas 





























CHAPTER I: INTRODUCTION 
Currently, efficiency in animal feeding is one of the key aspects of livestock, 
especially in the intensive systems, where feeding can account for up to 80% of 
costs. Besides the economic issues, the role of that efficiency on the environmental 
component of livestock, i.e. on the quantity and quality of waste, should be 
considered. 
Efficient animal feeding needs a precise knowledge of animal nutritional 
requirements and feeds characteristics. Since Weende system was standardized in the 
XIX century, the chemical composition of animal feeds has been measured in 
laboratories, using that methods and new procedures. Usually chemical information 
thus obtained was used to estimate nutritional values. 
Over the years, due to the intensification of livestock, and especially to the 
widespread use of compound feeds, analytical controls of feed quality have become 
popular, as well as research in the improvement of nutritional value estimates. All 
this has led to the generation of a large amount of data, some of which have been 
collected in different animal nutrition compendiums. However, systematized 
information is insignificant compared to that generated, mainly due to lack of 
awareness on the residual value of data once they have been used for its original 
purpose. 
In this context, and with the development of information technology, the first 
feed databases arose in the 60s. Since then, numerous initiatives dedicated to the 
construction of that databases have appeared, but their success has been diverse. 
In the 80s, the School of Agricultural and Forestry Engineering (Spanish 
acronym: ETSIAM) of the University of Cordoba, through its Animal Production 
department, participated in one of the previously cited initiatives, particularly in the 
European Network of Feed Information Centres (ENFIC). This initiative was the 
sequel of a similar project at international level, the International Network of Feed 
Information Centres (INFIC), which sought to create national centres dedicated to 
collect the information on feeds generated in each participant country. 
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In the case of Spain, the Feed Information Centre (Spanish acronym: CIA), 
later renamed as Feed Information Service (Spanish acronym: SIA), was created in 
ETSIAM. The CIA established a network of associated laboratories and began the 
collection of information based on its own management software (CALIFA). This 
data collection was limited, mainly due to the difficulties to break the inertia of 
traditional systems of data collection in each associated laboratory. In 2007, CIA 
activities was supported by the provision of a technician, allowing further 
development of CALIFA and the incorporation of new approaches for data 
management, such as metadata or data mining. These items are the basis of the 
present PhD Thesis. 
Since most of the obtained results have been published in scientific journals 
or presented at conferences, this Thesis is presented under the form of compendium 
of publications. In order to facilitate reading and understanding, this document has 
been structured into the following chapters: 
- In chapter I, we have tried to briefly contextualize and justify the research 
work carried out in this PhD Thesis. 
- In chapter II we materialized the objectives to be achieved. 
- Chapter III presents the history and current situation regarding feed data 
management, starting point of this PhD Thesis. First section presents the most 
relevant aspects of the traditional use of this kind of information, the 
construction of feed databases and the systematization of metadata. Second 
section contains a review of theoretical bases and usual methods for the pre-
processing of heterogeneous information, with particular emphasis on outliers 
and missing data. 
- In chapter IV we present, as scientific papers (in the format required by each 
journal or conference), the results of this PhD Thesis regarding the 
construction of the information system. It can be considered that the main 
paper of this chapter is the entitled Building a metadata framework for 
sharing feed information in Spain, published in the Journal of Animal Science 
in 2011. This paper is supplemented with publications relating the description 
of SIA databases, CALIFA software and, especially, the construction of the 
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Spanish Pastures (SEEP) database, work that has served as a benchmark for 
the overall improvement of the system. 
- In chapter V we include the publications on the homogenization of data and 
metadata. These papers have been published in PASTOS, a journal edited by 
the Spanish Society for the Study of Pastures (Spanish acronym: SEEP), in 
2008 and 2011. The first paper provides a proposal for the nomenclature of 
feed samples and analyses for its discussion within the SEEP. The second 
paper involves the ratification of that proposal by the cited society, being a 
reference for future publications in PASTOS. 
- In chapter VI we present the obtained results regarding the pre-processing of 
the information stored in animal feed databases. These results have been 
published in the international journals ANIMAL and Journal of Animal 
Science. The first paper focuses on aspects of pre-processing like variable 
transformation and outlier detection, while second paper focuses on the 
handling of missing data. 
- In chapter VII we present the work relating the statistical analysis of feed 
information in order to obtain feed composition tables and nutritional value 
prediction equations. Due to time constraints, this field has been addressed 
only in an exploratory way. This is a field to develop in the future. 
- Chapter VIII presents the general conclusions of this PhD Thesis. 





























CAPÍTULO II: OBJETIVOS 
2.1. OBJETIVO GENERAL 
 El objetivo general de la presente Tesis Doctoral es desarrollar y evaluar un 
sistema de bases de datos que permita mejorar el registro, uso y accesibilidad de la 
información nutricional sobre alimentos para animales. 
2.2. OBJETIVOS ESPECÍFICOS 
 Los objetivos específicos de la presente Tesis Doctoral se pueden resumir en: 
1. Diseño, programación y evaluación del sistema de bases de datos utilizando 
una estructura de metadatación. Este objetivo se ha abordado en el artículo 
titulado Building a metadata framework for sharing feed information in Spain 
(Journal of Animal Science, 2011) y el resto de publicaciones incluidas en el 
capítulo IV de la presente Tesis Doctoral. 
2. Desarrollo de una red nacional de laboratorios colaboradores para la recogida 
y utilización conjunta de la información sobre alimentos para animales que se 
genera en España. Este segundo objetivo también se ha abordado en las 
publicaciones indicadas en el objetivo anterior. 
3. Desarrollo de sistemáticas de denominación y lenguajes controlados para los 
metadatos relacionados con la información sobre alimentos para animales. 
Este objetivo se ha abordado en los artículos titulados Propuesta para la 
homogenización de la información sobre alimentos: aplicación a la base de 
datos “Pastos Españoles (SEEP)” (PASTOS, 2008) y Nomenclátor de 
muestras de alimentos para animales y de sus principios nutritivos (PASTOS, 
2011). 
4. Evaluar el comportamiento de distintas metodologías de pre-procesamiento 
en el caso de la información sobre alimentos, poniendo especial énfasis en la 
detección de datos anómalos y en el manejo de datos vacíos. Este objetivo se 
ha abordado en las publicaciones Data pre-processing to improve the mining 
of large feed databases (ANIMAL, 2013) y Handling of missing data to 
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improve the mining of large feed databases (Journal of Animal Science, 
2013). 
5. Analizar los productos de la explotación de la información acumulada en el 
sistema de bases de datos. Este objetivo se ha abordado de forma exploratoria 
en las publicaciones correspondientes al capítulo VII de esta Tesis Doctoral: 
Análisis de la información contenida en la base de datos “Pastos Españoles 
(SEEP)” para la obtención de tablas de racionamiento y La valoración 




























CHAPTER II: OBJECTIVES 
2.1. GENERAL OBJECTIVE 
 The general objective of this PhD Thesis is to develop and evaluate a 
database system which improves the registration, use and accessibility of animal feed 
information. 
2.2. SPECIFIC OBJECTIVES 
 The specific objectives of this Thesis can be summarized as: 
1. Design, implementation and evaluation of the database system using 
metadata structures. This objective has been addressed in the paper entitled 
Building a metadata framework for sharing feed information in Spain 
(Journal of Animal Science, 2011) and other publications included in chapter 
IV of this PhD Thesis. 
2. Development of a national network of associated laboratories for the 
collection and sharing of the information on animal feeds that is generated in 
Spain. This second objective is also addressed in the publications listed in the 
above objective. 
3. Development of nomenclatures and controlled languages for metadata 
relating animal feed information. This objective has been addressed in the 
papers entitled Propuesta para la homogenización de la información sobre 
alimentos: aplicación a la base de datos “Pastos Españoles (SEEP)” 
(PASTOS, 2008) and Nomenclátor de muestras de alimentos para animales y 
de sus principios nutritivos (PASTOS, 2011). 
4. To evaluate the performance of different pre-processing methods in the case 
of animal feed information, with special emphasis on outlier detection and 
handling of missing data. This objective has been addressed in the following 
publications: Data pre-processing to improve the mining of large feed 
databases (ANIMAL, 2013) and Handling of missing data to improve the 
mining of large feed databases (Journal of Animal Science, 2013). 
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5. To analyze the outputs of the exploitation of the information accumulated in 
the database system. This objective has been addressed in an exploratory way 
in publications within the chapter VII of this PhD Thesis: Análisis de la 
información contenida en la base de datos “Pastos Españoles (SEEP)” para 
la obtención de tablas de racionamiento and La valoración nutricional de los 




























CAPÍTULO III: REVISIÓ BIBLIOGRÁFICA 
PREÁMBULO 
Como se ha explicado en el capítulo I, la presente Tesis Doctoral se ha 
estructurado como compendio de publicaciones. Ello supone que parte de los 
contenidos de esta revisión se repiten en los artículos científicos que recogen los 
resultados del trabajo de investigación llevado a cabo. Pese a la repetición, se ha 
preferido incluir toda la información recopilada con objeto de que la presente 
revisión pueda servir como documento de consulta independiente del resto de la 
memoria de Tesis. 
3.1. SISTEMAS DE IFORMACIÓ SOBRE ALIMETOS 
3.1.1. ITRODUCCIÓ 
La alimentación de los animales domésticos es una de las actividades más 
importantes del sector agrario. Prevost (1991) estima que al menos ¾ partes de la 
tierra arable a nivel mundial están involucradas de uno u otro modo en la producción 
de alimentos para el ganado, ya sea mediante el cultivo de forrajes o el de cereales, 
leguminosas y oleaginosas que, bien directamente o en forma de subproductos, se 
destinan a alimentación animal.  
Parece, por tanto, que se puede hacer relativamente poco para aumentar la 
superficie dedicada a esta actividad, si bien existen numerosas vías para mejorar la 
productividad y la eficiencia del uso de los recursos. Una de estas vías es la mejora 
del conocimiento sobre la composición química y el valor nutritivo de los alimentos. 
Junto a un mayor entendimiento de las necesidades nutricionales de los animales, 
ello debe redundar en un uso más racional de los recursos (Barber, 1983).  
En este contexto surge el estudio de la composición de los alimentos y su 
descripción en términos de entidades químicas con propiedades nutricionales 
características. Este hecho marca el nacimiento de la nutrición como disciplina 




3.1.2. TABLAS DE ALIMETOS 
3.1.2.1. DESARROLLO HISTÓRICO DE LAS TABLAS 
La información sobre la composición química y el valor nutritivo de los 
alimentos para animales se ha obtenido en los laboratorios de nutrición desde hace 
más de 200 años (Gizzi y Givens, 2004). A comienzos del siglo XIX se había 
obtenido suficiente información de la química de los alimentos para que los 
investigadores se plantearan su compilación en tablas de alimentos, con objeto de 
hacer más rápido y cómodo el acceso a este tipo de información. 
Las primeras tablas de alimentos para animales suelen atribuirse a Thaer 
(1809), que estableció una clasificación de las materias primas en base al concepto 
de “equivalentes de heno”. En teoría, Thaer utilizó el contenido en material soluble 
en medio ácido y alcalino de los distintos alimentos para calcular sus equivalentes. 
Sin embargo, muchas décadas más tarde, Tyler (1975) puso en duda este hecho. Este 
autor llegó a la conclusión de que Thaer probablemente nunca llevó a cabo 
experimentos controlados, sino que basó su clasificación tanto en la experiencia 
propia como en la de otros investigadores. Se trata de un hecho significativo, pues 
esta mezcla de datos y conocimiento empírico para la construcción de tablas de 
alimentos ha sido una constante hasta nuestros días, dificultando enormemente la 
trazabilidad de la información. 
Tras el pionero trabajo de Thaer fueron apareciendo otras tablas que poco a 
poco incorporaban nuevos conceptos nutritivos. De este modo, Boussingault (1843) 
de nuevo construyó unas tablas sobre el concepto de “equivalentes de heno”, si bien 
los calculó sobre el contenido en nitrógeno de los distintos alimentos. Wolff (1861) 
fue el primero en incluir las necesidades de los animales junto a la composición de 
los alimentos. Años más tarde, este autor incorporó a sus tablas el contenido en 
minerales (Wolff, 1871) y en nutrientes digestibles (Wolff, 1894; Lehmann, 1899). 
Esto último supuso una auténtica revolución, pues por primera vez se tenían en 
cuenta las diferencias entre alimentos en cuanto a pérdidas en la digestión.  
Ya en el siglo XX, Armsby (1903) en los Estados Unidos y, casi al mismo 
tiempo, Kellner (1905) en Alemania, incluyeron entre los datos tabulados las 
pérdidas energéticas durante el metabolismo, sentando las bases del concepto de 
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energía metabolizable. Por otro lado, las tablas de Henry (1898) y sus sucesivas 
versiones (Henry y Morrison, 1910; Morrison, 1930) establecieron el sistema de 
nutrientes digestibles totales (acrónimo inglés: TDN). Las primeras tablas en las que 
aparecían los nutrientes digestibles separados por especies se suelen atribuir a 
Schneider (1947), que revisó unas 900 referencias bibliográficas para elaborar sus 
tablas. 
Como se ha explicado, durante el siglo XIX y la primera mitad del siglo XX 
los países más involucrados en la elaboración de tablas eran Alemania y Estados 
Unidos. En este último, la Academia Nacional de Ciencias (acrónimo inglés: NAS) 
decidió en 1947 que era necesario hacer una revisión profunda de la información 
sobre alimentos disponible en aquel momento. En 1952 se creó el Comité de 
Composición de Alimentos para Animales, en el que participaban gran parte de los 
investigadores que habían estado involucrados en la construcción de tablas (Harris, 
Morrison, Schneider, etc), y su trabajo dio como resultado dos de las tablas de 
alimentos más difundidas a nivel mundial: las tablas NRC (1956) sobre la 
composición de subproductos y las tablas NRC (1958) sobre la composición de 
granos y forrajes. Posteriormente, han ido apareciendo nuevas versiones más 
compactas de estas tablas (NRC, 1959, 1982). 
Con el paso de los años fueron apareciendo tablas de alimentos en otros 
países. En Francia, el trabajo de recopilación de datos llevado a cabo por Leroy, del 
Instituto Nacional Agronómico de París-Grignon (INAPG) en los años 40, sentó las 
bases para la elaboración de las tablas de alimentos para rumiantes del Instituto 
Nacional de Investigación Agronómica (acrónimo francés: INRA) (INRA, 1978). 
Este trabajo se completó con las tablas para monogástricos (INRA, 1984) y para 
caballos (INRA, 1990). Todas ellas se han ido actualizando periódicamente (INRA, 
1988, 2004, 2007). En el caso del Reino Unido, pese a que existían algunos trabajos 
de principios del siglo XX (Wood, 1917, 1921), las tablas de referencia han sido 
durante muchos años las publicadas por el Consejo de Investigación Agrícola 
(acrónimo inglés: ARC) a mediados de los 70 (ARC, 1976). En Holanda, la Oficina 
Central de Alimentos (acrónimo holandés: CVB) también ha publicado sus propias 
tablas durante años (CVB, 1994, 1999, 2002). Situaciones similares se pueden 
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describir para otros países, si bien las tablas citadas han sido las más difundidas a 
nivel internacional. 
3.1.2.2. LAS TABLAS EN ESPAÑA 
Susmel y Mills (1991) recogen el hecho de que en España, así como en el 
resto de los países del sur de Europa, ha sido tradicional el empleo de tablas de 
alimentos procedentes de países foráneos, especialmente las tablas francesas y 
americanas. Dichos autores describen el manejo de la información sobre alimentos 
en estos países como deficiente, destacando el caso de Italia, donde en los 80 aún se 
usaban con frecuencia los “equivalentes de heno” y los “equivalentes de almidón”. 
Hacen referencia únicamente a las tablas de Maletto (1975), para 9 forrajes y 6 
raíces, y a las de Malossini et al. (1983), con información para 52 materias primas. 
No obstante, en aquella época ya se había publicado uno de los tratados clásicos en 
esta área, el Diccionario de Alimentos para Animales de Piccioni (1962). 
En España, el Ministerio de Agricultura publicó unas primeras tablas de 
alimentos a mediados de los años 80 (Ministerio de Agricultura, 1984). Al mismo 
tiempo, se estaba llevando a cabo otro proyecto de elaboración de tablas en la sede 
de Zaragoza del Centro Internacional de Altos Estudios Agronómicos Mediterráneos 
(acrónimo francés: CIHEAM). El CIHEAM publicó varias versiones de sus tablas, 
centradas en los forrajes y subproductos fibrosos, entre los años 80 y 90 (CIHEAM, 
1981, 1983, 1990). 
Sin embargo, solamente las tablas de la Fundación Española para el 
Desarrollo de la Nutrición Animal (FEDNA) (De Blas et al., 1999, 2003, 2010; 
Calsamiglia et al., 2004) han alcanzado en España una difusión comparable a la de 
las tablas del INRA y el NRC. La sede de FEDNA se encuentra en la Escuela 
Técnica Superior de Ingenieros Agrónomos de la Universidad Politécnica de Madrid 
(UPM), donde las tablas se elaboran en base a información suministrada por los 





3.1.2.3. LIMITACIONES DE LAS TABLAS 
Tran y Lapierre (1997) establecen una buena síntesis de las principales 
limitaciones de las tablas de alimentos. La primera de dichas limitaciones es de 
naturaleza práctica, pues, para ser utilizables, las tablas deben ser restringidas en 
tamaño y, por tanto, ignorar una gran cantidad de alimentos y atributos de interés. 
Una tabla típica contiene información de unos 200 alimentos, frente a los miles 
disponibles para la alimentación animal actualmente.  
En segundo lugar, estos autores destacan que la gran mayoría de las tablas de 
alimentos se elaboran manualmente mezclando información procedente de fuentes 
muy diversas, incluyendo el conocimiento empírico, lo que las hace muy costosas y 
poco reproducibles. Entre otras consecuencias, esto conlleva que su actualización no 
sea tan frecuente como sería deseable. En este sentido, Spiehs et al. (2002) destacan 
la importancia de actualizar los datos tabulados en el mundo actual, donde algunos 
factores como el procesado de los alimentos evolucionan muy rápidamente. Estos 
autores encontraron que la composición química de los granos y solubles de 
destilería desecados (acrónimo inglés: DDGS) obtenidos de plantas de bioetanol 
(analizaron 118 muestras) era muy diferente de la recogida en las tablas del NRC. 
Por otro lado, Barber (1993) detectó que las tablas modernas contienen datos de 
principios del siglo XX que han sido copiados de tabla en tabla. Además, estos datos 
suelen ser los más “importantes”: digestibilidades, aminoácidos, etc…  
Por último, la tercera limitación recogida por Tran y Lapierre (1997) es que la 
variabilidad característica de ciertos tipos de alimentos se ve poco o nada reflejada en 
las tablas, ya que éstas normalmente sólo aportan datos medios. Sin embargo, en 
ocasiones esta variabilidad puede ser tanto o más importante que el propio valor 
medio (Jaurena et al., 1994; Thacker, 2002). Por ejemplo, durante la formulación de 
piensos compuestos, la no consideración de la incertidumbre asociada a los datos 
tabulados supone quedarse por debajo de las necesidades de los animales en un 50% 
de los casos (Green et al., 2008). Para evitarlo, las fábricas de piensos suelen trabajar 
con márgenes de seguridad, con las consiguientes pérdidas de energía y económicas. 
Sales (2009) recoge otro buen ejemplo de las consecuencias de la no consideración 
de la variabilidad cuando se calcula la digestibilidad de dietas para peces a partir de 
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los datos tabulados correspondientes a los ingredientes. Demuestra que este método 
supone la inclusión de un sesgo importante. 
Otros autores incluyen entre las limitaciones de las tablas el hecho de que 
gran parte de las fichas de las materias primas se construyen en base a la información 
de muy pocas muestras. Por ejemplo, McDowell et al. (1977) destacan que en las 
tablas de alimentos para animales de América Latina, que contenían información de 
3390 alimentos distintos, sólo del 23,9% de los mismos se tenían datos de más de 
cinco muestras, mientras que de un 43,9% sólo se disponía de una muestra. 
Por otro lado, Topps (1989) y Minson et al. (1993) resaltan la escasez de 
datos nutritivos. Los valores incluidos en las tablas de alimentos proceden de datos 
fundamentalmente químicos, estimándose los valores nutritivos en base a ecuaciones 
de predicción (no siempre específicas del alimento en cuestión). 
3.1.3. BASES DE DATOS DE ALIMETOS 
3.1.3.1. DESARROLLO HISTÓRICO DE LAS BASES DE DATOS 
3.1.3.1.1. Computarización de la información 
Hasta la década de los 50 del siglo XX la construcción de tablas de alimentos 
era el trabajo de uno o dos autores que transcribían y manejaban los datos de forma 
manual. La primera aproximación a un manejo informatizado de los datos se llevó a 
cabo durante la construcción de las tablas del NRC (1956, 1958) antes citadas. De 
este modo, la información recopilada por el Comité de Composición de Alimentos 
para Animales de la NAS, se almacenó, bajo la supervisión de la Universidad de 
Utah, en tarjetas perforadas de 80 columnas (figura 1). Después, se utilizó 
maquinaria compatible con estas tarjetas para elaborar e imprimir las tablas, que 
contenían unos 4000 alimentos y 50 nutrientes diferentes. 
En el año 1963, un comité de expertos del NRC decidió extender el trabajo 
que se había iniciado con las tarjetas perforadas. Se adquirieron ordenadores y discos 





Figura 1. Personal perforando tarjetas en la Universidad de Utah 
 
Fuente: Harris y Kearl (1975) 
Casi al mismo tiempo que Harris en Estados Unidos, Haendler en Alemania 
estaba introduciendo el uso de tarjetas perforadas para el manejo de datos sobre 
alimentos para animales en el Centro de Documentación de Hohenheim. En este 
caso, no se trataba de una recogida de datos ad hoc, sino de la computarización de la 
información producida en los laboratorios de nutrición alemanes con el fin de utilizar 
estos datos para construir tablas. Otra vez de forma paralela a lo que ocurría en los 
Estados Unidos, la información de las tarjetas empezó a ser traspasada a ordenadores 
a comienzos de los 60. 
3.1.3.1.2. Red Internacional de Centros de Información de Alimentos 
Se puede considerar a la Red Internacional de Centros de Información de 
Alimentos (acrónimo inglés: INFIC), de la Organización para la Alimentación y la 
Agricultura (acrónimo inglés: FAO) de las Naciones Unidas, como la pionera en el 
desarrollo de sistemas de información sobre alimentos a gran escala (Harris, 1978). 
El origen de INFIC está en las bases de datos de alimentos de la Universidad 
de Utah (Harris et al., 1968) en Estados Unidos y del Centro de Documentación de 
Hohenheim en Alemania (Haendler, 1963; Haendler y Jager, 1971). Como se ha 
explicado, ambas instituciones eran contemporáneas y pioneras en el manejo 
informatizado de datos de alimentos para animales, pero trabajaban de forma 
independiente, manteniendo sólo algunos contactos esporádicos. En consecuencia, se 
hacía muy difícil combinar y compartir la información que recopilaban. 
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Ante esta situación, el personal de Utah contactó a la FAO para advertirle la 
necesidad de cooperación internacional en este campo. Como respuesta, la FAO 
dispuso un consultor para la revisión de las actividades en marcha en torno a la 
compilación de datos de alimentos a nivel internacional. El informe final de este 
consultor (Alderman, 1971) destacaba el potencial valor de un esfuerzo de 
cooperación internacional en este área y animaba a la FAO a ejercer de coordinador 
en las actividades de recogida, sistematización y difusión de la información sobre 
alimentos. Ello dio lugar a dos reuniones en la sede de la FAO en Roma (Harris y 
Christiansen, 1972; Haendler y Harris, 1973) cuyo resultado fue la fundación de 
INFIC. Desde entonces y hasta 1980, cuando se reconoce a INFIC oficialmente 
como institución (Faichney, 1991), se llevaron a cabo reuniones anuales en las que se 
discutían aspectos diversos como la política de intercambio de datos y el 
fortalecimiento de INFIC mediante su expansión a otros países. 
Se establecieron los siguientes objetivos para INFIC: 
- Ser un vehículo para el intercambio de datos e ideas entre los centros 
participantes. 
- Asistir a las regiones y países que lo desearan en el establecimiento de 
centros para la recopilación de información sobre alimentos. Kearl y Harris 
(1977) pensaban que, si bien era necesario generar información nutritiva en 
todos los países, era responsabilidad de los países desarrollados proveer de 
los recursos necesarios para ello a los países en desarrollo. 
- Servir de enlace entre los nuevos centros y las entidades financiadoras. 
- Mantener representación en las organizaciones científicas dedicadas a la 
definición de las características químicas y biológicas de los alimentos. 
- Transmitir las necesidades en el campo de la alimentación animal a las 
citadas organizaciones. 
- Proveer a los futuros centros de su experiencia en la gestión de datos. 
Al principio INFIC contaba con nueve miembros, pero en 1980 ya eran 14 
asociados divididos en dos categorías, además de cinco miembros observadores 
(tabla 1). Los miembros de pleno derecho (tipo I) recopilaban información, la 
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procesaban informáticamente y la diseminaban a través de INFIC, mientras que los 
miembros de pleno derecho (tipo II) solamente recopilaban los datos, estando la 
informatización y difusión de los mismos a cargo de un miembro tipo I. Por otro 
lado, los miembros observadores eran similares a los miembros tipo II, pero no 
tenían derecho a voto en las asambleas de INFIC. 
Tabla 1. Organismos miembros de INFIC 
OMBRE CIUDAD PAÍS 
Miembros de pleno derecho (tipo I) 
Centro de Información de Alimentos Australiano Blacktown Australia 
Centro de Documentación de Hohenheim Stuttgart Alemania 
Instituto Internacional de Alimentos Utah Estados Unidos 
Miembros de pleno derecho (tipo II) 
Sección de Investigación en Agricultura de Canadá Ottawa Canadá 
Centro Árabe de Estudios en Zonas Áridas y Desiertos Damasco Siria 
Universidad de Piscicultura Washington Estados Unidos 
Instituto de Zootecnia y Medicina Veterinaria de los 
Trópicos 
Maisons-Alfort Francia 
Instituto Interamericano de Ciencias Agrícolas San José Costa Rica 
Instituto Coreano de Alimentos Seúl Corea 
Ministerio de Agricultura, Pesca y Alimentos Warwickshire Inglaterra 
Centro Nacional Filipino de Información de Alimentos Laguna Filipinas 
Instituto de Productos Tropicales Londres Inglaterra 
Universidad de Lisboa Lisboa Portugal 
Universidad Agrícola de Malasia Selangor Malasia 
Miembros observadores 
Oficina Central de Alimentos Lelystad Holanda 
Instituto Nacional de Investigación Agronómica Jouy-en-Josas Francia 
Centro Internacional de Ganadería en África Addis Ababa Etiopía 
Universidad de Ibadan Ibadan Nigeria 
Asociación Alemana de Investigación en Agricultura Darmstadt Alemania 
 
Algunos años más tarde, el Instituto Nacional de Investigación Agronómica 
(INIA) se unió a INFIC como miembro de pleno de derecho (tipo II). 
En un principio, Estados Unidos asumió el soporte económico de INFIC a 
través del Instituto Internacional de Alimentos, constituido sobre la base de datos de 
la Universidad de Utah. Más tarde, la responsabilidad económica recayó sobre 
Australia y, por último, sobre Europa. De hecho, en 1995 la sede central de la 
institución pasó de Utah a Lelystad. En aquel momento comenzó a observarse un 
decaimiento de las actividades de INFIC, coincidiendo con la pérdida de interés en 
las mismas por parte de Estados Unidos. Knipfel (1991) y Speedy (1991) mencionan 
las crecientes dificultades que INFIC tenía en aquella época para convencer a los 
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países participantes de que siguieran apoyando económicamente los planes de la 
organización. 
3.1.3.1.3. Proyecto de Red Europea de Centros de Información de Alimentos 
Ante la situación de decaimiento de INFIC que se ha descrito anteriormente, 
se planteó la posibilidad de crear centros de información regionales. En Europa, al 
amparo de la Acción Concertada “Animal Feed and utrition: harmonization of 
information on animal feeds and achievement of its appropriate availability 
throughout the UE”, se diseñó la Red Europea de Centros de Información de 
Alimentos (acrónimo inglés: ENFIC). Dicha Acción Concertada tenía una duración 
de 3 años (1995-1998) pero se le concedió una prórroga de 2 años más. Los países 
que lideraron la iniciativa fueron Holanda, Francia, Reino Unido y Bélgica, aunque 
estaban incluidos el resto de países de la Unión Europea (UE) en calidad de 
observadores. En el caso de España, la participación corrió a cargo del Ministerio de 
Agricultura, Pesca y Alimentación (MAPA). 
ENFIC consiguió desarrollar un software común para el manejo de los datos 
(Feedbase) y un sistema de nomenclatura de muestras (Tran, 1996) pero, en lo que se 
refiere a la recogida de datos y al soporte económico continuado, se encontró con los 
mismos problemas que había sufrido INFIC. La industria de fabricación de piensos 
compuestos, que hasta ese momento había abastecido de datos a los Centros de 
Información nacionales, no estaba dispuesta a seguir haciéndolo de forma gratuita. 
Benedictus (2000) abogaba por un apoyo gubernamental de la iniciativa, destacando 
el potencial papel de las bases de datos de alimentos como centros de control de 
crisis alimentarias (estaba reciente la crisis de las dioxinas). Esto no llegó a 
materializarse, excepto en el caso del CVB holandés. 
3.1.3.1.4. Centros de Información de Alimentos en España 
Algunos profesores de las Escuelas de Ingenieros Agrónomos de Madrid y 
Córdoba actuaron como representantes del MAPA en ENFIC. Las actuaciones 
llevadas a cabo en este marco sirvieron como referencia para el desarrollo de las 
bases de datos de alimentos para animales del Centro de Información de Alimentos 




El origen del CIA se sitúa a comienzos de la década de los 90, con el 
desarrollo en la UCO de un Banco de Materiales Biológicos, uno de cuyos 
componentes era el Banco de Muestras Valoradas (Gómez et al., 1993). Este banco 
tenía el objetivo de disponer de material de referencia para nuevas tecnologías que se 
estaba incorporando a la universidad, en especial la Espectroscopía de Reflectancia 
en el Infrarrojo Cercano (acrónimo inglés: NIRS). El Banco de Muestras Valoradas 
disponía de un Banco de Datos adjunto, donde se registraba la información de los 
análisis químicos y ensayos nutritivos llevados a cabo sobre las mismas. Con el 
tiempo surgió la idea de incorporar al Banco de Datos información de muestras no 
necesariamente conservadas, partiendo del hecho de que los datos podían ser 
valiosos por sí mismos. Para ello, se desarrolló un software de manejo de datos 
bautizado como CALIFA (Gómez et al., 1995, 2003). 
El SIA ha continuado recopilando y gestionando datos desde entonces. En el 
año 2007, la posibilidad de disponer de Personal Técnico de Apoyo (PTA) dio lugar 
a los trabajos que son el origen de la presente Tesis Doctoral. 
3.1.3.2. BASES DE DATOS PASADAS Y PRESENTES 
A continuación se presenta un listado de las bases de datos de alimentos para 
animales cuyas actividades se han considerado más relevantes a nivel internacional. 
Algunas de ellas no siguen en funcionamiento a día de hoy. 
Instituto Internacional de Alimentos: 
Como se ha explicado, fue la primera sede institucional de INFIC. Se creó 
sobre la base de datos desarrollada en la Universidad de Utah por Harris y sus 
colaboradores. Esta base de datos había participado de forma activa en la 
construcción de las tablas del NRC y sobre la base de esta experiencia, se dedicó a 
partir de 1972 a la elaboración de las tablas de alimentos para animales de América 
Latina (McDowell et al., 1977) y de Oriente Medio (Kearl et al., 1979). 
La información de esta base de datos se realojó en el año 1985 en la 
Biblioteca Agrícola Nacional (acrónimo inglés: NAL) del Departamento de 
Agricultura de los Estados Unidos (acrónimo inglés: USDA) (McCone, 1990). En 
ese momento, la base de datos contenía más de 27000 alimentos diferentes (teniendo 
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en cuenta que cada especie animal o vegetal puede dar lugar a varios tipos de 
alimentos en función de la parte consumida, el procesado sufrido, etc). 
En el año 1990 se interrumpieron las actividades de la base de datos debido a 
problemas de financiación (Thacker, 2002). Sin embargo, sólo unos años más tarde 
varias publicaciones (Berger, 1995; NRC, 1995) recogían la necesidad de disponer 
de una base de datos norteamericana para actualizar los contenidos de las tablas 
NRC. Berger argumentaba que a lo largo de los años habían cambiado las 
variedades, las prácticas de fertilización, el procesado de los alimentos, etc. Este 
autor estudió las diferencias entre los valores de minerales de las tablas del NRC 
(1982) y los obtenidos mediante análisis químico en varios laboratorios acreditados. 
Encontró que en algunos casos las diferencias llegaban a ser del 200%. Pese a ello, 
nunca se construyó una nueva base de datos centralizada para la información sobre 
alimentos para animales en los Estados Unidos. 
Centro de Documentación de Hohenheim: 
En 1949, la Universidad de Kiel comenzó a recopilar sistemáticamente la 
información sobre alimentos que se generaba en los laboratorios de nutrición 
alemanes. Estos datos se traspasaron en 1954 a la Universidad de Hohenheim, donde 
se constituyó oficialmente el Centro de Documentación. 
Una vez en Hohenheim, los datos procedentes de los laboratorios, que se 
remontaban a los años 30, se completaron con datos procedentes de la literatura 
científica (Haendler, 1963, 1966, 1971), de tal modo que en la década de los 70 la 
base de datos ya contenía más de 3000 alimentos y 50000 datos analíticos, que 
cubrían incluso los factores antinutritivos y los residuos químicos. En los 80, ya 
como parte de INFIC, la base de datos de alimentos contaba con 1,2 millones de 
datos, siendo la más grande del mundo en aquella época. 
La información del Centro de Documentación de Hohenheim se utilizó 
fundamentalmente para la construcción de las tablas de alimentos de la Sociedad 
Alemana de Agricultura (acrónimo alemán: DLG) (DLG, 1973, 1976, 1982). En 
1999 el centro desapareció como tal y en el 2000 los datos acumulados hasta ese 
momento fueron adquiridos por la DLG. Desde el 2005 estos datos están accesibles 
para los miembros de la citada sociedad en la web: datenbank.futtermittel.net. 
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Centro de Información de Alimentos Australiano: 
Era el tercer miembro de pleno derecho tipo I de INFIC y agrupaba a siete 
centros regionales distribuidos por todo el país. Su financiación era responsabilidad 
de la Organización para la Investigación Científica e Industrial de la Commonwealth 
(acrónimo inglés: CSIRO) (Ostrowski-Meissner, 1990). Este centro seguía las 
recomendaciones generales de INFIC, pero desarrolló un sistema de numeración y 
unos formularios de recogida de información propios (Ostrowski-Meissner, 1984). 
A comienzos de los 90, un consultor de la FAO, contratado para evaluar el 
estado de la iniciativa INFIC (Speedy, 1991), describía este centro como “el más 
avanzado informáticamente”. Sin embargo, a día de hoy el Centro de Información ha 
desaparecido como tal y la información recopilada (de unas 10000 muestras) ha sido 
traspasada a la Universidad de Queensland (Martin y Dixon, 2010). Estos autores 
destacan que la mayoría de las muestras cuentan con una descripción muy pobre. 
Instituto de Zootecnia y Medicina Veterinaria de los Trópicos (acrónimo 
francés: IEMVT): 
Este organismo, también miembro de INFIC, mantenía un herbario de 32000 
muestras de 6000 especies diferentes, procedentes fundamentalmente de los países 
africanos de habla francesa. De muchas de estas muestras se habían obtenido datos 
químicos y nutritivos, que se almacenaban en una base de datos gestionada según las 
recomendaciones de INFIC. Sin embargo, tras derivar a una investigación más 
fundamental del metabolismo animal en los años 90, este organismo empezó a 
plantearse que las recomendaciones de INFIC no se adaptaban a sus necesidades, en 
especial en lo referente a la descripción de las muestras, pues para sus fines se 
requería un sistema más detallado que incluyera todo tipo de información: suelo, 
topografía, clima, etc. El resultado de este proceso fue el abandono de la base de 
datos de alimentos como tal. 
Oficina Central de Alimentos: 
Este centro holandés ha estado involucrado en la recopilación de datos sobre 
alimentos para animales para la construcción de tablas desde los años 40 del siglo 
XX. En 1984 se decidió informatizar los datos y construir una base de datos cuyo 
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objetivo fundamental era mantener actualizadas las tablas del CVB (Schaper, 1990; 
Givens, 1991). Este proyecto involucró a institutos de investigación, sobre todo el 
Instituto para la Investigación Animal (acrónimo holandés: IVVO), a industrias de 
fabricación de piensos compuestos y a organismos de comercialización. 
A principios de los 90 la base de datos contaba con 30000 registros, que 
actualmente han pasado a ser más de dos millones, siendo una de las bases de datos 
de alimentos para animales en activo de mayor tamaño. Como se ha comentado, esta 
base de datos tiene la responsabilidad, cedida por el Ministerio de Agricultura, de 
controlar las alertas sanitarias en materia de alimentación animal. 
Instituto acional Agronómico de París-Grignon: 
En Francia, tanto el INRA como el IEMVT eran miembros de INFIC, no así 
el INAPG. Sin embargo, en el año 1981 se decidió la construcción de una base de 
datos de alimentos para animales en este centro bajo la tutela de la Asociación 
Francesa de Zootecnia (AFZ). Este primer intento resultó fallido, pero en 1985 sí se 
consiguió crear una base de datos, orientada fundamentalmente a las necesidades 
tanto de los fabricantes de piensos como de los comerciantes. Se firmaron acuerdos 
de colaboración para la cesión de datos con 13 empresas, que pronto llegarían a ser 
16 (Lapierre, 1990; Tran y Lapierre, 1997; Sauvant et al., 2002). Desde el año 1992, 
esta base de datos se sostiene económicamente a sí misma, procediendo el 50% de 
sus ingresos de las cuotas de los asociados. El resto corresponde a proyectos 
específicos de diversa índole. 
En la actualidad, la AFZ dispone de más de dos millones de datos (15000 in 
vivo) y es una de las más activas a nivel mundial. Se añaden unos 100000 registros 
nuevos anualmente. Aproximadamente el 90% de los datos proceden de la industria y 
corresponden a las materias primas, sobre todo concentrados, más utilizadas en 
Francia para la fabricación de piensos. El resto de la información, correspondiente a 
alimentos y atributos menos comunes, procede de la literatura. 
Una característica interesante de esta base de datos es que los socios que 
aportan la información requieren de un cierto nivel de confidencialidad, por lo que 
ésta solamente puede difundirse como valores medios. 
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Servicio de Asesoramiento y Desarrollo Agrícola (acrónimo inglés: ADAS): 
Este organismo oficial del Reino Unido, en concreto la Unidad de Evaluación 
de Alimentos para Animales, se dedicó a partir del año 1975 a la realización de 
ensayos de digestibilidad de multitud de forrajes y subproductos en corderos. El 
objetivo principal de dichos ensayos era correlacionar los valores de digestibilidad 
obtenidos con la composición química de los alimentos (ecuaciones de predicción). 
Usaban ordenadores para almacenar la información que obtenían en tres bases 
de datos distintas: una que recogía los datos brutos de los experimentos, otra de tipo 
INFIC y una tercera que se utilizaba para elaborar las tablas del Ministerio de 
Agricultura, Pesca y Alimentos (acrónimo inglés: MAFF) (MAFF, 1990). En los 
años 90 esta base de datos llegó a tener 2300 muestras de 123 alimentos distintos, 
cada una de ellas evaluada sobre cuatro animales (Givens, 1990). Por tanto, disponía 
de información muy valiosa, así como muy detallada para la época. Aparecían, por 
ejemplo, datos de producción de metano medidos en cámara de respiración. 
La desaparición de la Unidad de Evaluación de Alimentos para Animales dio 
lugar al abandono de la base de datos. 
Alimentos Tropicales: 
Este proyecto nació como consecuencia del trabajo de recopilación de datos 
sobre alimentos del Dr. Gohl, que revisó más de 600 referencias bibliográficas para 
construir unas 600 fichas de alimentos (Gohl, 1981; Sansoucy y Dalibard, 1995). 
En un principio sólo se construyó una tabla de alimentos, con ediciones en 
1975, 1981 y 1990. Posteriormente pasó a ser una base de datos, gracias a un 
proyecto de colaboración con la FAO paralelo a INFIC. Sin embargo, Alimentos 
Tropicales tenía una filosofía distinta y nunca llegó a integrarse bien con los 
requerimientos de INFIC. Así, mientras que INFIC centraba sus esfuerzos en la 
caracterización química y nutritiva de los alimentos para animales, sobre todo 
aquellos más utilizados en los países desarrollados, Alimentos Tropicales daba 
prioridad a la disponibilidad de recursos locales en los países en vías de desarrollo, 
así como al manejo de los mismos para ser utilizables como alimentos para el 
ganado. Con el tiempo, la FAO se sintió más identificada con las metas de este 
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segundo tipo de bases de datos, apoyando activamente a Alimentos Tropicales en 
detrimento de INFIC (Speedy, 1995). 
La base de datos Alimentos Tropicales ha estado disponible on-line durante 
muchos años en la web de la FAO y actualmente está siendo actualizada en el marco 
del proyecto “Tablas de valores nutritivos para animales domésticos en regiones 
tropicales y mediterráneas” (acrónimo francés: TRC), en colaboración con el INRA, 
la AFZ y el Centro de Cooperación Internacional en Investigación Agronómica para 
el Desarrollo (acrónimo francés: CIRAD) (Tran et al., 2010). 
3.1.3.3. BASES DE DATOS DE ALIMENTOS PARA HUMANOS 
Como se ha expuesto, gran parte de las iniciativas para el desarrollo de bases 
de datos de alimentos para animales han ido desapareciendo, fundamentalmente por 
falta de apoyo económico. Sin embargo, en el ámbito de la alimentación humana ha 
ocurrido lo contrario, existiendo hoy día gran cantidad de proyectos de elaboración 
de tablas y bases de datos con cierta continuidad temporal. Este diferente interés en 
ambos tipos de bases de datos de alimentos se puede explicar, al menos en parte, 
teniendo en cuenta los objetivos de cada una de ellas. Las bases de datos de 
alimentos para humanos persiguen el diseño de dietas saludables para grandes grupos 
de población y, sobre todo, el estudio de las relaciones entre las citadas dietas y 
algunas enfermedades como el cáncer. Lógicamente, existen muchas instituciones 
interesadas en apoyar estas causas. 
En la presente revisión se hace referencia a dos iniciativas de éxito en este 
campo: la Red Internacional de Sistemas de Datos de Alimentos (acrónimo inglés: 
INFOODS) y la Asociación Europea de Recursos de Información de Alimentos 
(acrónimo inglés: EuroFIR). 
INFOODS puede considerarse el equivalente a INFIC en el campo de la 
nutrición humana. Curiosamente, esta iniciativa se desarrolló algunos años más tarde 
que la correspondiente a alimentación animal, iniciando sus actividades en 1984 bajo 
el amparo de la Universidad de las Naciones Unidas (UNU) (Rand, 1985). Más tarde, 
en 1994, la FAO también se unió a este proyecto. El objetivo principal de INFOODS 
era estimular y coordinar las actividades necesarias para la mejora de la calidad y la 
disponibilidad de datos analíticos sobre alimentos en todo el mundo. Para cumplir 
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con dicho objetivo, INFOODS elaboró normas para la recogida y compilación de 
datos sobre los componentes de los alimentos. Por otro lado, estableció una red 
mundial de centros regionales (tabla 2) dedicada a la obtención, compilación y 
difusión de datos exactos sobre la composición de los alimentos. 
Como curiosidad cabe destacar que algunos de los centros de INFOODS 
evolucionaron desde los correspondientes centros de INFIC, por ejemplo el de Nueva 
Zelanda (Burlingame, 1990, 1996). 
Por su parte, EuroFIR es el resultado de un proyecto financiado por la 
Comisión Europea dentro de la prioridad “Calidad y Seguridad Alimentaria” del 
Sexto Programa Marco de Investigación y Desarrollo Tecnológico. El objetivo 
principal de este proyecto era el desarrollo de un sistema de información integrado, 
completo y validado sobre alimentos para humanos que proporcionara información 
on-line.  
Williamson y Buttriss (2007) recogen la participación de 52 universidades, 
centros de investigación y empresas de 28 países distintos (tabla 3). Sólo los 
miembros completos son compiladores de información en sus respectivos países. 
Al contrario que INFOODS, EuroFIR ha puesto mucho interés en bases de 
datos específicas, como la de compuestos bioactivos no nutrientes y la de 
polifenoles. 
Martínez-Burgos et al. (2009) y Ros et al. (2009) describen la participación 
española en EuroFIR, detallando los contenidos de las bases de datos de alimentos 












Botsuana, Yibuti, Etiopía, Eritrea, Kenia, Lesoto, 
Madagascar, Malawi, Mauricio, Namibia, Somalia, 
Sudáfrica, Sudán, Suazilandia, Tanzania, Uganda, 
Zambia y Zimbabue 
WAFOODS 
Malí, Senegal, Costa de Marfil, Níger, Burkina 
Faso, Sierra Leona, Liberia, Ghana, Togo, Nigeria, 
Benín y Gambia 
CAFOODS 
Angola, Ruanda, Burundi, Congo Brazzaville, 
República Democrática del Congo, Camerún, 
Gabón, República Centroafricana, Chad, 
Mozambique y Seychelles 
NAFOODS Argelia, Marruecos, Túnez, Libia y Mauritania 
ASEANFOODS ASEANFOODS 
Brunei Darussalam, Camboya, Indonesia, Laos, 
Malasia, Myanmar, Filipinas, Singapur, Tailandia y 
Vietnam 
CARICOMFOODS CARICOMFOODS 
Anguila, Antigua y Barbuda, Bahamas, Barbados, 
Belice, Islas Vírgenes Británicas, Islas Caimán, 
Dominica, Granada, Guyana, Jamaica, Montserrat, 
San Cristóbal y Nieves, Santa Lucía, San Vicente y 
Las Granadinas, Trinidad y Tobago, Islas Turcas y 
Caicos y Surinam 
CARKFOODS CARKFOODS 
Afganistán, Azerbaiyán, Kazakstán, Kirguistán, 
Tayikistán, Turkmenistán y Uzbekistán 
EUROFOODS EUROFOODS 
Austria, Bélgica, Bulgaria, Croacia, República 
Checa, Dinamarca, Finlandia, Francia, Alemania, 
Grecia, Hungría, Islandia, Irlanda, Italia, Lituania, 
Luxemburgo, Países Bajos, Noruega, Polonia, 
Portugal, Rumanía, Eslovaquia, Eslovenia, España, 
Suecia , Suiza, Turquía y Reino Unido 
LATINFOODS 
CAPFOODS 
Costa Rica, El Salvador, Guatemala, Honduras, 
Nicaragua y Panamá 
MEXCARIBEFOODS Cuba, México y República Dominicana 
SAMFOODS 
Argentina, Bolivia, Brasil, Chile, Colombia, 
Ecuador, Paraguay, Perú, Uruguay y Venezuela 
NEASIAFOODS NEASIAFOODS 
China, Japón, Corea, Mongolia, Taiwán, Hong 
Kong y Macao 
MEFOODS MEFOODS 
Chipre, Egipto, Jordania, Líbano, Palestina, Siria y 
Emiratos Árabes Unidos 
NORAMFOODS NORAMFOODS Canadá y Estados Unidos 
OCEANIAFOODS OCEANIAFOODS 
Samoa Americana, Australia, Islas Cook, Estados 
Federados de Micronesia, Fiyi, Polinesia Francesa, 
Guam, Kiribati, Islas Marshall, Nauru, Nueva 
Zelanda, Niue, Islas Marianas, Palao, Papúa Nueva 
Guinea, Islas Pitcairn, Islas Salomón, Tokelau, 
Tonga, Tuvalu, Vanuatu, Wallis y Futuna y Samoa 
Occidental 
SAARCFOODS SAARCFOODS 
Bangladesh, Bután, India, Maldivas, Nepal, Pakistán 
y Sri Lanka 
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Tabla 3. Organismos participantes en EuroFIR 
OMBRE PAÍS 
Miembros completos  
Universidad Agrícola de Atenas Grecia 
Fundación Británica de Nutrición Reino Unido 
ETH Zúrich Suiza 
Agencia Francesa para la Alimentación, el Medio Ambiente y la Seguridad y Salud Francia 
Instituto de Investigación de Alimentos Eslovaquia 
FoodCon Bélgica 
Fundación Helénica de Salud Grecia 
Instituto de Investigación de Alimentos Reino Unido 
Instituto de Investigación Médica Serbia 
Instituto de Salud Pública y Medio Ambiente Holanda 
Instituto Nacional de Salud Portugal 
Instituto Nacional de Investigación en Alimentación y Nutrición Italia 
Instituto Europeo de Investigación en Oncología Italia 
Instituto Nacional de Alimentos y Nutrición Polonia 
Instituto Nacional de Salud y Bienestar Finlandia 
Nutrieten VZW Bélgica 
Agencia Sueca de Alimentos Suecia 
Universidad de Ciencias Agrícolas Suecia 
Instituto Nacional de Alimentos Dinamarca 
Autoridad Noruega de Seguridad Alimentaria Noruega 
Centro de Investigación Tubitak Marmara Turquía 
Universidad de Cork Irlanda 
Universidad de Helsinki Finlandia 
Universidad de Leeds Reino Unido 
Universidad de Wageningen Holanda 
Miembros asociados  
Centro de Alimentos y Servicio Veterinario Letonia 
Universidad de Gent Bélgica 
Gobierno de Canadá Canadá 
Instituto de Información y Economía Agrícola República Checa 
Instituto Josef Stefan Eslovenia 
Centro Islandés de Investigación y Desarrollo en Alimentación y Biotecnología Islandia 
Instituto Max Rubner Alemania 
Centro Nacional de Protección de la Salud Pública Bulgaria 
Centro Estatal de Salud Medioambiental Lituania 
Universidad de Granada España 
Universidad de Viena Austria 
Miembros ordinarios  
Agencia Especial para la Innovación Tecnológica de la Cámara de Comercio de Treviso Italia 
CULMAREX España 
Identificación y Sensores Bélgica 
Consultoría de Información de Alimentos I. Unwin Reino Unido 
Consejería de Salud y Consumo de las Islas Baleares España 
POLYTEC Dinamarca 
REPLY SANTER Italia 
Universidad Nacional de Medicina de Úzhgorod Ucrania 
Universidad Complutense de Madrid España 
Universidad de Salento Italia 
Universidad de Liubliana Eslovenia 
Universidad de Vigo España 
Universidad de Wolverhampton Reino Unido 





3.1.4. TIPOS DE DATOS DE ALIMETOS 
Pese a que la mayor parte de los datos sobre alimentos se obtienen mediante 
análisis químico o ensayos de valoración nutritiva, existen otros procedimientos para 
obtener estos datos, especialmente con el fin de evitar la existencia de vacíos de 
información en las tablas y bases de datos de alimentos. De este modo, se hace 
necesario distinguir varias tipologías de datos en función del modo en que han sido 
obtenidos (Farrán-Codina et al., 1994; Greenfield y Southgate, 2003): 
- Valores analíticos originales: son los datos obtenidos directamente de un 
análisis químico o un ensayo de valoración nutritiva. De cara a incluirlos en 
una tabla es posible utilizarlos tal cual o agregarlos para obtener valores más 
representativos (media, mediana y otros estadísticos de tendencia central). En 
este grupo también se incluyen aquellos valores que en realidad han sido 
calculados a partir de datos analíticos mediante factores de conversión, por 
ejemplo la proteína a partir del nitrógeno. 
- Valores imputados: son estimaciones obtenidas a partir de los datos analíticos 
originales mediante la aplicación de un razonamiento cuyas premisas son 
potencialmente erróneas, por ejemplo la asignación de los valores de un 
alimento similar. 
- Valores calculados: se trata de datos deducidos a partir de otros, ya sean 
originales, imputados o de cualquier otro tipo, mediante la aplicación de un 
algoritmo. En el caso de los alimentos para animales, es frecuente el uso de 
ecuaciones de predicción, sobre todo para obtener valores nutritivos, que son 
mucho menos numerosos que los químicos (ARC, 1976). Por otro lado, en el 
ámbito de la alimentación humana, es más habitual utilizar las recetas de 
elaboración y los nutrientes de los ingredientes para caracterizar los platos 
preparados (Powers y Hoover, 1989; Bognár y Piekarski, 1994). Este tipo de 
datos deben considerarse sólo aproximaciones. 
- Valores prestados: son datos que se han tomado de otras tablas y/o bases de 
datos y que no disponen de información alguna sobre su origen. En este caso, 
el escrutinio que se puede hacer sobre los datos es prácticamente nulo, de tal 
modo que la decisión de aceptarlos o rechazarlos se reduce a la consideración 
del prestigio de las tablas y/o bases de datos utilizadas como fuentes. 
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- Valores asumidos: son aquellos que se han establecido solamente a partir de 
una presunción. En esta categoría se incluyen los ceros asumidos. 
Ya en los primeros documentos de INFIC se destacaba la importancia de 
diferenciar los valores analíticos originales del resto. 
3.1.5. FUETES DE IFORMACIÓ SOBRE ALIMETOS 
Greenfield y Southgate (2003), en el ámbito de la construcción de bases de 
datos de alimentos para humanos, distinguen cuatro grandes fuentes de información: 
- Informes analíticos. Cabe distinguir entre aquellos informes que se obtienen 
específicamente para la construcción de una base de datos y los que tienen 
otros propósitos iniciales, por ejemplo el control de calidad de los alimentos 
comercializados. 
- Publicaciones primarias. Se trata de artículos publicados en revistas 
científicas que contienen información sobre la composición química o el 
valor nutritivo de los alimentos. El espectro de revistas que pueden resultar de 
interés de cara a la elaboración de bases de datos de alimentos no se limita a 
las relacionadas con la ciencia de los alimentos o la nutrición, sino que 
incluye las revistas de otros ámbitos, como la metodología química, la 
agronomía, la fisiología vegetal, la edafología y otros (Schakel et al., 1988). 
La mayoría de estas revistas cuentan con revisores científicos, pero es 
necesario tener en cuenta que la revisión se ha llevado a cabo en función de 
los objetivos de la revista y del artículo. Así, con frecuencia, la sección 
experimental del artículo proporciona información insuficiente sobre las 
características de los alimentos (Stewart, 1993). 
- Publicaciones secundarias. Se trata de revisiones científicas, capítulos de 
libros, artículos no revisados y compilaciones de datos de alimentos como las 
tablas y otras bases de datos. Los valores disponibles en estas publicaciones 
son difíciles de evaluar debido a la falta de información y a que, en el caso de 
las tablas y bases de datos, con frecuencia no se detalla la fuente original de 
los valores. Puede ser necesario ponerse en contacto con los autores para 
obtener información complementaria, aunque este proceso requiere de mucho 
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esfuerzo y no siempre se obtiene respuesta (Mangels et al., 1993; Holden et 
al., 2002). 
- Informes no publicados. Son documentos que incluyen información sobre 
alimentos y que tienen una circulación limitada, normalmente dentro de una 
organización o empresa. En este apartado se incluyen las Tesis Doctorales y 
los Trabajos Fin de Carrera que no han sido publicados. La documentación de 
la información es muy desigual. 
Tanto los valores analíticos de los laboratorios como los informes no 
publicados suelen ser fuentes de difícil acceso (Rand et al., 1991). 
3.1.6. MÉTODOS DE ELABORACIÓ DE TABLAS Y/O BASES DE DATOS DE 
ALIMETOS 
Southgate et al. (1974) distinguen dos métodos fundamentales para la 
construcción de tablas y/o bases de datos de alimentos: 
- Método directo: consiste en llevar a cabo un plan de muestreo y análisis de 
alimentos ad hoc. En este caso, el control sobre la selección de las muestras y 
los métodos analíticos es total, permitiendo obtener datos de gran calidad. El 
mayor inconveniente es que se trata de un método muy costoso, tanto en 
tiempo como en recursos, lo que lo hace inasumible para grandes bases de 
datos. 
- Método indirecto: consiste en la recopilación de información existente 
previamente en fuentes diversas como la literatura científica, los datos no 
publicados de laboratorios públicos y/o privados, etc. En el caso de los 
alimentos para animales, a diario se analizan miles de muestras en los 
laboratorios de nutrición de todo el mundo, aunque a menudo con un único 
propósito, como puede ser el control de calidad en fábrica o la publicación de 
resultados científicos. Alderman et al. (1982) consideran que este tipo de 
información, cuando se almacena y traza adecuadamente, puede resultar muy 
útil para nuevos propósitos. Sin embargo, se trata de un método difícil de 
implementar, pues se hace necesario llevar a cabo una evaluación crítica de 
los datos recopilados, muchos de los cuales fueron obtenidos con propósitos 
muy diferentes a la caracterización nutricional de los alimentos. Así, es 
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preciso evaluar aspectos como la representatividad del colectivo de muestras 
analizado, si las características de estas muestras en cuanto a variedades, 
condiciones de cultivo y procesado, entre otros aspectos, son las habituales 
entre los alimentos consumidos por el ganado, etc. De este modo, si bien el 
método indirecto no requiere de la infraestructura de muestreo y análisis del 
método directo, la cantidad de tiempo que conlleva el escrutinio de los datos 
puede hacer que el coste económico se vea incrementado considerablemente. 
Años más tarde, Greenfield y Southgate (1992) describen un tercer método de 
elaboración de tablas y/o bases de datos, que no es más que la combinación de los 
dos anteriores: 
- Método combinado: consiste en la obtención de información con el método 
directo para los alimentos más importantes y con el método indirecto para los 
menos habituales. Los autores citados consideran que este método tiene la 
mejor relación calidad de los datos/coste económico. 
En el caso de las bases de datos de alimentos para animales el método más 
común es el indirecto (Tran y Lapierre, 1997) pese a que algunos autores (Gizzi y 
Givens, 2004) desaconsejan el uso de información bibliográfica por carecer de datos 
precisos de las características de los alimentos evaluados. No obstante, también 
existen bases de datos de alimentos para animales construidas con el método directo. 
Por ejemplo, Ridley et al. (2004) describen una base de datos de composición de 
maíz y soja que contiene 53000 datos analíticos obtenidos ad hoc a lo largo de un 
periodo de 5 años. En esta base de datos todos los valores son de gran calidad, pues 
se han obtenido exclusivamente en laboratorios certificados. 
Por otro lado, en el ámbito de la nutrición humana el método más habitual es 
el combinado (Greenfield y Southgate, 1992). 
3.1.7. COMPILACIÓ DE DATOS DE ALIMETOS 
La compilación de datos es una tarea compleja que engloba su recolección, 
incluyendo un estudio detallado de los datos existentes y la adquisición de nuevos 
datos, su documentación y su almacenamiento en bases de datos (Cashel, 1990). Una 
de las tareas claves del proceso es la documentación de los datos, consistente en el 
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registro de la información necesaria para interpretarlos de forma inequívoca. Dicha 
información es lo que hoy día se conoce como metadatos. 
La palabra metadato se deriva de los términos griegos meta (más allá de) y 
datum (dato), literalmente “más allá de los datos”. No obstante, actualmente existen 
multitud de definiciones de este concepto. Una de las más difundidas es la que 
considera los metadatos como los “datos sobre los datos”. Además, debido a la 
habitual confusión entre los términos dato e información, aparecen definiciones del 
tipo “datos sobre informaciones” (Steinacker et al., 2001) o “informaciones sobre 
informaciones” (Swick, 2002). Otras definiciones más complejas consideran los 
metadatos como “descripciones estructuradas y opcionales que están disponibles de 
forma pública para ayudar a localizar objetos” (Bulterman, 2004) o “datos 
estructurados y codificados que describen características de instancias conteniendo 
informaciones para ayudar a identificar, descubrir, valorar y administrar las 
instancias descritas” (Durrell, 1985). En la presente Tesis Doctoral se ha usado la 
palabra metadato en el sentido recogido por Schlotke et al. (2000). En el ámbito de 
las bases de datos de alimentos para humanos, estos autores utilizan el término 
metadato para hacer referencia a las fuentes de información, los descriptores de las 
características de los alimentos, los métodos de análisis, etc. 
Harris (1970), en el entorno de INFIC, desarrolló un formulario internacional 
muy completo para la recogida de los metadatos asociados a la información analítica 
y nutritiva de los alimentos para animales (tabla 4). La información recopilada en 
base a este formulario era codificada en tarjetas perforadas. Posteriormente, cara a la 
elaboración de tablas, se seguían los siguientes pasos (Kearl et al. 1980): 
- Conversión de todos los valores a porcentaje sobre materia seca. 
- Cálculo de los valores medios de cada análisis dentro de cada muestra. 
Cuando había más de 4 datos disponibles se calculaba también la desviación 
estándar. 
- Cálculo de la fracción Material Extractivo Libre de Nitrógeno (MELN). 
- Cálculo de parámetros nutritivos: como la media de los valores medidos o 
mediante ecuaciones de predicción. Normalmente se usaban las ecuaciones de 
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Crampton et al. (1957) para rumiantes y cerdos, las de Sibbald (1977) para 
aves y las de Fonnesbeck et al. (1967) para caballos. 
Tabla 4. Metadatos del formulario internacional INFIC 
GRUPO METADATOS 
Identificación de la muestra 
Fecha de recogida 
Número de muestra en el laboratorio 





Estado de madurez (o edad del animal) 





Estación del año 
Información sobre el área 
geográfica 
País 
Estado, provincia o departamento 
Zona climática 
Fuente de referencia 
Referencia bibliográfica 
Nº y dirección del laboratorio 
Información sobre los factores que 
pueden afectar al valor nutritivo 
Designaciones de calidad (bueno, malo o regular) 
Grado de pureza de la muestra 
Material contaminante (en su caso) 
Tipo de suelo 
Textura del suelo 
Pendiente del terreno 
pH 
Tipo de agua 
Agua recibida (precipitación + riego) 
Tipo de fertilización nitrogenada (cantidad) 
Nº días entre última fertilización y cosecha 
Tipo de fertilización fosfórica (cantidad) 
Tipo de fertilización cálcica (cantidad) 
Tipo de fertilización orgánica (cantidad) 
Fertilización de elementos traza (cantidad) 
Fertilización mixta (cantidad) 
Altura total cuando se cortó 
Altura del corte 
Tipo de almacenamiento (silos) 
Material de construcción (silos) 
Tipo de cubierta (silos) 
Nº días de almacenamiento (silos) 
Temperatura (silos) 
Humedad (silos) 
Luz y renovación de aire (silos) 
Fuente: elaboración propia según Harris et al. (1980a) 
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Tabla 4 (cont.). Metadatos del formulario internacional INFIC 
GRUPO METADATOS 
Contaminación ambiental y 
pesticidas 
Fuente de contaminación (natural, artificial, etc) 
Sustancia contaminante 
Estado físico de la sustancia contaminante (gas, líquido, etc) 
Distancia entre la sustancia contaminante y el receptor 
Dirección del viento 
Unidad de medida de la sustancia contaminante 
Cantidad de sustancia contaminante 
Exposición del alimento a la sustancia contaminante (días) 
Síntomas de daño en la muestra 
Marca comercial del pesticida 
Tipo de pesticida 
Formulación del pesticida 
Ingredientes activos del pesticida 
Método de aplicación del pesticida 
Tipo de aplicación del pesticida 
Unidad de medida del pesticida 
Cantidad de pesticida 
Nº aplicaciones 
Nº días entre última aplicación y cosecha 
Unidad de medida del residuo de pesticida en el alimento 
Cantidad de residuo de pesticida en el alimento 
Ingestión diaria de pesticida 
Tiempo de ingestión del pesticida 
Peso del animal cuando empieza la ingestión del pesticida 
Descripción de los animales y 
procedimientos utilizados en el 
caso de ensayos de digestibilidad 
y/o balance energético 




Nº animales en el tratamiento 
Peso medio de los animales 
Estado fisiológico de los animales 
Alimento proporcionado solo o con otros (digestibilidad por 
diferencia) 
Porcentaje del alimento evaluado en la ración total 
Alimentación ad libitum o controlada 
Método de estudio de heces (total o con indicadores) 
Duración del ensayo 
Ingestión diaria de materia seca 
Valores químicos y biológicos que 
se han determinado sobre la 
muestra 
Nombre del atributo 
Código del atributo 
Unidad de medida 
Cantidad 
Número de decimales significativos 
Método analítico 
Fuente: elaboración propia según Harris et al. (1980a) 
Como se puede observar, el formulario INFIC era muy completo, pero en 
consecuencia también bastante complejo. Además, no se establecían metadatos 
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obligatorios y facultativos, dando lugar a que muy a menudo la mayoría de los 
campos quedaran vacíos. De este modo, los sistemas de recopilación de datos 
desarrollados con posterioridad, como el de ENFIC, han tratado de simplificar el 
sistema de INFIC. 
3.1.8. ESTADARIZACIÓ DE METADATOS 
3.1.8.1. DESCRIPCIÓN DE LAS MUESTRAS 
Actualmente, el número de materias primas disponibles para la alimentación 
animal es enorme. Además, debido al desarrollo de la industria energética en base a 
material vegetal y al uso de alimentos para humanos cada vez más elaborados, existe 
un número creciente de subproductos que pueden ser utilizados como alimentos para 
el ganado. Todo ello conlleva algunos problemas en lo referente a la nomenclatura de 
los alimentos. 
Normalmente, los organismos oficiales de control aprueban nombres para las 
materias primas reguladas por la legislación del país. En el caso de España, éstos se 
recogen en el Boletín Oficial del Estado (BOE, 2002). No obstante, dichos nombres 
suelen ser vernáculos e insuficientes para propósitos nutricionales. Por otro lado, es 
muy habitual la existencia de homónimos y sinónimos, tanto entre los nombres 
comunes (más del 20% son repeticiones del mismo producto) como científicos 
(Burlingame, 1996; Martínez-Burgos et al., 2009). 
Ante esta situación, muchas de las iniciativas encaminadas a la construcción 
de bases de datos de alimentos, han desarrollo de forma paralela sistemas de 
nomenclatura de muestras. 
Schlotke et al. (2000) clasifica los sistemas de nomenclatura en: 
- Sistemas de clasificación jerárquica: los alimentos se clasifican en distintas 
categorías, entre las que se establecen relaciones jerárquicas tipo árbol. 
Normalmente, estas clasificaciones se basan en una única propiedad del 
alimento, lo que da lugar a una caracterización deficiente. Otra limitación 
importante es que cada nueva categoría debe fijarse en el sistema de forma 
permanente, produciendo clasificaciones enormes y poco flexibles. Así, si 
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bien estos sistemas pueden ser herramientas útiles, se uso se debe limitar a 
dominios de aplicación muy específicos. 
- Sistemas de descripción facetada usando vocabularios controlados: estos 
sistemas se desarrollaron para superar la inflexibilidad de las clasificaciones 
jerárquicas. En los mismos, un alimento se describe mediante la asignación 
de descriptores a una lista de facetas o campos. Cada faceta dispone de un 
vocabulario estandarizado o tesauro. Normalmente, el conjunto de las facetas 
y descriptores se codifican en un código numérico o alfanumérico. 
- Sistemas de descripción facetada usando texto libre: este sistema difiere del 
anterior en el sentido de que las facetas no disponen de tesauros asociados. 
Ello supone una mayor flexibilidad, pero también una mayor heterogeneidad. 
La decisión de escoger entre uno de los sistemas descritos anteriormente 
depende del equilibrio homogeneidad/flexibilidad requerido. 
En el ámbito de la alimentación animal, uno de los primeros sistemas de 
nomenclatura de muestras fue el desarrollado por Harris para la base de datos de la 
Universidad de Utah (Harris, 1963; Harris et al., 1968, 1977). Posteriormente, este 
sistema fue adoptado por INFIC bajo la denominación de Vocabulario Internacional 
de Alimentos (acrónimo inglés: IFV) (Harris y Kearl, 1980). Se trata de un sistema 
facetado con tesauros, que resulta muy adecuado para la estandarización de datos 
sobre alimentos a nivel internacional. Existen varias publicaciones que recogen el 
sistema de descripción de alimentos (Harris et al., 1980a), la codificación de los 
datos (Kearl et al., 1980), los tesauros, que contienen descriptores en inglés, francés 
y alemán (Haendler et al., 1982) y la lista completa de los nombres compilados (más 
de 18000) (Harris et al., 1980b). 
El sistema de INFIC contaba con 12 facetas: 
1. Género. 
2. Especie. Tanto esta faceta como la anterior utilizan los términos latinos, 
excepto cuando el alimento en cuestión no dispone de nombre científico 
como tal, por ejemplo el pan. 
________________________________________________________________Revisión bibliográfica 
41 
3. Origen (material parental). Puede ser de cuatro tipos distintos: planta, animal 
(específico o inespecífico), pescado (específico o inespecífico) o mineral. En 
el caso de los alimentos derivados de plantas o animales, la faceta “origen” 
usa el nombre común de la especie en cuestión. Cuando no se conoce el 
animal se usa “Animal (inespecífico)”. En el caso de los pescados la 
nomenclatura es “Pescado, nombre común”, por ejemplo “Pescado, sardina”. 
Por último, en los minerales se usa el nombre químico. En esta faceta es 
donde aparecen con más frecuencia los problemas con los homónimos y 
sinónimos. Así, cuando un nombre común tiene significados múltiples se 
debe desechar como “origen”. Por ejemplo, la palabra anglosajona corn hace 
referencia al trigo en Inglaterra, a la avena en Irlanda y Escocia y al maíz en 
Estados Unidos. 
4. Subespecie, variedad o ecotipo. Las tres facetas anteriores describen el origen 
del alimento hasta el nivel de especie. Esta cuarta faceta concreta aún más la 
taxonomía del material parental pues, en ocasiones, el valor nutritivo difiere 
significativamente entre subespecies, variedades, etc. 
5. Formulación química. Esta faceta es exclusiva de minerales, drogas y otros 
químicos usados en alimentación animal. 
6. Estación del año. Su importancia radica en que en vastas áreas del planeta, 
especialmente en los trópicos, existen variaciones muy importantes en el 
valor nutritivo de los forrajes entre la estación seca y la estación húmeda. 
7. Parte consumida o afectada por el procesado. En principio se trata de un 
concepto intuitivo, especialmente cuando se habla de partes de una planta: 
hoja, tallo, semilla, etc. Sin embargo, el desarrollo de la tecnología de 
procesado de alimentos ha permitido “desmontar” componentes cada vez más 
pequeños, que muchas veces se combinan a posteriori para formar nuevos 
alimentos derivados. Esto puede llegar a dificultar la nomenclatura de la 
parte. 
8. Procesado. Es el tratamiento al que se ve sometida la parte antes de ser 
ofrecida a los animales. La modificación de los alimentos puede afectar 
seriamente a su valor nutritivo. Por ejemplo, el calor puede dañar algunos 
nutrientes, como los aminoácidos y las vitaminas, y al mismo tiempo mejorar 
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la disponibilidad de otros, como los carbohidratos en las leguminosas y las 
patatas. 
9. Estado de madurez. Esta faceta es especialmente importante en el caso de los 
forrajes. Por ejemplo, en la alfalfa el contenido en lignina aumenta (y la 
digestibilidad disminuye) muy rápidamente desde el momento en que el 
cultivo alcanza el 10% de floración plena. 
10. Número de corte. También es una faceta propia de los forrajes. Muchas 
plantas forrajeras se cosechan varias veces a lo largo de la estación de 
crecimiento, existiendo diferencias físicas y nutricionales importantes entre 
los distintos cortes. Los valores de la faceta anterior (estado de madurez) 
deben considerarse dentro de los límites de cada corte. Un caso particular es 
el de los forrajes tropicales, que se cosechan a lo largo de todo el año. En este 
caso, el punto donde comienza un nuevo ciclo de cortes puede ser la 
primavera o el último corte en estado de madurez. 
11. Calidad (categorías oficiales con garantía). Esta faceta se refiere a las 
categorías de calidad establecidas en algunos países a nivel de legislación. 
Dichas categorías tienen sobre todo fines comerciales. En ocasiones la 
industria establece contenidos garantizados, que se indican con expresiones 
como “más de”, “menos de”, etc. 
12. Clasificación de acuerdo a criterios nutricionales. En el sistema INFIC las 
muestras se deben asignar a un grupo de alimentos con propiedades nutritivas 
similares. Estos grupos son: 
o Forrajes secos y otros productos forrajeros: incluye los henos, pajas, 
rastrojos y otros alimentos con más del 18% de fibra, como las 
cascarillas. 
o Forrajes consumidos en verde. 
o Silos. Se dividen en tres subgrupos: maíz, gramíneas y leguminosas. 
o Alimentos energéticos: incluye a los cereales, sus subproductos, los 
frutos y las raíces comestibles. En general son alimentos con menos 
del 20% de proteína y menos del 18% de fibra. 
o Alimentos proteicos: con más del 20% de proteína. 
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o Suplementos minerales. 
o Suplementos vitamínicos. 
o Aditivos: se incluyen los antibióticos, los colorantes y saborizantes, 
etc. 
En este sistema es muy importante que se respete el orden de las facetas, que 
se escriben separadas por comas. Además, con fines de homogenización, sólo la 
primera letra de la descripción, la de los nombres propios y la de los símbolos 
químicos se escribe con mayúscula. Ejemplo: 
(Medicago sativa), alfalfa, Ranger, hojas, deshidratadas peletizadas, floración 
temprana, corte 1, categoría 1, (1) 
Como se ha explicado, cada uno de los términos utilizados como descriptores 
de las distintas facetas cuenta con un significado único y está recogido en un tesauro. 
Por ejemplo, los descriptores de la faceta “estado de madurez” son los recogidos en 
las siguientes tablas: 
Tabla 5. Descriptores INFIC de la faceta “estado de madurez” 
DESCRIPTOR DEFIICIÓ 
Germinado 
Estado en que aparecen los cotiledones tras el periodo de latencia de la 
semilla 
Vegetativo temprano 
Estado en que la planta es vegetativa, previamente a la elongación de los 
tallos 
Prefloración 
Estos en que los tallos están empezando la elongación, justo antes de la 
floración. Desde la primera yema hasta las primeras flores 
Floración temprana 
Estado entre el inicio de la floración y el momento en el que el 10% de las 
plantas están en floración 
Mediados de floración 
Estado en que entre el 10% y el 66% de las plantas están en floración. La 
mayoría de las espigas están en antesis 
Floración plena Estado en que entre el 66% y todas las plantas están en floración 
Floración tardía 
Estado en que las flores comienzan a secarse y caer y las semillas empiezan 
a formarse 
Estado lechoso Estado en que las semillas están formadas pero son lechosas e inmaduras 
Estado pastoso Estado en que las semillas tienen consistencia pastosa 
Madurez Estado en que las plantas se cosechan para obtener semillas 
Postmadurez 
Estado que sigue a la madurez. Las semillas están maduras y comienza el 
decaimiento de las plantas 
Tallos secos Estado en que los tallos están secos y las semillas se caen 
Rebrote vegetativo 
temprano 




Tabla 6. Descriptores INFIC de la faceta “estado de madurez” (floración 
intermitente) 
DESCRIPTOR DEFIICIÓ 
1 a 14 días de crecimiento 
Tiempo transcurrido desde que las plantas empiezan a crecer 
15 a 28 días de crecimiento 
29 a 42 días de crecimiento 
43 a 56 días de crecimiento 
57 a 70 días de crecimiento 
 
La estandarización de los descriptores del estado de madurez ha sido un tema 
abordado posteriormente por múltiples autores (Kalu y Fick, 1981; Moore et al., 
1991; Borreani et al., 2000) sin que hoy día exista consenso al respecto. 
Junto a las facetas, el sistema de nomenclatura de INFIC incluye un nombre 
corto, a modo de resumen, y un Número Internacional de Alimentos (acrónimo 
inglés: IFN) con 6 dígitos. El primero de los dígitos hace referencia a la clasificación 
nutritiva del alimento (faceta 12), mientras que el resto fueron asignados de forma 
consecutiva conforme se añadían nuevos nombres al sistema. El IFN llegó a tener 
una difusión considerable, de tal modo que algunas revistas científicas de prestigio, 
como el Journal of Animal Science (JAS), lo utilizaron durante años para describir 
los alimentos recogidos en sus artículos (Alderman et al., 1982). Sin embargo, el 
sistema terminó siendo abandonado por estas revistas debido a su complejidad y 
rigidez (Speedy, 1991). 
Algunos de los Centros de Información de Alimentos miembros de INFIC 
desarrollaron nuevas versiones de su sistema de nomenclatura. Este es el caso del 
centro de información correspondiente a Europa del Este (Antoniewicz, 1995). El 
sistema de Antoniewicz propone 11 facetas, muchas de las cuales son comunes al 
sistema INFIC. La gran diferencia es que en este caso el código numérico consta de 
15 dígitos y no se asigna consecutivamente, sino en relación a los descriptores de 
cada faceta (tabla 7). Esta propuesta contiene elementos tanto del sistema facetado 
como del sistema jerárquico, pues existen relaciones de dependencia entre los 
descriptores de varias de las facetas según una estructura en árbol: “grupo (familia)” 
depende de “origen”, “especie/variedad” depende de “grupo (familia)”, “fracción” 
depende de “parte” y “método de procesado” depende de “tipo de procesado”. Por 
otro lado, se definen facetas obligatorias (1 a 4) y opcionales (el resto). Todo ello 
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supone un acercamiento al sistema de metadatos descrito en la presente Tesis 
Doctoral. 
Tabla 7. Facetas y dígitos en el sistema de nomenclatura de Antoniewicz 
FACETA DESCRIPCIÓ DÍGITOS 
Categoría Cuatro categorías: forrajes, energéticos, proteicos y aditivos 2 
Origen Tres orígenes: planta, animal y otros 1 
Grupo (familia) Similar a faceta 12 INFIC, pero agrupamiento más detallado 1 
Especie/variedad Aúna facetas 1, 2 y 4 INFIC 3 
Parte Faceta 7 INFIC 1 
Fracción Describe fracciones específicas dentro de cada parte 1 
Número de corte Faceta 10 INFIC 1 
Estado de madurez Faceta 9 INFIC 2 
Forma de presentación Describe los procesos de picado, troceado, triturado, etc 1 
Tipo de procesado Faceta 8 INFIC 1 
Método de procesado Añade detalles sobre el sistema de procesado 1 
 
Tras el decaimiento de las actividades de INFIC, se propone una nueva 
versión de su sistema de nomenclatura en el entorno de ENFIC (Tran, 1996). Este 
autor justifica la necesidad de un nuevo sistema argumentando que la asociación 
entre cada nombre comercial y lo que éste representa no es inequívoca a lo largo del 
tiempo. Así, lo que se conoce actualmente como harina de colza en Europa es 
diferente de lo que este nombre representaba antes de 1991, pues a partir de esta 
fecha prácticamente toda la colza sembrada en nuestro continente es del tipo 00. El 
sistema de ENFIC, como el de INFIC, se compone de una lista de facetas, un código 
numérico y un nombre corto. A esto se añade una definición textual. Dicho sistema 
cuenta con un total de 13 facetas (tabla 8) muy enfocadas a la descripción de las 
materias primas más utilizadas en la industria de fabricación de piensos. El propio 
Tran reconoce que su propuesta es poco útil para los forrajes, pues en su calidad 
intervienen otros factores como el clima y las características del suelo. 
Por otro lado, pese a que los pioneros sistemas de nomenclatura surgieron en 
el ámbito de la alimentación animal, actualmente están más desarrollados los 
sistemas asociados a los alimentos para humanos. Truswell et al. (1991) describen 
uno de los sistemas más populares, derivado de la iniciativa INFOODS. Este sistema 
consta de múltiples facetas independientes (tabla 9) que se completan con texto libre, 
si bien existen algunos descriptores recomendados. Se trata de un sistema muy 
completo, que recoge toda la información que podría ser útil, si bien, en la práctica, 
los compiladores sólo disponen de información para una parte de las facetas. 
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Tabla 8. Facetas en el sistema de nomenclatura de ENFIC 
FACETA DESCRIPCIÓ 
Origen Faceta 3 INFIC 
Especificación del 
origen 
Especifica más exactamente el origen del alimento. Ejemplo: en el altramuz está faceta 
especificaría amarillo, azul, blanco, etc 
Nombre científico Aúna facetas 1 y 2 INFIC 
Parte separada En el caso de los subproductos, es la parte separada del material original 
Parte consumida Es la parte que realmente comen los animales 
Procesado Faceta 8 INFIC 
Estado de madurez Faceta 9 INFIC 
Número de corte Faceta 10 INFIC 
Calidad comercial Categorías de calidad utilizadas a nivel comercial 
Calidad sintética Categorías de calidad con significado nutricional definidas ad hoc 
Nombre comercial Nombre utilizado por el productor y/o industrial 
País De procedencia del alimento 
Productor Nombre de la empresa que produce el alimento 
 
Tabla 9. Facetas en el sistema de nomenclatura de INFOODS 
CARACTERÍSTICA FACETAS 
Origen de la información Fuente del nombre: etiqueta, publicación científica, etc 
Nombre del alimento 
Nombre del alimento en el idioma del país 
Nombre/s local/es del alimento 
Equivalente más cercano en inglés, francés o español 
País o área en que se ha obtenido la muestra 
Grupo de alimentos y código en la base de datos nacional 
Grupo de alimentos y código en la base de datos regional 
Grupo INFOODS o Codex Alimentarius* 
Descripción del alimento 
Origen 
Nombre latino 
Raza, variedad, etc 
Parte 
País o área de origen 
Datos del fabricante 
Procesamiento y preparación del alimento 
Método de conservación 
Grado de cocinado 
Condiciones de la producción agrícola 
Estado de madurez 






Usos del alimento 
Típica porción consumida 
Frecuencia y estacionalidad del consumo 
Lugar que suele ocupar el alimento en la dieta: desayuno, postre, etc 
Usuarios 
Propósitos específicos del alimento 
*Colección de estándares, guías, códigos de prácticas y otras recomendaciones relativas a los 
alimentos para humanos elaborada por la FAO y la Organización Mundial de la Salud (acrónimo 
inglés: WHO) (FAO/WHO, 2003). 
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Otro de los sistemas de nomenclatura de gran difusión en el ámbito de la 
nutrición humana es el conocido como Langua aLimentaria (LanguaL) (Feinberg et 
al., 1991). Este sistema surgió en los años 70 en el seno de la Administración de 
Alimentos y Medicamentos (acrónimo inglés: FDA) de los Estados Unidos bajo el 
nombre de Vocabulario Factorizado de Alimentos (acrónimo inglés: FFV) (McCann 
et al., 1988) y hoy día es utilizado por múltiples iniciativas, entre ellas EuroFIR 
(Moller et al., 2007, 2008). Consta de 14 facetas asociadas a diferentes tesauros 
multilingües (inglés, francés, español, alemán, italiano, húngaro, checo, ruso, etc): 
tipo de producto, origen del alimento, parte de la planta o el animal, estado físico, 
características del tratamiento térmico, método de cocinado, tratamiento aplicado, 
método de conservación, atmósfera de envasado, tipo de envase, superficie de 
contacto del envase, grupo de consumidores o uso dietético, origen geográfico y 
otras características. La selección de elementos en cada uno de los tesauros sigue un 
patrón jerárquico. 
Además de los sistemas descritos, existen otras propuestas de nomenclatura 
en el ámbito de la nutrición humana: Jowitt (1989), Eurocode 2 (Arab et al., 1987; 
Poortvliet y Kohlmeier, 1993), BLS II.2 (Dehne et al., 1999), etc. 
3.1.8.2. DESCRIPCIÓN DE LOS COMPONENTES QUÍMICOS Y VALORES 
NUTRITIVOS 
Al igual que ocurre con los nombres de los alimentos, existe una gran 
heterogeneidad en el significado de las determinaciones. A menudo esto es debido a 
que los atributos no se definen solamente desde un punto de vista químico, sino que 
se tiene en cuenta su efecto en el organismo, ya sea animal o humano (Asp, 1996). 
Ejemplos de esto son la fibra (alimentaria, soluble,…), la grasa, los carbohidratos, 
etc. Otras veces la citada heterogeneidad se debe a los métodos de obtención de los 
datos (Stewart, 1996). En este sentido, Beever y Mould (2000) reportan grandes 
diferencias en el contenido de proteína y almidón en muestras de silo de maíz 
analizadas en nueve laboratorios diferentes. Tras estudiar en detalle el origen de los 
datos, detectaron la existencia de distintas técnicas de análisis en cada uno de ellos 
(en algunos casos se trataba de valores NIRS). Por otro lado, es necesario tener en 
cuenta que el método puede no ser químico, sino de cálculo. Por ejemplo, para la 
determinación del contenido en proteína lo más habitual es partir del nitrógeno, 
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multiplicando dicho valor por un coeficiente que puede variar en función del 
alimento (Périssé, 1983). Por último, cabe destacar el modo de expresión. Por 
ejemplo, para calcular la actividad total de la vitamina E es necesario multiplicar la 
cantidad de cada uno de sus vitámeros por un factor que expresa su actividad en 
relación a la del α-tocoferol (Combs, 1998). Se obtiene así la actividad total de la 
vitamina E expresada como “equivalentes de α-tocoferol”. Sin embargo, a veces no 
se aplican estos factores o se incluyen en el cálculo diferentes grupos de vitámeros 
(Favier, 1995). 
En el ámbito de la alimentación animal no se han desarrollado sistemas de 
nomenclatura de determinaciones como tal. Tanto INFIC como ENFIC disponían de 
recomendaciones sobre los metadatos a considerar en el registro de los valores 
químicos y nutritivos, especialmente en el caso de estos últimos (tabla 4), pero no 
prestaban demasiada atención a la estandarización de los conceptos. De este modo, 
otra vez los sistemas más completos se encuentran en el ámbito de la nutrición 
humana. Se describen a continuación dos de los más importantes: el sistema de 
INFOODS y el Identificador de Aspectos de los Componentes (acrónimo inglés: 
CAId). 
Sistema IFOODS: 
Pese a que ya existían algunas propuestas previas, el primer sistema de 
nomenclatura de los componentes de los alimentos como tal fue el diseñado en el 
entorno de INFOODS (Klensin et al., 1989). Este sistema establece una lista de 
definiciones de los distintos componentes, cada una de las cuales contiene la 
siguiente información: 
- Una etiqueta (término inglés: tagname) sencilla y única. Dicha etiqueta 
pretende tener una interpretación intuitiva, en la medida de lo posible. 
- Una definición descriptiva. 
- Una unidad de medida por defecto a utilizar en la expresión de la cantidad por 
100 gramos de porción comestible del alimento. 
- Sinónimos por los que también se conoce el componente en cuestión. 
- Información adicional, en su caso. 
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Las definiciones de INFOODS han sido ampliadas y actualizadas con el 
tiempo (Monro y Burlingame, 1996) pero han conservado su estructura original. La 
tabla 10 muestra varios ejemplos de nomenclatura de atributos según el sistema 
INFOODS. 
Tabla 10. Ejemplos de nomenclatura INFOODS para proteína y grasa 
ETIQUETA DESCRIPCIÓ UIDAD 
PROCNA Proteína bruta calculada a partir del nitrógeno aminoacídico g 
PROCNP Proteína bruta calculada a partir del nitrógeno proteico g 
PROCNT Proteína bruta calculada a partir del nitrógeno total g 
PRO- Proteína bruta con método de determinación desconocido g 
FAT Grasa bruta g 
FATCE 




Grasa bruta según la definición de la Ley de Educación y Etiquetado 




Los tagnames están especialmente diseñados para el intercambio de 
información entre bases de datos que no disponen de la misma configuración 
(Klensin, 1992). Han sido usados por iniciativas muy diversas (Puwastien et al., 
2000; Dignan et al., 2004; USDA, 2011). 
Schlotke et al. (2000) consideraban que el sistema de tagnames aportaba 
información deficiente en ciertos aspectos, ya que, por ejemplo, no consideraba la 
precisión del método en cada laboratorio. A raíz de ello, EUROFOODS diseñó un 
sistema de nomenclatura de determinaciones propio sobre la base del sistema de 
INFOODS, incorporando los cambios siguientes (Charrondiere y Burlingame, 2007): 
- El método de obtención del valor se excluyó del nombre del componente, 
recogiéndose en un campo específico creado al efecto en las bases de datos. 
Por ejemplo, “fibra” es un identificador único, independientemente de que 
hay sido medida como “bruta”, “neutro detergente”, “dietética”, etc. 
- La unidad de expresión se eliminó del nombre del componente, creándose un 
campo específico para esta información. 




- Los componentes se agruparon en tipologías con objeto de facilitar su 
localización y la realización de ciertas consultas informatizadas. 
Identificador de Aspectos de los Componentes: 
El sistema CAId, uno de los más completos de cuantos se han revisado, 
define las siguientes categorías de información (Unwin y Becker, 1996, 2002): 
- Identificador del componente: describe el componente con independencia de 
aspectos relacionados con el valor numérico, como la unidad de expresión o 
el método analítico. Su objetivo es recoger de forma conjunta toda la 
información relativa al mismo componente y, al mismo tiempo, distinguir 
entre los valores referidos a distintos componentes. Por ejemplo, cualquier 
medida de la cantidad total de una vitamina es asociada a un único 
identificador, independientemente de que haya sido obtenida mediante 
bioensayos o el sumatorio de las actividades individuales de sus vitámeros. 
Por otro lado, cada uno de los vitámeros puede tener su propio identificador. 
Se utilizan identificadores únicos y exclusivos de cada componente. 
- Modo de expresión: recoge las diferentes alternativas que existen para 
describir la cantidad del componente presente en el alimento. Lo más habitual 
es la unidad de peso del componente en la unidad de peso del alimento, pero 
existen otras alternativas: 
o Sobre una base alternativa al peso del componente, por ejemplo los 
carbohidratos como equivalentes de sacarosa. 
o En relación a otros componentes, por ejemplo los aminoácidos por g 
de nitrógeno. 
o En relación a medidas alternativas del alimento, por ejemplo por 
unidad de peso seco, por unidad de volumen, etc. 
o Como porcentaje, por ejemplo la energía expresada como porcentaje 
que aporta la proteína. 
o Como ratio de un grupo de nutrientes, por ejemplo los ácidos grasos 
poli-insaturados como fracción de los ácidos grasos insaturados. 
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- Origen del valor. Esta parte define cómo se ha generado el valor: análisis, 
cálculo o imputación. 
- Método de generación del valor. Está asociado a la categoría anterior y 
describe en detalle el procedimiento utilizado para generar el dato. Suele 
contar con dos partes, una especie de encabezamiento del método y un 
segundo campo en el que o bien se define dicho método o bien se 
proporciona un link a esta descripción.  
- Fuente del valor. Recoge dónde se ha obtenido el valor: laboratorio, 
publicación científica, etc. 
- Referencia. Está asociada a la fuente del valor. Puede funcionar de modo 
similar al método de generación del valor, con un primer campo que recoge 
un título para la referencia y otro que la describe en detalle. 
- Calidad del valor. Para los datos analíticos se incluye un índice de calidad que 
evalúa (subjetivamente) aspectos como el método, el laboratorio, la 
información sobre el muestreo, etc. Para los datos calculados se podría 
utilizar esta categoría para indicar aspectos excepcionales, por ejemplo la 
falta de datos para algunos de los componentes del algoritmo de cálculo. Los 
propios autores del sistema CAId consideraban que era necesaria más 
investigación en este campo. 
Algunas partes del CAId, sobre todo la identificación del componente, el 
modo de expresión y los códigos usados para indicar los métodos de cálculo, están 
basadas en el sistema de INFOODS. Por otro lado, algunas categorías se codifican 
numéricamente (ejemplo en tabla 11). 




















COMP MODE OTF MethInd MethID STF RefID QInd 
Ejemplo Starch M A Polarimetry J0002 F B0007 A 
Se trata de almidón (STARCH) expresado en equivalentes de glucosa por 100 g (M), obtenido 
analíticamente (A) por polarimetría (Polarimetry), según la descripción del método publicada en la 
referencia J0002. El valor procede de una tabla de alimentos (F) cuya referencia bibliográfica es 
B0007 y la calidad del valor es alta (A). 
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El sistema CAId ha sido adoptado por varias iniciativas, entre ellas la Base de 
Datos Europea de Nutrientes (acrónimo inglés: ENDB) (Charrondiere et al., 2002). 
3.1.9. CALIDAD DE LOS DATOS DE ALIMETOS 
La calidad de los datos de composición química y valor nutritivo ha sido 
considerada tradicionalmente como uno de los aspectos clave en los sistemas de 
información sobre alimentos (Polacchi, 1987; Greenfield y Southgate, 2003, 
Burlingame, 2004). Sin embargo, la calidad es un concepto subjetivo: los datos son 
de calidad o no en función del uso que se les vaya a dar. En este sentido, Holden et 
al. (1987) destacan que los datos procedentes de la bibliografía pueden ser de mucha 
calidad para el objetivo con el que se obtuvieron y al mismo tiempo de poca o nula 
calidad para ser incluidos en tablas y/o bases de datos de alimentos. 
Diversos autores hacen referencia a diferentes aspectos de la calidad de los 
datos, siendo el método analítico uno de los temas recurrentes. Farrán-Codina et al. 
(1994) destacan que aún estamos muy lejos de disponer de métodos fiables para 
todos los constituyentes. Estos autores abogan por los “ring tests” inter-laboratorios 
para, al menos, evaluar la reproducibilidad y repetibilidad de los métodos. Sin 
embargo, en la práctica, solamente una mínima parte de los laboratorios participan en 
este tipo de experiencias.  
Por otro lado, hay que tener en cuenta que los distintos métodos disponibles 
pueden dar lugar a resultados muy diferentes (Everington et al., 1990; Charrondiere 
et al., 2002; Slimani et al., 2007). Gizzi y Givens (2004) inciden en la necesidad de 
considerar las diferencias entre métodos, sobre todo cuando se mezcla información 
antigua y moderna, pues los procedimientos actuales suelen ser más precisos y sus 
resultados no son comparables, en general, con los obtenidos previamente. Por este 
motivo, algunas bases de datos, como la de la NAL, han llegado a decidir la 
eliminación de sus registros más antiguos.  
Otro aspecto importante de la calidad es el origen de los datos. Burlingame 
(1996) pone el énfasis en la necesidad de distinguir entre datos medidos y obtenidos 
con otros medios (imputados, calculados, etc), considerando los primeros como de 
mayor calidad. Pese a ello, los datos calculados son muy abundantes en las bases de 
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datos, sobre todo entre la información procedente de la industria agroalimentaria 
(Cashel, 1990). 
Por otro lado, varios autores consideran la representatividad de los datos 
como otra cara de su calidad. La postura mayoritaria es la exclusión de las bases de 
datos de la información poco representativa. Sin embargo, Burlingame (2004) 
defiende el hecho de que los datos procedentes de cultivos experimentales, periodos 
estacionales muy concretos o pequeñas localizaciones geográficas, pese a ser poco 
representativos de la realidad práctica, pueden llegar a ser de mucha calidad, pues en 
su excepcionalidad puede estar la clave para el avance. 
Por último, Burlingame (1996) considera que una detallada documentación de 
los datos es el máximo símbolo de calidad. De este modo, información de buena 
calidad a priori según los criterios definidos anteriormente puede ser inútil si no se 
registra de forma adecuada. Este enfoque es el que se ha adoptado en la presente 
Tesis Doctoral, esto es, la presencia de un número suficiente de metadatos permite 
conocer qué datos tienen la calidad necesaria para según qué usos. 
Varios autores han tratado de obtener índices que proporcionen información 
cuantitativa sobre la calidad de los datos sobre alimentos. Holden et al. (1987) 
describen un sistema para evaluar la calidad de datos de selenio recopilados en la 
bibliografía científica. Dicho sistema contempla cinco criterios: número de muestras, 
método analítico, manejo de las muestras, plan de muestreo y control de calidad del 
método analítico. Cada criterio se evalúa en una escala de 0 (inaceptable) a 3 
(máximo deseable) y los resultados se combinan en un Índice de Calidad (acrónimo 
inglés: QI). El establecimiento de los umbrales para asignar valores dentro de cada 
categoría requiere de conocimiento experto en el componente en cuestión. Años más 
tarde, estos investigadores han extendido su trabajo a nuevos nutrientes (Holden et 
al., 2002).  
Por otro lado, Castanheira et al. (2009) han desarrollado un índice de calidad 
para los datos recogidos en el proyecto EuroFIR. La solución de estos autores está 
basada en un Análisis de Peligros y Puntos de Control Críticos (APPCC): se 
enumeraron las etapas del registro de datos, se identificaron los posibles peligros, se 
determinaron los puntos críticos donde los problemas se pueden corregir o reducir y 
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se describieron los procedimientos para asegurar la calidad de los datos. El resultado 
de este trabajo es un QI que, junto a los criterios de Holden, considera la descripción 
del alimento y la identificación del componente. En este caso, cada criterio se evalúa 
con puntuaciones de 0 a 5, cuya combinación da lugar al valor final del QI. En base 
en dicho valor, se establece un Código de Confianza (CC), que indica el nivel de 
confianza relativo que el usuario puede tener en cada dato individual. 
3.1.10. USOS Y USUARIOS DE LAS BASES DE DATOS DE ALIMETOS 
El uso más intuitivo de los datos de composición y valor nutritivo de los 
alimentos es la mejora de la formulación de piensos compuestos y dietas 
balanceadas. Sin embargo, esta información puede ser muy valiosa en otras áreas: 
producción de forrajes, gestión medioambiental de la ganadería, diseño de estándares 
para la comercialización de las materias primas, diseño de políticas públicas, etc 
(Knipfel, 1991). 
Según lo anterior, cabe distinguir los siguientes usuarios potenciales de la 
información contenida en las bases de datos de alimentos para animales: 
- Investigadores. Para los científicos del área de la alimentación animal es 
importante disponer de datos actualizados sobre alimentos para conocer los 
alimentos comúnmente empleados en la práctica y las nuevas técnicas de 
procesamiento, para realizar simulaciones de formulación de piensos en el 
ámbito de la docencia, para comparar los resultados propios con los de otros 
investigadores y, sobre todo, para detectar los posibles vacíos de información 
(áreas en las que se puede desarrollar nueva investigación). También pueden 
utilizar las bases de datos para desarrollar tablas de alimentos y ecuaciones de 
predicción del valor nutritivo. 
- Productores y comerciantes. Usan los datos sobre alimentos esencialmente 
para la evaluación de la calidad del material que venden o compran en 
relación al de los competidores. También pueden ser valiosos para diseñar 
estrategias de Investigación, Desarrollo e Innovación (I+D+i). 
- Fabricantes de piensos compuestos y mezclas completas. Requieren esta 
información básicamente para los cálculos de formulación, si bien también 
puede ser muy útil para mejorar el proceso de toma de decisiones en la 
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adquisición o rechazo de las materias primas. Por otro lado, cada vez más se 
deben considerar las implicaciones medioambientales de la ganadería, que 
dependen en gran medida de la alimentación. 
- Políticos. Esta información les permite entender las relaciones entre los 
distintos agentes del sector y los recursos que se están utilizando en cada 
momento (Parris y Tisserand, 1988). 
Schlotke et al. (2000) dividen los citados usuarios de bases de datos de 
alimentos en dos grandes tipologías: usuarios superficiales (productores, fabricantes, 
etc) que demandan información básica como la que se puede encontrar en las tablas, 
sobre todo medias, y usuarios expertos (básicamente investigadores) que buscan 
datos brutos y están especialmente interesados en aquellos metadatos que permitan 
descomponer la variabilidad biológica asociada a las muestras. 
3.1.11. PROBLEMAS DE LAS BASES DE DATOS DE ALIMETOS 
Pese a que las bases de datos de alimentos superan muchas de las limitaciones 
de las tablas, su uso práctico puede acarrear ciertos problemas, si bien los mismos 
rara vez son intrínsecos a la propia naturaleza de las bases de datos. 
De este modo, se puede considerar que el problema principal es el manejo de 
la variabilidad. Las bases de datos recogen la composición química y el valor 
nutritivo de los alimentos en unas condiciones espacio-temporales determinadas, si 
bien los usuarios normalmente actúan como si no fuera así (Southgate, 2002). En 
dichas condiciones existen una serie de factores que influyen sobre los valores de las 
muestras, pero resulta casi imposible identificarlos y caracterizarlos por completo. 
En cualquier caso, es importante intentar separar la variabilidad biológica, que es la 
interesante desde un punto de vista nutritivo, de la variabilidad analítica (Rand, 
1992). Surge entonces el problema de las diferencias entre métodos de análisis y 
formas de expresión, especialmente en atributos como la fibra (AFRC, 1987; Segura 
et al., 2007), los aminoácidos (Fuller et al., 1989) o la energía (Close, 1990; Van der 
Honing y Steg, 1990). 
Burlingame (1990) cita otras dificultades de las bases de datos de alimentos: 
el manejo de recursos económicos limitados, el mantenimiento de la integridad y la 
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validez de los datos y la satisfacción de las necesidades de un amplio espectro de 
usuarios. 
3.2. PRE-PROCESAMIETO DE LA IFORMACIÓ SOBRE ALIMETOS 
3.2.1. ITRODUCCIÓ 
Tras la obtención y el almacenamiento de los datos cabe plantearse su 
aprovechamiento con fines diversos (citados anteriormente). Sin embargo, antes es 
necesario definir una serie de conceptos básicos: 
- Datos. Los datos son colecciones de símbolos que representan un hecho o 
una declaración, sin relación alguna entre unos y otros (Ackoff, 1989). Los 
datos simplemente existen y no tienen un significado más allá de su 
existencia. Pueden ser utilizables o no, así como presentarse en cualquier 
forma (Keller y Tergan, 2005). Desde una perspectiva computacional, Chen 
et al. (2009) los definen como la representación de atributos y modelos de 
entidades reales o simuladas. 
- Información. Se concibe como un conjunto de datos que cuentan con un 
significado en base a los resultados de aplicar un procesamiento manual o 
automatizado. Dichos resultados permiten interpretar las relaciones de los 
datos entre sí y con su contexto (Chen et al., 2009). Su utilización permite 
responder a las preguntas “qué”, “quién”, “cuándo” y dónde” (Ackoff, 1989). 
La información puede ser clasificada de acuerdo con varios atributos: origen, 
manipulación cognitiva, formato, etc. En base a dicha clasificación se 
establecen distintos tipos de información: objetiva o subjetiva, primaria o 
secundaria, verbal o impresa, etc. 
- Conocimiento. Por último, el conocimiento es la información que ha sido 
integrada en la estructura cognitiva humana tras haberse sometido a procesos 
como la percepción, el aprendizaje, la asociación o el razonamiento (Chen et 
al., 2009). Responde a la pregunta “cómo” (Ackoff, 1989). De este modo, la 
gran diferencia entre información y conocimiento es que la primera está fuera 
del individuo, mientras que el conocimiento se encuentra dentro del cerebro 
humano. Bransford (1979) señala que algunos aspectos del conocimiento 
pueden ser externalizados. Tal es el caso de su estructura, por ejemplo, que 
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para otro individuo puede ser sólo información que requiere ser procesada 
para convertirse en conocimiento. De acuerdo con su accesibilidad, el 
conocimiento puede ser explícito o tácito. El conocimiento explícito puede 
ser expresado simbólicamente, es decir, como palabras, número o gráficos. 
Por ello, este tipo de conocimiento puede ser transmitido fácilmente entre 
personas. Por el contrario, el conocimiento tácito es personal y difícil de 
formalizar (Ward y Peppard, 2002). 
Varios autores plantean que aún hoy existen una gran cantidad de datos 
brutos a la espera de ser convertidos en información y por ende en conocimiento 
(Tang y McLennan, 2005; Witten y Frank, 2005). Para ello es posible usar las 
herramientas de la minería de datos (término inglés: data mining), así como las de 
técnicas similares como el meta-análisis (Sauvant et al., 2008). 
Existen muchas definiciones de minería de datos. Para Frawley et al. (1992) 
es el proceso de extracción no trivial de información implícita, desconocida 
previamente y potencialmente útil a partir de bases de datos. Fayyad et al. (1996) 
coinciden, pero hablan de patrones en lugar de información y destacan que dichos 
patrones deben ser entendibles, aspecto al que también se refieren Pazzani et al. 
(1997). En la presente Tesis Doctoral se ha entendido la minería de datos en un 
sentido amplio, simplemente como la búsqueda de información valiosa en grandes 
volúmenes de datos (Weiss y Indurkhya, 1998). 
Diversos autores (Fayyad et al., 1996; Azzopardi, 2002) han dividido el 
proceso de Descubrimiento de Conocimiento en Bases de Datos (acrónimo inglés: 
KDD) en cinco fases (figura 2): 
1. Selección del dominio. Se requiere comprender el dominio (contexto) en el 
que se va a llevar a cabo el estudio. Este dominio debe ser consistente con los 
objetivos de la minería de datos. 
2. Selección de los datos. Es necesario seleccionar un subconjunto de datos o 
variables dentro del citado dominio. 
3. Pre-procesamiento de los datos. Esta fase está orientada a preparar los datos 
para que resulten utilizables. Incluye operaciones como la eliminación del 
ruido, la inclusión de nueva información necesaria para el modelo, etc. 
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4. Extracción de la información/conocimiento. Durante esta fase se eligen y 
ejecutan las diferentes técnicas de minería de datos: clasificación, regresión, 
análisis de aglomerados (término inglés: clustering), etc. 
5. Interpretación y evaluación. Esta etapa incluye la selección de los resultados 
adecuados al objetivo de la minería de datos, su representación gráfica, su 
traducción a un lenguaje entendible, etc. 
Figura 2. Fases del descubrimiento de conocimiento 
 
Fuente: Fayyad et al. (1996) 
3.2.2. MOTIVOS PARA EL PRE-PROCESAMIETO DE LOS DATOS 
Entre las diversas etapas del KDD, la presente revisión se centra en el pre-
procesamiento de los datos, pues esta tarea ha sido objeto de estudio en la Tesis 
Doctoral. Es una etapa muy importante pues, de forma general, alrededor del 60% 
del tiempo dedicado a un proyecto de minería de datos se emplea en el pre-
procesamiento (Pyle, 1999; Molina, 2002). La transformación de los datos a un 
formato válido para la extracción del conocimiento tiene una influencia significativa 
en los modelos obtenidos, así como en la cantidad y la calidad del conocimiento 
descubierto (Engels y Theusinger, 1998). No obstante, los cambios en los datos 
efectuados durante el pre-procesamiento también pueden dificultar la tarea citada, 
por lo que se deben seleccionar a conciencia. 
En la actualidad, las bases de datos en general, y las de información sobre 
alimentos en particular, son susceptibles de contener ruido, datos inconsistentes, 
vacíos de información, etc debido a fallos informáticos, condiciones de 
mantenimiento, errores humanos y otros muchos aspectos (Han y Kamber, 2006). 
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Una proporción de datos erróneos típica es el 5% (Muller y Freytag, 2003), si bien 
Tran y Lapierre (1997) reportan la eliminación de hasta un 10% de los datos sobre 
alimentos que reciben.  
Pese a lo expuesto y al desarrollo de nuevas técnicas de pre-procesamiento en 
las últimas décadas, en el ámbito de la alimentación animal aún es frecuente el 
análisis sin más de los datos brutos. 
3.2.3. EXPLORACIÓ DE LOS DATOS 
El pre-procesamiento de los datos nunca debe llevarse a cabo “a ciegas”, 
siendo conveniente caracterizar y visualizar los datos de forma previa. 
3.2.3.1. CARACTERIZACIÓN 
El objetivo principal de la caracterización de los datos es su descripción en 
términos útiles para la persona que ejecuta el análisis. En definitiva, se trata de 
conocer “qué hay en la base de datos”. Como primer paso, Engels y Theusinger 
(1998) recomiendan estudiar características como el número de observaciones, el 
número de atributos, el número de clases, el número de variables numéricas y 
categóricas, etc. Además, es conveniente usar los estadísticos de posición (media, 
mediana, moda, mínimo, máximo, etc) y de dispersión (desviación estándar, rango 
intercuartílico, etc) para disponer de una visión general de la base de datos a nivel 
unidimensional. 
Es importante tener en cuenta que los estadísticos descriptivos pueden ser 
sensibles a los valores extremos y otras pequeñas variaciones respecto a las hipótesis 
de los modelos. Los estadísticos menos sensibles se conocen como robustos 
(Carbonero et al., 2005). Existen indicadores que miden el grado de robustez de un 
estadístico, por ejemplo el punto de fractura. Dicho indicador representa la mínima 
fracción de datos extremos que puede dar lugar a que el estadístico en cuestión no 
sea útil (García y Servy, 2007). Los estadísticos más robustos tienen los mayores 
puntos de fractura. Por ejemplo, la mediana tiene un punto de fractura de 50%, 
mientras que para la media este valor es prácticamente 0%, ya que una única 





Consiste en la colocación de la información en forma gráfica de tal modo que 
pueda ser observada por el usuario. El uso de técnicas de visualización adecuadas 
puede reducir significativamente el tiempo dedicado a la minería de datos, pues éstas 
permiten al ser humano una mejor comprensión de los fenómenos que estudia.  
Keim y Ankerst (2001) distinguen tres objetivos de la visualización de datos: 
el análisis exploratorio, el análisis confirmatorio y la presentación. En el análisis 
exploratorio aún no se ha establecido hipótesis alguna en el set de datos de partida. 
De hecho, el resultado de este análisis puede ser la citada hipótesis. Por el contrario, 
en el análisis confirmatorio el punto de partida es una hipótesis o un conjunto de 
ellas, examinándose visualmente los datos con el fin de confirmarlas o rechazarlas. 
Por último, en la presentación se construyen gráficos de calidad para exponer los 
resultados del contraste de hipótesis. En un contexto de pre-procesamiento, la 
presente revisión se centra en las técnicas de análisis exploratorio. 
3.2.3.2.1. Análisis exploratorio 
Poulet (1999) y Mazza (2009) clasifican las técnicas de análisis exploratorio 
de datos en cinco grandes categorías: básicas, geométricas, simbólicas, jerárquicas y 
tridimensionales. Las técnicas básicas son aquellas comúnmente utilizadas en las 
hojas de cálculo, como los histogramas, los gráficos circulares, etc. Son fáciles de 
comprender, pero sólo permiten representar relaciones elementales entre los datos. 
Las técnicas geométricas realizan transformaciones y proyecciones geométricas de 
los datos, por ejemplo los gráficos de dispersión, las coordenadas paralelas, las 
matrices de permutación, etc. En las técnicas simbólicas la idea es asignar a cada 
registro multivariante un símbolo o icono. En esta categoría se incluyen las caras de 
Chernoff, los gráficos de estrella, etc. Por último, las técnicas jerárquicas y 
tridimensionales usan diversos algoritmos para transformar y representar los datos (el 
caso más paradigmático es el de los árboles de decisión). 
Las bases de datos tienen cada día mayor dimensión, tanto en número de 
variables como de objetos. De este modo, una de las tareas de mayor dificultad en el 
área de la visualización de datos es la obtención de representaciones que sean útiles 
para los investigadores. Sahling (2002) destaca que el reto de cualquier método de 
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visualización es reducir la dimensión de los datos y crear una representación de la 
información más relevante sin cambiar las características de los datos originales. 
3.2.3.2.2. Métodos de visualización 
Se describen en este apartado algunos de los métodos más habituales para la 
visualización de datos, tanto los de alta como los de baja dimensionalidad. Aunque 
no existe una frontera estricta entre alta y baja dimensionalidad, Ferreira de Oliveira 
y Levkowitz (2003) la establecen a nivel conceptual en cuatro atributos. Así, 
sugieren las siguientes categorías de dimensionalidad: baja cuando se dispone de 
hasta cuatro atributos, media si hay entre cinco y 10, y alta si se trata de más de 10 
atributos. 
Histogramas: 
Son representaciones gráficas de una variable en forma de barras, de tal modo 
que el área de cada barra es proporcional a la frecuencia de los valores representados 
en la misma. Normalmente, el eje de abscisas hace referencia a las clases y el eje de 
ordenadas a las frecuencias. Se suelen utilizar para visualizar variables continuas o 
discretas que cuentan con gran número de datos. 
Gráficos de dispersión (término inglés: scatter plots): 
Se basan en la proyección de los datos en un espacio bi- o tridimensional 
utilizando coordenadas cartesianas. Este es uno de los métodos de visualización más 
populares, ya que permite una aproximación fácil a las relaciones entre pares o tríos 
de variables y a la búsqueda de aglomerados y datos anómalos (término inglés: 
outliers). No obstante, este método pierde efectividad conforme crece la 
dimensionalidad de la base de datos. 
Coordenadas paralelas: 
El gráfico de coordenadas paralelas fue inventado a finales del siglo XIX por 
D’Ocagne (1885) y redescubierto, de forma independiente, y popularizado por A. 
Inselberg entre 1959 y 1977 (Inselberg, 1985; Wegman, 1990). 
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Mientras que en el clásico sistema de coordenadas cartesianas los ejes son 
perpendiculares, en los gráficos de coordenadas paralelas éstos son paralelos y 
equidistantes. De este modo, 
en un plano (espacio bidimensional) 
(Inselberg y Dimsdale, 1990). Dicho de otro modo, si la observación original es el 
vector (x1, x2,…, xn) se representará como una línea de n
puntos (1, x1), (2, x2),… (n, x
son el orden y la escala de los ejes (
proceso heurístico para encontrar una solución adecuada.
Wegman (1990) presenta una descripción matemática detallad
de conversión de coordenadas cartesianas en coordenadas paralelas, así como de 
otros aspectos de la geometría de estas últimas. En resumen, cuando dos atributos 
están correlacionados positivamente las líneas que pasan de los valores de uno al




Caras de Chernoff: 
Este método representa los datos multivariantes (n<18) en forma de caras 
(Chernoff, 1973). Cada una de las partes de estas caras (ojos, nariz, orejas, etc) 
representa los valores de las variables a través de su forma, tamaño, colocación y 
orientación. La idea que hay detrás de este método es que el cerebro humano 
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cada punto de un espacio n-dimensional se representa 
como una línea compuesta por n
-1 segmentos que une los 
n). A nivel práctico, dos aspectos clave de este método 
Yang et al., 2003). A menudo se requiere 
 
a del proceso 








reconoce con facilidad las pequeñas diferencias entre las caras y, en consecuencia, 
las diferencias entre los datos. 
Varios autores han criticado y propuesto mejoras para el método de las caras 
de Chernoff. Así, Flury y Riedwyl (1981) proponen las caras asimétricas. Dichos 
autores sostienen que, dado que las caras presentan simetría respecto al eje Y, la 
parte izquierda y la parte derecha de la cara contienen la misma información, lo que 
supone una pérdida de espacio. Con las caras asimétricas se puede representar la 
información de hasta 18 variables en el lado derecho y otras 18 en el izquierdo. Por 
otro lado, Morris et al. (1999) destacan que los diversos elementos de las caras de 
Chernoff tienen una importancia diferente en términos de percepción. Observaron 
que el tamaño de los ojos y la curvatura de la cejas tienen un peso específico muy 
importante en las diferencias entre caras detectadas por el cerebro humano. Por tanto, 
a la hora de usar este método es importante escoger con cuidado qué variables se 
asocian con cada parte de la cara. 
Figura 4. Caras de Chernoff 
 
 
3.2.4. DATOS AÓMALOS 
3.2.4.1. INTRODUCCIÓN 
Se suele considerar que la definición más clásica del concepto de dato 
anómalo es la de Hawkins (1980): “aquella observación que se separa lo suficiente 
de las demás para sospechar que ha sido generada por un mecanismo diferente”. No 
obstante, la conciencia de la existencia de anómalos es muy anterior. Así, ya en 
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1620, el filósofo inglés Francis Bacon escribió: “quien conozca las características 
de la naturaleza se dará cuenta fácilmente de sus variaciones y, del mismo modo, 
quien conozca dichas desviaciones podrá describir mejor sus características” 
(Urbach y Gibson, 1994). Por otro lado, en 1805, Legendre, en el primer trabajo 
publicado sobre mínimos cuadrados, mencionaba explícitamente que la eliminación 
de los anómalos puede mejorar la exactitud y reducir el error (Smith, 1959). 
Los anómalos pueden distorsionar gravemente el análisis estadístico. Así, 
cuando se utilizan estadísticos como la media y la varianza, pocas observaciones 
anómalas pueden llevar a una conclusión contraria a la que se obtendría sin estas 
observaciones. Del mismo modo, durante el cálculo de una línea de regresión, los 
anómalos pueden cambiar la pendiente e incluso introducir un cambio de signo 
(Werner, 2003). En consecuencia, dado que casi todas las bases de datos contienen 
observaciones anómalas en diferentes proporciones, el reto de la detección de 
anómalos ha sido y es uno de los principales intereses de la estadística. 
Los matemáticos y estadísticos han desarrollado múltiples pruebas para la 
detección de anómalos. Barnett y Lewis (1994) hacen una revisión de más de 100 de 
estas pruebas, estableciendo que la elección de la más adecuada a cada caso se basa 
en la distribución de los datos, en el conocimiento de los parámetros la distribución, 
en el número de anómalos esperado y en el tipo de anómalos. Los métodos citados 
tienen dos problemas fundamentales: la mayoría son univariantes y todos están 
basados en la distribución de probabilidad. Sin embargo, en el mundo real los datos 
suelen ser multivariantes y rara vez se conoce su distribución. 
Por otro lado, es posible detectar anómalos mediante el análisis exploratorio 
de datos explicado con anterioridad. De hecho, algunas representaciones están 
especialmente diseñadas para ello, por ejemplo el boxplot de Tukey (1977). En el 
boxplot se marcan los datos anómalos diferenciándolos en dos categorías: leves, si 
caen fuera del intervalo (Q1 - 1,5*IQR, Q3 + 1,5*IQR), y extremos, cuando se 
encuentran fuera del intervalo (Q1 - 3*IQR, Q3 + 3*IQR), siendo Q1 y Q3 los cuantiles 
0,25 y 0,75, respectivamente, e IQR el rango intercuartílico. Las constantes 1,5 y 3 




Figura 5. Boxplot 
 
 
3.2.4.2. TIPOS DE DATOS ANÓMALOS 
3.2.4.2.1. Anómalos univariantes 
En datos univariantes el concepto de anómalo es fácil de definir: un dato 
anómalo es el que se encuentra “lejos” de la mayoría y, por tanto, no se ajusta a la 
distribución de probabilidad (Werner, 2003).  
En el caso de las distribuciones de probabilidad normal se suelen localizar 
utilizando el intervalo (̅ − , ̅ + ), siendo ̅ la media, s la desviación estándar y 
k una constante que a menudo toma valores entre 2 y 3. La justificación de esto 
reside en el hecho de que, en una distribución de Gauss, con k=2 quedan fuera del 
citado intervalo “sólo” el 4,56% de los datos y con k=3 el 0,26%. Esto significa que 
para un conjunto de n observaciones que se ajusten perfectamente a la distribución 
normal se marcarían como anómalos 0,0456n o 0,00026n datos correctos. Estos se 
conocen como falsos positivos, del mismo modo que los anómalos que no son 
detectados por el algoritmo se denominan falsos negativos.  
Por otro lado, cabe destacar que la presencia de unos pocos datos muy 
extremos puede hacer que la mayoría de los anómalos sean invisibles para el método 
descrito. Es decir, si hay uno o varios anómalos muy distantes y otros no tan 
distantes en la misma dirección, los primeros pueden “mover” la media en dicha 
dirección, al mismo tiempo que aumentan la desviación estándar. Esto puede dar 
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lugar a que los anómalos más cercanos no queden fuera del intervalo definido 
anteriormente. Este efecto se conoce como enmascaramiento (término inglés: 
masking). También puede ocurrir que datos correctos sean marcados como anómalos 
sólo en la presencia de un determinado valor extremo. Esto ocurre cuando dicho dato 
sesga las estimas de la media y la varianza hacia sí mismo y deja fuera del intervalo a 
datos que en realidad no son anómalos. Esto se denomina inundado (término inglés: 
swamping). Ambos efectos pueden ser evitados, al menos en parte, con el uso de los 
estadísticos robustos explicados anteriormente. Por ejemplo, se podría sustituir la 
media por la mediana y la desviación estándar por la desviación absoluta de la 
mediana (acrónimo inglés: MAD) (Iglewicz y Hoaglin, 1993). 
3.2.4.2.2. Anómalos multivariantes 
Los anómalos multivariantes presentan ciertas dificultades que no aparecen 
en los univariantes. De este modo, es posible que individuos que se comportan como 
anómalos bivariantes no sean anómalos en los correspondientes conjuntos 
univariantes. Generalizando al caso de un mayor número de dimensiones, se puede 
afirmar que existen anómalos multivariantes que no son tales a nivel uni- ni 
bivariante. En este sentido, Gnanadesikan y Kettenring (1972) establecen que una 
eficaz detección visual de anómalos multivariantes es, en la práctica, imposible. 
Como se ha explicado, a menudo los anómalos se entienden como aquellas 
observaciones que están “lejos” de las demás. Los modos más habituales de medir 
dicha lejanía en datos multivariantes son la distancia Euclídea y la distancia de 
Mahalanobis. Así, la distancia Euclídea entre dos individuos x e y en un espacio n-
dimensional se define como: 
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Siendo xi e yi los valores del i-ésimo atributo de x e y respectivamente. Cabe 
destacar que la distancia Euclídea es solamente un caso particular de la distancia 
Minkowski (Pedrycz, 2005), cuya expresión es la misma, pero considerando que el 
exponente puede tomar cualquier valor. Por otro lado, la distancia de Mahalanobis se 
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Siendo C la matriz de covarianza del conjunto de datos. La distancia de 
Mahalanobis, al contrario que la distancia Euclídea, permite trabajar con datos 
altamente correlacionados y con diferentes varianzas y rangos (Vercellis, 2009).  
De cara a la búsqueda de anómalos, normalmente se calculan las distancias de 
cada registro al centroide la población, estableciéndose una distancia límite. Dicho 
punto de corte viene dado por  = 
,) , siendo χ2 la distribución Chi-cuadrado 
correspondiente a la distancia de Mahalanobis cuando los datos multivariantes se 
distribuyen normalmente y α el nivel de significación (Rousseeuw, 1985). 
3.2.4.3. DETECCIÓN DE DATOS ANÓMALOS 
Entre las múltiples pruebas de anómalos que se han desarrollado con los años 
cabe distinguir las pruebas basadas en distancias (término inglés: distance-based) y 
las basadas en densidad (término inglés: density-based). 
3.2.4.3.1. Anómalos basados en distancias 
Existen dos posibles definiciones de los anómalos basados en distancias: 
- Un individuo x de una base de datos D es un dato anómalo si al menos una 
fracción b de los individuos están a una distancia mayor que λ de x (Knorr y 
Ng, 1997, 1998; Knorr et al., 2000). Esta definición conlleva ciertos 
problemas, como la determinación del valor de λ y la ausencia de una 
clasificación de los anómalos. De este modo, un individuo con pocos vecinos 
a una distancia λ se considera un anómalo tan fuerte como otro individuo 
como muchos vecinos a la misma distancia. 
- Dados los enteros k y n (k < n), se consideran anómalos los n individuos que 
están a una distancia mayor de su k-ésimo vecino más cercano (Ramaswamy 
et al., 2000). Este sistema tiene el inconveniente de que sólo se considera la 
distancia al k-ésimo vecino, ignorando la información del resto de vecinos. 
Para solucionarlo se puede considerar la distancia promedio a los k vecinos 




3.2.4.3.2. Anómalos basados en densidad 
El concepto de anómalo basado en densidad fue introducido por Breunig et 
al. (2000). Estos autores implementaron un algoritmo denominado Factor de 
Anómalos Locales (acrónimo inglés: LOF) cuya idea básica es la comparación de la 
densidad de objetos en torno a cada individuo (en un espacio n-dimensional) con 
dicha densidad en torno a sus vecinos. 
La figura 6 representa el modo en que LOF supera las limitaciones de los 
sistemas basados en distancia. En este ejemplo, solamente el individuo P1 sería 
detectado como anómalo con los métodos basados en distancia, mientras que LOF 
permite identificar como anómalos tanto a P1 como a P2. 
Como se puede observar, esta técnica es especialmente útil cuando los datos 
se agrupan en aglomerados bien definidos. Tras Breunig, numerosos investigadores 
han desarrollado nuevas pruebas de anómalos basadas en densidad (Ren et al., 2004; 
Lozano y Acuña, 2005). 
Figura 6. Comparativa de métodos basados en distancia y en densidad 
 
 
3.2.4.3.3. Pruebas de anómalos 
En el presente apartado se recogen algunas de las pruebas de detección de 
anómalos más habituales. Junto a estos métodos formales, es posible utilizar multitud 
de herramientas estadísticas que, sin estar específicamente diseñadas para ello, 





análisis de componentes principales (Walczak y Massart, 1995; Jiménez-Márquez et 
al., 2002) o los algoritmos de búsqueda de aglomerados (Jiang et al., 2001). 
Criterio de Chauvenet: 
Es un test univariante de detección de datos anómalos desarrollado por W. 
Chauvenet (1871). Parte del cálculo de la media y la desviación estándar. Una vez 
obtenidos dichos parámetros, y en base a la diferencia entre la media y el dato más 
distante de la misma, se utiliza la distribución normal para calcular la probabilidad de 
que un dato de esta distribución tenga un valor igual al del dato sospechoso. Esta 
probabilidad se multiplica por el número de datos disponibles y si el resultado es 
menor de 0,5 el dato sospechoso se marca como anómalo. Si éste se elimina, se 
puede repetir el proceso hasta que no aparezcan nuevos anómalos. 
Ejemplo: 
Supongamos un variable para la que se han obtenido los valores 9, 10, 10, 10, 
11 y 50. La media es 16,7 y la desviación estándar 16,34. El dato más lejano es 50, 
que dista de la media 33,3, algo más de dos desviaciones estándar. La probabilidad 
de que aparezcan datos a más de dos desviaciones estándar de la media en una 
distribución normal es de alrededor de 0,05. Dado que se han tomado seis datos el 
valor del estadístico es 0,05 x 6 = 0,3. Puesto que 0,3 < 0,5, según el criterio de 
Chauvenet 50 es un dato anómalo (si se elimina la media será 10 y la desviación 
estándar 0,7). 
El criterio de Chauvenet ha sido muy criticado, pues si bien proporciona un 
método objetivo para la eliminación de anómalos, no tiene un fundamento científico 
mayor que otras aproximaciones basadas en intervalos, sobre todo con muestras 
pequeñas y aquellas en las que no se puede asumir la normalidad de la distribución 
(Lin y Sherman, 2007). 
Test Q de Dixon: 
Para aplicar este método univariante se ordenan los datos en orden creciente y 
se calcula el estadístico Q según: 
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Gap es la diferencia entre el dato más extremo de la muestra y el dato 
inmediatamente anterior o posterior. Cuando el valor de Q obtenido es mayor que el 
correspondiente en las tablas de Dixon, para un número de observaciones y un nivel 
de significación determinados, se considera que el dato es anómalo (Dean y Dixon, 
1951). La siguiente tabla recoge los datos de Q tabulados, que sólo están disponibles 
para un número reducido de datos: 
Tabla 12. Valores límite del estadístico Q 
Número de datos 3 4 5 6 7 8 9 10 
Q90% 0,941 0,765 0,642 0,560 0,507 0,468 0,437 0,412 
Q95% 0,970 0,829 0,710 0,625 0,568 0,526 0,493 0,466 
Q99% 0,994 0,926 0,821 0,740 0,680 0,634 0,598 0,568 
Fuente: Rorabacher (1991) 
Test de Grubbs: 
Esta prueba, también conocida como test del residuo normalizado máximo, 
está diseñada para localizar anómalos uno a uno y parte de la asunción de una 
distribución normal de los datos (Grubbs, 1969; Stefansky, 1972). 
El test de Grubbs contrasta la siguiente hipótesis: 
H0: no hay datos anómalos en la base de datos. 
H1: hay al menos un dato anómalo en la base de datos. 
El estadístico utilizado se define como: 
$ = %á' |) − )*|  
Siendo )* la media y s la desviación estándar. Nótese que este estadístico 
representa la desviación máxima respecto a la media en unidades de desviación 
estándar. La hipótesis de no existencia de anómalos se rechaza con un nivel de 
significación α cuando: 
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Siendo 0 234,'  el valor crítico de la distribución T de Student con N-2 grados 
de libertad y un nivel de significación α. 
Método de Wilks (1963): 
Wilks propuso la identificación de un set de anómalos de tamaño j en bases 
de datos multivariantes distribuidos normalmente en base al estudio de los valores 
mínimos del ratio |56| |5|⁄ , siendo |56| la varianza de un set de datos modificado I, 
en el que se han eliminado j casos, y |5| la varianza del set de datos completo. Las 
varianzas son proporcionales al determinante de la matriz de covarianza. El valor del 
citado ratio se obtiene para todos los posibles sets de anómalos de tamaño j. Wilks 
obtuvo la distribución del ratio para j igual a uno y dos, observando que en el caso de 
j igual a uno, el método es equivalente a la selección como anómalo del individuo 
situado a una mayor distancia de Mahalanobis del centro de la población.  
El mayor problema de este método es que j debe ser definido a priori. Por 
otro lado, conlleva un importante esfuerzo de computación, como ocurre con la 
mayor parte de las soluciones iterativas. 
Este método ha sido la base de otros desarrollados más tarde (Gentleman y 
Wilk, 1975). 
Factor de Anómalos Locales: 
Como se ha comentado, el punto de partida de LOF es la comparación de la 
densidad local de cada objeto con la densidad local de sus k vecinos más cercanos. 
Cabe destacar que este método está inspirado en los principios matemáticos y 
estadísticos implementados en los algoritmos de aglomerados DBSCAN (Ester et al., 
1996) y OPTICS (Ankerst et al., 1999). 
Comparando la densidad local de un objeto con la densidad local de sus 
vecinos es posible identificar regiones con densidad homogénea. Aquellos casos en 
los que esta densidad es significativamente más baja se consideran anómalos. La 
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densidad local se estima en base a la distancia a la que se sitúan los 
cercanos (figura 7). 
Figura 7. Distancia a vecinos y densidad local (
 
Nótese que el radio de la circunferencia que incluye a los 3 vecinos más 
cercanos de A es mucho mayor que el radio 
más cercanos de sus 3 vecinos. Por tanto, su densidad local es menor que la de éstos.
Una de las características de este sistema es que no clasifica los objetos en 
correctos y anómalos de forma estricta
Los valores de LOF cercanos a uno indican que la densidad 
cuestión es similar a la de sus vecinos y, por tanto, se puede deducir que se trata de 
un dato correcto. Sin embargo, no existe un v
Debido al carácter local del método, u
en un determinado set de datos y un LOF de 2 
distinto. Para mejorar la aplicación práctica de es
propuesto la normalización de los valores de LOF en el intervalo (0,1).
3.2.4.4. EL VALOR DE LOS DATOS ANÓMALOS
En la mayoría de las
errores y se eliminan sin más de la 
recomendable, pues a veces 
valiosa. La presencia de anómalos puede estar indicando simplemente la existencia 
de individuos o grupos que presentan un comportamien
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Ejemplos célebres de lo anterior son el descubrimiento del argón por el Dr. 
Rayleigh como consecuencia de diferencias inusuales en medidas de nitrógeno, y el 
papel de los anómalos en la seguridad aérea. Kafadar y Morris (2002) explican que 
en los cuatro vuelos secuestrados en los atentados del 11 de septiembre, cinco de los 
80 pasajeros tenían las siguientes características: no eran ciudadanos americanos, 
tenían alguna conexión con Medio Oriente, habían comprado billetes sólo de ida, 
habían pagado en metálico y no habían facturado equipaje. La presencia de dos 
pasajeros con estas características poco habituales puede no ser significativa, pero 
cinco parecen demasiados, especialmente con la ventaja que conlleva analizar los 
hechos retrospectivamente. 
3.2.4.5. DATOS ANÓMALOS EN LAS BASES DE DATOS DE ALIMENTOS 
La búsqueda de datos anómalos en bases de datos de alimentos para animales 
es un tema que apenas se ha abordado en la literatura científica. En la mayoría de las 
bases de datos simplemente se asume que la información recibida es correcta o, en 
todo caso, se eliminan sólo los datos que resultan aberrantes a simple vista. Sin 
embargo, en algún caso se han seguido los criterios que se recogen a continuación. 
Harris et al. (1980a) explican que los datos almacenados en la base de datos 
del Instituto Internacional de Alimentos se revisaban manualmente si distaban más 
de dos desviaciones estándar del dato medio incluido en las tablas de alimentos de 
Estados Unidos y Canadá.  
En la base de datos de la AFZ, Tran y Lapierre (1993, 1997) recogen el 
chequeo manual de los datos por un operador humano cuando éstos caen fuera del 
rango de las muestras introducidas previamente. Además, varias veces al año se 
comprueba la coherencia de los datos en ciertas relaciones bien establecidas. Por 
ejemplo, en el caso de los forrajes, un alto contenido de proteína debe ir asociado a 
un bajo contenido de fibra. 
En el ámbito de los alimentos humanos, Murphy et al. (1991) describen un 
sistema de detección de anómalos en datos nutritivos consistente en la comparación 
de los valores medidos con los calculados en base a ecuaciones de predicción de la 
bibliografía. Cuando esta diferencia supera el 15%, los autores consideran que el 
dato es anómalo.  
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Dehne et al. (1999) hablan de una valoración subjetiva de los datos 
recopilados en base a un comité de expertos. 
En cualquier caso, en las bases de datos de alimentos es muy habitual que 
algunos alimentos y/o nutrientes consten de muy pocos datos, incluso sólo uno, 
haciendo imposible una aproximación estadística automatizada a la detección de 
anómalos (Greenfield, 1991).  
3.2.5. DATOS VACÍOS 
3.2.5.1. INTRODUCCIÓN 
Los vacíos de información (término inglés: missing data) son un problema 
común en las bases de datos en general y en las de alimentos para animales en 
particular. La presencia de datos vacíos puede tener algunos efectos negativos en el 
análisis de los datos, por ejemplo la pérdida de poder estadístico, la obtención de 
conclusiones sesgadas y, especialmente, la imposibilidad de acceder a cierta 
información a través del empleo de técnicas multivariantes. En este sentido, Pyle 
(1999) considera importante definir el ratio de datos vacíos. Para este autor, hasta un 
1% de datos no disponibles se puede considerar trivial, entre un 1% y un 5% se 
puede manejar fácilmente, y entre un 5% y un 15% requiere de la utilización de 
métodos sofisticados. Si existen más del 15% de datos vacíos, los resultados del 
análisis pueden verse afectados de forma seria, independientemente de las técnicas 
empleadas. 
Existen numerosos métodos de manejo de los datos vacíos, consistentes tanto 
en ignorar su presencia (métodos de eliminación) como en la asignación de valores 
según diferentes criterios (métodos de imputación). Ambas tipologías de métodos se 
explican más en detalle en subsiguientes apartados. 
Cabe destacar que, pese a que la gran mayoría de los usuarios de bases de 
datos son conscientes de la existencia de vacíos de información, es muy frecuente 
que los pasen por alto, bien porque desconocen las implicaciones que conlleva el 
análisis de la información en su presencia, o bien porque no dominan los métodos 
existentes para su manejo. En torno a esta idea, Roth (1994) analizó varias 
investigaciones publicadas en el Journal of Applied Psychology (JAP) y el Personnel 
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Psychology (PP) entre 1989 y 1991. Afirma que el 42% de los artículos publicados 
en el JAP, y el 77% de los correspondientes a la revista PP, requerían algún 
comentario respecto a la falta de datos que no se incluyó. Por su parte, King et al. 
(2001), en el área de las ciencias políticas y sociales, señalan que sólo el 19% de los 
artículos publicados entre 1993 y 1997 hacen alguna referencia a los datos vacíos. 
Asimismo, indican que el 94% de los investigadores que consideraron su existencia, 
optaron por eliminar sin más estos registros, mientras que el resto usaron los métodos 
de imputación más simples, como la sustitución con la media. 
3.2.5.2. MECANISMOS DE AUSENCIA DE DATOS 
Como se menciona anteriormente, los datos vacíos son muy habituales en 
multitud de situaciones prácticas, incluyendo las bases de datos de alimentos para 
animales. Sin embargo, en esta área el tema apenas se ha abordado en la literatura 
científica.  
En la mayor parte de los casos, un adecuado manejo de los datos vacíos 
depende del conocimiento de las razones o “mecanismos” que provocan que falten 
ciertos valores. A continuación se recogen una serie de ejemplos en diversas 
disciplinas. En las encuestas (Rubin, 1987; Wang y Fan, 2004) está prácticamente 
asegurado un cierto nivel de “no respuesta”, ya sea porque el entrevistado se niega a 
contestar o porque se ha producido algún error en el manejo de los datos. En el caso 
de las operaciones de monitorización, como el control del tráfico (Nguyen y Scherer, 
2003), los procesos industriales (Lakshminarayan et al., 2004) o el manejo de redes 
de telecomunicaciones (Ji y Elwalid, 2000), los datos vacíos suelen ser la 
consecuencia de fallos en los sensores de monitorización o en la comunicación entre 
dichos sensores y la central de almacenamiento y gestión de los datos. En el área del 
reconocimiento automático del habla, los archivos corruptos por un elevado ruido de 
fondo también suelen tratarse como vacíos de información (Cooke et al., 1994; 
Parveen y Green, 2004). Otros ejemplos pueden ser la investigación con chips de 
ADN, donde es común que estos chips estén rayados o las muestras contaminadas 
(Troyanskaya et al., 2001), o la diagnosis médica, siendo normal la ausencia de los 
resultados de ciertos análisis porque el personal médico no los ha considerado 
relevantes o por cuestiones relativas a la disponibilidad de equipos (Liu et al., 2005). 
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En el caso de las bases de datos de alimentos para animales, los datos vacíos 
son muy abundantes en aquellas que se han construido con el método indirecto. Dado 
que la información procede de fuentes que tienen distintos objetivos primarios, tanto 
los componentes químicos como los valores nutritivos que se han medido en cada 
una de ellas son diferentes. Además, es necesario tener en cuenta que a lo largo de 
los años se han desarrollado diferentes técnicas para caracterizar los atributos de los 
alimentos. Un caso típico es la fibra: puede medirse como fibra bruta (FB) o 
siguiendo el fraccionamiento de Van Soest (1963), pero rara vez se obtienen ambos 
datos. En consecuencia, las muestras que dispongan de datos de FB carecerán, en 
general, del resto (y viceversa). 
Los mecanismos descritos provocan diferentes patrones de ausencia de datos, 
recogidos en el siguiente apartado. 
3.2.5.3. PATRONES DE AUSENCIA DE DATOS 
 Algunos métodos para el manejo de los vacíos de información establecen 
supuestos acerca de su distribución en la base de datos. Por tanto, la elección del 
método más adecuado debe tener en cuenta dicha distribución. Si se interpreta la 
base de datos como una matriz en la que las filas son las unidades de observación y 
las columnas representan los distintos atributos, un simple análisis visual permite 
detectar patrones como los que se muestran en la figura 8. 
Figura 8. Patrones de datos vacíos 
 
Fuente: Medina y Galván (2007) 
En la figura 8(a) se puede observar un patrón “univariante”, en el cual la 
ausencia de datos se concentra en la variable Y, mientras que 8(b) representa un 
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patrón “escalonado o monótono”, característico de estudios longitudinales, en los 
cuales Yp representa el valor de la variable en la p-ésima ronda. Finalmente, 8(c) 
hace referencia a un patrón “aleatorio”, que presenta vacíos de información en 
cualquier celda. 
También puede ocurrir que la falta de datos se dé en dos o más variables en 
periodos diferentes. Esto se conoce como patrón de “parámetros no identificados” 
(figura 9). 
Figura 9. Patrón de parámetros no identificados 
 
 La clasificación de patrones ausencia de datos más extendida actualmente es 
la de Little y Rubin (2002). Estos autores distinguen tres categorías básicas: 
Datos Vacíos Completamente Al Azar (acrónimo inglés: MCAR): 
 En esta categoría, la probabilidad de que un individuo tenga datos vacíos en 
uno de sus atributos es la misma para todos los individuos (Rubin, 1976). Esto 
significa que dicha probabilidad no depende ni de los valores conocidos ni de los 
ausentes. Dicho de un modo más formal: 
En un patrón MCAR, si x = (xij) es la matriz que contiene los datos vacíos, e I 
es una variable aleatoria que toma el valor 1 si xij es un dato conocido y 0 si xij es un 
dato vacío, entonces, se asume que la distribución de I no depende de los datos: 
Prob (I/xvacío, xconocido) = Prob (I) 
 Los ejemplos típicos de MCAR son el del tubo de sangre que se rompe por 
accidente (impidiendo la obtención de los datos analíticos) o el del cuestionario que 
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se pierde de forma casual. En ambos casos, la razón de la pérdida de datos es 
aleatoria y no está relacionada con ninguna otra característica del paciente o del 
encuestado. En la práctica, la mayoría de los vacíos de información no son MCAR 
(Schafer, 1997). 
Datos Vacíos Al Azar (acrónimo inglés: MAR): 
 Cuando la probabilidad de que un individuo tenga datos no disponibles en un 
atributo depende de un valor conocido, como la clase a la que pertenece dicho 
individuo, pero no del valor del dato vacío en sí mismo, el patrón de ausencia de 
datos se define como MAR. Formalmente: 
Prob (I/xvacío, xconocido) = Prob (I, xconocido) 
 Un ejemplo típico es el de la evaluación de la capacidad predictiva de un 
determinado test diagnóstico. Normalmente se conocen los resultados de dicho test 
para todos los individuos enfermos, pero no para los individuos sanos. En este caso 
los vacíos de información son MAR porque su presencia es función de una 
característica observada de los pacientes (la existencia o no de enfermedad). 
 La mayoría de los métodos de manejo de datos vacíos se han diseñado 
asumiendo que éstos siguen un patrón MAR pues, en dicho caso, si bien los 
individuos con datos completos y vacíos son distintos, el patrón de ausencia es 
trazable y/o predecible a partir de otras medidas incluidas en la base de datos. Sin 
embargo, en la práctica los vacíos de información tampoco son siempre MAR 
(Rodríguez, 2004). 
Datos Vacíos o Al Azar (acrónimo inglés: MAR): 
 Los vacíos son MNAR cuando la probabilidad de que un individuo tenga un 
dato no disponible en un atributo es función del valor de dicho dato en sí mismo. 
Como ejemplo, es muy habitual citar el caso de las preguntas personales o 
comprometidas en las encuestas. Así, si se pregunta a una persona por su peso o su 
nivel de renta es más probable que se niegue a responder cuando éstos son altos. 
 En este caso, dado que el mecanismo de ausencia de datos no es aleatorio, no 
se puede predecir a partir de la información disponible en la base de datos. En 
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consecuencia, no existe un método universalmente reconocido como apropiado para 
el manejo de este tipo de datos vacíos (Greenland y Finkle, 1995). 
3.2.5.4. MÉTODOS DE MANEJO DE LOS DATOS VACÍOS 
 En este apartado se describen las principales características de algunos de los 
métodos más habituales para el manejo de los vacíos de información. 
3.2.5.4.1. Métodos de eliminación 
 Cuando se afronta el problema de los datos vacíos, es habitual, aunque no 
recomendable, utilizar los métodos de eliminación como una forma de disponer de 
bases de datos rectangulares o completas (la mayoría de los algoritmos de análisis 
estadístico requieren de este tipo de matrices de datos). Las tres aproximaciones 
posibles son: 
Análisis de casos completos (término inglés: listwise deletion): 
 Consiste en la eliminación previa al análisis de todos aquellos casos que 
cuentan con uno o varios datos vacíos. Suele ser la opción por defecto de los 
paquetes de software estadístico, pese a que se reconoce que esta práctica no es la 
más apropiada pues, entre otras cosas, da lugar a sesgos en los coeficientes de 
asociación y correlación (Kalton y Kasprzyk, 1982). 
 Este método sólo es válido si el patrón de distribución de los vacíos de 
información es MCAR. Al eliminar información se asume que la sub-muestra de 
datos excluidos tiene las mismas características que la sub-muestra de datos 
completos y que, por lo tanto, la falta de datos se generó de manera aleatoria. Como 
se ha comentado con anterioridad, esto no es lo habitual. 
 Cuando los datos analizados provienen de una muestra probabilística no es 
correcto eliminar observaciones, ya que se debe tener en cuenta que las mismas 
fueron elegidas con un procedimiento aleatorio y con una probabilidad de selección 
conocida y distinta de cero, que no puede ser ignorada en el tratamiento de los datos 
ni en el cálculo de los estimadores y sus errores. Por tanto, si la eliminación de 
registros no se acompaña del ajuste adecuado, los valores estimados a partir de la 
muestra pueden ser incompatibles con los parámetros observados en la población de 
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referencia. En definitiva, se obtendrán estimadores sesgados de los parámetros 
poblacionales, lo que podría invalidar las conclusiones. 
Análisis de casos disponibles (término inglés: pairwise deletion): 
 Con este método se utilizan todos los valores disponibles para cada análisis 
estadístico. Por ejemplo, si se va a calcular la covarianza entre dos variables se 
utilizarán sólo los registros que dispongan de datos para ambas variables. Esto 
supone el uso de diferentes tamaños de muestra en cada análisis, lo que limita la 
comparación de los resultados obtenidos con cada uno de ellos. 
 Esta aproximación también presupone un patrón MCAR en los datos vacíos. 
Frente al análisis de casos completos, este método tiene la ventaja de que aprovecha 
todos los datos presentes. 
Reponderación: 
 El interés por reducir el sesgo de estimación cuando no se satisface la 
hipótesis MCAR tiene una larga historia en la literatura científica (Little y Rubin, 
1987). 
 Los procedimientos de reponderación representan una manera de compensar 
la falta de datos. Los ponderadores (wi) se interpretan como el número de unidades 
de la población que representa cada elemento en la muestra, siendo común que los 
algoritmos de reponderación se apliquen para compensar la falta de datos en 
subgrupos de interés. 
 Así, cuando en una subclase se detecta falta de información, los ponderadores 
de los individuos que sí cuentan con datos se utilizan para ajustar los factores de 
expansión, de tal modo que la sub-muestra observada genere observaciones 
compatibles con los valores poblaciones de la subclase de interés. 
 En bioestadística se han desarrollado algunas aplicaciones que utilizan 





3.2.5.4.2. Métodos de imputación 
 Básicamente, la imputación consiste en reemplazar los datos vacíos con 
valores. Estos métodos se pueden aplicar asignando un valor a cada dato vacío 
(imputación simple) o, en ocasiones, varios valores a cada dato vacío (imputación 
múltiple) con objeto de caracterizar la incertidumbre del proceso de imputación. 
3.2.5.4.2.1. Imputación simple 
 Se recogen a continuación algunas de las técnicas de imputación simple más 
populares: 
Sustitución con la media (término inglés: mean substitution): 
 En este método, todos los vacíos de información se sustituyen con el valor de 
la media para los datos presentes. Se trata de un método muy utilizado entre los 
investigadores, pese a que cuenta con serias limitaciones teóricas. En primer lugar, al 
igual que los métodos de eliminación antes citados, asume un patrón MCAR. Por 
otro lado, debido a la forma en que se realiza la sustitución, la suma de cuadrados de 
las desviaciones respecto al valor medio permanece inalterada, si bien el aumento del 
tamaño de la muestra da lugar a una disminución artificial de la varianza, así como a 
intervalos de confianza más pequeños (Medina y Galván, 2007). Además, este 
método ignora cualquier tipo de correlación entre las variables de la base de datos 
(Schafer, 1997). 
 Una variable de este procedimiento consiste en formar categorías a partir de 
covariables correlacionadas con la variable de interés e imputar los datos vacíos con 
la media de los individuos correspondientes a la sub-muestra con características 
comunes (Acock y Demo, 1994). Esto contribuye a atenuar los sesgos en cada celda 
de la matriz de datos, pero de ningún modo los elimina. 
 Los efectos negativos de la sustitución con la media se acentúan de forma 




Imputación hot-deck y cold-deck: 
 En la imputación hot-deck se reemplazan los datos vacíos con los valores de 
un individuo similar procedente de la misma base de datos (Andridge y Little, 2010). 
Existen muchas formas de medir esta similitud, aunque lo más normal es usar el 
individuo cuyos valores presentes difieren menos de los valores presentes en el 
individuo con datos a imputar (Schafer, 1997). Este método tiene el problema de que 
solamente se utiliza la información de un individuo, ignorando las propiedades 
globales de la base de datos. 
El término hot-deck viene de los años 60, cuando se utilizaban tarjetas 
perforadas para almacenar la información. En efecto, estas tarjetas se “calentaban” 
(hot) durante el proceso de imputación de los datos, pues en ese momento estaban 
siendo perforadas. En contraste, en la imputación cold-deck los valores se toman de 
una base de datos distinta (otra tarjeta perforada). 
Imputación en base a variables ficticias: 
 En la literatura anglosajona esta técnica se conoce como missing-indicator 
method (Cohen y Cohen, 1983; Cohen et al., 2003). Con este método, en cada 
variable independiente que tiene datos vacíos, éstos se sustituyen por el valor 0, al 
mismo tiempo que se crea una variable auxiliar (Z) en la que el valor 1 indica la 
existencia de un dato no disponible y el valor 0 la de un dato observado. 
Posteriormente, cuando se estudia la asociación entre la variable independiente y el 
resto de atributos, esta variable auxiliar se incluye siempre en el modelo.  
Schafer y Graham (2002) afirman que esta forma de proceder altera la 
interpretación de los coeficientes de regresión. Así, en un modelo de regresión 
tradicional (y = a + bx), a y b son la ordenada en el origen y la pendiente de la recta 
de regresión respectivamente, mientras que en el modelo que incluye la variable 
auxiliar (y = a + bx + cZ), a y b corresponden a la ordenada en el origen y la 
pendiente de los individuos que tienen datos, mientras que a + c es la media de la 




Imputación en base a regresiones: 
 La imputación en base a regresiones es una solución adecuada cuando las 
variables que tienen datos vacíos están correlacionadas con otras variables de la base 
de datos (en aquellos individuos con información completa para las variables 
citadas). En este método, los datos vacíos se reemplazan con los datos predichos por 
las regresiones establecidas entre la variable que contiene a dichos datos vacíos, 
como dependiente, y las variables correlacionadas, como independientes. 
 La gran ventaja de este método frente a los anteriores es que preserva la 
varianza y la covarianza de las variables que tienen datos vacíos. Sin embargo, 
contribuye a la multi-colinealidad de las variables, sobreestimando la asociación 
entre las mismas y el valor del coeficiente de determinación (R2). Nótese que los 
datos imputados están perfectamente correlacionados con algunas variables del 
modelo (Little y Rubin, 2002). 
Imputación por máxima verosimilitud (MV): 
 En el ámbito de la imputación de datos vacíos, asumiendo que éstos siguen un 
patrón MAR, es fácil demostrar que la distribución marginal de los registros 
observados está asociada a una función de verosimilitud para un parámetro θ 
desconocido. De acuerdo con Little y Rubin (1987), el procedimiento para estimar 
los parámetros de un modelo utilizando una muestra con datos vacíos sería el 
resumido a continuación: 
1. Estimar los parámetros del modelo con los datos completos con la función de 
máxima verosimilitud. 
2. Utilizar los parámetros estimados para predecir los valores que faltan. 
3. Sustituir los datos vacíos por las predicciones y obtener nuevos valores de los 
parámetros maximizando la verosimilitud de la muestra completa. 
4. Aplicar el algoritmo descrito hasta convergencia, es decir, hasta que los 




Un procedimiento eficaz para maximizar la verosimilitud cuando existen 
datos vacíos es el algoritmo de Expectación-Maximización (EM) (Dempster et al., 
1977). A continuación se recoge la descripción simplificada de este algoritmo según 
Medina y Galván (2007): 
Supongamos una muestra de tamaño n de una variable aleatoria, en donde 
algunas de las variables no tienen información, y asumamos que los datos ausentes 
siguen un patrón MAR. Las dos situaciones de datos vacíos más comunes son: 
- Algunos elementos de la muestra están completos (x1, x2,…, xn) y otros no 
tienen datos (xn+1,…, xm). 
- Algunas variables no tienen datos. 
Supongamos que se trabaja con una matriz de datos Y = (y1, y2,…yn), donde 
yi es un vector de dimensión p1*1, y un vector de datos ausentes Z = (z1,…,zm), con zi 
un vector de dimensión p2*1. El problema consistiría en estimar el vector de 
parámetros θ con la información disponible. 
La función de densidad de probabilidad conjunta de las variables Y y Z se 
escribe como 8
), 9|:) = 8
9|), :)8
)|:). Así, log 8
)|:) = log 8
), 9|:) −log 8
9|), :). En el procedimiento de máxima verosimilitud, el primer miembro de 
la expresión anterior es la función de los datos observados, cuya maximización en θ 
genera el estimador de máxima verosimilitud. El término log 8
), 9|:) es la función 
si hubiésemos observado la muestra completa y log 8
9|), :) proporciona la 
densidad de los datos no disponibles, toda vez que conocemos la muestra y el vector 
de parámetros θ. 
La función de verosimilitud es >
θ|)) = >
θ|), 9) − log 8
9|), :). El 
algoritmo EM es un procedimiento iterativo para encontrar el estimador de máxima 
verosimilitud de θ utilizando la función >
θ|), 9). La aplicación del algoritmo se 
logra ejecutando los pasos siguientes: 
1. Partiendo de un estimador inicial θi en la primera iteración (i=1) se calcula la 
esperanza matemática de las funciones de los valores ausentes que aparecen 
en la función de verosimilitud completa >
θ|), 9) con respecto a la 





θ|), 9)] el resultado de la operación que se denomina paso 
E (cálculo del valor esperado) del algoritmo. Cuando >
θ|), 9) sea una 
función lineal de Z, los valores vacíos se sustituyen por los valores esperados 
dado el vector de parámetros θ. 
2. Se maximiza la función >
θ|), 9) con respecto a θ. Éste es el paso M de 
maximización del algoritmo. Dicho paso M equivale a maximizar la 
verosimilitud completa donde se han sustituido las observaciones vacías por 
estimadores. 
Sea θi+1 el estimador obtenido en el paso M. Con este valor se vuelve a 
ejecutar el paso E y se itera hasta lograr la convergencia. 
3.2.5.4.2.2. Imputación múltiple 
 La imputación múltiple es una técnica de Monte Carlo en la que cada dato 
vacío es sustituido por m > 1 imputaciones (Rubin, 1987), siendo m un número, en 
general, pequeño (entre 3 y 10) (Schafer, 1999). En el método de Rubin, cada uno de 
los sets de datos simulados resultantes del proceso anterior es analizado por separado 
con algoritmos estándar, y los resultados obtenidos se combinan a posteriori para 
generar estimadores e intervalos de confianza que tengan en cuenta la incertidumbre 
asociada al proceso de imputación. Con el desarrollo de nuevos métodos de 
computación y software específico para la imputación múltiple, esta técnica se está 
haciendo más atractiva para los investigadores, especialmente en las áreas de 
biomedicina y ciencias sociales.  
A continuación, se describen algunos aspectos clave de la imputación 
múltiple: 
Combinación de los resultados de los sets de datos simulados: 
 Consideremos una cantidad escalar genérica a estimar Q, por ejemplo una 
media, una correlación o un coeficiente de regresión. Por otro lado, supongamos una 
variable de interés Y, una parte de la cual cuenta con datos presentes (Yobs) y la otra 
con datos vacíos (Ymis). Consideremos F = F
)GHI, )JI) como la representación del 
estadístico que se utilizaría para estimar Q si los datos fuesen completos, y KL =KL
)GHI, )JI) como su varianza. Debemos asumir que con los datos completos: 
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F − √K ~,
0,1) 
 En la ausencia de Ymis, supongamos que tenemos m > 1 versiones simuladas o 
independientes )JI , … , )JIJ . Para ellas se calculan los estadísticos FP =F
)GHI, )JIP) y KLP = KL
)GHI, )JIP) para k = 1,…,m. La estima general de Q es una 
simple media: 
* = %FPJP  
 Sin embargo, para obtener la varianza asociada a * se debe calcular la 
varianza dentro de cada imputación (término inglés: within variance): 
KQ = %KLPJP  
 Y la varianza entre imputaciones (término inglés: between variance): 
R = 
% − 1)
FP − *)JP  
 La varianza total será: 
S = 
1 +%)R + KQ 
 Ambos parámetros se aproximan a una T de Student con v grados de libertad. 
T = 
% − 1) U1 + KQ
1 + %)RV 
úmero de imputaciones necesarias 
 Rubin (1987) demuestra que la eficiencia relativa de una estima basada en m 
imputaciones en relación a una estima basada en infinitas imputaciones viene dada 
por (1 + λ/m)1/2, siendo λ el ratio de datos vacíos. Por ejemplo, con un 50% de datos 
vacíos y cinco imputaciones, la estima de un parámetro cualquiera es sólo un 5% 
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menos eficiente que con infinitas imputaciones. De ahí que, como se ha comentado, 
m es en general un número pequeño. 
Algoritmos de imputación múltiple 
 Rubin (1987) describe distintos métodos para generar imputaciones múltiples 
en base a modelos bayesianos. En la actualidad, uno de los más populares es el 
algoritmo conocido como “Data Augmentation” (DA) (Tanner y Wong, 1987). Los 
fundamentos matemáticos son similares a los descritos con anterioridad para el 
algoritmo EM. La gran diferencia entre ambos métodos es que DA se basa en una 
simulación de Bayes, mientras que EM utiliza la maximización de una función de 
verosimilitud. 
Otras estrategias de imputación, tanto simple como múltiple, basadas en 
algoritmos más complejos, por ejemplo las redes neuronales, los aglomerados, las 
máquinas de vectores soporte (acrónimo inglés: SVM) y otras herramientas de la 
minería de datos, se pueden consultar en García-Laencina et al. (2010). 
3.2.5.5. DATOS VACÍOS EN LAS BASES DE DATOS DE ALIMENTOS 
 En la literatura científica relacionada con las bases de datos de alimentos para 
humanos, la mayor parte de las referencias a los datos vacíos recogen el uso de datos 
imputados, calculados, etc (ver apartado 3.1.4. de la presente revisión). Por su parte, 
en el ámbito de las bases de datos de alimentos para animales, se han encontrado 
muy pocas referencias a la existencia o al manejo de los vacíos de información. Se 
exponen a continuación dos casos paradigmáticos. 
Tedeschi et al. (2002), en relación al desarrollo de una base de datos enfocada 
en el contenido de carbohidratos de las materias primas más utilizadas en las 
regiones tropicales, señalan que en aquellos alimentos en los que no se disponía de 
esta información se imputaron los datos correspondientes a las tablas del NRC 
(2000). Cuando la composición del alimento en cuestión estaba recogida en las 
tablas, se usaron directamente sus valores. Si la materia prima no aparecía en las 
mismas, se emplearon los datos del alimento con una menor desviación en fibra 





\,W']^ − \,W_`JabG)\,W']^ + 
>Y']^ − >Y_`JabG)>Y']^ + 
cR']^ − cR_`JabG)cR']^  
 Cabe destacar que, conceptualmente, ésta es una estrategia “local”.  
Por otro lado, Sauvant y Tran (2002), respecto a la elaboración de las tablas 
francesas de composición de alimentos para animales, y Sauvant et al. (2010), en 
relación a las tablas del proyecto TRC, destacan la disponibilidad de un número de 
datos muy distinto para algunos atributos en comparación con otros. Por ejemplo, 
para el trigo blando, la base de datos de la AFZ contenía 7000 datos de PB por sólo 
65 datos de triptófano. Además, el número de valores de fibra ácido detergente 
(FAD) era ocho veces menor que el de PB. Esto puede dar lugar a perfiles de 
composición inconsistentes si solamente se calculan los promedios de los valores 
disponibles (pairwise deletion). Para evitar este problema, los autores no recurren a 
métodos de imputación formales como los explicados anteriormente, sino que 
proponen el concepto de “parámetro pivote”.  
Los parámetros pivote son aquellos atributos para los que se dispone de un 
elevado número de medidas individuales y que están bien correlacionados con el 
resto de atributos. La PB es el parámetro pivote más típico. Los citados autores 
establecen ecuaciones de regresión entre el parámetro pivote y el resto de atributos 
(obtuvieron 2000 ecuaciones en el caso de las tablas francesas). Posteriormente, se 
calcula el promedio del parámetro pivote y el valor obtenido se utiliza como variable 
independiente en las ecuaciones de regresión de cara a calcular los valores tabulados 
para el resto de atributos. En el caso de los datos nutritivos, se usan tanto ecuaciones 
ad hoc como obtenidas de la literatura. 
REFLEXIOES FIALES 
 Como se puede observar en la presente revisión bibliográfica, a lo largo de 
los años han surgido iniciativas diversas para la construcción de bases de datos de 
alimentos para animales. Dichas iniciativas han evolucionado de forma paralela al 
desarrollo de la informática, pero, en general, no han incorporado los nuevos 
conocimientos en materia de gestión de la información, sobre todo el enfoque de 
metadatos o “datos sobre los datos”. Igualmente, pese a la multitud de soluciones 
existentes para la estandarización de la información descriptiva relacionada con los 
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alimentos para animales, se deduce de la revisión que hasta el momento no se ha 
desarrollado un enfoque integral adaptado a las necesidades diarias de la gestión de 
los datos en los laboratorios. Ambos temas se han abordado en la presente Tesis 
Doctoral, aportando nuevas soluciones. 
 Por otro lado, aunque en el ámbito del cálculo estadístico existen múltiples 
herramientas para el pre-procesamiento de bases de datos de distinto tamaño y 
complejidad, en el caso concreto de las bases de datos de alimentos para animales 
pocas veces se utilizan dichas soluciones. En la presente Tesis Doctoral se ha 
avanzado teórica y metodológicamente en la evaluación de algunas de las citadas 
herramientas, especialmente las orientadas a la detección de datos anómalos y el 
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ABSTRACT: Information about the nutritional as-
pects and uses of feed is of widespread interest, hence 
systematic efforts of laboratories to obtain it. The 
way this information is currently being handled leaves 
something to be desired, underscoring the need to use 
computerized systems and statistical techniques that 
allow the management of large volumes of heteroge-
neous information. This project seeks to develop a 
structure that will facilitate the exchange and exploi-
tation of information on feeds produced in Spain. To 
this end, metadata and data mining techniques have 
been adopted by the Feed Information Service at the 
University of Cordoba. The structure has been designed 
to work on the basis of a server-client architecture, in 
which information is stored on local software (Califa) 
by its own creators so that it can subsequently be incor-
porated into a database server where it can be accessed 
online. Various aspects of the structure are described in 
this paper: organization (participants and data shared), 
format (physical features), logistics (data description), 
quality (reliability of information), legality (correct use 
of data), and financing (revenue and expenditure). An 
indication is given of the amount of information accu-
mulated to date, now exceeding 200,000 numerical data 
and associated metadata, arranged in several thematic 
databases. The activities carried out highlight the het-
erogeneous nature of the information produced, as well 
as the large number of errors and ambiguities that slip 
through the normal filters and reach the end-user of 
the data.
Key words:  databank, feed composition, information system, nomenclature standardization
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INTRODUCTION
Many factors have a bearing on the need to obtain 
and utilize information regarding the nutritional char-
acteristics and uses of animal feed. For example, these 
factors include the fact that animal feed accounts for a 
large percentage of the total costs of farm animal pro-
duction, particularly in intensive systems; the signifi-
cant increase in the number of raw materials that can 
be used in animal feeding (Thacker, 2002); and growing 
public awareness of greenhouse gas emissions emanat-
ing from livestock and their connection with the ratio-
nal use of feeds. Information on the nutritional value 
and uses of feeds has been obtained by feed laboratories 
around the world in a systematic manner for the last 
200 yr (Gizzi and Givens, 2004). However, the data 
thus collected have usually been used for very specific 
purposes, such as the safeguarding of commercial qual-
ity, the identification of undesirable substances, and the 
publication of scientific results. Feed tables have for 
many years collected and systematized a small part of 
this information, but they are affected by some limita-
tions. Therefore, feed databases have emerged as pow-
erful tools and have effortlessly overcome constraints 
of feed tables. However, some problems limit success of 
feed databases. The main one is the difficulty of man-
aging large volumes of scattered and heterogeneous in-
formation. With the advent of the information age, new 
concepts such as metadata and data mining allow many 
of these difficulties to be overcome. Meanwhile, recent 
proposals such as data sharing (i.e., the obligation to 
share data at a global level) demonstrate the need for 
further work in this area.
The aim of this project is to develop and fine-tune 
a metadata and data-sharing structure for the collec-
tion, filtering, storage, homogenization, dissemination 
among potential users, and joint analysis of informa-
tion regarding animal feeds produced in Spain.
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MATERIALS AND METHODS
The Feed Information Service (Spanish acronym: 
SIA) is organized around a network of affiliated orga-
nizations and uses a server-client architecture in such a 
way that a database server brings together the informa-
tion stored in a local software program, named Califa, 
used by all the generators of information that togeth-
er constitute the network. An Internet portal subse-
quently allows remote access to certain data stored on 
the server. To minimize costs, the database server and 
the Internet portal were both constructed using open-
source software: Apache/PHP for the server and HTTP 
and MySQL for the database system.
Califa, designed as single-user software, has been 
developed using Microsoft applications, this being the 
most widely used technology in Spain. Microsoft Access 
was used for the database, and Microsoft Visual Basic 
was used for programming purposes.
RESULTS
Two general types of results are described in this 
paper: the structure developed for metadata and data 
sharing and the information collected.
Developed Structure
Schlotke (1996) suggested that several aspects should 
be covered when describing this kind of system: orga-
nization (participants and data shared), format (physi-
cal features of the system), logistics (description of the 
data), quality (reliability of the information), legality 
(correct use of data), and financing (system revenue 
and expenditure).
Organization. As indicated above, the activities of 
SIA are supported by a network of affiliated organiza-
tions, most of which are linked to feed analysis labora-
tories, both public and private, although groups such as 
scientific societies and other related bodies are also in-
cluded. It is these affiliated organizations that generate 
the information and upload animal feed data into the 
system. This information is varied in nature, although 
data concerning composition and nutritive values stand 
out in terms of their volume. Recommendations on us-
age and predictive equations for nutritive value are also 
present, although to a lesser degree.
The information has a 2-fold origin: analytical labo-
ratories and bibliographies. It is stored in distinct the-
matic databases according to its source and character-
istics. The practical utility of the framework developed 
is one of the keys to its success. With this kind of sys-
tem, access to information can be hindered by the sheer 
volume of data accumulated, making it harder to use. 
In this context, Greenfield (1991) highlights the need 
to adapt the system to the end-user, paying especially 
close attention to his or her needs. Following Schlotke 
(1996), SIA has identified 2 kinds of users: the lay user 
and the scientific user. The lay user is interested in 
basic information, similar to that to be found in a feed 
table, whereas the scientific user requires all kinds of 
associated metadata. To satisfy the needs of both, SIA 
has designed 2 clearly distinct systems for accessing the 
information.
The first of these, aimed at lay users, provides statis-
tical values (mean, maximum, minimum, and SD) for 
the information on the server, and is available on the 
Internet portal (http://www.uco.es/sia) of SIA. These 
statistics relate to a user-determined selection of feeds. 
The internet portal offers 2 ways to help locate and 
search for feeds: alphabetic ordering and key words. 
On the other hand, the system provides scientific users 
with access to all data and some metadata housed by 
the server, although for this purpose the prospective 
user is required to submit an application to SIA and 
give a commitment that the information will be used 
only for research purposes.
Format. Information of SIA is organized on the 
basis of several computer programs; of these, Califa, 
designed to provide storage in the first stage of the 
process, is the key to the system. Califa organizes in-
formation into 16 metatables (Table 1), which in turn 
house different thematic collections of metadata (Table 
2). The metatables are connected to each other and di-
vide into 2 types: basic (containing the metadata) and 
derived (interrelating the metadata from the various 
metatables). The metadata in question enable a correct 
description of the information and, in the case of the 
analytical laboratories, validation by independent su-
pervisory authorities. Following the recommendations 
of Schlotke et al. (2000), Califa has also been designed 
as flexible software that easily allows new metadata to 
be added. From the point of view of the user, Califa 
provides a menu of functions that enable editing and 
selective searching for feeds or values or both, the sta-
tistical calculation of data entered, wholesale modifica-
tion of information and communication with the server 
(sending and downloading data and metadata).
The database server, which stores the combined infor-
mation from the affiliated organizations, is divided into 
33 metatables, 16 of which come from Califa, whereas 
the remaining 17 manage the information and the in-
ternet portal through which the information is accessed 
(Table 3). The communication protocol between the 
server and Califa uses e-mail and Internet downloads 
with 2-way information exchange.
Logistics. Califa uses a faceted free-text system to 
ensure a user-friendly format. Subsequently, the infor-
mation is homogenized in the server following the no-
menclature developed by Maroto et al. (2008), which 
refers to 3 key aspects to avoid ambiguity (Burlingame, 
1996; Unwin and Becker, 1996): feed name [the naming 
protocol developed was inspired by the product-part-
process-quality systematics described by the Interna-
tional Network of Feed Information Centers (INFIC)], 
analysis name, and description of methods. This no-
menclature, along with the other rules adopted, has 
been agreed and approved by the organizations affiliat-
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ed with the SIA. Its use is recommended for the record-
ing of information on Califa, with a view to reducing 
the subsequent need for homogenization.
Quality. The most important item is not that sys-
tem includes only high-quality data, but whatever qual-
ity is, it must be registered. Polacchi (1987) pointed 
Table 1. List and characteristics of metatables1 included in Califa software2 
Metatable name Description Type3
T_Analyst List of people who perform analyses in the laboratory Basic
T_Cold_Store List of sample-preservation sites Basic
T_Analyses List of analyses performed Basic
T_Vessel List of vessels used in sample storage Basic
T_Feed_Eu List of feed descriptions in accordance with RD 56/20024 Basic
T_Group_Analyses List of analyses groups according to criteria measured Basic
T_Researcher List of people responsible for samples Basic
T_Laboratory Characteristics of the laboratory originating the data Basic
T_Sample Characteristics of the samples analyzed Derived
T_Sample_Storage Characteristics of sample storage Derived
T_Sample_Analyses Characteristics of sample analyses Derived
T_Name List of sample names (common and scientific) Basic
T_Country List of countries where laboratories are located Basic
T_Region List of regions within each country Basic
T_Reference List of methods for obtaining data Basic
T_Unit List of units of expression for data Basic
1Tables containing metadata.
2Software developed by the Feed Information Service (SIA) for the management of feed information in laboratories.
3Basic = tables containing metadata; Derived = tables interrelating metadata.
4Real Decreto 56/2002, de 18 de enero, por el que se regulan la circulación y utilización de materias primas para la alimentación animal y la cir-
culación de piensos compuestos (Spanish legislation regarding the circulation and use of raw materials and compound feeds for animal feeding).
Table 2. Metadata included in Metatable T_Muestra (as an example) 
Metadata name Type Priority




Obligatory No limit Sample code in Califa Unambiguously identifies each sample
Cod_Laboratory Number 
(automatic)
Obligatory No limit Laboratory’s analysis code Unambiguously identifies each 
laboratory
Cod_Old Text Optional 12 Sample code in the laboratory Correlates Califa code with 
laboratory’s own code
Cod_Name Number Obligatory No limit Sample name code Connects to the T_Name table
Cod_Lab_Name Number Obligatory No limit Code of laboratory where 
name originated
Permits the simultaneous issuing of 
names in the different laboratories
Cod_Country Number Optional No limit Originating country code Connects to the T_Country table
Cod_Region Number Facultative1 No limit Originating region code in 
each country
Connects to the T_Region table
Date_Harvest Date/Time Optional No limit Sample collection date Permits the temporal specification of 
various sample processesDate_Entry Date/Time 
(automatic)
Obligatory No limit Date of sample entry in Califa
Observations Memo Optional No limit Notes regarding sample, 
analysis, and so on
Allows any nonstandardized metadata 
to be collected
LongitudeDeg Number Optional No limit Geographical coordinates 
of site where sample was 
obtained
Permits the geographical specification 
of the samplesLongitudeMin Number Optional No limit
LongitudeDir Text Optional 1
LatitudeDeg Number Optional No limit
LatitudeMin Number Optional No limit
LatitudeDir Text Optional 1
Altitude Number Optional No limit
FUA Date/Time 
(automatic)
Obligatory No limit Date of most recent sample 
information update
Identifies samples that have been 
modified since being added to general 
database
Hidden Yes/No Obligatory 1 Hides unused samples Allows the work interface to be 
improved and system resources to be 
optimized
1Value depends on the Cod_Country metadata.
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out that even prima facie high-quality data may be an 
important source of error if they are not properly docu-
mented. Clearly, the potential outputs of the system 
will depend on the quality of the data inputs (Harris 
and Kearl, 1975), but if data are correctly traced it will 
be possible to select only information with an adequate 
quality level for the desired purpose. Using metadata 
in the system therefore considerably improves the qual-
ity of the information. So SIA, following Burlingame 
(2004), endeavors to capture all the metadata available, 
not only those that refer to data processing, but also 
those that refer to the origin of the data (e.g., sampling, 
storage). For example, it is widely accepted that ana-
lytical data should be accompanied by the methodology 
used, but this methodology rarely includes metadata, 
such as repeatability and reproducibility, information 
that is essential to separate analytical from biological 
variability, the latter being the one that really matters 
(Rand, 1992).
The metadata structure developed involves the sepa-
ration of data into 2 large groups according to their 
quality, depending upon whether or not they come from 
accredited laboratories (i.e., those that demonstrate 
compliance with ISO/IEC 17025:2005 accreditation re-
quirements at accreditation international bodies that 
recognized the competence of laboratories). If they do, 
they are regarded as having greater objective quality, 
the laboratories having been subjected to a range of 
regular checks. In addition, SIA continuously scruti-
nizes its data, analyzing them in depth and if necessary 
rejecting them. The data-filtering protocol used looks 
for several kinds of irregularity: mathematical (e.g., 
values greater than 100 expressed as percentages) and 
nutritional variables. The nutritional variables include 
1) lack of coherence (e.g., NDF less than ADF), and 2) 
data outside the normal range of variation. For certain 
products and analyses there are enough data in the sys-
tem to establish a normal range of variation (e.g., CP 
in sunflower meal between 20 and 45% on DM basis). 
All data out of this range are revised. In case of less 
common products, where it is not possible to establish 
an objective range, the system alerts when new values 
are out of range of variation for previously included 
data.
The irregularities found are analyzed with the help 
of the data generator and a network of expert collab-
orators. This procedure is very effective in terms of 
locating, systematizing, and subsequently eradicating 
sources of recurring error. A certain percentage of the 
data, estimated at 1%, should be removed as atypical 
or even aberrant.
Legality. In principle, online accessibility of the in-
formation may take various forms: free access for all 
users, access limited to those who supply data to the 
system (Ostrowski-Meissner, 1984), and free access to 
certain metadata but limited access to analytical data 
(Schlotke, 1996; Luo et al., 2008). The latter approach 
has been adopted by SIA and its affiliates.
Financing. This is of fundamental importance to 
ensure the correct functioning of the system. The earli-
est documents relating to INFIC highlighted the need 
for economic support (Faichney, 1991). The SIA be-
longs to the University of Cordoba’s Central Research 
Support Service, whose specific activities are funded 
by various government bodies. This enables the affili-
ated organizations to receive access to server informa-
tion free of charge, subject to the conditions mentioned 
above, as well to as the Califa software for the manage-
ment of the information itself.
Information Collected
The SIA has a network of affiliated organizations 
that until now has generated more than 200,000 numer-
Table 3. List and characteristics of management metatables1 included in the database server2 
Metatable name Description Type3
T_Administrators List of people administering server Basic
T_Bank List of thematic databases Basic
T_Bank_TypeSample List of sample types in each data bank Derived
T_Specie List of animal species Basic
T_TypeSpecie List of animal groups according to feed characteristics Basic
T_Solicitor List of people with internet access to the data (registered users) Basic
T_Solicitor_Bank List of sample types accessible to each registered user Derived
T_History_Administrators History of administrators’ access to the server Basic
T_History_Users History of registered users’ online access to data Basic
T_Menu_Left List of website options Basic
T_Methodologies List of analytical method groups Basic
T_Methodologies_Ref List of methods included in each group Derived
T_TypeSample List of sample types Basic
T_Pages List of website pages Basic
T_Recommendation List of feed-use recommendations Basic
T_Submenu_Left List of website suboptions Derived
T_Sys_List_Reports List of server contents reports Basic
1Tables containing metadata.
2The database server puts together all laboratories data, many of them collected by Califa software.
3Basic = tables containing metadata; Derived = tables interrelating metadata.
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ical data plus corresponding metadata. As mentioned 
above, this information is stored on a single server, 
where it is organized in several thematic databases 
with a view to making the task of locating information 
easier. Currently SIA has 2 databases: a static database 
named Spanish Pastures, which contains bibliographi-
cal information published in Spain between 1960 and 
2000, compiled by the Spanish Society for the Study of 
Pastures (Spanish acronym: SEEP), and includes more 
than 140,000 data regarding technical aspects, compo-
sition, and nutritive value of Spanish pastures (Maroto 
et al., 2009); and a dynamic database named Animal 
Feeds, with analytical information originating from 
the laboratories of companies, universities, and official 
monitoring organizations, which nowadays holds more 
than 60,000 data regarding the composition and nutri-
tive value of the raw materials and compound feeds con-
sumed by Spanish livestock. On the other hand, both 
wet chemistry and near-infrared reflectance spectros-
copy (NIRS) analyses are included in SIA databases. 
It must be stressed that NIRS values are accepted by 
several international institutions as the Grain Inspec-
tion, Packers and Stockyards Administration (GIPSA), 
the Canadian Grain Commission (CGC), and the Asso-
ciation of Analytical Communities (AOAC). However, 
when NIRS data are included in the database, there are 
some differences regarding specific metadata (e.g., pre-
diction equation characteristics: number of samples for 
calibration, medium, minimum, and maximum values, 
SD, SE for calibration and prediction).
DISCUSSION
Institutions such as the Institut National de la Re-
cherche Agronomique (INRA), the National Research 
Council (NRC), and the Fundación Española para el 
Desarrollo de la Nutrición Animal (FEDNA) have each 
published their own feed tables. Traditionally these 
tables have been the main source of information re-
garding feed composition and nutritive value, but they 
have certain well-documented constraints (Tran and 
Lapierre, 1997). The tables are restricted in size and as 
a result cannot encompass the enormous range of feeds 
and nutrients in current use; the information that is col-
lected is difficult to track and the data are static, thus 
failing to reflect ongoing developments in the industry 
and in feed systems worldwide, which require the tables 
to be periodically updated. For solving these problems 
relating tables, the use of databases was considered.
The databases of the University of Utah (United 
States) and the Documentation Centre of Hohenheim 
(Germany) started operating in the early 1960s and are 
now seen as pioneers. These institutions used differing 
standards, so in 1971 the Food and Agriculture Orga-
nization (FAO) of the United Nations set up INFIC 
with the aim of coordinating efforts in this area (Harris 
and Kearl, 1975; Faichney, 1991). The INFIC failed to 
achieve its stated goals, leading to the establishment 
of regional initiatives. In Europe the initiative titled 
“Animal Feed and Nutrition, Harmonization of Feed 
Information and Achievement of its Appropriate Avail-
ability Throughout the EC” was developed with the 
intention of creating Feed Information Centres at the 
national level, connected by means of a large European 
database (Gómez et al., 1999). Although the project 
did not achieve the desired results, it did give rise to a 
variety of new initiatives that nowadays work indepen-
dently and draw together the information generated in 
different countries. The SIA is one of these.
Authors such as Alderman et al. (1982) and Tran 
and Lapierre (1997) have highlighted the underexploi-
tation of the information obtained by feed laboratories, 
despite the fact that its potential value is enormous if 
it is stored and arranged appropriately. This informa-
tion can be used in a variety of ways: to improve feed 
formulations and thus reduce animal emissions; as an 
aid in teaching activities; for the advancement of food 
safety; and for the development of sustainable agricul-
tural and fisheries policies. Thus, the system design is 
based on an improved exploitation of the information 
already being generated by the affiliated organizations 
for other purposes, once these have been met. Thus, 
data sets that have been used to test hypotheses in sci-
entific research and those from quality control in trade 
and industry are incorporated into the corresponding 
databases within the system. Here it is worth pointing 
out that, in contrast to similar frameworks described 
by several authors (Cashel, 1990; Murphy et al., 1991; 
Martínez-Burgos et al., 2009), SIA does not seek to 
obtain ad hoc information.
A major important advantage of this system is that 
no additional cost is generated by data collection, al-
though collection requires a certain homogenization of 
the data-recording process by the associated laborato-
ries. In addition, overall SIA supervision is essential to 
avoid errors. In return, the system ensures more effi-
cient monitoring of the results of laboratories, improves 
quality by using metadata, and ensures data saving and 
availability. This system, if reproduced at an interna-
tional level, could give rise to an improved exploitation 
of the information produced globally.
Data homogenization is an essential factor (Xu, 
2007). Among the data to be homogenized, one impor-
tant item is sample identification. Numerous solutions 
are used to describe feed, but they can all be classified 
according to 2 fundamental criteria: the grouping of 
concepts (hierarchical or faceted) and the mode of ex-
pression (i.e., thesaurus-controlled vocabulary vs. free 
text; Antoniewicz, 1995; Tran, 1996). Most of these 
standards are rejected by users, for example, the INFIC 
numbering system, used and subsequently abandoned 
by the Journal of Animal Science, or the LanguaL the-
saurus, described as complex and time-consuming (Ire-
land and Møller, 2000). The SIA has therefore designed 
its own descriptive system inspired by the INFIC stan-
dard: product-part-process-quality.
The transparency and openness of information are 
regarded as part of the scientific method, given that 
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they advance both science and innovation (Xu, 2007; 
Xianxue et al., 2008). In fact, although the data shar-
ing concept is relatively new, several authors, including 
Stewart (1991), stressed years ago the need to share 
data, particularly in the case of research results. Even 
so, there are misgivings about the inclusion of infor-
mation that is regarded as proprietary in a structure 
such as that described here. An interesting example of 
this involves research results that are in the process of 
being published. Concern has been expressed regard-
ing the possible conflict between the inclusion of the 
information in systems such as this and the copyright 
held by scientific publications, despite the fact that the 
copyright applies only to the literal content of the pub-
lished paper and not to the data used in its production. 
However, to avoid these concerns and to guarantee the 
correct use of the information supplied by the affiliated 
organizations, SIA provides the option of designating 
data included in Califa that are withheld from the serv-
er, thus ensuring the confidentiality of the source infor-
mation until it reaches the publication concerned.
As far as future developments are concerned, SIA has 
information, not yet added to the server, which could 
enable the development of 2 new databases: a Com-
pound Feed Ingredients database, covering the percent-
ages of raw materials and supplements in feeds, and a 
Preserved Samples database, aimed at promoting the 
use of feed samples tested for certain nutritive proper-
ties and stored in proper conditions. These samples are 
of interest due to their potential role as reference stan-
dards in various analytical tests (e.g., in vitro, NIRS).
In conclusion, the work undertaken to date highlights 
the heterogeneity of the information generated. Inter-
communication between laboratories, facilitated by the 
structure described in this paper, enables data and 
technology standards to be homogenized. The need to 
encourage a culture of data sharing clearly exists, even 
supported by international policies, but there are still 
serious misgivings. The SIA experience suggests that 
social and academic recognition of participation in this 
kind of activity may represent a way of fostering its 
development. Meanwhile the system has revealed the 
existence of a large number of imprecise or erroneous 
(or both) data that slip through the normal filters, even 
reaching scientific publications. The design of the struc-
ture incorporates a series of mathematical and biologi-
cal filters, enabling the detection of invalid information. 
Even so, further development is required to improve 
detection procedures and the interpretation of anoma-
lies. In this respect, the joint analysis of large volumes 
of information constitutes an invaluable source of ex-
pertise, enabling not only the study of normal ranges of 
variation, but also the influence on such ranges of feed 
characteristics.
LITERATURE CITED
Alderman, G., W. P. Barber, and M. H. Stranks. 1982. Databases 
for the composition and nutritive value of animal feeds. Pages 
91–110 in Recent Advances in Animal Nutrition. W. Haresign, 
ed. Butterworths, London, UK.
Antoniewicz, A. M. 1995. A new feed description and numbering 
system designed for feed value database.  Anim. Feed Sci. Tech-
nol.  53:1–8.
Burlingame, B. A. 1996. Development of food composition data-
base management system: The New Zealand experience.  Food 
Chem.  57(Suppl. 1):127–131.
Burlingame, B. A. 2004. Fostering quality data in food composi-
tion databases: Visions for the future.  J. Food Compost. Anal. 
17:251–258.
Cashel, K. 1990. Compilation and scrutiny of food composition data. 
Food Aust.  42(Suppl. 8):36–44.
Faichney, G. J. 1991. The INFIC experience: Developing a system 
for animal feed data exchange. Pages 108–112 in Proc. 16th 
Annual Scientific Meeting of the Nutrition Society of Australia, 
Camberra, Australia.
Gizzi, G., and D. I. Givens. 2004. Variability in feed composition 
and its impact on animal production. http://www.fao.org/DO-
CREP/Article/Agrippa/X9500E03.HTM. Accessed Feb. 20, 
2009.
Gómez, A., V. Fernández, A. Garrido, and I. Rodríguez. 1999. El 
Centro de Información sobre Alimentos.  ITEA  20(Suppl. 
2):559–561.
Greenfield, H. 1991. Food composition data bases: Implications for 
spectral data bases for foods. Pages 8–17 in Proc. Group Meet-
ing FLAIR QUEST Concerted Action, Rhodes, Greece.
Harris, L., and L. C. Kearl. 1975. International collection and dis-
semination of information on animal feeds.  World Anim. Rev. 
14:9–15.
Ireland, J. D., and A. Møller. 2000. Review of international food 
classification and description.  J. Food Compost. Anal.  13:529–
538.
Luo, Q., B. Xiong, and Z. Peng. 2008. Scientific data integration 
and sharing service of animal & veterinary sciences in China. 
Accessed Nov. 14, 2009. http://www.codata.org. 
Maroto, F., A. Gómez, J. E. Guerrero, and A. Garrido. 2008. Pro-
puesta para la homogenización de la información sobre alimen-
tos: Aplicación a la base de datos “Pastos Españoles (SEEP)”. 
Pastos  38(Suppl. 2):141–184.
Maroto, F., A. Gómez, J. E. Guerrero, and A. Garrido. 2009. Base 
de datos “Pastos Españoles (SEEP)”. Proceso de construcción y 
disponibilidad en internet. Pages 187–196 in Proc. 48th Anual 
Scientific Meeting Spanish Society for the Study of Pastures: 
La multifuncionalidad de los pastos: producción ganadera sos-
tenible y gestión de los ecosistemas, Huesca, Spain.
Martínez-Burgos, M. A., I. Martínez-Victoria, R. Milá, A. Farrán, R. 
Farré, G. Ros, M. D. Yago, N. Audi, C. Santana, M. B. López-
Millán, S. Ramos-López, M. Mañas, and E. Martínez-Victoria. 
2009. Building a unified Spanish food database according to 
EuroFIR specifications.  Food Chem.  113:784–788.
Murphy, S. P., S. W. Weinberg-Andersson, C. Neumann, K. Mul-
ligan, and D. H. Calloway. 1991. Development of research nu-
trient data bases: An example using foods consumed in rural 
Kenya.  J. Food Compost. Anal.  4:2–17.
Ostrowski-Meissner, H. T. 1984. New mode of operation of the Aus-
tralian Feed Information Center (AFIC).  Proceedings of the 
Nutrition Society of Australia  9:172. (Abstr.)
Polacchi, W. 1987. Standardized food terminology: An essential ele-
ment for preparing and using food consumption data on an 
international basis.  Food Nutr. Bull.  8(Suppl. 2):66–68.
Rand, W. M. 1992. Experimental design for food composition data 
analysis.  J. Food Compost. Anal.  5:267–268.
Schlotke, F. 1996. Using Internet services to improve food data ex-
change.  Food Chem.  57(Suppl. 1):137–143.
Schlotke, F., W. Becker, J. Ireland, A. Møller, M. L. Ovaskainen, 
J. Monspart, and I. Unwin. 2000. EUROFOODS recommen-
dations for food composition database management and data 
interchange.  J. Food Compost. Anal.  13:709–744.
Stewart, K. K. 1991. Food composition databases: New perspectives 
on an old topic.  J. Food Compost. Anal.  4:1.
Metadata framework for sharing feed information 887
 by ADSA Journals on June 13, 2011jas.fass.orgDownloaded from 
Thacker, P. 2002. International relevance of feed composition infor-
mation. Pages 53–56 in Scientific Advances in Animal Nutri-
tion: Promise for the New Century. Natl. Acad. Press, Wash-
ington, DC.
Tran, G. 1996. Proposal for a European feed naming system. Pages 
1–17 in Concerted Action Animal Feed and Nutrition. Project 
number 2266, Working Group on Feed Nomenclature, Brussels, 
Belgium.
Tran, G., and O. Lapierre. 1997. The French feed database: A na-
tional network for collecting and disseminating data about feed-
stuff composition and nutritive value. Pages 105–108 in 1th Eu-
ropean Conference for Information Technology in Agriculture, 
Copenhagen, Denmark.
Unwin, I. D., and W. Becker. 1996. The Component Aspect Identifier 
for compositional values.  Food Chem.  57(Suppl. 1):149–154.
Xianxue, M., L. Sijing, and Z. Guomin. 2008. Data sharing practice 
in agricultural science domain. Accessed Nov. 12, 2009. http://
www.codata.org.
Xu, G. H. 2007. Open access to scientific data: Promoting science 
and innovation.  J. Data Sci. Open Data Issue  6:21–25.
Maroto-Molina et al.888




Proyecto “Tipificación, Cartografía y Evaluación de los 
Pastos Españoles”. Base de datos del área de Dinámica 
Productiva y Valoración Nutritiva de Pastos 
 
A. Gómez-Cabrera, F. Maroto-Molina, J.E. Guerrero-Ginel, A. Garrido-Varo y 
grupos de trabajo del área 
 
XLVII Reunión Científica de la Sociedad Española para el Estudio de los Pastos: 











PROYECTO “TIPIFICACIÓN, CARTOGRAFÍA Y EVALUACIÓN DE 
LOS PASTOS ESPAÑOLES”. BASE DE DATOS DEL ÁREA DE 
DINÁMICA PRODUCTIVA Y VALORACIÓN NUTRITIVA DE PASTOS 
A. GÓMEZ CABRERA1, F. MAROTO MOLINA2, J.E. GUERRERO GINEL1, A. GARRIDO 
VARO1 Y GRUPOS DE TRABAJO DEL ÁREA* 
1Dpto. Producción Animal y 2Servicio de Información sobre Alimentos (SCAI) 
Universidad de Córdoba. Campus de Rabanales 
Ctra. Nacional IV, Km 396 14014 Córdoba (España) 
RESUMEN 
Se ha utilizado el programa CALIFA, del Servicio de Información sobre Alimentos (SIA) de la 
Universidad de Córdoba, previa actualización, para crear una base de datos con toda la 
información recogida por los grupos de investigación que participaron en el área de dinámica 
productiva y valoración nutritiva de pastos, del proyecto “Tipificación, Cartografía y Evaluación de 
los Pastos Españoles”, patrocinado por la Sociedad Española para el Estudio de los Pastos 
(SEEP). 
En el presente trabajo se presentan las características de la base de datos conjunta, así como 
las condiciones establecidas para la homogeneización de los datos y la funcionalidad del 
programa de gestión. La información analizada hasta este momento corresponde a la obtenida 
por los grupos de Andalucía (oriental), Aragón, Asturias, Baleares, Canarias, Cantabria, Castilla 
La Mancha, Castilla León (oriental), La Rioja y Madrid, estando aún pendientes las del País 
Vasco, Andalucía (Occidental) y Extremadura. Se han incorporado a la base de datos un total de 
7381 muestras, que incluyen más de 1400 materias primas diferenciadas y hasta 121 
parámetros distintos, de cada uno de los cuales se podrán obtener sus correspondientes 
estadísticos descriptivos. 
La información, una vez completada y depurada, estará disponible en la SEEP 
(www.seepastos.es) y el SIA (www.uco.es/sia).  
Palabras clave: Composición química, valor nutritivo, producción. 
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La Sociedad Española para el Estudio de los Pastos (SEEP), promovió el proyecto de 
transferencia de resultados de investigación “Tipificación, Cartografía y Evaluación de los Pastos 
Españoles” (Ferrer y San Miguel, 2000) denominado en adelante proyecto “T.C.E. Pastos 
Españoles”, con el fin de sintetizar y sistematizar la información y los resultados de la 
investigación sobre los pastos españoles, dispersa en más de 2000 publicaciones científicas 
desde el inicio de la Sociedad. Un total de 155 investigadores españoles se organizaron en 19 
grupos de trabajo territoriales, de acuerdo a cinco áreas temáticas, entre las cuales, la dedicada 
a la dinámica productiva y valoración nutritiva de pastos, se encargó de recoger la información 
disponible sobre la producción y la calidad de todos los tipos de pastos españoles evaluados en 
ese tiempo. 
Por otra parte, en el Servicio de Información sobre Alimentos de la Universidad de Córdoba, se 
ha venido trabajando para la creación de un Banco Nacional de Datos sobre la composición y el 
valor nutritivo de los alimentos para los animales utilizados en España y, en particular, sobre los 
pastos españoles. En el trabajo presentado a la XLII Reunión Científica de la SEEP, Gómez 
Cabrera et al., (2003) describían las características del programa CALIFA, diseñado para la 
gestión de la información asociada a las muestras, integrado por tres subprogramas: el particular 
de cada uno de los laboratorios implicados; el de gestión de la base de datos conjunta y el de 
consultas de la base de datos a través de internet. 
Los programas de gestión estaban realizados en lenguaje Access de Microsoft, lo que suponía la 
necesidad de actualizar sus contenidos para adecuarlos a cada una de las actualizaciones del 
paquete Office, ya que, a pesar de lo que pudiera creerse a priori, las actualizaciones no eran 
estrictamente compatibles. Por otra parte, en el intento por automatizar las consultas al máximo, 
se utilizaban códigos numéricos para la identificación de las muestras. Ello suponía, además de 
una dificultad añadida al registro de la información, la necesidad de establecer algo que no se 
había podido alcanzar a nivel internacional, la construcción de un sistema de codificación 
aceptable por todos los usuarios. 
Para resolver ambos problemas y otros, como los derivados del trasvase automático de 
información a partir de otras las bases de datos, se han llevado a cabo diversas modificaciones. 
A continuación se describen las principales características del programa informático, así como el 
estado actual del proceso de incorporación de los datos del proyecto “T.C.E. Pastos Españoles”. 
MATERIAL Y MÉTODOS 
Características actuales del programa CALIFA 
Dispone de un programa de gestión propio, en Visual Basic, por lo que es independiente de la 
versión que posea el usuario del paquete de Microsoft Office. 
Se elimina el código numérico empleado en las versiones anteriores, utilizándose como 
sistema de identificación de la muestra únicamente el nombre, que mantiene la estructura 
secuencial ya tradicional (INFIC y UE): “producto”, “parte” del mismo, “proceso” utilizado para 
su obtención. En su caso, a estos conceptos se les pueden añadir otros como el número de 
corte, el estado vegetativo, las condiciones de procesado y/o la calidad comercial. 
Aunque el ideal sería el utilizar un conjunto de palabras idénticas para la denominación de un 
mismo producto, es posible mantener la funcionalidad del programa sobre la base de datos 
generada, utilizando términos que se consideren equivalentes, aunque es imprescindible 
mantener la ordenación de conceptos establecida. Así, el clásico heno de alfalfa pasaría a ser 
alfalfa forraje henificado o alfalfa henificada o alfalfa heno, al considerarse que la parte 





nomenclator de la SEEP. Esta denominación puede verse acompañada de otros conceptos, 
como 1er corte, floración, buen tiempo, etc. 
El programa presenta tres módulos: Registro de muestras, estadísticas y accesorios 
auxiliares 
El primer módulo (Registro de muestras) supone el acceso a los datos de todas las muestras 
introducidas en el programa. Se recogen, entre otros, el número y nombre de la muestra, los 
análisis realizados, el nombre del analista, y en su caso las referencias bibliográficas o 
metodológicas, el peso de muestra conservado y las fechas de recogida y de análisis.  
En la pantalla de registro de muestras se pueden realizar directamente cambios sobre todos los 
datos recogidos, lo que facilita enormemente el uso del programa. Además, desde esta misma 
pantalla se puede realizar la introducción de nuevas muestras y análisis y la eliminación de las 
ya existentes. Existen diversos mecanismos para facilitar la introducción de nuevas muestras. 
Así, si la muestra es similar a la introducida anteriormente, se mantiene activa toda la 
información cambiando únicamente el nombre de la muestra. Si la muestra es distinta el 
programa dispone de un menú despegable donde se puede elegir de entre todos los nombres 
introducidos anteriormente. En el caso de que el nombre que se busca no exista en la base de 
datos se pueden añadir nuevos nombres desde otra de las pantallas del programa, como se 
indica posteriormente. 
El segundo de los módulos (Estadísticas) permite obtener la media, el máximo y mínimo y la 
desviación típica de los valores de los análisis de cada tipo de muestras. La selección de 
muestras se realiza por nombre (común o latino), pudiendo obtenerse los resultados de uno o 
varios tipos de muestras simultáneamente. Estos resultados se pueden imprimir directamente 
desde Califa. 
El tercero y último de los módulos (Auxiliares) permite la gestión de todas las listas que se 
utilizan para el funcionamiento del programa (nombre de la muestra, determinaciones, 
unidades,…). Desde las diversas opciones que se ofrecen al desplegarse la ventana, se pueden 
añadir nuevos elementos al programa, que quedarán codificados con dos cifras; la primera se 
refiere al laboratorio de origen de los datos y la segunda es un código autonumérico. El conjunto 
de ambas cifras evita las duplicidades una vez que los datos se incorporen al programa conjunto, 
donde los gestores del Banco de Datos llevarán a cabo los procesos de homogenización que 
sean necesarios. 
Para terminar con este módulo se describen dos herramientas que dan al programa una gran 
versatilidad. La primera de ellas es la de Importación de datos; con esta herramienta se pueden 
incorporar directamente a Califa datos que ya estén introducidos en una hoja de Excel, 
asignando cada columna a un campo determinado del programa. La segunda herramienta 
(Búsquedas y modificaciones múltiples) permite llevar a cabo búsquedas en función de 
múltiples conceptos (nombre de la muestra, análisis, unidad, fecha de recogida, etc.). Una vez 
realizada la búsqueda, Califa permite la realización de cambios masivos sobre la misma y la 
exportación de los datos a un formato de Excel para trabajar con ellos. 
Proceso de incorporación de datos del proyecto “T.C.E. Pastos Españoles”  
El proceso de incorporación de los datos del proyecto “T.C.E. Pastos Españoles” a Califa se 
basa fundamentalmente en la importación de tablas de Excel a través del módulo 
correspondiente del programa. Para ello hay que establecer la correspondencia entre los campos 
existentes en la tabla y los correspondientes de Califa, previo ajuste de los contenidos de 
aquella. En algunos casos los datos proporcionados se encontraban en formatos distintos (Word 
y SPSS), por lo que ha sido necesaria una transformación previa antes de su introducción en 
Califa.  
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Uno de los mayores problemas a resolver es la denominación de las muestras. El objetivo es 
que, siguiendo la sistemática que se indicó anteriormente, el nombre de cada materia prima 
incluya la máxima información posible, para poder discriminar entre muestras. Sin embargo, en 
la mayoría de las tablas proporcionadas por los grupos de investigación los componentes del 
nombre de la muestra (producto, parte, procesado y otros) se recogen en distintas columnas, por 
lo que antes de realizar la importación todos los datos se deben incorporar en el mismo campo 
de Excel. A pesar de la existencia del Nomenclátor aprobado por la SEEP (Ferrer et al., 2001) no 
siempre hemos encontrado respuesta en el mismo a alguna de las dudas planteadas. Las 
decisiones tomadas suponen, en todo caso, una propuesta para ser debatida en el seno de la 
Sociedad.  
En el caso de nombres genéricos, como prado o pastizal (crecimiento natural), pradera 
(cultivada) etc, se les ha considerado como el producto, indicando hierba o forraje como la parte. 
En este caso, hierba hace referencia a los alimentos que son consumidos a diente, mientras que 
forraje se refiere a los alimentos segados. En los pastos arbustivos y arbóreos se establecen las 
analogías hierba por ramoneo y forraje por ramón. Nótese que esto hace imposibles 
combinaciones como “Prado hierba ensilada”, ya que el tratamiento de ensilado requiere la siega 
previa del forraje.  
En el caso de mezclas simples, como la asociación veza-avena, el nombre del producto se 
antecede de Mezcla, por ejemplo, “Mezcla avena veza forraje”.  
En los pastos de arbustos o montes mayoritariamente arbustivos el término general utilizado es 
el de “Pasto arbustivo”. Si se trata del aprovechamiento de los arbustos a diente la muestra se 
denominará como “Pasto arbustivo ramoneo”; si fuera el conjunto de la hierba y el ramoneo de 
una zona de monte, se usará solamente el término “Pasto arbustivo”. 
Todos los pastos de zonas secas que suelen agostarse en verano se incluirán como pastizal, 
incluyéndose las denominaciones dehesa, majadal y similares como características secundarias 
de la muestra. 
En la tabla 1 se recogen los principales términos utilizados en la descripción de las muestras 
incorporadas en Califa hasta el momento. 
El mismo problema de dispersión de datos se ha dado en las fechas de recogida de las 
muestras. En la mayoría de los casos los grupos de investigación indican el mes y el año de 
recogida en distintas columnas, por lo que de nuevo se deben aunar todos los datos en el mismo 
campo y ajustarlo al formato día, mes, año (00-00-0000) que utiliza el programa. 
Tabla 1. Términos utilizados en la formación del nombre de las muestras 
Producto Parte Proceso Características secundarias 
Nombre individual 










































Año del ciclo productivo 













En los valores numéricos no siempre aparece la coma para la separación de los decimales. En 
algunos casos, se han detectado tablas que incorporan, para un mismo análisis, resultados 
expresados en distintas unidades e, incluso, resultados que no incluyen la unidad de medida, 
ofreciendo dudas sobre su valor real. Todos estos datos deben ser homogenizados antes de su 
incorporación al programa, a la vez que depurados de errores cometidos en su trascripción, lo 
cual no siempre es posible. 
Por otra parte, Califa dispone de un campo de texto donde se pueden incorporar todo tipo de 
datos secundarios relacionados con la muestra. Sin embargo, hay que tener en cuenta la forma 
de expresión de estas observaciones en el documento de Excel antes de su importación, por 
ejemplo, si nuestra tabla dispone de una columna titulada “zona de origen”, en la que 
consignamos el nombre de cada localidad individualmente (ej.: Córdoba), la importación directa a 
Califa haría que apareciera en el campo de observaciones la palabra “Córdoba”, que por si sola 
no supone una información adecuada. Por ello, hay que incorporar el encabezamiento del campo 
en cada una de las casillas, para que apareciera el texto “Zona de origen: Córdoba”. 
RESULTADOS Y DISCUSIÓN 
A fecha de redacción de este artículo se han incorporado un total de 7381 muestras y 49224 
análisis de pastos de las comunidades autónomas de Andalucía (Oriental), Aragón, Asturias, 
Baleares, Canarias, Cantabria, Castilla La Mancha, Castilla León (Oriental), La Rioja y Madrid. 
Entre estos datos se incluyen unas 1400 materias primas diferenciadas y 121 análisis distintos. 
Además, en estos momentos se está trabajando en la incorporación de las tablas 
proporcionadas por los grupos de Castilla León (Occidental), Galicia, País Vasco, Andalucía 
(Occidental) y Extremadura. 
Las materias primas introducidas se pueden clasificar en los siguientes grupos: 
Prados, praderas, pastizales y pastos de puerto, que en general se refieren a comunidades 
vegetales complejas que suelen aprovecharse en pastoreo, aunque también sea posible el 
segarlas y aprovechar el forraje. En algunos casos estas muestras disponen de datos sobre su 
composición botánica, que se incorporan en el campo de observaciones. En total, se dispone de 
algo más de 1400 muestras. 
Forrajes y otros productos de leguminosas y gramíneas cultivadas, entre las que destacan 
por su gran número y variabilidad de partes, procesos y calidades las muestras de alfalfa y 
raigrás. Alrededor de 4400 muestras. 
Ramones de plantas arbustivas y arbóreas, predominando las muestras de los géneros 
Quercus y Olea. También se encuentran una gran cantidad de datos de diversos arbustos 
autóctonos de las Islas Canarias. Algo más de 300 muestras. 
Plantas herbáceas no cultivadas. En este grupo es donde la variabilidad es máxima, con gran 
cantidad de muestras distintas, aunque con pocas repeticiones. Gran parte de estas muestras no 
disponen de nombre común, por lo que se describen solamente con su denominación en latín. 
Unas 500 muestras. 
Otros: pulpas, raíces, etc que, como alimentos para el ganado, se incluyen en el concepto de 
“Pasto” según el Nomenclátor de la SEEP. Alrededor de 700 muestras. 
En la tabla 2 se pueden observar algunos de los valores correspondientes al conjunto de los 
forrajes de alfalfa desecados. 
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Tabla 2. Estadísticos descriptivos de los valores del forraje de alfalfa desecada 
Análisis Unidades Nº Media Mínimo Máximo Dv. Típica 
Cenizas %ms 148 10,92 7,85 16,82 1,62 
Extracto etéreo %ms 121 3,31 2,03 4,35 0,48 
Proteína bruta %ms 155 20,46 10,90 27,90 2,65 
Fibra bruta %ms 129 24,86 17,59 38,20 2,89 
Fibra neutro detergente %ms 22 46,80 39,40 54,50 3,82 
Fibra ácido detergente %ms 22 36,26 30,20 43,40 3,34 
Lignina ácido detergente %ms 5 6,72 5,48 7,91 0,95 
Lisina %ms 16 1,00 0,68 1,30 0,21 
Metionina %ms 12 0,20 0,10 0,39 0,08 
Calcio %ms 123 2,06 1,18 2,87 0,29 
Fósforo %ms 123 0,26 0,16 0,45 0,04 
Digestibilidad vivo ms rumiantes  % 1 52,90 52,90 52,90  
Carotenos totales ppm 119 289,50 158,00 486,00 59,17 
Xantofilas totales ppm 119 607,18 330,00 1 154,00 131,85 
Producción anual Kg ms/ha 5 7 960,00 7 600,00 8 500,00 350,71 
 
CONCLUSIONES 
La creación de esta base de datos culmina la puesta en valor del esfuerzo investigador que se 
ha llevado a cabo en España desde el año 1960, en el área de valoración de pastos, rescatado a 
través del proyecto “Tipificación, Cartografía y Evaluación de los Pastos Españoles” (INIA-CCAA 
Nº 0T00-037.C17).  
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PROJECT "TYPIFICATION, CARTOGRAPHY AND EVALUATION OF 
SPANISH PASTURES". DATABASE IN AREA OF PRODUCTIVITY 
AND NUTRITIVE EVALUATION OF PASTURES 
SUMMARY 
Software CALIFA, from the Feed Information Service (SIA) at the University of Cordoba, has 
been used, previous updating, to create a database with all the information gathered by the 
research groups that participated in the area of productivity and nutritive evaluation of pastures in 
the project "Typification, Cartography and Evaluation of Spanish Pastures", sponsored by the 
Spanish Society for the Study of Pastures (SEEP).  
Besides database characteristics, data homogenization conditions and management software 
functionality are described in this paper. The information analysed was obtained by the groups of 
Eastern Andalusia, Aragon, Asturias, Baleares, Canary Islands, Cantabria, Castilla La Mancha, 
Eastern Castilla Leon, Rioja and Madrid. A total of 7381 samples have been entered in the 
database, which include more than 1400 different raw materials and up to 121 different 
parameters. From each one of them, the corresponding statistical descriptive information can be 
obtained. 
This information, once completed and cleaned, will be available in SEEP (www.seepastos.es) 
and in SIA (www.uco.es/sia) websites. 
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Se ha llevado a cabo un proceso de agrupación e informatización de los datos recogidos 
por los 19 grupos de investigadores del área de dinámica productiva y evaluación nutritiva 
de pastos del proyecto de “Tipificación, Cartografía y Evaluación de Pastos Españoles” (INIA-
CCAA Nº 0T00-037.C17). 
En la homogenización de los datos se ha seguido un proceso de metadatación para 
facilitar la generalización del sistema y el análisis de los datos. 
El resultado supone una base de datos que contiene 21 215 muestras y 143 201 valores 
analíticos, con 3 287 nombres diferentes de muestra, 219 determinaciones, 33 unidades de 
expresión y 342 referencias bibliográficas. Dicha base de datos de “Pastos Españoles (SEEP)” 
puede ser consultada a través de la página web del SIA (www.uco.es/sia). 
Palabras clave: composición nutritiva, metadatos, alimentos, alimentación animal. 
 
INTRODUCCIÓN 
La idea de recopilar la información disponible en España sobre sus pastos surgió a 
finales del siglo pasado, en el seno de la Sociedad Española para el Estudio de los Pastos 
(SEEP). En sus orígenes el proyecto pretendía recopilar, revisar, elaborar y sintetizar la 
información más relevante sobre los pastos españoles, con la idea de preparar uno o varios 
documentos que pudieran servir de obra de consulta para los interesados en el tema. Ya en 
los primeros documentos relativos a la organización del proyecto se contemplaba la 
posibilidad de elaborar una monografía por unidad territorial y un documento de síntesis 
global. Igualmente se destacaba que, aunque el esfuerzo de recopilación iba a ser muy 
importante, debía serlo aún más el de síntesis, pues el objetivo principal del proyecto era 
“hacer algo útil y manejable”. 
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Para organizar el trabajo se dividió el territorio nacional en 19 unidades, 
correspondientes a las distintas Comunidades Autónomas, estando divididas en dos las de 
Andalucía y Castilla y León (oriental y occidental). En este proyecto participaron más de 200 
científicos de las universidades y organismos públicos de investigación de España.  
Por otro lado, se organizó el trabajo de cada unidad territorial en 7 unidades temáticas: 
“Tipología y ecología de pastos”, “Pastos naturales”, “Pastos de origen agrícola”, “Dinámica 
productiva y evaluación nutritiva de pastos”, “Producción animal”, “Cartografía” y “Aspectos 
económicos y sociales de los pastos”. 
El proyecto fue financiado por el Instituto Nacional de Investigación y Tecnología Agraria 
y Alimentaria (INIA) (70%) junto con las comunidades autónomas (30%) por valor de 140 
millones de pesetas. La duración prevista del proyecto era de 3 años (2001-2003) siendo 
prorrogado un año más. 
Se ha realizado una búsqueda bibliográfica en la red con el fin de detectar los resultados 
que el proyecto ha generado hasta el momento. Para ello se han utilizado las bases de datos 
de fuentes bibliográficas “SCOPUS” y “Google académico”. Las palabras clave utilizadas han 
sido: “tipificación”, cartografía”, “evaluación” y “pastos españoles”. Los documentos 
localizados se enmarcan fundamentalmente en los campos temáticos de cartografía y/o 
tipología y ecología de pastos, sobresaliendo las comunicaciones a Congresos (Alfaro et al., 
2004; Barrantes et al., 2005 y 2005b; Erena et al., 2003, 2004 y 2004b; Fanlo et al., 2005; 
García et al., 2005; Gulías et al., 2005; Méndez et al., 2005; Reiné et al., 2005 y 2005b; 
Robledo et al., 2004; etc) y, en menor medida, los artículos (Manent et al., 2006; Robles y 
González-Rebollar, 2006), así como monografías, que en el área de “Dinámica productiva…” 
han sido editadas solamente por algunos grupos territoriales, como Cantabria, Baleares y 
Murcia. También se ha localizado un capítulo dedicado a los resultados del proyecto en el 
libro “Pastos del Pirineo” (Ferrer et al., 2008). Posteriormente, mediante consulta a 
responsables del proyecto, se ha confirmado la existencia de múltiples publicaciones 
procedentes de éste que no han sido detectadas en la red con el sistema descrito. Esto 
supone que, si bien la labor de síntesis ha sido muy importante, los resultados obtenidos en 
el proyecto siguen siendo publicaciones dispersas (aunque en menor medida) y difícilmente 
localizables en muchos casos. 
En relación con los resultados del área de “Dinámica productiva y evaluación nutritiva 
de pastos”, casi todos los grupos territoriales disponían de almacenes estáticos de datos en 
forma de hojas de MS Excel o formatos similares, cuando surge la posibilidad de 
colaboración entre la SEEP y el Servicio de Información sobre Alimentos (SIA) para la 
creación de una base de datos que incluya la información recogida por estos grupos de 
trabajo.  
El SIA es un Servicio Centralizado de la Universidad de Córdoba. Sus orígenes se 
encuentran a principios de los 90, con el desarrollo en dicha Universidad de un “Banco de 
Materiales Biológicos”, uno de cuyos componentes era el “Banco de Muestras de Alimentos 
Valorados” (Gómez et al., 1993). Pronto surgió la idea de adjuntar un Banco de Datos al 
Banco de Muestras, de forma que toda la información asociada a las muestras conservadas 
fuera almacenada y se encontrara accesible a los potenciales usuarios. Con este fin se 
desarrolló un programa informático de gestión de la información, que se bautizó como 
CALIFA (Gómez et al., 1995).  
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El objetivo que se persigue con la creación de esta base de datos de los “Pastos 
Españoles” es el que se señaló en los orígenes del proyecto: “hacer algo útil y manejable con 
la información rescatada en el proyecto de los pastos españoles”. Esto dio lugar a una serie 
de actuaciones que, de forma resumida, se describen a continuación. 
 
MATERIAL Y MÉTODOS 
Construcción de la base de datos 
Para la construcción de la base de datos se ha seguido un proceso de metadatación para 
facilitar la generalización del sistema de registro y el análisis de la información. Los 
metadatos constituyen información sobre datos numéricos, organizados de forma que los 
analistas, los que toman las decisiones, los que resuelven problemas y los gestores de los 
sistemas, conozcan lo suficiente sobre los datos numéricos para deducir sobre la 
probabilidad de realizar un uso válido y apropiado de los mismos (Liston y Dolby, 1982). 
En la comunicación presentada en la XLVII Reunión de la SEEP (Gómez et al., 2008) se 
hacía referencia a gran parte de los problemas encontrados durante el proceso de 
importación de datos. En general, todos los problemas se pueden englobar en dos grandes 
grupos: aquellos debidos al aporte de una información deficiente y los provocados por la 
diversidad de formas de expresión de un mismo concepto.  
A modo de ejemplo, del primer grupo de problemas se puede decir que una muestra 
descrita simplemente como “maíz” no queda suficientemente definida, ya que ni siquiera se 
puede saber a qué parte del cultivo se refiere. Además, en caso de conocerlas, se deberían 
añadir otras muchas características definitorias de la muestra, como puede ser el estado 
fenológico, en el caso de los forrajes. Lo mismo ocurre con un análisis que se describe 
únicamente como “digestibilidad in vitro”, debido a la diversidad de métodos susceptibles 
de ser utilizados dentro de esta técnica y a la heterogeneidad de sus resultados. Más grave 
es el caso en el que la información no es incompleta, sino inexistente; por ejemplo, ha sido 
muy habitual que los datos recogidos no se acompañasen de las unidades de expresión, ni 
de las referencias bibliográficas donde aclarar estas dudas.  
El segundo grupo de problemas, o sea, la diversidad de formas de expresión, afecta a 
todos los conceptos asociados a una muestra. Así, se pueden encontrar términos distintos 
para un mismo nombre común (cebadilla = bromo, referido a Bromus wildenowii), algo que 
puede deberse al uso de términos locales, pero y ello es menos conocido, también se 
produce en el caso del nombre latino (Oryzopsis milliacea = Piptatherum miliaceum). Lo 
mismo ocurre con las partes utilizadas (corona = cabeza), los estados vegetativos (gemación 
= abotonamiento), las determinaciones analíticas (grasa bruta = extracto etéreo), etc. 
Un caso particularmente complejo se produjo en relación con los valores productivos, 
en los que la variabilidad encontrada ha sido mucho mayor a la esperada. Así, la base de 
datos incluye: producciones anuales (en el caso de los cultivos plurianuales desde el año de 
establecimiento hasta el sexto ciclo, así como valores medios de todos los años de duración 
del cultivo), producciones mensuales (enero a diciembre), producciones estacionales 
(primavera, verano, otoño e invierno), producciones de cada corte (desde el primero al 
décimo) así como de un conjunto de cortes (por ejemplo, producción conjunta de los tres 
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primeros cortes), producciones individuales (de una planta, en el caso de arbustos) y 
producciones de poda (con distinto intervalo entre podas).  
A pesar del gran número de parámetros que se han definido, existe una cantidad 
relativamente importante de valores en la base de datos que no se han podido catalogar 
bajo ninguno de los conceptos anteriores, debido fundamentalmente a que no se aportaba 
la información necesaria en las tablas originales de los grupos de trabajo. Ha sido muy 
común que los valores productivos se describieran simplemente como “producción”. En gran 
parte de los casos, este concepto se correspondía con “producción anual” y así quedaba de 
manifiesto al consultar los valores numéricos. Sin embargo, en otros muchos casos las cifras 
no parecían corresponder con la producción anual que se podría esperar del cultivo en 
cuestión. En estos casos se intentó localizar más información mediante consultas 
bibliográficas o directas a los autores y en bastantes ocasiones se encontró una respuesta. 
Finalmente, los valores que no fue posible explicar se recogieron en la base de datos bajo la 
denominación “producción indefinida”. 
Otro caso interesante es el de la digestibilidad. Este concepto incluye tantos parámetros 
distintos que ha sido necesario establecer una sistemática de nomenclatura para este tipo 
de análisis, la cual, antes de su adopción, se ha sometido a la consideración de distintos 
especialistas. Así, se acordó seguir el esquema secuencial: 1º Tipo de digestibilidad. 2º 
Parámetro analítico afectado y, en su caso, 3º Particularidades del método utilizado. 
Los tipos de digestibilidad y sus siglas propuestas han sido los siguientes:  
Digestibilidad “in vivo”: D (aparente). Dr (real). Dst (estandarizada). Di (ileal).  
Digestibilidad/Degradabilidad “in situ” (equivale a  digestibilidad “in sacco” o 
degradabilidad ruminal): Dsitu, seguida del número de horas de permanencia en el rumen o 
del término T (Teórica/Efectiva) como, por ejemplo: D(situ)48 (degradabilidad in situ a las 48 
horas). Se complementa con los conceptos de la parte de la materia analizada: a (soluble); b 
(degradable); ab (potencialmente degradable); u (indegradable) o de las características del 
proceso: c (velocidad de degradación de la materia degradable); k (velocidad de tránsito del 
alimento). 
Digestibilidad “in vitro”: D(vit) (para el método de Tilley & Terry y derivados), D(fer) 
(para fermentadores) o D(gas) (para medidas de producción de gas) seguidas del 
componente valorado, por ejemplo, D(gas)bMS = Digestibilidad medida por producción de 
gas de la fracción degradable de la MS.  
Digestibilidad “enzimática”: D(enz), seguida del componente valorado y, en su caso, de 
las características diferenciales de la técnica, por ejemplo, D(enz)MS ppc = Digestibilidad 
enzimática de la materia seca con pepsina, pancreatina y celulasa. 
Digestibilidad “in vivo” “estimada” con patrones: Cuando en series analíticas “in situ”, 
“in vitro” o “enzimáticas” se utilicen patrones de digestibilidad “in vivo” conocida para la 
estima de ésta mediante ecuaciones de regresión, se obtendrá la digestibilidad in vivo 
estimada. DMS(e) = Digestibilidad de la MS estimada. El método analítico utilizado se 
colocará, en su caso, a continuación, mediante las siglas situ (“in situ”), vit (“in vitro”) o enz 
(técnicas enzimáticas). Así, quedaría como DMS(e)situ, DMS(e)vit, etc. 
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Digestibilidad “estimada” mediante Espectroscopía del Infrarrojo Cercano (NIRS): la 
medida se realiza mediante estimación directa de uno de los valores de digestibilidad 
anteriores, utilizando ecuaciones de calibración con la tecnología NIRS. D(vit)MO(nir) = 
Digestibilidad “in vitro” de la MO estimada mediante técnicas NIR.  
Digestibilidad “estimada” a partir de ecuaciones de regresión en función de la 
composición nutritiva. DMS(cnu) = Digestibilidad “in vivo” de la MS estimada a partir de la 
composición nutritiva. La fórmula utilizada debería incluirse también en el campo de 
referencias. 
En relación con las referencias bibliográficas, el programa Califa no dispone de un 
campo específico para su almacenamiento, ya que se trata de un software diseñado para 
recoger la información directa producida en los laboratorios de análisis. Sin embargo, sí 
dispone de un campo para la inclusión de la referencia metodológica utilizada en el cálculo 
de un determinado valor analítico. Este campo se ha reciclado en el caso de la base de datos 
“Pastos Españoles (SEEP)”, utilizándose para recoger las referencias bibliográficas, de forma 
que éstas incluyen un “título” (referencia abreviada) y un campo de texto que almacena la 
referencia completa. 
Depuración de los datos 
Una vez completados los procesos de homogeneización e incorporados todos los datos 
del proyecto a Califa, se detectó la necesidad de realizar un proceso de depuración sobre los 
mismos. En este sentido se llevaron a cabo las siguientes actuaciones (en orden 
cronológico): 
Asignación de referencias bibliográficas 
Durante el proceso de importación de datos se habían localizado algunas muestras que 
no parecían coincidir con su referencia bibliográfica. 
Utilizando la opción de búsqueda del programa Califa, cada referencia bibliográfica se 
relacionó con los nombres de las muestras que la contenían. Analizando visualmente los 
resultados se detectó qué referencias tenían asignadas muestras que no parecían 
corresponder a su título, procediéndose a las correspondientes búsquedas bibliográficas y 
consultas a los autores para solucionar las disconformidades.  
Corrección de valores anómalos 
El siguiente paso fue la depuración de los valores imposibles. Así, utilizando de nuevo el 
módulo de “Búsquedas y modificaciones múltiples”, se hicieron dos tipos de selecciones: 
• Valores menores o iguales a cero: aunque pueda parecer extraño se localizaron dos 
análisis con valores negativos y bastantes con valor cero. El caso de los ceros era en 
cierto modo previsible, ya que en las tablas originales en muchas ocasiones se 
utilizaba “0” para indicar ausencia (bien ausencia del componente en la muestra o no 
realización del análisis). Sin embargo, estos valores provocan distorsión de los 
estadísticos en la base de datos, por lo que se procedió a su eliminación. 
• Valores no concordantes con la unidad de expresión: en este caso se buscaron 
análisis expresados en % con un valor superior a 100, en g/kg y con valores mayores 
de 1 000, etc. Los valores detectados con esta técnica se rastrearon por los medios 
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habituales y, en el caso de no encontrar explicación, se eliminaron de la base de 
datos. Un fallo muy común de las tablas originales que provocaba este tipo de 
problemas fue el movimiento de la coma de separación de decimales (por ejemplo 
234,5 en lugar de 23,45). 
Repaso de estadísticas 
Para eliminar los valores que, aunque fueran posibles, fuesen anómalos, se procedió a 
analizar individualmente las estadísticas de cada grupo homogéneo de alimentos, es decir, 
cada conjunto de muestras con unas características similares (por ejemplo todas las 
muestras de “alfalfa forraje henificado” constituyeron un grupo, sin tener en cuenta el 
número de corte, la variedad y otras características diferenciales). La gran diversidad de 
muestras incluida en la base de datos “Pastos Españoles (SEEP)” provocó que el número de 
grupos diferenciados fuera muy numeroso, lo que se tradujo en el análisis de las estadísticas 
de unos 1 000 grupos de alimentos, que se correspondían originalmente con más de 3 500 
nombres de muestra. 
El estudio de las estadísticas se basó en el registro de los valores medio, máximo y 
mínimo de cada valor analítico. Estos valores estadísticos se compararon con los que cabía 
esperar para cada conjunto de muestras, en función de los valores señalados en otras 
fuentes de información sobre alimentos. 
 
RESULTADOS Y DISCUSIÓN 
La base de datos “Pastos Españoles (SEEP)” incluye los resultados de todos los grupos de 
trabajo del proyecto “Pastos Españoles” en el área de “Dinámica productiva y evaluación 
nutritiva de pastos”. 
Una vez completados todos los procesos descritos en los apartados anteriores el 
resultado es la base de datos actual, que contiene 21 215 muestras y 143 201 valores 
analíticos. En cuanto a la variabilidad recogida cabe destacar que los datos incluidos suponen 
3 287 nombres de muestra, 219 determinaciones, 33 unidades de expresión y 342 
referencias bibliográficas. 
Los pastos catalogados son muy variados, pudiendo ser clasificados en los siguientes 
grupos: 
• Especies herbáceas de crecimiento espontáneo, tanto a nivel individual (por ejemplo 
Taraxacum officinale) como colectivo (prado, pasto de puerto, etc). 
• Especies herbáceas cultivadas, también individuales (trigo, altramuz, etc) y colectivas 
(pradera, mezclas, etc). 
• Especies arbustivas y arbóreas silvestres. En el caso de considerarse individualmente 
se ha utilizado el nombre como tal (retama, cornicabra, encina, etc), mientras que 
cuando se trataba de comunidades complejas se han utilizado los términos “pasto 
arbustivo” y “pasto con arbolado (denso o ralo)”. 
• Especies arbustivas y arbóreas cultivadas (olivo, encina, etc). 
• Otros (orujo de aceituna, pulpa de remolacha, melaza de caña, etc). 
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La base de datos “Pastos Españoles (SEEP)” puede ser consultada a través de la página 
web del SIA (www.uco.es/sia). Las condiciones de acceso son: “Entrada libre”, en la que sólo 
podrá consultar, para cada materia incluida en la base de datos, el número de datos incluido 
para cada uno de los parámetros analizados, y “Usuario registrado”, entre los que estarán 
todos los socios de la SEEP, que dispondrá de los valores estadísticos (media, máximo, 
mínimo y desviación típica) correspondientes a cada uno de los parámetros anteriores y 
aquellos otros grupos o personas que han colaborado y colaboran con el SIA en la 
construcción de estas bases de datos. 
En la base de datos es posible encontrar muestras con una gran cantidad de 
información, tanto por los parámetros analíticos valorados, como por la gran diversidad de 
características diferenciales de la propia muestra (variedades, años de cultivo, número de 
corte,…). Por otra parte, existe información de especies y productos cuya composición no es 
fácil encontrar en otras bases de datos, como la que se recoge en la siguiente tabla, referida 
a la flor del brezo: 
Tabla 1. Datos analíticos de la flor de brezo (Erica spp) incluidos en la base de datos “Pastos 
Españoles (SEEP)” 
Análisis Unidades Nº Media Mínimo Máximo Dv. Típica 
Compuestos Fenólicos %MS 2 13,00 12,70 13,30 0,42 
Digestibilidad MS % 1 39,60 39,60 39,60  
Digestibilidad Vitro MS (Gas) ml/g MS 4 170,50 162,00 184,00 9,98 
Digestibilidad Vitro MS (T&T Y Modificaciones) % 2 40,60 39,60 41,60 1,41 
Digestibilidad Vivo MS estimada por Composición % 4 54,73 53,60 57,30 1,73 
Digestibilidad/Degrad Situ MS Potencial % 4 44,50 42,70 45,40 1,24 
Digestibilidad/Degrad Situ MS Teórica/Efectiva % 4 28,90 27,50 30,10 1,17 
Digestibilidad/Degrad Situ MS Velocidad Degrad tanto x uno/h 4 0,03 0,00 0,06 0,03 
Digestibilidad/Degrad Vitro MS Líquido Ruminal % 2 37,10 35,60 38,60 2,12 
Extracto Etéreo %MS 2 2,50 2,00 3,00 0,71 
Fenoles No Precipitables eq tánico 1 0,85 0,85 0,85  
Fenoles Totales eq tánico 1 7,25 7,25 7,25  
Fibra Ácido Detergente %MS 5 25,59 13,00 34,00 8,61 
Fibra Neutro Detergente %MS 5 32,77 22,80 40,70 7,64 
Lignina Ácido Detergente %MS 5 16,62 6,00 24,90 8,01 
Materia Orgánica %MS 2 97,65 97,40 97,90 0,35 
Proteína Bruta %MS 5 9,43 6,01 17,70 4,77 
Taninos eq tánico 1 6,40 6,40 6,40  
Taninos Condensados eq quebracho 1 64,82 64,82 64,82  
Taninos Condensados Libres eq catequina 1 8,08 8,08 8,08  
Taninos Condensados Libres eq quebracho 1 58,78 58,78 58,78  
Taninos Condensados Ligados eq quebracho 1 6,04 6,04 6,04  
LA MULTIFUNCIONALIDAD DE LOS PASTOS: PRODUCCIÓN GANADERA SOSTENIBLE Y GESTIÓN DE LOS ECOSISTEMAS 
194 
CONCLUSIONES 
Se considera que la base de datos puede estar ya disponible para su consulta, aunque se 
mantiene abierto el proceso de metadatación y de análisis de los contenidos a través del SIA, 
dentro de un estudio de explotación de datos que forma parte del trabajo de Tesis Doctoral 
de uno de los autores. Ello puede dar lugar a futuras modificaciones parciales, que creemos 
no afectarán al contenido, sino, en todo caso, a las formas de expresión. 
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SUMMARY 
“SPANISH PASTURES (SEEP)” DATABASE. CONSTRUCTION PROCESS AND AVAILABILITY IN 
INTERNET 
It has been carried out a process of grouping and computerization of the data gathered 
by the 19 groups of researchers in the area of productive dynamics and nutritious evaluation 
of pastures, corresponding to the project of “Categorization, Cartography and Evaluation of 
Spanish Pastures” (INIA-CCAA Nº 0T00-037.C17).   
In the data homogenization a metadatation process has been carried out to facilitate 
the system generalization and the data analysis.  
The result supposes a database containing 21 215 samples and 143 201 analytical 
values, with 3 287 different names for samples, 219 determinations, 33 units of expression 
and 342 bibliographical references. “Spanish Pastures (SEEP)” database can be consulted at 
web page www.uco.es/sia. 
Key words: nutritive composition, metadata, feed, animal feeding. 
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EL USO DE LA INFORMACIÓN EN ALIMENTACIÓN ANIMAL 
 
Francisco Maroto Molina 
 
Introducción 
En nuestro país se generan gran cantidad de datos relacionados con la alimentación 
animal. Concretamente, en lo referente a la composición química y el valor nutritivo de 
los alimentos, existen multitud de laboratorios de empresas, organismos oficiales de 
control y centros de investigación que analizan y valoran un número importante de 
muestras a diario. 
La información obtenida se almacena ad hoc en formatos muy heterogéneos y rara vez 
tiene una aplicación más allá de la comprobación de la calidad comercial de un 
producto o la obtención de una publicación científica (en función de la naturaleza del 
laboratorio de origen), existiendo una despreocupación general en lo que se refiere a 
su utilización práctica posterior.  
Ante esta situación, desde la Universidad de Córdoba (UCO) surgió, a comienzos de los 
años 90, una iniciativa orientada a la recogida, homogenización y puesta en valor de la 
información sobre alimentos mediante el desarrollo de un “Banco de Alimentos 
Valorados”. Dicho Banco tenía como objetivo, entre otros, utilizar las muestras 
valoradas como patrones en determinados ensayos analíticos, por ejemplo las medidas 
NIRS, cuya actividad se había iniciado al mismo tiempo. Las muestras conservadas 
llevaban asociados los datos relativos a sus características y sus valores analíticos y 
nutritivos. 
Con el paso del tiempo la gestión de los datos fue adquiriendo importancia por sí 
misma. Así, la información de muestras no conservadas se incorporó también al Banco, 
planteándose la posibilidad de crear un banco de datos nacional, conectado con una 
red internacional en el marco de la Acción Concertada AIR3-CT94-2266 “Animal Feed 
and Nutrition”. Tras la creación de los Servicios Centralizados de Apoyo a la 




El principal objetivo del SIA es integrar la información obtenida en los distintos 
laboratorios sobre composición química, valor nutritivo y recomendaciones de uso de 
los alimentos. 
Esto supone la necesidad de trabajar en otros objetivos secundarios, como la 
estandarización de conceptos, la homogenización de nomenclaturas, así como otras 
muchas herramientas de metadatación de la información.  
Del mismo modo, es objetivo del SIA realizar el análisis de la información cosechada. 
 
Aportaciones 
Método de trabajo: 
De cara a la gestión de la información ha sido necesario desarrollar diversos programas 
informáticos, agrupados bajo la denominación común “CALIFA”, que permiten la 
recogida y gestión de la información a nivel de los laboratorios colaboradores, la 
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integración de la información conjunta en una base de datos gestionada por un 
programa común y el acceso a dicha base de datos a través de internet. 
Además, como paso previo para la gestión de la información ha sido necesario el 
establecer un protocolo de sistematización de la información que sea aceptado por el 
conjunto de los participantes en el Banco y permita rescatar la información que suele 
venir asociada a una muestra y que normalmente se pierde al archivarla, lo que impide 
su análisis fuera del ámbito en el que se obtuvo originalmente.  
Como elemento de referencia para el desarrollo de estas actividades se ha utilizado la 
información obtenida en el marco del proyecto “Tipificación, Cartografía y Evaluación 
de los Pastos Españoles”, llevado a cabo por miembros de la Sociedad Española para el 
Estudio de los Pastos (SEEP) en el que participaron más de 200 investigadores de todas 
las comunidades autónomas españolas. El proyecto se dividía en siete áreas temáticas, 
siendo la de “Dinámica productiva y evaluación nutritiva de pastos” la encargada de 
estudiar la información nutricional sobre los pastos españoles. 
Tras cuatro años de trabajo se había recogido gran cantidad de información, pero ésta 
era muy heterogénea y se encontraba dispersa e inaccesible. La sistematización de 
toda esta información supuso un esfuerzo ímprobo, poniéndose de manifiesto las 
dificultades provocadas por la recogida no sistemática de datos. Dicho esfuerzo tuvo 
como resultado la actual base de datos “Pastos Españoles (SEEP)” disponible en 
internet (www.uco.es/sia). Dicha base de datos cuenta con 143 201 valores de 21 215 
muestras de todo tipo de pastos: concentrados, forrajes cultivados y silvestres, prados 
y otras formaciones complejas, ramones, subproductos, etc. Está pendiente la 
utilización de técnicas estadísticas avanzadas para la explotación de la información 
contenida en esta base de datos, proceso conocido como minería de datos o “data 
mining”. 
El SIA ha colaborado con la SEEP para el desarrollo de esta labor como miembro la Red 
Temática de Alimentación Animal (REDALAN) patrocinada por el INIA. 
Por otro lado, el SIA dispone de otras bases de datos de alimentos y continúa 
trabajando para el desarrollo de los sistemas de puesta en valor de la información.  
Los datos recogidos en los laboratorios colaboradores se almacenan en una base de 
datos general conocida como base de datos “SIA”. Dicha base de datos cuenta ya con 
más de 20000 muestras, pero uno de los principales compromisos del SIA a corto plazo 
es la ampliación de esta información, para lo que se está procediendo a distribuir una 
actualización del programa CALIFA entre los laboratorios participantes. 
Por otro lado, existen una serie de bases de datos temáticas previstas en el SIA. Entre 
ellas se pueden citar una base de datos de muestras conservadas, otra de porcentajes 
de inclusión de ingredientes en piensos compuestos y una última de ecuaciones de 
predicción del valor nutritivo de los alimentos en función de parámetros de 
composición. 
Finalmente, se están llevando a cabo trabajos de colaboración con el Banco de Datos 
francés y se están dando los primeros pasos para la conexión con otras iniciativas 
similares a nivel de Hispanoamérica. 
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GESTIÓN DE INFORMACIÓN SOBRE ALIMENTOS EN LOS 
LABORATORIOS: PROPUESTAS DEL PROGRAMA CALIFA 
F. MAROTO MOLINA2, A. GÓMEZ CABRERA1, J.E. GUERRERO GINEL1, A. GARRIDO 
VARO1 Y D. PÉREZ MARÍN1 
1Dpto. Producción Animal y 2Servicio de Información sobre Alimentos (SIA-SCAI) 
Universidad de Córdoba. Campus de Rabanales 
Ctra. Nacional IV, Km 396 14014 Córdoba (España) 
RESUMEN 
El registro de datos asociado a los trabajos de valoración de alimentos es normalmente 
defectuoso debido a la visión limitada con la que se recoge esta información, sólo para el objetivo 
inmediato con el que se plantea la analítica, ya sea el control de calidad del alimento o su 
caracterización en un trabajo de investigación. Por otro lado, debido al sistema de registro utilizado, es 
frecuente que la información sólo sea localizable y comprensible por la persona encargada del trabajo, 
quien la da a conocer de forma resumida como boletín o publicación científica. Tras esto, la 
información de base pasa a un "cementerio de datos" o simplemente se elimina. 
Si consideramos que los datos obtenidos deberían servir también para formar parte de Bases 
de Datos de consulta general, la información registrada adolece de falta de precisión, por ausencia de 
datos relevantes, y falta de homogeneidad terminológica e informática. El programa CALIFA 
representa una opción para solucionar estos problemas, disponible para los laboratorios que deseen 
participar en la mejora del uso de la información. En el presente trabajo se realiza una aplicación 
práctica a través de la importación de archivos de Excel y se ponen en evidencia algunos de los 
defectos señalados. 
Palabras clave: metadatos, análisis de alimentos, bases de datos, homogenización, interpretación de 
los datos. 
INTRODUCCIÓN 
Uno de los trabajos de mayor entidad acometido por la SEEP ha sido el proyecto de 
“Tipificación, Cartografía y Evaluación de Pastos Españoles” por el que se trataba de poner en valor la 
información obtenida a través de 40 años de investigación sobre los pastos españoles. La agrupación 
de la información recogida por el grupo de “Dinámica productiva y valoración nutritiva de pastos” 
(Gómez Cabrera et al., 2008; Maroto Molina et al., 2009) en la base de datos “Pastos Españoles 
SEEP” (SIA, 2009) puso en evidencia un importante número de problemas, entre los que se 
encontraban la falta de información y de homogeneidad en la descripción de las características de las 
muestras valoradas y en los métodos analíticos utilizados, lo que dificultaba su integración. 
En dicho trabajo quedó patente la necesidad de organizar un sistema adecuado de registro de 
la información y de puesta en común de la misma, para evitar que pasados otros 40 años hubiera que 
volver a repetir el esfuerzo realizado en el proyecto anterior. Ello implicaba la necesidad de adoptar 
decisiones comunes en materia de homogenización terminológica y, sobre todo, a la hora de definir el 
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tipo de información que se debería intentar asociar a la muestra valorada al registrar los resultados 
obtenidos, lo que se corresponde con lo que sería la metadatación de esa información. En este sentido, 
Maroto Molina et al. (2008) han realizado un trabajo exhaustivo en el que incorporan propuestas 
referidas a la denominación de los alimentos (nombre común y nombre científico), a la de los métodos 
de valoración analítica y nutricional y, sobre todo, al tipo de datos que deberían incluirse en el registro 
y que servirían para interpretar de manera segura la información allí recogida. 
La experiencia alcanzada en la construcción de la base de datos “Pastos Españoles SEEP” ha 
permitido la remodelación completa del diseño y del lenguaje de programación del programa Califa, 
utilizado para la recogida e integración de la información (Gómez Cabrera et al., 2003) y, en este 
sentido, el objetivo del presente trabajo es exponer las características de funcionamiento del programa 
y comprobar su utilidad en la detección de errores y como elemento de gestión de la información, 
utilizándolo para la integración de los datos obtenidos en nuestro laboratorio, durante cerca de siete 
años, sobre el valor nutritivo de bellotas del género Quercus, que se encontraban dispersos en 
numerosos archivos. 
MATERIAL Y MÉTODOS 
El programa Califa está realizado en Visual Basic, sobre una base de datos con estructura de 
Access, realizado conjuntamente por el SIA y la empresa AICOR de Córdoba. 
Presenta cinco posibles actividades: El registro de muestras con la información analítica y, 
en su caso, del almacén. La generación de estadísticas sobre las muestras que se seleccionen. Los 
accesorios auxiliares, que facilitan el uso del programa. El envío de datos desde el laboratorio al SIA. 
La descarga de actualizaciones desde el SIA. 
1.- Registro de muestras. Incorpora los datos de identificación, analíticos y de almacén de las 
muestras contenidas en la base de datos, a través de los siguientes campos: 
Nº (número asignado automáticamente por el programa); Nombre (integra el nombre común y/o el 
latino de cada muestra); Entrada (fecha de incorporación al banco de datos); Recogida (fecha de 
recogida de la muestra); Cód. Laborat. (código ó número asignado en el laboratorio de procedencia); 
Peso (de muestra física almacenada en el laboratorio); Observaciones (campo texto donde se puede 
incorporar toda la información adicional que se desee); Análisis (parámetro analizado elegido de una 
lista que se gestiona desde el botón Auxiliares); Resultado (valor numérico); Unidad (de medida del 
análisis); Acred. (análisis acreditado o no por control externo en el laboratorio); Referencia (analítica, 
que está asociada a un campo texto donde se describe en detalle el método de análisis utilizado); F. 
Análisis (fecha del análisis); Analista (nombre del analista). 
2.- Estadísticas de las muestras seleccionadas. Se muestra la lista con los nombres de las muestras 
contenidas en la base de datos, para su selección, pudiendo indicar el tipo de datos a utilizar (solo los 
acreditados o todos) y las fechas de recogida de las muestras. Se muestran el o los nombres de las 
muestras seleccionadas y para cada parámetro analítico y unidad de medida: nº de muestras, valor 
medio, mínimo y máximo y desviación típica. 
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3.- Dispositivos auxiliares. Integra los elementos que permiten el uso de información prefijada y/o 
facilita las búsquedas o la importación automática de datos contenidos en bases de datos de Excel. Son 
los siguientes: 
Datos del laboratorio. Analistas (de utilidad en los procesos de acreditación del laboratorio). 
Determinaciones y Unidades: Recoge la lista común con los nombres y las siglas de los parámetros 
analizables y la de sus posibles unidades. Nombre de la muestra: Lista de los nombres (comunes y 
latinos) de los alimentos a introducir en la base de datos.: Referencias: Asociada a un campo Memo 
con la descripción detallada del procedimiento analítico seguido. Cámaras de almacenamiento de 
muestras y tipos de envases utilizados. Todas estas listas son editables por el usuario, de forma que 
éste puede añadir, borrar y modificar registros. La labor de homogeneización de los registros nuevos 
introducidos en cada laboratorio se lleva a cabo por el gestor de la base de datos general. Importación 
(Muestras mismo Nombre): Permite la importación masiva de datos de un archivo Excel, en el caso de 
que todos ellos se refieran a un mismo tipo de muestra. Ello requiere establecer la relación entre los 
campos a trasvasar del archivo Excel y los correspondientes campos de Califa. Importación (muestras 
múltiples Nombres): En este caso, además de la información ya descrita, hay que señalar la columna 
del archivo Excel donde están escritos los nombres de los alimentos y aplicarles, para cada uno de 
ellos, el nombre que les corresponda según la normativa de Califa. Búsquedas y modificaciones 
múltiples: La búsqueda se realiza a través de listas desplegables de los campos del Registro de 
muestras. La información asociada a la búsqueda puede ser exportada a un archivo de Excel para 
trabajar con los datos que contiene. Búsquedas en Almacén: La búsqueda se realiza sobre los campos 
del almacén de muestras. Ocultar muestras: Permite ocultar, pero no borrar del programa, aquellas 
muestras que no queramos ver en el registro de muestras.  
4.- Envío de la base de datos al SIA. El objetivo último del programa es que la información 
disponible se integre en una base de datos común y para su envío a la misma se utiliza el correo 
electrónico, a través del propio programa. 
5.- Descarga de las actualizaciones del SIA. Permite la homogenización de las listas de nombres, 
determinaciones y unidades, realizada por el gestor del programa.  
RESULTADOS Y DISCUSIÓN 
Para comprobar su integración al programa Califa, se han utilizado diversos archivos con 
información sobre composición y valor nutritivo de bellotas, procedentes de recogidas a lo largo de 
tres años, en el Departamento de Producción Animal de la Universidad de Córdoba y utilizadas para la 
realización de distintos trabajos (Salcedo García, 2007). 
La dispersión de la información era enorme, al estar almacenada en archivos realizados por 
diferentes investigadores, con análisis realizados en diferentes laboratorios, con distintos métodos y en 
diferentes periodos de tiempo. Por otra parte, muchos de los datos estaban repetidos en varios 
archivos, que se habían ido generando para el análisis de los resultados. Por ello, la reunión y 
homogenización de los valores de todas y cada una de las muestras en un solo archivo ha sido un 
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trabajo arduo, tanto por el esfuerzo memorístico, realizado 7 años después del comienzo de los 
trabajos y posible sólo por la presencia de quién coordinó todos ellos y porque los archivos no habían 
sido destruidos por ningún virus ni desaparecido en ordenadores obsoletos, como por el tiempo 
necesario para llevarlo a cabo. 
La imprecisión de la información se apreciaba ya en la denominación de las muestras, 
expresada simplemente como “bellota”. Lo lógico sería pensar que se trataba de frutos enteros de 
diferentes Quercus, sin embargo, los datos analíticos se referían a frutos decorticados. En algún caso 
se especificaban, mediante códigos numéricos, datos sobre la especie (encina, alcornoque o quejigo) la 
zona de recogida o el tipo de suelo, pero su significado aparecía de forma poco evidente y sólo en 
alguno de los archivos. 
Otros problemas, ya recurrentes, eran la falta de descripción del método utilizado en las 
determinaciones, como la del parámetro digestibilidad, que correspondía a la digestibilidad enzimática 
con pepsina, pancreatina y Viscozyme (Boisen y Fernández, 1997) y la ausencia de unidades de 
expresión en los encabezamientos de los campos. Para recuperar esta información fue necesario 
consultar los boletines originales de análisis y, en algún caso, se procedió a la consulta directa a los 
laboratorios responsables del análisis de las muestras. Un caso especial fue el comprobar el error 
asociado a la referencia del BOE que venían utilizando en el boletín de análisis de la fibra bruta en uno 
de estos laboratorios, que se refería a un tema de seguridad e higiene en el trabajo, lo que, como fruto 
del rigor en la metadatación del programa Califa, ha permitido su corrección. 
Otros problemas menos habituales, pero no menos importantes, se describen a continuación. 
Los archivos, además de los datos analíticos de las muestras, contenían cierta información 
técnica (porcentaje de cáscara, peso, longitud y diámetro del fruto entero). Estos datos, incorporados 
a Califa bajo el nombre de muestra BELLOTA FRUTO DECORTICADO, podían dar lugar a 
interpretaciones erróneas. Frente a esto se plantearon diversas soluciones: 
1. Recoger los valores técnicos como muestras de BELLOTA FRUTO ENTERO y los de análisis 
como muestras de BELLOTA FRUTO DECORTICADO: con esta solución se pierde la unidad 
de los valores técnicos y químicos de cada una de las bellotas, lo que dificulta la obtención de 
posteriores regresiones entre ambos tipos de parámetros. 
2. Recoger todos los valores bajo la denominación BELLOTA FRUTO DECORTICADO y utilizar 
el campo Observaciones para indicar que los parámetros técnicos se refieren al fruto entero, pero 
esta información no se reflejaría en las estadísticas globales y aparecerían como del fruto 
decorticado. En el caso del porcentaje de cáscara es fácil suponer que se refiere al fruto entero, 
pero el peso, el diámetro o la longitud pueden corresponder a ambos tipos de muestras. 
3. Recoger todos los valores bajo la denominación BELLOTA FRUTO DECORTICADO e incluir 
el carácter de fruto entero en el propio nombre de la determinación, por ejemplo PESO FRUTO 




Otro caso particular fue el establecer como se debían llevar a cabo las anotaciones en el caso 
de que, por métodos distintos, se realizaran varias determinaciones de un mismo parámetro a una 
misma muestra. Consideramos que deberían recogerse en la misma muestra, aunque a efectos 
estadísticos deberían contar como un solo valor, lo que ha obligado a hacer una modificación en el 
programa.  
Una fuente de errores habitual es la aparición de valores de materia seca correspondientes a las 
muestras que han sido previamente desecadas, al confundirse con el valor original de la materia seca 
de la muestra. Estos datos sólo sirven para expresar los resultados analíticos sobre materia seca y no 
deben incorporarse a la base de datos. 
Por último, se ha detectado que existen ciertas determinaciones que no quedan suficientemente 
descritas con el nombre, la unidad de expresión y la referencia al método de análisis utilizado. Por 
ejemplo, un valor descrito como AZUCARES, %MS, Luff-Schoorl presenta cierta indefinición, ya que 
este tipo de determinación se puede expresar como equivalentes en glucosa o en sacarosa, existiendo 
un factor de corrección entre ambas de 0,95. Así, se ha optado por el uso de las determinaciones 
AZUCARES (sacarosa) y AZUCARES (glucosa). Este es un ejemplo de la necesidad de trabajar en 
común, ya que corresponde a los expertos en cada uno de los campos de análisis detectar este tipo de 
particularidades. 
En la Tabla 1 se han recogido las estadísticas globales de algunos de los parámetros analizados 
en el conjunto de datos recuperados, en las que hemos mantenido, como ejemplo del dinamismo del 
proyecto, dos aspectos que van a ser modificados. El primero se refiere al número de datos que 
integran las estadísticas, que supera al total de muestras incorporadas (543) debido a que algunos 
parámetros tienen dos o, incluso, tres determinaciones distintas. La modificación consistirá en hacer la 
media de las mismas antes de calcular la estadística general, lo que implica una modificación del 
software del programa. La segunda corresponde a la separación entre el parámetro energía bruta 
determinado directamente o a través del NIRS. Inicialmente hemos considerado que los valores 
biológicos determinados mediante tecnología NIRS se diferenciarán de los determinados por otras 
vías, pero no así el resto de los parámetros. La corrección de los 514 datos correspondientes, 
utilizando el módulo de Búsquedas y modificaciones múltiples del programa, no lleva más de dos 
minutos. 
 La mayoría de los datos corresponden a muestras de bellotas de encina en estado de madurez, 
pero integran también algunos de bellotas de alcornoque y de quejigo y otros estados de maduración 
(inmadura y germinada).  
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Tabla 1. Datos estadísticos de bellota fruto decorticado (Quercus spp. fruto decorticado) (encina, 
alcornoque y quejigo; fruto inmaduro, maduro y germinado) 
Análisis Unidades Nº Media Mínimo Máximo DT 
Peso fruto entero g 543 5,36 1,07 14,17 2,01 
Cáscara fruto entero % 543 21,07 12,08 34,39 3,83 
Materia seca % 500 57,72 44,61 65,40 2,90 
Cenizas %MS 965 2,12 1,00 3,39 0,24 
Proteína bruta %MS 965 5,77 2,85 10,50 1,04 
Extracto etéreo %MS 1114 9,60 3,11 15,93 2,02 
Fibra bruta %MS 219 2,55 1,67 3,80 0,42 
Almidón %MS 813 61,50 51,64 69,77 2,13 
Azúcares (sacarosa) %MS 812 5,42 2,04 14,02 1,90 
Energía bruta kcal/kg MS 180 4705 4413 4937 83 
Energía bruta (NIRS) kcal/kg MS 514 4721 4331 5016 101 
Dig. enz. MS* % 180 73,31 62,62 94,48 5,14 
Dig. enz. MS* (NIRS) % 514 75,13 62,62 95,45 4,99 
* Digestibilidad enzimática de la materia seca con pepsina, pancreatina y Viscozyme 
CONCLUSIONES 
Se ha comprobado que el programa Califa es una herramienta útil para recuperar información dispersa 
y desestructurada, a la vez que sirve como guía para mejorar las características de la información 
asociada a las muestras, permitiendo a la vez su homogenización y su utilización en bases de datos 
comunes. 
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FEED INFORMATION MANAGEMENT IN LABORATORIES: CALIFA SOFTWARE 
PROPOSALS 
SUMMARY 
Data registry associated with feed evaluation is normally imperfect due to the limited vision 
this information is collected with, usually for immediate objectives like feed quality assurance or in 
order to obtain a feed characterization in a research work. On the other hand, due to the registry 
system used, it is frequent that the information is only traceable and comprehensible by the person in 
charge, who presents it in a summarized form like bulletin or scientific paper. After this, the basic 
information becomes a “data cemetery” or simply is eliminated. 
If we considered that collected data would have to be part of Databases for general 
consultation, the registered information has lack of precision, by absence of relevant data, and lack of 
terminological and computing homogeneity. CALIFA software represents an option to solve these 
problems, available to the laboratories that wish to participate in the improvement of information. In 
the present paper a practical application through the import of Excel archives is executed and some of 
the indicated defects are put in evidence. 
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Introduction: Many researchers in animal feeding sector spend lots of time, money and effort in 
characterizing feed samples by different methods (chemical analysis, in vivo experiments, 
spectroscopy, etc). This work results in large amounts of data, normally used to write lab reports or 
scientific papers. When these goals are achieved both tested samples and associated data are 
forgotten, even eliminated. 
But tested samples (especially those used in animal trials) and associated data are highly valuable, 
although most of us are not aware of that. Tested samples are useful as reference material in many 
techniques (in vitro, spectroscopy, etc). On the other hand, data, when analyzed together, can achieve 
general results like feed tables, but also in other fields: feed variability, chemical methodologies, etc. 
Materials y methods: Feed Information Service (Spanish acronym: SIA) in the University of Cordoba 
(Spain) has developed a sample bank and a feed database in order to add value to researchers daily 
work. A network of associated laboratories has produced (in a dynamic process that continues today) 
samples and data for filling SIA banks. 
During sample bank development many storage conditions (temperature, packaging technologies, etc) 
have been tested and selected. Regarding databases, several software packages have been created 
and refined with users and experts suggestions. Recently, a metadata approach has been 
incorporated into SIA databases. 
Results and discussion: Today, SIA has a sample bank containing almost 20 000 feed samples, 
some of them tested for very valuable parameters like digestibility or energy content. These samples 
are available for SIA associates under different conditions. Meanwhile, SIA database has grown 
considerably in recent years, both in conceptualization issues and stored data (shown in table 1). 
 
Table 1. Evolution of stored data in SIA database. 
 
Time 1995 - 2009 After 2009 Total 
Number of data 59 510 216 514 276 024 
 
Nowadays, SIA is advancing in the statistical analysis of the accumulated information. First results 
show that potential outputs are limited by lack of metadata and standardization. In this sense, some 
recommendations have been developed. 
Conclusion: It is possible to multiply the value of feed researchers work if their tested samples and 
nutritional data are incorporated into sample banks and databases. Some degree of standardization is 
needed but most important is to understand that information must contain metadata in order to be 
useful in a general context. 
Summary: Many feed samples and associated data are produced by researchers. They are not used 
to full extent, so SIA has developed a sample bank and a database to storage and analyze them. SIA 
is growing quickly, but it has detected lack of metadata and standardization. Both are needed to 
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En general, existe un desequilibrio entre el esfuerzo que normalmente se dedica a la 
obtención de información de base en materia de nutrición y alimentación animal y el 
que se dedica a la gestión de esa información para su uso en los sistemas 
productivos. 
 
En España a lo largo del tiempo se han llevado a cabo esporádicas recopilaciones de 
datos que, en forma de tablas (Ministerio de Agricultura, 1984) han tenido un uso 
limitado, debido a la alta dependencia tecnológica existente de la información facilitada 
por diversos organismos internacionales, particularmente del INRA y del NRC. Sin 
embargo, en la última década se han desarrollado algunas iniciativas que pueden 
modificar en parte esta alta dependencia: las normas sobre composición de alimentos 
y necesidades de los animales elaboradas por la Fundación Española para el 
Desarrollo de la Nutrición Animal (FEDNA, 2011) y las bases de datos del Servicio de 
Información sobre Alimentos de la Universidad de Córdoba (SIA, 2011). 
 
El objetivo del presente trabajo es el de exponer las características de la información 
almacenada en las bases de datos del SIA y los problemas existentes para una 
gestión eficiente de la información. 
 
MATERIAL Y MÉTODOS 
En el seno de la Sociedad Española para el Estudio de los Pastos (SEEP) se llevó a 
cabo un proyecto de transferencia de resultados de investigación (Ferrer y San Miguel, 
2000) que, en el área de dinámica productiva y valoración nutritiva de pastos, permitió 
la recogida de gran parte de la información que sobre este tema había sido publicada 
en España en los últimos 40 años del pasado siglo. Esta información sirvió de base 
para, tras un proceso de homogenización y depuración (Maroto Molina et al., 2008) 
integrarla en una base de datos, denominada “Pastos Españoles SEEP”, que puede 
ser consultada a través de internet (Maroto Molina et al., 2009). 
 
A pesar de la gran riqueza de datos que contiene la citada base de datos, su uso se 
encuentra limitado debido a la escasez de metadatos de caracterización de las 
muestras y de las determinaciones analíticas de la mayor parte de la información 
recogida. Esta limitante, unida al hecho de ser una base de datos estática, fruto de la 
recogida puntual de información realizada en el proyecto antes citado, motivan el 
impulso aplicado a la base de datos dinámica (“Alimentos para Animales”) iniciada 
previamente. Su construcción se lleva a cabo, de forma directa, mediante la 
incorporación de la información obtenida por los laboratorios de investigación y de 
control asociados al SIA. Para facilitar el proceso se ha desarrollado un programa 
informático (Califa) que puede ser utilizado para la gestión de la información propia por 
los laboratorios asociados y que permite tanto el registro directo de la información, 
como la importación de los datos contenidos en archivos de Excel (SIA, 2011). 
Las características de la base de datos “Alimentos para Animales” y los problemas 
existentes para su construcción se describen a continuación. 
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RESULTADOS Y DISCUSIÓN 
El fundamento para la construcción de la base de datos reside en la aportación 
voluntaria de la información obtenida por los laboratorios asociados (SIA, 2011) que 
han considerado oportuno participar en esta actividad. El concepto clave que preside 
la acción es el de dar valor añadido a esa información, una vez que la misma ha 
servido para los fines para los que fue obtenida (investigación o control). Los 
problemas que condicionan esta decisión se relacionan con la posible vulneración de 
los derechos de copyright (investigación) y, sobre todo, con la reserva a facilitar una 
información de la que otras personas pueden sacar un beneficio, incluso, aunque 
también el donante obtenga un beneficio adicional. El primer supuesto no es un 
problema real, ya que el copyright de las revistas científicas no afecta a los datos 
puntuales contenidos en ellas, sino a su literalidad. Por otra parte, lo que aquí se 
aportan son los datos de base que sirvieron para la obtención de unos resultados 
medios, que son los que normalmente se publican. La segunda reserva es difícil de 
solventar ya que, incluso, podría considerarse un problema ético. Desgraciadamente, 
en ocasiones, de cara a la aportación de datos al SIA, no basta el reconocimiento que 
pueden ofrecer organismos promotores como el INIA, que considera esta actividad 
como transferencia de conocimiento, ni la disponibilidad gratuita del programa Califa, 
de gran utilidad para la gestión de la información propia, ni el acceso al uso de la 
información global y/o parcial registrada en la base de datos, sino que priman otros 
criterios de carácter subjetivo y muy ligados a una sociedad competitiva. 
 
Una vez tomada la decisión de participar, el principal problema con el que se 
encuentran los asociados es la dificultad de gestionar la información de manera 
distinta a la que están habituados. Éste es el problema que debe centrar nuestra 
atención, pues en él radica el que la información que manejamos no sea directamente 
utilizable por otras personas. Esta falta de aplicabilidad se debe a múltiples razones, 
destacando el hecho de que, en la mayor parte de los casos, aunque disponemos de 
los archivos donde se registra la información original, suelen faltar aquellos datos que 
la caracterizan (metadatos), como pueden ser el nombre completo que identifica las 
características de la muestra o las unidades de expresión de las determinaciones 
analíticas, por no hablar de las metodologías analíticas utilizadas y su precisión. En 
otros casos, esa información cuando ya ha sido utilizada, simplemente se pierde entre 
los archivos de nuestro ordenador o del ordenador de quien hizo los análisis. 
 
El problema reside en que los trabajos que se llevan a cabo tienen un objetivo 
concreto, para el que no se requiere registrar una información exhaustiva. Basta que 
quien maneja los archivos entienda las anotaciones, hasta que estas han cumplido su 
objetivo, sea este inmediato, como la validación en un control de entrada de un 
producto, o a más largo plazo, como la elaboración de un boletín cada cierto tiempo o 
la realización y publicación de un trabajo de investigación. Si se quiere mantener un 
archivo histórico de las analíticas realizadas, quizás haya que anotar cuando se 
cambió el método de análisis o, incluso, la ecuación de calibración utilizada en la 
estima si, por ejemplo, estamos utilizando el análisis NIRS. Si de lo que se trata es de 
participar en un proyecto colectivo, lo lógico es que se asuma cierto nivel de 
homogenización, como el propuesto por Maroto et al. (2008) o cualquier otra iniciativa, 
si la hubiera. En el caso que nos ocupa, ambos procesos se facilitan utilizando el 
programa Califa. 
 
Más allá de la mera concentración de datos analíticos y nutricionales, las bases de 
datos del SIA permiten constatar en el sector una importante descoordinación, por lo 
que se refiere a la valoración de alimentos en España, con muchas repeticiones de 
datos analíticos simples y grandes vacíos en valores nutricionales, con mucha 
heterogeneidad terminológica y metodológica y con muy pocas actuaciones conjuntas 
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que aprovechen las sinergias potenciales, sobretodo en la interfase público-privado, 
aunque con algunas excepciones, como FEDNA, por citar alguna. 
 
Actualmente existen 21 grupos de investigación y un laboratorio de control que han 
tomado la decisión de participar en la construcción de la base de datos “Alimentos 
para Animales”. Por otro lado, 7 entidades españolas, entre las que se encuentra 
AIDA, apoyan la acción como organismos colaboradores. Sin embargo, el proceso de 
incorporación activa es lento, como puede observarse en la tabla 1.  
 
Ello es debido, principalmente, a la ya citada dificultad de incorporar cambios en la 
forma como se gestiona la información. Para paliar esta dificultad, desde el SIA, se 
llevan a cabo nuevas acciones explicativas, ya sean visitas personalizadas u otras 
soluciones basadas en el uso de las tecnologías de la información y la comunicación 
(videos explicativos, videoconferencias, etc). Todo menos abandonar un proyecto de 
colaboración intersectorial pionero en su concepción a nivel mundial. 
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Tabla 1. Datos registrados y laboratorios activos antes y tras la actualización de la base 
de datos  “Alimentos para Animales”. 
Año < 2010 2010 Situación actual 
Nº muestras 13408 12493 25901 
Nº determinaciones 59510 68544 128054 
Nº asociados aportando datos 3 8 8 
 
 
CONSTRUCTION OF DATABASES IN THE FEED INFORMATION SERVICE  
 
ABSTRACT: Feed Information Service (SIA) is working in the development of a 
national databank about composition and nutritive value of feeds used in Spain. For 
this, data obtained by 22 associated laboratories are integrated and standardized. Main 
difficulties refer to participating decision, and the changes in information registration 
protocol (use of characterization metadata) needed to add value to original data in a 
general context. In order to facilitate this process SIA has developed software named 
Califa and other activities. 
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PREÁMBULO
El presente Nomenclátor tiene su origen en la propuesta publicada en el año 2008 
en la revista PASTOS por Francisco Maroto, Augusto Gómez, José Emilio Guerrero 
y Ana Garrido (Maroto Molina et al., 2008) en relación a la homogenización de la 
información sobre alimentos para animales. Dicha homogenización fue necesaria para 
la construcción de la base de datos “Pastos Españoles (SEEP)” (www.uco.es/sia), 
que contiene la información recopilada por los componentes del área de “Dinámica 
productiva y evaluación nutritiva de pastos” del proyecto INIA-CCAA 0T00-34-2001 
/$/!#"%0(45$)$,*"*$627( "8/018"9+"(:(.3"#!"*$62(%&(#0'(;"'/0'(.')"<0#&'=>
El contenido de dicha propuesta fue discutido y aprobado en la 50ª Reunión 
 $&2/+,*"( %&( #"( ?0*$&%"%( .')"<0#"( )"8"( &#( .'/!%$0( %&( #0'( ;"'/0'( @?..;A7( *&#&B8"%"(
en Toledo en el año 2011. El presente documento se centra en las recomendaciones 
y normas a seguir en la descripción de las muestras y de los principios nutritivos 
asociados a las mismas, habiéndose excluido algunas referencias a las características de 
la base de datos “Pastos Españoles (SEEP)” y las normas sobre unidades que aparecían 
en el documento original. Estas últimas están incorporadas en las instrucciones para los 
autores de la Revista PASTOS (Anónimo, 2010). 
Se mantiene la información sobre el origen de la propuesta y, como ocurre en el 
“Nomenclátor Básico de Pastos en España” (Ferrer et al., 2001) la base argumental que 
sustenta las decisiones tomadas, por considerar que se ven afectados conceptos usuales, 
en los que el uso de las presentes normas puede resultar controvertido. De esta forma, 
será más fácil entender y aceptar su uso o, en su caso, proponer alternativas razonadas 
que permitan mejorar y/o ampliar la propuesta aprobada.




de los Pastos Españoles” se acordó la colaboración entre el Servicio de Información 
sobre Alimentos (SIA) y la SEEP, para la divulgación de los resultados obtenidos por 
una de las unidades temáticas del proyecto, la de “Dinámica productiva y evaluación 
nutritiva de pastos”, mediante el desarrollo de una base de datos. Se utilizó la 
información almacenada por los distintos grupos territoriales de dicha unidad temática, 
que en la mayoría de los casos disponían de almacenes estáticos de datos en forma de 
hojas de MS Excel y formatos similares.
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La construcción de una base de datos de este tipo suponía que los términos con los 
que se describiría la información recogida debían ser de uso general y permitir una 
interpretación inequívoca. Así, tras una serie de procesos previos descritos por Gómez 
et al. (2008) y Maroto et al. (2009), se hizo necesario establecer una serie de normas 
para la homogenización de la información que describe una muestra de un determinado 
alimento, así como para la información relativa a sus características analíticas y 
nutritivas. En este sentido, fue muy importante la labor previa llevada a cabo por la 
SEEP al aprobar el “Nomenclátor Básico de Pastos en España” (Ferrer et al., 2001). No 
obstante, dicho Nomenclátor no cubría la totalidad de las particularidades que surgen 
a la hora de describir, únicamente mediante un nombre, las características principales 
de una muestra. Por ello, al igual que se hiciera con dicho Nomenclátor, se consideró 
procedente dar publicidad a los motivos que habían llevado a la toma de decisiones 
sobre denominaciones, de manera que dichas decisiones pudieran servir como propuesta 
)"8"('&8(8&98&2%"%"7(&2('!(*"'07()08(#"(*0E!2$%"%(*$&2/+,*"($2/&18"%"(&2(#"(?..;>(.'/"(
es la única forma de que la información resumida que se incluye en una base de datos 
pueda ser interpretada de forma inequívoca.
A continuación se exponen las normas aprobadas para la descripción de las muestras, 
"'+(*0E0(#"'(%&20E$2"*$02&'(:(#"'('$1#"'(F!&(%&B&2('&8(&E)#&"%"'()"8"(#"($%&2/$,*"*$62(
de los principios nutritivos.
PROCESO DE HOMOGENIZACIÓN DE LA INFORMACIÓN
En general, la mayor parte de los problemas encontrados durante el desarrollo de la 
base de datos “Pastos Españoles (SEEP)” se podían englobar en dos grandes grupos: los 
%&B$%0'("#(")08/&(%&(!2"($2908E"*$62($2'!,*$&2/&(:(#0'()8030*"%0'()08(#"(%$3&8'$%"%(%&(
formas de expresión de un mismo concepto. 
Como ejemplo del primer grupo de problemas, se puede recurrir al caso de 




el nombre de la muestra, como pueden ser el estado fenológico o el número de corte, en 
el caso de los forrajes. Algo similar ocurre con un análisis que se describe únicamente 
como “digestibilidad in vitro”. Es tal la variedad de técnicas in vitro existente y los 
resultados obtenidos por cada una de ellas son tan escasamente comparables entre 
sí, que un valor numérico que no se acompañe de una información más completa es 
prácticamente inutilizable. Por último, más grave aún es el caso en el que la información 
no es incompleta, sino inexistente. Así, era muy habitual que los datos recogidos no se 
"*0E)"<"8"2(%&(#"'(!2$%"%&'(%&(&I)8&'$62(2$(%&(#"'(8&9&8&2*$"'(B$B#$018J,*"'>
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El segundo grupo de problemas, es decir, la diversidad de formas de expresión, 
afectaba a todos los conceptos asociados a una muestra. Así, se detectaron términos 
equivalentes para el nombre común, por ejemplo, cebadilla y bromo, referido a Bromus 
wildenowii Kunth, algo que es bastante frecuente cuando se utiliza el vocabulario local. 
Sin embargo, también aparecieron duplicidades con el uso de algunos nombres latinos, 
por ejemplo Oryzopsis milliacea (L.) Bentham et Hooker y Piptatherum miliaceum 
@K>A( 0''>7( :"(F!&( "#1!20'(%&( &'/0'(H"2( '!98$%0(E0%$,*"*$02&'( "( #0( #"810(%&#( /$&E)07(
manteniéndose en la bibliografía las diferentes formas de denominación. Una ayuda 
importante para resolver esta diversidad se puede encontrar en la guía generada por el 
proyecto FLORA IBÉRICA (LLL>M08"$B&8$*">081), que viene desarrollando el Real 
N"8%+2( O0/J2$*0( %&( P"%8$%( @ ?Q A( *02( &#( J2$E0( %&( 9"*$#$/"8( #"( $%&2/$,*"*$62( %&( #"'(
)#"2/"'7(098&*$&2%0()"8"(*"%"(!2"(%&(&##"'(&#(20EB8&(*$&2/+,*0(*02'$%&8"%0("*/!"#E&2/&(
como correcto y sus sinónimos, así como los diferentes nombres vernáculos con los 
F!&( '&( $%&2/$,*"( &2( #"'( %$'/$2/"'( D02"'( %&( #"( )&2+2'!#"( $BR8$*">( .#( E$'E0( )80B#&E"(
de diversidad aparecía con las partes utilizadas para la alimentación de los animales, 
como corona y cabeza, referidas a fracciones de la remolacha, los estados vegetativos, 
por ejemplo gemación y abotonamiento, las determinaciones analíticas, como grasa 
bruta y extracto etéreo, etc. Diversos autores (Ireland y Møller, 2000; Martínez et al., 
2009) hacen referencia en sus publicaciones al problema que suponen los homónimos y 
sinónimos en la construcción de tablas y bases de datos de alimentos. Hay que tener en 
cuenta que, aunque algunas de estas diferencias sean reconocidas sin problemas por los 
especialistas, al construir una base de datos deben ser eliminadas, de cara a facilitar la 
gestión y las consultas de la información que allí se almacena. 
Por todo lo expuesto, como medio para controlar los problemas descritos y hacer 
útiles los valores incluidos en la base de datos, fue necesario adoptar una serie de 
decisiones de normalización que se describen a continuación.
NOMENCLÁTOR DE LAS MUESTRAS
Son muchos los sistemas utilizados a lo largo del tiempo para la descripción de las 
muestras de alimentos para animales. 
Uno de los primeros intentos se llevó a cabo a través de la iniciativa conocida como 
International Network of Feed Information Centres (INFIC), auspiciada por la FAO 
en 1971 (Speedy, 1991). Se desarrolló un sistema descriptivo en el que cada muestra 
disponía de un nombre corto y otro con una descripción más amplia, junto a un código 
numérico relacionado con los anteriores. Todos los descriptores se organizaban en torno 
"('&$'(9"*&/"'S(08$1&2(%&#(E"/&8$"#7()"8/&(&')&*+,*"7()80*&'0'7(&'/"%0(%&(E"%!8&D7(*08/&(0(
cosecha y grado de calidad (Harris et al., 1980). A lo largo del tiempo se desarrollaron 
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múltiples versiones de este sistema, como la de Antoniewicz (1995) del Polish Feed 
Information Centre, que amplió la descripción de una muestra a 11 facetas: categoría, 
origen, grupo o familia, especie/variedad, parte, fracción, número de corte, estado de 
madurez, forma de presentación, tipo de procesado y método de procesado.
Tras el escaso éxito del proyecto INFIC se planteó en Europa el desarrollo de un 
proyecto propio, denominado European Network of Feed Information Centres (ENFIC), 
que diseñó su propio sistema de nomenclatura (Working Group on Feed Nomenclature, 
1996). Dicho sistema, basado en INFIC, establecía la descripción de la muestra en base 
a un código, un nombre común, un texto descriptivo y una lista de 13 facetas: origen, 
08$1&2(&')&*+,*07(20EB8&(*$&2/+,*07()"8/&("2"#$D"%"7()"8/&(*02'!E$%"7()80*&'0'7(&'/"%0(
de maduración, corte o cosecha, grado comercial, grado sintético, nombre comercial, 
país y productor. Cada faceta disponía de un listado anexo de palabras clave a utilizar.
Por otro lado, se han desarrollado nuevos sistemas de nomenclatura (basados en 
los anteriores) en torno a proyectos de bases de datos de alimentos humanos. Uno de 
los más extendidos hoy día es LanguaL (Feinberg et al., 1991). LanguaL es un tesauro 
multilingüe organizado en 14 facetas (o campos) características de la calidad nutricional 
e higiénica de la muestra (Ireland y Møller, 2000). Cada faceta se corresponde con un 
código numérico, que vincula los términos referidos a un mismo concepto en múltiples 
lenguas. 
Otro sistema de descripción de muestras de alimentos humanos es el propuesto por 
Truswell et al. (1991) a raíz del proyecto International Network of Food Data Systems 
(INFOODS), variante de INFIC en alimentos humanos. A pesar de que se trata de nuevo 
de una estructura facetada, el sistema INFOODS presenta una gran diferencia respecto 
a LanguaL: cada una de las facetas del nombre se completa con texto libre, no en base a 
un tesauro, aunque existen ciertos términos recomendados. 
Además, se pueden encontrar sistemas que utilizan solamente códigos numéricos en 
base a estructuras jerárquicas en árbol, por ejemplo el BLS alemán (Dehne et al., 1999).
Finalmente, a la hora de la ordenación de los datos para su consulta, en algunas bases 
de datos y otros compendios sobre alimentos, es común la organización de los mismos 
en grupos, normalmente en función de su origen y/o tipología (De Blas et al., 1999; 
Møller et al., 2007). Sin embargo, en la base de datos desarrollada (Maroto et al., 2009) 
se consideró más práctico seguir una secuencia alfabética, como la utilizada por Piccioni 
(1970).
La propuesta de nomenclatura de muestras del SIA, aplicada en la base de datos 
Pastos Españoles (SEEP) y origen de las presentes normas, se basa en la utilización 
%&(!2(*"E)0(T2$*0(@U-POV.A(*0E0()8$2*$)"#($%&2/$,*"%08(%&(#"(E!&'/8"(@W6E&D(et 
al., 2008) basado en el sistema de nomenclatura INFIC/ENFIC, dado por la secuencia 
“producto-parte-proceso-otros”. El término “otros” incluye atributos que, en su mayoría, 
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proporcionan información relacionada con la calidad de la muestra. Al igual que en el 
caso de INFOODS, se proponen una serie de términos recomendados, aunque es posible 
la utilización de expresiones diversas, como se explica más adelante. Se suprime el uso 
%&(*6%$10'(2!ER8$*0'()08(#"'(%$,*!#/"%&'(F!&('!)02&2()"8"(&#(!'!"8$0(:()08(#"(8$1$%&D(
que imponen al sistema, como se ha comprobado de forma reiterada.
Por otro lado, de cara a la inclusión de la información en bases de datos, se consideró 
conveniente limitar el tamaño del espacio destinado al nombre, por lo que fue necesario 
elegir los aspectos “más importantes” a la hora de discriminar entre muestras, relegando 
algunas características a un campo de observaciones. 
Para la elección de las características “más importantes” de una muestra se tuvieron 
&2( *!&2/"( #0'( *8$/&8$0'( "%0)/"%0'( "( 2$3&#( 0,*$"#7( )!B#$*"%0'( &2( &#( O0#&/+2(-,*$"#( %&#(
Estado (BOE, 2002), junto a los que aparecen en la bibliografía citada anteriormente 
y la opinión de algunos expertos. A continuación se exponen los criterios utilizados y 





(como producto reconocible) más próximo a la muestra. Sin embargo, siempre aparecen 
dudas, como en el caso de los frutos de especies arbustivas y arbóreas que cuentan con 
nombre propio, para los que se ha utilizado éste como “producto” en lugar del nombre 
de la especie botánica de la que proceden. Así, se utilizará ACEITUNA (producto) 
ORUJO (parte) en lugar de OLIVO (producto) FRUTO (parte) ORUJO (parte de la 
parte). Hay que destacar que esta decisión es contraria a la propuesta por otros sistemas 
como INFIC/ENFIC (Working Group on Feed Nomenclature, 1996) donde, por ejemplo, 
es preferido el uso de CABRA (producto) LECHE (parte) SUERO (parte de la parte) 
frente a LECHE CABRA (producto, ver comentario en el párrafo siguiente) SUERO 
(parte).
Por otro lado, como explica Burlingame (1996), existe cierta confusión entre lo que 
se considera tradicionalmente nombre de la muestra (producto) y otros descriptores de 
la misma (atributos de calidad). En este sentido, se ha decidido que varios alimentos 
similares se considerarán “productos” distintos cuando sean diferenciables en función de 
su procedencia de especies vegetales o animales diferentes, pero no cuando lo sean en 
función de la variedad o raza, conceptos que se consideran como atributos de calidad y 
se incorporarían al nombre en el término “otros”. Así, el altramuz blanco (Lupinus albus 
L.) es un producto distinto del altramuz amarillo (Lupinus luteus L.), por lo que no sería 
adecuado indicar la condición de blanco o amarillo como un atributo de calidad (“otros”) 
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&2(#!1"8(%&(*6E0(!2"(*"8"*/&8+'/$*"(F!&(%&,2&(&#()80)$0(4)80%!*/0=>(X'+7(&2(&'/&(*"'07(
lo correcto sería usar la denominación ALTRAMUZ AMARILLO FORRAJE, y no 
ALTRAMUZ FORRAJE AMARILLO o ALTRAMUZ FORRAJE VAR AMARILLO 
@*0E0('&(H"(&I)#$*"%0(XPXVQKK-('&(8&,&8&("(#"(&')&*$&(B0/J2$*"7(20("(!2"(3"8$&%"%A>(
LECHE CABRA SUERO, citado en el párrafo anterior, es otro ejemplo de este sistema. 
De nuevo, ésta es una decisión contraria a la del sistema INFIC/ENFIC, donde la primera 
faceta del nombre (origen) incluye género, especie y variedad, o bien especie y raza en 
el caso de los productos animales (Faichney, 1991). Sin embargo, se ha entendido que 
$2*08)08"8(#"(3"8$&%"%(*0E0($%&2/$,*"%08($2$*$"#(&2(&#(20EB8&7("2/&*&%$&2%0("(#"()"8/&(
considerada, no resulta práctico y distorsiona el sistema de localización de la muestra en 
las bases de datos.
Existen casos en los que es difícil tomar una decisión en función de la norma anterior, 
ya que la diversidad de nombres latinos existente no deja claro si se está hablando de 
una especie o una variedad distintas: por ejemplo Quercus rotundifolia Lam. frente a 
Quercus ballota var. rotundifolia @K"E>A( Y&BB>( Z&B$%0( "( #"( %$,*!#/"%( %&( *#"'$,*"8(
taxonómicamente ciertos alimentos, algunos autores como Truswell et al. (1991) abogan 
por el uso del nombre latino sólo para plantas poco conocidas. En el caso de la base de 
%"/0'(4;"'/0'(.')"<0#&'(@?..;A=('&(H"(0)/"%0()08('!(!'0(&2(/0%0'(#0'(*"'0'(*02(&#(,2(%&(
facilitar la diferenciación entre especies con el mismo nombre común.
Parte
.2( #0( F!&( '&( 8&,&8&( "( #"'( 4)"8/&'=( /"EB$R2( &I$'/&2( *"'0'( %&'/"*"B#&'>( X'+7( '&(
ha usado el término GRANO para las gramíneas y leguminosas y SEMILLA para el 
resto de familias botánicas. Por ejemplo, CEBADA GRANO y GIRASOL SEMILLA. 
.'/"(E&%$%"( )8&'&2/"( *$&8/"( *02/803&8'$"7( :"( F!&( "!2F!&( &#(O-.( '&( 8&,&8&( "( 418"20'(
de cereales” y “semillas de leguminosas y oleaginosas”, lo más habitual en la 
bibliografía es el uso del término GRANO en las leguminosas. Así, el Diccionario de 
#"(V&"#(X*"%&E$"(.')"<0#"( @VX.7([\\]A(*02/&E)#"(&2/8&( #"'(%&,2$*$02&'(%&(18"20( #"(
de “semilla pequeña de varias plantas”. Por otro lado, en España ha sido tradicional la 
utilización de la expresión “Leguminosas de grano”, título de varios libros importantes 
(Mateo, 1960; Cubero y Moreno, 1983). Asimismo, más recientemente, Nadal et al. 
(2004) han publicado “Las leguminosas grano en la agricultura moderna”, donde se 
puede observar que ya se ha eliminado el término “de” quedando simplemente como 
“leguminosas grano”.
.#( /R8E$20( 4'&E$##"=( #0( !/$#$D"E0'( "F!+( *02( &#( '$12$,*"%0( 3!#1"8( F!&( 8&*01&(
Font Quer (2009) “toda suerte de granos y frutos seminiformes”, ya que en términos 
*$&2/+,*0'( '&( *088&')02%&( *02( #"( )"8/&( %&#( 98!/0( #$B8&( %&( #"( *J'*"8">(X'+7( &#( 98!/0( '&(
compone de pericarpio (con epi, meso y endocarpio) a lo que denominamos CÁSCARA 
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y la semilla; esta se compone de episperma (con testa y endopleura, pequeña y pegada a 
la semilla), cotiledones y embrión. Visto lo anterior y habida cuenta de la frecuencia de 
uso de estos componentes en casos como la bellota o la castaña, utilizaremos el término 
PULPA como equivalente al fruto decorticado, PULPA PIEL a lo que sería el episperma 
y PULPA PELADA al conjunto de los cotiledones y el embrión.
Con respecto al consumo de la parte vegetativa de una planta forrajera, arbusto o 
árbol, se han utilizado los siguientes términos:
Forraje
.'/&(/R8E$20('&(8&,&8&("()#"2/"'(H&8BJ*&"'(cosechadas previamente a su consumo. 
Por ejemplo, ALFALFA FORRAJE. El concepto es equivalente al descrito en el 
Nomenclátor de Pastos de la SEEP, según el cual el término forraje es asimilable a la 
“parte vegetativa de las plantas que se utiliza en la alimentación del ganado, una vez 
cortada o segada, bien directamente o bien conservada”.
Hierba
Se utiliza este término para indicar la parte aérea consumida a diente de una 
planta o un grupo de plantas herbáceas, como en RAIGRAS INGLES HIERBA o 
PRADERA HIERBA. En este caso, la expresión más cercana que se puede encontrar 
&2(&#(U0E&2*#J/08(%&(#"(?..;(&'(;X?5-V.-7()&80('&(8&,&8&("(!2"(4"**$62=(:(20("(!2"(
4)"8/&=7()08(#0(F!&('&(H"(%&'&*H"%0('!(!'0(*02(&'/&(,2>(?&1T2(&#(!'0(%&'*8$/0(%&#(/R8E$20(
hierba, no deberían utilizarse algunas denominaciones muy comunes en la actualidad, 
por ejemplo PRADO HIERBA ENSILADA, ya que para ensilar la hierba ésta debe ser 
previamente cosechada, por lo que la denominación correcta sería PRADO FORRAJE 
ENSILADO.
Ramón
Es el concepto equivalente a forraje para el caso de los pastos arbustivos y arbóreos. 
Por ejemplo, OLIVO RAMON. No siempre es fácil asignar a una determinada planta el 
concepto de FORRAJE o RAMON, ya que existen especies con cualidades intermedias. 
Por ejemplo, la mayor parte de las plantas aromáticas presentan consistencia herbácea, 
pero sería posible asimilarlas a arbustos por su porte e incluso por el tipo de consumo 
que los animales realizan sobre ellas. En todo caso, se ha entendido que lo importante es 
que en ambos casos estamos considerando la parte que se ha segado o cortado a partir 
del producto original.
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Ramoneado
En referencia a parte ramoneada, es el concepto equivalente a hierba, pero en el caso 
de los pastos arbustivos y arbóreos, es decir, es la parte consumida en pastoreo de este 
tipo de alimentos. Por ejemplo, AULAGA RAMONEADA. Cabría pensar que, según 
esto, hubiera sido preferible utilizar el término PASTOREADO en lugar de HIERBA. 
Se ha optado por el segundo de cara a evitar denominaciones redundantes, por ejemplo 
PASTO DE PUERTO PASTOREADO. Además, parece lógico que PASTOREADO es 
un término más general que HIERBA, incluyendo el consumo de especies herbáceas, 






en pastoreo de los restos que quedan tras la cosecha normal de un cultivo. Se utilizará 
no solamente en los casos tradicionales de rastrojos de cereales, como en TRIGO 
RASTROJO, sino en otros que pueden ser poco usuales, como TOMATE RASTROJO 
(indica el pastoreo de la parte vegetativa de un cultivo de tomate tras recoger los frutos). 
Planta entera
Se ha utilizado como “parte” este concepto cuando se trata de plantas con raíces 
comestibles, hortalizas con frutos y otros casos en los que el producto consta de diversas 
partes vegetativas con usos bien diferenciados. Por ejemplo, NABO PLANTA ENTERA 
indicaría el consumo por los animales de nabos forrajeros completos, tanto las hojas 
como la raíz, mientras que NABO HOJA supondría la utilización solamente de la parte 
aérea, es decir, las hojas. En plantas que no disponen de partes tan diferenciadas, el uso 
de la palabra FORRAJE supondría el consumo de la planta entera, mientras que para 
indicar circunstancias no habituales se han usado fórmulas adaptadas a cada caso. Por 
ejemplo, el consumo de la parte aérea del maíz excluyendo las mazorcas se ha descrito 
como MAIZ HOJA Y TALLO (cuando se usan varias partes de la planta, como en este 
caso, la ordenación de éstas en el nombre debe ser alfabética).
Tallo y rama leñosa
Se ha usado el término tallo para las especies herbáceas y rama leñosa para indicar 
el consumo de la parte leñosa del ramón en las plantas arbustivas y arbóreas. Por 
ejemplo ALFALFA TALLO y OLIVO RAMA LEÑOSA. Aunque pueda parecer ilógica 
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la consideración de la parte leñosa de una rama como alimento para el ganado, existen 
algunas muestras en la base de datos “Pastos Españoles (SEEP)” que informan de su 
composición, posiblemente para diferenciar las características de las hojas y el leño en 
los ramones.
Subproducto industrial
Este es el término utilizado en el caso de muestras en las que la parte vegetativa 
8&'!#/"2/&( %&#( )80*&'"E$&2/0( $2%!'/8$"#( 20( &'( *#"8"E&2/&( $%&2/$,*"B#&>( .G&E)#0S(
PIMIENTO SUBPRODUCTO INDUSTRIAL PIMENTON, para el producto sobrante 
de la obtención de este condimento.
Proceso
.2(#0(F!&('&(8&,&8&("#(4)80*&'0=('!98$%0()08(#"(E!&'/8"7('&()8&'&2/"("(*02/$2!"*$62(
en la Tabla 1 con los términos propuestos, en comparación con los recomendados en el 
O0#&/+2(-,*$"#(%&#(.'/"%0(@O-.7([\\[A>
En ocasiones es necesario describir alimentos sometidos a varios “procesos”. 
En ese caso, éstos se ordenarían en el nombre por orden de jerarquía y no por orden 
alfabético o por orden de realización. Por ejemplo, se ha utilizado la expresión MAIZ 
FORRAJE ENSILADO PRESECADO ya que, aunque el presecado es un proceso previo 
al ensilado, la muestra se describe más por su condición de ensilado, siendo el presecado 
un complemento a esta información. Con ello se intenta que los nombres de materias 
primas similares aparezcan juntos en las bases de datos donde, como ya se ha indicado, 
todos los parámetros se ordenan alfabéticamente.
Otros atributos (calidad)
Por último, en relación a los “otros” componentes del nombre (atributos de calidad de 
la muestra) los propuestos y utilizados en las bases de datos del SIA son los siguientes:
Año de cultivo
Se ha indicado AÑO 1, AÑO 2 y así sucesivamente. Por ejemplo, ALFALFA 
FORRAJE HENIFICADO AÑO 2.
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Término propuesto Término BOE 8+7%$-$9%(46:
Concentrado Concentrado Aumento del contenido de determinados elementos mediante la 
eliminación del agua o de otros constituyentes





Eliminación total o parcial de las capas externas de los granos, 




Secado al sol (para frutos y otros 
donde no resulta adecuado el 
/R8E$20(H&2$,*"%0A
Presecado (proceso previo al 
ensilado)
Extractado Harina de 
extracción
Separación de grasas y aceites de determinadas sustancias mediante 
un disolvente orgánico, o del azúcar u otros elementos solubles 
mediante un disolvente acuosoMelaza, pulpa1
Copos2 Aplastamiento de un producto previamente sometido a un tratamiento térmico húmedo
Harina2, salvado1, 
harinillas1, etc
Tratamiento físico del grano para reducir el tamaño de las partículas 
y facilitar la separación de las fracciones constituyentes





Tratamiento térmico efectuado en condiciones especiales con objeto 
%&(E0%$,*"8(&#(3"#08(2!/8$/$30(0(#"(&'/8!*/!8"(%&(#"(E"/&8$"
Hidrogenado Hidrogenado Tratamiento de los aceites y grasas para que alcancen un punto de fusión más elevado
Hidrolizado Hidrolizado
Descomposición en componentes químicos más simples mediante 
un tratamiento adecuado con agua y, en su caso, con enzimas o 
ácido/álcali
Prensado Torta de presión3 Separación por presión mecánica y, en su caso, con calor, de la grasa o el aceite de las sustancias oleaginosas
Granulado2 Fabricación de gránulos mediante presión
Pregelatinizado Pregelatinizado P0%$,*"*$62(%&#("#E$%62()"8"(E&G08"8(*02'$%&8"B#&E&2/&('!(propiedad de hincharse en contacto con el agua fría
V&,2"%0 V&,2"%0
Eliminación total o parcial de las impurezas presentes en los 




Separación mecánica de las diversas partes de la semilla o del grano 
tras la adición de agua con o sin anhídrido sulfuroso para extraer 
almidón
Triturado2 Transformación mecánica de los granos o de otras materias primas para la alimentación animal destinada a reducir su tamaño
Desazucarado Desazucarado
Extracción total o parcial de los monosacáridos o disacáridos de 
la melaza y de otras sustancias que contengan azúcar mediante 
procedimientos químicos o físicos
1Melaza, pulpa, salvado, etc se han considerado “partes”, no “procesos”. En todo caso se utilizaría MELAZADO para 
describir el proceso de adición de melaza.
2Harina, granulado, etc se han considerado formas de presentación (atributos de calidad) y no procesos, como se explica 
más adelante.
3El término torta se ha sustituido por harina (consultar más adelante en el apartado referido a las formas de presentación)
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Número de corte y ciclo
En este caso se ha usado CT 1, CT 2,… para el caso de los forrajes, es decir, 
cosechados y CICLO 1, CICLO 2,… (CL si es necesario abreviar) para el caso de las 
hierbas, es decir, consumidos a diente. Así, las expresiones correctas serían RAIGRAS 
INGLES FORRAJE CT 3 y RAIGRAS INGLES HIERBA CICLO 3.
Estado fenológico
En este aspecto, debido a la enorme diversidad existente, se ha optado por el 
agrupamiento de conceptos, aunque en algún caso esto puede suponer cierta “pérdida 
%&( $2908E"*$62=( &2( #"( $%&2/$,*"*$62( %&( #"(E!&'/8"( "( /8"3R'( %&#( 20EB8&>( ;08( &G&E)#07(
en las tablas originales de los grupos de trabajo de la unidad temática de “Dinámica 
productiva y evaluación nutritiva de pastos” se podían encontrar términos descriptivos 
como legumbres en formación, semillas en formación, vaina plana,… que, si bien hacen 
referencia a un mismo periodo de desarrollo de la planta, presentan ciertos matices que 
los diferencian. Sin embargo, todos estos conceptos se han englobado bajo el término 
general “semillado inicio”. 
En la Tabla 2 se muestra la equivalencia entre los términos propuestos y los utilizados 
por los grupos de trabajo citados.
Algunos otros términos ofrecen también ciertas dudas, por ejemplo “legumbres 
formadas”, que por el contexto se ha entendido como legumbres recién formadas y 
en consecuencia se ha asimilado a SEMILLADO INICIO. Sin embargo, este término 
también podría interpretarse como SEMILLADO MADURO.
Forma de presentación
Se ha indicado GRANULADO, HARINA, COPOS, etc. En el caso de las harinas 
de oleaginosas es necesario indicar además si proviene de extracción con solventes 
(EXTRACTADA) o con presión (PRENSADA). Nótese que el término HARINA hace 
referencia a un atributo de calidad (“otros”) y no a una “parte”. Por tanto, en las bases 
de datos, aunque cabría pensar en COLZA HARINA como nombre, se ha preferido 
indicar COLZA SEMILLA EXTRACTADA HARINA (no obstante, en los casos en los 
que se encuentre aquella expresión, se entenderá como semilla extractada en harina). 
El BOE utiliza HARINA sólo para los productos derivados de procesos de molienda 
y desecación o bien de extracción de grasas y/o aceites con solventes, mientras que 
TORTA es el término elegido para los procesos de extracción por presión. En este 
caso, se ha decidido la utilización del término HARINA de forma indiferente, pues se 
ha considerado que TORTA hace referencia a una forma de presentación no habitual 
en este tipo de productos en la actualidad, quedando los procesos diferenciados por el 
uso indicado de los términos PRENSADA y EXTRACTADA. En cuanto a los términos 
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“decorticado” e “integral” en relación a las harinas de oleaginosas hay que tener en 
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correcto hablar de GIRASOL SEMILLA EXTRACTADA HARINA INTEGRAL y no 
de GIRASOL SEMILLA INTEGRAL EXTRACTADA HARINA. Finalmente, recalcar 
que con respecto a las semillas de oleaginosas existen casos, por ejemplo, la soja, en los 
que la planta es además leguminosa, por lo que no se debería utilizar SOJA SEMILLA 
EXTRACTADA HARINA, sino SOJA GRANO EXTRACTADO HARINA.
TABLA 2
Equivalencia entre los descriptores del estado fenológico propuestos y los utilizados en las 
tablas de los grupos de trabajo.
Equivalence between proposed phenological descriptors proposed and those used in working 
groups tables.
















Vaina de X cm
Semillado inicio














Semillado lechoso Semilla lechosaGrano lechoso
Semillado pastoso Grano pastoso
Semillado vítreo Grano vítreo
*El término “espigado” estaba asociado al concepto de FLORACION en algunos grupos, mientras que en otros se 
asociaba a SEMILLADO. 
PASTOS 2011 PASTOS, 41 (1), 5-32 19
F. Maroto et al. Nomenclátor de alimentos y principios nutritivos
Variedad o ecotipo
Se ha usado la abreviatura VAR para las variedades y EC para los ecotipos regionales, 
'$2(0#3$%"8(#"(%$,*!#/"%(F!&('!)02&(%$'/$21!$8(&2/8&(!20'(:(0/80'(&2(E!*H0'(*"'0'>(;08(
tanto, se escribiría ALFALFA FORRAJE VAR DU PUITS y MAIZ FORRAJE EC 
MUROS. En las muestras en las que la variedad es el cruce de otras dos se ha utilizado 
el símbolo intermedio X.
Tratamientos
Se ha utilizado el término “tratado”, expresado con la sigla T en los casos en que 
'&("<"%&("(!2(%&/&8E$2"%0("#$E&2/0(!2()80%!*/0(*02(&#(,2(%&(9"*$#$/"8('!(*02'&83"*$62(
(MAIZ FORRAJE ENSILADO T FORMICO) o para mejorar sus características 
nutritivas (CENTENO PAJA T NH3). En el caso de tratamientos con productos 
comerciales, no se debe utilizar la marca, sino el nombre del componente o componentes 
activos mayoritarios. Por ejemplo, se ha utilizado MAIZ FORRAJE ENSILADO T AC 
ORGANICOS en lugar de MAIZ FORRAJE ENSILADO T KOFASIL.
Cualidades específicas
Por ejemplo, una muestra del pasto de una dehesa consumido a diente se describe 
como PASTIZAL HIERBA DEHESA, ya que se trata de un “pastizal” por ser un pasto 
natural que se agosta en verano, “hierba” por ser consumido a diente y “dehesa” indica 
'!()80*&%&2*$"(@'$&2%0("('!(3&D(!2("/8$B!/0(%&(*"#$%"%A>(-/80(*"'0(%&(*!"#$%"%(&')&*+,*"(
se puede encontrar en el análisis de los rechazos de pastoreo. Una muestra de este tipo 
se denominaría, por ejemplo, PRADO HIERBA RECHAZO, para indicar que se está 
analizando la fracción rechazada (“rechazo”) de la parte aérea consumida a diente por 
parte de los animales (“hierba”) de un pasto natural no agostante (“prado”). Por último, 
es importante considerar la cualidad SECANO o REGADIO como un componente del 
nombre, sobre todo en aquellas muestras que incorporan datos productivos, debido a 
que este parámetro se ve sumamente afectado por dicha característica. Así, se debería 
utilizar como en MAIZ FORRAJE SECANO.
A pesar de que, como se ha descrito, se ha incluido gran cantidad de información 
como parte del nombre de una muestra, tanto en la información publicada originalmente, 
como en la recopilada por los grupos de trabajo de la unidad temática de “Dinámica 
productiva y evaluación nutritiva de pastos”, se recogían otros muchos atributos de las 
mismas susceptibles de ser incorporados en el mismo, si bien se destinaron a un campo 
de OBSERVACIONES por motivos de espacio. En este sentido, se disponía de datos 
de tiempo de desarrollo, estación del año, abonado, tratamientos herbicidas, marcas 
comerciales, densidad de plantas, sistemas de producción, maquinaria de procesado, 
#021$/!%(%&()$*"%07(%0'$,*"*$62(%&(/8"/"E$&2/0'7(&/*>
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Particularidades
A partir de aquí se exponen una serie de normas que se han utilizado para resolver 
ciertas particularidades que aparecen en las muestras incluidas en las bases de datos del 
SIA, algunas de las cuales pueden parecer realmente anómalas, debido a lo inusuales 
que son.
Mezclas
En el caso de las materias compuestas por varios ingredientes se ha optado por el uso 
del término MEZCLA. Se ha expresado como en MEZCLA AVENA VEZA FORRAJE 
HENIFICADO o MEZCLA CEBADA TRIGO GRANO. Los distintos ingredientes 
deben aparecer ordenados alfabéticamente (MEZCLA AVENA VEZA y no MEZCLA 
VEZA AVENA) facilitando de este modo la localización de las distintas mezclas en los 
listados alfabéticos.
Algunas mezclas se componen de diferentes “partes” de distintos ingredientes, 
en cuyo caso se ha usado a la conjunción “Y” para separar los conceptos, como 
en MEZCLA AVENA GRANO Y TRIGO PAJA. También aquí se deben ordenar 
alfabéticamente los ingredientes, excepto cuando uno de ellos se incorpora como 
suplemento, es decir, en una proporción muy inferior a la del ingrediente principal, en 
cuyo caso dicho suplemento se colocará siempre en último lugar (MEZCLA MAIZ 
FORRAJE ENSILADO Y CEBADA GRANO). En este sentido, Truswell et al. (1991) 
%&'/"*"B"2(#"(%$,*!#/"%(%&('&)"8"8(#0'("#$E&2/0'('$E)#&'(%&(#"'(E&D*#"'7()8&1!2/J2%0'&(
si una pequeña cantidad de un ingrediente añadido transforma un alimento simple en una 
mezcla (o un alimento suplementado). En el caso de la base de datos “Pastos Españoles 
(SEEP)” se ha considerado cualquier adición, incluso de corrector minero-vitamínico 
como una mezcla, ya que algunas determinaciones pueden verse muy afectadas (en este 
caso los minerales).
En el caso de conocer la proporción de los diferentes ingredientes incluidos en la 
muestra, ésta se ha indicado entre paréntesis inmediatamente después de los nombres 
de los componentes. Por ejemplo, MEZCLA AVENA VEZA (2:1) FORRAJE, referido a 
una mezcla de avena y veza con dos tercios del cereal y un tercio de la leguminosa.
Por otro lado, es posible que no se conozca el nombre común de alguno de los 
ingredientes de una mezcla. En ese caso se ha optado por utilizar conjuntamente 
nombres comunes y latinos, como en “MEZCLA ALFALFA OXALIS SPP FORRAJE”.
Cuando en una mezcla cada uno de los ingredientes presenta diferentes atributos se 
ha usado un asterisco para indicar a qué componente pertenece cada uno de ellos. Así, 
MEZCLA TRITICALE* VEZA FORRAJE *SEMILLADO LECHOSO indica que el 
atributo semillado lechoso pertenece al triticale y no a la veza. En el caso de que las dos 
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materias tengan atributos se debe escribir como en MEZCLA TRITICALE* VEZA** 
FORRAJE *SEMILLADO LECHOSO **FLORACION. 
Por otro lado, para limitar el espacio dedicado al nombre, se ha decidido que cada 
nombre contenga un máximo de tres ingredientes, de forma que en el caso de que existan 
más se debe recurrir a nombres genéricos. Por ejemplo, se ha usado MEZCLA CEREAL 
GRANO en lugar de MEZCLA CEBADA CENTENO TRIGO TRITICALE GRANO. 
A pesar de ello, la composición botánica de las mezclas no debe obviarse, aunque no 
'&($2*#!:"(&2(&#(20EB8&(1&2R8$*0(%&(#"(E!&'/8"7(:"(F!&(9"*$#$/"('!($%&2/$,*"*$62(:7(&2(&#(
caso de las bases de datos, puede incluirse en un campo de Observaciones. 
En el caso de los pastos herbáceos compuestos de más de tres especies (o aquellos de 
los que no se conoce la composición botánica) se han usado los términos genéricos que 
se indican a continuación, de acuerdo con las descripciones del “Nomenclátor Básico de 
Pastos en España”:
a( PRADO. Comunidad vegetal espontánea, densa, húmeda y siempre verde. Por 
ejemplo PRADO FORRAJE.
a( PRADERA. Cultivo forrajero constituido, fundamentalmente, por varias especies 
de gramíneas y leguminosas.
a( PASTO DE PUERTO. Recurso de verano en los pisos alpino, subalpino, 
montano, supra-, oro- y crioromediterráneo. Son pastos de relativa humedad  y 
elevada densidad.
a( PASTIZAL. Comunidad natural dominada por especies herbáceas que, por efecto 
del clima, se secan o agostan en verano.
a( PASTO AGRICOLA. Derivado de la actividad agrícola y con aprovechamiento 
generalmente intensivo.
a( PASTO DE RAMONEO. Indica el aprovechamiento de arbustos a diente. Si 
fuera el conjunto de la hierba y el ramoneo de una zona el término a utilizar 
sería PASTIZAL ARBUSTIVO (o bien PRADO ARBUSTIVO, si la parte 
herbácea es no agostante). Es difícil imaginar una muestra analítica de PRADO 
ARBUSTIVO; sin embargo, hay que tener en cuenta que en la base de datos 
“Pastos Españoles (SEEP)” existen registros que sólo incluyen datos productivos, 
por lo que no se trata de muestras propiamente dichas.
a( COMUNIDAD. Se utilizará este término cuando se trata de asociaciones 
,/0'0*$0#61$*"'(%&,2$%"'(B0/J2$*"E&2/&()08(!2"(9"E$#$"()8$2*$)"#(*020*$%">(;08(
ejemplo COMUNIDAD AGROSTIDETALIA FORRAJE.
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Rotaciones
Otro tipo de mezclas vegetales son las rotaciones de cultivos, aunque en este caso los 
ingredientes no coinciden en el tiempo. Así, para describir datos globales (o medios) del 
conjunto de una rotación de cultivos, como los de producción de biomasa, se ha utilizado 
en el nombre el término ROTACION precediendo al de los componentes de la misma 
ordenados alfabéticamente, como en ROTACION GIRASOL TRIGO FORRAJE.
Híbridos
Otro caso particular es el de los híbridos vegetales. Para nombrarlos se ha utilizado 
el signo intermedio X (como se ha descrito para los cruces de variedades) entre los 
nombres de las especies de origen; por ejemplo, SORGO X PASTO SUDAN FORRAJE. 
En este caso, se ha considerado oportuno que el orden de las especies en el nombre no 
sea alfabético, sino el utilizado en la bibliografía sobre la botánica del híbrido.
Nota sobre la aplicación de los criterios de denominación de las muestras
Lo importante en la descripción de una determinada muestra, independientemente 
del orden en el que se citen, es que se registren todos aquellos atributos que sean 
8&#&3"2/&'()"8"( '!(*088&*/"( $%&2/$,*"*$62(:b0(*#"'$,*"*$62>(.2(&#( /&I/0(%&(!2("8/+*!#07(
una vez descritas todas las características que conforman el nombre completo, se puede 
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pero en el caso de las tablas debería aparecer la descripción completa de sus atributos, 
preferiblemente en la secuencia establecida para la gestión de la información en una 
base de datos (producto-parte-proceso-otros), bien en el interior de la propia tabla o 
como nota aclaratoria al pie de la misma. 
Por otra parte, aunque el ideal sería el utilizar un conjunto de palabras idénticas 
para la denominación de un mismo producto, es posible mantener la funcionalidad del 
sistema utilizando términos que se consideren equivalentes, siempre que no ofrezcan 
%!%"'( )"8"( #"( *#"'$,*"*$62( %&#( )80%!*/0>( X'+7( &#( *#J'$*0( H&20( %&( "#9"#9"( %&B&8+"(
denominarse como ALFALFA FORRAJE HENIFICADO, si se siguiera la secuencia 
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ALFALFA, ALFALFA HENIFICADA o ALFALFA HENO, al considerarse, aunque no 
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decir, el forraje. 
NOMENCLÁTOR DE LOS PRINCIPIOS NUTRITIVOS
Al igual que con el nombre de la muestra, se ha llevado a cabo una búsqueda 
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principios nutritivos. Uno de los más completos es el diseñado por Unwin y Becker 
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origen (análisis, tabla, etc), método, fuente del valor (referencia de la tabla, etc), fuente 
del método (donde se describe) y calidad del valor. Por otro lado, el sistema INFOODS, 
citado anteriormente, desarrolló un listado de siglas (“tagnames”) y descriptores de cara 
a favorecer el intercambio de información a nivel internacional (Klensin et al., 1989). 
Dicho sistema también considera el método de obtención y la unidad de expresión como 
parte del componente obtenido.
Tanto los descriptores como las siglas utilizables son muy variados; por ejemplo, 
para los análisis de nitrógeno en las soluciones detergentes se pueden encontrar las siglas 
N-FAD y N-FND (Goering y Van Soest, 1970), que expresarían el nitrógeno contenido 
en las FAD y FND, pero también NIAD y NIND (Licitra et al., 1996), que expresarían 
el nitrógeno insoluble en detergentes ácido y neutro, respectivamente. En este caso, 
optamos por las primeras, ya que son las propuestas por los autores de la metodología 
de análisis y las más utilizadas en España. Del mismo modo, en la mayor parte de 
los casos, se ha optado por el uso de los términos más habituales, teniendo siempre 
en cuenta el uso de la lengua española. Es bastante común, por ejemplo, encontrar la 
sigla anglosajona NDF (en referencia a la Fibra Neutro Detergente) en documentos en 
español. Sin embargo, se ha considerado que lo correcto es utilizar la sigla española 
FND. A pesar de ello, existen ciertas excepciones a esta norma, como el caso de las 
determinaciones propias de sistemas de valoración de uso no tradicional en España. Por 
ejemplo, para los Nutrientes Digestibles Totales se ha considerado la sigla TDN, pues la 
'$1#"(*088&')02%$&2/&(UZ5()0%8+"('&8(%$9+*$#E&2/&($%&2/$,*"B#&>
De entre todas las determinaciones cabe destacar algunos casos que han supuesto un 
esfuerzo de homogenización mayor, debido a sus características. En estos casos se han 
desarrollado lenguajes controlados cuya sistemática se describe a continuación:
Producción
La variabilidad encontrada en este parámetro ha sido mucho mayor a la esperada. 
Así, la base de datos “Pastos Españoles (SEEP)” incluye: 
a( Producciones anuales (en el caso de los cultivos plurianuales, desde el año de 
establecimiento hasta el sexto año, así como valores medios de todos los años de 
duración del cultivo): se han expresado como PRODUCCION AÑO 1, AÑO 2, 
AÑO MEDIO, etc.
a( Producciones mensuales (enero a diciembre), expresadas como PRODUCCION 
ENERO, FEBRERO, etc.
PASTOS 2011PASTOS, 41 (1), 5-3224
F. Maroto et al. Nomenclátor de alimentos y principios nutritivos
a( Producciones estacionales, como en PRODUCCION PRIMAVERA, VERANO, 
etc.
a( Producciones de cada corte, así como de un conjunto de cortes. En este caso 
se han utilizado las expresiones PRODUCCION CORTE 1, PRODUCCION 
CORTE 1 AL 3, etc. 
a( Producciones individuales (de una planta, en el caso de arbustos) y producciones 
de poda de árboles (con distinto intervalo entre podas). Las denominaciones 
utilizadas han sido PRODUCCIÓN INDIVIDUAL DE LA ESPECIE Y 
PRODUCCION PODA.
Digestibilidad
Este concepto incluye tantos parámetros distintos, que ha sido necesario establecer 
!2"( '$'/&EJ/$*"( %&( 20E&2*#"/!8"( &')&*+,*">( Z&( &'/"( 908E"7( &'( )0'$B#&( "/&2%&8( "( #"'(
indicaciones de Topps (1989), para el que los valores predichos en base a parámetros 
químicos deben diferenciarse claramente de los valores “in vivo”. En la misma dirección 
apuntan otros autores como Farrán et al. (1994) que destacan la importancia del modo 
en el que se obtienen los datos. Así, es importante indicar si se trata de datos analíticos 
originales, imputados (estimaciones realizadas a partir de datos sobre la composición 
de un alimento similar o mediante el cálculo a partir de datos parciales o incompletos), 
calculados (obtenidos a partir de los componentes y los factores de corrección 
convenientes) o prestados (obtenidos de tablas de alimentos que no dan referencias 
acerca de la fuente original). En base a ello, se ha diseñado una propuesta que ha sido 
*088&1$%"()08(%$'/$2/0'(&')&*$"#$'/"'7("*08%J2%0'&(,2"#E&2/&(#0('$1!$&2/&S
Digestibilidad: mide la parte del alimento que desaparece durante el proceso de 
digestión.
Medidas de digestibilidad:
a( Digestibilidad “in vivo”: la medida se realiza utilizando animales alimentados 
con las materias objeto de valoración. Se consideran dos opciones: digestibilidad 
o digestibilidad cecal, con heces recogidas a nivel del ano, y digestibilidad 
ileal, con heces recogidas en el íleon. Como siglas se utilizan D o Di (que, por 
defecto, se consideran para la digestibilidad aparente). Es posible diferenciar 
otros tipos de digestibilidad: real (Dr) y estandarizada o verdadera (Dst). Estas 
siglas preceden a las del componente valorado y a las de la/s especie/s animal/
es implicadas, que serían: rumiantes (rumi), équidos (equi), porcino (porc), 
aves (aves). Así, DMS rumi = Digestibilidad (aparente) de la Materia Seca en 
rumiantes.
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a( Digestibilidad/Degradabilidad “in situ”: la medida se realiza en determinados 
compartimentos del tubo digestivo de los animales. Puede estar complementada 
o no con otras determinaciones realizadas en el laboratorio. Integra a las técnicas 
de digestibilidad “in sacco” y términos como los de degradabilidad ruminal, 
a los que puede ser equivalente. Como sigla se utiliza Dsitu (que por defecto 
se considera como la efectiva o teórica) seguida del componente valorado, por 
ejemplo, DsituMO = Digestibilidad/Degradabilidad (efectiva/teórica) “in situ” 
de la Materia Orgánica. Cuando el valor de la degradabilidad sea el obtenido tras 
un determinado tiempo de permanencia en el rumen, éste se añadirá a la sigla 
anterior. Ejemplo: DsituMO48 = Digestibilidad/Degradabilidad “in situ” de la 
Materia Orgánica tras 48 horas de incubación. Se contemplan las siguientes 
siglas complementarias:
- Partes de la materia analizada: a (soluble); b (degradable); ab (potencialmente 
degradable); u (indegradable). Podrían incorporarse otros conceptos, como 
los del fraccionamiento del sistema del NRC/CORNELL. Por similitud con 
la expresión y la representación de los términos equivalentes “in vivo”, es 
decir, Digestibilidad de la Materia Orgánica igual a DMO en contraposición 
"(P"/&8$"(-81J2$*"(Z$1&'/$B#&( $1!"#( "(P-Z7(*!"2%0(20'( 8&,8"E0'("( &'/0'(
parámetros, el término digestible o degradable seguirá al del material 
afectado. Así, se habla de Proteína Degradable para referirnos a la proteína 
que sin ser soluble, puede ser degradada por los microorganismos utilizando 
técnicas “in situ”. Se expresará como PBbDsitu. La Proteína (efectivamente) 
Degradada sería PBDsitu.
- Características del proceso: c (velocidad de degradación de la materia 
degradable); k (velocidad de tránsito del alimento).
a( Digestibilidad en laboratorio con microorganismos: la medida se realiza en 
tubos de ensayo o fermentadores en el laboratorio, utilizando microorganismos, 
pudiendo estar complementada con enzimas. Como siglas se utilizan Dvit (“in 
vitro”, para el método de Tilley & Terry y derivados), Dfer (para fermentadores) 
o Dgas (para medidas de producción de gas) seguidas del componente valorado 
y de las características diferenciales de la técnica. Por ejemplo DgasMS = 
Digestibilidad medida por producción de gas de la Materia Seca.
a( Digestibilidad en laboratorio con enzimas: la medida se realiza en tubos 
de ensayo, utilizando enzimas, pudiendo complementarse con otras 
determinaciones de tipo analítico, como la FND. Como sigla se utiliza Denz 
seguida del componente valorado y (en caso necesario, pero no siempre) 
de las características diferenciales de la técnica, por ejemplo, DenzMS ppc 
= Digestibilidad enzimática de la Materia Seca con pepsina, pancreatina y 
celulasa.
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En un primer momento se había optado por utilizar la sigla Dvit para las 
%$1&'/$B$#$%"%&'( *02( E$*80081"2$'E0'( :( &2D$EJ/$*"'( $2%$'/$2/"E&2/&7( )!&'( "#( ,2( :( "#(
cabo ambas determinaciones utilizan técnicas “in vitro=>( ?$2( &EB"8107( ,2"#E&2/&7( '&(
decidió reservar la denominación “digestibilidad in vitro” para aquellas determinaciones 
que implican el uso del inóculo ruminal, utilizando el término “digestibilidad 
enzimática” en los casos en que intervienen las celulasas o similares, en concordancia 
con lo propuesto por Alderman (1980).
Estimas de digestibilidad:
a( Digestibilidad “estimada” con patrones: cuando en series analíticas “in situ”, 
“in vitro” o “enzimáticas” se utilizan patrones de digestibilidad “in vivo” 
conocida para la estima de ésta mediante ecuaciones de regresión, se obtendría 
la digestibilidad “in vivo” estimada. Como sigla se ha utilizado D, seguida del 
componente valorado y de la sigla (e) (estimada). El método analítico utilizado 
se colocará a continuación mediante las siglas situ (“in situ”), vit (“in vitro”) o 
enz (técnicas enzimáticas). Así, quedaría como en DMS(e)situ, DMS(e)vit, etc.
a( Digestibilidad medida mediante Espectroscopía de Infrarrojo Cercano (NIRS): 
la estima de la digestibilidad se realiza mediante medida directa de uno de 
los valores de digestibilidad anteriormente citados, utilizando ecuaciones de 
calibración con la tecnología NIRS. Como sigla se utiliza la de la digestibilidad 
que ha sido estimada, seguida del componente analizado y de la sigla (nir). Por 
ejemplo, DvitMO(nir) = Digestibilidad in vitro de la MO estimada mediante 
técnicas NIRS.
a( Digestibilidad “estimada” a partir de ecuaciones de regresión en función de la 
composición analítica u otros parámetros del alimento. Como sigla se utiliza D, 
seguida del componente valorado y de la sigla (cnu), que corresponde a estimado 
a partir de la “composición nutritiva”. Por ejemplo, DMS(cnu) = Digestibilidad 
in vivo de la MS estimada a partir de la composición nutritiva.
Fenoles y taninos
?&( H"( %&/&*/"%0( !2"( 18"2( 3"8$&%"%( :( *$&8/"( *029!'$62( &2( #0( F!&( '&( 8&,&8&( "( #"'(
determinaciones de fenoles y taninos. En las bases de datos de los grupos de trabajo 
de la unidad temática de “Dinámica productiva y evaluación nutritiva de pastos” fue 
difícil y en ocasiones casi imposible, conocer el método de análisis utilizado, por lo que 
&I$'/+"2(%!%"'(%&#('$12$,*"%0(%&("#1!20'(%&(#0'(/R8E$20'(!/$#$D"%0'>(58"'(*02'!#/"8(*02(
expertos nacionales y analizar la información existente, se ha adoptado el uso de las 
siguientes determinaciones:
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a( FENOLES TOTALES. Son aquellos analizados con el reactivo de Folin-
Ciocalteu, según exponen Singleton et al. (1999). Normalmente se expresan en 
equivalentes de ácido tánico.
a( FENOLES SIMPLES (NO PRECIPITABLES). Son aquellos que no precipitan 
cuando se tratan los fenoles totales con polivinilpirrolidona (Andersen y Sowers, 
1968).
a( TANINOS TOTALES (FENOLES PRECIPITABLES). Las sustancias que 
precipitan tras el tratamiento con polivinilpirrolidona, citado anteriormente, se 
conocen como taninos totales o fenoles precipitables. Se podría asimilar este 
concepto al de taninos extraíbles, ya que son los que extraen (precipitan) con la 
técnica citada, pero en cualquier caso el término “extraíbles” es más confuso y 
no se recomienda.
a( 5XUQU-?(  -UZ.U?XZ-?>( .'/&( *02*&)/0( '&( 8&,&8&( "( !2"( 98"**$62( %&( #0'(
taninos totales. Son analizados por el método de la vainillina (Broadhurst y 
Jones, 1978), normalmente expresados en equivalentes de catequina, o por 
el método del butanol (Terrill et al., 1992), expresándose los resultados en 
equivalentes de quebracho u otros. Los taninos condensados se dividen en 
TANINOS CONDENSADOS LIBRES (concepto que también se puede asimilar 
al de taninos extraíbles, siendo de hecho esta traducción más reconocible que 
la descrita anteriormente), TANINOS CONDENSADOS LIGADOS A LA 
PROTEINA y TANINOS CONDENSADOS LIGADOS A LA FIBRA, que 
se obtienen después de diferentes procesos de extracción descritos por Pérez-
Maldonado y Norton (1996).
a( TANINOS HIDROLIZABLES. Son otra fracción de los taninos totales, 
obtenidos mediante una técnica diferente (Wilson y Hagerman, 1990). Los 
taninos no hidrolizables, determinación incluida en la información de algunos de 
los grupos de trabajo del proyecto, no parecen corresponder a ningún concepto 
con entidad analítica, siendo posible su asimilación a los taninos condensados 
o bien a la diferencia de los taninos totales y los hidrolizables. Como no fue 
posible la interpretación de estos valores el concepto aparece tal cual en la base 
de datos “Pastos Españoles (SEEP)”: TANINOS NO HIDROLIZABLES.
Entre los más de 200 principios nutritivos distintos rescatados en la base de datos, 
en la Tabla 3 se han recogido aquellos que, por ser más usuales o corresponder a una 
propuesta más original y/o controvertida, pueden tener un mayor interés.
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TABLA 3
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Proposed names and acronyms for the most important nutritive principles.
DESCRIPTOR SIGLA
ACIDOS GRASOS VOLATILES TOTALES AGVT
ALMIDON ALM
AZUCARES AZUC
AZUCARES SOLUBLES AZUC SOL




DIGESTIBILIDAD ENZIMATICA MATERIA ORGANICA AMILASA-FND-
CELULASA DenzMO andc
DIGESTIBILIDAD ENZIMATICA MATERIA ORGANICA CELULASA DenzMO c
DIGESTIBILIDAD ENZIMATICA MATERIA ORGANICA FND-CELULASA DenzMO ndc
DIGESTIBILIDAD ENZIMATICA MATERIA ORGANICA PEPSINA-
CELULASA DenzMO pc
DIGESTIBILIDAD ENZIMATICA MATERIA ORGANICA PEPSINA-
PANCREAT-CEL DenzMO ppc
DIGESTIBILIDAD ENZIMATICA MATERIA SECA CELULASA DenzMS c
DIGESTIBILIDAD ENZIMATICA MATERIA SECA FND-CELULASA DenzMS ndc
DIGESTIBILIDAD ENZIMATICA MATERIA SECA PEPSINA-CELULASA DenzMS pc
DIGESTIBILIDAD MATERIA ORGANICA DMO
DIGESTIBILIDAD MATERIA SECA DMS
DIGESTIBILIDAD VITRO GAS MATERIA ORGANICA DgasMO
DIGESTIBILIDAD VITRO GAS MATERIA SECA DgasMS
DIGESTIBILIDAD VITRO MATERIA ORGANICA TILLEY & TERRY DvitMO t&t
DIGESTIBILIDAD VITRO MATERIA SECA TILLEY & TERRY (1ª FASE) DvitMS t&t(1ªf)
DIGESTIBILIDAD VITRO MATERIA SECA TILLEY & TERRY DvitMS t&t
DIGESTIBILIDAD VIVO FIBRA ACIDO DETERGENTE RUMIANTES DFAD rumi
DIGESTIBILIDAD VIVO FIBRA BRUTA RUMIANTES DFB rumi
DIGESTIBILIDAD VIVO FIBRA NEUTRO DETERGENTE RUMIANTES DFND rumi
DIGESTIBILIDAD VIVO MATERIA ORGANICA CONEJOS DMO cone
DIGESTIBILIDAD VIVO MATERIA ORGANICA ESTIMADA VITRO DMO(e)vit
DIGESTIBILIDAD VIVO MATERIA ORGANICA PORCINOS DMO porc
DIGESTIBILIDAD VIVO MATERIA ORGANICA RUMIANTES DMO rumi
DIGESTIBILIDAD VIVO MATERIA SECA CONEJOS DMS cone
DIGESTIBILIDAD VIVO MATERIA SECA ESTIMADA COMP NUTRITIVA DMS(cnu)
DIGESTIBILIDAD VIVO MATERIA SECA ESTIMADA VITRO DMS(e)vit
DIGESTIBILIDAD VIVO MATERIA SECA PORCINOS DMS porc
DIGESTIBILIDAD VIVO MATERIA SECA RUMIANTES DMS rumi
DIGESTIBILIDAD VIVO PROTEINA BRUTA RUMIANTES DPB rumi
DIGESTIBILIDAD/DEGRADABILIDAD SITU EFECTIVA MATERIA 
ORGANICA DsituMO
DIGESTIBILIDAD/DEGRADABILIDAD SITU EFECTIVA MATERIA SECA DsituMS
DIGESTIBILIDAD/DEGRADABILIDAD SITU EFECTIVA PROTEINA 
BRUTA DsituPB
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DESCRIPTOR SIGLA
ENERGIA BRUTA (CALCULADA) EB(c)
ENERGIA DIGESTIBLE RUMIANTES (CALCULADA) ED rumi(c)
ENERGIA METABOLIZABLE RUMIANTES (CALCULADA) EM rumi(c)
ENERGIA NETA RUMIANTES (CALCULADA) EN rumi(c)
EXTRACTO ETEREO EE
EXTRACTO ETEREO HIDROLIZADO EE HIDROL
FIBRA ACIDO DETERGENTE FAD
FIBRA ACIDO DETERGENTE MODIFICADA FADM
FIBRA ACIDO DETERGENTE SIN CENIZAS FAD SIN CEN
FIBRA BRUTA FB
FIBRA NEUTRO DETERGENTE FND
FIBRA NEUTRO DETERGENTE SIN CENIZAS FND SIN CEN
HEMICELULOSA (CALCULADA) HEMICEL(c)
LIGNINA ACIDO DETERGENTE LAD
LIGNINA PERMANGANATO LIG PERMAN
MATERIA ORGANICA DEGRADABLE SITU MObDsitu
MATERIA ORGANICA DIGESTIBLE MOD
MATERIA ORGANICA SOLUBLE SITU MOaDsitu
MATERIA SECA MS
MATERIA SECA CORREGIDA VOLATILES MS CORREG
MATERIA SECA DEGRADABLE GAS MSbDgas
MATERIA SECA DEGRADABLE SITU MSbDsitu
MATERIA SECA INDEGRADABLE SITU MSuDsitu
MATERIA SECA POTENCIALMENTE DEGRADABLE SITU MSabDsitu
MATERIA SECA SOLUBLE GAS MSaDgas
MATERIA SECA SOLUBLE SITU MSaDsitu
MATERIAL EXTRACTIVO LIBRE DE NITROGENO MELN
NITROGENO AMONIACAL N-NH3
NITROGENO NITRICO N-NO3
NITROGENO NO PROTEICO NNP
NITROGENO PEPTIDICO N PEPTIDICO
NITROGENO PROTEICO NP
NUTRIENTES DIGESTIBLES TOTALES TDN
PROTEINA BRUTA PB
PROTEINA BRUTA DEGRADABLE SITU PBbDsitu
PROTEINA BRUTA EN LA FAD PB-FAD
PROTEINA BRUTA EN LA FND PB-FND
PROTEINA BRUTA INDEGRADABLE SITU PBuDsitu
PROTEINA BRUTA POTENCIALMENTE DEGRADABLE SITU PBabDsitu
PROTEINA BRUTA SOLUBLE PB SOL
PROTEINA BRUTA SOLUBLE SITU PBaDsitu
PROTEINA DIGESTIBLE EN EL INTESTINO (CALCULADA) PDI(c)
PROTEINA DIGESTIBLE VIVO PD
VELOCIDAD DEGRADACION GAS MATERIA SECA cDgasMS
VELOCIDAD DEGRADACION SITU MATERIA ORGANICA cDsituMO
VELOCIDAD DEGRADACION SITU MATERIA SECA cDsituMS
VELOCIDAD DEGRADACION SITU PROTEINA BRUTA cDsituPB
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TERMINOLOGY OF ANIMAL FEED SAMPLES AND THEIR 
NUTRITIVE PRINCIPLES
PREAMBLE
This Catalogue of Terms comes from the proposal published in 2008 in the journal 
PASTOS by Francisco Maroto, Augusto Gómez, José Emilio Guerrero y Ana Garrido 
(Maroto et al., 2008) regarding the standardization of animal-feed information. That 
standardization was necessary to build the database called “Spanish Pastures (SEEP)” 
(www.uco.es/sia) which contains the information gathered by the work groups of the 
thematic unit “Productive dynamics and nutritional evaluation of pastures” of the project 
QUQXc  XX( \5\\cnoc[\\]( &2/$/#&%( 45:)$,*"/$027(  "8/018")H:( "2%( .3"#!"/$02( 09(
Spanish Pastures”.
The proposal was discussed and approved in the 50th( ?*$&2/$,*( P&&/$21( 09( /H&(
Spanish Society for the Study of Pastures (Spanish acronym: SEEP), held in Toledo in 
2011. This paper focuses on the recommendations and guidelines regarding description 
of feed samples and their nutrients, so it excludes the references to the characteristics of 
“Spanish Pastures (SEEP)” database and to the nomenclature of units that appeared in 
the original document. On the other hand, last item (nomenclature of units) is included 
in the instructions for authors of the journal PASTOS (Anónimo, 2010).
Information about the origin of the proposals is maintained here and, as in the 
case of the “Spanish Pastures Basic Terminology” (Ferrer et al., 2001), we maintain 
the theoretical base that supports the designed rules. Some of them affect quite usual 
concepts, so their use could be controversial. By this way, it will be easier to understand 
and assume this Catalogue of Terms and, when necessary, to promote informed 
alternatives to improve and/or expand the actual proposal.
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The information stored in animal feed databases is highly variable, in terms of both 14 
provenance and quality; data pre-processing is therefore essential in order to ensure 15 
reliable results. Yet pre-processing tends at best to be unsystematic; at worst it may 16 
even be wholly ignored. This paper sought to develop a systematic approach to the 17 
various stages involved in pre-processing in order to improve feed database outputs. 18 
The database used contained analytical and nutritional data on roughly 20 000 alfalfa 19 
samples. A range of techniques were examined for integrating data from different 20 
sources, for detecting duplicates and, particularly, for detecting outliers; special 21 
attention was paid to the comparison of univariate and multivariate solutions. Major 22 
issues relating to the heterogeneous nature of data contained in this database were 23 
explored, the observed outliers were characterized and ad hoc routines were 24 
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designed for error control. Finally, a heuristic diagram was designed to systematize 25 
the various aspects involved in the detection and management of outliers and errors. 26 
Keywords: chemical composition, nutritive value, data integration, outlier mining   27 
Implications 28 
Data pre-processing receives little attention when compiling or analyzing feed data. 29 
Generally, it is ignored or, at best, some standard algorithms are used without 30 
studying their implications on data mining results. This paper presents a systematic 31 
approach to data pre-processing, especially to outlier detection, highlighting its 32 
importance to ensure reliable results. We demonstrate the existence of erroneous 33 
data that slip through laboratory quality control systems, even reaching scientific 34 
papers. Besides, we point out how lack of metadata does not allow full use of data. 35 
Feed data producers, compilers and analysts should be aware of these findings to 36 
improve their future use. 37 
Introduction 38 
Every day, animal feed laboratories and research centres all over the world generate 39 
countless data of various kinds from the analysis of thousand of samples of raw 40 
materials and compound feedstuffs (Gizzi and Givens, 2004). These data are 41 
generally used for a single purpose, e.g. quality control or the publication of research 42 
results; they are subsequently discarded or, at best, stored in scattered and 43 
unstructured files. However, it is generally accepted that the added value obtainable 44 
from these data would more than justify the effort and cost involved in obtaining it. A 45 
number of researchers, including Tran and Lapierre (1997) and Maroto-Molina et al. 46 
(2011) have developed information systems intended to systematize the collection, 47 
storage and management of feed data. These systems hold hundreds of thousands 48 
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of data; to make full use of them we need expert analyses based on data mining and 49 
meta-analysis tools (Sauvant et al., 2010). 50 
However, since real world data tend to be heterogeneous, noisy and inconsistent 51 
(Han and Kamber, 2006), data pre-processing is essential to ensure reliable results. 52 
The various stages involved in pre-processing can account for up to 70% of the total 53 
time devoted to a data mining project (Pyle, 1999; Molina, 2002). Systematization of 54 
the process is therefore one of the major challenges in current data mining research. 55 
Numerous pre-processing techniques have been reported in the scientific literature 56 
(Kotsiantis et al., 2006) often accompanied by examples of their application in a wide 57 
range of fields (Piramuthu, 2006; Wu, 2009). Published papers focus mainly on 58 
outlier detection. However, very few papers address the specific use of data pre-59 
processing methods with feed databases. In fact, few of the numerous publications 60 
dealing with data mining using feed databases (NcDowell et al., 1977; Sauvant et al., 61 
2002; Tedeschi et al., 2002) make any reference to the algorithms used for outlier 62 
detection, which are mentioned only tangentially and superficially. Sauvant et al. 63 
(2002), for example, used a 10% trimmed mean (excluding the highest 5% and the 64 
lowest 5%) when calculating the data included in their tables. Tedeschi et al. (2002) 65 
opted for the elimination of all data that differed by more than 2.5 standard deviations 66 
from the mean, or that inflated the variation coefficient by more than 30%. No authors 67 
in this specific field have considered the use of multivariate approaches, and no 68 
attempt has been made to type the outliers detected. 69 
The present study therefore sought to evaluate a number of data pre-processing 70 
solutions in order to improve the data mining results of large feed databases: feed 71 
tables and prediction equations. The problems most commonly encountered are 72 
explored and the performance of univariate and multivariate solutions is compared. 73 
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Materials and methods 74 
Data origin 75 
The database used contained the information on alfalfa (Medicago sativa L.) stored 76 
in the data warehouse of the Tables of nutritive values for farm animals in tropical 77 
and Mediterranean regions (French acronym: TRC) (Tran et al., 2010); it concerned 78 
19 187 samples together with their corresponding chemical and nutritional values. 79 
Data were drawn from a wide range of sources, e.g. the French Association of 80 
Animal Production (French acronym: AFZ), the Feed Information Service (Spanish 81 
acronym: SIA) and the scientific literature. Information came from a total of 230 82 
sources: 217 scientific papers and 13 databases. However, in quantitative terms, 83 
published papers accounted for only 8.2% of the samples. 84 
Data integration 85 
In the data warehouse of the TRC, metadata were expressed in English, French, 86 
Spanish and Portuguese so, as first step, they were standardized to English. There 87 
were different forms of expression (units, descriptors, etc) that were standardized 88 
using the system recommended by Maroto-Molina et al. (2008). Besides, metadata 89 
were checked to ensure that each descriptor matched a single reality (e.g. “dry” was 90 
found to refer to “hay” or to “dehydrated”). ANOVA was used for this purpose. For 91 
each descriptor, main chemical components (e.g. CP, which is available for most 92 
samples) were taken as the response and the source of data as the factor (it is 93 
assumed that each source used a single descriptor for each reality). Cases 94 
displaying a significant effect (P<0.05) were checked manually. Finally, an ad hoc 95 
strategy for duplicate detection was designed following Hernández and Stolfo (1998); 96 
all the numeric information associated with a sample was synthesized into a key 97 
variable (KV) using the equation KV = 1 x (value 1st variable) + 2 x (value 2nd 98 
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variable) + … + n x (value nth variable). Samples were then ordered by KV value, 99 
checking those cases where interstitial linearity (the distance from one case to the 100 
next) equaled zero. Sum weighing coefficients in KV equation avoided false positives 101 
in samples with missing values for different variables. 102 
Variable selection and transformation 103 
Since they store information obtained with different purposes, animal feed databases 104 
tend to be quite sparse (loosely coupled). In the alfalfa database, several variables 105 
displayed a high rate of missing values, being of little value for the objective of this 106 
paper. Consequently variables were excluded a priori wherever less than 100 data 107 
points were available. With a view to enhancing data cleansing and subsequent 108 
analysis, the dimensionality of the database was increased as much as possible; to 109 
this end, information contained in three metadata called “original name”, “sample 110 
name” and “observations” in the TRC data warehouse, was divided into 10 fields 111 
(from “product” to “particle size” in Table 1). 112 
Outlier mining 113 
The classical definition of outlier was considered: “an observation that deviates so 114 
much from other observations as to arouse suspicion that it was generated by a 115 
different mechanism” (Hawkins, 1980). This does not imply an error or invalid datum 116 
(Mendenhall and Reinmuth, 1971). Several common outlier-detection tests available 117 
in standard statistical software were used. Special attention was paid to the 118 
comparison of univariate and multivariate approaches. 119 
Z-score criterion: this is probably the most widely used test. It involves establishing 120 
upper and lower limits of an acceptance interval for data. The Z-score was calculated 121 
for each data point as Z-score(xi) = (xi - mean(X))/s.d.(X). All cases with │Z-score│>3 122 
were flagged as outliers (0.26% of data in a normal distribution). 123 
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Chauvenet’s criterion: this test, developed by Chauvenet (1960), uses normal 124 
distribution to calculate the probability that the data point furthest from the mean 125 
actually has the assigned value. That probability is multiplied by the number of data 126 
points; if the result is less than 0.5, the suspect data point is flagged as an outlier. 127 
The process is then repeated until no further outliers are detected. 128 
Regression residuals (RegR): since the values for some attributes measured in 129 
feedstuffs are interrelated, regression can be used as a mean of detecting outliers 130 
(Sauvant et al., 2010). Regressions were therefore run for the most closely-related 131 
pairs of variables (minimum r=0.5) and the Z-score criterion was applied to the 132 
studentized residuals. 133 
2nd principal component (PC2): Jiménez-Márquez et al. (2002) proposed this method. 134 
The transformation of data into principal components orthogonalizes the variance 135 
associated with data; as a result, the 1st component may be assumed to represent 136 
the general tendency, while the remaining ones represent the deviation with respect 137 
to that tendency. Principal components were calculated for the most closely-related 138 
pairs of variables (minimum r=0.5) and the Z-score criterion was applied to the 2nd 139 
component. 140 
Adjusted Wilks’ method (aWilks): the adjustment of the Wilks (1963) method 141 
developed by Yang and Lee (1987) and implemented in MATLAB by Trujillo-Ortiz et 142 
al. (2006) was used. Extreme data points of a normal multivariate sample are flagged 143 
as outliers by approximating the squared Mahalanobis distance to a Snedecor f 144 
value. 145 
Local Outlier Factor (LOF): this algorithm provides a local approach to outlier 146 
detection (Breunig et al., 2000) based on a comparison of the local density of the 147 
neighborhood of each data point with the local density of its neighboring MinPts 148 
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(equal to 100 in this study). LOF does not view outlier-ness as a binary property; 149 
rather, it focuses on the degree of outlier-ness, so that LOF values close to 1 150 
represent clear inliers, whilst increasing values reflect an increasing degree of outlier-151 
ness. A cut-off value of 2 was selected to flag outliers with a view of comparing the 152 
results with those obtained using other algorithms. 153 
When using the multivariate outliers aWilks and LOF, involving the simultaneous 154 
analysis of a large number of variables, the sparsity of data in the database meant 155 
that the number of variables that could be tested (i.e. those variables with no missing 156 
values) was considerably smaller. As a result, optimization of the results required 157 
staggered testing, i.e. the repetition of calculations for 2, 3, 4, up to n variables. For 158 
the purposes of this study, tests were performed for 4, 6 and 12 variables. Most tests 159 
(all except LOF) assume normal distribution. Only those data meeting that 160 
requirement using the Anderson and Darling (1952) test (P<0.10) were used. Graphic 161 
representations (e.g. qq-graphs and scatter plots) were used to visualize the results 162 
of the various tests. Both plots and calculations were performed using MINITAB (Z-163 




After data integration, selection and transformation as described above, the database 168 
used for data cleansing was as shown in Table 1. The results for duplicate detection 169 
are shown in Table 2. 170 
Outlier mining 171 
Outliers detected using univariate criteria (Z-score and Chauvenet) and algorithms 172 
involving two variables (RegR and PC2) are shown in Table 3. Outliers were 173 
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detected for 20 variables using Z-score and for 19 using Chauvenet’s criterion; the 174 
mean percentages of outliers were 2.39% and 0.36%, respectively. Of the 18 175 
variables examined using bivariate methods, RegR detected outliers in 16 and PC2 176 
in 14. Outlier percentages were 2.33% and 1.59% respectively. Results for aWilks 177 
and LOF tests are shown in Table 4. 178 
Discussion 179 
Heterogeneity 180 
The data integration process highlighted a considerable lack of uniformity in the 181 
presentation of feed data. The following were detected: 182 
Synonyms: especially with regard to units and metadata descriptors, e.g. “pelleted” 183 
and “granulated” under the metadatum “particle size”. The standardization of this 184 
information has been widely addressed in the literature (Kalu and Fick, 1981; Moore 185 
et al., 1991) but continues to be ignored in practice. 186 
Homonyms: the same descriptors are used to denote different concepts depending 187 
on the data source. For example, within the metadatum “maturity”, the descriptor “1st 188 
cut” is used by some sources to denote the cutting performed for weed control 189 
purposes following alfalfa planting; in other sources, this descriptor denotes the first 190 
usable harvest of alfalfa, which using the previous scale would be termed “2nd cut”. 191 
The same is true for the descriptors of “grade” for dehydrated alfalfa; some sources 192 
indicate mean protein content under this heading, whilst other take it to denote 193 
guaranteed minimum content. 194 
Overlapping concepts: this is a recurrent issue in metadata descriptors. A good 195 
example is the use of “bloom” and “early bloom” under the metadatum “maturity”. 196 
Overlapping concepts may be encountered in the data themselves, e.g. to 197 
characterize in vivo digestibility, the concept OMd is widely used in Europe, whereas 198 
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in the USA the different components of the Weende analysis tend to be characterized 199 
separately. Integration of all this information in a single scale requires the use of the 200 
algorithm OMd = (CP x CPd + CF x CFd + EE x EEd + NFE x NFEd) x 100 / (100 - 201 
ASH). In any case, mining all available metadata and data always entails a certain 202 
loss of information, since data always have to be integrated using the less specific 203 
scale. Sometimes, even though data refer to an equivalent concept, they cannot be 204 
integrated into a single scale. A good example is provided by the metadata “maturity” 205 
and “age”, both of which denote the physiological development of the plant, but using 206 
incompatible descriptors; a given plant age does not correspond to a single stage of 207 
maturity, since many other factors (genetics, soil-climate combinations, etc) influence 208 
plant development (Mueller and Teuber, 2007). 209 
Ambiguous concepts: the meaning of some descriptors may be difficult to interpret, 210 
e.g. the descriptor “mature” within the metadatum “maturity”. Abreu et al. (2000) use 211 
this term to denote the physiological point at which pods are developed and seeds 212 
are milky or soft; yet since alfalfa is not generally harvested at such an advanced 213 
stage, “mature” could be used to denote “non-vegetative”, i.e. any stage from early 214 
bloom onwards. 215 
Duplicates 216 
In samples containing a large number of data points, the exact coincidence of all data 217 
points clearly indicates repetition; however, where a sample contains few data points, 218 
this may be no more than a chance coincidence, given the size of the database. 219 
Although it is not possible to establish a cut-off value for the number of data points 220 
per sample, the use of KV and interstitial linearity reduces considerably the number 221 
of potential duplicates to manually check. 222 
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The duplicates identified did not correspond, as might be expected, to bibliographical 223 
information published on more than one occasion or included in more than one 224 
database, but rather to laboratory data entered on more than one occasion in 225 
databases. Some databases are built up using input from laboratories, few of which 226 
operate traceability systems that would prevent the same data being re-sent to 227 
database managers. 228 
Outlier mining 229 
In the case of univariate methods, the Z-score criterion detected more outliers than 230 
the Chauvenet’s criterion, although when examined variable-by-variable, differences 231 
between the two techniques diminished as the number of data points decreased. 232 
Differences in the number of outliers detected for the variable DM were particularly 233 
large. Graphical analysis showed that most Z-score outliers corresponded to green 234 
alfalfa and silage samples, which were less numerous than hay and dehydrated 235 
alfalfa samples, the latter displaying much higher DM values (70-90% vs. 10-40%). 236 
This highlights the need to take descriptive metadata into account during outlier 237 
detection; He et al. (2004) named this class outlier mining. Regarding multivariate 238 
methods more outliers were detected by RegR than by PC2 and more by LOF than 239 
by aWilks.  240 
When selecting a test, other aspects but the number of outliers must be considered, 241 
including those relating to algorithm implementation. RegR entails twice as many 242 
calculations as PC2, since residuals are not symmetrical, i.e. they differ depending 243 
on whether each variable is a pair is acting as a dependent or independent variable. 244 
On the other hand, calculations using aWM and LOF are simpler than those involved 245 
in RegR and PC2: a simple algorithm for the whole database vs. different algorithms 246 
for each pair of variables. However, the elimination of an outlier detected using a 247 
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bivariate method entails the loss of two data points, whilst in a test with 12 variables 248 
12 data points will be lost. Besides, as indicated earlier, in this type of test involving 249 
the simultaneous analysis of a large number of variables, the sparsity of data in the 250 
database meant that the number of variables that could be tested was much smaller. 251 
Using bivariate methods, a high percentage of data points were tested for those 252 
variables with many common points and a strong correlation with the rest (e.g. ADF), 253 
but the number of data points tested for other variables (e.g. DM) was considerably 254 
reduced (Table 3). Using aWilks and LOF tests for 12 variables (of a total of 25) 255 
meant that barely 8% of samples could be tested (Table 4). 256 
In all cases, the percentage of detected outliers was lower than that reported by other 257 
authors (Wang et al., 1995; Müller and Freytag, 2003), usually between 5% and 10%. 258 
This is because some of the data in the database had already been cleaned using 259 
both formal and non-formal methods. Roughly 75% of samples were drawn from the 260 
AFZ database, for which 10% of data supplied by laboratories had been removed 261 
(Tran and Lapierre, 1997) before entering the database. So the outliers detected 262 
were therefore additional to that 10%. 263 
Consistency analysis 264 
Attention must be paid to the consistency of those data points flagged as outliers by 265 
the various methods tested. Table 5 illustrates findings for the subgroup of 1543 266 
samples comprising 12 variables with no missing data. All the outliers detected by 267 
the Chauvenet criterion were also detected by the Z-score method; the same is true 268 
for PC2 and RegR. The essential difference between these methods is thus one of 269 
rigor. However, differences between aWilks and LOF were much greater. Whilst 270 
results for aWilks were consistent with those obtained using bivariate methods, LOF 271 
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detected most of the outliers identified using the other techniques, as well as 14 not 272 
detected by them. 273 
Qualitative characterization of outliers 274 
Analysis of the characteristics of the outliers flagged by the various methods (often 275 
involving consultation of the original source) yielded the following classification: 276 
Transcription errors: these are associated with the manual handling of data, the most 277 
evident error being the transposition of a decimal point or the use of inappropriate 278 
units. Descriptive metadata may also be affected. 279 
Interpretation errors: a good example is related to nutritional attributes, e.g. 280 
digestibility: often, particularly if data are collected by inexpert staff, in vivo 281 
information is confused with in vitro measurements, or even with data estimated 282 
using prediction equations. Since most of these errors are not detected by standard 283 
outlier tests, ad hoc analysis is required. In this respect, scatter plots can prove very 284 
valuable (e.g. in Supplementary Figure S1: data from Morocco are calculated, not in 285 
vivo), but the systematization of the process requires comparison of general and 286 
intra-source correlations. 287 
Procedure issues: the problem sometimes lies in the sampling technique used; 288 
results for ASH, for example, frequently yield a long-tailed distribution in which the 289 
highest values are found for soil-contaminated samples. Sometimes the laboratory 290 
procedure itself generates anomalous data. Hatfield and Fukushima (2005) listed a 291 
range of factors likely to prompt an overestimation of lignin values. Similarly, forage 292 
fat content is frequently overestimated due to the inclusion in the EE residue of non 293 
saponifiable substances such as waxes, cutins and chlorophyll (Palmquist and 294 
Jenkins, 2003). 295 
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Uncommon values: not all outliers are errors; sometimes they merely indicated 296 
exceptional data. Outliers of this kind generally appear at the edges of probability 297 
distributions. Alfalfa samples (especially hays) with a low leaf-to-stem ratio and very 298 
mature samples will appear at the low end of the CP distribution, while very young 299 
samples, urea-treated silage and high-quality dehydrated alfalfa will appear at the 300 
upper end. The anomaly sometimes resides not in the sample itself but in the 301 
experimental conditions; in the alfalfa database, for example, low digestibility data 302 
points were recorded due to large intake, and thus faster passage through the 303 
digestive system. 304 
Error discrimination 305 
The standard tests evaluated cannot distinguish errors from outliers. However, 306 
analysis of the features of the outliers flagged using these tests enabled certain 307 
recurring error patterns to be identified. This information plus expert knowledge can 308 
be used to design ad hoc filters for the detection and elimination of certain errors. 309 
The filters constructed for the studied database are shown in Table 6, indicating the 310 
number of errors detected with each filter. These filters represent an improvement 311 
with regard to standard outlier tests, since they detect only errors, many of which 312 
escape the tests in question: an example is given in Figure 1, regarding the 313 
relationship between in vitro OMd and DMd.  314 
Effects on database outputs 315 
Feed tables normally include mean values calculated from the information stored in 316 
feed databases. The deletion of errors detected by standard tests and ad hoc filters 317 
has little effect on mean values, even in those variables having a high rate of errors. 318 
For example, for OMdTT (25% of errors) the mean value calculated with all data was 319 
62.05%, whilst the mean value for cleaned data was 63.33%. However, deletion of 320 
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errors may have an important effect on range and s.d. values, especially due to the 321 
elimination of extreme data (detected by univariate tests). Prediction equations are 322 
another important output of feed databases. In this case, erroneous data may 323 
influence the relationships between variables as was shown in Figure 1. Selection of 324 
outlier tests should be made according to data use. If data are used only for 325 
description purposes (feed tables), univariate outlier tests may be enough. However, 326 
if data are used to build models (prediction equations), they must be tested by 327 
multivariate and ad hoc approaches. 328 
Heuristic diagram 329 
Using the information described in this paper, a heuristic diagram was designed for 330 
outlier detection and management (Figure 2). Due to space limitations a single block 331 
has been used to represent all the outlier finding tests described in the present study: 332 
univariate, multivariate and ad hoc. Outlier detection is not a linear process but 333 
algorithms should be run multiple times and their results compared among each 334 
other. 335 
Conclusions 336 
The heterogeneous descriptions of feed data and metadata limits their potential for 337 
data mining and meta-analysis purposes, as sometimes it is not possible to integrate 338 
all the available data and when possible, it normally implies loss of information.  339 
A wide range of outliers and errors tend to be detected in animal feed databases. 340 
Outlier interpretation is often hindered by the lack of metadata, and thus requires 341 
consultation of the original data sources, which are not always available. Thus, 342 
metadating is of particular importance for the interpretation of exceptional data. In 343 
this field, there is a need of comprehensive and well-defined metadata, as well as 344 
proper domain ontologies.  345 
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The standard outlier tests are unable, used alone, to detect all kinds of outliers: 346 
univariate tests are more effective when addressing problems allocated at either end 347 
of the probability distribution, whilst multivariate tests focus on the relationships 348 
between variables. Besides, the supplementary use of multivariate methods proved 349 
effective for locating recurring error patterns, which can be used as a basis for 350 
designing ad hoc error-detection filters.  351 
The choice of an outlier test is dictated by the purpose of subsequent analysis. When 352 
selecting a test, issues such as rigor and process implementation should be taken 353 
into account. Feed data pre-processing cannot be based on a single method, but 354 
instead it should consist in a heuristic approach relying on a combination of general-355 
purpose formal statistical methods, experience-based ad hoc algorithms and 356 
feedback loops. 357 
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Table 1. Fields and available data points in the database of alfalfa extracted from the data 442 
warehouse of the TRC project. 443 









Code (identifies each 
sample) 
19187 Dry matter (DM) % 17869 
Reference (source of 
information) 
19187 Crude protein (CP) %DM 18595 
Reference type (paper or 
database) 
19187 Crude fiber (CF) %DM 15840 
Ecozone 16517 Ash (ASH) %DM 9095 
Country 16517 Ether extract (EE) %DM 3064 
Region (state, province, 
etc) 
3635 Starch (ST) %DM 125 
Product (alfalfa or alfalfa 
and grass) 
19187 Sugars (SG) %DM 101 
Part (aerial part, stems or 
leaves) 
19187 Nitrogen free extract (NFE) %DM 2895 
Process (fresh, hay, 
dehydrated, etc) 
19187 Neutral detergent fiber (NDF) %DM 3754 
Grade (quality) 8817 Acid detergent fiber (ADF) %DM 3921 
Year number 343 Acid detergent lignin (ADL) %DM 3116 
Cut number 2808 Calcium (Ca) %DM 4461 
Maturity (vegetative, 
bloom, etc) 
604 Phosphorus (P) %DM 4135 
Age (days after last cut) 111 Potassium (K) %DM 412 
Variety 239 Magnesium (Mg) %DM 2026 
Particle size (meal, 
pelleted, etc) 
412 Sodium (Na) %DM 404 
Collection day 17235 
DM digestibility Tilley and 
Terry (DMdTT) 
% 360 




Collection season 17235 DM digestibility in vivo (DMd) % 140 
Collection year 17235 
OM digestibility Tilley and 
Terry (OMdTT) 
% 349 




  OM digestibility in vivo (OMd) % 232 
  
Nitrogen digestibility in vivo 
(Nd) 
% 198 








aAll data were obtained from ruminants. 444 
445 
20 
Table 2. Duplicates detected in the database of alfalfa extracted from the data warehouse of 446 
the TRC project (categorized by number of available data points per sample). 447 
Available data points per sample Number of samples 
Duplicates 
Number Percentage 
1 203 9 4.43 
2 1634 99 6.06 
3 7809 163 2.09 
4 2936 13 0.44 
5 1128 10 0.89 
6 1830 3 0.16 
7 595 2 0.34 
8 616 4 0.65 
9 286 2 0.70 
10 172 1 0.58 
11 128 1 0.78 
12 1668 6 0.36 
13 63 2 3.17 
14 29 0 0.00 
15 78 0 0.00 
16 10 0 0.00 
17 2 0 0.00 




Table 3. Outliers detected by univariate and bivariate methods in the database of alfalfa 450 




Data flagged as outliers by 
univariate methods 






DM 17869 1304 0 123 0 0 
CP 18595 371 124 16873 421 271 
CF 15840 134 29 15718 359 239 
ASH 9095 106 69 4401 74 48 
EE 3064 29 19 165 4 0 
NFE 2895 29 6 19 0 0 
STa 125 - - - - - 
SGa 101 - - - - - 
NDF 3754 27 2 3680 42 34 
ADF 3921 33 4 3921 172 134 
ADL 3116 22 11 2919 79 67 
Ca 4461 31 4 4401 74 48 
Pa 4135 62 36 - - - 
Ka 412 3 2 - - - 
Mga 2026 1 1 - - - 
Na 404 5 4 165 4 0 
DMdTT 360 4 4 325 4 4 
DMdpca 120 - - 119 4 2 
DMd 140 0 0 133 1 1 
OMdTT 349 5 3 337 9 4 
OMdpc 201 0 0 198 4 3 
OMd 232 3 3 215 4 1 
Nd 198 2 2 165 3 3 
GEa 134 5 5 - - - 
DMia 128 4 3 - - - 
aThese variables were not checked for outliers because they either displayed statistically 452 
non-normal probability distributions or were not included in any pair of variables using 453 
established correlation criteria (or both). 454 
bThe number of data points revised by bivariate methods for each variable depends on the 455 
number of common points and the correlation (must be higher than 0.5) of each variable with 456 
the rest. 457 
458 
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Table 4. Outliers detected by multivariate methods in the database of alfalfa extracted from 459 
the data warehouse of the TRC project (as a function of number of variables considered by 460 
the algorithm). 461 
Test Number of variablesa Revised samplesb Samples flagged as outliers 
aWilks 
4 7788 45 
6 2770 27 
12 1543 47 
LOF 
4 7788 163 
6 2770 122 
12 1543 83 
aThe high percentage of missing values in the alfalfa database meant that the number of 462 
variables that could be tested with a multivariate method decreased as the number of 463 
variables considered by the method increased. For the purposes of this paper, tests were 464 
performed considering 4, 6 and 12 variables (of a total of 25). 465 
bOf a total of 19 187 samples of alfalfa. 466 
467 
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Table 5. Number of samples with common outliers detected by different methods (univariate 468 
and multivariate) in the database of alfalfa extracted from the data warehouse of the TRC 469 
project. 470 
Criteria Z-scorea Chauvenet RegR PC2 aWilks LOF 
Z-scorea 157      
Chauvenet 73 73     
RegR 94 57 140    
PC2 72 46 95 99   
aWilks 43 33 40 37 47  
LOF 61 30 44 38 24 83 
aOutlier Z-score using class-outlier mining with metadata “process”. 471 
The diagonal represents the number of samples in which one or more outliers were detected 472 
by each method. The other cells show the number of these samples in which the other tests 473 
also detected outliers. 474 
475 
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Table 6. Ad hoc error-detection filters designed on the basis of the analysis of the features of 476 
outliers flagged by standard methods (univariate and multivariate) in the database containing 477 
the information on alfalfa stored in the data warehouse of the TRC project plus expert 478 
knowledge of the relationships between variables. 479 




Mathematical   
Any data must be higher than zero Always 3 
Data expressed as % must be lower than 100 Always 0 
Data expressed as g/kg must be lower than 1000 Always 0 
Nutritional   
NDF must be higher than ADF Most timesa 9 
ADF must be higher than ADL Most timesa 0 
NDF must be higher than ADL Always 0 
ADF must be higher than CF Many times 59 
NDF must be higher than CF Most times 1 
ASH must be higher than the sum of minerals Always 1 
OMd in vivo must be higher than DMd in vivob Always 9 
Difference between OMd in vitro and DMd in vitro must be within 
the range established by: DMd x (ASH/OM) and DMd x 
(ASH/OM) - 100(ASH/OM)c 
Always 147 
aIt might be thought that these filters should be set to “always”, since these differences 480 
represent hemicellulose and cellulose content, respectively, which can never be negative. 481 
However, this flexibility seeks to reflect certain constraints affecting Van Soest fractionation: 482 
starch retention (solved in part by the addition of amylases), hemicellulose solubilization in 483 
NDF residue and pectin/tannin retention in ADF residue. As a result, ADF may be greater 484 
than NDF in samples with high pectin and/or tannin content. 485 
bThe difference between the two measurements reflects the in vivo digestibility of ash, which 486 
should be very low or non-existent (it may even be negative, due to the mineral supply from 487 
endogenous secretions from the digestive tract or to the presence of a mineral source other 488 
than the feedstuff evaluated, e.g. a mineral-vitamin corrector). 489 
cThe range is determined by the fact that, for in vitro digestibility, the digestibility of ash may 490 
vary between 0 and 100. 491 
492 
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Figure captions 493 
Supplementary Figure S1. Relationship between nitrogen digestibility in vivo and CP content 494 
as a function of data source. 495 
Data from Morocco are not in vivo measurements, but they refer to estimates from N content 496 
according to a quadratic relationship. 497 
 498 
Figure 1. Comparison of data points flagged as outliers using standard tests and as errors 499 
using ad hoc filters. 500 
Many data points are not flagged as outliers by standard tests by they are flagged as errors 501 
by ad hoc filters. Some of these data have a strong influence in the relationship between 502 
OMdTT and DMdTT. 503 
 504 
Figure 2. Heuristic diagram for the management of outliers and errors in feed databases. 505 
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ABSTRACT: Feed databases often have missing data. Despite their potentially major 10 
effect on data analysis (e.g. as a source of biased results and loss of statistical power), 11 
database managers and nutrition researchers have paid little attention to missing data. 12 
This study evaluated various methods of handling missing data using mining outputs 13 
from a database containing data on chemical composition and nutritive value for 18,864 14 
alfalfa samples. A complete reference dataset was obtained comprising the 2,303 cases 15 
with no missing data for the attributes CP, crude fiber (CF), NDF, ADF and ADL. This 16 
dataset was used to simulate 2 types of missing data (at random and not at random), 17 
each with two loss intensities (33% and 66%), thus yielding a total of 4 incomplete 18 
datasets. Missing data from these datasets were handled using 2 deletion methods and 4 19 
imputation methods, and outputs in terms of the identification and typing of alfalfa 20 
(using ANOVA and descriptive statistics) and of correlations between attributes (using 21 
regressions) were compared with outputs from the complete dataset. Imputation 22 
methods, particularly model-based versions, were found to perform better than deletion 23 
methods in terms of maximising information use and minimising bias, although the 24 
extent of differences between methods depended on the type of missing data. The best 25 
approximation to the uncertainty value was provided by multiple imputation methods. It 26 
was concluded that the choice of the most suitable method for handling missing data 27 
depended both on the type of missing data and on the purpose of data analysis. 28 
Key words: data analysis, feed database, feed table, imputation, missing data, 29 
prediction of nutritive value. 30 
INTRODUCTION 31 
Most current animal feed databases have been constructed using information from a 32 
wide range of sources, including scientific publications and reports issued by public- 33 
and private-sector laboratories (Tran and Lapierre, 1997; Maroto-Molina et al., 2011). 34 
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In a study focussing on food tables, Farrán-Codina et al. (1994) refer to this as the 35 
indirect method, noting that its chief advantage over the direct method (ad hoc analysis) 36 
is its lower cost, since it reuses information previously obtained for other purposes. 37 
However, the indirect method also has a number of drawbacks. For example, data can 38 
be outdated, erroneous or lack metadata, although often these are the only available 39 
data. Another important drawback is the large amount of missing data. 40 
The issue of missing data must be addressed, since ignoring this problem can introduce 41 
bias into the models being evaluated and lead to inaccurate data mining conclusions 42 
(Brown and Kros, 2003). The many methods available for handling missing data can be 43 
classified under two headings: deletion methods, which involve the omission of missing 44 
data; and imputation methods, in which missing data are replaced by estimated values. 45 
Imputation methods may be divided into single imputation, where only one estimate is 46 
used for each missing datum, or multiple imputation, in which various estimates are 47 
used with a view to reflecting the variability associated with the imputation process. 48 
There are numerous reports on the application of all these methods in fields including 49 
sociology and medicine (Little and Rubin, 1989; Allison, 2001; Koopman et al., 2008), 50 
but the issues has scarcely been addressed in the field of information on foods and 51 
feeds. Sauvant et al. (2002, 2010) note that missing data in databases can hinder the 52 
construction of reliable tables, stressing that the differences in the number of data 53 
available for different attributes can give rise to inconsistent composition profiles. To 54 
overcome this problem, Tedeschi et al. (2002) used an imputation method consisting in 55 
replacing missing data with values from the NRC (2000) feed library tables for the 56 
category closest to the problem sample in a three-dimensional space defined by CP, 57 
NDF and lignin. The authors provide no information on the suitability of this approach 58 
for their purpose. 59 
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The present study sought to carry out a qualitative and quantitative evaluation of the 60 
effect of various methods for handling missing data when drawing up feed tables and 61 
equations to predict nutritive values on the basis of large animal feed databases. 62 
MATERIALS AND METHODS 63 
Database 64 
The database used contained information on the chemical composition and nutritive 65 
value of alfalfa (Medicago sativa), stored in the data warehouse of the project Tables of 66 
nutritive values for farm animals in tropical and Mediterranean regions (Tran et al., 67 
2010). Information was pre-processed (e.g. transformation of variables, elimination of 68 
duplicates and errors), yielding a database comprising 18,864 samples with 21 69 
descriptive metadata (e.g. process, maturity) and 25 attributes (e.g. crude protein, gross 70 
energy). The number of data available for each variable ranged between 62 and 18,574. 71 
Missingness mechanisms 72 
Missingness mechanisms are the causes underlying the absence or presence of a datum. 73 
A strategy was developed to identify missingness mechanisms in the database, 74 
involving analysis of the differences between subgroups of objects with present data 75 
and with missing data for a certain attribute. For that purpose, all the database variables 76 
were subjected to analysis of variance (ANOVA) using as dummy factor those variables 77 
covering the missingness of CP, crude fiber (CF), NDF, ADF and ADL (missing = 0, 78 
present = 1). 79 
Reference dataset and missingness simulation 80 
To facilitate comparison of the various methods for handling missing data, a complete 81 
reference dataset was obtained containing the 2,303 objects with no missing data for 82 
five characteristic attributes used in the nutritional evaluation of feeds: CP, CF, NDF, 83 
ADF and ADL. Information regarding the “process” metadatum and the variable 84 
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“organic matter digestibility in vivo (OMD)” (only 80 data) were added to the database, 85 
to take account of the findings of a number of studies examined below. 86 
This dataset was then used to simulate 2 missingness mechanisms previously detected 87 
in the initial database of 18,864 samples, each with two loss intensities (33% and 66%), 88 
thus yielding a total of 4 incomplete datasets. 89 
Methods of handling missing data 90 
The simulated missing data were handled using the following methods: 91 
Deletion methods: 92 
(1) Listwise deletion or complete case analysis: all objects with a missing value in at 93 
least one of the specified variables are dropped from analysis, which is thus only run on 94 
cases which have a complete set of data. This is the default option in most statistical 95 
software. 96 
(2) Pairwise deletion: all objects without missing data for the study variables are 97 
included in analysis. It should be noted that this method entails the use of different 98 
subgroups of objects in each data analysis. 99 
Imputation methods: 100 
(1) Mean substitution (Mean subs.): all missing data are replaced by the mean value of 101 
the data present for each variable. 102 
(2) Regression imputation (Reg. imp.): missing data are replaced by values estimated by  103 
simple linear regression on the 5 attributes of the reference dataset. For each variable, 104 
the regression displaying the lowest standard error (SE) is used. Where the independent 105 
variable of the best regression has missing data, the regression with the second-lowest 106 
SE is used, and so on. 107 
(3) Expectation-Maximization (EM algorithm) (Dempster et al., 1977): this maximum-108 
likelihood algorithm estimates parameters such as means, variances and cell 109 
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probabilities in the presence of missing data. It comprises two steps, which are 110 
alternately iterated until convergence is reached: 111 
(a) E-step: given a set of parameter estimates such as a mean vector and a covariance 112 
matrix for a multivariate normal distribution, this step calculates the conditional 113 
expectation of the complete-data log likelihood given the observed data and the 114 
parameter estimates. 115 
(b) M-step: given a complete-data log likelihood, this step finds the parameter estimates 116 
to maximize the complete-data log likelihood from the E-step. 117 
(4) Data Augmentation algorithm (Data Aug.) (Tanner and Wong, 1987): this is a 118 
Markov chain Monte Carlo algorithm widely used for multiple imputation. Here, 119 
following recommendations by Rubin (1987), 5 estimates were obtained for each 120 
missing datum, giving rise to 5 imputed datasets. These datasets were analysed 121 
separately, and the results were then combined using Rubin’s rules (1987). Like the EM 122 
algorithm, Data Aug. is a model-based method, in which present and missing data are 123 
estimated simultaneously; however, Data Aug. uses a Bayesian simulation rather than a 124 
maximum-likelihood approach to construct imputation models. 125 
Evaluation of methods 126 
Outputs of the datasets obtained using the various methods of handling missing data 127 
were compared with the outputs of the reference dataset. The two most common outputs 128 
from feed databases were evaluated: feed tables and equations for predicting nutritional 129 
value. 130 
The construction of feed tables from databases usually involves identifying and 131 
describing various feed categories (Sauvant et al., 2010). In order to identify categories, 132 
ANOVA and Tukey’s test were performed for the variables CP, CF, NDF, ADF and 133 
ADL using descriptors of the metadatum “process” as factor. The categories were 134 
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described in terms of mean, range and standard deviation (SD), statistics widely used in 135 
the drawing-up of feed tables (Conrad et al., 1982; Sauvant et al., 2002; De Blas-136 
Beorlegui et al., 2010). 137 
Prediction equations were obtained using the most common regressions, i.e. simple 138 
linear and stepwise (Yan and Agnew, 2004; Noblet and Jaguelin-Peyraud, 2007). OMD 139 
was used as response and CP, CF, NDF, ADF and ADL as independent variables. 140 
Minitab (Minitab Inc., State College, PA) and Matlab (Mathworks Inc., Natick, 141 
Massachusetts) programs were used for data analysis and for imputation under Mean 142 
subs. and Reg. imp. The SPSS Statistics 20 (IBM Corp. Armonk, NY) program was 143 
used for imputation under the EM algorithm and the open software NORM (Joseph L. 144 
Schafer, Pennsylvania State University, State College, PA) for Data Aug. (Schafer, 145 
1999). 146 
RESULTS AND DISCUSSION 147 
Missing mechanisms 148 
The missingness of CP, CF, NDF, ADF and ADL data was found to have a significant 149 
(P < 0.05) effect on the metadatum “year” and on the attributes in vivo and in vitro 150 
digestibility. 151 
With regard to the “year” metadatum, objects with present data for NDF, ADF and 152 
ADL were observed to be significantly older than objects with missing data for these 153 
attributes. A priori, the reverse might have been expected, since information in the 154 
database dated from the period 1938-2009, and fibre fractionation was not developed 155 
until the 1960s (Van Soest, 1963). The explanation for this apparently-anomalous 156 
finding lies in the correlation between the metadatum “data origin” and the missingness 157 
of NDF, ADF and ADL data: present data for these variables came largely from 158 
scientific publications, whilst missing data was common in information deriving from 159 
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control laboratories (which supplied 91.77% of objects). Separate analysis of these two 160 
information-origin subgroups yielded the expected significant effects. 161 
With regard to the digestibility attributes, it was found that objects with present data for 162 
CF, NDF, ADF and ADL had significantly higher digestibility values than objects with 163 
missing data for these variables. 164 
Graham and Donaldson (1993) define missingness mechanisms as accessible, when the 165 
cause of missingness can be identified or inaccessible when it cannot. However, in the 166 
animal feed database used here this classification proved not to be absolute in practical 167 
terms. The models constructed accounted for only a small part of the variance 168 
associated with missingness (r
2
 max. = 0.23). In feed databases constructed using 169 
information from a variety of sources, and in meta-analyses, although each source of 170 
information tends to display a clearly-defined missingness mechanism - usually linked 171 
to the technology available in the laboratory, or to the purposes of the data analysis - 172 
when data are mixed in the database, the resulting missingness differs considerably 173 
from that found for data from individual sources, and mechanisms are very difficult to 174 
detect. Moreover, the causes of missingness are often not recorded in the database. 175 
It is worth stressing that the study of missingness mechanisms affords an opportunity to 176 
see missing data as a source of qualitative and quantitative information, rather than just 177 
- as in most publications - as a problem. To take a single example, the frequency of use 178 
of Van Soest fractionation in scientific research and in feed control laboratories is 179 
compared in Figure 1. 180 
A constant increase in the amount of NDF data published in scientific papers is apparent 181 
from the 1970s onwards. By contrast, the use of NDF in laboratories remains very low 182 
expect for a brief spike starting in the early 1980s. Similar findings have been reported 183 
by Segura et al. (2007), who note that the difficulty involved in extracting and washing 184 
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fibrous residues, and the large number of modifications introduced over the years, 185 
caused the NDF method to be seen as a rather complex business; as a result, most 186 
laboratories went back to using - or simply carried on using - the CF method. 187 
Reference dataset and missingness simulation 188 
In order to simulate, in the reference dataset, the first of the missingness mechanisms 189 
described earlier, 33% and 66% of data were dropped for NDF, ADF and ADL among 190 
the older objects, and for CP and CF among the newer objects. For simulation of the 191 
second of the missingness mechanisms, since digestibility data were available only for a 192 
small number of objects in the reference dataset, 33% and 66% of data for alfalfa of 193 
poorer nutritional quality were dropped, on the assumption that poor quality was due to 194 
lower CP and higher fibre content. 195 
It should be stressed that the missingness mechanisms simulated here give rise to two 196 
different types of missing data. In the nomenclature used by Rubin (1976), missing data 197 
resulting from the first mechanism can be considered Missing At Random (MAR), since 198 
the probability of a value being missing will depend on the information present in the 199 
database, i.e. the metadatum “year”. However, the second mechanism gives rise to data 200 
considered Missing Not At Random (MNAR), since the likelihood of data being 201 
missing depends on unmeasured information, i.e. on the values of missing observations 202 
themselves. It should be noted that model-based methods assume missing data to be 203 
MAR. 204 
The distribution of missingness patterns in the 4 incomplete datasets obtained by 205 
simulation is shown in Table 1. 206 
Evaluation of Methods  207 
Effects on the identification of feed categories: results for ANOVA plus Tukey’s test 208 
for CP in the different datasets are shown in Table 2. Sauvant et al. (2010) consider CP 209 
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a key value in studying feed variability, since it is widely measured and correlates well 210 
with many other attributes. 211 
In the reference dataset, a simple ANOVA for CP identified significant differences 212 
between fresh, hay and dehydrated. However, there was considerable overlap between 213 
the values for these categories, particularly between hay and dehydrated. Although other 214 
clustering techniques such as discriminant analysis and cluster analysis perform better 215 
for this purpose, ANOVA was used here because it is the technique most widely used in 216 
drawing up feed tables. A certain amount of overlap could be avoided by considering 217 
more factors in the breakdown of variance, although complete information is only 218 
available for the metadatum “process”. In any case, the purpose of this study was not, in 219 
itself, to identify categories, but rather to compare the results obtained using different 220 
methods of handling missing data. 221 
The first notable finding was that the use of deletion methods entailed certain changes 222 
in the number of objects in each category with respect to the reference dataset. In most 223 
cases, this masked the differences between the categories displaying most overlap, i.e. 224 
hay and dehydrated. 225 
For MAR data and for moderate loss intensity (33%), simple re-establishment of the 226 
number of objects in each category was sufficient to reproduce the behaviour of the 227 
reference dataset, even with the simplest imputation method, i.e. Mean subs. However, 228 
when missing data were MNAR or when loss intensity was high (66%), most 229 
imputation methods failed to reproduce differences between hay and dehydrated, 230 
although they did improve the statistical power of the model. Using the Data Aug. 231 
algorithm, differences in patterns were obtained for each of the imputed datasets, many 232 
of which reproduced the behaviour of the reference dataset. For this purpose, it would 233 
appear advisable to obtain a larger number of imputations. 234 
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Imputation methods yielded r
2
 values lower than those obtained with the reference 235 
dataset; this was particularly true for the EM algorithm and Data Aug., due to the 236 
inclusion in the imputation model of random errors which increased ANOVA residues. 237 
Single imputation methods yielded SE values lower than those recorded for the 238 
reference dataset. It should be noted that these methods treat imputed values as though 239 
they were observations, ignoring the uncertainty inherent in the imputation process. 240 
Data Aug. provides a better approach to this parameter, since as a multiple imputation 241 
method it takes that uncertainty into account. Data Aug. yielded several imputed 242 
datasets which differed somewhat from each other due to the random errors mentioned 243 
earlier. Combination of the uncertainty parameters of these datasets yielded two further 244 
components, which Rubin (1987) termed within-imputation variance and between-245 
imputation variance. The latter reflects the uncertainty of the imputation process. 246 
Effects on the description of feed categories: Descriptive statistics for CP in the 247 
“fresh” category are shown in Table 3. Results for the other attributes and categories in 248 
the reference dataset are not shown, since they behaved in a similar manner. 249 
The first striking finding was that the deletion methods tested prompted a major 250 
reduction in sample size (Cerrillo et al., 2000), in some cases by as much as 98.73%. 251 
Even so, when missing data were MAR, no significant difference was recorded between 252 
the mean for the reference dataset and the mean for the incomplete datasets generated 253 
using the various methods of handling missing data, with the exception of Mean subs. 254 
The presence of a large number of data is a key factor for limiting potential bias due to 255 
the reduction of sample size. It should be noted that when using Mean subs., all missing 256 
data were replaced by a single value, which was the mean CP for all categories. In all 257 
probability, the use of Mean subs. at individual-category level would provide a better 258 
approximation to the value for the reference dataset. 259 
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Where missing data were MNAR, significant differences were recorded between the 260 
mean CP for the reference data set and the means obtained using the deletion methods. 261 
Since data for alfalfa of poor nutritional quality were dropped, they were under-262 
represented in analysis of the data present, prompting overestimation of the mean for 263 
CP (and corresponding underestimation of the means for CF, NDF, ADF and ADL). 264 
Deletion methods are therefore unsuitable for this type of missing data; a priori, model-265 
based methods would also be unsuitable, since they assume that missing data are MAR. 266 
However, it was found that the EM algorithm and Data Aug. - and even Reg. imp. in 267 
cases of moderate loss intensity (33%) - yielded means that were not significantly 268 
different from those of the reference dataset. Indeed, even at high loss intensity (66%), 269 
imputation methods performed better than deletion methods. For example, whilst 270 
listwise deletion in the MAR simulation (66%) gave rise to a bias in the mean of 4.31 271 
points (20.21%), this was reduced to 0.41 points (1.92%) with the EM algorithm, 272 
though the difference remained significant. The reason for this clear improvement is 273 
that, although the datasets provide no information on missingness, there is a strong 274 
correlation between the variables used in constructing imputation models (Little and 275 
Rubin, 1987; Schafer, 1997). Correlation coefficients for the 5 attributes in the reference 276 
dataset ranged from 0.54 and 0.92. 277 
Due to this correlation between variables, differences between the Reg. imp. and both 278 
the EM algorithm and Data Aug. were small, even though Reg. imp. constructs an 279 
imputation model with a single variable whereas the other two methods use 4 variables. 280 
The marginal benefit of adding new variables to the model is therefore slight. 281 
Results for the range statistic showed that only listwise deletion gave rise to 282 
considerable bias (higher minima and lower maxima) due to the large number of objects 283 
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dropped from data analysis. In some cases, values were up to 86.89% lower than in the 284 
reference dataset. 285 
With regard to the variability of chemical attributes, which - when analysing food 286 
composition - Pennington (2008) suggests should be measured as SD, it was found that 287 
deletion methods tended to either underestimate or overestimate this parameter 288 
depending on the missingness patterns involved. However, single imputation methods 289 
always underestimated it, findings being similar to those indicated earlier for SE. In this 290 
case, the SD value obtained using Data Aug. was due largely to errors added by the 291 
Bayesian simulation, since between-imputation variance never assumed values greater 292 
than 0.02. This limited between-imputation variance is yet another consequence of the 293 
close correlation between attributes. The importance of this component is therefore 294 
likely to increase when variables are more orthogonal. 295 
Values for the RMSE statistic indicate that Data Aug., whilst yielding the best results 296 
for bias control and the estimation of uncertainty, performed worse in terms of point-by-297 
point fitting. This example illustrates Pyle’s assertion (1999) that it is not the accuracy 298 
of the estimates that is of most importance when replacing missing values, since the 299 
estimates themselves are not used; the key concern is that the estimates produce 300 
replacement values which least distort the outputs of data analysis. 301 
Effects on correlations between attributes: since ADF is the attribute most strongly 302 
correlated with OMD (Rohweder et al., 1978; Susmel et al., 1991), the simple linear 303 
regressions obtained here using ADF as independent variables are shown in Table 4. 304 
A striking finding was that in the subgroup of objects with present data for OMD, the 305 
intensity of loss of ADF data was not the same as that simulated for the reference 306 
dataset as a whole. Taking as an example the number of data used for pairwise deletion, 307 
the MAR (33) simulation had 82.50% missing data, MAR (66) 70.51%, MNAR (33) 308 
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13.92% and MNAR (66) 20.31%. The high percentage yielded by simulation of the first 309 
missingness mechanism was particularly interesting. The ADF data for the oldest 310 
objects in the reference data set were dropped in this study; these were precisely the 311 
objects with most data for OMD, an attribute which - despite its importance for 312 
nutritionists - is increasingly ignored (Dardenne et al., 1993). Thus, the use of deletion 313 
methods in feed databases may have consequences so adverse that they render it 314 
impossible to use the most valuable information. In the MAR simulation, it was not 315 
possible to construct equations using listwise deletion, whilst pairwise deletion led to a 316 
very large loss of statistical power. 317 
Of the imputation methods tested, Mean subs. proved to be unsuitable for this purpose, 318 
since in most cases - even with moderate data-loss intensity - it yielded regression 319 
coefficients significantly different from those of the reference dataset. As indicated 320 
earlier, Mean subs. replaces all missing data with a single value and therefore takes no 321 
account of correlations between variables. 322 
When missing data were MAR, Reg. imp., the EM algorithm and Data Aug. performed 323 
better than pairwise deletion. Although there were no significant differences with 324 
respect to the slope of the reference dataset, absolute values were closer. Particularly 325 
good results were obtained using Reg. imp., which estimated ADF mainly from CF, 326 
these variables displaying a correlation coefficient of 0.92. By contrast, using the EM 327 
algorithm and Data Aug. the random errors in the imputation model may have slightly 328 
altered the correlation between OMD and ADF. 329 
In the case of missing data classified as MNAR, no significant differences were found 330 
between the reference dataset and virtually any of the tested methods of handling 331 
missing data. The number of missing data was fairly low and, although data from one 332 
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end of the ADF distribution were dropped, the correlation of this attribute with OMD 333 
was broadly linear. 334 
Results for r
2
 and SE were similar to those reported above for ANOVA-based category 335 
identification. 336 
The results of stepwise regressions are shown in Table 5. 337 
In this case, the order of inclusion of the independent variables in the prediction 338 
equation is highlighted. For the reference dataset, the first variable selected was ADF, 339 
which was to be expected since, as indicated earlier, it is the most strongly correlated 340 
with OMD. It was followed by CP and CF, although these variables accounted only for 341 
a very small percentage of variance. 342 
For MAR data, stepwise regressions could not be calculated with the deletion methods. 343 
It should be noted that since data analysis involves all the variables, pairwise deletion is 344 
equivalent to listwise deletion. Stepwise regressions were constructed with all the 345 
imputation methods tested, but in all cases CF became the first variable. As indicated 346 
earlier, during simulation of the first missingness mechanism the oldest ADF data and 347 
the most recent CF data were discarded. As a result, in the subgroup of objects with 348 
present data for OMD, which were old objects, the number of data for CF was much 349 
greater than for ADF. In the MAR (33) simulation, for example, the ADF variable 350 
included 14 observations and 66 imputed data, whilst the CF variable comprised 79 351 
observations and only 1 imputed datum. This imbalance therefore needs to be borne in 352 
mind when imputing data, since it may distort the relative importance of correlations 353 
with OMD. 354 
When missing data were classified as MNAR, the missingness patterns meant that, 355 
using deletion methods, CF again appeared as the first variable. By contrast, using 356 
imputation methods the behaviour of the reference dataset was reproduced; in the MAR 357 
16 
(33) simulation, ADF comprised 68 observations and 11 imputed data while CF 358 
comprised 59 observations and 20 imputed data. 359 
Prediction equation 360 
In order to demonstrate the potential of imputation procedures in feed database mining, 361 
the equations for predicting OMD from ADF obtained using pairwise deletion and Reg. 362 
imp. on the database of 18,864 samples are shown below. 363 
Pairwise: OMD (%) = 91.13 - 0.83*ADF (%DM); N = 131; r
2
 = 0.67; SE = 4.36 364 
Reg. imp.: OMD (%) = 90.61 - 0.81*ADF(%DM); N = 207; r
2
 = 0.58; SE = 4.90 365 
Although the 131 data for OMD constitute a considerable sample size, imputation 366 
increased the number of data and thus the statistical power of the equation, by 58.01%. 367 
Here, there were no statistical differences between the two regressions, indicating that 368 
the results obtained using pairwise deletion were not biased. Strikingly, however, the r
2
 369 
value was much lower than that obtained for the reference dataset, since the latter was 370 
simply the result of applying listwise deletion to the database. The outputs of the 371 
reference dataset may therefore be biased. 372 
CONCLUSIONS 373 
Missing data in animal feed databases give rise both to conceptual problems (e.g. biased 374 
results, loss of statistical power) and procedural constraints (failure to make full use of 375 
the information available). 376 
The analysis of missingness mechanisms provides an opportunity to obtain qualitative 377 
and quantitative information regarding the missing data. 378 
When deciding on the most suitable method for handling missing data in any given 379 
case, attention must be paid both to the type of missing data and to the purposes of data 380 
analysis. Deletion methods, and especially pairwise deletion, are suitable only with 381 
MAR data and univariate statistical analysis when the sample size is large. Imputation 382 
17 
methods, whilst not increasing the number of degrees of freedom of the information in 383 
the database, are very useful for multivariate statistical analysis, since they enable 384 
access to the data and metadata associated with the missing data, which may be the 385 
most valuable. For missing data classified as MAR, and even for MNAR data if the 386 
variables are sufficiently correlated, imputation methods - particularly model-based 387 
methods - represent a considerable improvement over deletion methods in terms of 388 
maximising information use and minimising bias. In terms of uncertainty, however, 389 
only multiple imputation methods provide a good approximation. 390 
LITERATURE CITED 391 
Allison, P. D. 2001. Missing data: quantitative applications in the social sciences. Ed. 392 
Sage Publications, Thousand Oaks. 393 
Brown, M. L., and J. F. Kros. 2003. The impact of missing data on data mining. Pages 394 
174-198 in Data Mining Opportunities and Challenges. J. Wang, Ed. Idea Group 395 
Publishing, Hershey. 396 
Cerrillo, T., M. Hansen, and M. Harwell. 2000. The effects of different methods of 397 
handling missing data on institutional-level models of student persistence. Accessed 398 
December 15, 2011. http://www.lrdc.pitt.edu/hplc/Publications/PERSIST.PDF. 399 
Conrad, J. H., C. W. Deyoe, L. E. Harris, P. W. Moe, R. L. Preston, and P. J. Van Soest. 400 
1982. United States-Canadian tables of feed composition. Ed. National Academy Press, 401 
Washington. 402 
Dardenne, P., J. Andrieu, Y. Barrière, R. Biston, C. Demarquilly, N. Femenias, M. Lila, 403 
P. Maupetit, F. Rivière, and T. Ronsin. 1993. Composition and nutritive value of whole 404 
maize plants fed fresh to sheep. II. Prediction of the in vivo organic matter digestibility. 405 
Ann. Zootech. 42: 251-270. 406 
18 
De Blas-Beorlegui, C., G. González-Mateos, and P. García-Rebollar. 2010. Tablas 407 
FEDNA de valor y composición nutritiva de alimentos para la fabricación de piensos 408 
compuestos. (In Spanish). Ed. Fundación Española para el Desarrollo de la Nutrición 409 
Animal, Madrid. 410 
Dempster, A. P., N. M. Laird, and D. B. Rubin. 1977. Maximum Likelihood for 411 
incomplete data via the EM algorithm. J. Roy. Stat. Soc. B. Met. 39(Suppl. 1): 1-38. 412 
Farrán-Codina, A., J. Boatella-Riera, L. Serra-Majem, L. Ribas, M. Rafecas-Martínez, 413 
and R. Codony-Salcedo. 1994. Criterios generales de elaboración y utilización de tablas 414 
y sistemas de datos de composición de los alimentos. (In Spanish). Rev. San. Hig. Pub. 415 
68: 427-441. 416 
Graham, J. W., and S. I. Donaldson. 1993. Evaluating interventions with differential 417 
attrition: the importance of non-response mechanisms and use of follow-up data. J. 418 
Appl. Psychol. 78: 119-128. 419 
Koopman, L., G. J. M. G. van der Heijden, D. E. Grobbee, and M. M. Rovers. 2008. 420 
Comparison of methods of handling missing data in individual patient data meta-421 
analyses: an empirical example on antibiotics in children with acute otitis media. Am. J. 422 
Epidemiol. 167(Suppl. 5): 540-545. 423 
Little, R. J. A., and D. B. Rubin. 1987. Statistical analysis with missing data. Ed. Wiley, 424 
New York. 425 
Little, R. J. A., and D. B. Rubin. 1989. The analysis of social science data with missing 426 
values. Sociol. Method. Res. 18: 292-326. 427 
Maroto-Molina, F., A. Gómez-Cabrera, J. E. Guerrero-Ginel, A. Garrido-Varo, and D. 428 
C. Pérez-Marín. 2011. Building a metadata framework for sharing feed information in 429 
Spain. J. Anim. Sci. 89(Suppl. 3): 882-888. 430 
19 
National Research Council. 2000. Nutrient requirements of beef cattle. Ed. National 431 
Academy Press, Washington D. C. 432 
Noblet, J., and Y. Jaguelin-Peyraud. 2007. Prediction of digestibility of organic matter 433 
and energy in the growing pig from an in vitro method. Anim. Feed Sci. Tech. 134: 434 
211-222. 435 
Pennington, J. A. T. 2008. Applications of food composition data: data sources and 436 
considerations for use. J. Food Compos. Anal. 21(Suppl. 1): 3-12. 437 
Pyle, D. 1999. Data preparation for data mining. Ed. Morgan Kaufmann, San Francisco. 438 
Rohweder, D. A., R. F. Barnes, and N. Jorgensen. 1978. Proposed hay grading 439 
standards based on laboratory analysis for evaluating quality. J. Anim. Sci. 47(Suppl. 440 
3): 747-759. 441 
Rubin, D. B. 1976. Inferences and missing data. Biometrika 63: 581-590. 442 
Rubin, D. B. 1987. Multiple imputation for non-response in surveys. Ed. Chapman & 443 
Hall, New York. 444 
Sauvant, D., J. M. Pérez, and G. Tran. 2002. Tables de composition et de valeur 445 
nutritive des matières premières destinées aux animaux d’élevage. (In French). Ed. 446 
Institut National de la Recherche Agronomique, Paris. 447 
Sauvant, D., G. Tran, V. Heuzé, D. Bastianelli, and H. Archimède. 2010. Data 448 
engineering for creating feed tables and animal models in the tropical context. Adv. 449 
Anim. Biosci. 1(Suppl. 2): 438-439. 450 
Schafer, J. L. 1997. Analysis of incomplete multivariate data. Ed. Chapman & Hall, 451 
London. 452 
Schafer, J. L. 1999. NORM software for multiple imputation of multivariate normal 453 
data. Accessed January 2, 2012. http://sites.stat.psu.edu/~jls/misoftwa.html. 454 
20 
Segura, F., R. Echeverri, A. C. Patiño, and A. I. Mejía. 2007. Descripción y discusión 455 
acerca de los métodos de análisis de fibra y del valor nutricional de forrajes y alimentos 456 
para animales. (In Spanish). Vitae 14(Suppl. 1): 72-81. 457 
Susmel, P., B. Stefanon, and C. R. Mills. 1991. General problems in assessing the 458 
nutritive value of Mediterranean forages. Options Méditerranéennes 16: 17-22. 459 
Tanner, M. A., and W. H. Wong. 1987. The calculation of posterior distributions by 460 
data augmentation. J. Am. Stat. Ass. 82: 528-540. 461 
Tedeschi, L.O., D. G. Fox, A. N. Pell, D. P. Duarte, and C. Boin. 2002. Development 462 
and evaluation of a tropical feed library for the Cornell net carbohydrate and protein 463 
system model. Sci. Agr. 59(Suppl. 1): 1-18. 464 
Tran, G., and O. Lapierre. 1997. The French feed database: a national network for 465 
collecting and disseminating data about feedstuff composition and nutritive value. Pages 466 
105-108 in 1
st
 European conference for information technology in agriculture, 467 
Copenhagen, Denmark. 468 
Tran, G., V. Heuzé, D. Bastianelli, H. Archimède, and D. Sauvant. 2010. Tables of 469 
nutritive values for farm animals in tropical and Mediterranean regions: an important 470 
asset for improving the use of local feed resources. Adv. Anim. Biosci. 1(Suppl. 2): 471 
468-469. 472 
Van Soest, P. J. 1963. Use of detergent in the analysis of fibrous feeds I. A rapid 473 
method for the determination of fiber and lignin. J. Assoc. Off. Agr. Chem. 46: 829-474 
835. 475 
Yan, T., and R. E. Agnew. 2004. Prediction of nutritive values in grass silages: I. 476 
Nutrient digestibility and energy concentrations using nutrient compositions and 477 
fermentation characteristics. J. Anim. Sci. 82(Suppl. 5): 1367-1379. 478 
Table 1  
Number of objects for each missingness pattern in incomplete datasets 
Missingness pattern 












0 2,303 487 22 863 211 
1 803 328 185 380 161 
2 857 952 501 313 201 
3 12,989
 
536 466 309 422 
4 1,821 0 550 283 689 
5
3 
91 0 579 155 619 
 
1
MAR = Missing At Random; MNAR = Missing Not At Random 
2
Percentage of missing data 
3
In the objects with this missingness pattern (all data are missing) imputation under 
regressions, the EM algorithm and Data Augmentation is not possible. These objects 
were dropped from the reference dataset used for each simulation, so that in all cases the 
reference dataset would contain the same number of objects as the imputed datasets 
 
Table 2  
Differences in CP between categories of the metadatum “process” for the reference 
dataset and the various incomplete datasets obtained using different methods of 






Fresh Hay Dehydrated 
r2 SE P-value 
N Mean N Mean N Mean 
MAR (33)4 
Reference 964 20.61a 698 17.66b 575 18.30c 0.16 3.10 0.000 
Listwise deletion 192 20.45a 217 17.66b 57 17.61b 0.19 2.89 0.000 
Pairwise deletion 699 20.55a 504 17.61b 288 18.13b 0.16 3.23 0.000 
Mean subs. 964 20.14a 698 18.02b 575 18.60c 0.11 2.70 0.000 
Reg. imp. 964 20.51a 698 17.80b 575 18.31c 0.16 2.91 0.000 
EM algorithm 964 20.49a 698 17.80b 575 18.44c 0.14 2.96 0.000 
Data Aug. 964 20.50a 698 17.78b 575 18.41c 0.13 3.21 0.000 
MAR (66)4 
Reference 695 20.59a 519 17.67b 470 18.27c 0.15 3.14 0.000 
Listwise deletion 6 20.05a 3 17.33a 13 17.63a 0.12 3.10 0.290 
Pairwise deletion 376 20.71a 218 17.25b 155 18.30c 0.16 3.57 0.000 
Mean subs. 695 20.03a 519 18.39b 470 18.91c 0.08 2.50 0.000 
Reg. imp. 695 20.26a 519 17.89b 470 18.28b 0.12 2.91 0.000 
EM algorithm 695 20.26a 519 17.95b 470 18.43c 0.11 2.94 0.000 
Data 
Aug.5 
3 set 695 20.27a 519 17.88b 470 18.46c 0.09 3.40 0.000 
2 set 695 20.21a 519 17.93b 470 18.30b 0.08 3.46 0.000 
MNAR (33)4 
Reference 916 20.88a 639 17.82b 530 18.47c 0.17 3.05 0.000 
Listwise deletion 544 22.58a 174 20.11b 129 20.98c 0.11 2.91 0.000 
Pairwise deletion 799 21.57a 358 19.11b 330 19.54b 0.13 2.91 0.000 
Mean subs. 916 21.44a 639 19.73b 530 19.91b 0.09 2.51 0.000 
Reg. imp. 916 21.10a 639 18.90b 530 19.24b 0.12 2.79 0.000 
EM algorithm 916 21.06a 639 18.84b 530 19.19b 0.12 2.81 0.000 
Data 
Aug.5 
3 set 916 21.06a 639 18.82b 530 19.28c 0.11 3.02 0.000 
2 set 916 21.06a 639 18.87b 530 19.18b 0.11 3.06 0.000 
MNAR (66)4 
Reference 754 21.33a 493 17.83b 390 18.71c 0.20 3.21 0.000 
Listwise deletion 171 25.64a 12 24.70ab 24 23.66b 0.04 3.17 0.014 
Pairwise deletion 430 23.20a 161 18.83b 156 20.17c 0.22 3.52 0.000 
Mean subs. 754 22.51a 493 20.69b 390 21.02b 0.10 2.56 0.000 
Reg. imp. 754 21.97a 493 19.39b 390 19.51b 0.13 3.22 0.000 
EM algorithm 754 21.74a 493 19.05b 390 19.24b 0.14 3.28 0.000 
Data Aug. 754 21.78a 493 19.03b 390 19.30b 0.11 3,77 0.000 
 
a-c
Within a row, means without a common superscript differ (P < 0.05) 
1
MAR = Missing At Random; MNAR = Missing Not At Random 
2
Mean subs. = mean substitution; Reg. imp. = regression imputation; EM = expectation-
maximization; Data Aug. = data augmentation 
3
Silage samples were not included, due to their small number in comparison to the rest 
4
Percentage of missing data 
5
The 5 imputed datasets yield different groupings 
Table 3  
Descriptive statistics of CP for the “fresh” category using the reference dataset and the 











Reference 964 20.61 - 27.77 3.73 - 
Listwise deletion 192 20.45 0.583 20.93 3.40 - 
Pairwise deletion 699 20.55 0.743 27.77 3.87 - 
Mean subs. 964 20.14 0.004 27.77 3.36 3.74 
Reg. imp. 964 20.51 0.565 27.57 3.51 1.89 
EM algorithm 964 20.49 0.484 27.57 3.56 1.78 




Reference 695 20.59 - 27.77 3.82 - 
Listwise deletion 6 20.05 0.732 3.64 1.22 - 
Pairwise deletion 376 20.71 0.621 27.77 4.25 - 
Mean subs. 695 20.03 0.003 27.77 3.21 3.47 
Reg. imp. 695 20.26 0.105 27.77 3.57 1.96 
EM algorithm 695 20.26 0.099 27.77 3.58 1.94 
Data Aug. 695 20.25 0.114 27.81 3.93 3.16 
MNAR (33)
5 
Reference 916 20.88 - 27.15 3.60 - 
Listwise deletion 544 22.58 0.000 20.60 3.16 - 
Pairwise deletion 799 21.57 0.000 27.15 3.25 - 
Mean subs. 916 21.44 0.000 27.15 3.05 4.77 
Reg. imp. 916 21.10 0.179 27.15 3.40 2.65 
EM algorithm 916 21.06 0.269 27.15 3.43 2.41 
Data Aug. 916 21.06 0.273 28.41 3.50 3.17 
MNAR (66)
5 
Reference 754 21.33 - 27.15 3.69 - 
Listwise deletion 171 25.64 0.000 17.80 3.37 - 
Pairwise deletion 430 23.20 0.000 27.15 3.52 - 
Mean subs. 754 22.51 0.000 27.15 2.78 3.46 
Reg. imp. 754 21.97 0.001 27.35 3.53 2.57 
EM algorithm 754 21.74 0.031 27.35 3.64 2.31 
Data Aug. 754 21.78 0.032 29.03 3.99 3.52 
 
1
MAR = Missing At Random; MNAR = Missing Not At Random 
2
Mean subs. = mean substitution; Reg. imp. = regression imputation; EM = expectation-
maximization; Data Aug. = data augmentation 
3
Significance of the difference between the mean for the reference dataset and the mean 
for incomplete datasets generated using the various methods of handling missing data 
4
Root Mean Square Error: measures the individual variation of imputed data with 
respect to values for the reference dataset 
5
Percentage of missing data 
Table 4  
Simple linear regressions between OMD and ADF, for the reference dataset and the 












Reference 80 96.74 -1.03 - 0.78 3.72 
Listwise deletion 0 - - - - - 
Pairwise deletion 14 89.77 -0.84 0.189 0.67 4.84 
Mean subs. 80 87.28 -0.57 0.038 0.06 7.74 
Reg. imp. 80 98.82 -1.02 0.876 0.74 4.08 
EM algorithm 80 97.71 -0.99 0.669 0.76 3.90 
Data Aug. 80 96.13 -0.94 0.274 0.68 4.56 
MAR (66)
4 
Reference 78 96.73 -1.03 - 0.76 3.76 
Listwise deletion 1 - - - - - 
Pairwise deletion 23 90.24 -0.79 0.214 0.45 3.92 
Mean subs. 78 79.09 -0.31
5 
0.002 0.02 7.70 
Reg. imp. 78 98.57 -1.03 0.953 0.75 3.89 
EM algorithm 78 99.02 -1.06 0.736 0.76 3.79 
Data Aug. 78 97.17 -0.99 0.625 0.69 4.37 
MNAR (33)
4 
Reference 79 96.71 -1.03 - 0.78 3.75 
Listwise deletion 53 99.50 -1.15 0.375 0.63 3.88 
Pairwise deletion 68 99.65 -1.16 0.217 0.74 3.77 
Mean subs. 79 101.82 -1.27 0.021 0.74 4.04 
Reg. imp. 79 99.48 -1.16 0.170 0.78 3.70 
EM algorithm 79 98.53 -1.11 0.361 0.79 3.67 
Data Aug. 79 97.86 -1.09 0.396 0.75 4.02 
MNAR (66)
4 
Reference 64 97.30 -1.05 - 0.73 3.82 
Listwise deletion 33 98.65 -1.11 0.783 0.51 4.19 
Pairwise deletion 51 98.03 -1.08 0.849 0.63 3.95 
Mean subs. 64 101.31 -1.25 0.129 0.69 4.12 
Reg. imp. 64 97.50 -1.06 0.932 0.71 3.96 
EM algorithm 64 96.57 -1.02 0.769 0.72 3.92 
Data Aug. 64 95.01 -0.95 0.285 0.69 4.17 
 
1
MAR = Missing At Random; MNAR = Missing Not At Random 
2
Mean subs. = mean substitution; Reg. imp. = regression imputation; EM = expectation-
maximization; Data Aug. = data augmentation 
3
Significance of the difference between the slope for the reference dataset and the slope 
for the incomplete datasets generated by the various methods for handling missing data 
4
Percentage of missing data 
5
Slope non-significant 
Table 5  
Stepwise regressions between OMD and CP, crude fiber (CF), NDF, ADF and ADL, for 
the reference dataset and the incomplete datasets generated by the various methods of 
handling missing data 
Incomplete datasets1 Handling methods2 N 
Independent variables 
r2 SE 
First included Second included Third included 
MAR (33)3 
Reference 80 ADF CP CF 0.81 3.51 
Listwise deletion 0 - - - - - 
Pairwise deletion 0 - - - - - 
Mean subs. 80 CF CP NDF 0.78 3.76 
Reg. imp. 80 CF CP NDF 0.80 3.66 
EM algorithm 80 CF NDF - 0.80 3.64 
Data Aug.4 
2 set 80 CF CP - 0.79 3,71 
1 set 80 CF NDF - 0.79 3,66 
1 set 80 CF CP ADL 0.80 3,61 
1 set 80 CF ADL CP 0.80 3,53 
MAR (66)3 
Reference 78 ADF CP CF 0.80 3.65 
Listwise deletion 1 - - - - - 
Pairwise deletion 1 - - - - - 
Mean subs. 78 CF CP ADL 0.77 3.76 
Reg. imp. 78 CF CP ADF 0.78 3.66 
EM algorithm 78 ADF CP ADL 0.79 3.65 
Data Aug.4 
1 set 78 CF CP - 0.77 3,74 
1 set 78 CF NDF - 0.79 3,57 
1 set 78 CF NDF CP 0.78 3,70 
1 set 78 CF ADF CP 0.79 3,65 
1 set 78 CF ADL CP 0.79 3,59 
MNAR (33)3 
Reference 79 ADF CP CF 0.81 3.53 
Listwise deletion 53 CF - - 0.65 3.79 
Pairwise deletion 53 CF - - 0.65 3.79 
Mean subs. 79 ADF NDF - 0.77 3.84 
Reg. imp. 79 ADF - - 0.78 3.70 
EM algorithm 79 ADF CF - 0.79 3.64 
Data Aug.4 
1 set 79 ADF CP - 0.78 3,74 
2 set 79 ADF CP ADL 0.78 3,75 
1 set 79 ADF CF NDF 0.79 3,80 
1 set 79 ADF NDF CP 0.78 3,79 
MNAR (66)3 
Reference 64 ADF CP - 0.75 3.72 
Listwise deletion 33 CF CP - 0.57 3.98 
Pairwise deletion 33 CF CP - 0.57 3.98 
Mean subs. 64 ADF NDF - 0.71 4.02 
Reg. imp. 64 ADF CP - 0.74 3.79 
EM algorithm 64 ADF CP - 0.75 3.76 
Data Aug.4 
3 set 64 ADF CP - 0.74 3,83 
2 set 64 NDF CP - 0.73 3,88 
 
1
MAR = Missing At Random; MNAR = Missing Not At Random 
2
Mean subs. = mean substitution; Reg. imp. = regression imputation; EM = expectation-
maximization; Data Aug. = data augmentation 
3
Percentage of missing data 
4
The 5 imputed datasets yield different equations 
Figure 1 




































Data from scientific papers
Data from laboratories
 
Since the number of present data and the ratio of research data/ laboratory data are not 




























Análisis de la información contenida en la base de datos 
“Pastos Españoles (SEEP)” para la obtención de tablas de 
racionamiento 
 
F. Maroto-Molina, A. Gómez-Cabrera, J.E. Guerrero-Ginel, A. Garrido-Varo y D.C. 
Pérez-Marín 
 
L Reunión Científica de la Sociedad Española para el Estudio de los Pastos: 




ANÁLISIS DE LA INFORMACIÓN CONTENIDA 
EN LA BASE DE DATOS “PASTOS ESPAÑOLES (SEEP)” 
PARA LA OBTENCIÓN DE TABLAS DE RACIONAMIENTO
F. MAROTO MOLINA2, A. GÓMEZ CABRERA1, J.E. GUERRERO GINEL1, 
A. GARRIDO VARO1 y D. PÉREZ MARÍN1
RESUMEN
La base de datos “Pastos Españoles (SEEP)”, desarrollada por el Servicio de Información
sobre Alimentos y la Sociedad Española para el Estudio de los Pastos, contiene gran parte de
la información productiva y nutricional sobre pastos publicada en España entre los años 1960
y 2000. Actualmente, es posible acceder a los estadísticos de la base de datos mediantes con-
sultas personalizadas on-line, a pesar de lo cual, es conveniente disponer de tablas de raciona-
miento para algunos pastos. El objetivo del presente trabajo es analizar la posibilidad de obte-
ner dichas tablas a partir de la información de la base de datos. 
Se caracterizan los contenidos de la base de datos y se establecen criterios para la selec-
ción de los pastos a incluir en las tablas y para el cálculo de los valores tabulados, tomado como
ejemplo los datos disponibles para el forraje de maíz. 
En general, se detectan ciertas carencias de metadatación (pocos datos de estado fenoló-
gico, número de corte, etc) que dificultan la obtención de tablas específicas para todas las con-
diciones posibles en cada pasto. Por otro lado, aunque el número de determinaciones diferen-
tes es muy alto, escasean los valores nutritivos. Se analiza la posibilidad de utilizar ecuaciones
de predicción y calcular matrices completas de datos tabulados.
Palabras clave: composición, valor nutritivo, alimentos, caracterización. 
INTRODUCCIÓN
La base de datos “Pastos Españoles (SEEP)” (en adelante P. E.) es el resultado del pro-
yecto de transferencia de resultados de investigación “Tipificación, Cartografía y Evaluación
de los Pastos Españoles” (en adelante T. C. E.) que recopiló la información sobre pastos pu-
blicada en España en los últimos 40 años del siglo XX, y de la colaboración entre la Sociedad
Española para el Estudio de los Pastos (SEEP) y el Servicio de Información sobre Alimentos
(SIA) de la Universidad de Córdoba (Gómez et al., 2008).
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Campus de Rabanales. Ctra. Nacional IV km 396 14014 Córdoba (España).
Actualmente es posible consultar on-line la base de datos P. E. a través de la página
web del SIA: www.uco.es/sia. Las consultas permiten conocer los datos estadísticos (media,
rango y desviación típica) de los análisis disponibles para una selección de muestras dise-
ñada ad hoc por el usuario. En principio, esta situación supone un paso adelante muy im-
portante con respecto a la consulta de las tradicionales tablas de racionamiento (FEDNA,
2010; INRA, 2007, etc). Sin embargo, la posibilidad de consultar la base de datos no ex-
cluye la necesidad de disponer de tablas, bien para consulta y/o para su inclusión en pro-
gramas de racionamiento. 
En este sentido, Schlotke (1996) aboga por la distinción de dos tipologías de usuario.
En primer lugar, el usuario “no especialista” (ganaderos, técnicos,…) demanda información
general y completa, esto es datos finales de valor nutricional (Energía Neta, PDI, etc) acom-
pañados de información relativa a las condiciones de uso del alimento y otros aspectos im-
portantes de cara al racionamiento de los animales. Además, este usuario rechaza los va-
cíos de información (todos los datos deben estar disponibles para todos los alimentos). Por
otro lado, el usuario “científico” (investigadores) necesita datos brutos (ausencia de valores
estimados y/o imputados) y perfectamente definidos a través de una metadatación comple-
ta que permita descomponer fácilmente los factores de variabilidad existentes. 
La base de datos P. E. on-line, así como las versiones de escritorio distribuidas entre los
grupos de trabajo del proyecto T. C. E. en la XLVIII Reunión Científica de la SEEP en Huesca,
cubren las necesidades del usuario “científico”. Sin embargo, de cara al usuario “no espe-
cialista” (ganaderos, técnicos, etc) unas tablas de pastos españoles podrían resultar un pro-
ducto más adecuado.
En base a lo expuesto, el objetivo del presente trabajo es evaluar la posibilidad de ob-
tener unas tablas de composición y valor nutritivo de pastos españoles con fines de racio-
namiento a partir de la información contenida en la base de datos P. E.
MATERIAL Y MÉTODOS
Caracterización de contenidos de la base de datos
La información contenida en P. E. supone alrededor de 21 000 muestras (más de
3200 nombres diferentes) y 143 000 determinaciones analíticas y técnicas (más de 200
tipos) (Maroto et al., 2009). Esta descripción de la base de datos no es adecuada para abor-
dar los objetivos del presente trabajo, ya que muchos de los 3200 nombres se refieren a
un mismo pasto. Por ello, es necesaria una agrupación de dichos nombres, así como una
caracterización de la información disponible para cada uno de ellos.
Se ha optado por agrupar los nombres de muestra incluidos en P. E. por especie botá-
nica (en su defecto por agrupación o comunidad botánica) obteniendo el número de mues-
tras disponibles para cada una de ellas.
Selección de contenidos de las tablas
A pesar de la existencia de tablas de composición y valor nutritivo de alimentos obte-
nidas a partir de los datos de muy pocas muestras, incluso sólo una, en el presente traba-
jo se ha considerado un mínimo de 20 muestras para la obtención de datos tabulados.
Por otro lado, los datos asociados a las muestras disponibles deben permitir el cálcu-
lo de los valores tabulados. 
Cálculo de valores tabulados
En una situación ideal los pastos a incluir en las tablas deberían disponer en P. E. de datos
de digestibilidad de la materia orgánica, junto a los principales datos de composición (proteí-
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na, grasa, fibra y minerales). Sin embargo, Farrán et al. (1994) ponen de manifiesto la nece-
sidad de utilizar valores calculados para obtener tablas completas. En el presente trabajo se
hace referencia, tanto al uso de ecuaciones de predicción procedentes de la bibliografía (INRA,
2007; REDALAN, 2009) como a las obtenidas a partir de la base de datos propia.
Se ha utilizado el caso del maíz, una de las especies más representadas en P. E., para
analizar las posibilidades de construir unas tablas a partir de la información disponible. 
RESULTADOS Y DISCUSIÓN
Caracterización de contenidos de la base de datos
Muestras de especies individuales
La base de datos P. E. contiene información de un total de 466 especies diferentes, pero
el nivel de representación de las mismas es muy heterogéneo, ya que para casi el 70% de
las especies se dispone de menos de 5 muestras. En la tabla 1 se recogen aquellas espe-
cies con más de 200 muestras.
Tabla 1. Especies con más de 200 muestras en la base de datos P. E
Especies Nº de muestras Porcentaje1
Medicago sativa 3696 26,22
Zea mays 1438 10,20
Lolium spp 1247 8,85
Lolium multiflorum 1039 7,37
Sorghum bicolor x Sorghum sudanense 494 3,51
Hordeum vulgare 374 2,65
Avena sativa 373 2,65
Lolium perenne 278 1,97
Hedysarum coronarium 248 1,76
x Triticale 211 1,50
Vicia sativa 202 1,43
1Porcentaje sobre muestras de especies individuales
Se puede observar que sólo Medicago sativa aglutina más de la cuarta parte de la mues-
tras de especies individuales. Si se consideran las cuatro especies más representadas, el
porcentaje asciende hasta el 52,65%. Además, es preciso tomar en cuenta que Lolium spp
y Lolium multiflorum no son necesariamente especies diferentes, ya que en el primer grupo
no es posible distinguir la inclusión de especies diferentes a L. multiflorum. Este caso ilus-
tra la importancia de una adecuada metadatación de la información, ya que resulta impo-
sible integrar los datos de Lolium spp que puedan ser comunes con los de las 1039 mues-
tras de Lolium multiflorum, haciendo poco utilizable dicha información.
Muestras de comunidades vegetales de uso pastoral
Existe un alto porcentaje de las muestras  (33,57 %) que no se refieren a especies in-
dividuales, sino a comunidades vegetales no definidas como prados y pastizales o a culti-
vos polifitos como veza-avena. En principio, este tipo de información no suele encontrarse
en las tablas de alimentos, si bien en este caso, dado el amplio uso de algunos de estos
pastos en nuestro país, su inclusión podría ser muy interesante. 
Al igual que las especies individuales, las comunidades vegetales de uso pastoral tie-
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nen una representación heterogénea en la base de datos, estando disponibles menos de
5 muestras en más del 50% de los casos. La tabla 2 recoge aquellas comunidades vege-
tales de uso pastoral con más de 200 muestras disponibles:
Tabla 2. Comunidades vegetales de uso pastoral con más de 200 muestras 
en la base de datos P. E.




Pasto de puerto 491 6,89
Mezcla Lolium-Trifolium 474 6,65
Cereal 236 3,31
1Porcentaje sobre muestras de comunidades vegetales de uso pastoral
Se puede observar la abundancia de datos de comunidades vegetales no definidas. En
el caso de los pastos naturales (prados, pastizales y pastos de puerto) el cálculo de valores
tabulados debería ir acompañado de una localización geográfica, pero este metadato no se
incluye de forma precisa en un alto porcentaje de las muestras de la base de datos P. E.,
para las que sólo se indica la Comunidad Autónoma de origen.
Por otro lado, además de la mezcla Lolium-Trifolium que aparece en la tabla 2, P. E. in-
cluye suficientes datos relativos a otras mezclas forrajeras muy utilizadas en España: Avena-
Lolium (195), Vicia-Avena (130) y Medicago-Lolium (76). Esta información es susceptible
de ser incluida en tablas.
Selección de contenidos de las tablas
El límite mínimo de 20 muestras establecido para el cálculo de valores tabulados re-
duce los pastos a incluir en las tablas a un máximo de 59 especies y 32 comunidades ve-
getales de uso pastoral. Esta cifra puede parecer baja toda vez que autores como Farrán et
al. (1994) establecen que las tablas de alimentos suelen contener entre 200 y 300 pro-
ductos. Sin embargo, hay que tener en cuenta que normalmente cada pasto no aparece
como un único alimento en las tablas, sino que se diferencia según el tratamiento previo a
su consumo. Por ejemplo, la alfalfa suele aparecer como forraje fresco, henificado y ensi-
lado y, para cada uno de estos productos, es posible diferenciar valores según el ciclo de
cultivo, el estado vegetativo, etc. 
Cálculo de valores tabulados
Información disponible
Describir los datos disponibles en P. E. para cada una de las especies a incluir en las
tablas es una tarea ímproba. Así, en el presente trabajo se utiliza como ejemplo una de las
especies más comunes: el maíz.
Tal y como se indica en la tabla 1, P. E. alberga 1438 muestras de maíz (Zea mays). La
tabla 3 recoge los distintos productos incluidos y el número de muestras para cada uno de ellos.
Aunque en todos los casos la información disponible es susceptible de ser utilizada (por
ejemplo, la del cañote) realmente sólo los dos primeros productos son utilizados normalmen-
te. Por ello, se consideran los únicos a incluir en las tablas y sobre los que se deben estu-
diar los datos y metadatos disponibles (tabla 3).
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Tabla 3. Productos de maíz en la base de datos P. E.





Forraje (sin mazorca) fresco 52
Forraje deshidratado 8
Otros1 16
1Incluye hoja fresca, cañote, forraje henificado, ensilado sin mazorca y forraje complementado con otros alimentos.
La tabla 4 de nuevo pone en evidencia carencias importantes en la metadatación descripti-
va de las muestras. Por ejemplo, el metadato estado fenológico, que influye de forma importante
en la composición de los forrajes (Smith y Sund, 1965; Khorasani et al., 1997) está disponible
sólo para un 13% de las muestras de maíz, tanto fresco como ensilado (este porcentaje es muy
similar en el resto de pastos a incluir en las tablas). Es muy difícil o imposible utilizar esta informa-
ción para la construcción de tablas específicas de todos los estados posibles del forraje.
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Tabla 4. Datos y metadatos para forraje fresco y ensilado de maíz
Datos y metadatos Forraje Forraje    Datos y metadatos Forraje Forraje
fresco ensilado fresco ensilado
Producto 632 376 Parámetros a (MS) 1 1
Parte 632 376 de b (MS) 1 1
Proceso 632 376 degradabilidad a (PB) 1 1
Metadatos Estado fenológico 82 49 b (PB) 1 1
descriptivos Tratamiento - 4 TyT MS 20 -
Variedad 195 1 Digestibilidad TyT MO 41 9
Fecha recogida 247 338 “in vitro” Pep-Cel MS 48 12
Procedencia 632 376 ND-Cel MS 20 2
Materia Seca 312 365 ND-Cel MO 49 2
Cenizas 234 352 Digestibilidad MS (rumiantes) 14 13
Proteína Bruta 364 366 “in vivo” MO (rumiantes) 8 3
Fibra Bruta 196 179 Bruta - 1
Componentes Extracto Etéreo 40 2 Energía Digestible 4 1
químicos Almidón 143 79 Metabolizable - 3
Azúcares solubles - 1 Ingestibilidad MS 14 12
FND 340 341 Acético - 15
FAD 219 271 Propiónico - 2
LAD 67 3 Butírico - 9
L. Permanganato 3 2 Otros Láctico - 15
Calcio 63 9 Etanol - 1
Minerales Fósforo 63 9 Butanol - 1
Potasio 53 5 N amoniacal - 84
Magnesio 53 9
Producción anual 294 1
Técnicos % Mazorca 48 -
Altura 48 -
Estima de valores nutritivos
Los valores de digestibilidad y energía incluidos en la base de datos son muy escasos.
Por ejemplo, en el caso del forraje de maíz, el ratio “Datos DMO/ Datos PB” oscila entre el
0,8% para el silo y el 2,2% para el forraje verde. Para el resto de pastos a incluir en las ta-
blas, el valor de este ratio es similar o inferior, ya que algunos de ellos carecen de valor de
digestibilidad alguno.
Por ello, de cara a la construcción de tablas es necesario recurrir a la utilización de ecua-
ciones de predicción bibliográficas. Por ejemplo, en el caso del forraje de maíz fresco, es po-
sible utilizar la siguiente ecuación (REDALAN, 2009):
DMO (%) = 82 + 0,72 x PB - 0,38 x FND - 0,52*LAD (%MS); n = 449; R2 = 0,59
Sin embargo, el número de datos disponibles para cada uno de los parámetros estima-
dores de la digestibilidad (PB, FND y LAD) es muy diferente, siendo LAD el factor limitante
en el caso del maíz verde (67 datos frente a 340 de FND y 364 de PB). Es posible mejo-
rar esta situación mediante la estima de valores de LAD en base a ecuaciones obtenidas a
partir de la base de datos propia. En este caso: LAD (%MS) = 0,175 x FAD (%MS) – 1,431;
n = 66; R2 = 0,90
CONCLUSIONES
Si bien el número de especies incluidas en la base de datos P. E. es muy elevado
(466), la información disponible para muchas de ellas es muy escasa. Aún así, el trabajo
realizado sugiere que el número total de especies, así como mezclas forrajeras y comuni-
dades vegetales de uso pastoral, con información suficiente en la base de datos, permiti-
ría la construcción de unas tablas de pastos españoles con la información rescatada en el
proyecto T.C.E. En todo caso, la información disponible podría ser complementada con la
existente en la base de datos dinámica “Alimentos para Animales”, que el SIA está cons-
truyendo a partir de los datos de los laboratorios asociados, en la que se intenta que las
muestras mejoren en cuanto a los metadatos de caracterización incluidos. 
No obstante, aunque las bases de datos pueden ser el punto de partida, las tablas de-
berían contener información no disponible en P. E. (descripción de pastos, recomendacio-
nes de uso, etc). Por tanto, la construcción de tablas sólo puede concebirse como un pro-
yecto de colaboración entre diferentes expertos.
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SUMMARY
Spanish Pastures (SEEP) database, developed by the Feed Information Service (Spanish acronym:
SIA) and the Spanish Society for the Study of Pastures (Spanish acronym: SEEP) contains much in-
formation on production and nutritive value of pastures published in Spain between 1960 and 2000.
Currently, it is possible to access statistical data from database using custom queries on-line. However,
it may be desirable to have specific tables for some pastures. The objective of this paper is to analyze
possibilities regarding obtaining tables from information in database.
Database content is characterized and criteria for selecting pastures to be included in tables and
for calculation of tabulated values are established, using as an example data about maize forage. 
In general, some lacks in information recording have been detected (lack of data about phono-
logical state, cut number, etc). This make difficult to obtain specific tables for all possible conditions
of pastures. On the other hand, although the number of different determinations is high, there is a lack
of nutritional values. Possibilities concerning the use of prediction equations and the calculation of com-
plete matrices of tabulated values are studied.
Key words: composition, nutritive value, feed, characterization.
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CAPÍTULO VIII: CONCLUSIONES 
Los resultados de los trabajos de investigación llevados a cabo en el ámbito 
de la presente Tesis Doctoral permiten establecer las siguientes conclusiones: 
1. Las bases de datos colaborativas suponen una gran oportunidad para avanzar 
en el movimiento ideológico conocido entre la comunidad científica como 
data sharing. Esta estrategia consiste en compartir entre los científicos los 
datos finales de investigación con objeto de maximizar los recursos y los 
resultados, obteniendo un valor añadido de la información. Compartir datos 
contribuye a reproducir, replicar y verificar los resultados obtenidos por 
diferentes investigadores, proporciona accesibilidad a los datos primarios y 
favorece su reutilización con un fin diferente al original, permite combinar 
distintos archivos para llevar a cabo meta-análisis y es una herramienta eficaz 
para corregir errores y evitar el uso de información incorrecta.  
2. La utilización de estructuras de metadatos para la gestión de la información 
sobre los alimentos para animales permite controlar y mejorar diversos 
aspectos que dificultan el posterior análisis de los datos, como la carencia de 
información accesoria o la heterogeneidad en las formas de expresión. 
3. El pre-procesamiento de la información sobre alimentos es un paso esencial 
para la extracción del máximo potencial de los datos. Pese al empleo de 
estructuras de metadatación y sistemas de control de la calidad de los datos, 
la realidad práctica es que las bases de datos de alimentos para animales 
suelen presentar defectos, destacando los datos anómalos y los vacíos de 
información. 
4. La variedad de los datos anómalos presentes en las bases de datos de 
alimentos para animales es enorme, desde fallos de trascripción hasta sub-
muestras de características extremas, pasando por interpretaciones erróneas o 
limitaciones de los métodos analíticos. Las pruebas formales de detección de 
datos anómalos que se pueden encontrar en la literatura científica no 
identifican todos los anómalos, si bien localizan casos característicos que 
permiten el diseño de filtros ad hoc. 
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5. Los datos vacíos son muy habituales en las bases de datos de alimentos 
construidas de modo indirecto y su no consideración puede conllevar 
problemas conceptuales (pérdida de poder estadístico y conclusiones 
sesgadas) y procedimentales (no utilización de los datos asociados a los 
vacíos de información en los análisis estadísticos multivariantes). Las 
técnicas de imputación son herramientas útiles para el manejo de los datos 
vacíos, siendo importante la consideración del tipo de datos vacíos y de los 
objetivos del análisis estadístico de cara a la selección del método más 
adecuado en cada caso. 
6. La gestión de los datos anómalos y los vacíos de información en las bases de 
datos de alimentos para animales no debe estar basada en un método único. 
Se requiere de una aproximación heurística en la que se usen de forma 
complementaria técnicas formales, ad hoc y basadas en la experiencia, 
univariantes y multivariantes, etc. 
7. Pese a que los datos anómalos y ausentes suelen ser vistos sólo como 
problemas en el ámbito del análisis estadístico de las bases de datos, en la 
práctica pueden aportar información cuali- y cuantitativa valiosa. En este 
sentido, es recomendable interpretar los anómalos en base a metadatos y 
estudiar los mecanismos que generan la ausencia de datos. 
8. Las técnicas de visualización, junto a una adecuada categorización de los 
individuos en base a metadatos, son una herramienta muy útil para la 
interpretación de los datos anómalos y los vacíos de información. 
El trabajo llevado a cabo en esta Tesis Doctoral debe ser continuado en lo 
referente al análisis de la información acumulada, incorporando conceptos de la 




























CHAPTER VIII: CONCLUSIONS 
The results of the research conducted in this PhD Thesis allow us the 
establishment of the following conclusions: 
1. Collaborative databases are a good opportunity to advance in the ideological 
movement known among researchers as data sharing. This strategy consists 
on sharing final research data among scientists in order to maximize 
resources and results, obtaining an added value of this information. Sharing 
data contributes to reproduce, replicate and verify the research results 
obtained by different people, it provides accessibility to raw data and 
promotes their utilization with an objective different to the original one, it 
allows combining multiple files to perform meta-analysis and it is an 
effective tool to correct errors and to avoid the use of incorrect information. 
2. The use of metadata structures for the management of information on animal 
feeds allows us the control and improvement of various aspects that hinder 
the data analysis, such as lack of accessory information and heterogeneous 
forms of expression. 
3. Pre-processing of information is an essential step in order to obtain the full 
potential of data. Despite the use of metadata structures and data quality 
control systems, feed databases in real world tend to present problems, 
highlighting outliers and missing data. 
4. Variety of outliers present in feed databases is huge, from transcription errors 
to subsamples with extreme characteristics, as well as misinterpretations or 
limitations of analytical methods. Formal tests for the detection of outliers 
that can be found in scientific literature don not identify all outliers, but they 
localize typical cases enabling the design of ad hoc filters. 
5. Missing data are very common in feed databases. Not to consider this can 
involve conceptual problems (loss of statistical power and biased 
conclusions) and procedural problems (no use of data associated to missing 
data in multivariate analysis). Imputation techniques are useful tools for the 
management of missing data. In order to select the most adequate technique 
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in each case is important to take into consideration the type of missing data 
and the objectives of the statistical analysis. 
6. The management of outliers and missing data in animal feed databases should 
not be based in a single method. It is necessary a heuristic approach in which 
we use formal techniques, ad hoc techniques and those based on experience, 
both univariate and multivariate. 
7. Quite often, outliers and missing data are seen exclusively as problems in the 
field of database statistical analysis, but, in practice, they can provide 
valuable quali- and quantitative information. In this sense, it is necessary to 
interpret outliers on the basis of metadata and to study the mechanisms that 
generate the missingness of data. 
8. Visualization techniques, together with a proper categorization of individuals 
based on metadata, are a quite useful tool for the interpretation of outliers and 
missing data. 
The work carried out in this PhD Thesis should be continued regarding the 
statistical analysis of the gathered information, including new concepts from data 
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