Abstract: Large amounts of data about the patients with their medical conditions are presented in the Medical databases. Analyzing all these databases is one of the difficult tasks in the medical environment. In order to warehouse all these databases and to analyze the patient"s condition, we need an efficient data mining technique. In this paper, an efficient data mining technique for warehousing clinical databases using Rough Set Theory (RST) and Fuzzy Logic is proposed. Our proposed methodology contains two phases -(i) Clustering and (ii) Classification. In the first phase, Rough Set Theory is used for clustering. Clustering is one of the data mining techniques for warehousing the heterogeneous data bases. Clustering technique is used to group data that have similar characteristics in the same cluster and also to group the data that have dissimilar characteristics with other clusters. After clustering the data, similar objects will be clustered in one cluster and the dissimilar objects will be clustered under another cluster. The RST can be reduced the complexity. Then in the second phase, these clusters are classified using Fuzzy Logic. Normally, Classification with Fuzzy Logic is generated more number of rules. Since the RST is utilized in our work, the classification using Fuzzy can be done with less amount of complexity. The proposed approach is implemented in MATLAB platform and evaluated using various clinical related databases from heart disease datasets -Cleveland, Switzerland and Hungarian. The performance analysis is based on Sensitivity, Specificity and Accuracy with different cluster numbers. The experimentation results show that our proposed methodology provides better accuracy result.
Introduction
Clinical databases have accumulated large quantities of information about patients and their medical conditions [14] . In medical science, effectual tools are necessary to classify and systematically analyze giant amount of highly diverse medical records stored in heterogeneous databases. Also, there is an increasing demand for accessing those data. The volume, complexity and variety of databases used for data handling cause serious problems in manipulating this distributed information. Analyzing and warehousing all these heterogeneous medical data is a complex task in today"s world. Data mining often Manuscript Click here to download Manuscript: ROUGH SET THEORY AND FUZZY LOGIC BASED WAREHOUSING OF HETEROGENEOUS C involves the analysis of data stored in a data warehouse [12] . Many data mining applications require partitioning of data into homogeneous clusters from which interesting groups may be discovered, such as a group of motor insurance policy holders with a high average claim cost, or a group of clients in a banking database showing a heavy investment in real estate [13] . Three of the major data mining techniques are regression, classification and clustering. The techniques in data mining are discovering new trends and patterns of behavior that previously went unnoticed [12] .
Clustering analysis is an important research project in knowledge discovery and data mining (KDDM) [1] . The process of grouping a set of physical or abstract objects into classes of similar objects is called clustering. A cluster is a collection of data objects that are similar to one another within the same cluster and are dissimilar to the objects in other clusters. A cluster of data objects can be treated collectively as one group and so may be considered as a form of data compression [7] . In practical application, the data sets contain numerical and categorical (nominal) data in general. Accordingly, clustering algorithm is required to able to deal with both numerical data and categorical data [1] . Although classification is an effective means for distinguishing groups or classes of objects, it requires the often costly collection and labeling of a large set of training tuples or patterns, which the classifier uses to model each group [7] . A number of algorithms for clustering categorical data have been proposed such as K-Means, Expectation-Maximization (EM) Algorithm, Association Rule, K-Modes, KPrototypes, CACTUS (Clustering Categorical Data Using Summaries), ROCK (Robust Clustering using Links), STIRR (Sieving Through Iterated Relational Reinforcement), LCBCDC (Link Clustering Based Categorical Data Clustering), fuzzy K-modes algorithm, fuzzy centroids algorithm etc., These algorithms require multiple runs to establish the stability needed to obtain a satisfactory value for one parameter. While these methods make important contributions to the issue of clustering categorical data, they are not designed to handle uncertainty in the clustering process. This is an important issue in many real world applications where there is often no sharp boundary between clusters [15] .
There is a need for a robust clustering algorithm that can handle uncertainty in the process of clustering categorical data. This leads to another clustering algorithm named as Rough Set Theory (RST), which has received considerable attention in the computational intelligence literature [15] . Rough sets theory is a new mathematical tool to handle uncertainty and incomplete information. Polish mathematician Pawlak Z initially proposed it [3] [4] . The theory consists of finite sets, equivalence relations and cardinality concepts [6] . A principal goal of rough set theoretic analysis is to synthesize or construct approximations (upper and lower) offsets concepts from the acquired data [5] . Rough set theory clarifies set-theoretic characteristics of the classes over combinatorial patterns of the attributes. This theory can be used to acquire some sets of attributes for classification and can also evaluate the degree of the attributes of database that are able to classify data [2] . Basically, when using rough set, the data itself is used to come up with the approximation in order to deal with the imprecision within. It can therefore be considered a self-sufficient discipline [6] . Unlike fuzzy set based approaches, rough sets have no requirement on domain expertise to assign the fuzzy membership. Still, it may provide satisfactory results for rough clustering [15] .
Fuzzy classification offers an alternative to crisp logic by evaluating data set based on their membership into each category [12] . Recently, fuzzy rule-based systems have often been applied to classification problems where non-fuzzy input vectors are to be assigned to one of a given set of classes. Many approaches have been proposed for generating and learning fuzzy IF-THEN rules from numerical data for classification problems. For example, fuzzy rule-based classification systems are created by simple heuristic procedures, neuro-fuzzy techniques, clustering methods, fuzzy nearest neighbor methods, and genetic algorithms [10] . Some heuristic criteria"s are used for extraction of prespecified number of fuzzy rule .Genetic algorithm (GA) based rule selection criteria improves classification ability of extracted fuzzy rule [9] . One of the interesting applications of GA"s is in pattern classification problems in which the goal is to develop a classifier capable of dealing with different classes of a specific problem. Genetic algorithms have been used as rule generation and optimization tools in the design of fuzzy rule based systems. Genetic algorithms are search algorithms that use operations found in natural genetic to guide the journey through a search space [8] . The special term "Genetic Fuzzy System" (GFS) was coined by the community to refer to fuzzy systems that use a genetic algorithm to create or adjust one or more of their components. Specifically, the classifications of GFSs are (1) the genetic tuning of an existing knowledge base; (2) the genetic learning of components of the knowledge base [11] .
The rest of the part is organized as follows: Section 2 discuss some of the previous work of data mining techniques that are used for warehousing various heterogeneous databases of medical field. Section 3 explains our proposed methodology for warehousing large amount of medical data by using two phases such as Clustering and Classification. The experimentation results and the performance evaluations for the proposed method are discussed in Section 4. By Section 5 our proposed work is summed up with the conclusion.
Related Works
Some of the brief reviews about warehousing large amount of heterogeneous databases using clustering algorithms are given below.
A fuzzy k-modes algorithm for clustering categorical data is very effective for identifying cluster structures from categorical data sets. However, the algorithm may stop at locally optimal solutions. In order to search for appropriate fuzzy membership matrices which can minimize the fuzzy objective function, G. Gan et al. [16] have presented the hybrid genetic fuzzy k-Modes algorithm for clustering categorical data sets. They have treated the fuzzy k-Modes clustering as an optimization problem and used GAs to solve the problem in order to obtain globally optimal solution. To speed up the convergence process of the algorithm, they have used the one-step fuzzy k-Modes algorithm in the crossover process instead of the traditional crossover operator. They have tested the algorithm using two real world data sets from UCI Machine Learning Repository (Blake & Merz, 1998) and the experimental results have shown that genetic fuzzy k-Modes is very effective in identifying the inherent cluster structures in categorical data set if such structures exist.
Clustering categorical data is an integral part of data mining and has attracted much attention recently. Categorical data clustering technique has emerged as a new trend in technique of handling uncertainty in the clustering process. Tutut Herawan et al. [17] have focused their discussion on the rough set theory for categorical data clustering. They have proposed MADE (Maximal Attributes DEpendency), an alternative technique for categorical data clustering using rough set theory taking into account maximum attributes dependencies degree in categorical-valued information systems. They have proven that MADE technique is a generalization of MMR technique which is able to achieve lower computational complexity and higher clusters purity. Experimental results on two benchmark UCI datasets showed that MADE technique is better with the baseline categorical data clustering technique with respect to computational complexity and clusters purity. With this approach, they have believed that some applications through MADE will be applicable, such as for decision making, clustering very large datasets and etc.
Tutut Herawan [18] has presented the applications of rough set theory for clustering two cancer datasets. These datasets were taken from UCI ML repository. The proposed technique for selecting partitioning attribute was based on the maximum degree of dependency of attributes. To select a clustering attribute, the maximal degree of the rough attributes dependencies in categorical-valued information systems was used. It consists of four main steps. The first step deals with the computation of the equivalence classes of each attribute (feature). The second step deals with the determination of the dependency degree of attributes. The third step deals with selecting the maximum dependency degree. Finally, the attribute is ranked with the ascending sequence based on the maximum of dependency degree of each attribute. Further, he has used a divide-and-conquer method to partition/cluster the objects. The results showed that MDA technique can be used to cluster to the data. Further, he has presented clusters visualization using two dimensional plots. The plot results provided user friendly navigation to understand the cluster obtained. Moreover, he has succeeded in showing that the proposed technique is able to achieve lower computational complexity with higher purity as compared to the baseline method.
There are dozens of clustering algorithms that have been applied to gene expression data. But there is no single-best solution or a fit-all solution to clustering. The main goal in the analysis of large and heterogeneous gene expression datasets was to identify groups of genes that get expressed in a set of experimental conditions. J. Jeba Emilyn and K. Ramar [19] have proposed an intelligent clustering algorithm that is based on the frame work of rough sets. The main aim of their work was to develop a clustering algorithm that would successfully indentify gene patterns. The proposed novel clustering technique (RCGED) provided an efficient way of finding the hidden and unique gene expression patterns. It overcame the restriction of one object being placed in only one cluster. A more general rough fuzzy k means algorithm was implemented and experimented with different gene expression data sets. The proposed algorithm RCGED was also implemented and experimented with colon cancer gene expression datasets. A comparison of the algorithms and their results were studied. The importance of upper and lower approximations of the rough clusters was optimized using DB index value. This algorithm seemed to prove better than the other rough set based clustering algorithms. The proposed algorithm was termed intelligent because it automatically determines the optimum number of clusters.
Data mining refers to the process of retrieving knowledge by discovering novel and relative patterns from large datasets. Clustering and Classification are two distinct phases in data mining that work to provide an established, proven structure from a voluminous collection of facts. A dominant area of modern-day research in the field of medical investigations includes disease prediction and malady categorization. Shomona Gracia Jacob, and R.Geetha Ramani [20] have focused to analyze clusters of patient records obtained via unsupervised clustering techniques and compare the performance of classification algorithms on the clinical data. Feature selection is a supervised method that attempts to select a subset of the predictor features based on the information gain. The Lymphography dataset comprises of 18 predictor attributes and 148 instances with the class label having four distinct values. Their paper highlighted the accuracy of eight clustering algorithms in detecting clusters of patient records and predictor attributes and highlighted the performance of sixteen classification algorithms on the Lymphography dataset that enables the classifier to accurately perform multi-class categorization of medical data. Their work asserted the fact that the Random Tree algorithm and the Quinlan"s C4.5 algorithm give 100 percent classification accuracy with all the predictor features and also with the feature subset selected by the Fisher Filtering feature selection algorithm..
In many applications, data objects are described by both numeric and categorical features. Mixed data are ubiquitous in real world databases. Jinchao Ji et al. [21] have proposed a fuzzy c-mean type clustering algorithm to cluster these types of data. In their method, they have integrated the fuzzy centroid and mean to represent the prototype of a cluster, and used a new measure to evaluate the dissimilarity between data objects and the prototype of a cluster. In comparison with other algorithm, their algorithm has two main contributions: Firstly, by using the fuzzy centroid their algorithm could be preserved the uncertainty inherence in data sets for longer time before decisions are made, and was therefore less prone to falling into local optima in comparison with other clustering algorithms. Secondly, their algorithm took account of the significance of different attributes towards clustering by using the new measure to evaluate the dissimilarity between the data objects and the cluster"s prototype. Because of these advantages their algorithm could achieved higher clustering accuracy, which has been demonstrated by experimental results. Then they have presented their algorithm for clustering mixed data. Finally, the performance of the proposed method was demonstrated by a series of experiments on four real world datasets in comparison with that of traditional clustering algorithms.
Xiaohui Yan et al. [22] have presented a Hybrid Artificial Bee Colony (HABC) algorithm, in which the crossover operator of GA was introduced in to improve the original ABC algorithm. With the new operator, information was exchanged fully between bees and the good individuals are utilized. In the early stage of the algorithm, the searching ability of the algorithm was enhanced, and at the end of the algorithm, as the difference between individuals" decreases, the perturbation of crossover operator decreases and can maintain its convergence, too. To demonstrate the performance of the HABC algorithm, they have tested it on ten benchmark functions compared with ABC, CBAC, PSO, CPSO and GA algorithms. The results showed that the proposed HABC algorithm outperforms the canonical ABC and other compared algorithms on eight functions in terms of convergence accuracy and convergence speed. The test on rotated functions further proved that HABC is robust and can maintain its superiority on rotated functions while other algorithms are getting worse. According to its excellent optimization ability on numerical functions, they have applied HABC algorithm to the data clustering problem. Six well-known real datasets selected from the UCI machine learning repository were used for testing. Algorithms mentioned above as well as Kmeans algorithm were employed as comparison. The Results showed that HABC got the best total within-cluster variance value on five datasets, which prove that the HABC algorithm is a competitive approach for data clustering.
However, these algorithms will still trap in local minimum on a few functions, which can be seen both from the benchmark functions and data clustering. Finding the features of functions which HABC works not well on and improving the algorithm in solving these functions is important task, which is missing here. Fig. 1. 
Proposed Methodology During The Tenure Of The Research

Phase 1 -Clustering
A partition of data into groups of similar categories or objects or is called as Clustering.
Each of the groups with the categories or objects is called as clusters. Each of the categories in clusters is similar between them and is dissimilar to the categories of other groups. Some of the details from the data may be lose, because of the representation of data by fewer numbers of clusters; but can achieve simplification. The modeling of data makes the clustering in a historical perspective rooted in mathematics, numerical and statistics analysis. We can tell that the search for the clusters is unsupervised learning and the obtained system indicates a data concept by observing the machine learning perspective clusters related to hidden patterns. From this it is understand that the clustering is unsupervised learning of a hidden data concept. Data mining approach works with large databases that inflict on the analysis of clustering additional severe computational requirements.
According to the clustering approach, clusters are expressed in the following three different ways. 1. Identified clusters may be exclusive clusters; in this, any categories or objects belong to only one cluster. 2. Identified clusters may be overlapping; a category or an object may belong to many clusters. 3. Identified clusters may be probabilistic; a category or an object belongs to each cluster with a certain probability. 
Using Rough Set Theory (RST) for Clustering
Rough Set Theory (RST) is a method for decision making in the presence of uncertainty. In RST, the general assumption is that the knowledge of human beings depends upon their capability to partitioning the objects such as classification of objects. RST classifies the information as imprecise, incomplete or uncertain that expressed in terms of the data that acquired from some experience. Each of the partitions or classifications of universe and the equivalence relations are notions that can be interchangeable one. So, the definition of Rough Sets depends on the equivalence relations for mathematical reasons. 
Definitions and Notations in RST
Definition 3:-Lower Approximation
Given the set of attributes B in A and set of objects X in U , the lower approximation of X is defined as the union of all the elementary sets that presents in X .
i.e. 
 
| Definition 4:-Upper Approximation
Given the set of attributes B in A and set of objects X in U , the lower approximation of X is defined as the union of all the elementary sets that have a non-empty intersection with X . 
Procedure for the Clustering of objects using RST
The whole data set is considered as the parent node U . According to the categories in the attributes, the whole data set is clustered. If the current number of cluster CNC is K , then our RST algorithm is applied for K times to get the desired cluster. Initially, the value of CNC is 1. So we can directly compute the roughness value, no need to calculate the average distance. In this, the relative roughness is calculated, in which the roughness of each attribute relative to the other attributes is computed.  ) is calculated using the formula,
(1) 
and then the Standard Deviation is calculated using the formula, , the similar process is done every time and the smaller Standard Deviation value is used for the next computation.
Again the Standard Deviation is applied for these all smaller values to get the splitting attributes. If the value of Standard Deviation does not match with the smaller values then the nearest smaller value is taken as the splitting attribute and then the binary splitting is performed that splits the whole data set into two clusters. Now it is needed to perform the above process on any one of the two clusters. In order to select the cluster, the Distance of Relevance formula
is applied on the elements of these clusters. The Cluster which has larger Distance of Relevance is the input for the further calculation based on the above similar procedure. With this manner, our RST algorithm is continued, until the number of Clusters reach K . 
RST Algorithm
Next
Find out 
Increment i Loop Find Max (Avg Dist (i)) Return (Set of Elements in cluster i corresponding to Max (Avg Dist (i)) End
The output from the Rough Set Theory based clustering is two clusters, 2 1   C and C . Then these two clusters are classified using Fuzzy Logic.
Phase 2 -Classification
Each cluster from the clustering phase is classified in this second phase using a Fuzzy Logic. Fuzzy Inference is a method of generating a mapping from a given input to an output using fuzzy logic. Then, the mapping gives a basis, from which decisions can be generated or patterns discerned. Membership The Structure of the Fuzzy Inference System is given in the fig. 2 . The three stages are also illustrated in the figure with the cluster as the input and the classification result as the output. 
Fuzzification
During the fuzzification process, the crusty quantities are converted into fuzzy. For the fuzzification process, the input is the two clusters, 2 1   C and C , that are the output of clustering algorithm using Rough Set Theory. After that, the minimum and maximum value of each cluster"s are calculated from the input features. The process of fuzzification is computed by applying the following equations. Use these equations (5) and (6), for calculating the minimum and maximum limit values for other cluster 2  C also. And also, three conditions are provided to generate the fuzzy values by using these equations. Similarly, make the conditions for other cluster 2  C also for generating fuzzy values.
Fuzzy Rules Generation
According to the fuzzy values for each feature that are generated in the Fuzzification process, the Fuzzy Rules are also generated.
General form of Fuzzy Rule
"IF A THEN B" The "IF" part of the Fuzzy Rule is called as "antecedent" and also the "THEN" part of the rule is called as "conclusion". The output values between L and H of the FIS is trained for generating the Fuzzy Rules.
Defuzzification
The input given for the Defuzzification process is the fuzzy set and the output obtained is a single number. As much as fuzziness supports the Rule Evaluation during the intermediate steps and the final output for every variable is usually a single number. The single number output is a value L M , or H . This value of output 1 f , represents whether the given input dataset is in the Low range, Medium range or in the High range. The FIS is trained with the use of the Fuzzy Rules and the testing process is done with the help of datasets.
Results and Discussions
The experimental results obtained from the proposed methodology are given in this section. The proposed methodology is implemented using MATLAB. The data set description, clustering results and the performance analysis of our work are given in this section with the tables and graphical representations.
Dataset Description
In this section, the heart disease data sets -Cleveland, Hungarian and Switzerland are used for our work, which are taken from Data Mining Repository of the University of California, Irvine (UCI). The number of attributes used in these data sets are 76, but 14 of them only are used in general. 14 attributes are: Age, sex, chest pain type, resting blood pressure,serum cholesterol in mg/dl, fasting blood sugar, resting electro-cardiographic results, maximum heart rate achieved, exercise induced angina, ST depression, slope of the peak exercise ST segment, number of major vessels, thal and diagnosis of heart disease.
Cleveland dataset
Robert Detrano, M.D., Ph.D., collected these data at V.A. Medical Centre. All published experiments related to using a subset of 14 of the 76 attributes and 303 objects present in the processed Cleveland heart disease database. Specifically, ML researchers use only the Cleveland database till today. The existence of heart disease in the patient is indicated in the ""goal"" field by means of an integer that can take any value from 0 (no presence) to 4. Distinguishing disease existence (values 1-4) from non-existence (value 0) has been the focus of the experiments con-ducted in the Cleveland database. Six of the examples have been discarded because they had missing values. Class distributions are 54% heart disease absent, 46% heart disease present.
Hungarian data
Andras Janosi, M.D., collected these data at the Hungarian Institute of Cardiology, Budapest. Due to a huge percentage of missing values three of the attributes have been discarded but the format of the data is exactly the same as that of the Cleveland data. Thirty-four objects of the database were discarded on account of missing values and 261 objects were present. Class distributions are 62.5% heart disease absent and 37.5% heart disease present.
Switzerland data
William Steinbrunn, M.D., collected these data at the Univer-sity Hospital, Zurich, Switzerland. Switzerland data has more number of missing values. It contains 123 data objectss and 14 attributes. Class distributions are 6.5% heart disease absent and 93.5% heart disease present.
The following table 1 describes the sample description of dataset. 
Evaluation metrics
An evaluation metric is used to evaluate the effectiveness of the proposed systems and to justify theoretical and practical developments of these systems. It consists of a set of measures that follow a common underlying evaluation methodology. Some of the metrics that we have chosen for our evaluation purpose are True Positive, True Negative, False Positive and False Negative, Specificity, Sensitivity, Accuracy.
Sensitivity
Sensitivity measures the proportion of actual positives which are correctly identified. It relates to the test"s ability to identify positive results. 
Accuracy
From the above results, we can easily get the accuracy value using the following formula, 
Clustering Results
Using Rough Set theory, the clustering of whole objects is carried out in the clustering phase. As a result of this clustering phase, each similar object is clustered into one cluster. In this work, the datasets are clustered into two classes, since the type of heart disease values are taken into non-zero and zero valued. The non-zero values used here are 1,2,3,4, which show the presence and severity of heart diseases with its type. The indication of values are: Value 0 -absence of heart disease, Value 1-typical angina, Value 2 -atypical angina, Value 3 -non-anginal pain, Value 4 -asymptomatic. Thus our proposed work with the heart disease data set provides two clusters of the whole number of objects used. The clustering result is shown in the following fig. 3 . The red color dots in the above fig. 3 indicates the objects that are similar in cluster 1 and like that, the blue color dots indicates the similar objects that are presented in cluster 2. The cross mark on the red color dots and blue color dots, in the figure shows the centroids of the cluster 1 and cluster 2, respectively. For the heart disease datasets, totally 2 different classes are there, which makes the us to cluster the whole objects into two clusters using Rough Set Theory.
Performance Analysis of the proposed work with three datasets
Based on the evaluation metrics illustrated in the above section 4.2., the performance of the proposed system is analyzed. The evaluation metrics such as sensitivity, specificity and the accuracy values are evaluated by our proposed system and the values are tabulated in the following tables. Three dataset values are used in this and each of which is tabulated in following tables. In table 2, the performance measure for sensitivity, specificity and accuracy of Cleveland dataset is tabulated. The graphical representation of the performance analysis of the proposed work with the Cleveland dataset is given in the following fig. 4 . fig. 4 , we can understand that each of the evaluation values sensitivity, specificity and accuracy are increased, when the iteration increased. In this work, totally 10 iterations are taken for the Cleveland dataset. These results show that the values varied with a slight increase in each of the iterations. From this, the accuracy result is high, when the iteration is high. From these result values of fig.4 , we can understand that the proposed work is worked with better accuracy.
The performance evaluation for the Switzerland dataset is given in the following table 3. For the Switzerland dataset, the total number of iterations used for our proposed work is 8. But for the other two datasets, ten datasets are used. The reason for this is here we can obtain higher accuracy results in eighth iterations itself. This shows that our proposed work performs with good clustering and classification results. The following fig. 5 shows the graphical representation of the tabular values in table 3 for the Switzerland dataset. The observable points from the above table 3 and fig. 5 are the values of sensitivity, specificity and accuracy are increased, when the iteration is increased. For the Switzerland dataset, here 8 iterations are used. And also the variation for each of the iterations is highly varied for the first four iterations. After some increase in iteration only, the iteration gives higher value. From the result of Switzerland dataset evaluation, we can understand that the proposed work gives good clustering and classification of heterogeneous databases.
The Hungarian dataset is used as the third dataset in our work, which gives the following table 4 results for the performance evaluation of the proposed work. fig. 6 , we can observe that the sensitivity, specificity and accuracy values are varied with an increase for each of the iteration increases. Each of these evaluation metrics shows that the proposed work for the Hungarian dataset is worked with good accuracy result. Among the three datasets, Switzerland dataset is the best one for facilitating the higher clustering and classification result. Thus from the result of the three datasets used in our work, we can show that our proposed work is better one to cluster and classify the various databases in an effective manner. Even though, each of the dataset values is different in each of the iteration, the better result of our proposed work can be obtained from the higher iteration values.
Conclusion
Health information of every person related with the clinical field stores large amount of heterogeneous databases. Mining the required data for a query from these various databases is a difficult process. In order to warehouse the data, a proposed method was used in this paper. Initially, same objects were clustered into one cluster with a help of clustering algorithm, Rough Set Theory. After that, the clusters were classified using a Fuzzy logic, from which the required data could be extracted. The experimentation was carried out on heart disease datasets -Cleveland, Switzerland and Hungarian, using the MATLAB platform. The evaluation metrics of sensitivity, specificity and accuracy for the proposed work was also analyzed. From the results of the proposed work, the Switzerland dataset has provided better result, in compared with the other two datasets. However, the values increased in each iteration, while the iteration values increased. At the highest iteration level, we could achieved good clustering and classification results. The proposed method could be also able to deal with uncertainty problems. The boundary between the clusters was sharp to clearly cluster out the objects.
