Abstract. For 0 < p < ∞, the Dirichlet-type space
Introduction and main results
Let H(D) denote the algebra of all analytic functions in the unit disc D = {z : |z| < 1} of the complex plane C. Let T be the boundary of D. The Carleson square associated with an interval I ⊂ T is the set S(I) = {re it : e it ∈ I, 1 − |I| ≤ r < 1}, where |E| denotes the normalized Lebesgue measure of the set E ⊂ T. For our purposes it is also convenient to define for each a ∈ D \ {0} the interval I a = e iθ : | arg(ae −iθ )| ≤ π(1 − |a|) , and denote S(a) = S(I a ). For 0 < p ≤ ∞, the Hardy space H p consists of those f ∈ H(D) for which For the theory of the Hardy spaces, see [9, 11] . For 0 < p < ∞ and −1 < α < ∞, the Dirichlet space D p α consists of those f ∈ H(D) such that
where dA(z) = dx dy π is the normalized Lebesgue area measure on D. The purpose of this study is to underscore operator theoretic differences between the closely related spaces D p p−1 and H p . Before going to that, it is appropriate to recall inclusion relations between these spaces. The classical Littlewood-Paley formula implies D and D−1 when p = q [13] . A natural way to illustrate differences between two given spaces is to consider classical operators acting on them. For example, if 0 < p < 2, then the behavior of the composition operator C ϕ (f ) = f • ϕ reveals that D p p−1 is in a sense a much smaller space than H p . Namely, it follows from Littlewood's subordination theorem that C ϕ : H p → H p is bounded for each 0 < p < ∞ and all analytic self-maps ϕ of D, but in contrast to this, there are symbols ϕ which induce unbounded operators C ϕ : D 
There are operators which do not distinguish between D p p−1 and H p . For a given g ∈ H(D), the generalized Hilbert operator H g is defined by [12] . Moreover, the same condition, depending on g and p, describes the boundedness (compactness) of the operators H g : D 
The bilinear operator (f, g) → f g ′ was introduced by Calderón in harmonic analysis in the 60's [5] . After his research on commutators of singular integral operators, this bilinear form and its different variations, usually called "paraproducts", have been extensively studied and they have become a fundamental tool in harmonic analysis. Pommerenke was probably one of the first complex function theorists to consider the operator T g . He used it in late 70's to study the space BMOA, which consists of those functions in the Hardy space H 1 that have bounded mean oscillation on the boundary T [20] . The space BMOA can be equipped with several different equivalent norms [11] , here we will use the one given by
Two decades later, in late 90's, the pioneering works by Aleman and Siskakis [2, 3] lead to an abundant research activity on the operator T g . In particular, those analytic symbols g such that T g : H p → H q is bounded were characterized by Aleman, Cima and Siskakis [1, 2] . Their result in the case p = q says that T g : H p → H p is bounded if and only if g ∈ BMOA. Our first result shows that whenever 0 < p ≤ 2, the domain space H p can be replaced by D p p−1 . Theorem 1. Let 0 < p ≤ 2 and g ∈ H(D). Then the following are equivalent:
The implication (ii)⇒(i) is a direct consequence of (1.1), so our contribution here consists of showing (i)⇒(iii). The proof of the implication (ii)⇒(iii) in [1, 2] relies on several powerful properties of BMOA and H p such as the conformal invariance of BMOA. Our proof is based on a circle of ideas developed in [19, Chapter 4] , and does not rely on these properties. Instead, the Fefferman-Stein formula [22] , which states that
plays an important role in the reasoning. Here, |dζ| denotes the arclength measure on T, S f denotes the usual square function, also called the Lusin area function,
where Γ σ (ζ) denotes a nontangential approach region (a Stolz angle) with vertex at ζ and of aperture σ.
We also show that the statement in Theorem 1 drastically fails for p > 2. In order to give the precise statement, we will need to fix the notation. The disc algebra A is the space of all analytic functions on D which are continuous on the boundary T. For 0 < α ≤ 1, the Lipschitz space Λ(α) consists of those g ∈ H(D), having a non-tangential limit g(e iθ ) almost everywhere on T, such that
The "little oh"counterpart of this space is denoted by λ(α). The following chain of strict inclusions is known:
Here, as usual, B stands for the Bloch space which consists of those
Part (ii) shows that D p p−1 is in a sense a much larger space than H p when p > 2. This is true because we may choose the inducing symbol g to be as smooth as continuous on the boundary, but still a suitably chosen f ∈ D
In contrast to this, when the inducing index of the domain space is strictly smaller than the one of the target space, that is p < q,
Part (a) allows us to deduce a strengthened version of the classical result of Hardy-Littlewood which states that a primitive of each function f ∈ H p , 0 < p < 1, belongs to
Proposition 4. Let p, p 1 and p 2 be positive numbers such that p < 1 < p 2 and An important ingredient in the proofs of both Theorems 1 and 3 is the following result on a Hörmander-type maximal function
This result follows by the well-known works by Carleson [6, 7] , and hence the measures µ for which µ(S(I)) ≤ C|I| Let us now turn back to the two remaining cases that are not covered by Theorems 1 and 2. They are the ones in which the operator T g acts from either
It is easy to see that, in terms of the language of the previous paragraph,
Therefore, in this case the symbols g that induce bounded operators get characterized by [9, Theorem 9.5], when q ≥ p, and [18] if q < p. Analogously, it follows that T g : D Unfortunately, as far as we know, the existing literature does not offer a characterization of these measures for the full range of parameter values in terms of a condition depending on µ only. It is known that they coincide with q-Carleson measures for H p and can therefore be described by the condition
. This statement remains valid also in the diagonal case q = p, if p ≤ 2, but fails for p > 2 [15, 21] . In more general terms, the p-Carleson measures for D p α are known excepting the case α = p − 1 for p > 2 [4, 21] . This corresponds to the diagonal case q = p > 2 which interests us in particular. What is known with respect to this case, is that µ being a 1-Carleson measure is a necessary but not a sufficient condition for µ to be a p-Carleson measure for D p p−1 [15] , and that the more restrictive condition
to be bounded [14] . Our next result shows that this best known sufficient condition can be relaxed by one logarithmic term. The remaining part of the paper is organized as follows. In Section 2 we state and prove some preliminary results. Theorems 1 and 3 and their expected analogues for compact operators as well as Proposition 4 are proved in Section 3. In Section 4 we will deal with the growth of integral means of functions f ∈ D p p−1 , p > 2, and we will prove Theorem 2. Before proceeding further, a word about notation to be used. We will write T (X,Y ) for the norm of an operator T : X → Y , and if no confusion arises with regards to X and Y , we will simply write T . Moreover, for two realvalued functions E 1 , E 2 we write E 1 ≍ E 2 or E 1 E 2 , if there exists a positive constant k, independent of the argument, such that
Preliminaries
We begin with a straightforward but useful estimate that will be used in proofs of Theorems 1 and 3.
Proof. The functions
and a calculation shows that shows that
Since T g : D p p−1 → H q is bounded by the assumption, the well known relations
(1 − |a|)
and the assertion follows.
We next recall some suitable reformulations of Lipschitz spaces Λ(α) [9] .
Lemma B. Let 0 < α ≤ 1. Then the following are equivalent:
We will also need the following result [16, Theorem 1(i)].
Theorem C. Let 0 < p < q < ∞ and µ be a positive Borel measure on D.
Then µ is a q-Carleson measure for D Lemma 6 , and thus g ∈ B. Let now 1 < α, β < ∞ such that β/α = p/2 < 1, and let α ′ and β ′ be the conjugate indexes of α and β. Assume for a moment that g ′ is continuous on D. Then (2.2), Fubini's theorem and Hölder's inequality yield
where
for any bounded function ϕ on D. Now
> 1, and hence
by the duality. To estimate the right hand side, we shall write I(z) for the arc {ζ ∈ T : z ∈ Γ σ (ζ)} with |I(z)| ≍ 1 − |z|. Then Fubini's theorem, Hölder's inequality and Theorem A yield
Since any dilated function g r (z) = g(rz), 0 < r < 1, is analytic on D 0, 1 r , by replacing g by g r in (3.1)-(3.3), we deduce
We claim that there exists γ and a constant C = C(p, γ) > 0 such that
the proof of which is postponed for a moment. Now this combined with (3.4) and Fatou's lemma yield
and so g ∈ BMOA.
It remains to prove (3.5) . To see this fix γ > p. Recall that
, then
.
Let now
. Then |1 − arz| ≤ 2|1 − az| for all z ∈ D, and hence
In the remaining case 
By combining these three separate cases we deduce (3.5).
Next, we will prove Theorem 3 by using similar ideas that were employed in the proof of Theorem 1.
Proof of Theorem 3. It is known that (ii) and (iii) are equivalent [1] . Further, Lemma 6 and Lemma B give (i)⇒(iii) and (b). Moreover, if 0 < p ≤ 2, then D p p−1 ⊂ H p and hence, in this case, (ii) implies (i). To complete the proof, we show that (iii) implies (i) when 2 < p < ∞. Since q > 2, L q/2 (T) can be identified with the dual of
To see this, we use first Fubini's theorem to obtain
and 2(
)/p, we may estimate the last integral upwards by Hölder's inequality, Theorem C and Theorem A to
. These estimates give the desired inequality for all h ∈ L We now prove Proposition 4.
Proof of Proposition 4. Let F 2 be such that F
by the assumption, and hence F 2 ∈ Λ(1 − 
1−p , which gives the assertion. We finish this section by proving the expected versions of Theorems 1 and 3 for compact operators. The next auxiliary result is standard, and therefore its proof is omitted. The space VMOA consists of those functions in the Hardy space H 1 that have vanishing mean oscillation on the boundary T. It is known that this space is the closure of polynomials in BMOA and is characterized by the condition
Theorem 8. Let 0 < p ≤ 2 and g ∈ H(D). Then the following are equivalent:
Proof. It is known that (ii) and (iii) are equivalent by [1] . Moreover, by bearing in mind Lemma 7 and (1.1), we see that (ii) implies (i). It remains to show that g ∈ VMOA, whenever T g : D 
− , by Lemma 7. Now, let 1 < α, β < ∞ such that β/α = p/2 < 1. Arguing as in (3.1), we deduce 1
for all a ∈ D. Following the reasoning in the proof of Theorem 1 and bearing in mind that g ∈ BMOA, we obtain
which is equivalent to
It is known that the "little oh"analogue of Lemma B is valid. This together with appropriate modifications in the proofs of Lemma 6 and Theorem 3 give the next result.
Theorem 9. Let 0 < p < q < ∞, 
2), and hence g ∈ BMOA.
(ii) In this part we use ideas from the proof of [ 
Bearing in mind the definition (4.5) of the sets E r and using (4.6), we obtain
Choose now Φ(r) = log e 1−r ε , where 0 < ε <
Then clearly g ∈ A. Moreover, since ω(r) = (1 − r) log 
