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ABSTRACT E-learning is a response to the new educational needs of society and an important development
in information and communication technologies because it represents the future of the teaching and learning
processes. However, this trend presents many challenges, such as the processing of online forums which
generate a huge number of messages with an unordered structure and a great variety of topics. These forums
provide an excellent platform for learning and connecting students of a subject but the difficulty of following
and searching the vast volume of information that they generate may be counterproductive. The main goal
of this paper is to review the approaches and techniques related to online courses in order to present a set of
learning analytics techniques and a general architecture that solve the main challenges found in the state of
the art by managing them in a more efficient way: 1) efficient tracking and monitoring of forums generated;
2) design of effective search mechanisms for questions and answers in the forums; and 3) extraction of
relevant key performance indicators with the objective of carrying out an efficient management of online
forums. In our proposal, natural language processing, clustering, information retrieval, question answering,
and data mining techniques will be used.
INDEX TERMS Online forums, natural language processing, analytics techniques, KPIs, data mining.
I. INTRODUCTION
The methods of learning have experimented a tremendous
change, especially due to the novelties in the technol-
ogy as well as the requirements requested by society.
We can definitely highlight the advent of the online frame-
works in their diverse ways, Open and Distance Learn-
ing (ODL) [1], as the key factor. The inherent features
of these sites offer all types of educational tools to
many students around the world. Hence, a very signifi-
cant change in the educational costs can be established
from the more concrete elements (such as educational
buildings) to the technological infrastructures that provide
knowledge.
As a result, a series of terms are emerging that aim to
identify the evolution of this process:
• e-learning (online education in which teachers and stu-
dents participate in a digital environment based on new
technologies),
• m-learning (methodology of teaching and learning that
facilitates the construction of knowledge, problem-
solving and the development of diverse skills and abil-
ities in an autonomous and ubiquitous way, due to the
mediation of portable mobile devices such as mobile
phones or tablets),
• u-learning (ubiquitous learning based on learning envi-
ronments that can be accessed in different contexts and
situations, mainly via mobile devices),
• social learning (learning as a cognitive process that takes
place in a social context and can occur purely through
observation or by direct instruction),
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• collaborative learning (an approach that tries to organize
the activities in the classroom to become a social and
academic learning experience, in which students work
in groups to perform the tasks collectively), and
• Massive Open Online Course (MOOC, aimed at a large
number of participants via Internet according to the
principle of open and massive education).
The ODL platforms are mainly implemented as online web
frameworks for education and therefore, they provide all the
facilities for integrating the services used in the educational
environment. These tools allow collaboration among all par-
ticipants improving interaction. The increasing of the collab-
orative framework based on the web allows users to share
information and take advantage of the interactions of other
users. This fact leads to enhance their experience providing
numerous benefits such as an increase in student motiva-
tion and the creation of collective intelligence [2]–[4]. This
continuous development of web possibilities enhances the
teaching-learning process and increases the effectiveness of
learning systems in the knowledge society [5], [6]. However,
there are still challenges that need to be addressed for effec-
tive ODL provision and to maintain excellent educational
standards.
The online forum represents one of the most powerful
and popular tools [7] and is frequently used communica-
tion technology tool in education. Online forums provide an
excellent platform for learning and connecting students to the
subject. They increase student engagement in the subject, pro-
mote deep learning, and maintain motivation [8]. However,
the challenge they present is related to the task of managing
the huge number of messages that are generated [9]. This can
result in topics becoming fragmented over many threads with
no search facilities to discover relevant information [8].
The review presented in this paper will describe the
research into automated analysis of forum data. According
to Hoogeveen et al. [10], forum research can be divided
into twomain groups: community question-answering (CQA)
archives and discussion forums. Both groups promote com-
munity interaction and information sharing by the commu-
nity. CQA archives are intended to assist people with problem
solving and question answering. As soon as someone posts a
good answer to a new question, the interaction is considered
to be finished. Discussion forums on the other hand, are
designed as a platform for discussion. However, the distinc-
tion between CQA archives and discussion forums is not very
clear. Some discussion forums also focus on answering ques-
tions (for instance, Linux Questions –http://www. linuxques-
tions.org/ visited on 29th of November, 2018–) and specific
CQA archives contain questions that are indeed conversations
(for instance, Yahoo! Answers – https:// answers.yahoo.com/
visited on 29th of November, 2018–). Therefore, these two
forum types share a number of characteristics which are not
shared by other (semi) threaded discourses, like chat discus-
sions, product reviews, or frequently asked question (FAQ)
pages. Subsequently, these are outside the scope of this
review.
With regard to the search and information management
roles, they may be enhanced by technological advances and
computing methods that facilitate the educational process.
Thus, Artificial Intelligence (AI) approaches based on Nat-
ural Language Processing (NLP) can deliver tools specifi-
cally aimed at students and teachers. The objective would
be to make the assimilation of content and course tracking
easier for students. Furthermore, the tools would be designed
to manage the learning platforms by teachers, especially in
online courses –MOOCs and those based on collaborative
learning [11]. In such courses, the forums are used both as
a CQA platform and as a discussion forum.
The working hypothesis of our research is that this kind
of solutions (AI approaches based on NLP) can be used to
manage ODL learning platforms by teachers, as well as to
manage the search mechanisms of both teachers and students.
This will focus on online forums as they form the basis of
collaborative learning, as the main tool for connecting stu-
dents asynchronously. In addition, these forums allow better
involvement of students and teachers in online platforms,
allowing to improve knowledge management and teaching-
learning process.
Our work addresses the main challenges related to ODL
platforms and online forums, and the objectives are as fol-
lows:
I. Review the main approaches and techniques related to
the management of ODL platforms and online courses.
II. Propose a set of analytics techniques (combining AI
and NLP) and a general architecture that solve the main
open issues found in the-state-of-the-art for managing online
forums: (1) efficient tracking and monitoring of forums;
(2) accurate information search; (3) extraction of relevant
performance indicators.
The remainder of the paper is structured as follows.
Section II summarizes the most relevant related work on
forum analysis. Section III presents our proposal of the rec-
ommended techniques and the architecture for intelligent
access to ODL platforms’ forums and the extraction of rel-
evant key performance indicators. Finally, the main contri-
butions and our directions for future works are explained in
Section IV.
II. REVIEW OF PREVIOUS WORK
This section summarizes the extensive work that has been
done in this area and it has been organized into four sub-
sections. The first one will deal with the work related to the
management of discussion forums, explaining the different
techniques of post classification and the main research areas
of discussion forum analysis in educational environments.
In the second subsection we will analyses the search within
the forums of questions and answers (CQA archives) and
how the answer retrieval can be improved by: classifying
questions, subjectivity and user; post quality assessment;
and, identifying similar questions. The third subsection will
cover the previous work of NLP for the automatic analysis
of massive amounts of posts, specifically on detection and
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monitoring of topics, news and recommendation systems.
We conclude this review with the fourth subsection that
summarizes the findings after the analysis of previous work
and the contributions of our proposal to overcome the main
challenges and open issues in this area.
A. RELATED WORK ON DISCUSSION FORUM ANALYSIS
As previously mentioned, forums are a key tool in many
online educational platforms. The advantages provided by
this tool as well as some of its drawbacks are well known
by the scientific community. In particular forums with a
large number of users and a great volume of posts cannot be
monitored effectively. It becomes very time consuming, and
often impossible, to search for information, as students and
teachers may not have the time to read all the posts generated
by users on a weekly basis. This specific problem has been
dealt with in many works, especially those related to online
platforms directed towards large population groups such as
generic forums (i.e., StackOverflow, Quora) or MOOCs [12].
Before tackling the problem of information search in dis-
cussion forums, we will present the post classification issue
which can be used to improve the information retrieval pro-
cess. In the work of Hoogeveen et al. [10], the authors
emphasize that discussion forum threads are more dynamic
than CQA ones: new questions can be asked in the middle
of threads, topics can shift, and even though the initial post
may be a question, it is by no means certain that the following
posts contain answers. For this reason, it is very important the
correct classification of forum posts. The authors distinguish
four main types of post: (1) question posts, (2) answer posts,
(3) acknowledgement posts, and (4) posts that contain the
most important information of the thread (focus).
To identify question posts, classification techniques were
used. Obasa et al. [13] used two types of features that com-
plement each other: bag of word features together with simple
rule features (the presence of question marks, and the pres-
ence of 5W1H words –what, why, when, who, where, how–)
and with forum metadata features. In this task, the combina-
tions of single features can achieve good performance, e.g.
the authorship of the poster, the number of question marks,
the number of 5W1H words and the number of posts in a
thread [14].
To identify answer posts, the following are some examples
of structural and content features that have been used: post
author is not question author, the position of the post in
the thread, whether the post is replied to by the question
asker, whether a post contains a URL or not, etc. The best
results were obtained by combining the two types of fea-
tures [14]–[17]. Support Vector Machines (SVM) are the
most commonly used models although some experiments
using a semi-supervised co-training methodology have been
carried out [16], [18]. The algorithm starts with a small
number of training instances and continues for n iterations.
At each iteration, two SVM classifiers are formed by training
over two independent feature sets (structural features and pat-
tern features). They are used to classify unlabeled instances.
Finally, the predictionswith the highest confidence aremoved
to the current set of labeled instances for training in the next
iteration.
The same approach was used to identify acknowledgement
posts. A positive acknowledgement post from the author of
the question suggests that the problem is solved. On the con-
trary, a negative acknowledgement indicates that the proposed
solutions are not correct. This information is very important
for determining if an answer is useful or not.
In order to find the post with the thread focus
Feng et al. [19] used an approach to detect conversation
focus of threaded discussions by combining NLP analysis
and IR (Information Retrieval) techniques. They took into
account different features, such as lexical similarity, poster
trustworthiness, and speech act relations in human con-
versations. They generated a weighted threaded discussion
graph by applying feature-oriented link generation functions.
Both quantitative and qualitative features were combined to
analyses human conversations, specifically in the format of
online discussions. The method presented in Mora et al. [20]
also uses NLP techniques (Part-of-Speech tagging, partial
parsing and semantic enrichment) to extract the relevant
topics discussed in the online course forums. Furthermore,
the method uses clustering techniques to obtain the differ-
ent topics. A detailed explanation of this algorithm will be
shown in Section III-C. It is important to mention that the
information of the thread focus can potentially be used in
thread summarization.
Discussion forum analysis in educational environments is
divided into two main research areas: (a) studies on forum
structure, user interactions, and types of student and teacher
interventions; (b) studies focused on the content analysis of
messages.
Concerning the first set of studies (a), there are works
aimed at understanding how students and teachers are using
the forum and how their learning and training expecta-
tions are met [21]. The procedures consist of compar-
ing instructor and student participation rates, reviewing the
role of the instructors, and analyzing the user interactiv-
ity to derive the learning outcomes and interaction pat-
terns [8], [22], [23]. Suh and Lee [23] and Swan et al. [24]
provide qualitative and quantitative measures to find key
terms that make courses more attractive and better managed.
Turning to the level of participation and interaction of the
discussion group, encouraging student motivation is dealt
with by Baxter and Haycock [25] and Yang et al. [26]. Per-
formance is covered by Romero et al. [27], and indicators to
predict the dropout rate of online courses and withdrawal
from communities are presented by Yang et al. [26].
The second set of studies –focused on message content
analysis (b)– intends to search information that assists users
in meeting their learning or teaching objectives. These works
focus on the forum’s influence on student behavior and
academic performance [28]. Most forum posts deal with
reporting questions, errors, and discussion about coursemate-
rial and organization. According to several analysis schemes
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provided by De Wever et al. [29], there is a wide vari-
ety of work related to content analysis of forum posts.
The majority explore the effectiveness of online forums as
platforms for innovating the educational practices of teach-
ers [30], facilitating the teaching process [31], and providing
indicators of student learning which can assist in student
assessment [32]–[34]. This information provides teachers and
forum administrators with an indication as to the development
of critical thinking skills and whether learning has taken
place. This information is very useful for managing online
courses and designing learning strategies [35].
The methodology in both sets of studies previously
described involves a variety of techniques. Firstly, there are
studies that manually analyses forum content by labeling the
posts by categories of interest [34], [36], [37]. Other studies
use statistical research procedures for the post collected by
means of questionnaires or surveys to the users [21], [32].
Secondly there are studies that use computational methods
for automatic analysis of user messages that are sent to the
forum. These computational methods perform interactions
analysis on communication structures using a range of the fol-
lowing strategies which are subsequently described in more
depth: datamining techniques [38]–[40]; social network anal-
ysis [22], [23], [26], [41]; and/or other artificial intelligence
methods [42]–[44].
Data mining explores the posts extracted from forums to
discover structures and to understand the dynamics of the
community. There are several techniques that can automati-
cally index, search, cluster, and structure the posts to discover
a set of topics within a forum. These techniques are usually
based on statistical topic models [38] and classification and
clustering algorithms [27], [39].
Social network analysis offers a method for mapping
group interaction, communication and dynamics. Themethod
is usually implemented using computer-assisted qualita-
tive data analysis software such as NVivo [45]. This
method codes the contributions into units of meaning
which are assigned to parts of messages based on semantic
features.
Finally, other artificial intelligence methods for modeling
dialogues and forum structures are based onmachine learning
approaches such as K-means clustering [46], Support Vector
Machine [42], and Hidden Markov Models [43], [44].
B. RELATED WORK ON COMMUNITY QUESTION
ANSWERING ANALYSIS
In this section we analyses the work directly related to one of
the objectives of this paper, namely, including efficient search
techniques in the CQA archives on different topics. An exam-
ple of CQA archives is Stack Exchange. It is a network of
question-and-answer websites on topics in diverse fields and
is one of the most important CQA forums. The three most
actively-viewed sites in this network are: Stack Overflow,
Super User, and Ask Ubuntu. As mentioned in [47], it is not
unusual to rely on such sources of information to find the
correct answer to a given question. However, feeding forums
with perpetual questions and answers makes this resource
massive and full of duplicate posts and similar question vari-
ants. Thus, the search for an answer has become hard to
achieve and led to the emergence of the area of research of
CQA. The answer retrieval can be improved by classifying
questions, subjectivity and user; post quality assessment; and,
identifying similar questions. Next, we will explain these
processes in detail.
Question classification is about detecting the type of ques-
tion. There is no standard hierarchy or list of question
types. Depending on the answer type that we would expect,
the questions could be classified into: yes/no questions (the
answer could potentially consist only of the word yes or no);
opinion/topic (several different answers could be retrieved);
and, factual questions (only one answer is the correct) [10].
Other researchers have instead used types that are closer to
topics, based on the semantics of the question. They used
question type taxonomies that are more fine-grained than
taxonomies based on the question format or the answer types
they are expected to receive [48]–[51].
We can distinguish three main strategies for auto-
matic question classification in forum research community:
(1) using the abovementioned question type taxonomies,
(2) defining supervised and semi-supervised machine learn-
ing models with textual features [52], [53], and (3) specify-
ing pattern matching systems using regular expressions [54].
Furthermore, automatic question type classification has been
researched extensively outside of the forum domains, such
as in the TREC (Text REtrieval Conference) Question
Answering task [55]–[58] or in other environments [48],
[50], [59]–[61].
Closely related to the problem of question classification
is the subjectivity classification. It is an automatic process
to determine whether or not the posts ask for or express an
opinion. A good subjective answer should contain different
viewpoints on the topic of the question, with arguments for
and against. It is usually treated as a binary classification
task, where questions are classified as being either subjec-
tive or objective. However, a third kind of question can
sometimes be distinguished, namely, social questions [62].
Generally, three methods have been used to resolve the
subjectivity classification problem: (1) specifying super-
vised [63]–[66] and semi-supervised models [18], [67], [68]
in which different features were used: n-grams, question
length, the time a question was posted, the topic of the
subforum, punctuation marks, grammatical modifiers, etc.;
(2) using both the question and its answers to construct the
classification model [63], [69]; and, (3) defining a lexicon
of words and multiword expressions, and a set of part-of-
speech sequences with subjectivity weights manually con-
structed [70]. In the same way, in discussion forums the
problem was treated as a classification task where complete
threads were classified rather than individual posts. The main
important research in this area is the work of Biyani [71]
which uses the following features: structural, dialogue act,
subjectivity lexicon-based, and sentiment.
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With respect to the post quality it is important to emphasize
that good access to high quality content has a high impact on
user satisfaction and is the best way to retain existing users
and attract new ones [10], [72]–[74]. We can distinguish two
tasks in post quality research: (1) post quality classification
into good/bad posts and (2) best answer identification. The
techniques used in automatic post quality assessment were
based on supervised classification models. They focused
on feature engineering in both discussion forums [75]–[78]
and CQA data [79]–[84]. In the process of best answer
identification, the positive and negative votes posted by the
users have been taken into account. Community generated
answer scores or ratings are a good predictor of answer qual-
ity [79], [85]. Other techniques presented in the SemEval-
2017 competition (explained below) classified the answers
according to their relevance to the question from a question-
answer thread [86].
Another factor that influences the post quality is the
authorship of the posts. The users can be knowledgeable
(experts) or not, good communicators or not, and willing
to contribute quality content or not. High quality posts are
often written by expert users. For this reason, user features
are found to be helpful for post quality assessment [10].
Developing ways of identifying experts on forums (expert
finding) can therefore help us to identify high quality content
and vice versa [87].
Regarding the task of identifying expert users from
less knowledgeable users we can distinguish four types of
approaches [10]: (1) modeling the difficulty of questions—
the expertise of the users is specified based on the diffi-
culty of the question they have answered [88]—; (2) graph-
based methods to identify expert users [89]–[97]. In these
graphs, users are nodes, and edges are drawn from askers to
answerers. The general idea is that users that ask high quality
questions will receive many answers —they will have a high
outdegree of edges—, and expert users tend to answer good
questions —so they will have a high in-degree of edges—
. These graphs can be enriched by representing questions
and answers as nodes [98]. These approaches do not repre-
sent the ‘‘possible’’ interactions between the users based on
their expertise, and therefore, researchers have completed the
graph using, for example, user similarity [99]; (3) methods
that use temporal information and the evolution of users to
identify experts, future experts, or long-term contributors —
who are usually experts—. They use time gaps between user
postings or monitor the impact of changing time gaps over a
specified time frame [100]–[102]; and, (4) methods based on
deep learning. Wang et al. [103] use a Convolutional Neural
Network (CNN) in which users are represented as vector
representations of all the words in the questions to which they
have given the best answer. At the end they are classified as
expert and non-expert users.
In the CQA domain, the identification of similar questions
is certainly an important preliminary step for providing a cor-
rect answer to a posted question. It is necessary to figure out
if a question has not already been treated in other posts,
essentially for a matter of response effectiveness and to
reduce as much as possible duplicate posts. To that end,
question-to-question similarity task offers a key challenge
while it has to deal not only with similar questions in terms
of lexical similarity but also in terms of reformulation, para-
phrasing, semantics, etc.
The CQA forums are increasingly gaining popularity.
Consequently, since 2015 during a series of ongo-
ing annual competitions SemEval –Semantic Evaluation–
(http://en.wikipedia.org/wiki/SemEval visited on 29th of
November, 2018) one of the tasks that has been developed is
denominated Track 3 (http://alt.qcri.org/semeval2017/task3/).
Track 3 evaluates systems that carry out the automatic process
of finding good answers to new questions in a forum of dis-
cussion created by the community. For example, by retrieving
similar questions in the forum, the correct answers can be
identified.
In the SemEval-2017 competition, two additional subtasks
to Track 3 have been proposed. In the first subtask, given
a new question and a set of related questions from the col-
lection, similar questions needed to be classified according
to their similarity to the original new question (with the
idea that the answers to similar questions must answer the
original question also). In the second subtask, given a ques-
tion from a question-answer thread, all the response posts
were classified according to their relevance to the question.
A detailed description of the Semeval 2016 and 2017 editions
and their participants is presented in Nakov et al. [86] and
Nakov et al. [104].
These CQA forums are rarely moderated. They are gen-
erally open tools, and therefore, there are few restrictions, if
any, about who can post and who can answer a question. The
main advantage of this is that anyone can freely ask questions
and generally expect correct and honest answers. By contrast,
an important disadvantage is that a major effort is required
to analyses all the answers and make sense of them. For
example, a question usually has hundreds of answers which
makes it very time consuming for the user to analyses them.
The main problem that needs to be addressed by researchers
is that there is a lot of irrelevant material, given that online
forums are a resource created by a community of occasional
users. Furthermore, informal language is used and there is
often a large number of spelling and grammatical mistakes.
The following techniques were used in this area: neural
networks which use deep learning methods –Recurrent Neu-
ral Networks, RNN–; Long Short-Term Memory –LSTM–
to capture long distance dependencies; Convolutional Neural
Networks –CNN– [105], [106]; and SVM [107]. Although
these approaches demonstrate remarkable improvements in a
wide range of applications, their computational cost and the
need for an extensive training data make them inefficient with
small and specific datasets.
The following discourse based techniques were adopted:
word-based methods [108]–[111]; more complex discursive
structures such as phrases, sentences, paragraphs, or docu-
ments [106], [110], [112]–[115]. Furthermore, the approach
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ofHazem et al. [47]was used inwhich each question is repre-
sented by the element-wise addition of its words embedding
vectors and they are represented in a joint sub-space where
similar pairs are moved closer thanks to a mapping matrix.
C. RELATED WORK ON TOPIC DETECTION AND
TRACKING, RECOMMENDATION AND NEWS TRACKERS
SYSTEMS
The use of NLP as a method for automatic analysis of
mass quantities of texts has been widely studied. Studies
have been done on analysis of social networks and other
online platforms, however, these techniques have not been
generally used in the context of educational courses with
massive forums. Consequently, these methods are potentially
useful for improving the learning-teaching process, but are
still relatively immature for educational applications.
With regard to the automatic analysis of text, several
research lines are being currently developed: Topic Detection
and Tracking, Recommender or Recommendation systems,
and News Trackers systems. These lines are detailed next.
Topic Detection and Tracking (TDT) was developed by
Defense Advanced Research Projects Agency (DARPA) to
assist the detecting and following of new events in a stream of
broadcast news stories as well as their reappearance and evo-
lution [116]. TDT techniques are applied to Social Networks
(e.g., in [117]) in real data sets. The TDT cluster detection
technology was deployed in a real world setting, and several
drawbacks were solved regarding the incremental clustering
over time, which is a key issue in forum analysis [118].
Recommender or Recommendation Systems (RS) help
to determine which information should be offered to indi-
vidual consumers and allow users to quickly find the per-
sonalized information that suits their needs [119]. RSs are
presently ubiquitous in various domains and e-commerce
platforms, including book recommendations at Amazon,
music at Last.fm, movies at Netflix and references at
CiteULike.
Similarly, Collaborative filtering (CF) approaches have
been extensively investigated in the research community and
have a wide application in industry. They are based on a rather
simplistic assumption that if users ranked items similarly
in the past, then they are likely replicate the same ranking
in the future [120]. Winoto et al. [121] make personalized
paper recommendations for users in the education sector.
For instance, when the RS guides the tutor or student in the
selections of relevant courses, programs, or learning mate-
rials (books, articles, exams, etc.), and the selection criteria
enables the user’s learning goals, background knowledge,
motivation, among other things to be included. In the same
way, Sathick and Venkat [122] facilitate the career guidance
of online learners, who pursue their graduation in an open and
distance learning environment, by implementing an online
recommender application. Their objective is to facilitate user
acquisition of semantic knowledge from heterogeneous web
sources and decision making.
Finally, the News Trackers systems (NT) apply TDT tech-
niques in the real world. For instance, the MemeTracker
(http://www.memetracker.org/ visited on 29th of November,
2018) by Leskovec et al. [123] constructs daily news cycle
maps by analyzing approximately 900,000 news stories and
blog posts per day from 1 million online sources that range
from mass media to personal blogs. All quotes and phrases
that appear most frequently over time are tracked. The set
of quoted phrases and sentences found in the articles will
act as tracers for memes. This makes it possible to see
how different topics are reported on a daily basis in the
news and blogs as well as how certain stories persist while
others fade. Currently, many News Tracker applications are
being developed, mainly in online newspapers such as New-
sTracker (http://www.yournewstracker.com/ visited on 29th
of November, 2018). In this field, the analysis of microblog
service providers (such as Twitter) are using lexical match-
ing [124] and semantic features [125] to categorize posts and
to join particular topics.
D. FINDINGS AND CONTRIBUTIONS OF THE PROPOSAL
After reviewing the previous work (summarized in Table 1),
next we present the main challenges and open issues in this
area:
• An efficient tracking and monitoring of forums is
required. It is necessary to manage the high number of
messages generated in forums and take into account their
characteristics. These messages are unordered, unstruc-
tured and cover a great variety of topics.
• Different search tasks on the forums are needed: (1) the
most similar question to the original question, and (2) the
most likely answer. It is very important to determine if a
question is new (it does not exist in the forum) to find the
correct answer. Otherwise, if the question is similar to an
existing question, then the most likely answer should be
found.
• Performance indicators must be extracted from forums
with the aim of managing online courses and designing
efficient learning strategies.
Table 1 indicates three characteristics of the different pro-
posals: (1) the references of the previous works; (2) the
classification of the works; and (3) the functionalities and
techniques used.
Next, we summarize the main contributions presented in
this paper:
• An exhaustive review of the approaches and techniques
related to the management of online courses.
• Proposal of a set of analytics techniques and a gen-
eral architecture that solve the main challenges found
in the-state-of-the-art to manage online forums more
efficiently:
(1) Efficient tracking and monitoring of forums generated.
(2) Accurate information search to find: (i) themost similar
question, and (ii) the most likely answer.
VOLUME 7, 2019 12225
J. Peral et al.: Review of the Analytics Techniques for an Efficient Management of Online Forums
TABLE 1. Summary of previous work.
(3) Extraction of relevant performance indicators with the
use of Data Mining (DM) techniques.
III. THE PROPOSED ANALYTICS TECHNIQUES AND
ARCHITECTURE
As previously mentioned in Section I the working hypothesis
of our research is that Artificial Intelligence approaches based
on Natural Language Processing can be used to manage ODL
learning platforms by teachers and administrators. We are
focusing on online forums because they are essential for
collaborative learning as main tool for connecting students
asynchronously.
The studies carried out on this topic reveal that online
forums have a high impact on how knowledge is transferred
among students [20], [25]. These findings can be exploited to
improve student engagement, retention and learning. How-
ever, no effective solutions have been proposed to facilitate
the automatic monitoring of online forums and turn them
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FIGURE 1. General architecture and analytic techniques for an efficient management of forums.
in a good tool for interaction and communication, specially
even when excessive messaging occurs in a disorderly and
unstructured manner.
In this context, to find the appropriate answer in the forums
(question and answer searches in CQA) and when to create a
new thread are important issues. As mentioned in Section II,
there are a set of challenges for taking advantage of the
potential of such tools: (a) existence of irrelevant material;
(b) the data contain a lot of noise, therefore, it is difficult to
retrieve relevant material; (c) informal use of language; (d)
spelling and grammatical errors. In general, existing propos-
als require a high computational cost and a large amount of
data. In addition, they are inefficient in small and specific data
sets.
Finally, a more important issue to the proper use of forums
for educational purposes is the extraction of Key Performance
Indicators (KPIs) that calculate, among others, the participa-
tion, motivation, dropout rates and performance of students.
Furthermore, enriched information can be retrieved from
forums. For example, the questions asked by the students
can be grouped by similarity and thus to detect possible
problems in the students’ learning. As presented in Section II,
this information helps the teachers and administrators of the
forum to know if students are developing critical thinking
skills and if learning actually occurs. This information is very
useful for managing online courses and designing learning
strategies.
Under this approach, the main aim of this work is to
propose a set of learning analytics techniques based on NLP
to overcome the existing challenges. These techniques will
be used to design automatic analysis tools to facilitate the
monitoring of online learning communities.
The NLP techniques that we considered crucial to achieve
our aims are: lexical, syntactic and semantic analysis, ellipsis
and anaphora resolution, Information Retrieval (IR), Ques-
tion Answering (QA) and clustering. Lastly, DM procedures
will infer the KPIs.
In Figure 1 the proposed general architecture that makes
use of the NLP techniques is presented. The techniques
require the coordination of different research areas. Each
research area presents an extensive previous work, with a
plethora of off-the-shelf tools, which forces the architecture
to be modular, in order to facilitate the exchange between
different tools. The linking between the lexical, syntactic,
semantic analysis, and linguistic phenomena resolution will
be carried out bymeans of the meaning data structure detailed
in subsection III-B, which will compile all the knowledge
provided by the different tools, in a unique and unambiguous
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way. The generation of this structure, as well as the input
and output of each module in the architecture —i.e. the
navigation, information search and KPIs extraction— will be
accomplished by a set of interface modules. The main aim of
these interfaces is to map the expected input/output of each
tool into the expected format in the architecture, which will
be in XML format, in order tomake easier the selection of dif-
ferent tools for the same task. For example, our architecture
has been evaluated with the FreeLing POS tagger tool, which
generates its output as it is presented in Figure 3. In case
the TreeTagger tool is used instead of FreeLing, we only
have to update the corresponding interface to generate the
XML meaning structure, with the proper mapping between
their lexical tags (e.g. the ‘‘Fp’’ tag will be mapped with the
‘‘SENT’’ tag in TreeTagger).
Moreover, the proposed architecture in Figure 1 presents
two phases, off-line and on-line. On the right side, the off-line
phase of processing the forums is carried out before the online
execution. The forums are pre-processed using the NLP tech-
niques. After that, the process of indexing is performed —
similar to IR or QA systems— in which the information of
the collected forums is organized to access them more easily
in the information search process. Given the highly dynamic
nature of online forums, the indexation techniques must be
robust especially for incremental and update processes. The
output of this stage is the meaning data structure with lexical,
syntactic and semantic information that unambiguously rep-
resents themeaning of the text in XML format (see subsection
III-B). It will be used for the communication between the
different modules of the architecture. On the left side of the
figure, the on-line process related to the interaction with the
user is shown. The three main functionalities of the sys-
tem —navigation, information search and KPI extraction—
, with the involved techniques —clustering; Informa-
tion Retrieval + Question Answering; Data Mining— are
specified.
For the purpose of checking the advantages of our pro-
posal (see Section II-D), we have carried out a prelimi-
nary evaluation of each key feature and technique proposed
in our architecture, by selecting a set of up-to-date and
competitive tools that provide the functionalities required
in our proposal. Each of these tools have been properly
evaluated and compared with related work in their spe-
cific research areas, which assures the effectiveness of the
architecture presented in this paper. Moreover, we should
stress that the modular design of our architecture facilitates
the use of alternative tools. This preliminary evaluation has
been performed on a case study, which has been sourced
from Stanford University’s Statistics in Medicine online
course, MEDSTATS (https://lagunita.stanford.edu/courses/
Medicine/MedStats./Summer2015/about visited on 29th of
November, 2018). MEDSTATS course aims to provide a firm
grounding in the foundations of probability and statistics.
Specific topics include: 1. Describing data; 2. Statistical
inference; 3. Specific statistical tests. The course focuses on
real examples from both medical literature and mass media
TABLE 2. Forum categories in Statistics in Medicine (MEDSTATS) online
course.
sources, and is divided into nine units, described in detail in
the course program (shown in Appendix Section).
Each course unit has an associated forum. In addition,
the system administrator, according to the recommendations
of the teachers, has defined different forum categories related
to topics of interest. When a student creates a new thread,
he or she decides to associate the thread to a forum category.
Furthermore, both the type of the intervention —discussion,
question or answer—as well as the person who adds the post
are specified. Two general types of profiles are definable
depending on the author of the post: ‘‘student’’ and ‘‘teaching
assistant’’. During the course analyzed, 2,105 posts were
written by the students and the teaching assistants. This is
an indication of the volume of information that must be pro-
cessed by teachers and students. In this particular course there
were 9 general forums and 96 sub-forums of the 9 Units mod-
ules. In Table 2 a summarization of the categories, the number
of threads and posts is detailed.
Our case study focuses on the ‘‘Course Material Feed-
back’’ forum category (which contains 178 threads and
562 posts). We have chosen this category because it contains
the largest number of threads and posts and it has interven-
tions about diverse issues.
The following subsections (from III-A to III-E) describe
the key features and techniques proposed in our architecture
(Figure 1) showing its benefits on its application to the pre-
viously described case study. In first place, the user profiles
management are introduced; next, the meaning data structure
involved on analyzing and messaging is described; and the
final three sections report the modules that allow to carry
out the mentioned three functionalities that solve the main
deficiencies found in previous work.
A. USER PROFILES MANAGEMENT
In the first place, it is necessary to identify the requirements
of the users of forums generated in ODL learning platforms
for management, administration and search tasks. This infor-
mation is required both for teachers and students.
Each user of these forums presents different needs so that
each type of user must be adequately defined through pro-
file management. For example, the relevance of each post
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can be assessed with a different weight depending on the
parameters that are determined for each user. This idea is
already implemented in social networks or in the search on
the web. In this way, different levels will be specified for
the student profile. Similarly, a profile will be specified for
teachers by distinguishing different types according to their
responsibility (e.g. director or teacher of a course). For this
task (user classification or expert finding) the approaches
presented in Section II-B could be used.
The requirements of each groupwill be deducted from their
particular objectives in learning and teaching process:
• The objectives of the teachers should be focused on the
monitoring of the operation of the course, so they will
require tools that allow them to verify that the contents
are being assimilated properly, that have not arisen pos-
sible problems in the development of the course, etc.
• The objectives of students should be focused on learn-
ing, that is, on getting tools to help them assimilate con-
tent, either by locating the source offered by teachers to
help solve problems, or those offered by the classmates
of the course, based on questions asked and answered
previously.
To complete the user requirements and their scenarios,
the discursive and linguistic structure of the online forums
will be analyzed. This process takes into account that they can
be of different types and domains. The forum characterization
will produce information on number of threads and posts,
number of participants, types of linguistic problems to solve
(anaphora, ellipsis, etc.), language model used in the forum,
differentiating characteristics between different domains of
forums, necessary semantic resources, etc. The rhetoric fig-
ures such as anaphora or ellipsis should be resolved to get
an adequate understanding of the meaning of the text, as
well as to make a lexical, syntactic or semantic analysis in a
more precise way. Poor contexts are also expected, with short
phrases, as well as spelling errors, abbreviations and informal
language, which will cause problems in ambiguity resolution
tasks.
B. MEANING DATA STRUCTURE
After analyzing the forums in a context of dialogue, a struc-
ture will be defined for the representation of the meaning
of the text. This information must be described in a unique
and unambiguous way, to achieve the desired precision and
should serve as an element of communication between the
modules, resources and techniques that make up the system.
An example of this type of meaning data structure
that uses NLP techniques is presented in the work of
Martínez-Barco et al. [126], which the authors call L-Bricks.
In their work, the authors present a unique model for the
understanding and the generation of the Human Language
based on techniques of deconstruction of the language. In its
model, we can emphasize two layers: (1) Understanding
Layer of the human language, and (2) Deconstruction Layer
of language in basic units of knowledge.
(1) Understanding Layer of Human Language: in this layer
all the resources/tools (lexical, syntactic and semantic) and
necessary techniques (such as the resolution of linguistic
problems –anaphoric expressions and ellipsis– and the res-
olution of temporal references –identifying the events and
the time in which they occur–) are collected, analyzed and
integrated in order to transform the information obtained from
different sources (in our case, textual information obtained
from the forums) into useful knowledge. This will later be
stored in the basic knowledge units.
(2) Deconstruction Layer of the language in basic units of
knowledge: in this layer the activities related to the defini-
tion, structuring and insertion of the data previously obtained
in these basic units are processed. The information units
are called L-Bricks (Language Brick). The authors define
3 properties for L-Bricks: a) BRICKS.DIMS (Dimensions),
in which will define the multidimensional structure of the
brick; b) LBRICKS.OPRS (Operations), whose objective is
the planning of the set of possible operations for the L-Brick
unit, and; c) LBRICKS.IMPL (Implementation), whose pur-
pose is the computational implementation of L-Brick struc-
ture, operations and storage.
Next, the application of our architecture on the case study
is shown. The off-line indexation process input is the ‘‘Course
Material Feedback forum’’. In this way, we can analyses
different sets of threads in a flexible manner. For example,
we can study the threads of the same forum category, such
as ‘‘External Resources’’, or the threads between different
dates (i.e., from the beginning up to mid semester). It is also
possible to analyses all the threads of two or more forum
categories. Each post is processed individually. The output
of the off-line process is the post which contains lexical,
morphological, syntactic, and semantic information. It is
important to emphasize that linguistic phenomena resolution
(such as definite description or anaphora resolution) is carried
out.
Below, we will show the application of the previous men-
tioned stages with a real example extracted from the ‘‘Course
Material Feedback’’ forum. In Figure 2 thread#38 and
thread#142 are shown. Each post begins with the
type of the intervention (discussion/question/answer),
the person who adds the post and his/her profile (stu-
dent/Teaching Assistant). For instance the second post of
the thread#142 begins with the following specification:
<type=’’answer’’; name=’’JWallach’’; profile=’’Teaching
Assistant ">. Following this, the text of the post is specified.
Let us assume that we are processing the second post of
the thread#142. All the previous threads (with all their posts)
have been processed. The stage of the lexical-morphological
analysis consists of carrying out the PoS (Part-of-Speech)
tagging of the text. The output is a set of pairs <word,
PoS tag> where the PoS tag identifies the grammatical cat-
egory (noun, verb, adjective, adverb, conjunction, etc.) and
the morphological information (singular, plural, masculine,
feminine, etc.) of the word. In Figure 3 the output of the
lexical analysis stage is shown. For example, the word factors
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FIGURE 2. Examples of threads extracted from the ‘‘Course Material
Feedback’’ forum.
FIGURE 3. Example of lexical-morphological analysis.
is tagged as NNS (noun plural) whereas Ashraf is tagged as
NPS (proper noun singular). We have used the FreeLing POS
tagger [127] which uses a tagset based on Penn TreeBank
tagset.
The syntactic analysis stage consists of performing the
parsing of the text. The text of the post is partially parsed
to extract noun phrases (NP), prepositional phrases (PP), and
verbal phrases (VP). The text chunks not included in these
phrases are skipped (SK) in the parsing. By contrast, NPs
FIGURE 4. Example of syntactic analysis.
FIGURE 5. Example of semantic analysis.
can have nested structures such as PPs, appositions or relative
clauses; therefore, these phrases are fully parsed. Moreover,
coordinated NPs and PPs are parsed. These phrases represent
the ‘‘main concepts’’ involved in the text. We have used the
partial parser presented in the work of Ferrández et al. [128].
In Figure 4 the syntactic analysis of the abovementioned post
is shown. We can observe the different phrases that have
been partially parsed and the skipped phrases. For instance,
the noun phrase np(a logistic regression), the prepositional
phrase pp(with np(regression analyses)) which includes a
nested noun phrase, or the verbal phrase vp(include).
The objective of the semantic analysis stage is to
enrich the post information with semantic information. It is
obtained from additional semantic resources, such as Word-
Net (http://wordnetweb.princeton.edu/perl/webwn visited on
29th of November, 2018) and the course program ontology.
In this way, semantic comparisons can be done such as syn-
onymy or hyponymy. In Figure 5, the semantic information
of different phrases is shown. Each noun, verb, adjective and
adverb is labeled with its synset (number which identifies
a set of synonyms) and its type. For example regression
has the synset number 06036794 and belongs to the type
noun.cognition.
The final stage of the off-line indexation process is the
linguistic phenomena resolution (such as definite descrip-
tion or anaphora resolution). The objective of this stage is
to resolve the referential ambiguity of the text. To do this,
the anaphoric expressions are resolved and replaced by the
entities to which they refer. We have followed the algorithm
presented in Palomar et al. [129]. It is important to highlight
that by resolving the linguistic phenomena we improve the
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comprehension and coherence of the text as the anaphoric
elements are replaced by the entities/concepts to which they
refer. In our example (the second post of the thread#142) two
pronominal anaphors are resolved: the pronouns these and
they. Both anaphoric expressions are replaced by the noun
phrase adjusted odds ratios.
The output of the off-line process is the meaning data
structure with lexical, syntactic and semantic information that
unambiguously (linguistic phenomena have been resolved)
represents the meaning of the text. In our evaluation we have
used a structure (specifically a list), that stores the main
concepts in the sequential order as they appear in the text.
This list contains a set of structures generated by the par-
tial parser [128] called slot structures (SS). They store an
identifier (marked as upper cases such as X), the morpho-
logical knowledge (in the structure ‘‘conc,’’ such as number
and gender), syntactic knowledge (e.g., the slot structures
of nested phrases), semantic information (the synset and the
type), the term as it appears in the text (e.g., used), and the
lemma (e.g., use).
C. BROWSING AND AUTOMATIC MONITORING
OF FORUMS
The first functionality of the system consists in being able to
browse automatically the structure of the forum generated by
the application.
A computational method to facilitate the tracking andmon-
itoring of forums generated by online learning courses and
communities will be used for the abovementioned purpose.
For instance, the method presented in Mora et al. [20] could
be used. It analyses the forum information through Natural
Language Processing techniques and extract the main topics
discussed in the forums according to the subject matter being
studied in order to describe its content and evolution along
the course. In detail, the text corresponding to the program
of the subject is processed by NLP tools (Part-of-Speech
tagging, partial parsing and semantic enrichment). After that,
it is clustered and the most relevant topics of each cluster are
extracted. Next, each new student post is processed in a simi-
lar way in order to obtain the clusters of the set formed by the
original post and the replies to it. In this way, in each separated
thread of posts, they accomplish the anaphora resolution of
definite descriptions which are included in the same cluster.
Finally, the list of the most relevant topics from all the posts
is processed jointly with the subject topics in order to obtain
the final list of relevant topics linked to the subject program
topics.
Based on the extracted information, many actions can be
done: for example, the system can automatically restructure
the forum categories according the main themes addressed,
the teacher staff can identify what the hot issues are in order to
provide useful explanations about them, and the students can
identify easily the thread where to look for their answer or to
post new comments. In this way, this information performs
tracking the forums and the online course more effectively
both for students and instructors.
FIGURE 6. Cluster extraction of course program. Unit 8: Regression
analysis.
To evaluate this functionality, we have applied the above-
mentioned method proposed inMora et al. [20]. First, the text
corresponding to the course program was processed by the
previous mentioned NLP tools (Part-of-Speech tagging, par-
tial parsing, semantic enrichment and linguistic phenomena
resolution) obtaining the mentioned meaning data structure.
This structure was the input for the clustering process. After
that, the similarity matrix between each pair of parsed phrases
was calculated obtaining a list of clusters. Subsequently, clus-
ters were ranked according to their relevance using Informa-
tion Retrieval techniques. Finally, the most relevant topics of
each cluster according to their relevance were extracted.
For instance, related to our example, after processing unit
8 in the course program, the five clusters shown in Fig-
ure 6 are identified.
Following this, each new student post was processed in a
similar way to obtain the clusters and the relevant topics of the
set formed by the original post and the subsequent replies.
We processed the second post of the thread#142 (Figure 2).
All the previous posts had been processed and the new terms
were written in bold. To conclude, a filtering process was
applied to the set of clusters so as to filter some frequent
and irrelevant expressions (e.g., ‘‘Hi’’, ‘‘are,’’ or ‘‘the differ-
ence’’). In Figure 7, an excerpt of the extracted clusters is
shown.
Finally, the list of the most relevant topics from all the
posts was processed jointly with the course program topics
to obtain the final list of relevant topics linked to the course
program. For example, after merging cluster 1 of Figure 6
(clusters of course program) and cluster 1 of Figure 7 (clusters
of student posts) a cluster with the topic of regression was
obtained. The final result is a new topic (regression), which
was added to the list of relevant topics.
In Table 3, the main topics of the ‘‘Course Material Feed-
back’’ forum category that were detected by the system are
shown. We can distinguish 14 main topics ranked by the
number of threads related to each topic. For instance, themost
important topic is ‘‘Homework Questions’’ with a percentage
of 46.1% of the total threads in this forum category. By con-
trast, ‘‘Califications’’ is the least relevant topic with 1.1% of
the threads.
As previously discussed, one of the main benefits of this
work is the automatic processing of a huge amount of posts
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FIGURE 7. Cluster extraction of student posts.
TABLE 3. Main topics of the ‘‘Course Material Feedback’’ forum category
extracted by the system.
included in the forums. The results of this study show the
importance of our proposal because it is possible to display
the main topics in a concise and classified manner. Based
on the extracted information, many actions can be carried
out: (1) the system can automatically restructure the forum
categories according to the main topics being addressed;
(2) the instructors can identify what are the trending issues
providing feedback; and (3) the students can easily identify
the thread to look for answers to their questions, or to post
new comments. In summary, information about main topics
allows students and instructors to track more effectively the
forums and the online course. In this way, we achieve a
comprehensive solution and maximize the benefits from the
information generated in these forums, and we overcome
partial solutions proposed in previous work (e.g. the one in
Wise et al. [130], in which the authors only classify threads
that are substantially related or unrelated to the course mate-
rial, by means of learning linguistic features of each cat-
egory). The advantage of our approach is the combination
of the forum topics with the course ones, and, in addition,
our architecture includes the improved services, which are
explained in the next two subsections (information search and
KPIs extraction).
D. INFORMATION SEARCH FOR QUESTIONS AND
ANSWERS
This functionality will offer the traditional format of a
general-purpose search engine (QA system), in which the
user makes a request for information and the system will
present the most relevant results, either the most similar
question or the answer more likely to the question.
Unlike traditional search engines, the starting point of a
QA system is not to return a list of documents, but to provide
a list of ‘‘pieces of text’’ that supposedly contain the infor-
mation required by the user. To achieve this goal, a greater
understanding of documents will be required, which will
cause delays to the search process, implying longer response
times. However, this inconvenience is currently addressed by
reducing the size of the text on which more expensive com-
putational techniques such as NLP will be applied. Usually,
the work is done on the output of a traditional IR system.
That is to say, only a limited number (usually hundreds
of documents) from the millions of available documents is
selected to perform the costly techniques.
Another aspect that characterizes the QA systems is that
the question needs to be expressed in its complete form in
natural language, that is, in the highest level of detail possible.
In contrast, traditional search engines only require as input
a sequence of keywords. Examples of NLP-based informa-
tion search techniques are the works by Ferrández [131] and
Muñoz-Terol et al. [132]. Other sets of techniques used in
QA have been presented in the TREC (Text REtrieval Con-
ference) competitions since 1999 (http://trec.nist.gov/ visited
on 29th of November, 2018).
Recently, specific methods have been developed for infor-
mation search in the forums [10] which obtain better
results than the proposals presented in the competitions
SemEval (2016 and 2017) in ‘‘question-to-question similar-
ity’’ task [47]. The evaluation accomplished in this paper has
run the AliQAn system [132], which does cannot obtain a
‘‘question-to-question similarity’’. However, the modularity
characteristic of our architecture will facilitate the use of
alternative QA systems, which could improve the precision
in the search for the correct answer to a specific question.
Next, we show some examples of information searches
extracted from the case study. These examples illustrate the
benefits of the services described in our proposal.
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FIGURE 8. An example of an Information Retrieval search.
The first example shows an instance of a general infor-
mation search that can be submitted by both teachers and
students: ‘‘problems with questions in unit 2, specifically
7 and 8’’. In this search, the system extracted the infor-
mation as an Information Retrieval (IR) engine, that is,
it presents both the questions and answers in the forums that
are relevant to the information search as shown in Figure 8.
In this example, we have run our IR tool presented in [131],
where the terms in the questions and forums are enriched
with lexical and syntactic knowledge generated by a POS-
tagger and a syntactic Chunker. This ensures the inclusion
of dependency information between terms that are not con-
sidered in traditional IR similarity measures. Specifically,
the most outstanding terms extracted from the content of the
FIGURE 9. An example of a Question Answering search.
courses (i.e. ‘‘question’’ or ‘‘unit’’) are weighted according
to the Deviation from Randomness (DFR) measure [133] and
properly enhanced with the lexical and syntactic knowledge,
as detailed in [131]. The noun phrases generated in ‘‘question
7 and 8 in unit 2’’ are enriched with their semantic variations
(e.g. ‘‘question’’ and ‘‘homework’’ share common inherited
hypernyms). The results presented in this figure show the first
most relevant post that coincides with most of the information
search terms, followed by other posts where the number of
coinciding terms decrease until the least relevant post that
only matches the term ‘‘question’’.
The second example in Figure 9 illustrates the types of
questions that also extract specific information searched by
teachers or students as in Question Answering applications:
‘‘What is the best web browser for the course?’’. In this kind
of search, the system benefits from a deeper understanding
of both the question and the text forums in order to analyses
the information search. The aim is to detect the kind of
entities that the user is searching for (e.g. a date or a URL),
and exploit the semantic information about possible answers
to extract the correct answer. For example, in the query
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example, our QA tool that has participated in CLEF and
TREC competitions, namedAliQAn [132], concludes that the
user is searching for ‘‘web browsers’’ after a pattern matching
based on lexical, syntactic and semantic knowledge (‘‘what’’
+ headOfTheFollowingNounPhrase). In this figure, different
web browsers (e.g. ‘‘Google Chrome’’) are automatically
identified and highlighted in the posts, which are detected
in AliQAn by means of semantic knowledge extracted from
WordNet and Wikipedia as detailed in Ferrández et al. [134].
Next, the post that contains an entity of the required type are
sorted by relevance according to the information search.
E. KEY PERFORMANCE INDICATORS (KPI) INFERENCE
This functionality will report different KPIs of the online
course extracted from the forums, especially useful for teach-
ers and administrators of the ODL platform. The results will
be presented through dashboards. Indicators that express par-
ticipation, motivation, achievement, and the degree of student
drop-out are very useful for managing online courses and
designing learning strategies.
The method presented in the work of Peral et al. [135] for
the identification of relevant KPIs, which has been evaluated
in an educational context, could be used for this module. This
method consists of 6 stages in which, basically, the business
strategy model, the KPIs and the multidimensional model are
defined. The method uses DM techniques to identify the KPIs
that are really relevant.
In this work, the authors identify indicators such as incre-
ment in the number of students, dropout ratio, student recov-
ery ratio, % of active students, % of students who fail the
course, % of students passing the exams without seeing the
corresponding lessons, and % of students taking the course
in a continuous or sequential pattern from a MOOC course.
After that, they evaluate over Open Data extracted from the
University of Alicante the objective about ‘‘student achieve-
ment’’ which is measured by the student results. After apply-
ing their method and DM techniques, they extract the most
determinant indicators and check their relevance.
It is necessary to emphasize other indicators that are
extracted automatically from the specific data of the forums
and that have not been taken into account previously. In this
set, the mentioned method of Mora et al. [20] is included.
This method is able to extract the main topics discussed in the
forums and displays them in a clean, orderly, and classified
way with the aim to enrich the student-teacher interaction
taking into account the contribution of knowledge among all
the information included in the forums.
To conclude our case study, wewill show the KPI inference
process. KPIs are used to evaluate the success of specific
activities, very often connected to companies. In our case, we
will use KPIs to identify the students’ needs through educa-
tion. It is worthwhile to note that KPIs will be extracted only
from the forums. In fact, it would be interesting to discover
other KPIs, such as student progression along the course,
percentage of dropouts, etc. The next experiment in a cloud
representation will give us the opportunity to understand how
FIGURE 10. Word clouds of ‘‘Course Material Feedback’’ and ‘‘External
Resources’’ forums.
it is possible to obtain these types of indicators and, therefore,
will open new directions with the possibilities of KPIs in the
education context. In this regard, it will be possible to record
feedback from students, teachers, and instructors, to facilitate
continuous improvement of each course.
In order to obtain a graphical visualization with the key
words of the different forum categories the word cloud (or
tag cloud) has been used. In Figure 10 the word clouds of
the ‘‘Course Material Feedback’’ and ‘‘External Resources’’
forums are shown.
As observed in the figure, the importance of each tag
is shown with font size or color. This format is useful for
quickly perceiving the most prominent terms and for locating
a term alphabetically to determine its relative prominence.
For instance, in the ‘‘Course Material Feedback’’ forum we
can appreciate some key terms: ‘‘due’’ (regarding due dates),
‘‘homework’’ or ‘‘quiz’’. In the ‘‘External Resources’’ forum
relevant words related to ‘‘food’’, ‘‘spicy’’ and ‘‘mortality’’
can be observed. This is because these words are repeated in
several posts about experiments relating to the association of
mortality with the spicy food.
Once we have graphically obtained these relevant data,
we have defined a three-step process that allows us to confirm
the relevant topics previously extracted (using the clustering
techniques mentioned in Section III-C) and the finding of
new indicators. The process consists of the following steps:
(i) identification of the most relevant words in the cloud, (ii)
automatic extraction of topics, and (iii) combination of the
results of the previous two steps. After the combination of
the results, the relevant topics will be confirmed, and new
indicators will be discovered. These will enable new patterns
of the students’ behavior to be obtained, which will help to
make decisions that will improve the course.
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FIGURE 11. Example of post processing with Sentiment Analysis tool.
Applying this process to our case study: (i) With the word
cloud of ‘‘Course Material Feedback’’ forum we see that
the terms ‘‘due’’ and ‘‘homework’’ are very relevant for
students. (ii) After the automatic extraction of topics, if we
analyses Table 3 (main topics), three topics related to these
terms have been extracted: (1) Homework questions (46.1%
of the threads); (2) homework submission problems (6.7%);
(3) homework due date? (2.2%). (iii) Combining the data
of the cloud with the automatically extracted topics we can
affirm that the ‘‘due date’’ is a very relevant term due to its
appearance frequency in all the posts (according to the cloud)
although only 2.2% of the posts have been extracted related
to this topic. Subsequently, we can conclude that course
managers should take newmeasures concerning this topic by,
for example, announcing in advance and/or periodically the
work deadlines dates and publish them via different channels.
To conclude this section, we present the extraction of a KPI
about the student satisfaction percentage. This would be an
indicator that the objectives of the course are being fulfilled.
The course threads about ‘‘Congratulations’’ topic (11.8%
of the total threads) have been processed with a Sentiment
Analysis and Opinion Mining tool in order to discover the
polarity of the opinions expressed in these threads (positive,
negative or neutral). These systems determine whether a mes-
sage (or a fragment of it) expresses a positive, negative, or
neutral sentiment.
We have used the GPLSI system: supervised sentiment
analysis in Twitter [136], [137], submitted for the SemEval
2014 Task 9 (Sentiment Analysis in Twitter). It consists of
a supervised approach using machine learning techniques,
without employing any external knowledge and resources.
It uses the term in the dataset as features. These terms are
combined to create skipgrams (not-adjacent ngrams) that are
employed as features for a supervised machine learning algo-
rithm. In Figure 11, the processing of thread #155 of ‘‘Course
Material Feedback’’ forum with the GPLSI system is shown.
In Figure 11, the post text (‘‘Thank you! The course was
great! Thank you verymuch for your effort! I will recommend
it. Francesco.’’) can be observed. The polarity (sentimentCat-
egory: positive) and intensity (0. 6666667) of all text (tagged
as OVERALL) are identified. Furthermore, the polarity and
intensity about automatically extracted subjects (Francesco)
are presented.
Of all the threads related to ‘‘Congratulations’’ topic,
95.25% had a positive sentiment and 4.75% had a neutral
one. This indicator is very important, showing that the student
satisfaction percentage is very high and the general opinion
of the students about the course is very positive.
IV. CONCLUSIONS AND FUTURE WORK
The ODL platforms have become very popular in recent
years. Forums are a central communication tool in many
courses included in online educational platforms. These
courses rely mainly on discussion forums for interaction
among students. However, the learning advantages that these
tools should provide are very often not exploited. Forums do
not support learning if many messages are produced, espe-
cially when they are posted in a disordered and unstructured
way which makes it difficult and time consuming for the user
to analyses the information.
Numerous studies have been performed to look for infor-
mation about how students search for and manage informa-
tion as well as other aspects of forum operations to improve
management and learning effects. In this paper we have
reviewed the approaches and techniques related to online
courses management to discover what challenges need to be
resolved. We conclude that no effective solutions have been
proposed and there are three main unresolved challenges:
(1) the efficient management and monitoring of massive
forums; (2) the effective search mechanisms over questions
and answers present in the forums; (3) the extraction of rele-
vant Key Performance Indicators for improving the learning
and teaching processes.
Furthermore, we have presented a set of analytics tech-
niques and a general architecture with three basic functional-
ities that resolve the abovementioned challenges: (1) the use
of automatic tools and applications to facilitate the tracking
andmonitoring of online learning communities by using NLP
techniques (lexical, syntactic and semantic analysis of the
text, anaphora and ellipsis resolution, etc.) and clustering;
(2) the application of Information Retrieval and Question
Answering techniques for searching information; (3) the
employment of DataMining techniques to extract the relevant
KPIs.
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The architecture defined in this work provides the main
advantage of a system that has the ability to solve or tackle the
main challenges in forums. On the one hand, with the topic
detection, the clustering and the use of Data Mining, the irrel-
evant material can be eliminated. On the other hand, the NLP
techniques (dictionaries, parsing and linguistic phenomena
resolution) allows the system to work with and correct text
written in an informal language with grammatical and typo-
graphic errors. The benefits of our proposal have been shown
on an online course of Stanford University named Statistics
in Medicine (MEDSTATS).
Future research lines will involve an assessment of the
impact of this study through a deeper evaluation of the
architecture, with a comparative analysis of the interaction
between alternative tools (e.g. different QA systems), and
on a set of different and larger data sets. The intention is to
strengthen the use of ODL platforms forums, allowing them
to boost student learning, as well as serving as a tool for
teachers to monitor the learning process of their students. The
aim is to overcome the current drawbacks of ODL and they
become the basis of new teaching-learning processes such as
e-learning, collaborative learning and project-based learning.
In this way, we will be able to approach the ideal goal
of personalized education, in which each student advances
according to his/her characteristics and interests.
APPENDIX
MEDSTATS Course Program. Unit 1: Descriptive Statis-
tics and Looking at Data
Module 1: Introduction to datasets
Module 2: Types of data
Module 3: Visualizing data
Module 4: Measures of central tendency (mean, median)
Module 5: Dispersion of the data (standard deviation, per-
centiles)
Module 6: Exploring real data: lead in lipstick
Unit 1 Homework
Additional Readings (optional)
Unit 1 R exercise 1 (Optional)
Unit 2: Review of Study Designs; Measures of Disease
Risk and Association
Module 1: Review of study designs
Module 2: Measures of disease frequency
Module 3: Absolute risk differences
Module 4: Relative risks (rate ratios, risk ratios, hazard
ratios, odds ratios)
Module 5: Odds ratios can mislead
Module 6: Communicating risks clearly: absolute vs. rela-
tive risks
Unit 2 Homework
Additional Readings (optional)
Unit 3: Probability, Bayes’ Rule, Diagnostic Testing
Module 1: Basic Probability
Module 1 Optional: Calculating Probabilities: Permuta-
tions and Combinations
Module 2: Rules of Probability
Module 3: Probability Trees and Conditional Probability
Module 4: Bayes’ Rule
Module 4 Optional: Conditional probability, Bayes’ rule,
and the odds ratio
Module 5: Diagnostic testing
Unit 3 Homework
Unit 4: Probability Distributions
Module 1: Probability Distributions
Module 2: Expected Value
Module 3: Variance
Module 4: The Binomial Distribution
Module 5: The Normal and Standard Normal Distributions
Module 6: The Normal Approximation to the Binomial
Module 7: Assessing Normality in Data
Unit 4 Homework
Unit 5: Statistical Inference
Module 1: Review of Z-distribution, Introduction to T-
distribution
Module 2: Introduction to Statistical Inference
Module 3: Introduction to the Distribution of a Statistic
Module 4: Distributions of some common Statistics
Module 5: Confidence Intervals (estimation)
Module 6: Where does the Margin of Error come from in
Polls?
Module 7: Hypothesis Testing (p-values)
Module 8: HIV Vaccine Trial/Bayesian Inference
Unit 5 Homework
Additional Readings (optional)
Unit 6: P-values (errors, statistical power, and pitfalls)
Module 1: Type I and Type II errors and Statistical power
Module 1 Optional: Sample Size Formulas, Derivations
Module 2: P-value pitfalls: Statistical vs. Clinical Signifi-
cance
Module 3: P-value pitfalls: Multiple Testing
Guest Lecture - Case Study: Multiple Testing in Cardio-
vascular Medicine (optional)
Module 4: P-value pitfalls: Don’t compare P-values!
Module 5: P-value pitfalls: Failure to prove an effect is not
proof of no effect
Module 6: P-value pitfalls: Correlation is not Causation
Module 7: Introduction to Correlated Data
Module 8: Overview of Statistical Tests
Unit 6 Homework
Additional Readings (optional)
Unit 7: Statistical Tests
Module 1: Comparing Means between 2 Groups
Module 2: ComparingMeans between more than 2 Groups
Module 3: Alternative tests to the ttest and ANOVA (non-
parametric tests)
Module 4: Comparing Proportions between 2 Groups
Module 5: Comparing Proportions between more than
2 Groups
Module 6: Comparing Time-to-Event Outcomes between
2 or more Groups
Unit 7 Homework
Additional Readings (optional)
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Unit 7 R exercise (Optional)
Unit 8: Regression Analysis
Module 1: Covariance and Correlation
Module 2: Simple Linear Regression
Module 3: Residual Analysis
Module 4: Multiple Linear Regression and Statistical
Adjustment
Module 5: Categorical Predictors in Regression
Module 6: Practice Interpreting Linear Regression Results
Module 7: Regression Worries: Overfitting and Missing
Data
Module 7 Optional: Variable Transformation
Unit 8 Homework
Additional Readings (optional)
Unit 8 R exercise (Optional)
Unit 9: Regression II: Logistic Regression, Cox Regres-
sion
Module 1: Logistic Regression
Module 2: Practical Example: Interpreting results from
Logistical Regression
Module 3: Testing the ‘‘linear in the logit’’ Assumption of
Logistical Regression
Module 4: Interactions
Module 5: Introduction to Cox Regression
Module 6: Regression Worries: Residual Confounding
Unit 9 Homework
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