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Abstract
We consider statistical methods for the analysis of teratology data and investigate
bias and efficiency of different estimators in presence of overdispersion. In partic-
ular, we focus on the decoupled Gaussian method for analysis of the correlated
binary data. Both analytic and simulation studies are carried out to evaluate dif-
ferent models. It is found that the decoupled Gaussian method work especially
well for joint estimation of mean and intraclass correlation parameters.
Previous modelling effort usually has been conducted on viable fetuses alone.
To incorporate information in the prenatal dead/resorbed fetuses, we propose a new
approach for joint analysis of prenatal death/resorption and malformation. This
approach has several advantages: (i) it provides a convenient way of modelling
the unobserved in utero death as well as observed defeats in risk assessment; (ii)
it enables us to have flexible choices in ordinal categorical data analysis; and (iii)
we can obtain efficient statistical inference using the framework of the generalized
estimating equations. Real data analyses are provided for demonstrations.
viii
Statement
My major contributions in this thesis are as follows:
(i) to verify using litter counts in stead of fetus-specific outcomes does not lose
any information for the GEE approach to estimate mean parameters (§4.2, Chapter
2);
(ii) to propose two new approaches for generating clustered binomial data for in-
vestigating the performance of different estimating methods for non-beta-binomial
data (§3.2, Chapter 3);
(iii) to apply the decoupled Gaussian estimation for correlated binomial data
and compare its performance with a variety of several other estimating methods
(Chapter 3);
(iv) to propose a multivariate model incorporating the risk of death in Utero
by modelling the probability of being observed (Chapter 4).




Lately, society has increasingly concerned with problems related to fertility and
pregnancy, birth defects, and developmental abnormalities. Regulatory agencies
such as the U.S. Environmental Protection Agency (EPA) and the U.S. Food and
Drug Administration (FDA) have given increased priority to protection against
drugs, harmful chemicals, and other environmental hazards. This may attribute
to the growth of drug industry and more people suffering toxic reaction to drugs.
In order to identify the toxicity, three test designs (segments I, II, and III) have
been established by FDA in 1966 to assess specific type of effects (Molenberghs,
Declerck, and Aerts, 1998):
Segment I studies are known as “fertility studies” which are designed to assess
male and female fertility and general reproductive ability. Such studies typically
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involve exposing males for 60 days and females for 14 days before mating.
Segment II studies are also referred to as “teratology studies” since historically
the primary goal was to study malformations. The origin of the word “teratology”,
which comes from the Greek word “tera”, means monster. The methodologies
discussed in this thesis mainly apply to Segment II studies.
Segment III tests are focused on effects later in gestation and involve exposing
pregnant animals from the 15th day of gestation through lactation.
Animal laboratory experiments are used in each of three test designs and pro-
vide good evidences for identifying the toxicity. A typical teratology experiment
distributes timed-pregnant animals (mice, rats, and occasionally rabbits) to sev-
eral groups treated with varying doses of a compound and a control group. These
dams are exposed during major organogenesis (days 6 to 15 for mice and rats) and
structural development. All dams are sacrificed prior to normal delivery, at which
time the uterine contents are thoroughly examined to study the reproductive and
developmental toxicity of the test agent. The number of implantations (or some-
times called implantation sites) is counted. An implant or fetus may be resorbed
at different stages during gestation, or die before birth; if it survives, growth re-
duction, such as weight loss, may occur; it may further exhibit various types of
structural variation, or even one or more types of malformation (Zhu and Fung,
1996). Figure 1.1 illustrates the teratology data structure.
Since laboratory experiments involve considerable amounts of time and money,
as well as huge numbers of animals, it is essential that the most appropriate and























































Figure 1.1: Data structure of teratology studies
efficient statistical models are used (Williams and Ryan, 1996). In addition, the
analysis of the teratology data combining multivariate and clustered data issues
raises a number of challenges.
1.2 Examples and Notation
Although there are dichotomous as well as continuous outcomes in a teratology
experiment, we will focus on dichotomous outcomes — the occurrence of malfor-
mations or fetal deaths — in this thesis. We now introduce several teratology
data sets, which will be used in the thesis, to give an intuitional understanding of
teratology data.
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Example 1.1 Paul (1982)
The data (from Shell Toxicology Laboratory, Sittingbourne Research Centre, Sit-
tingbourne, Kent, England) are given in Table 1.1, which are analyzed by Paul
(1982). The species used in the experiment is banded Dutch rabbit, and skeletal
and visceral abnormalities were observed. Here n denotes the number of live fe-
tuses, and s indicates the number affected by treatment in each dose group. For
example, the first pregnant female in the control group has one abnormal fetus out
of the twelve live fetuses, and the first pregnant female in the low-dose treatment
group has no abnormal fetuses out of five fetuses.
Table 1.1: Data presented in Paul (1982).
Group
Control s 1 1 4 0 0 0 0 0 1 0 2 0 5 2 1 2 0 0 1 0 0 0 0 3 2 4 0
n 12 7 6 6 7 8 10 7 8 6 11 7 8 9 2 7 9 7 11 10 4 8 10 12 8 7 8
Low s 0 1 1 0 2 0 1 0 1 0 0 3 0 0 1 5 0 0 3
dose n 5 11 7 9 12 8 6 7 6 4 6 9 6 7 5 9 1 6 9
Medium s 2 3 2 1 2 3 0 4 0 0 4 0 0 6 6 5 4 1 0 3 6
dose n 4 4 9 8 9 7 8 9 6 4 6 7 3 13 6 8 11 7 6 10 6
High s 1 0 1 0 1 0 1 1 2 0 4 1 1 4 2 3 1
dose n 9 10 7 5 4 6 3 8 5 4 4 5 3 8 6 8 6
Example 1.2 Haseman and Soares (1976)
The data in Table 1.2 are taken from Haseman and Soares (1976) and describe
one of the control groups from dominant lethal assays. In this experiment a drug’s
ability to cause damage to reproductive genetic material, sufficient to kill the fer-
tilized egg or developing embryo, is tested by dosing a male mouse and mating it
Chapter 1: Introduction 5
to one or more females. A significant increase in fetal deaths is then indicative a
adverse effect.
Table 1.2: Sample No. 3 of Haseman and Soares (1976).
Observed frequency distribution of fetal death in mice
Litter Number of dead fetuses




4 5 2 1
5 8 2 1 1 1
6 8
7 4 4 2 1
8 7 7 1
9 8 9 7 1 1
10 22 17 2 1 1 1
11 38 18 9 1 2 1 1
12 54 27 12 2 1 2
13 46 30 8 4 1 1 1
14 43 21 13 3 1 1
15 22 22 5 2 1
16 6 6 3 1 1
17
18 3 2 1
We need to consider how we might describe such data sets in a relatively simple
manner which often requires a mathematical formulation. We present the notation
we adopt for teratology data in the following paragraphs.
In general, we will use capital letters to represent random variables or matri-
ces, relying on the context to distinguish the two, and small letters for specific
observations. Scalars and matrices will be in normal type, vectors will be in bold
type.
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In a typical teratology experiment, suppose we have t different dose groups.
There are mi litters under the ith dose group. The jth litter out of the mi has
size nij, and yij fetuses out of the nij are abnormal. We further write the binary
response vector from the litter j in dose i as Y ij = (yij1, · · · , yijnij)′, where yijk
takes value 1 if the k-th fetus in the j-th litter under i-th group is abnormal,
otherwise 0. Obviously, yij =
∑
k yijk. It may be useful to refer to the diagram
below for a quick check of the notation.
t dose groups

No. of litters per dose group





ni1 ni2 · · ·nij · · ·nimi
No. of responding within each litter:
yi1 yi2 · · · yij · · · yimi
.
t ←−———— mt ————−→
The response probability is assumed to be the same for all fetuses in the same
dose group; specifically, Pr(Yijk = 1) = µi for all j and k. Furthermore, the
responses of fetuses from different litters are assumed to be independent.
Because of genetic similarity and the same treatment conditions, fetuses of
the same mother behave more alike than those of another mother. This has been
termed “litter effect” and is one important form of clustering. As a result, responses
of different fetuses within the same litter are likely to be correlated. Assume the
intraclass correlation between any pair of binary responses is affected by dose level
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only, that is Corr(Yijk, Yijl), k 6= l, for litter j in dose group i is ρi. It follows that
Var(Yij) = nijµi(1− µi)[1 + (nij − 1)ρi],
so that the Yij are overdispersed relative to the binomial distribution if ρi > 0
and underdispered if ρi < 0. In practice, overdispersion is much more common
compared with underdispersion phenomenon. As an important characteristic of
teratological data, this extra variation must be taken into account for valid statis-
tical inferences.
1.3 Organization of the Thesis
This chapter has given a brief introduction to teratology data. Chapter 2 reviews
the existing methods for analysis of teratology data and compares advantages and
disadvantages of each method. Chapter 3 focuses on the decoupled Gaussian ap-
proach for analysis of the correlated binary data. Simulation studies are carried
out to investigate the bias and efficiency of different estimators in the presence of
overdispersion. A new approach of ordinal responses for joint analysis of prenatal
death/resorbtion and malformation is given in Chapter 4. Conclusions and further
research are presented in Chapter 5.
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Chapter 2
The Models and Estimation
2.1 Introduction
In the past 30 years, a number of methods have been proposed for the analysis
of clustered binary data. Roughly, methods for correlated binary data can be
grouped into two classes: likelihood-based methods and non-likelihood methods.
For likelihood-based methods, the key problem is to find proper likelihood func-
tions that can be used for the efficient and parsimonious estimation of parameters.
For non-likelihood methods, the quasi-likelihood approach and the generalized es-
timating equations (GEE) have gained widespread popularity. In addition, the
peculiar parameter to clustered binary data, intraclass correlation, is also an im-
portant parameter, and a number of approaches have been proposed for estimating
this parameter. Before we present the existing methods for analysis of teratology
data, let’s first introduce a fundamental issue — identifying overdispersion.
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2.2 Diagnostics of overdispersion
As mentioned in §1.2, teratological data typically exhibits overdispersion. But it is
not to affirm that teratological data is born with overdispersion. A question for this
kind of data arises naturally: how to identify whether there is any overdispersion
in data? If there is, how to quantify it relative to normal binomial or multinomial
distribution? As pointed out by Williams(1987), evidence of overdispersion comes
from an analysis of the binomial dispersion statistics.
Consider the litters, fis in number, say, of size s in dose group i. Let Y¯is denote
the mean of the response Yij for these litters, and let Uis denote the sum of squares








Nis − 1 ,
and variance bounded above by
Vis =
2(fis − 1)N3is(Nis − fis)
(Nis − 1)2(Nis − 2)(Nis − 3) ,
(see Uspensky, 1937, Chap. XI, §4), where Nis = sfis.










1 diagnoses the overdispersion. We use Paul’s
data (1982), which is given in Table 1.1, to demonstrate the method.
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Table 2.1: Binomial dispersion statistics and their null expectations and variances
evaluated for the data of Paul (1982).
Dose group Litter size Frequency Statistic Expectation Variance
i s fs Dis Eis Vis
0 dose 2 1 0.000 0.000 0.000
4 1 0.000 0.000 0.000
6 3 10.286 2.118 5.045
7 7 16.333 6.125 11.904
8 6 17.400 5.106 10.158
9 2 2.250 1.059 2.691
10 3 0.000 2.069 4.586
11 2 0.386 1.048 2.542
12 2 1.200 1.043 2.489
L dose 1 1 0.000 0.000 0.000
4 1 0.000 0.000 0.000
5 2 1.111 1.111 3.527
6 5 3.214 4.138 8.493
7 3 2.100 2.100 4.874
8 1 0.000 0.000 0.000
9 4 6.676 3.086 6.517
11 1 0.000 0.000 0.000
12 1 0.000 0.000 0.000
M dose 3 1 0.000 0.000 0.000
4 3 4.800 2.182 5.712
6 5 24.643 4.138 8.493
7 3 4.323 2.100 4.874
8 3 9.333 2.087 4.751
9 3 1.421 2.077 4.658
10 1 0.000 0.000 0.000
11 1 0.000 0.000 0.000
13 1 0.000 0.000 0.000
H dose 3 2 0.000 1.200 5.760
4 3 8.914 2.182 5.712
5 3 2.500 2.143 5.298
6 3 2.400 2.118 5.045
7 1 0.000 0.000 0.000
8 3 2.625 2.087 4.751
9 1 0.000 0.000 0.000
10 1 0.000 0.000 0.000
Total 121.917 51.317 117.880
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The values of Yis, Eis, and Vis are given in Table 2.1. In the majority of cases,









which provides very significant evidence of extra-binomial variation compared with







Eis ≈ 138%, comparing with those obtained
from the ordinary binomial model.
2.3 Likelihood-based Models
Recall our general setting for the developmental toxicity data in Chapter 1: a
typical teratology experiment consists of t different dose groups. There are mi
litters under the ith dose group. The jth litter out of the mi has size nij, and
out the nij fetuses, yij respond. In this Section, for simplicity we shall continue
with the case of just one dose group and one litter, denoting by (y, n). And let
Y = (y1, · · · , yn)′, in which yk is the fetus-specific binary outcome taking value 1 if
malformed, otherwise, 0. Obviously, y =
∑n
k=1 yk. The extension to general cases
is straightforward.
Likelihood-based approaches use a marginal mean regression parameter and re-
quire full specification of the joint multivariate distribution through higher-moment
assumptions. These marginal approaches are computationally intensive even in sit-
uations with a small number of fetuses of each independent experimental unit.
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2.3.1 Beta-binomial Model (BB)
The beta-binomial distribution may be the most popular distribution employed
for correlated binary data in likelihood methods. Based on the excellent work
previously done by several statisticians (Williams, 1975; Haseman and kupper,
1979; Segreti and Munson, 1981), the beta-binomial distribution was suggested for
teratology data. The superiority of the beta-binomial model for the analysis of
proportions has been shown by many authors (Paul, 1982; Pack, 1986).
• Likelihood
A beta-binomial model assumes that: the malformation probability P varies
as a beta distribution between dose groups with parameter α and β,
pα−1(1− p)β−1
B(α, β)
, 0 ≤ p ≤ 1, α, β > 0,
where B(., .) denotes the beta function. Conditional on P , the number of
malformations Y in the litter follows a binomial distribution. The marginal
distribution for Yij is:





B(α+ y, n+ β − y)
B(α, β)
, y = 0, 1, · · · , n. (2.1)
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In this parametrization, the above density is:























































r=0 (1− µ+ rθ)∏n−1
r=0 (1 + rθ)
. (2.2)
• Mean, variance and correlation
E[Y ] = E[E(Y |P )] = E(nP ) = nµ,
Var[Y ] = Var[E(Y |P )] + E[Var(Y |P )]
= Var(nP ) + E[nP (1− P )]









E[(Yk − µ)(Yl − µ)|P ]
}






α+ β + 1
.
• Score functions










log(1 + rθ). (2.3)
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The beta-binomial model only handles the data exhibiting overdispersion. Pren-
tice (1986) presented an extended beta-binomial model which allows overdispersion
as well as underdispersion.
2.3.2 Correlated-binomial Model (CB)
The correlated-binomial model was proposed by Kupper and Haseman (1978), and
independently, as an “additional binomial” generalization of the binomial distri-
bution, by Altham (1978). This distribution is derived using the assumption that
the responses of the fetuses in a litter are not mutually independent. There is a
constant probability of malformation, µ, for all litters within a treatment group,
and we introduce ρ, the correlation between the responses of any two litter-mates.
• Likelihood
Bahadur (1961) showed that when mutual independence does not hold, then
the usual binomial form for Pr(Y = y|n) is multiplied by a function as
“correction factor”.
Pr(Y = y|n) = P(1)(y)f(y1, y2, ..., yn),
where P(1) ∼ B(n, µ).
Standardizing Yk to
Zk = (Yk − p)/[µ(1− µ)]1/2,
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Bahadur has shown that







+ · · ·+ E(Z1Z2 · · ·Zn)z1z2 · · · zn.
By reasonably assuming that all the 3rd and higher order moments are zero,
we get








E(ZkZk′) = Corr(Yk, Yk′) = φ/µ(1− µ) = ρ,
where Cov(Yk, Yk′) = φ. Finally, we get the explicit function of the two
parameters µ and φ:























≤ ρ ≤ 2µ(1− µ)




{[y − (n− 1)µ− (1/2)]2}.
• Mean, variance and correlation
E[Y ] = nµ,
Var[Y ] = nµ(1− µ)[1 + ρ(n− 1)],
Corr(Yk, Yl) = φ/µ(1− µ).
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• Score functions
The contribution of the cluster (y,n) to the log-likelihood can be written as:
l(µ, φ) =
{






2µ2(1− µ)2{(y − nµ)
2 + y(2µ− 1)− nµ2}
]}
. (2.7)




−[(y − nµ)2 + y(2µ− 1)− nµ2]










∂h(n, y, µ, φ)
∂µ
=
4φµ(1− µ)(1− 2µ){(y − nµ)2 + y(2µ− 1)− nµ2}
2µ2(1− µ)2 + φ{(y − nµ)2 + y(2µ− 1)− nµ2}
+
4φµ2(1− µ)2(n− 1)(y − nµ)
2µ2(1− µ)2 + φ{(y − nµ)2 + y(2µ− 1)− nµ2} .
2.3.3 Beta-correlated binomial Model (BCB)
Paul (1987) presents a model that incorporates separate parameters to describe
both the intraclass or intralitter correlation and the heterogeneity of outcome rates
(pi) between litters within a dose group. He assumes that conditional on P the lit-
ter counts Y follow the correlated-binomial distribution, CB(n, p, φ) (see §2.3.2), at
the same time the malformation probability P comes from a beta-distribution with
parameter α, β instead of a constant. This model can be viewed as a generaliza-
tion of the binomial, the beta-binomial, and the correlated binomial distributions.
Chapter 2: The Models and Estimation 17
And Paul recommended to use his model for separate assessment of intralitter and
interlitter sources of variability.
• Likelihood
The sophisticated model comes from the sophisticated assumptions.











2p2(1− p)2 [(y − np)
2















h(n, y, α, β)
]
,
where φ = ρp(1− p), and
h(n, y, α, β) =
y(y − 1)∏4r=0(α+ β + n− r)∏2
r=0(y + α− r)
∏2
r=0(n− y + β − r)
− 2y(n− 1)
∏3
r=0(n+ α+ β − r)
(y + α− 1)∏2r=0(n− y + β − r)
+
n(n− 1)∏2r=0(n+ α+ β − r)∏2


















Since this distribution is derived from the correlated-binomial distribution,
a bound similar to the one in the correlated-binomial distribution has to be
imposed on ρ, which is the correlation coefficient between any two littermates
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≤ ρ ≤ 2µ(1− µ)
(n− 1)µ(1− µ) + (1/4)− γ ,
where γ = miny{[y − (n− 1)µ− (1/2)]2}.
• Mean, Variance and correlation
E[Y ] = E[E(Y |P )] = E(nP ) = nµ,














The contribution of the cluster (y,n) to the log-likelihood can be written as:









g(y, n, µ, θ) =
y(y − 1)∏4r=0(1 + nθ − rθ)∏2
r=0(y + µ− rθ)
∏2
r=0(nθ − yθ + 1 + µ− rθ)
− 2y(n− 1)
∏3
r=0(1 + nθ − rθ)
(y + µ− θ)∏2r=0(nθ − yθ + 1− µ− rθ)
+
n(n− 1)∏2r=0(1 + nθ − rθ)∏2
r=0(nθ − yθ + 1 + µ− rθ)
,
and l(µ, θ) denotes the corresponding log-likelihood of the correlated-binomial
distribution (2.7).
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2.3.4 Mixture Models
Mixture models may be of great use in identifying litters with high mortality, which
may possibly be linked to atypical conditions. There are many kinds of combination
of models, such as mixture of two binomials, a binomial and a beta-binomial, two
correlated-binomials, and three or even more of them mixtures. Here we only use
the mixture of a beta-binomial with a binomial to illustrate this mixture-likelihood
method.
• Likelihood
The mixture of a beta-binomial with a binomial distribution






where Q(n, µ, θ) denotes the corresponding beta-binomial distribution (2.2),
and 0 ≤ γ ≤ 1.
• Mean, variance and correlation
E[Y ] = n[γµ+ (1− γ)ν],






θ + β + 1
.
• Score functions
Let l(1) denotes the log-likelihood of the beta-binomial distribution Q(n, µ, θ),
and l(2), the binomial distribution B(n, ν). Then, the log-likelihood of the
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mixture model can be written as:
l = γl(1) + (1− γ)l(2)
The first derivatives with respect to γ, ν, µ and θ are:
∂l
∂γ
= l(1) − l(2),
∂l
∂ν


































The use of finite mixture models for proportions receives a number of statisti-
cians’ attention, such as William (1988), Brook et al. (1997). In their paper, Brook
et al. (1997) concluded that even while the non-mixture models may provide an
acceptable description of the main body of the data, a more complicated mixture
model still worths to be considered.
2.4 Non-likelihood-based Models
The quasi-likelihood approach and the generalized estimating equations approach
are two main non-likelihood-based tools for the analysis of teratology data. To
demonstrate these two approaches, we consider multiple-dose case and adopt the
following settings in this Section:
There are t dose groups in the teratology experiment. Let mi be the number
of litters being exposed to dose di (i = 1, 2, ..., t), and nij be the litter size of the
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j-th litter in group i (j = 1, 2, ...,mi). Among the nij fetuses yij fetuses respond.
The probability of adverse events for a fetus in the dose i is µi, i = 1, 2, · · · , t. The
logistic model is the generally assumed model for the response probability µi when
multiple doses are considered, which is
µi = g(xi) =
exp(β0 + β1xi)
1 + exp(β0 + β1xi)
, (2.10)
where the covariate xi is the dose level for the ith group. Recall that we adopt a
constant intraclass correlation ρi within dose i in our general settings for teratology
data (see §1.2). Thus the mean and variance of yij are
E(Yij) = pii = nijµi, (2.11)
Var(Yij) = Vij = nijµi(1− µi){1 + (nij − 1)ρi}. (2.12)
2.4.1 Quasi-likelihood Approach
The main idea behind the quasi-likelihood approach (Wedderburn, 1974) is to avoid
a fully specified distribution for the response variable, Yij, when one is uncertain
about the random mechanism by which the data were generated. Instead, only the
relationship between the variance and the mean of Yij is specified, which is (2.12).
To estimate β = (β0, β1)



















1 + (nij − 1)ρi = 0. (2.13)




nijµi(1− µi){1 + (nij − 1)ρi} = mi − 2 (2.14)
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for ρi, i = 1, · · · , t (see Liang and Hanfelt, 1994; Kuk, 2003).
The variance-covariance matrix of the quasi-likelihood estimate βˆ can be esti-

























1 + (nij − 1)ρi .
It has been shown by McCullagh (1983) that the estimators obtained by solving
the quasi-likelihood function are “optimal” in the sense that they have smallest
variance among a class of linear unbiased estimators.
2.4.2 Generalized Estimating Equations
The generalized estimating equations or GEE methodology for the analysis of cor-
related binary data is a marginal approach that was proposed by Liang and Zeger
(1986) and Zeger and Liang (1986). The GEE approach is an extension of quasi-
likelihood to longitudinal data analysis or an extension of the generalized linear
model estimating equation to multivariate responses. Unlike the quasi-likelihood
approach and GLMs which still make between- and within-cluster independence as-
sumptions, the GEE further relaxes the constraint of within-cluster independence.
Because of the close connection to quasi-likelihood models, optimal properties of
the solution to the GEE can be extended (Liang et al., 1992).
Unlike some quasi-likelihood models modelling litter counts yij, the GEEmethod
works with the fetus-specific outcomes yijk. Let Y ij = (yij1, · · · , yijnij)T denote the
vector of responses for the jth litter in dose group i. The GEE can be written in
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ij (Y ij − µi) = 0, (2.15)
where µi is the mean vector for Y ij, Dij represents the nij × p design matrix
∂µi/∂β, and Vij is the nij × nij assumed covariance matrix of Y ij. Liang and






where Aij is the diagonal matrix
Aij = diag[Var(Yijk)] = diag[σ
2
i ] = diag[µi(1− µi)],
and Ri(α), which is also called “working correlation”, is a suitable correlation ma-
trix for the fetus-specific outcome vector Y ij indexed by a vector of parameters α.
Liang and Zeger (1986) suggest estimating α iteratively using moment-type esti-
mators based on the residuals at each iteration. While the working correlation can
be chosen as independent, exchangeable, AR(1) or unstructured. The exchangeable
or equicorrelated assumption
Corr(Yijk, Yijl) = ρi
corresponding to Rij = 1 and Rij = ρi (i 6= j) seems reasonable for developmental
teratology data.
If the assumed covariance of Y ij is correct, the covariance of the estimated
parameters, which is also called model-based covariance, is estimated by the so-













In practice, we cannot guarantee Ri correctly specifies the relationship between
the littermates. Therefore, Liang and Zeger (1986) introduced a robust empirical
variance estimator or data-based estimator























ij (yij − µi)(yij − µi)TV −1ij Dij
)
.
Regardless of the choices of Ri and Aij, the estimators are unbiased. And as
long as the chosen Ri and Aij are reasonable for the data, the GEE approach will
yield highly efficient estimates of the parameters (see Liang and Zeger, 1986 and
Zeger and Liang, 1986).
One interesting question, which has not been addressed in the literature, is
whether modelling Y ij can result in more efficient estimation than modelling yij,
the aggregated responses from each litter. With this in mind, we further investigate
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where Vij = Cov(Yij) = σ
2
i {(1− ρi)I − ρi1)}, and σ2i = µi(1− µi). We have






1 + (nij − 1)ρi1)}.











which coincides with quasi-likelihood version of estimating function (2.12), and
shows that using the total number of responses from each litter does not lose any
information.
2.5 Estimating Intraclass Correlation
In the analysis of littermate data from teratology studies, the intraclass correlation
parameter or the dispersion parameter receives considerable attention. Firstly, it
is an important quantitative measure of similarity between fetuses within litters;
secondly, the validity of statistical inferences for mean parameters are based on a
good estimation of intraclass correlation in many cases. For example, in order to
estimate the mean parameters β in the GEE approach, we need to solve (2.15)
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which involves correlation matrix Ri(α), so an estimator for the intraclass corre-
lation is necessary. In addition, the estimation of covariance of βˆ, Cov(βˆ), also
needs the specification of the intraclass correlation.
Usually, we prefer to assume that the correlation between any pair of responses
within each dose group is a constant, Corr(Yijk, Yijl) = ρi, k 6= l for any litter j in
dose i. In other words, the intraclass correlation only depends on dose level. For
simplicity we shall continue with the case of just one dose group (t = 1) in this
Section. The corresponding set up is: there are m dams, yj fetuses response out
of the dam j with nj fetuses, and the correlation between members k and l is a
constant, Corr(Yjk, Yjl) = ρ. Extension of the following estimators for intraclass
correlation to multiple doses is straightforward.
There are various estimators of intraclass correlation proposed for binary data.
Several authors have provided excellent reviews on this topic. For example, Ridout
et al. (1999) compares bias, standard deviation, mean square error and efficiency
properties of 20 estimators. Paul et al. (2003) further compare above statistical
properties of 26 estimators.
Intraclass correlation parameters can be obtained by the maximum likelihood
method based on a parametric model, such as BB, CB, CBC (see §2.3). The corre-
sponding score functions are given in (2.5),(2.8),(2.9) etc.. We usually think that
the estimators based on the parametric models may suffer from inefficiency or bias
when the likelihood is misspecified, which motivates consideration of other robust
estimators. Here we list several estimators which perform well in the simulation
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studies conducted by Paul and Saha.
• The Analysis of Variance Estimator
This estimator originally proposed for continuous data and later used by
various authors including Elston (1977) and Ridout et al. (1999) is given by
ρˆAOV =
MSb −MSω
MSb + (n0 − 1)MSω ,
where MSb and MSω are, respectively, the between-group and within-group











































As point out by Paul et al. (2003), this estimator has excellent statistical
properties including a least amount of bias, standard deviation and mean
squared error.
• The Estimator Based on Optimal Quadratic Estimating Equations
Following Crowder (1987), Paul (2001) obtained a set of unbiased estimating
equations for the regression and dispersion parameters. Let Zj = Yj/nj. The
Chapter 2: The Models and Estimation 28








[ajρ(zj − µ) + bjρ{(zj − µ)2 − σ2jλ}] = 0,
where ajµ, bjµ, ajρ, ajρ and Var(zj) = σ
2
jλ are functions of λ = (µ, ρ).
The optimal quadratic estimating equations for µ and ρ are thus obtained by
setting:
ajµ =













−µ(1− µ)(nj − 1)
njσ4jλγjλ
,
(see Crowder, 1987). Note that γ1j and γ2j are skewness and kurtosis of zi.
In practice we lack of information about the true skewness and kurtosis of
the distribution that generates the data. Paul (2001) suggested to use the
beta-binomial distribution for the 2nd, 3rd and 4th moments, ie.
κ2j = µ(1− µ){1 + (nj − 1)ρ}/nj,
κ3j = κ2j(1− 2µ){1 + (2nj − 1)ρ}/nj(1 + ρ),




(1 + ρ)(1 + 2ρ)n2j
[
{1 + (2nj − 1)ρ}{1 + (3nj − 1)ρ}{1− 3µ(1− µ)}
1− ρ
+ (nj − 1){ρ+ 3njκ2j}
]
.
An estimator based on the optimal quadratic estimating equations not only
behaves as good as the analysis of variance estimator, and further more, it
has consistently high efficiency and least variability.
2.6 Summary
In the parametric approach, likelihood may be difficult to specify and justify.
The GEE approach bypass specification of the likelihood, which is robust and
can give satisfactory parameter estimating results. However, it requires sup-
plementary estimating functions for variance/correlation parameters. Mean-
while, the moment estimation method for α (in our case, it is ρ) may result in
infeasibility problem (see Crowder, 1995), we now introduce Gaussian work-
ing likelihood approach for the analysis of correlated binary data.




3.1 Decoupled Gaussian Estimation
Whittle (1961) introduced Gaussian estimation, which uses a normal log-likelihood
as a criterion function, though not assuming that data are normally distributed.
Crowder (1985) applied this estimating method for correlated binomial data, and
found that it works well even for this type of data. The possible reason may be
because that a Gaussian distribution is the approximation of a binomial distribution
as n→∞. Thus we can reasonably deduce that the performance of the Gaussian
estimation is not so satisfactory for correlated binomial data in the case of small
sample size or misspecification of variance of data.
We now adopt a widely used assumption in teratology data: the response prob-
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ability, Pr(Yijk = 1) = µi, which satisfies the logistic model
µi(X i;β) = [1 + e
−Xiβ]−1,
where X iβ = xi1β1 + · · · + xipβp, xi1, · · · , xip are p explanatory variables, and
β1, · · · , βp are the p regression parameters. Clearly, Var(Yijk) = µi(1 − µi). Let
Yij =
∑nij
k=1 Yijk, then we have E(Yij) = pii = nijµi and Var(Yij) = σ
2
ij = nijµi(1−
µi){1+ρi(nij−1)}, where ρi is the pairwise correlation between Yijk and Yijl, k 6= l,
which is only related with dose. Gaussian estimation is to maximize the following













The corresponding estimating functions for the parameters βk, k = 0, · · · , p − 1,


























































nij(nij − 1)µi(1− µi).
Obviously the Gaussian estimation is subject to bias when the variance is misspec-
ified.
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Motivated by the technique “decoupling” in deriving pseudo-score equations,
we regard the parameter vector β in the variance function as a working parameter
vector and hence fixed it at any sensible values, such as those obtained from last
iteration. Information of β containing in the variance will be avoided because the
second term in (3.1) involving dijk(σ
2
ij,β) vanishes. Such an estimating method
is the so-called decoupled Gaussian estimation (Hand and Crowder 1996; Wang
and Carey, 2003). The corresponding estimating functions for the parameter βk,











which is the first term in the equation (3.1). The estimating functions (3.3) only
involve linear combinations of the data, and have clearly expectation 0. Thus
the estimator of β obtained from (3.3) are asymptotically unbiased regardless the
variance is correctly specified or not. The estimating functions for parameter ρi,
i = 1, · · · , t, in the decoupled Gaussian estimation approach is the same as those
of the Gaussian estimation approach, (3.2).











which is the GEE for β (see §2.4). However, there are subtle distinctions between
these two methods. Firstly, in decoupled Gaussian case, the parameter vector β in
the variance function is regarded as known and given by the latest βˆ. Correspond-
ingly, the iterating procedure of estimating β using (3.3) regards β in the variance
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function to be independent from β in the mean function. The estimate for β is
obtained by alternatively iterating between solving U(β, βˆ
old
, ρˆ) = 0 to update βˆ
and solving U(ρ, βˆ
new
) = 0 to update ρˆ until convergence. But for the GEE, there
is no such consideration for β in the variance function. Thus, one can estimate β
by iterating until convergence between solving U(β, ρˆ) = 0 and updating ρˆ with
the latest βˆ. Secondly, these two approaches employ different estimating functions
for the correlation parameter ρi, i = 1, · · · , t, which are obtained by solving (3.2)
in the decoupled Gaussian approach, but are obtained by the moment equation
(2.14) in the GEE approach. Finally, using the decoupled Gaussian approach may
avoid the infeasibility problem pointed out by Crowder (1995). The infeasibility
problem arises from the moment estimation method, while the decoupled Gaus-
sian estimation avoids using the moment estimation by maximizing the objective
function U(ρ;β) with respect to ρ at fixed β to obtain ρˆ.
Let θ = (βT,ρT)T be the parameter vector including mean and correlation
parameters. Let U = (Uβ, Uρ)
T, where Uβ = (U1(β;ρ), · · · , Uk(β;ρ))T com-
prises the estimating functions for β and Uρ = (U1(ρ;β), · · · , Ut(ρ;β))T com-
prises the estimating functions for ρ. From the results of Inagaki (1973), under
conditions similar to those for which standard ML asymptotic holds, the estima-
tors of θ in the Gaussian estimation and the decoupled Gaussian estimation are
consistent and asymptotically normal with mean θ (the true parameter) and vari-
ance M(θˆ)−1V (θˆ)[M(θˆ)−1]T, as
∑







V (θˆ) = Var(U)θˆ. The corresponding asymptotic covariances for βˆ and ρˆ are given































In the decoupled Gaussian estimation, we have the same Cov(βˆ) as in the GEE












if we believe that the chosen variance is correct, or the data-based estimator (2.17)























ij (yij − µi)(yij − µi)TV −1ij Dij
)
,
if we worry about misspecification of variance, where Dij represents the nij ×
p design matrix ∂µi/∂β, and Vij is the nij × nij covariance matrix of Y ij =
(yi1, · · · , yimi)T.
3.2 Model Comparisons
We have investigated several procedures for the estimation of the regression and
intraclass parameters in correlated binary data including joint estimation by the
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beta-binomial likelihood, the Gaussian estimation, the decoupled Gaussian esti-
mation and the GEE approach with intraclass parameters given by the moment
estimation. We now examine through simulation studies the performance of these
four estimating methods.
For details of the beta-binomial distribution and the GEE approach with ρ
given by the moment estimation, refer to §2.3.1 and §2.4; for the details of Gaus-
sian likelihood and decoupled Gaussian estimation, refer to §3.1. Although the
corresponding estimation equations of the four different methods for the parame-
ters βk, k = 1, · · · , p, and ρi, i = 1, · · · , t, have been given above or in the former
chapters, we list them below for convenience of comparison.
• Beta-binomial model




















(1− µi + r ρi1−ρi )
}
dik(µi,β). (3.4)



























The estimating function for homogeneous correlations ρ, ρ1 = ρ2 = · · · =
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The estimating function for homogeneous correlations ρ, ρ1 = ρ2 = · · · =



















• Decoupled Gaussian estimation











The estimation functions for intraclass parameter ρi, i = 1, · · · , t, are the
same as those of the Gaussian estimation, both for heterogeneous and homo-
geneous correlation cases.
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• GEE
















nijµi(1− µi){1 + (nij − 1)ρi} − (mi − p),







nijµi(1− µi){1 + (nij − 1)ρi} − (
t∑
i=1
mi − p), (3.8)
for ρ in the homogeneous correlation case.
3.3 Simulation Setup
We carried out simulation studies to evaluate the performance of the four esti-
mation methods. Our simulation studies compare the performance of different
methods when data are generated from: (1) a beta-binomial distribution; (2) some
distributions other than a beta-binomial distribution.
3.3.1 Beta-binomial data
To compare results with Kupper et al. (1986), our simulation study is mainly
based on their design, which is typically employed in many teratology studies. The
details of the simulation model are as follows.
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The general form of dose-response model to be considered in our simulation
study is
µi = [1 + e
−(β0+β1xi)]−1. (3.9)
We considered t = 3 dose groups, with dose level or transformed dose level xi =
i, i = 1, 2, 3 and the specific form of the dose-response model (3.9) based on
(µ1, µ2, µ3) = (0.15, 0.2754, 0.45), which corresponds to (β0, β1) = (−2.502, 0.767).
The number mi of litters per dose group was mi = 20, i = 1, 2, 3, which is a modest
number of litters and typically employed in many teratology studies. The litter size
nij for litter j in dose i, ranging from 1 to 19, were generated from a frequency
distribution presented in Table 3.1, which is Table 1 of Kupper et al. (1986).
Six intralitter correlation values were used: 0, 1/11, 1/6, 1/3, 1/2, and 3/5. Both
homogeneous, i.e., ρ1 = ρ2 = ρ3, and heterogeneous correlations were considered.
Ten different triplets (ρ1, ρ2, ρ3), three homogeneous cases and seven heterogeneous
cases were considered.
Once the sixty triplets (nij, µi, ρi), j = 1, · · · , 20, i = 1, 2, 3, were determined,
the corresponding beta-binomial distributions were randomly sampled by two steps:
(i) randomly sampled response probability pij for litter j under dose i from the
corresponding beta-distribution B(τiµi, τi(1 − µi)), where τi = (1−ρi)ρi . And (ii)
generated the litter counts yij for litter j under dose i from the binomial distribution
B(nij, pij).
For a given data set, regardless of the intraclass correlation configuration, the
estimates of β0 and β1 for the four methods were obtained under two different
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models for the correlation structure: unequal intraclass correlation structure, and
common correlations.
Table 3.1: Distribution of number of live fetuses per litter (nij) used in the simu-
lation studies.


























j=1 nij, provided starting values of (β0, β1) for the four estimating
methods. The value ρ1 = ρ2 = ρ3 = 3/4 were the starting values used for fitting the
unequal intraclass correlation model for the beta-binomial likelihood, giving beta-
binomial estimates βˆ0, βˆ1, ρˆ1, ρˆ2, and ρˆ3. The values ρˆ1, ρˆ2, and ρˆ3 were used as
starting values for the other three methods. Finally, βˆ0, βˆ1, and ρˆ = (ρˆ1+ρˆ2+ρˆ3)/3
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became the starting values for fitting the common intraclass correlation structure
for all the four methods.
For each parameter combination (ρ1, ρ2, ρ3) considered, R = 1, 000 samples were
generated, each consisting of sixty pairs (nij, yij), i = 1, 2, 3 and j = 1, · · · , 10.
Suppose that βˆ0l and βˆ1l denote the beta-binomial estimators of β0 and β1 obtained
from the lth sample, l = 1, · · · , R under one of the two assumptions about the
intraclass correlation structure: homogeneous or heterogeneous correlation. Let
βˆk =
∑R
l=1 βˆkl/R, k = 0, 1. We define






(βˆkl − βˆk)2, k = 0, 1,
and
MSE(βˆk) = Bias
2(βˆk) + Var(βˆk), k = 0, 1.
Since the simulation number is very large (R = 1000), the variances given by
Var(βˆk), k = 0, 1, can be considered to approximate quite closely the exact variance
of βˆk, k = 0, 1.
We define Bias(βˆk), Var(βˆk) and MSE(βˆk) for the other three methods similarly.
3.3.2 Non-beta-binomial data
In this part of the simulation studies, we are interested in the performance of the
different methods introduced in §3.2, especially the one based on the beta-binomial
likelihood for teratology data when it is misspecified. As we will see in the results of
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the first part of the simulation results, the full Gaussian likelihood performs poorly
for both mean parameters and the intraclass parameters. We therefore exclude it
from applying to non-beta-binomial data.
Recall that Pr(yijk = 1) = µi is the fetus-specific response probability, and the
pairwise correlation between Yijk and Yijl, k 6= l, ρi is constant within each dose
group in general teratology study settings. We have Var(Yij) = σij = nijµi(1 −
µi){1 + ρi(nij − 1)} regardless of the distribution of the data. Let Pi follow a
distribution other than a beta distribution, and Yij follow a binomial distribution
conditional on Pi. Obviously the marginal distribution of Yij does not follow the
beta-binomial distribution but have the same mean, variance and correlation rela-
tionships as those derived from the beta-binomial distribution. Here, we consider
two different approaches of generating non-beta-binomial data.
• Exponential–gamma approach
Suppose that the malformation probability under ith dose is given by pi = e
−z ,







zai−1e−x/bi , 0 ≤ z <∞, ai, bi > 0,
where Γ(.) denotes the gamma function. Conditional on pi, the number of mal-
formations Yij in the litter j under dose i follows a binomial distribution. The
corresponding mean, variance of litter counts Yij, and the correlation within the
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jth under ith dose are given by




















(1 + bi)ai − 1 .
Same as the design in the first part of the simulation, we specified the dose-
response model (3.4) based on (µ1, µ2, µ3) = (0.15, 0.2754, 0.45), which corresponds
to (β0, β1) = (−2.502, 0.767). We chose different correlation combinations: two
homogeneous correlation structures and two heterogeneous correlation structures
(see Table 3.2) by adjusting the value of vector (a1, a2, a3)
T. The value of vector
(b1, b2, b3)
T was given by bi = µ
− 1
ai
i − 1, i = 1, 2, 3.
Table 3.2: Different correlation combinations considered
in the exponential-gamma approach
(a1, a2, a3) (ρ1, ρ2, ρ3)
(3.2504, 3.0040, 2.4019) (0.1814, 0.1814, 0.1814)
(0.9084, 0.7840, 0.6000) (0.4878, 0.4878, 0.4878)
(5.0000, 7.0000, 8.0000) (0.1219, 0.0846, 0.0615)
(1.0000, 0.2000, 0.3000) (0.4595, 0.8215, 0.6745)
Litter size nij was generated from the frequency distribution in Table (3.1).
Malformation probability pij was obtained by making an exponential transforma-
tion to random numbers from gamma distributions. Finally, response yij were
randomly generated from the binomial distribution B(nij, pij).
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• Step–function approach




1− qi, if 0 ≤ pi < 1/2,











satisfies the constraints that the mean E(Pi) and ρi, the
correlation within litter counts Yij, should lie in the interval (0, 1).
















The corresponding mean, variance for litter counts Yij, and the correlation
within the jth under ith dose are given by






























We specified the dose-response model (3.4) according to Table 3.3, which two
low fetus-response probability: (µ1, µ2, µ3) = (.25, .30, .40) and (µ1, µ2, µ3) = (.30, .40, .50);
and two high fetus-response probability: (µ1, µ2, µ3) = (.50, .65, .78) and (µ1, µ2, µ3) =
(.54, .62, .68).
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Table 3.3: Different response probabilities considered in
the step-function approach
(µ1, µ2, µ3) (q1, q2, q3) (β0, β1, ρ1, ρ2, ρ3)
(.25, .30, .40) (-1.0, -.80, -.40) (-1.4854, .3506, .1111, .2063, .3056)
(.30, .40, .50) (.80, .40, .00) (-1.2636, .4231, .2063, .3056, .3333)
(.50, .65, .78) (.00, .60, 1.12) (-.6359, .6319, .3333, .2674, .0287)
(.54, .62, .68) (.16, .48, .72) (-.1269, .2974, .3290, .2926, .2341)












(1− qi) ≤ ν < 1,
where ν is the random number from the uniform distribution U(0, 1).
3.4 Simulation Studies
• Beta-binomial data
Tables 3.4 and 3.5 give biases and mean square errors (MSEs) of βˆ0 and βˆ1 from
the four estimating methods applied to beta-binomial data. Each method is applied
to two different models: heterogeneous correlation and homogeneous correlation.
For easy comparison of the four different methods, the first two smallest values for
the biases/MSEs among the eight are underlined, and the first two largest are in
boldface.
Table 3.4 shows that, when beta-binomial distribution is used to model the
overdispersion, the parameter estimators can be seriously biased if the correlation
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is wrongly assumed to be homogeneous across all dose groups, as was also shown by
Kupper et al. (1986). The slope estimator βˆ1 is negatively biased when ρ1 < ρ2 <
ρ3, and positive biased if ρ1 > ρ2 > ρ3. A simple explanation was given by Williams
(1988). The bias also exists for the situation of misspecifying the “heterogenous ρ”
likelihood, but the degree of bias is much smaller. The same phenomenon occurs
with the BB in terms of MSE (the column 2 and 3, Table 3.5), which is that the
BB performs well when correlation is correctly specified, but otherwise badly. All
these indicate that the BB is unstable for estimating mean parameters.
Gaussian estimation (GE) performs poorly in terms of both bias and MSE
as can be seen from Tables 3.4 and 3.5 (with a lot of boldfaces). When there
are unequal intraclass correlation, the use of the “common ρ” likelihood leads to
considerable bias and MSE. An interesting phenomenon is that the bias pattern of
βˆ1 is opposite to that of the BB (see the columns 2 and 4 of Table 3.4). In the
misspecified-variance cases (i.e. misspecified the intraclass correlation structure),
Gaussian estimation is suffered from substantial bias. But even with the correct
specification of variance, the Gaussian estimation does not perform as well as what
is expected. The reason for this may be due to the relatively small number of litters
(60) which still preserves small-sample bias.
The decoupled Gaussian estimation (DGE) is much more robust compared with
the unstable BB and the GE. It gives reasonable estimators (in terms of bias and
MSE) regardless whether or not the underlying correlation structure is correctly
specified. The DGE performs especially well concerning bias when a common ρ
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is assumed even if the correlation structure is misspecified (the column 7, Table
3.4). Table 3.5 shows that the DGE tends to give small MSEs in the case of
correct specification of the correlation structure (with a lot of underlines), even
smaller than the BB in quit a few cases when the true correlation structure is
heterogeneous.
Table 3.6: Biases of ρˆ from four different methods.
(ρ1, ρ2, ρ3 ) BB GE DGE GEE
(1/11, 1/11, 1/11) − .0038 − .0043 − .0040 .0060
(1/3, 1/3, 1/3) − .0095 − .0133 − .0055 .0012
(3/5, 3/5, 3/5) − .0108 .0143 − .0053 .0095
(0, 1/11, 1/6) − .0014 .0087 − .0018 .0102
− .0014 .0447 − .0025 .0201
− .0090 .1139 − .0076 .0211
(0, 1/3, 1/2) − .0035 − .0055 − .0043 .0060
− .0015 .0275 − .0015 .0475
− .0128 .0598 − .0004 .0631
(1/2, 1/11, 0) .0006 .1690 .0158 .0545
− .0011 .0266 .0033 .0248
− .0041 − .0017 − .0046 .0055
(1/2, 1/6, 0) − .0126 .1345 .0091 .0427
− .0046 .0328 .0020 .0317
− .0025 − .0016 − .0030 .0070
(1/6, 1/3, 1/2) − .0026 − .0083 − .0021 .0258
− .0015 .0065 − .0006 .0459
− .0069 − .0115 − .0017 .0590
(1/6, 1/2, 3/5) − .0085 .0106 .0226 .0286
− .0056 .0096 .0064 .0719
− .0188 − .00119 − .0108 .0651
(1/2, 1/6, 1/11) − .0147 .0474 .0080 .0466
− .0032 .0159 .0058 .0370
− .0090 − .0075 − .0090 .0115
The GEE is robust for the estimation of mean parameters as well. The biases
and MSEs of the GEE with a common correlation parameter (the column 9 of
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Tables 3.4 and 3.5) are quite satisfactory, which are better than the results with
separate overdispersion parameters (the column 8 of Tables 3.4 and 3.5) and most
of the results produced by the DGE. A simple and obvious explanation is that the
relatively small number of litters (60) cannot ensure reasonably precise estimates of
three additional nuisance parameters, as pointed out by Liang and Hanfelt (1994).
Table 3.7: MSEs of ρˆ from four different methods.
(ρ1, ρ2, ρ3 ) BB GE DGE GEE
(1/11, 1/11, 1/11) .0010 .0010 .0010 .0011
(1/3, 1/3, 1/3) .0031 .0039 .0037 .0038
(3/5, 3/5, 3/5) .0037 .0172 .0056 .0058
(0, 1/11, 1/6) .0010 .0026 .0008 .0022
.0028 .0445 .0034 .0055
.0044 .1066 .0046 .0062
(0, 1/3, 1/2) .0008 .0008 .0007 .0012
.0079 .0337 .0089 .0218
.0072 .0467 .0084 .0197
(1/2, 1/11, 0) .0181 .3009 .0200 .0685
.0031 .0189 .0042 .0062
.0007 .0010 .0007 .0010
(1/2, 1/6, 0) .0185 .2289 .0102 .0596
.0048 .0666 .0076 .0104
.0007 .0008 .0007 .0011
(1/6, 1/3, 1/2) .0064 .0134 .0072 .0149
.0085 .0193 .0099 .0219
.0083 .0133 .0071 .0160
(1/6, 1/2, 3/5) .0062 .0685 .0091 .0167
.0104 .0308 .0193 .0389
.0087 .0170 .0075 .0179
(1/2, 1/6, 1/11) .0098 .1485 .0125 .0643
.0050 .0142 .0079 .0113
.0025 .0026 .0026 .0033
Usually, our main interest is in the mean parameter, and the intraclass corre-
lation parameter can be treated as a nuisance parameter. However, in many cases
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the intraclass correlation parameter is of biological interest and receives consid-
erable attention (see §2.4). Therefore the estimation of the intraclass correlation
parameter or the joint estimation of these two types of parameters is important.
Tables 3.6 and 3.7 summarize the performance of the four methods concerning
the estimation of the intraclass correlation parameter. Only the values produced
by the methods adopting the correct correlation structure are discussed here to
ensure meaningful interpretation (eg. for data with the heterogeneous correlation
structure, we are only interested in the estimates of the corresponding correlation
parameters from the four methods adopting the heterogeneous correlation struc-
ture). The value with the smallest bias/MSE amongst the four is underlined, and
the value with largest bias/MSE is in boldface.
Contrary to the good performance for mean parameters, the GEE performs
poorly in terms of both bias and MSE for correlation parameters. The performance
of the GE is no better than the GEE. Both the BB and the DGE perform well,
giving reasonable estimates of correlation parameters. These are obvious in Tables
3.6 and 3.7: all the boldfaces fall into the GE and GEE columns (the column 3
and 5 of Tables 3.6 and 3.7), and most of the underlines fall into the BB and
DGE columns (the column 2 and 4 of Tables 3.6 and 3.7). It is not clear which is
dominant between the BB and DGE in term of bias; but it seems that the BB is
slightly better in terms of MSE.
• Non-beta-binomial data
Tables 3.8 through 3.11 summarize the results of bias and MSE from the three
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methods (except the GE) for non-beta-binomial data. Tables 3.8 and 3.9 give biases
and MSEs of the parameters for the data generated by the exponential-gamma
approach; Table 3.10 and 3.11 are for the data generated by the step-function
approach.
We usually think that the parameter estimators may be subject to substantial
bias if the likelihood function is misspecified. But it is found in our simulation
studies that the BB does well even for non-beta-binomial data, as was also shown
in Bowman (2001). It gives good estimates for mean and correlation parameters
when the underlying correlation structure is correctly specified. Otherwise, it shows
serious bias and large MSE. A similar phenomenon is observed in beta-binomial
data (Tables 3.4 and 3.5). Again the GEE with a common correlation parameter
is the best for the estimation of mean parameters, but it is less satisfactory for the
estimation of correlation parameters (usually with the largest bias and MSE). The
DGE remains its stability and good performance for both mean and correlation
parameters. Furthermore, the DGE performs slightly better in terms of MSE com-
pared with the BB when the underlying correlation structure is correctly specified,
which reconfirms that the DGE is suitable for the joint estimation of mean and
correlation parameters.
3.5 Discussion
By examining the results in Table 3.4 – 3.11 we conclude that:
i) The Gaussian estimation performs poorly for both mean and correlation pa-
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rameters, while its modified version, the decoupled Gaussian estimation, performs
well for these parameters in terms of bias and MSE;
ii) The beta-binomial likelihood method is sensitive to the impact of litter ef-
fects. When the intraclass correlation structure is misspecified, which is usually the
case in practice, its estimators are subject to substantial bias. Therefore, there is a
need to consider more robust methods such as the decoupled Gaussian estimation
and the GEE;
iii) For the estimation of the mean parameters β, we recommend the GEE
approach with a common correlation parameter;
iv) For the joint estimation of β and ρ, or for the estimation of ρ itself, especially
for non-beta-binomial data, the decoupled Gaussian estimation is the method to
be chosen;
v) The performance of the beta-binomial model seems relatively independent
of the underlying distribution of data.
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Chapter 4
Dose-response Models
Incorporating Risk of Death in
Utero
4.1 Introduction
While some attempts have been made for the joint analysis of prenatal death and
malformation (Chen et al. 1991, Ryan 1992), the analysis of developmental toxicity
data has usually been conducted on the number of viable fetuses alone. At the same
time, many developmental studies suggest that the litter size (the number of viable
fetuses) may be dose-dependent (Williams, 1987; Dunson, 1998; Kuk, 2003). The
average litter size usually decreases as dose level becomes higher. The plausible
biological explanation attributes to the increasing number of death in utero at
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higher dose levels. For example, the mean litter sizes in Paul’s data set (1982) (see
Example 1.1) are 7.96, 7.00, 7.19 and 5.94 when exposed to control, low, median
and high levels of toxic doses. The corresponding observed abnormality rates are
0.135, 0.135, 0.344 and 0.228, i.e. the survival rates are (0.865, 0.865, 0.656, 0.772).
The median dose level, instead of the high dose level, appears to have the lowest
survival rate (Williams, 1987). However, the average numbers of normal foetuses
produced by each dam are 6.889, 6.052, 4.714 and 4.588. The ratios to the control
group are (0.878, 0.684, 0.666) which exhibit a decreasing trend. The dramatic
reduction in average number of normal fetuses per dam clearly shows the adverse
effects of this toxic agent.
The reason why we obtain inconsistent results from the same data set is because
the traditional risk assessment is conditional on successful implantation. Develop-
ment of offsprings is subject to risk of death in utero, although the number of such
fetuses is not observed. This risk can also be interpreted as unsuccessful implan-
tation. The offsprings will be further subject to adverse effects after successful
implantation. If death in utero is ignored, agent risk will be underestimated. It
seems appropriate to take into account the death in utero as well as other observed
abnormalities in foetuses in risk assessment although this is not currently required
by regulatory agencies such as EPA and FDA.
In this chapter, we consider classifying the response from each fetus into one of
the K ordinal categories and focus on the case of three categories: death in utero,
abnormal and normal fetus. Chen et al. (1991) suggested a trinomial response
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model but only for observed responses. A major complication arises in parameter
estimation and statistical inference in our model due to the fact that the number in
the first category is missing for all litters. We will rely on parametric dose-response
models specified by the marginal response probabilities and obtain parameter esti-
mates using the generalized estimating equations that are unbiased from zero even
in the case of misspecified variance functions.
4.2 The model
Recall that t is the number of dose groups, mi is the number of litters being
exposed to dose di (i = 1, 2, ..., t), and nij is the litter size of the j-th litter in
group i (j = 1, 2, ...,mi). Each fetus is examined for the presence or absence of K
responses. We will use k = 1, 2, .., K to index these K categories. The unobserved
response of death in utero will be represented by k = 0. Suppose there are a total of
Nij members in the j-th litter including those died/resorbed in utero. We will write
the binary response vector from the m-th individual in litter j and dose group i as
Zijm = (zij0m, zij1m, ..., zijKm)
′, in which zijkm takes value 1 in the presence of the
k-th malformation type for the m-th individual in litter j on dose di, 1 ≤ m ≤ Nij.
Define yijk to be the total count in category k for the j-th litter on dose di. Clearly,∑K
k=0 zijkm = 1 and Nij = yij0+nij is the population size of the j-th litter including
those in category 0 (unobserved).
Let T ij =
∑Nij
m=1Zijm, which can be written as (yij0,Y
′
ij)
′ in which Y ij =
(yij1, · · · , yijK)′ collects the observed counts in all categories. If yij0 is observed, we
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may consider the likelihood method of Chen et al. (1991) for trinomial responses.
We consider the case when yij0 is unobservable or cannot be counted reliably. So
the total number of individuals in the j-th litter, Nij = yij0+nij, actually becomes
unknown. It is desirable to allow Nij to vary among the dams. We therefore
assume Nij is a random variable with mean N . Incorporating covariate effects
(such as bodyweight, presence of some particular genes) on Nij is also possible,
but will not be handled here. Conditional on Nij, we may assume T ij to follow an
overdispersed multinomial distribution with K + 1 categories.
To make the presentation easy, we assume there are no litter-specific covari-
ates within each dose level so that the multivariate responses from different dams,
T i1,T i2, ...,T imi are independently and identically distributed. The response prob-
ability Pr(zijkm = 1) = pik, is often specified as a known function of di and other co-
variates with parameter vector β to be estimated. Clearly, Var(zijkm) = pik(1−pik),
and Var(yijk|Nij) = Var(
∑Nij
m=1 zijkm|Nij) = (1 − ρik)N + ρikE(N2ij) under the as-
sumption of a constant correlation ρik for category k, k = 0, 1, · · · , K, within dose
group i, i = 1, 2, · · · , t. The marginal expected numbers by response types from
each litter are N(pi0, pi1, ..., piK). Note that it is inappropriate to use the litter size
nij as a covariate in this marginal approach.
In the case ofK = 2, the overall risk of adverse events is r(di) = 1−pi2. The tra-
ditional adverse effect is conditional on viable fetuses alone, r0(di) = pi1/(pi1+pi2),
which always underestimates the adverse effect because r(di)−r0(di) = pi0pi2/(pi1+
pi2) > 0 when pi0 > 0 and pi2 > 0.
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One complication arises when we only have observations zijkm for k ≥ 1, and
the numbers in the first category (death in utero) are all missing. Suppose β is the
parameter vector in specifying these response probabilities. There is an additional
population parameter N that has to be estimated as well.
To avoid possible bias due to misspecification of the likelihood or implicit as-
sumptions on the 2nd or higher moments, we will rely on the GEE approach
(see §2.4.2). Let µij = E(Y ij), pij = µij/N , and Aij be the diagonal matrix





ij , where Ri is the correlation matrix. Parameter estimation for








V −1ij (Y ij − µij). (4.1)


















which can be plugged into (4.1) to obtain a ‘profiled’ version for β. Note that (4.1)
allows litter-specific covariates in the response rates.
As mentioned in §2.4.2, we will still get consistent estimators of β even with
misspecified variance. Misspecification occurs, for example, when we assume the
intra-litter correlation ρi is dose-dependent but we may have used an incorrect
parametric function for ρi. Let V˜ij be the true covariance matrix, Cov(Yij). The
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In the case of K = 2 and covariate xi = (1, di)
′ (i.e. dose is the only covariate),
the vector µij is free from j and will be written as µi. The estimating functions














j=1 yijk (k = 1, 2) and D¯i = ∂µi/∂θ








The 2 × 2 matrix Vi can be estimated by the sample variance using observa-
tions from dose i. Note that ∂µi/∂θ
T = (∂µi/∂β
T,pi), where Di = ∂µi/∂β
T =
N(∂pi1/∂β, ∂pi2/∂β
T). We will denote Cov(yij1, yij2) by σi12. If both Ai and Ri
are subject to misspecification, we will have to use (Y ij−µi)(Y ij−µi)T evaluated
at β = βˆ to replace Cov(Yij) in calculating VR(θˆ). This so called robust estimator
of the covariance matrix of βˆ can be improved if more assumptions can be made
on the variance or correlation structures. For example, when Cov(Y ij) is correctly









































from which we can derive Cov(βˆ).
On the other hand, if Vi is only partially misspecified, for example, if Ai is
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R¯i is a more reliable estimator of the correlation matrix than A
−1/2




i . This modification in general improves the robust estimator (Pan, 2001).
4.3 Specification of the mean and variance func-
tions
The proposed model requires to specify the response probabilities (pi0, pi1, ..., piK).
Again, for convenience, we consider the case of K = 2 and xi = (1, di)
′ is the
covariate vector. Because the categories are ordered in the sense that an individual
must survive categories 0, 1,.., k−1 in order to fall in category k for k = 1, 2, ..., K.
We may express the marginal probabilities as pi0 = F0, pi1 = (1 − F0)F1, pi2 =
(1 − F0)(1 − F1). Here F0 and F1 are cumulative distribution functions, which
may be chosen to be logit, probit or extreme-value functions (Ryan, 1992). Apart
from this continuation-ratio model, other models such as adjacent-categories and
cumulative odds models can also be used (Agresti, 1990, p.318).
It is necessary to have the constraint that pi0 = 0 for the control group to avoid
the identifiability problem unless yij0 is observed. To this end, a modified version
of the continuation-ratio logistic model may be adopted,





= logit(qi1) = β1 + β2di.
We then obtain pik, k = 0, 1, 2 as follows,
pi0 = 1− exp(β0di), pi1 = exp(β0di + β1 + β2di)1 + exp(β1 + β2di) ,
pi2 =
exp(β0di)
1 + exp(β1 + β2di)
, qi1 =
exp(β1 + β2di)
1 + exp(β1 + β2di)
,
(4.5)





Npi1pi2/(1− pi0) −Npi1pi2(1− pi0)
Ndipi1pi2/(1− pi0) −Ndipi1pi2/(1− pi0)
 .
Using the joint estimating functions, the asymptotic covariance matrix of θˆ =
(βˆ
T
, Nˆ)T is (4.4), {∑imi(Di,pi)TV −1i (Di,pi)}−1.
Both Bowman (1998) and Kuk (2003) suggested to model yij1 conditional on
nij, and the conditional variance νij1 = nijqi1(1 − qi1){1 + (nij − 1)ρi} (assuming
constant intra-litter correlation within each dose group). The induced marginal
variance components from this model are
σ2i1 = Var(yij1) = Var{E(yij1|nij)}+ E{Var(yij1|nij)}
= Nqi1(1− qi1)[1 + {(pi1 + pi2)N − 1}ρi] + ζ2i {q2i1 + ρiqi1(1− qi1)},
σ2i2 = Var(yij2) = Var{E(nij − yij1|nij)}+ E{Var(nij − yij1|nij)}
= Nqi1(1− qi1)[1 + {(pi1 + pi2)N − 1}ρi] + ζ2i {(1− qi1)2 + ρiqi1(1− qi1)},
σi12 = Cov(yij1, yij2) =
1
2
{Var(nij)− Var(yij1)− Var(yij2)} = 1
2
(ζ2i − σ2i1 − σ2i2),
where ζ2i is the variance of nij. Here ni1, ni2, · · · , nimi are assumed to be indepen-
dently and identically distributed.
For our multivariate approach, various models may be adopted for σ2ik and σi12,
which may require a few parameters (as discussed earlier) in φijk, Var(Nij) and




i2, σi12) directly from the
samples Y ij to avoid misspecification.
The induced conditional probability for this model is qi1 = Pr(yij1 = 1|yij0 =
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0) = exp(xiβ1)/{1+exp(xiβ1)}, a monotonic function of di. Therefore, this model
is not desirable when the observed response rates are not monotonic in dose lev-
els (Paul, 1982). Our model is flexible in the sense that it can produce non-
monotonicity of qi1 in di which may be more desirable for this situation.
An alternative to the logit model for qi1 is to assume a logit model for the
proportion of the healthy offsprings, i.e. (1 − pi2)/pi2 = exp(β1 + β2di). If we use
the same parametric model for the total observed proportion, we have
pi0 = 1− exp(β0di),
pi2 =
1
1 + exp(β1 + β2di)
,
pi1 = exp(β0di)− pi2,
qi1 = 1− exp(β0di)1 + exp(β1 + β2di) .
(4.6)
The resulting conditional probability of adverse event qi1 is not a monotonic func-




Ndi(pi1 + pi2) 0
Npi2(1− pi2) −Npi2(1− pi2)
Ndipi2(1− pi2) −Ndipi2(1− pi2)
N.
4.4 An Example
We now illustrate different methods by analyzing the data from a dominant lethal
assay on CBA strained mice reported by Lu¨ning et al. (1966). The dose levels are
0, 300 and 600 rad of radiation. Kuk (2003) also analyzed this data set.
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Table 4.1: Summary of the data of Lu¨ning et al. (1966)
Dose(rad) 0 300 600
Mean 7.04 6.58 6.15
Variance 1.43 1.29 1.09
Using the continuation-ratio logistic model, we have the mean response func-
tions given by (4.5) which are the same as in Kuk (2003). The joint estimating
functions, as one may expect, result in very similar estimates as in Kuk (2003),
(βˆ
T
, Nˆ) = (−0.221,−2.100, 2.923, 7.033). However, the corresponding standard er-
rors of βˆ produced by the multivariate approach (4.4), (0.0159, 0.040, 0.097), are
all smaller than (0.017, 0.043, 0.104), produced by the approach of Kuk indicating
that the joint estimating functions are more efficient. Our multivariate model here
does not assume a common intra-litter correlations within each dose group.
To further demonstrate flexibility of the proposed model, we now consider the
cumulative logistic model specified by (4.6). Because the conditional probability
qi1 is not free from the parameters in pi0 or pi1 + pi2, the two-stage approach of
Bowman (1998) and Kuk (2003) is, unfortunatly, not applicable. Using our joint
estimating functions for (βT, N), we obtained the estimates and their standard er-
rors as (−0.1960,−2.0782, 3.3810) and (0.0162, 0.0049, 0.0694), respectively. Figure
4.1 plots four risk curves, two based on the continuation-ratio model and the other
two based on cumulative logistic model, and each model produces two curves, one
incorporates the death in utero and the other is the traditional conditional risk.
Clearly, as we can see, when the risk of death in utero is ignored, the risk is sub-
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Figure 4.1: Estimated risk functions using the dominant lethal assay data. CR+:
the continuation ratio model with risk of death in utero, CR-: the continuation
ratio model and risk is conditional on successful implantation, CL+: the cumulative
logistic model with risk of death in utero, CL-: the cumulative logistic model and
risk is conditional on successful implantation.
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stantially underestimated. For these two types of risk functions, the cumulative
logistic model leads to lower estimates than the continuation ratio model when
radiation level is below 500 rad.
4.5 Discussion
The fundamental goal in teratology studies is to characterize the relationship be-
tween dose and risk. Ignoring the effects on litter sizes will underestimate the risk.
The proposed model allows us to build the risk directly in dose-response curve.
To account for the loss in the observed litter size, we need to model the expected
numbers of offsprings in different health categories (normal, abnormal, etc) pro-
duced by each dam as proposed by Ryan (1992). Our framework can also be easily
extended to incorporate litter-specific covariates.
Our multivariate model presented here does not require the number of missing
fetuses due to death in utero. Such risk is taken into account by modelling the
probability of being observed. This approach leads to the optimal linear combina-
tion of the data for parameter estimation and avoids distributional assumptions.
The estimating functions proposed by Bowman (1998)and Kuk (2003) requires
specification of the conditional variance function. We may avoid specification of
a variance function by using the sample variances. Our multivariate approach is
desirable because it allows directly modelling association between probabilities for
different responses and provides more efficient estimation.
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Chapter 5
Further Research
Developmental toxicity studies are complicated by the hierarchical (death, malfor-
mation, healthy fetus), clustered (fetuses within litters) and multivariate (several
malformation indicators and continuous outcomes) nature of the data. As a conse-
quence, the model development for teratology data meets a number of challenges.
Based on what we have done in this thesis, there are several topics which are of
great interest and need further research.
The first one is the intraclass correlation. As discussed in §2.5, interpreted as
“heritability of a dichotomous trait”, intraclass correlation is an important param-
eter to be estimated. There are a great variety of fancy methods for estimating
intraclass correlation, eg. Paul and Saha (2003) discussed 26 different estimators.
However they do not seem to work very satisfactorily. Constructing an estimator
with good statistical properties should be of great interest. The newly proposed
method of Wang and Carey (2004) based on Cholesky decomposition may be used,
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and hopeful to give a better estimation of this correlation parameter or parameters
governing this correlation. Both analytical and numerical analysis can be carried
out for comparison.
Secondly, we assumed that the intraclass correlation is a constant for each dose
group, which implies that the intraclass correlation is a function of the dose level
only but not of any other covariates throughout the thesis. As argued by several
authors (eg. Lipsitz, Laird and Harrington (1991); Lipsitz and Fitzmaurice, 1996),
it is more sensible to model log odds ratio (instead of correlation) for binary data
as a function of covariates. While this thesis does not involve the issue of whether
to use constant intraclass correlation or constant odds ratio in each dose group,
further investigation may be carried out for selecting more appropriate working
models and quantify impacts of misspecified correlation models. For example, a
newly published paper by Zou and Donner (2004) evaluated three estimators for
estimating the intraclass correlation parameters under the assumption of a common
correlation within the same cluster: the analysis of variance (ANOVA) estimator,
the Pearson pairwise estimator and the kappa-type estimator. The impacts of
misspecified the correlation model on these three estimators would be of interest.
Finally, one may have to deal with outcomes combining continuous (eg. fetus
weight) and discrete data. The extension of our joint model of the death and
malformation to incorporating the continuous outcome could be of interest.
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