In this article, we generalize the power Lindley distribution using a quadratic rank transmutation map to develop a transmuted power Lindley distribution. The new distribution exhibits, in addition to decreasing, increasing and bathtub hazard rate, depending on its parameters also unimodal hazard rate. A comprehensive mathematical properties of this distribution is provided. Some expressions for the moments, order statistics, quantiles function are derived. The model parameters are estimated by the maximum likelihood method. A Monte Carlo experiment on the finite sample behavior of the MLEs is performed. A real climatological data set was used in order to show the applicability of the new model and different statistics of fit were used as selection criteria.
Introduction
The Lindley distribution was proposed by Lindley (1958) and have been widely used in survival analysis and reliability fields. This distribution uses a mixture of exponential and length biased exponential distributions to illustrate the different between fiducial and posterior distributions. Late years, different applications and modifications have been proposed for this model such as: Ghitany et al. (2008) that argue that the Lindley distribution could be a better lifetime model than the exponential distribution through a numerical example; Nadarajah et al. (2011) and Zakerzadeh and Dolati (2009) in the proposition of a generalization; Merovci and Elbatal (2014) introduced a new lifetime distribution; Warahena-Liyanage and Pararai (2014) proposed an exponentiated power Lindley distribution with applications.
Those cited papers translate the concern with the proposition of new survival probability models based on the Lindley distribution. Also, various are the papers extending standard survival distributions in general, designed to serve as statistical survival models for a wide range of real lifetime phenomena. The challenge is the derivation of statistical survival probability models or simply survival distributions of real world lifetime phenomena that can represent more consistently the random behavior of experimental observations.
A convenient way to construct new distributions, in particular survival ones, are transmutation maps proposed by Shaw and Buckley (2007) . The transmutation maps comprise the functional composition of a cumulative distribution function on a distribution with the inverse cumulative distribution (quantile) function of a non-Gaussian distributions, see for example Tsokos (2009, 2011) that transmuted some models of Gamma distribution family and Granzotto and Louzada (2014) ; Louzada and Granzotto (2015) that proposed the transmuted log-logistic distribution and the regression extension of this model.
In this paper, we introduce a new lifetime distribution by transmuted and compounding power Lindley distribution named Transmuted Power Lindley (TPL) distribution. Briefly, it is the functional composition of a cumulative distribution function on a distribution with the inverse cumulative distribution (quantile) function of a non-Gaussian distribution, see Shaw and Buckley (2007) . In this case, it incorporates a new third parameter (in our caseęË), what introduces a skewnwess and preserve the moments of the distribution base, see for example Shaw and Buckley (2007) and Granzotto and Louzada (2014) . Although the TPL model is a positive distribution that can be applied for modeling on several areas such as reliability analysis, reliability along with engineer, hydrology, economics (income inequality) datasets; in this paper we proposed to analyse a real climatological dataset.
The paper is organized as follows. A background with the Lindley and its generalization are presented in Section 2 beyond the genesis of the transmutation map and the distributions Lindley and power Lindley. The derivation of the transmuted generalized Lindley distribution is presented in Section 3. Various important properties such as moments, moment generating function, quantiles, residual life, etc, for the transmuted Lindley distribution, as well as the minimum, maximum and median order statistics are presented in Section 4. Section 5 presents the maximum likelihood estimates and the asymptotic confidence intervals of the unknown parameters. In Section 6, the results of a simulation study is provided as well as the new distribution is illustrated in a climatological real data set, where we presented seven different statistics of fit were used as selection criteria. Final remarks are presented in Section 7.
Background
In this section we present a review of the Lindley and the Power Lindley distributions along with the transmutation map method, that are necessary to introduce the new model, TPL.
The Lindley Distribution
Proposed by Lindley (1958) , the Lindley distribution is a exponential mixture that is important for studying stress-strength reliability modeling. Let X be a nonnegative random variable denoting the lifetime of an individual in some population. The random variable X is said to be Lindley distributed if the cumulative distribution function (c.d.f.) is given by
and the corresponding probability density function (p.d.f.) is given by Ghitany et al. (2008) argue that the Lindley distribution could be a better lifetime model than the exponential distribution through a numerical example. In addition, they show that the hazard function of the Lindley distribution does not exhibit a constant hazard rate, indicating the flexibility of the Lindley distribution over the exponential distribution.
The Power Lindley Distribution
Ghitany et al. (2013) proposed new distribution, so called Power Lindley (GL) distribution, for modeling lifetime data.
As the authors showed in their paper, they aim to discuss some properties of the power Lindley distribution which was formulated by using a power transformation X = T 1/α . The paper included the shapes of the density and hazard rate functions, the moments and some associated measures, the quantile function, and the limiting distributions of order statistics. Also, the maximum likelihood estimation of the model parameters and their asymptotic standard errors are derived.
Let X be a nonnegative random variable denoting the lifetime of an individual in some population. The random variable X is said to be power Lindley distributed with parameters θ and α if its cumulative density function (c.d.f.) is given by
where θ > 0 and α > 0. The corresponding probability density function (p.d.f.) and the hazard (failure) rate function are given, respectively, by
and
Note that equation (3) has two parameters, θ and α, just like the gamma, lognormal, Weibull and exponentiated exponential distributions. Note also that equation (5) has the attractive feature of allowing for monotonically decreasing, monotonically increasing and bathtub shaped hazard rate functions while not allowing for constant hazard rate functions.
Transmutation Map
Let F 1 and F 2 be the cumulative distribution functions, of two distributions with a common sample space. The general rank transmutation as given in ? is defined as
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The functions G R12 (u) and G R21 (u) both map the unit interval I = [0, 1] into itself, and under suitable assumptions are mutual inverses and they satisfy G Ri j (0) = 0 and
from which it follows that the cdf's satisfy the relationship
which on differentiation yields,
where f 1 (x) and f 2 (x) are the corresponding pdfs associated with cdf F 1 (x) and F 2 (x) respectively. An extensive information about the quadratic rank transmutation map is given in Shaw and Buckley (2007) . Observe that at λ = 0 we have the distribution of the base random variable. The following Lemma proved that the function f 2 (x) in given (8) satisfies the property of probability density function. Note that f 2 (x) given in (8) is a well defined probability density function.
we observe that f 2 (x) is nonnegative. We need to show that the integration over the support of the random variable is equal one. Consider the case when the support of f 1 (x) is (−∞, ∞). In this case we have
Similarly, other cases where the support of the random variable is a part of real line follows. Hence f 2 (x) is a well defined probability density function. We call f 2 (x) the transmuted probability density of a random variable with base density f 1 (x). Also note that when λ = 0 then f 2 (x) = f 1 (x).
The Transmuted Power Lindley Distribution
Let X be a nonnegative random variable denoting the lifetime of an individual in some population. The random variable X is said to be Transmuted Power Lindley (TPL) with parameters θ, α and λ if its cumulative density function (c.d.f.) is given by
where θ, α > 0 and λ ∈ (−1, 1). The corresponding probability density function (p.d.f.) of the transmuted power Lindley is given by
The transmuted power Lindley distribution is an extended model to analyse data from complex situations and it generalizes some of the widely used distributions in reliability analysis. The power Lindley distribution is clearly a special case for λ = 0 (see, Ghitany et al. (2013) ). Also, the density and cumulative density curves of transmuted power model, for The reliability function of the transmuted power Lindley model is denoted by R T PL (t) and is defined as
For different parameters values the estimated curves can be seen in Figures 1, left lower panels. One of the characteristic in reliability analysis is the hazard rate function defined by
It is important to note that the units for h T PL (t) is the probability of failure per unit of time, distance or cycles. These failure rates are defined with different choices of parameters, see Figures 1, right lower panels.
The cumulative hazard function of the model is defined as
It is important to note that the units for H T PL (t) is the cumulative probability of failure per unit of time, distance or cycles. For all choice of parameters the distribution has the decreasing patterns of cumulative instantaneous failure rates.
Statistical Properties of TPL

Quantiles and Random Number Generation
The quantile x q of the TPL is obtained from the following equation
by solving the above equation with respect to ϕ we get
Hence we can obtain the quantile x q of the transmuted generalized Lindley as follows
The above equation has no closed form solution in x q , so we have to use a numerical technique to get the quantiles. In particular, put q = 0.5 in equation (15) one gets the median of transmuted power Lindley (α, θ, λ, x).
Thus, random number generation as x of the transmuted power Lindley (α, θ, λ, x) is defined by the following relation
where u ∼ U(0, 1). This yields,
Equation (8) above does not have a closed form solution so we generate u as uniform random variables from U(0, 1) and solve for x in order to generate random numbers from transmuted power Lindley distribution.
Moments
In this subsection we discuss the r th moment for transmuted power Lindley distribution. Moments are necessary and important in any statistical analysis, especially in applications. It can be used to study the most important features and characteristics of a distribution (e.g., tendency, dispersion, skewness and kurtosis).
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By using Gamma function, in order to solve the equation above, we have
The mean of the model and the variance are given, respectively by
Distribution of the Order Statistics
According to Aryal and Tsokos (2011) , suppose we have a system containing two components with each of them having independent and identical "base" distribution, for example power Lindley. If the components are connected in series then the overall system will have transmuted baseline distribution with λ = 1 whereas if the components are parallel then the overall system will have a transmuted baseline.
It has been observed that a transmuted power Lindley distribution with λ = 1 is the distribution of min(X 1 , X 2 ) and a transmuted power Lindley distribution with λ = −1 is the distribution of the max(X 1 , X 2 ) where X 1 and X 2 are independent and identically distributed 2-parameter power Lindley random variables.
In fact, the order statistics have many applications in reliability and life testing. The order statistics arise in the study of reliability of a system. Let X 1 , X 2 , . . . , X n be a simple random sample from TPL(α, θ, λ, x) with cumulative distribution function and probability density function as in (9) and (11), respectively. Let X (1:n) ≤ X (2:n) ≤ . . . ≤ X (n:n) denote the order statistics obtained from this sample. In reliability literature, X (i:n) denote the lifetime of an (n − i + 1)− out− of− n system which consists of n independent and identically components. Then the pdf of X (i:n) , 1 ≤ i ≤ n is given by
also, the joint pdf of X (i:n) , X ( j:n) and 1 ≤ i ≤ j ≤ n is
where
We defined the first order statistics X (1) = min(X 1 , X 2 , ..., X n ), the the last order statistics as X (n) = max(X 1 , X 2 , . . . , X n ) and median order X m+1 .
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Distribution of Minimum, Maximum and Median
Let X (1:n) ≤ X (2:n) ≤ . . . ≤ X (n:n) be independently identically distributed order random variables from the transmuted generalized Lindley distribution having first , last and median order probability density function are given by the following
(25)
We notice that the minimum, maximum and median order statistics of three parameters transmuted power Lindley distribution have different life time distributions when its parameters are changed.
Inference
In this section we consider the maximum likelihood estimators (MLE's) of transmuted power Lindley distribution. Let ϕ = (α, θ, λ) T ,in order to estimate the parameters α, θ,and λ of transmuted power Lindley distribution, let x 1 , . . . , x n be a random sample of size n from TPL(α, θ, λ), we obtain the likelihood function as follows
then the log likelihood function can be written as
Differentiating ln L(α, θ, λ) with respect to each parameter α, θ, and λ and setting the result equals to zero, we obtain maximum likelihood estimates. The partial derivatives of ln L(α, θ, λ) with respect to each parameter or the score function is given by
The maximum likelihood estimation ϕ = ( α, θ, λ)
T is obtained by solving the non linear equations U n (ϕ) = 0. These equations cannot be solved analytically but statistical software can be used to solve them numerically. For interval estimation and hypothesis tests on the model parameters, we require the information matrix. The 3 × 3 observed information matrix is given by
Applying the usual large sample approximation, MLE of ϕ, i.e ϕ can be treated as being approximately N 3 (ϕ, J n (ϕ) −1 ), where
. Under conditions that are fulfilled for parameters in the interior of the parameter space but not on the boundary, the asymptotic distribution of
is the unit information matrix. This asymptotic behavior remains valid if J(ϕ) is replaced by the average sample information matrix evaluated at ϕ, say n −1 I n ( ϕ) . The estimated asymptotic multivariate normal N 3 (ϕ, I n ( ϕ) −1 ) distribution of ϕ can be used to construct approximate confidence intervals for the parameters and for the hazard rate and survival functions. An 100%(1 − γ) asymptotic confidence interval for each parameter ϕ r is given by
where I rr is the (r, r) diagonal element of I n ( φ) −1 for r = 1, 2, 3, and z γ 2 is the quantile 1 − γ 2 of the standard normal distribution.
In order to compare the models seven different statistics of fit were used as selection criteria in Section 6.2: −2× log-likelihood (Neg2LogLike), Akaike's information criterion (AIC), corrected Akaike's information criterion (AICC), Kolmogorov-Smirnov statistic (KS), Anderson-Darling statistic (AD) and Cramér-von-Mises statistic (CvM).
The first ones, AIC and AICC, are widely used in reliability analysis as a selection criteria. The AIC can be obtained by using the following expression:
with L M the likelihood of the model M, ζ the vector of parameters to the model M and p the number of parameters to the model M. The AICC is given, respectively, by
with n the number of observations.
Further, the Anderson-Darling and the Cramér-von Mises statistics are widely utilized to determine how closely a specific distribution whose associated cumulative distribution function fits the empirical distribution associated with a given data set. These statistics are
, where the y j values being the ordered observations. The smaller these statistics are, the better the fit. Upper tail percentiles of the asymptotic distributions of these goodness-of-fit statistics were tabulated in Nichols and Padgett (2006).
Data Experiments
This section presents the results of a Monte Carlo experiment on the finite sample behavior of the MLEs as well as illustrate the applicability of the proposed distribution in various real data sets on rainfall.
Simulation Study
The Monte Carlo simulation results were obtained from 1, 000 Monte Carlo replications. The sample sizes n range from 30 to 500, generated according to a transmuted power Lindley distribution for each combination of the parameter values α, λ and θ = 2 fixed. Table 1 shows that the estimates and BIAS of the MLEs and Table 2 shows us the coverage probabilities of a 95% two sided confidence intervals for the model parameters and the mean square error which decrease with the increasing of the sample size. 
Applications
In this section we fit, by using the maximum likelihood method, the transmuted power Lindley distribution (TPL) to rainfall data from six weather stations located in Santa Catarina state, Brazil. The data consist of monthly rainfall for the years from 1971 to 2014. and were obtained from the National Institute of Meteorology at website http://www.inmet.gov.br/portal/index.php?r=bdmep/bdmep. Table 3 gives the latitude, longitude, observed period and the number of valid observations in that period.
Also, for comparison proposes, we have considered four alternative distributions: the one parameter Lindley distribution (L) with f (y | θ) = (1 + y) e −θy
. As a complement, Figure 3 presents a PPlot of the adjusted models.
In Table 5 we presented, for all models and data sets, the maximum likelihood and standard errors estimates for θ, α and λ. The maximum likelihood estimates were obtained by SAS/SEVERITY procedure, SAS (2011). The SAS/SEVERITY procedure can fit multiple distributions at the same time and choose the best distribution according to a specified selection criterion. Seven different statistics of fit were used as selection criteria: −2× log-likelihood (Neg2LogLike), AIC, AICC, KS, AD and CvM. The calculated values of theses statistics are reported in Table 4 which present the superscripts that indicates the rank obtained by the distribution according to the selection criteria (the smaller the better). The column labeled as "RT" shows the sum of the ranks. From the values of "RT" column we can see that the TPL distribution is judged as being the most appropriate for five data sets. The fitted transmuted power Lindley density is displayed in Figure  2 .
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Conclusion
In this paper we have introduced a new generalization of the power Lindley distribution, the transmuted power Lindley model. The proposed distribution was constructed by using a quadratic rank transmutation map and taking the power Lindley, which was formulated by using a power transformation X = T 1/α , as the baseline distribution. Some mathematical properties along with order statistics and estimation issues are addressed.
A real data was considered in order to illustrate the usefulness and effectiveness of the new model. In addition to the transmuted model, four different models were fitted and seven different statistics of fit were used as selection criteria: −2× log-likelihood, AIC, AICC, BIC, KS, AD and CvM.
