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Abstract
We present some results on the perturbation of eigenvalues embedded at a threshold for a matrix-
valued Hamiltonian with three-dimensional dilation analytic Schrödinger operators as entries and
with a small off-diagonal perturbation. The main result describes how a threshold eigenvalue gener-
ates resonances (that is, poles of the meromorphic continuation of the perturbed Hamiltonian).
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This work concerns matrix-valued Schrödinger operators of the form
H = H˜0 + V =
(−Δ 0
0 −Δ+ λ0
)
+ V (x), x ∈ R3, (1.1)
in H = L2(R3) ⊕ L2(R3), where 0 < λ0 ∈ R and V (x) is a H˜0-compact operator-valued
matrix
V (x) =
(
Va Vab
Vba Vb
)
, V (x)∗ = V (x). (1.2)
We may introduce
H0 =
(
Ha 0
0 Hb
)
=
(−Δ+ Va 0
0 −Δ+ λ0 + Vb
)
(1.3)
and write, with g being a real off-diagonal coupling constant,
H(g) := H0 + g
(
0 Vab
Vba 0
)
. (1.4)
In particular, H = H(1). The structure of H(0) = H0 implies that it is easy to give exam-
ples of eigenvalues embedded at the threshold λ0, i.e., the boundary point of the continuous
spectrum of H(0).
A particular case of interest is the following. Under appropriate conditions on Va we
have σac(Ha) = [0,∞) and Ha has discrete spectrum in (−∞,0). Similarly, σac(Hb) =
[λ0,∞) and Hb has discrete spectrum in (−∞, λ0). Furthermore, we assume that zero is
an (isolated) eigenvalue of Hb (well-defined under suitable decay conditions on Vb) with,
say, multiplicity  . Thus H(0) = H0 has an eigenvalue embedded at the threshold zero. To
obtain information on what happens when the off-diagonal interaction is switched on, we
assume that zero is a regular point of Ha (see Section 5 for the definition). It was shown in
[21] that the spectral properties of H(g) in the vicinity of zero are determined by a matrix
Mab =
(〈
Ra(0)Vabψj ,Vabψk
〉)
1j,k, (1.5)
where Ra(ζ ) = (Ha −ζ )−1 is the resolvent of Ha and ψk , k = 1, . . . ,  , are the normalized
eigenfunctions corresponding to the zero eigenvalue of Hb . Assuming that Mab has strictly
positive (real) eigenvalues, the following result holds (see Theorem 4.2 in [21]). There exist
η0 > 0 and δ0 > 0 such that
(−δ0,0)∩ σpp
(
H(g)
)
is discrete (1.6)
for all g with g ∈ (0, η0]. Moreover, asymptotic expansions for the eigenvalues of H(g)
in (−δ0,0) are derived as g → 0. This result is comparable with the one by Jensen and
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the hypothesis that a certain (effective interaction of off-diagonal part) operator is strictly
positive and invertible, it is shown in [11] that there are no eigenvalues of H(g) contained
in an interval of the form (−cg2, δ0) for some c > 0.
Depending upon the definition of what a resonance is, its existence can be justified in
several ways. We shall study this question in the spectral meaning, i.e., we look at a mero-
morphic continuation of the resolvent of H(g) and we thus expect to find a pole near the
threshold in the complex plane. Resonances are not discussed in [11,21], but the question
was raised in [21], whether one can prove that negative eigenvalues of Mab (see (1.5)) give
rise to resonances of H(g). In the present work we answer this question in the affirmative;
see Theorem 5.2. To establish this result we require that the potential V is dilation-analytic
(see Definition 2.3). To pave the way to Theorem 5.2, we begin by considering the sim-
pler situation where the embedded eigenvalue of H(0) is away from the threshold zero;
see Theorem 4.2. In both theorems we give asymptotic formulas for the resonances as the
off-diagonal coupling constant g tends to zero.
Our method relies on the basic theory of quantum resonances for dilation-analytic po-
tentials, as developed by Aguilar, Balslev, Combes and Simon [1,2,26], in combination
with the Feshbach formula for the resolvent of H(g) and a useful factorization of the lat-
ter. It is worth to mention that the methods used in the present work are quite different from
the ones used in [11] although, to some extend, they both rely on asymptotic expansions
of the resolvent of (scalar-valued) Schrödinger operators as the spectral parameter tends to
the boundary point of the continuous spectrum; see, e.g., (5.1). The latter issue has been
studied intensively (see [4,20] and the references therein).
A substantial literature is concerned with proving existence of resonances in the spectral
meaning. Assuming dilation-analyticity, it was established in a large number of cases by
Aguilar and Combes [1], Balslev and Combes [2] and Simon [26], including atoms and
molecules. Concerning the perturbation of eigenvalues embedded at thresholds and the
possible appearance of resonances in this context there seems to be few results. For scalar-
valued Schrödinger operators, the coupling constant case have been analyzed in [7,25] and
the semi-classical limit of resonances near band edges of periodic Schrödinger operators
was investigated by Klopp [16]. A general framework for a unified treatment of resonances
and eigenvalues of scalar-valued Schrödinger operators near thresholds has been given in
[8], using meromorphic continuation of resolvents. For abstract block-matrix Hamiltoni-
ans, Mennicken and Motovilov [22] consider analytic continuation of the transfer function
(see, e.g., (2.3)) to the nonphysical sheet of its Riemann surface. Nonselfadjoint operators
whose spectra include the resonances of the initial operator are constructed. The authors
treat resonances as the discrete spectrum of the transfer function situated in the so-called
nonphysical sheets of its Riemann surface (Lax–Phillips approach). A factorization theo-
rem for the transfer function is established and basis properties for the “root” vectors are
proven.
Within the spectral meaning of resonances, we know of only a single work, by Baum-
gartner [3], which is directly related to ours. It concerns the possibility of having a (modi-
fied) Fermi Golden rule at a threshold for a few simplified two-channel models.
Resonances can also be studied from the time-dependent point of view. Here one looks
at the behaviour of 〈Φ0, e−itH(g)Φ0〉, which describes the probability to remain in the
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〈Φ0, e−itH(g)Φ0〉 = e−itζ(g) + δ(γ, t), t > 0, describing a metastable state; here, assuming
that a resonance defined in the spectral sense exists, ζ(g) should coincide with the reso-
nance location. The error term δ(ζ, t) should tend to zero as g → 0. This approach, without
analyticity, was initiated in [24] and developed further in [9,14]. More recently, a general
time-dependent approach have been developed by several authors, without analyticity, see,
e.g., [5,15,23,27,28]. It seems that none of these approaches can be applied to the perturba-
tion of an eigenvalue embedded at a threshold. Very recently, however, Jensen and Nenciu
[12] have established a modified Fermi Golden rule at a threshold for scalar-valued, odd-
dimensional Schrödinger operators in the coupling constant case. There is hope that their
method might be adapted to treat operator-valued matrix Hamiltonians. As a technical re-
mark, we note that all these time-dependent approaches rely on the Feshbach projection
method (in various disguises), as does the present work.
Another, closely related issue, is the derivation of asymptotic expansions of the re-
solvent as the spectral parameter tends to a threshold. Results on operator-valued matrix
Hamiltonians are given in [17], based on resolvent expansions for three-dimensional and
one-dimensional Schrödinger operators found in [4,10,20]. The latter results are applied to
scattering theory for pairs of operator-valued matrix Hamiltonians in [18].
2. Preliminaries
Let us fix some basic notation. For a complex number ζ ∈ C \ [0,∞), we denote by
ζ 1/2 its branch of the square root with positive imaginary part. The set {z ∈ C: |z− ζ | < r,
ζ ∈ C, r > 0} defines a ball, in symbols B(ζ, r), with center in ζ and radius r . Let H be
a separable complex Hilbert space. We denote its scalar product and norm by 〈·,·〉H and
‖ · ‖H, respectively. If J is another Hilbert space, then we write J ⊂H if J is embed-
ded in H. Let T be a self-adjoint operator on a Hilbert space H with domain D(T ). The
spectrum and resolvent set are denoted by σ(T ) and ρ(T ), respectively. We use standard
terminology for the various parts of the spectrum, see, for example, [13]. The resolvent is
R(ζ ) = (T − ζ )−1. The spaces of bounded and compact operators from a Hilbert space
H1 into a Hilbert space H2 are denoted by B(H1,H2) and K(H1,H2), respectively. If
H :=H1 =H2 we use the notation B(H) and K(H), respectively.
We adopt the usual notation for function spaces: C∞0 , L2, etc. The Schwartz space of
rapidly decreasing functions and its adjoint space of tempered distributions are denoted by
S and S ′, respectively. The Fourier transformation is denoted by F . The weighted Sobolev
spaces on R3 are defined by
Ht,s
(
R
3)= {ψ ∈ S ′(R3): 〈p〉s〈x〉tψ ∈ L2(R3)}.
Here 〈x〉 denotes the operator of multiplication by the function (1 + |x|2)1/2 and 〈p〉 =
F∗〈x〉F . In particular, the weighted L2 spaces are defined by L2,s(R3) := H 0,s(R3) and
the standard Sobolev spaces are defined by Ht(R3) = Ht,0(R3). It is convenient to in-
troduce the following short-hand notation: L2,s(R3) := L2,s(R3) ⊕ L2,s(R3), L2(R3) :=
L2,0(R3), Ht (R3) := Ht(R3)⊕Ht(R3) and also Ht,s (R3) := Ht,s(R3)⊕Ht,s(R3).
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R(g; ζ ) of H(g). There are two variants. We give only one of them. The other version
is just an interchange of indices. Define
Ra(ζ ) := (Ha − ζ )−1, Rb(ζ ) := (Hb − ζ )−1, (2.1)
Wb(ζ ) := VabRb(ζ )Vba, and (2.2)
Ta(g; ζ ) := Ra(ζ )
(
1 − g2Wb(ζ )Ra(ζ )
)−1
. (2.3)
Then, for Im ζ = 0,
R(g; ζ ) =
(
Ta(g; ζ ) −gTa(g; ζ )VabRb(ζ )
−gRb(ζ )VbaTa(g; ζ ) Rb(ζ )(1 + g2VbaTa(g; ζ )VabRb(ζ ))
)
(2.4)
solves the (Feshbach) problem (H(g)− ζ )Ψ = Φ .
We impose the following hypotheses on Va , Vb and Vab:
Assumption 2.1.
(i) V# ∈K(H 2(R3),L2(R3)) for # = a, b.
(ii) x∇V ∈K(H 2(R3),H−2(R3)) for # = a, b.
(iii) For |x| large, ∣∣V#(x)∣∣ C〈x〉−β#
for some β# > 0 and # = a, b.
(iv) Vab ∈K(H 2(R3),L2(R3)), x∇Vab ∈K(H 2(R3),H−2(R3)) and, for large |x|,∣∣Vab(x)∣∣C〈x〉−β, for some β > 0.
Assumption 2.1, in conjunction with the Kato–Rellich theorem, ensures that Ha and
Hb are well-defined as self-adjoint operators in L2(R3), with domain D(Ha) =D(Hb) =
H 2(R3), and the basic spectral properties are as described in the introduction. Moreover,
V is H˜0-compact, which implies that H is a well-defined self-adjoint operator in L2(R3),
with domainH2(R3). The hypotheses in Assumption 2.1 also ensure that −Δ+Va , −Δ+
λ0 +Vb and H , respectively, have no eigenvalues strictly larger than 0, λ0, and λ0, respec-
tively.
We begin by considering the resolvent of H(g). For this purpose we define the following
set. Let 0 < l < r < λ0 and set Λ = [l, r]. For some δ0 > 0 define
Ω = {ζ = μ+ i ∈ C: μ ∈ Λ,dist(μ,σ(Hb)) δ0 and  ∈ (0,1]}. (2.5)
Lemma 2.2. Let Assumption 2.1 hold with β > 1/2. Then there exists η0 > 0 such that, for
g ∈ (0, η0], ζ → R(g; ζ ) has a norm-continuous extension to Ω , uniformly bounded in g,
with values in B(L2,s(R3)⊕L2(R3),H 2,−s(R3)⊕H 2(R3)), s > 1/2.
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e.g., [6]). It asserts that Ra(ζ ), defined initially on Im ζ > 0, extends continuously to ζ ∈ Ω
as an operator in B(L2,s(R3),L2,−s(R3)), s > 1/2. Taking β > 1/2 and 1/2 < s < β en-
sure that g2Wb(ζ )Ra(ζ ) maps L2,s(R3) into L2,2β−s(R3) ⊂ L2,s(R3) and it is uniformly
bounded by g2 (up to a multiplicative constant). Hence, choosing η0 sufficiently small,
1 − g2Wb(ζ )Ra(ζ ) :L2,s
(
R
3)→ L2,s(R3)
is invertible and it has a uniformly bounded inverse. It follows that
Ta(g; ζ ) = Ra(ζ )
(
1 − g2Wb(ζ )Ra(ζ )
)−1
:L2,s
(
R
3)→ H 2,−s(R3)
is uniformly bounded and it extends continuously to Ω . 
For the study of resonances (to be defined below), Assumption 2.1 does not suffice. In
addition, we must require that our potential is dilation analytic:
Definition 2.3. An operator W on L2(R3) is called dilation analytic (in symbols, W ∈ Cα)
if there exists a strip
Sα :=
{
θ ∈ C: |Im θ | < α} (2.6)
for suitable α > 0 such that
(i) D(W) ⊇D(−Δ) and V is symmetric.
(ii) W is −Δ-compact.
(iii) The family W(θ) := UθWU−1θ , θ ∈ R, has an analytic continuation into the strip Sα ,
in the sense that W(θ)(−Δ + 1)−1 is an operator-valued function which is analytic
on Sα .
For later purpose it is convenient to introduce
S±α := {θ ∈ C: 0 < ± Im θ < α}
such that Sα = S+α ∪ S−α ∪ R.
Assumption 2.4. There exist α > 0 and a strip Sα of the type in (2.6) such that
(i) V# ∈ Cα , # = a, b.
(ii) Vab ∈ Cα .
Under Assumption 2.4, the operator-valued functions
H#(θ) := H#(θ)+ V#(θ), # = a, b,
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(
Ha(θ) 0
0 Hb(θ)
)
, Voff(θ) :=
(
0 Vab(θ)
Vba(θ) 0
)
,
H(g; θ) := H0(θ)+ gVoff(θ)
are analytic families of type A [13]. The following facts hold [6]:
σess
(
Ha(θ)
)= e−2θR+, σess(Hb(θ))= λ0 + e−2θR+,
σd
(
Ha(θ)
)⊂ σpp(Ha)∪ {ζ ∈ C: −2 Im θ < arg ζ < 0},
σd
(
Hb(θ)
)⊂ σpp(Hb)∪ {ζ ∈ C: −2 Im θ < arg(ζ − λ0) < 0}.
The nonreal eigenvalues of H(g; θ) are called the resonances of H(g) [6]. The following
result is clear.
Lemma 2.5. Let Assumptions 2.1 and 2.4 hold. Then, for θ ∈ C+, the intersection of
σ(H0(θ)) and the set{
ζ ∈ C: 0 < Re ζ < λ0, −2 Im θ < arg ζ  0, arg(ζ − λ0) < −2 Im θ
}
is discrete.
3. A factorization of the resolvent
Let Assumption 2.1 be satisfied. Throughout this section we consider the following
situation.
Assumption 3.1. Let λ ∈ σ(Hb).
(i) Assume λ ∈ (0, λ0) is an eigenvalue of Hb having multiplicity  , with normalized
eigenfunctions ψk , k = 1, . . . ,  .
(ii) Assume that δ0 > 0 is chosen such that dist(λ,σ (Hb) \ {λ}) 2δ0.
Corresponding to the eigenvalue λ of Hb we use the notation Pb for the eigenprojection
and, moreover, we set Qb := 1 − Pb .
Define H˜b := QbHbQb , R˜b(ζ ) := (H˜b − ζ )−1Qb ,
W˜b(ζ ) := VabR˜b(ζ )Vba, (3.1)
T˜a(g; ζ ) := Ra(ζ )
(
1 − g2W˜b(ζ )Ra(ζ )
)−1
, (3.2)
and
R˜(g; ζ ) :=
(
T˜a(g; ζ ) −gT˜a(g; ζ )VabR˜b(ζ )˜ ˜ ˜ 2 ˜ ˜
)
. (3.3)−gRb(ζ )VbaTa(g; ζ ) Rb(ζ )(1 + g VbaTa(g; ζ )VabRb(ζ ))
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Ω+(δ0;λ) :=
{
ζ = μ+ i ∈ C: μ ∈ (λ− δ0, λ+ δ0) and  ∈ (0,1]
}
.
Then, for ζ ∈ Ω+(δ0;λ), we have that
(
H(g)− ζ )R˜(g; ζ ) = ( 1 0
gPbVbaT˜a(g; ζ ) Qb − g2PbVbaT˜a(g; ζ )VabR˜b(ζ )
)
. (3.4)
Consider the equation (H(g) − ζ )Ψ = Φ on Ω+(δ0;λ). We wish to derive a formula
for the resolvent which solves this problem. For this purpose we define
X˜r :C
  (z1, . . . , z) →
(
0,
∑
k=1
zkψk
)
∈H2(R3), (3.5)
X˜l :L2
(
R
3) (φ,ψ) → (〈ψ1,ψ〉, . . . , 〈ψ,ψ〉) ∈ C, (3.6)
and consider an analogous equation related to the operator
H(g; ζ ) =
(
H(g)− ζ X˜r
X˜l 0
)
:H2(R3)⊕C → L2(R3)⊕ C. (3.7)
The structure of (3.4) motivates the introduction of
Y(g; ζ ) :=
(
0 0
gPbVbaT˜a(g; ζ ) −g2PbVbaT˜a(g; ζ )VabR˜b(ζ )
)
, (3.8)
Z(g; ζ ) := (H(g)− ζ )X˜r . (3.9)
Then the inverse of H(g; ζ ), denoted by R(g; ζ ), is given by
R(g; ζ ) =
(
R˜(g; ζ )(1 − Y(g; ζ )) X˜r − R˜(g; ζ )(1 − Y(g; ζ ))Z(g; ζ )
X˜l(1 − Y(g; ζ )) −X˜l(1 − Y(g; ζ ))Z(g; ζ )
)
=:
(
X(g; ζ ) Xr(g; ζ )
Xl(g; ζ ) Xrl(g; ζ )
)
. (3.10)
For later purpose we note that
X(g; ζ ) = R˜(g; ζ )
(
1 0
gPbVbaT˜a(g; ζ ) 1 + g2PbVbaT˜a(g; ζ )VabR˜b(ζ )
)
. (3.11)
By introducing
X˜′r :C  (z1, . . . , z) → ψ =
∑
zkψk
k=1
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Xrl(g; ζ ) = X˜′l
(
ζ − λ+ g2VbaT˜a(g; ζ )Vab
)
X˜′r . (3.12)
Then it follows from the latter that the identity
R(g; ζ ) = X(g; ζ )−Xr(g; ζ )Xrl(g; ζ )−1Xl(g; ζ ) (3.13)
holds for ζ ∈ C+.
From [21, Lemma 3.2 and Proposition 3.3] we summarize the following properties
which are valid under Assumption 2.1 (with β > 1/2) and Assumption 3.1.
(P1) There exists η0 such that, for g ∈ (0, η0], T˜a(g;μ + i0) exists in B(L2,s(R3),
L2,−s(R3)), s > 1/2, and it is Hölder continuous in μ provided |μ − λ|  δ0; uni-
formly in g ∈ (0, η0].
(P2) There exists η0 such that, for g ∈ (0, η0], the operator-valued functions
ζ → X(g; ζ ) ∈ B(L2,s(R3)⊕L2(R3),H 2,−s(R3)⊕H 2(R3)),
ζ → Xr(g; ζ ) ∈ B
(
C
,H 2,−s
(
R
3)⊕H 2(R3)),
ζ → Xl(g; ζ ) ∈ B
(
L2,s
(
R
3)⊕L2(R3),C),
ζ → Xrl(g; ζ ) ∈ B
(
C

)
are analytic in ζ on Im ζ > 0 and they extend continuously to ζ ∈ Ω+(δ0, λ); uni-
formly in g ∈ (0, η0].
In addition to the assumptions made above, we now include Assumption 2.4. For some
small 0 we define
Ω(0, δ0;λ) :=
{
ζ ∈ C: |Re ζ − λ| < δ0, −0 < Im ζ < 1
}
.
Then, for θ ∈ C+ chosen sufficiently small,
Ω(0, δ0;λ)∩ σ
(
H0(θ)
)= {λ}; (3.14)
here 0 > 0 depends on both θ and λ.
With θ ∈ C, |Im θ | < α and r < 0 chosen sufficiently small, the Riesz integral
Pb(θ) := − 12πi
∫
|ζ−λ|=r
(
Hb(θ)− ζ
)−1
dζ (3.15)
for Hb(θ) and λ is well defined [13]. Evidently, Pb(0) = Pb and θ → Pb(θ) is an analytic
family of projections. In particular, RankPb(θ) is constant and equals the multiplicity of λ,
viz.  .
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H(g; ζ, θ), R˜(g; ζ, θ), X(g; ζ, θ), etc. we derive formulas analogues to the ones above. In
particular,
R(g; ζ, θ) = X(g; ζ, θ)−Xr(g; ζ, θ)Xrl(g; ζ, θ)−1Xl(g; ζ, θ) (3.16)
holds for ζ ∈ C+ and θ ∈ R.
4. Perturbation of nonthreshold eigenvalues
Let Assumptions 2.1 and 2.4 hold. Throughout this section we focus on the situation
described in Assumption 3.1; we use the same notation as in Section 3.
Lemma 4.1. Let Assumption 2.1 with β > 1/2. Moreover, let Assumptions 2.4 and 3.1
hold. Then:
(i) The operator-valued function C+ ×R  (ζ, θ) → R(g; ζ, θ) ∈ B(L2,s(R3)⊕L2(R3),
H 2,−s(R3)⊕H 2(R3)) extends meromorphically to Ω(0, δ0;λ)× S+α .
(ii) The operator-valued function R(g; ζ, θ) has a pole at ζ(g) ∈ Ω(0, δ0;λ) if and only
j (g; ζ(g),0) = 0, where
j (g; ζ, θ) := detPb(θ)
[
ζ − λ+ g2Vba(θ)T˜a(g; ζ, θ)Vab(θ)
]
Pb(θ). (4.1)
Proof. (i) As a consequence of (3.14), Ra(g; ζ, θ) extends to an analytic function on
Ω(0, δ0;λ)× S+α . By choosing η0 > 0 sufficiently small, we infer that
T˜a(g; ζ, θ) = Ra(ζ, θ)
[
1 − g2Vab(θ)R˜b(ζ, θ)Vba(θ)Ra(ζ, θ)
]−1 (4.2)
is analytic in B(0, η0) × Ω(0, δ0;λ) × S+α . In view of (3.11) (with X(g; ζ ) replaced
by X(g; ζ, θ), etc.), we see that C+ × R  (ζ, θ) → X(g; ζ, θ) ∈ B(L2,s(R3) ⊕ L2(R3),
H 2,−s(R3)⊕H 2(R3)) extends to an analytic function on Ω(0, δ0;λ)× S+α . Define now
Xrl(g; ζ, θ) := Xr(g; ζ, θ)Xrl(g; ζ, θ)−1Xl(g; ζ, θ) (4.3)
and also
X̂(g; ζ, θ) := Pb(θ)
[
ζ − λ+ g2Vba(θ)T˜a(g; ζ, θ)Vab(θ)
]
Pb(θ). (4.4)
Then we have the factorization
Xrl(g; ζ, θ) =[1 −X(g; ζ, θ)(H(g; θ)− ζ )]Pb(θ)X̂(g; ζ, θ)−1Pb(θ)(1 − Y(g; ζ )(θ)).
(4.5)
Now, X̂(g; ζ, θ) has finite rank and, for η0 > 0 sufficiently small, it is an analytic function
on B(0, η0) × Ω(0, δ0;λ) × S+α . We thus infer that the inverse of X̂(g; ζ, θ) restricted to
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conjunction with (4.5) proves that
C+ × R  (ζ, θ) → Xrl(g; ζ, θ) ∈ B
(
L2,s
(
R
3)⊕L2(R3),H 2,−s(R3)⊕H 2(R3))
extends to a meromorphic function on Ω(0, δ0;λ) × S+α and, in view of (4.5), this estab-
lishes (i).
(ii) We first show that R(g; ζ, θ) has a pole at ζ0 ∈ Ω(0, δ0;λ) if and only
j (g; ζ0, θ) = 0. From (3.16) and (4.3)–(4.5) we see that the statement is equivalent
to proving that ζ0 ∈ Ω(0, δ0;λ) is a nonreal eigenvalue of H(g; θ) if and only if
detXrl(g; ζ0, θ) = 0. To prove this statement we observe that property (P2) asserts that,
in the setting of weighted spaces, the identities H(g; ζ, θ)R(g; ζ, θ) = 1 on L2(R3) and
R(g; ζ )H(g; ζ ) = 1 on H2(R3) extend analytically to Ω(0, δ0;λ), i.e., one has(
H(g; θ)− ζ )Xr(g; ζ, θ)+ X˜rXrl(g; ζ, θ) = 0, (4.6)
Xl(g; ζ, θ)
(
H(g; θ)− ζ )+Xrl(g; ζ, θ)X˜l = 0 (4.7)
are valid for ζ ∈ Ω(0, δ0;λ).
Now if ζ0 ∈ Ω(0, δ0;λ) fulfills H(g; θ)Φ = ζ0Φ with Φ = (ϕa,ϕb) = 0 as above, then
(4.7) implies that
Xrl(g; ζ0, θ)X˜lΦ = 0.
Since, as an operator from H 2,−s(R3)⊕H 2(R3) into itself,
X(g; ζ0, θ)
(
H(g; θ)− ζ0
)+Xr(g; ζ0, θ)X˜l = 1,
we deduce that
Xr(g; ζ0, θ)X˜lΦ = Φ.
and X˜lΦ = (〈ϕb,ψ1〉, . . . , 〈ϕb,ψ〉) = 0. Hence detXrl(g; ζ0, θ) = 0. On the other hand,
if detXrl(g; ζ0, θ) = 0 and z ∈ C \ {0} belongs to KerXrl(g; ζ0, θ), then, by set-
ting Φ = Xr(g; ζ0, θ)z ∈ H 2,−s(R3) ⊕ H 2(R3) for any s > 1/2, (4.6) implies that
(H(g; θ) − ζ0)Φ = 0 and Φ = 0 because X˜rΦ = X˜lXr(g; ζ0, θ)z = z = 0. This proves
that R(g; ζ, θ) has a pole at ζ0 ∈ Ω(0, δ0;λ) if and only j (g; ζ0, θ) = 0. To prove the as-
sertion (ii), bear in mind the operator-valued function X̂(g; ζ, θ) defined in (4.4). If ζ ∈ C+
and Im θ1 = Im θ2, then X̂(g; ζ, θ) and X̂(g; ζ,0) are unitarily equivalent and, therefore,
det X̂(g; ζ, θ) = det X̂(g; ζ,0). The values of the function j (g; ζ, θ) do not dependent on θ
because X̂(g; ζ, θ) is analytic in (ζ, θ). Hence, C+  ζ → j (g; ζ,0) extends to an analytic
function on Ω(0, δ0;λ). Now the assertion (ii) immediately follows from what we estab-
lished above. 
The following result describes how resonances arise from the embedded (nonthreshold)
eigenvalue λ.
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hold. Define
j˜ (ϑ; ζ ) := det(M(ζ )− ϑ), Im ζ > 0, ϑ ∈ C, (4.8)
with
M(ζ) := (〈Ra(ζ )Vabψj ,Vabψk 〉)1j,k. (4.9)
Then:
(i) The function C+  ζ → j˜ (ϑ; ζ ) extends analytically to Ω(0, δ0;λ).
(ii) Denote the zeros of ϑ → j˜ (ϑ; ζ ) by ϑ1, . . . , ϑn and denote their multiplicities by
1, . . . , n. If θ ∈ C+, then there exists η0 > 0 such that, for g ∈ (0, η0), R(g; ζ, θ)
has  = ∑nk k poles ζk (taking into account multiplicity) in Ω(0, δ0;λ). For any
such ζk there exists k ones which obey
ζj,k(g) = λ− g2ϑk +O
(
g2+(2/k)
)
, j = 1, . . . , k. (4.10)
Proof. Keep in mind the definitions in (4.1) and (4.4).
(i) Since V ∈ Cα , we infer that, for fixed θ ∈ C+, X̂(g; ζ, θ) extends to an analytic
function on B(0, η0)×Ω(0, δ0;λ) and we can write it as
X̂(g; ζ, θ) = Pb(θ)
[
ζ − λ+ g2Vba(θ)Ra(ζ, θ)Vab(θ)+O
(
g4
)]
Pb(θ).
For ζ ∈ C+ the eigenvalues of M(ζ) coincide with those of PbVbaRa(θ)VabPb considered
on RanPb . Consequently,
j˜ (ϑ; ζ ) = detPb
[
VbaRa(ζ )Vab − ϑ
]
Pb. (4.11)
We thus deduce that
j (g; ζ, θ) = g2[j˜((ζ − λ)g−2; ζ, θ)+O(g2)], (4.12)
where j˜ (ϑ; ζ, θ) is the natural extension of j˜ (ϑ; ζ ) in (4.8). Here C+ × R  (ζ, θ) →
j˜ (ϑ; ζ, θ) extends to an analytic function on Ω(0, δ0;λ)× S+α , independent of θ . In other
words, we have extended C+  ζ → j˜ (ϑ; ζ ) analytically onto Ω(0, δ0;λ).
(ii) If we set
K(g; ξ) = g−2j(g;λ− g2ξ,0), (4.13)
then
K(g; ξ) = det[M(λ− g2ξ)−ξ]+O(g2) (4.14)
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if and only if ξ is an eigenvalue of M(λ).
Denote the eigenvalues of M(λ) by ϑ1, . . . , ϑn and let 1, . . . , n be their multiplicities.
For ξ ∈ B(ϑk, rk) with rk small enough, we have that
K(0; ξ) = (ξ − ϑk)kLk(ξ), (4.15)
where L(ξ) is analytic and nonzero in a neighborhood of ϑk . If we choose η0 > 0 suf-
ficiently small and we let ξ belong to some compact set, then Rouché’s theorem asserts
that
K(g; ξ) = 0 (4.16)
has precisely k (counting multiplicity) solutions ξj,k(g) in the vicinity of ϑk and they
fulfill
ξj,k(g) = ϑk +O
(|g|2/k ).
Invoking (4.14) and (4.15) we conclude that the zeros of ζ → j (g; ζ,0) =
g2K(g; (λ− ζ )g−2) belonging to Ω(0, δ0;λ) obey
ζj,k(g) = λ− g2ϑk +O
(|g|2+(2/k)), 1 k  n, 1 j  κ .
In view of Lemma 4.1, we have thus identified every possible pole of R(g; ζ, θ) lying in
Ω(0, δ0;λ). 
The result of Theorem 4.2 can be compared with [19, Theorem 6.5], where a sim-
ilar situation is studied for operator-valued matrix Hamiltonians with one-dimensional
Schrödinger operators as components.
5. Perturbation of an eigenvalue at a threshold
First we summarize the zero-energy properties of a three-dimensional Schrödinger op-
erator, say Ha = −Δ+Va(x). A priori zero can be an eigenvalue of Ha or a zero resonance
for Ha , or both. We have a zero resonance (or half-bound state) if Haψ = 0 has a solu-
tion ψ in a space slightly larger than L2(R3). It turns out that essentially three cases may
occur: Ha has no eigenvalue zero and no zero resonance (zero is a regular point), Ha has
no eigenvalue zero but has a zero resonance (zero is an exceptional point of 1st kind), Ha
has eigenvalue zero but has no zero resonance (zero is an exceptional point of 2nd kind),
or Ha has both eigenvalue zero and a zero resonance (zero is an exceptional point of the
3rd kind).
In all cases asymptotic expansions of the resolvent of Ha have been derived as the spec-
tral parameter ζ tends to the boundary point of the essential spectrum, i.e., the threshold 0
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relation
Ra(ζ ) =
(
I + (−Δ− ζ )−1Va
)−1
(−Δ− ζ )−1
obtained from the resolvent formula. The free resolvent (−Δ−ζ )−1 has the integral kernel
eiζ
1/2|x−y|
4π |x − y| .
It follows from Taylor’s formula that one has the asymptotic expansion
(−Δ− ζ )−1 = G0 + iζ 12 G1 + o
(|ζ | 12 )
as ζ → 0, Im ζ > 0, in the norm topology of B(L2,s(R3),L2,−s(R3)) provided s > 3/2.
The operators Gj are given by their integral kernels as follows:
G0: 14π |x − y| , G1:
1
4π
, G2: |x − y|8π .
Henceforth we consider the case, which we discussed in the introduction.
Assumption 5.1.
(i) Assume that zero is a regular point of Ha .
(ii) Assume that zero is an eigenvalue of Hb having multiplicity  , with normalized eigen-
functions ψk , k = 1, . . . ,  .
Under Assumptions 5.1(i) and 2.1 with βa > 3, it was shown in [10, Theorem 6.1] that
the asymptotic expansion
Ra(ζ ) = B(0)a + iζ
1
2 B(1)a + o
(|ζ | 12 ) (5.1)
is valid as ζ → 0, Im ζ > 0, in the norm topology of B(L2,s(R3),L2,−s(R3)), s > 3/2,
with operator coefficients
B(0)a = G0(1 + VaG0)−1, B(1)a = (1 +G0Va)−1G1(1 + VaG0)−1.
To ensure that Assumption 5.1(ii) makes sense, we require that Assumption 2.1(iii)
holds with βb > 2; see [10, Section 2] for an explanation.
We next introduce complex numbers
γk := 1
(4π)1/2
∫
3
(
(1 + VaG0)−1Vabψk
)
(x) dx, k = 1, . . . , , (5.2)R
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satisfying γ · z = 0 for all z ∈ Γ . With these preparations we can state our main result.
Theorem 5.2. Let Assumption 2.1 hold with βa > 3, βb > 2 and β > 1. Moreover, let
Assumptions 2.4 and 5.1 hold. Suppose the matrix
Mab =
(〈
Ra(0)Vabψj ,Vabψk
〉)
1j,k
has a negative eigenvalue ϑ with multiplicity  . If Γ ∩ Ker(Mab − ϑ) = {0}, then there
exists η0 > 0 and r > 0 such that, for g ∈ (0, η0], H(g) has precisely  resonances ζk(g)
in the disk
D := {ζ ∈ C: ∣∣ζ + g2ϑ∣∣< g2r} (5.3)
and the following formulas hold:
ζk(g) = −ϑg2 − iakg3 + o
(
g3
)
, k = 1, . . . , , (5.4)
with ak being a strictly positive number.
Proof. For θ ∈ S+α ∪R, the hypothesis on Ha and standard arguments assure that Ra(ζ, θ)
has no poles lying in
Ω˜ := {ζ ∈ C: Im(e2θ ζ )> 0 and |Re ζ | < δ0}
for some δ0 > 0 chosen sufficiently small. It is easy to carry over property (P2) and we
thus get that, for each fixed θ , the operator-valued functions mentioned under property
(P2) (with X(g; ζ ) replaced by X(g; ζ, θ), etc.) are uniformly bounded on Ω˜ provided
s > 1 and g is sufficiently small. Moreover, for each fixed g, these functions are analytic
in (ζ, θ) ∈ Ω˜ × C+.
By following the same arguments as in the proof of Theorem 4.1 (with λ = 0), we find
that there exists η0 > 0 such that, for g ∈ (0, η0), (3.16) holds on Ω˜ and ζ0 ∈ Ω˜ is a pole of
ζ → R(g; ζ, θ) ∈ B(L2,s(R3),L2,−s(R3)), s > 1, if and only if j (g; ζ, θ), given in (4.1),
has a zero at ζ0. Now, the zeros of j (g; ζ, θ) and j (g; ζ,0) lying in Ω˜ coincide because
j (g; ζ, θ) = j (g; ζ,0) for ζ ∈ C+. Moreover, an application of (5.1) yields
j (g; ζ,0) = det[ζ + g2(Mab + iζ 12 γ γ ∗)+ o(|ζ | 12 )]+O(|g|4), ζ ∈ Ω˜, (5.5)
provided g is sufficiently small. Since Mab and γ γ ∗ are Hermitian, it follows that Mab +
iζ 1/2γ γ ∗ has  eigenvalues ϑk(ζ ) in the vicinity of ϑ , which are analytic in the variable
κ = iζ 1/2; in a neighborhood of zero. We have that, as ζ → 0,
ϑk(ζ ) = ϑ + ibkζ 12 +O
(|ζ |).
It follows from Γ ∩ Ker(Mab − ϑ) = {0} that bk = |〈γ,w0〉|2 > 0 with γ being the vector
having entries (5.2) and w0 being an eigenvector corresponding to the eigenvalue ϑ of Mab .
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(5.3)), obeying
ζk(g) = −ϑg2 − i(−ϑ) 12 bkg3 + o
(
g3
)
as g → 0. By setting ak = (−ϑ)1/2bk , we obtain (5.4). 
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