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Abstract
The dispersion improved Compact Accurately Boundary Adjusting high-
REsolution Technique (CABARET) schemes are presented as an upgrade of
the original CABARET for improved wave propagation modeling. The new
modification retains many attractive features of the original CABARET scheme
such as shock-capturing and low dissipation. It is simple for implementa-
tion in the existing CABARET codes and leads to greater accuracy for solv-
ing linear wave propagation problems. A non-linear version of the dispersion-
improved CABARET scheme is introduced to deal with contact discontinuities
and shocks efficiently. The properties of the new linear andnonlinearCABARET
schemes are analyzed for numerical dissipation and dispersion error based
on Von Neumann analysis. The properties of the new linear and nonlinear
CABARET schemes are demonstrated for one-dimensional, two-dimensional,
and three-dimensional flows. Furthermore, the viscous terms in the full three-
dimensional CABARET unstructured Navier-Stokes solver have been updated
from the vertex approach to the collocated approach, resulting in efficient com-
putational time.
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Chapter 1
Introduction and Literature review
Aerodynamic noise generated by an aircraft is a major concern for designers.
Notably, during take-off and landing the noise pollution affects the communi-
ties in and around airports. Hence, stringent noise reduction requirements for
aircraft are updated continuously by the International Civil Aviation Organi-
zation (ICAO), as newer permissible thresholds (a 10dB reduction by the year
2020 with respect to the noise levels in the year 2000) for noise levels are being
defined (Leylekian et al., 2014). For example, the noise generated by the air-
frame and jet is a significant contributor to external noise emission. Therefore,
for optimal aircraft designs, more quantitative noise predictions are needed for
components such as the wing, the propeller fan, and the nozzle (Tam, 2004; Za-
man et al., 2011).
1.1 Motivation
Broadly, the numerical approach to analyse aerodynamic noise is known as
Computational Aero-Acoustics (CAA). Following Wagner et al. (2007), and
Colonius and Lele (2004), CAAmethods are broadly classified into two groups,
direct methods, and hybrid methods.
The direct methods are similar to Direct Numerical Simulation (DNS) in
Computational Fluid Dynamics (CFD). Here, the full compressible Navier-
Stokes equations are solved for the flow field and the acoustic field. Analo-
gously, these methods need substantial computational resources, due to a large
number of cells or points needed for the large domain extending to the observer.
Furthermore, many CFD schemes, which are designed to solve the near-field
1
problem (i.e., close to the body or surface of geometry), have high dispersion
and dissipation errors which distort and damp the acoustic waves in the far-
field. Briefly, the dispersion and the dissipation errors in the numerical scheme
correspond to the errors in phase and the errors in magnitude of a wave. As
shown in Figure 1.1, the dissipation error accounts for the error in computing
the amplitude of the sinusoidal wave, and the dispersion error corresponds to
the error in computing the phase of the sinusoidal wave.
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Figure 1.1: Numerical errors in computing a sinusoidal wave.
The hybrid methods use a model decomposition to decouple the aerody-
namic field in the near-field and the acoustic waves in the far-field. This leads
to a combination of methods which transport the acoustic waves in the far-field
and the sound generating aerodynamic field in the near-field. The decoupling
is possible because the flow-field can be thought of as the superimposing of
the aerodynamic field and the acoustic field. Accurate methods for solving the
governing Navier-Stokes (NS) equations play an essential role in CAA. For effi-
ciency, the underlying CFD schemes involved should have low dispersion, and
dissipation to not distort or dampen the acoustic waves, as well as, remain prac-
tical to handle complex flows (such as shock-capturing) and geometries (such
as a simple computational stencil). The present work of the thesis is aimed to
improve the dispersion properties of the CABARET scheme, which can satisfy
both these requirements.
Generally, the NS governing equations consist of advection, viscous, and
source terms. The following section 1.2.1 briefly reviews the progress, although
not exhaustive, of different numerical methods focused on the advection meth-
ods.
1.2 Literature review
1.2.1 Advection modelling methods
Thewave propagation phenomena of the hydrodynamic and the acoustic waves
in aero-acoustics involve capturing the large disparity of scales from turbulence
to acoustic waves. The numerical methods that are used to compute thesewaves
efficiently are required to preserve a wide range of fluid and acoustic features.
This includes preserving the phase and amplitude of small acoustic perturba-
tions, which are typically few orders of magnitude or smaller than the hydro-
dynamic waves, and the capturing of non-linearities in flow, such as shocks.
For a given fluid flowproblem, several numerical methodsmay be employed
to compute the numerical solution accurately. However, the requirements for
solving computational aero-acoustics (CAA) problems differ significantly from
the typical aerodynamic problems which use general CFD numerical methods.
Some significant considerations, as stated by Lele (1997); Tam (1995), are as fol-
lows.
Firstly, aerodynamic problems of interest typically correspond to small re-
duced frequencies where other phenomena such as smaller high-frequency tur-
bulence waves, are represented by averaging. Aero-acoustic problems have
a wide range of frequencies, especially high-frequency waves with extremely
small wavelengths, in accordance with the human hearing range that spans
from 200Hz to 4kHz. The space-time distribution of interfering acoustic waves
is needed to compute the intensity of far-field sound which is relevant for engi-
neering aeroacoustic problems of aircraft noise certification. Secondly, the am-
plitude of the acousticwaves are typically three to four order ofmagnitude lower
than the amplitude of the aerodynamic pressure variation of the flow, hence,
can be easily smeared by numerical dissipation. These conditions imply that
the numerical method should have both low dissipation and dispersion prop-
erties for wave propagation modelling. A useful measure of wave propagation
properties for computational schemes in CAA is the number of grid points (or
degrees of freedom) per wavelength (ppw) required to preserve a certain accu-
racy. Conventional CFD methods typically use large PPW counts (more than
20 for second-order schemes) resulting in large computational grids. In com-
parison to aero-acoustic specific numerical methods which use smaller grids,
as they need lesser PPW (typically around 6-8 or less) (Bogey and Bailly, 2004;
Haider et al., 2015).
Also, CAA problems which involve both the linear wave propagation and
the non-linear wave phenomena it is desirable to have a high-resolution scheme.
This means that the scheme is able to achieve a second or higher order of accu-
racy in the smooth parts with less PPW, and able to capture discontinuities with
few grid points free from any spurious oscillations (Harten, 1983), in addition to
low dispersion and dissipation. All these requirements lead to the fundamental
CFD problem of how to mitigate the problems arising from dispersion and dif-
fusion errors in the schemes, without compromising the stability and accuracy
for non-linear flows. An example of a linear wave progressing to a non-linear
wave as it travels in the x-direction is shown in Figure 1.2. In this example, a lin-
ear wave steepens (i.e. accelerates at the apex of the wave) as it travels, thereby
having a sudden jump in velocity (u). The steep region of the wave accelerates
further as it eventually catches up and overtake the wave in front of it to form a
non-linear or discontinuities region. A prime example of the non-linear region
is the shock formation.
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Figure 1.2: Steepening of a linear wave into a non-linear wave.
The different numerical methods which have been used to resolve the near
field aerodynamic source in CAA are based on Finite-Difference (FD), Finite-
Volume (FV) and Finite-Elementmethods (FE). A brief overview of eachmethod
is presented as follows.
Firstly, the FD methods have been the choice scheme, owing to their ease of
implementation for simple grids and in extending the schemes to high-order
accuracy, both to spatial and temporal terms in the governing equations. These
schemes have the advantage of the aforementioned desirable properties to solve
wave propagation problems. The Dispersion Relation Preserving (DRP) explicit
scheme by Tam andWebb (1993a), showed that the choice of stencil coefficients
for the spatial discretisation terms led to significant error reduction in dispersion
compared to the same spatial ordered central scheme. This error reduction in
the dispersion is reflected in the accuracy of the scheme at high wavenumbers,
i.e., for high-frequency wave propagation.
Although the above scheme is limited to structured grids, efforts have been
made to extend its application. Specifically, the DRP scheme has been applied
to block structured grids (Huang et al., 2008) and overset grids (Schoenwald
et al., 2007). Alternatively, a family of explicit high-order Bogey and Bailly (2004)
proposed FD schemes of order 8, 10 and 12 using 9, 11 and 13 points in the
stencil, respectively. It was primarily to achieve spectral-like resolution aimed
at Large Eddy Simulations (LES).Moreover, the schemewas enhanced to handle
shocks (Bogey et al., 2009) by introducing a shock sensor to detect shocks.
Nevertheless, the above-mentioned types of grid generation methods re-
quire specialised knowledge or extra effort to avoid loss in solution accuracy.
The grid generation in multiple blocks require specialist knowledge and also,
are difficult to generate for complex geometries. Furthermore, grid generation
using the overset method requires sophisticated post-processing to figure out
the regions to be deleted or cut-out to obtain the actual flowfield (Liseikin, 1999).
Additionally, these grids may result in numerical instability in non-linear re-
gions of the flow. One of the significant aspects of the above high-order schemes
is the large stencil and the complexity of their implementation for complex ge-
ometries leading to non-uniform grids.
Another popular scheme to consider is theWeightedEssentiallyNon-Oscillatory
(WENO) method. WENO is a high-resolution scheme (Harten et al., 1997),
which can be applied to complex grids. However, due to its long stencil to ob-
tain high-order accuracy, the scheme incurs high computational costs on un-
structured grids. Such schemes can also have additional overheads for mas-
sively parallel calculations with a limited memory per processor, for example,
vector-processing units like Graphics Processing Units (GPU) which demand a
minimal memory footprint to avoid latency in calculations.
Secondly, the FE methods based on Discontinuous Galerkin (DG) schemes
(Cockburn et al., 2000) are a class of high-order schemes which can be easily
applied to complex grids. Although the small stencil is an attractive feature
of the DG schemes, the Courant-Friedrichs-Lewy (CFL) number is severely re-
stricted, as it is inversely proportional to the order of the scheme (Dumbser et al.,
2014). This restriction on the time-step makes them very expensive for solving
unsteady problems such as in CAA, which comprise a wide range of frequen-
cies. Furthermore, the pre-conditioning of the system of equations is an active
field of research (Smears, 2016).
On the other hand, FVmethods of second-third order of accuracy remain an
attractive alternative to high-order methods for the ease of their implementa-
tion for industrial CAA problems. Second-order FD high-resolution scheme,
CABARET (Compact Accurately Boundary Adjusting high-REsolution Tech-
nique), which is non-dissipative (when flux-limiters are not used) and low-
dispersion over awide range ofCFLnumbers (Karabasov andGoloviznin, 2009).
CABARET has low-computational cost compared to the above mentioned high-
order methods, due to its compact one-cell stencil for linear advection, and is
also fully discrete, i.e., in both space and time. Furthermore, the scheme is di-
rectly adapted to the finite-volume (FV) framework and hence, can handle com-
plex geometries. The present work is devoted to the further development of the
CABARET method. Mainly, the improvement in wave propagation properties
of the original CABARET schemewithin a finite-volume approach applicable to
general CAA and CFD problems is the focus of the present research.
1.3 Novelty
The thesis contains original contributions as follows:
• The existing dispersion scheme of Goloviznin and Samarskii (1998a) was
focused on the one-step three-level CABARET scheme andwas applied for
the one-dimensional linear equation. The present work has extended this
to the two-level predictor-corrector CABARET scheme, which is suitable
for finite-volume implementation. Furthermore, this was generalised for a
multi-dimensional case with systems of equations (gas dynamics) (Chin-
tagunta et al., 2017).
• A non-linear version of the dispersion improved scheme is introduced to
efficiently deal with discontinuities, as discussed in section 2.3. The ef-
ficiency of the new scheme has been demonstrated for linear advection
equation, isothermal gas dynamics equations, and the Euler equations, in
chapter 4.
• The dispersion improved scheme for linear wave propagation has been
demonstrated as fourth-order accurate in linear advection test. This was
also shown through the Taylor series analysis following a similar analysis
of Danilin (2013). This has been presented in section 2.2.
• The viscous modelling of the laminar viscous stresses of the CABARET
MILES solver have been upgraded from the method used in Faranosov
et al. (2013a) to a more efficient Collocated approach, as presented in sec-
tion 3.1.
The outline of the thesis is as follows. The next chapter presents the im-
provements to the standard CABARET scheme concerning the wave propaga-
tion properties. The discussion on the viscous terms modelling along with the
suitable formulation is presented in Chapter 3. Following which, Chapter 4
presents the numerical results demonstrating the performance of the disper-
sion improved scheme in comparison with several existing schemes as well the
improvement in viscous modelling for various problems.
Chapter 2
Dispersion improved CABARET
schemes
The present Chapter describes the CABARET schemes and the new dispersion
improved variant in section 2.1 (Karabasov and Goloviznin, 2009). This is pre-
sented for the scalar conservation law, i.e., the advection equation. Furthermore,
the different non-linear correction procedures are presented in section 2.3 (Chin-
tagunta et al., 2017) and the related dispersion term correction is discussed in
section 2.3.1. Finally, the extension of the above schemes to the hyperbolic con-
servation law, i.e., the Euler equations are presented in section 2.5.
2.1 Linear CABARET scheme
The CABARET scheme is a conservative finite-difference scheme and is a single-
step scheme on compact stencil of one- cell. It is based on a compact formulation
of the second-order Upwind Leapfrog (UL) scheme (Goloviznin and Samarskii,
1998a,b; Karabasov, 2007) by introducing separate conservation and flux vari-
ables and is fully discrete in space and time. Let us consider the scalar conser-
vation law for conservation variable u and flux variable f (where f = f (u))
∂u
∂t
+
∂ f
∂x
= 0 (2.1)
The above equation is considered on a finite-difference stencil as shown in
Figure 2.1. The grid is both non-uniform in space (with spacing ∆xj = xj+ 12 −xj− 12 )
and time (with time-step of ∆tn+ 12 = tn+1−tn) about a point j corresponding to the
conservative variables, and the flux variables f at half steps.
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Figure 2.1: The 1D CABARET stencil, the conservative variables are at solid cir-
cles and the flux variables at the open circles.
Assuming the availability of nth time-step variables, a predictor step with
half-time step can be written using forward-time central space approximation
as
u
n+ 12
j −unj
1
2∆t
n+ 12
+
f n
j+ 12
− f n
j− 12
∆x j
= 0 (2.2)
Following this, the (n+ 1)th time-step variables can be evaluated in the cor-
rector step using the backward-time central-space approximation as
un+1j −u
n+ 12
j
1
2∆t
n+ 12
+
f n+1
j+ 12
− f n+1
j− 12
∆x j
= 0 (2.3)
The flux unknowns f n+1
j+ 12
and f n+1
j− 12
are evaluated by a simple upwind extrap-
olation, assuming that the sign of the wave speed is constant temporarily, as
un+1
j+ 12
= 2un+
1
2
j −unj− 12 , if
∂ f
∂u
> 0 (2.4)
un+1
j+ 12
= 2un+
1
2
j+1 −unj− 32 , if
∂ f
∂u
< 0
The equations (2.11) to (2.4) constitute the CABARET scheme, and is an
explicit single-step method. Because of the compact computational stencil
CABARET retains its second-order approximation for non-uniform spatial and
n−1
n
n+1
j −2 j −1 j j +1 j +2
Figure 2.2: The 1D CABARET dispersion stencil, the thick lines represent the
new dispersion stencil.
temporal grids, for sufficient accurate evaluation of the flux variables. The non-
linear correction to make the above scheme non-oscillatory is presented in sec-
tion 2.3.
2.1.1 Dispersion improved CABARET scheme
The dispersion improved version of CABARET scheme (referred with a suffix
DISP) was proposed by Goloviznin and Samarskii (1998b) for the linear advec-
tion equation with constant wave speed (c). The dispersion improvement was
achieved by adding an anti-dispersion correction term to the predictor and the
corrector steps. Let us consider the non-staggered three-level finite-difference
CABARET scheme.
un+1j −unj
2∆tn
+
unj−1−un−1j−1
2∆tn
+
f nj − f nj−1
∆x j
= 0 (2.5)
The dispersion improvement is introduced bymodifying the flux function to
include a second-order term proportional to the third derivative of (f ) in space
for the stencil shown in Figure 2.2.
f nj → f nj = f (unj )+δ f nj (2.6)
The anti-dispersion term δ f nj is evaluated as
δ f nj = −
µj
∆x¯j
[
f nj+1− f nj
∆xj+1
−
f nj − f nj−1
∆xj
]
(2.7)
∆x¯j =
1
2
(
∆xj+1+∆xj
)
(2.8)
µj = ϵd
(
∆xj+1
2−3CFLj∆xj∆x¯j +2CFL2j ∆x2j
)
(2.9)
Here, CFLj is the local CFL number (given byCFL= c∆t
n
∆x j
) for cell (j) at time (n)
and ϵd is a tunable calibration parameterwhose optimumvalue can be evaluated
analytically based on spectral analysis presented in section 2.1.2.
Furthermore, the coefficient of dispersion (µ) for uniform grid spacing and
constant time step, becomes
µ = ϵd∆x
2 (1−CFL) (1−2CFL) (2.10)
At CFL = 0.5,1 the coefficient of dispersion (µj) becomes zero. This corre-
sponds to the CFL numbers at which the original CABARET scheme is exact for
linear advection equation. Also, this flux derivative addition still retains zero-
dissipation error of the original CABARET scheme as will be demonstrated in
the next sections. It is useful also to note the dispersion improved CABARET
scheme applied to the staggered grid for the stencil shown in Figure 2.3. The
predictor-corrector steps along with the extrapolation can be written for the cell
(j) as follows.
j − 12 j j + 12 j + 32j − 32 j +1j −1
n
n+ 12
n+1
Figure 2.3: The 1D CABARET dispersion stencil, the dotted lines represent the
new dispersion stencil.
u
n+ 12
j −unj
0.5∆tn
+
f n
j+ 12
− f n
j− 12
∆xj
= 0 (2.11)
un+1j −unj
0.5∆tn
+
f n+1
j+ 12
− f n+1
j− 12
∆xj
= 0 (2.12)
fj+ 12
→ fj+ 12 +δ fj+ 12 ; δ fj+ 12 =
µj
∆¯xj
[
fj+ 12
− fj− 12
∆xj
−
fj− 12 − fj− 32
∆xj−1
]
(2.13)
here, ∆xj = 0.5(∆xj + ∆xj−1). Also, depending on the direction of the wave
propagation i.e., sign of d fdu , the extrapolation step can be written as
d f
du
> 0 : m,M = min,max(un
j− 12
,2unj ,u
n
j+ 12
),
un+1
j+ 12
= median(m,2unj −unj− 12 ,M) (2.14)
d f
du
< 0 : m,M = min,max(un
j+ 12
,2unj+1,u
n
j+ 32
),
un+1
j+ 12
= median(m,2unj+1−unj+ 32 ,M) (2.15)
As shown, the computational stencil of the dispersion improved CABARET
for the one-dimensional advection equation involves 3 space-time cells com-
pared to the standard CABARETwhich takes just 1 cell. The difference becomes
less for applications which involve characteristics of opposite signs meeting at
the same cell face, e.g., gas dynamics, where the dispersion improvedCABARET
still involves 3 cells while the standard CABARET stencil extends to 2 cells.
Furthermore, when solving equations of a convection-diffusion-type, where
the diffusion approximation for CABARET typically involves cell-center vari-
ables (Faranosov et al., 2013a), the computational stencil becomes 3 cells in each
coordinate direction for both versions of the CABARET algorithm. The dissipa-
tion and dispersion properties of the dispersion improved CABARET scheme
have been presented in the following section for the linear advection equation.
2.1.2 Linear spectral analysis
TheVonNeumann stability analysis (Hirsch, 2007) has been applied to the three-
time-level form of the advection equation (2.5) to assess its dissipation and dis-
persion properties. The dispersion improved CABARET scheme for a grid of
constant spacing in space (∆x) and time step (∆t) and a constant wave speed (c)
can be written in the final form as
un+1j −unj
2∆t
+
unj−1−un−1j−1
2∆t
+
(f nj +δ f nj )− (f nj−1+δ f nj−1)
∆x
= 0 (2.16)
un+1j −unj
2∆t
+
unj−1−un−1j−1
2∆t
+c
unj −unj−1
∆x
=
cµ
∆x3
[
(unj+1−2unj +unj−1)− (unj −2unj−1+unj−2)
]
(2.17)
For the linear advection equation, a travelling wave with wavenumber k and
frequency ω of the form unj = ei(ωn∆t+kj∆x) is sought as a partial solution. On sub-
stitution the equation (2.17) becomes
e−ikj∆x
eiω(n+1)∆t −eiωn∆t
2∆t
+e−ik(j−1)∆x
eiωn∆t −eiω(n−1)∆t
2∆t
+
ceiωn∆t
e−ikj∆x −e−ik(j−1)∆x
∆x
=
µc
∆x3
eiωn∆t
(
e−ik(j+1)∆x −2e−ikj∆x +e−ik(j−1)∆x
)
−
µc
∆x3
(
e−ikj∆x −2e−ik(j−1)∆x +e−ik(j−2)∆x
)
(2.18)
д2−д
[
(1−2CFL)(1−h)+ 2µCFL
∆x2
(
h−1−3+3h−h2
)]
−h = 0 (2.19)
where, h = eik∆x , and д = eiω∆t . This is the characteristic equation which can
be simplified further as
д2−дh 12
[
(1−2CFL)(h− 12 −h 12 )+ 2µCFL
∆x2
(
h−
1
2 −h 12
)3] −h = 0 (2.20)
The roots of the equation solving for д are
д =
1
2
h
1
2
(
id +
√
4−d2
)
= h
1
2eiθ ,where θ = arcsin(d
2
) (2.21)
here, d =
[
−2(1−2CFL)sink∆x2 +16CFL µ∆x2sin3 k∆x2
]
, and θ is real if 4−d2 ≥ 0.
Notably with µ = 0 in equation (2.19) we can recover the characteristic equa-
tion (denoted by subscript cabaret) of the original CABARET scheme as
д2cabaret −дcabaret [(1−2CFL)(1−h)]−h = 0 (2.22)
The roots of this characteristic equation are
дcabaret =
1
2
h
1
2
(
idcabaret +
√
4−d2
cabaret
)
= h
1
2eiθcabaret (2.23)
where, θcabaret = arcsin(dcabaret2 ) and dcabaret =
[−2(1−2CFL)sink∆x2 ] .
Substituting µ from equation (2.9) in the inequality to satisfy the necessary
condition of non-dissipative scheme yields
−1 ≤ −(1−2CFL)+8ϵd(1−CFL)(1−2CFL)CFL ≤ 1 (2.24)
e(CFL) = (1−2CFL)[8ϵdCFL(1−CFL)−1] (2.25)
The above equation is a cubic polynomial function e(CFL)with 0 ≤ CFL ≤ 1.
The function e(CFL) passes through ( e(1) = 1,e(0) = −1,e(12 ) = 0 ) for any given
value of ϵd , and with CFL = 12 as its inflection point. The next step would be to
find the optimal value of ϵd to satisfy the inequality. For this the function can be
differentiated and the roots of the differential function are found as follows.
e′(CFL) = 48ϵdCFL2−48ϵdCFL+ (2+8ϵd) (2.26)
with roots CFL1,2 = 1
2
(
1±
√
2ϵd −1
6ϵd
)
(2.27)
Due to the symmetry of the polynomial with respect to the inflection point,
three possible cases can be found where e(CFL) lies between -1 and 1, as shown
in Figure 2.4.
1. e(CFL) is monotonic in the whole domain i.e., CFL1,2 ∈ R+
2. e(CFL) is monotonic when 0 ≤ CFL ≤ 1
3. e(CFL) is not monotonic when 0 ≤ CFL ≤ 1 but its extremum values are
between -1 and 1 i.e., −1 ≤ e(CFL) ≤ 1
As shown, the valid ranges for ϵd in the function e(CFL) to be monotone in
the interval 0 ≤ CFL ≤ 1 could be [−0.5,0)∪ [0,0.5]. This condition ensures that
the dispersion improved CABARET scheme is non-dissipative as |д | = 1. Hence,
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Figure 2.4: Plot showing the variation of e(CFL) for different ϵd
the only source of error in д will be dispersion error i.e., the difference between
the ideal travelled distance kc∆t and the distance propagated by the scheme,
given in equation (2.21) . The error in the phase can be computed as
ephase = arд
(
eick∆t
)
−arд
(
ei(
k∆x
2 +θ )
)
= k∆x(CFL− 1
2
)−θ (2.28)
From the definition of θ the above equation becomes
ephase = k∆x(CFL− 12 )−arcsin
[−(1−2CFL)p+8ϵdCFL(1−CFL)(1−2CFL)p3]
(2.29)
where p = sink∆x2 . Also, a relative dispersion error can be computed by nor-
malising the phase error (ephase) with ck∆t resulting in
edispersion = 1− 12CFL −
θ
k∆xCFL (2.30)
The optimum value of ϵd , at which the overall absolute value of phase error
is minimum over the allowable range of CFL and k∆x can be found by
d
dϵd
∫ 1
0
∫ 2pi
ppw
0
|ephase |d(k∆x)d(CFL) = 0 (2.31)
where ppw stands for the number of points per wavelength of the numeri-
cal wave resolution, the surface ephase passes through three parallel lines CFL =
0, 12 ,1, and is also symmetric about CFL =
1
2 , hence, one can minimize the en-
closed volume by making its tangent plane horizontal along this line.
d |ephase |
dϵd

CFL=0.5
= 0 (2.32)
which simplifies to
k∆x −2sink∆x
2
+4ϵdsin3
k∆x
2
= 0 (2.33)
and finally we get an expression for ϵd as
ϵd =
2sink∆x2 −k∆x
4sin3 k∆x2
(2.34)
The optimum distribution of the anti-dispersion coefficient for varying 0 ≤
k∆x ≤ pi and a range of 5 ≤ ppw ≤ 30 is shown in Figures 2.5 and 2.6. The plots
show approximately that the value of optimal ϵd reaches -0.083 for the limiting
case of ppw and grid spacing.
The phase error distribution with respect to CFL and k∆x are shown in Fig-
ures 2.7 to 2.11 for four different values of ϵd directs to an optimal value of − 112
as ppw tends to infinity. This value is close to the suggested value of -0.08 by
Goloviznin and Samarskii (1998a). In Figure 2.7, the variation of the phase er-
ror ephase is plotted for ppw = 10, for varying CFL and ϵd , this shows that even
for 10 ppw the dispersion error was reduced by four times compared to stan-
dard CABARET, as also shown in the zoomed in Figure 2.8. Also, figures 2.9,
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2.10, and 2.11 show the behaviour of the phase error for CFL= 0.1,0.3,0.8 respec-
tively, and varying k∆x . This shows that for a range of CFL values the dispersion
error is contained.
Furthermore, the dissipation error and the phase error for the CABARET
scheme and the dispersion improved CABARET scheme at the optimal coeffi-
cient of dispersion, are shown. Also, Figures 2.12, 2.13 show the surfaces of the
phase error of the CABARET scheme and the dispersion improved CABARET
scheme respectively. The significant reduction in the phase error over the full
range of CFL numbers and grid spacings can be observed. The abnormal two
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Figure 2.7: Plot showing the phase error (ephase) distribution for ppw = 10 and
varying ϵd and CFL
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Figure 2.8: Plot showing the zoomed-in phase error (ephase) distribution forppw =
10 and varying ϵd and CFL
peaks of dispersion, which correspond to high wave and small CFL numbers
(Karabasov and Goloviznin, 2009) for the CABARET scheme have also been sig-
nificantly reducedwith the dispersion improvement as shown in the surface plot
of the phase error in Figure 2.13. The following section describes the non-linear
CABARET schemes used in the present work to make the schemes monotone
and effective in handling discontinuities.
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Figure 2.9: Plot showing the phase error (ephase) distribution for CFL = 0.1 and
varying ϵd and k∆x
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Figure 2.10: Plot showing the phase error (ephase) distribution for CFL = 0.3 and
varying ϵd and k∆x
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Figure 2.11: Plot showing the phase error (ephase) distribution for CFL = 0.8 and
varying ϵd and k∆x
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2.2 Order of accuracy
Analysis of the order of accuracy of the dispersion improved CABARET scheme
is presented in this section, which has been proposed by Danilin (2013). The
baseline CABARET schemewithout the non-linear correction is formally second
order accurate for all range of CFL numbers (0 ≤ CFL ≤ 1). As demonstrated by
Karabasov and Goloviznin (2009) the standard CABARET scheme, is found to
be second-order accurate.
The order of accuracy for the dispersion improved CABARET variant is eval-
uated using the standard Taylor series expansion in both space and time. We
start with the three-level CABARET form from equation (2.5) and obtain the
truncated terms to be identical to the anti-dispersion terms. Assuming constant
wave speed (c), we have
un+1j+1 −unj+1
2∆tn
+
unj −un−1j
2∆tn
+c
unj+1−unj
∆x j
= 0 (2.35)
By summing up the predictor (2.11) and the corrector (2.12) step, expressing
the cell centre variables through the flux variables using (2.4), and re-arranging
the following three-time-level finite difference scheme is obtained:
un+1
j+ 12
−un
j+ 12
2∆t
+
un
j− 12
−un−1
j− 12
2∆t
+c
un
j+ 12
−un
j− 12
∆x
= µ
(
∂3u
∂x3
)
+O(∆x4). (2.36)
the second term on the right-hand-side is based on the fact that the central
differences of the anti-dispersion term approximate the corresponding deriva-
tives with the error of O(∆x2) and µ itself is O(∆x2).
The Taylor series expansion for function say, ϕ(x ,y) about the points (x0,y0)
is given by
ϕ(x −x0,y−y0) =
∞∑
0

1
n!
n∑
k=0
©­­«
n
k
ª®®¬ ∂
nϕ
∂xn−k∂yk

x0,y0
(x −x0)n−k(y−y0)k
 (2.37)
©­­«
n
k
ª®®¬ =
n!
(n−k)!k! (2.38)
Using the Taylor series expansion and dropping the subscripts of all deriva-
tives that are defined at the cell-centre point j and time level n for readability,
each term in the equation (2.5) is expanded around the point j and at the time-
step n: (please note that the subscripts for ∆x and the derivatives in the Taylor
series have been dropped for readability)
un+1
j+ 12
=unj +
[
∆x
2
∂u
∂x
+∆t
∂u
∂t
]
+
1
2!
[
∆x2
2!
∂2u
∂x2
+∆t∆x
∂2u
∂t∂x
+∆t2
∂2u
∂t2
]
+
1
3!
[
∆x3
8
∂3u
∂x3
+
3∆t∆x2
4
∂3u
∂x2∂t
+
3∆x∆t2
2
∂3u
∂t2∂x
+∆t3
∂3u
∂t3
]
+
1
4!
[
∆x4
16
∂4u
∂x4
+
∆t∆x3
2
∂4u
∂x3∂t
+
3∆t2∆x2
2
∂4u
∂x2∂t2
+2∆t3∆x
∂4u
∂x∂t3
+∆t4
∂4u
∂t4
]
+O(∆x5),
un−1
j− 12
=unj +
[
−∆x
2
∂u
∂x
−∆t ∂u
∂t
]
+
1
2!
[
∆x2
2!
∂2u
∂x2
+∆t∆x
∂2u
∂t∂x
+∆t2
∂2u
∂t2
]
+
1
3!
[
−∆x
3
8
∂3u
∂x3
− 3∆t∆x
2
4
∂3u
∂x2∂t
− 3∆x∆t
2
2
∂3u
∂t2∂x
−∆t3 ∂
3u
∂t3
]
+
1
4!
[
∆x4
16
∂4u
∂x4
+
∆t∆x3
2
∂4u
∂x3∂t
+
3∆t2∆x2
2
∂4u
∂x2∂t2
+2∆t3∆x
∂4u
∂x∂t3
+∆t4
∂4u
∂t4
]
+O(∆x5)
un
j+ 12
=unj +
[
∆x
2
∂u
∂x
+
1
2!
∆x2
4
∂2u
∂x2
+
1
3!
∆x3
8
∂3u
∂x3
+
1
4!
∆x4
16
∂4u
∂x4
]
+O(∆x5),
un
j− 12
=unj +
[
−∆x
2
∂u
∂x
+
1
2!
∆x2
4
∂2u
∂x2
− 1
3!
∆x3
8
∂3u
∂x3
+
1
4!
∆x4
16
∂4u
∂x4
]
+O(∆x5),
(2.39)
Here, it was assumed that ∆x ≈ ∆t in accordance with the advection CFL
stability condition. On substitution of the terms given by equations (2.39) to
(2.39) in the equation (2.5), the following equation is obtained
∂u
∂t
+c
∂u
∂x
+
[
c∆x2
24
∂3u
∂x3
+
∆x2
8
∂3u
∂x2∂t
+
∆t∆x
4
∂3u
∂x∂t2
+
∆t2
6
∂3u
∂t3
]
= µ
(
∂3u
∂x3
)
+O(∆x4),
(2.40)
This equation (2.40) can be further simplified by expressing all time variables
in terms of spatial derivatives using the governing linear advection equation
∂u
∂t
+c
∂u
∂x
= 0,
∂u
∂t
= −c ∂u
∂x
,
∂3u
∂t∂x2
=
∂
∂x2
∂u
∂t
=
∂
∂x2
(
−c ∂u
∂x
)
= −c ∂
3u
∂x3
,
∂3u
∂x∂t2
=
∂
∂x
∂
∂t
∂u
∂t
=
∂
∂x
∂
∂t
(
−c ∂u
∂x
)
= −c ∂
2
∂x2
∂u
∂t
= c2
∂3u
∂x3
,
∂3u
∂t3
=
∂
∂t2
(
−c ∂u
∂x
)
= −c3 ∂
3u
∂x3
,
(2.41)
to obtain
∂u
∂t
+c
∂u
∂x
− c
12
(∆x −c∆t)(∆x −2c∆t)∂
3u
∂x3
= µ
(
∂3u
∂x3
)
+O(∆x4), (2.42)
which is identical to
∂u
∂t
+
∂ f
∂x
=O(∆x4) (2.43)
since, µ = −112∆x
2(1−CFL)(1−2CFL) in accordance with equation (2.10).
The above shows that the dispersion improvedCABARET scheme (2.11)-(2.4)
is fourth-order accurate in space and time for linear wave propagation for the
suggested value of the anti-dispersion parameter.
To demonstrate the fourth order of accuracy for linear wave propagation, the
dispersion improvedCABARET schemehas been applied to the linear advection
equation to propagate a wave profile modulated by a Gaussian profile (Bogey
and Bailly, 2004; Karabasov and Goloviznin, 2009).
The corresponding initial-boundary-value problem is described by equation
(2.1) where ∂ f∂u = 1 and the initial condition and the computational domain size
are defined by equation (2.44)
u(x ,t = 0) = sin
(
2pix
8
)
exp
(
− ln(2)
(x
3
)2)
,−200 < x < 200. (2.44)
Having periodic boundary conditions, the initial profile is advected for 16.67
dimensionless time units ( l∂f
∂u
), where l = 6 is the characteristicwidth of theGaus-
sian distribution on a sequence of uniformly spaced grids.
Figure 2.14 shows comparison of the dispersion improved CABARET solu-
tion with that of the standard CABARET at a typical control time, 12.5 dimen-
sionless time units on the grid resolution which corresponds to 4 cells per the
characteristic Gaussian width (l). No flux correction is applied in either of the
linear advection calculations and the CFL number is equal to 0.2. The analyti-
cal solution obtained at the same control time, which almost coincides with the
dispersion-improved CABARET solution, is included on the same plot.
Tables 2.1 and 2.2 present the corresponding error convergence as the grid
is systematically refined for each of the several CFL numbers considered. The
error is defined in the standard L1-norm. While the standard CABARET shows
the second-order rate of grid convergence in accordance with Karabasov and
Goloviznin (2009), the dispersion improved CABARET solution confirms the
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Figure 2.14: Advection of aGaussianmodulatedwaveprofile: comparison of the
dispersion improvedCABARET solution (PCAB-DISP), the standardCABARET
(PCAB), and the analytical solution for grid size of 1600 cells and CFL=0.2.
fourth-order of accuracy in accordance with the analysis of Section 2.2.
Grid L1 error OOA L1 error OOA L1 error OOA L1 error OOA
points CFL=0.2 CFL=0.4 CFL=0.6 CFL=0.8
6400 1.58e-04 2.00 3.94e-05 2.00 2.63e-05 2.00 3.94e-05 2.00
3200 6.31e-04 1.99 1.58e-04 2.00 1.05e-04 2.00 1.58e-04 2.00
1600 2.51e-03 1.92 6.31e-04 2.00 4.20e-04 1.99 6.33e-04 2.01
800 9.48e-03 1.38 2.52e-03 1.91 1.67e-03 1.96 2.55e-03 1.96
400 2.47e-02 0.91 9.48e-03 1.21 6.50e-03 1.47 9.94e-03 1.46
200 4.64e-02 - 2.20e-02 - 1.81e-02 - 2.73e-02 -
Table 2.1: Order of accuracy for P-CAB scheme for CASE J at CFL=0.2, 0.4, 0.6
and 0.8, respectively
Grid L1 error OOA L1 error OOA L1 error OOA L1 error OOA
points CFL=0.2 CFL=0.4 CFL=0.6 CFL=0.8
6400 1.08e-07 4.00 2.85e-08 4.00 8.41e-09 4.24 2.74e-08 4.00
3200 1.72e-06 3.99 4.55e-07 3.99 1.59e-07 4.65 4.38e-07 3.99
1600 2.74e-05 4.00 7.23e-06 3.98 4.00e-06 4.03 6.98e-06 4.00
800 4.38e-04 3.99 1.14e-04 3.88 6.51e-05 4.05 1.12e-04 3.97
400 6.94e-03 2.44 1.69e-03 3.19 1.08e-03 3.30 1.75e-03 3.45
200 3.78e-02 - 1.54e-02 - 1.06e-02 - 1.91e-02 -
Table 2.2: Order of accuracy for P-CAB schemewih dispersion improvement for
CASE J at CFL=0.2, 0.4, 0.6 and 0.8, respectively
2.3 Non-Linear CABARET schemes
The original CABARET scheme is second-order accurate in equations (2.11) to
(2.4) (this is referred as P-CAB in short). Hence, according to the Godunov the-
orem, new extrema in the solution is allowed in the form of non-physical oscil-
lations. To avoid this, a non-linear correction procedure based on the maximum
principle (Karabasov andGoloviznin, 2009) is applied, to truncate the flux value
computed at the extrapolation step (2.4). This correction (referred to as F-CAB)
is applied at the extrapolation step for two possible cases of the sign as per the
wave speed as
Case
d f
du
> 0 :
m+ = min(un
j− 12
,unj ,u
n
j+ 12
)
M+ = max(un
j− 12
,unj ,u
n
j+ 12
)
(un+1
j+ 12
)+ = median(m+,2unj −unj− 12 ,M
+) (2.45)
Case
d f
du
< 0 :
m− = min(un
j+ 12
,unj+1,u
n
j+ 32
)
M− = max(un
j+ 12
,unj+1,u
n
j+ 32
)
(un+1
j+ 12
)− = median(m−,2unj+1−unj+ 32 ,M
−) (2.46)
The plus (+) and minus (−) waves correspond to the positive and negative
wave speeds, respectively. However, in general, the interface fluxes are obtained
between these two states. The face values are reconstructed from the min and
max values of the flux function which correspond to the solution variables ϕmin
and ϕmax , respectively. The procedure depends on the sign of the conservative
variable variation at mid-time-step as
un+1
j+ 12
=

ϕmax if uj −uj−1 < 0,
ϕmin if uj −uj−1 ≥ 0
(2.47)
The above algorithm is robust for non-linear wave problems but leads to arti-
ficial dissipation when computing linear wave propagation at high frequencies,
when the discrete maximum principle based on three solution points per com-
putational cell is not very accurate. Furthermore, for small CFL numbers away
from the optimum range for CABARET, this dissipation becomes even larger,
since, in this case, the flux correction is most active to smear out effects of the
growing numerical dispersion error.
The second flux-correction method (referred to as R-CAB) suggested in
Karabasov and Goloviznin (2009) for high-frequency wave propagation corre-
sponds to artificially extending the maximum (M) and minimum limits (m) as
m→m ≡ m(1−ϵrxsiдn(m)) (2.48)
M→M ≡ M(1+ϵrxsiдn(M))
here ϵrx ≥ 0 is a small tunable parameter, the limiting cases of which corre-
spond to the baseline flux correction or the linear CABARET scheme. It was
later found out that the optimal value of this tunable parameter is very case
dependent and is presented in chapter 4. Hence, instead of (2.48), a modified
relaxed flux correction algorithm (referred to as MR-CAB) for CABARET based
on the following modification of the maximum (M) and minimum limits (m) is
presented as
m→m ≡ m−ϵmrxδrx
M→M ≡ M +ϵmrxδrx (2.49)
δrx =
1
2
(M −m)
Again, the parameter ϵmrx ≥ 0 is a tunable parameter. This modification cor-
responds to a linear stretching of the solution variation as allowed by the dis-
cretemaximumprinciplewith a constant factor so thatM−m→(1+ϵmrx )(M−m).
Compared to R-CAB algorithm in equation (2.48), the values of this parameter
in equation (2.49) lying within the range of 0.2 ≤ ϵmrx ≤ 0.4 lead to acceptable
results for both linear advection and gas dynamics problems as will be demon-
strated in chapter 4.
For strongly non-linear problems, where even a small amount of numeri-
cal oscillations is unwanted, a further refined modified relaxed correction al-
gorithm is proposed. This reduces to the baseline correction scheme (F-CAB,
as shown in equations (2.45) and (2.46)) in the non-linear region of large wave
amplitudes (e.g. shocks), while using the relaxation of the maximum and min-
imum limits in accordance with the equation (2.49) (MRCAB), when the wave
amplitudes are small corresponding to a linear solution regime (e.g. acoustic
wave propagation). The detection of the linear and the non-linear wave prop-
agation regimes can be performed automatically by using the following limiter
function (referred with a suffix LIM)
m→m ≡ m−ϵmrxϕ(δrx )m¯ (2.50)
M→M ≡ M +ϵmrxϕ(δrx )m¯ (2.51)
m¯ = 0.5(m+M) (2.52)
ϕ(δrx ) =

δrx
m¯ i f
δrxm¯  1
0 else
(2.53)
Here, for practical purposes the threshold values of | δm¯ | < 0.001−0.01 may be
used.
To summarize, different non-linear correction procedures have been pre-
sented to handle the different flow scenarios. Also, the dispersion term cor-
rection also needs to be switched off in the regions of discontinuities, and the
following section describes the limiter function developed for this purpose.
2.3.1 Dispersion term correction
In comparison to the standard CABARET scheme, the dispersion improved
CABARET includes the third derivative as shown in equation (2.7), which is
used to counteract the numerical dispersion for linear propagation. However,
across a discontinuity such as a shock, the high-order derivative term becomes
ill-posed (as the first-order differential is undefined), hence, defeats the origi-
nal purpose of using the anti-dispersion term for improving the propagation
properties of the CABARET algorithm. Therefore, for non-linear flow regimes
a slope-detector can be defined as
 (f
n
n+1− f nj )
f¯ n
j+ 12
 ≈O(1) f¯ nj+ 12 = 0.5(f nj+1+ f nj ) (2.54)
And based on this an automatic procedure is suggested to deactivate the disper-
sion correction smoothly. In implementations, the following detecting condition
of the non-linear wave region can be used
 (f
n
n+1− f nj )
f¯ n
j+ 12
 > 0.001−0.1 (2.55)
The limiting of the dispersion term can be achieved by the following modifi-
cation of the dispersion flux based on the evaluation of the solution slope ratio
rj =
(
f nj+1− f nj
∆xj+ 12
) (
f nj − f nj−1
∆xj− 12
)−1
(2.56)
case |rj | > 1, δ f nj = −
µj
∆x¯j
(
f nj − f nj−1
∆xj− 12
)
(ϕ(rj)−1) (2.57)
case |rj | ≤ 1, δ f nj = −
µj
∆x¯j
(
f nj − f nj−1
∆xj− 12
) (
1−ϕ
(
1
rj
))
(2.58)
ϕ(x) =

x |x | ≤ α
1 else
(2.59)
Threshold values in the region of 1 ≤ α ≤ 2 ( note that α = 1 reduces the
dispersion-improved scheme to the standard CABARET) lead to quite accept-
able results for the problems considered in the present work.
2.4 Boundary condition treatment
The boundary conditions are not altered in the dispersion correction scheme.
The standard CABARET scheme should be used at all boundaries except the
periodic boundary condition. At the periodic boundaries, the dispersion im-
provement is applied just as in the case of internal faces.
2.5 Euler equations
The extension of the dispersion-improved CABARET to the system of hyper-
bolic equations in one-dimension is presented in this section. The compressible
Euler equations in conservation form are given by
∂Q
∂t
+
∂F
∂x
= 0 (2.60)
Q =

ρ
ρu
ρE

,F =

ρu
ρu2+p
(ρE +p)u

(2.61)
where Q is the vector of conservative variables, and F is the flux vector in
the x-direction, respectively. Also, ρ is the density, p is the pressure, and E =
1
γ−1
p
ρ +
®|q |2
2 is the total specific energy, ®q = [u] is the velocity vector, and, γ is the
ratio of the specific heats at constant pressure and volume for the given fluid.
Hence, the CABARET scheme can be written as in the predictor-corrector form.
For the cell (j) with faces j + 12 and j − 12 and time-step ∆tn+
1
2
Qn+
1
2
j −Qnj
0.5∆tn+ 12
+
Fn
j+ 12
−Fn
j− 12
hx
= 0 (2.62)
Qn+1j −Q
n+ 12
j
0.5∆tn+ 12
+
Fn+1
j+ 12
−Fn+1
j− 12
hx
= 0 (2.63)
here, hx is the length of the cell in the x-direction. For this system of Eu-
ler equations (with saym variables) given by equation (2.60), the extrapolation
step requires that the solution be decomposed into characteristic fields. The
Euler equations can be cast into the characteristic form using a choice of left
Eigen-matrix (Lj=x ,y,z , in three dimensions) which diagonalises (i.e.,LjALj = Λx =
diaд[λ1x , ....λmx ]) the flux Jacobians in each direction i.e., A = dFdU . Let V be the
vector of primitive variables, given by V = (ρ,u,p)T , then the characteristic form
can be written as
Lx.∂V
∂t
+Λx
Lx.∂V
∂x
= gx, gx = −LxA∂V
∂x
(2.64)
Here, the right-hand source term is due to the partial derivatives in the tan-
gential direction. The characteristic form is obtained away from regions away
from discontinuities. The characteristic fields i.e., the local Riemann invariants
(denoted by dR = L.dV) are chosen from several choices of the left Eigen-matrix
as presented in Karabasov and Goloviznin (2009) are
Lx =
©­­­­­«
0 1 1√γ S
1
2γ p−
γ+1
γ
0 1 − 1√γ S
1
2γ p−
γ+1
γ
−γp 0 1p
ª®®®®®¬
, S = pρ−γ (2.65)
Rx =
(
u +apb ,u −apb ,ln(pρ−γ )
)T
, a =
2√γ
γ −1S
1
2γ , b =
γ −1
2γ
(2.66)
The primitive variables can then be obtained using the invariants as follows,
the subscript indicating the component in the invariant vector
u =
1
2
((Rx)1+ (Rx)2) (2.67)
p =
( (Rx)1+ (Rx)2
2a
) 1
b
(2.68)
ρ =
(
exp(Rx)3
p
) −1
γ
(2.69)
These are obtained for the ideal gas equation of state assuming cell-wise con-
stant entropy (hence the entropy is evaluated at conservative variables), such
that the local Riemann invariants become full invariants for isentropic flows.
The Riemann invariants are reconstructed at cell centers and faces of cell as
At cell center : (Rx )nj , (Rx )n+
1
2
j (2.70)
At cell faces : (Rx )nj+ 12 , (Rx )
n
j− 12
(2.71)
Now, the extrapolation step using the above invariants can be written in the
x-direction as
(Rm+)n+1j+ 12 = 2(Rm+)
n+ 12
j −(Rm+)nj− 12 (2.72)
(Rm−)n+1j− 12 = 2(Rm−)
n+ 12
j −(Rm−)nj+ 12 (2.73)
Following the application of the maximum principle to scalar advection
equation presented in section 2.3, the same is applied to the above character-
istic form of the Euler equations. However, an additional constraint to the limit
of the invariants coming from the right-hand-side term in equation (2.64) is con-
sidered. In the x-direction, this is written for time-step (∆t) as
(Rx )min < Rxt=t0+∆t < (Rx )max (2.74)
(Rx )min/max =min/max(Rx )t=t0 +
∫ t0+∆t
t0
gxdt (2.75)
The extrapolation procedure is then performed for Riemann quasi-invariants
Rm+ and Rm− going in the positive and negative direction according to the char-
acteristic wave speeds. The wave speeds are evaluated on cell-face at the mid
time-level by attributing the positive wave speed (denoted by Λm+ > 0) and neg-
ative wave speeds (denoted by Λm− < 0) to the positive and (denoted by Rm+)
negative (denoted by Rm−) invariants respectively as
Λ = Λm+ +Λm− (2.76)
(Λm+)n+
1
2
j+ 12
=
1
2
(
(Λm+)n+
1
2
j + (Λm+)
n+ 12
j+1
)
(2.77)
(Λm−)n+
1
2
j− 12
=
1
2
(
(Λm−)n+
1
2
j + (Λm−)
n+ 12
j−1
)
(2.78)
The non-linear correction is applied after the extrapolation step and the same
variants of the CABARET schemes as presented in section 2.3. Additionally the
evaluation of the extra source term (g) is needed. In the x-direction, the non-
linear correction can be written following equation (2.74) as
min/max(Rx) =min/max
[
(Rx)j− 12 , (Rx)j , (Rx)j+ 12
]
+∆tn(gx)n+
1
2
j (2.79)
This source term can be computed using the invariants staggered in space in
time and for a cell, in the x-direction, this can be written as
(gx)n+
1
2
j = −

(Rx)n+
1
2
j −(Rx)nj
0.5∆tn+ 12
n + (Λx )n+
1
2
j .
(Rx)n
j+ 12
−(Rx)n
j− 12
∆xj
 (2.80)
Finally, the computed two sets of local invariants for each cell face, i.e.,
((Rm+)n+1
j+ 12
and (Rm−)n+1
j+ 12
), then undergo the selection procedure to obtain a single
flux vector for internal and boundary faces following the procedure described.
2.5.1 Reconstruction of characteristic flux vector
The selection of appropriate Riemann invariants coming from the left and the
right sides to a face (say j − 12 , as shown in Figure 2.15) from cells (j and j −
1) are treated according to the signs of the averaged characteristic speeds i.e.,
Eigenvalues (ΛT = (u +c,u −c,u), c is the speed of sound) of the cells. Note that
the subscript x has been dropped for legibility.
R− R+
j −1 j
j − 32 j − 12 j + 12
Figure 2.15: Figure showing the internal face j − 12 with the invariants from face
sharing cells.
The plus and minus components of the characteristic vector pertain to the
waves arriving from cells j and j −1, respectively. The signs are defined as
siдn(u +c) = siдn((u +c)j + (u +c)j−1) (2.81)
siдn(u −c) = siдn((u −c)j + (u −c)j−1) (2.82)
siдn(u) = siдn(uj +uj−1) (2.83)
2.5.1.1 Internal faces
The wave speeds are generally subsonic or supersonic, going to the left or right.
The choice of the invariants at the cell face ((Rj− 12 )
T ) can then be described as
follows for these possible flow conditions.
1. Subsonic flow to the right
siдn(u +c) > 0,siдn(u −c) < 0,siдn(u) > 0 corresponds to
(Rj− 12 )
T = ((R1+)j− 12 , (R2−)j− 12 , (R3+)j− 12 )
2. Subsonic flow to the left
siдn(u +c) > 0,siдn(u −c) < 0,siдn(u) < 0 corresponds to
(Rj− 12 )
T = ((R1+)j− 12 , (R2−)j− 12 , (R3−)j− 12 )
3. Supersonic flow to the right
siдn(u +c) > 0,siдn(u −c) > 0,siдn(u) > 0 corresponds to
(Rj− 12 )
T = ((R1+)j− 12 , (R2+)j− 12 , (R3+)j− 12 )
4. Supersonic flow to the left
siдn(u +c) < 0,siдn(u −c) < 0,siдn(u) < 0 corresponds to
(Rj− 12 )
T = ((R1−)j− 12 , (R2−)j− 12 , (R3−)j− 12 )
2.5.1.2 Boundary faces
The different types of the standard boundary conditions and their treatment are
described below, considering the same face as the boundary face (f = i − 12 ), and
i −1 as the external cell, as shown in Figure 2.16.
R− R+
j −1 j
j − 32 f j + 12
Figure 2.16: Figure showing the boundary face f = j − 12 and external cell j −1.
1. Supersonic inflow: All inlet flow conditions are specified at infinity at the
boundary face.
ρ f = ρ∞,u f = u∞,p f = p∞
2. Supersonic outflow: All flow conditions at the boundary face are pre-
scribed from the interior cell.
(u f +aj(p f )b ,u f −aj(p f )b ,ln(p f (ρ f )−γ )) = ((R1)f , (R2)f , (R3)f )
3. Subsonic inflow: Two incoming local Riemann invariants are extrapolated
from the infinity and one outgoing is calculated from the domain interior.
(u f +aj−1(p f )b ,u f −aj(p f )b ,ln(p f (ρ f )γ )) = ((R1)j−1, (R2)f , (R3)j−1)
4. Subsonic outflow: One incoming invariant is extrapolated from the condi-
tion at infinity and the remaining local invariants are calculated from the
interior.
(u f +aj−1(p f )b ,uj −aj(p f )b ,ln(p f (ρ f )γ )) = ((R1)∞, (R2)f , (R3)f )
5. Inviscid wall: The incoming Riemann variable is obtained from the condi-
tion of satisfying zero velocity on the boundary and the entropy is updated
according to the velocity sign in cell j.
(u f +aj(p f )b ,un+1
j+ 12
−aj(p f )b ,ln(p f (ρ f )−γ )) = (−(R2)f , (R2)f , (R3)f ) if ,uj ≤ 0 and
(u f +aj(p f )b ,un+1
j+ 12
−aj(p f )b ,ρ f ) = (−(R2)f , (R2)f ,ρj), if uj > 0
6. Periodic boundary: The periodic boundary is treated as an internal face
replacing the external cell with the mapped cell.
2.5.1.3 Special cases
Special flow scenarios like the centered expansion fan or a standing wave are
seen as modifications to the internal face formulations. Some of them are pre-
sented as follows.
1. A sonic point u ±c = 0 between the right (j) and the left (j −1) cells may be
found due to the following possibilities.
(a) Subsonic flow to the right in the left cell and supersonic flow to the
right in the right cell.
(u +c)j−1 > 0, (u −c)j−1 < 0, uj−1 > 0 and (u +c)j > 0, (u −c)j > 0, uj > 0
(b) Supersonic flow to the left in the left cell and subsonic flow to the left
in the right cell.
(u +c)j−1 < 0, (u −c)j−1 < 0, uj−1 < 0 and (u +c)j > 0, (u −c)j < 0, uj < 0
In this case the two characteristics approaching the face are readily evalu-
ated, however, the velocity at the face (j− 12 ) is missing and this is obtained
from the second-order interpolation between the face-sharing cells as
uj− 12 = 0.5cj(
uj
cj
+
uj−1
cj−1
).(
pj− 12
pj
)b (2.84)
2. The other special case is a centered expansion wave, which moves with
supersonic speeds. (u + c)j−1 < 0, (u − c)j−1 < 0, uj−1 < 0 and (u + c)j > 0,
(u −c)j > 0, uj > 0
In this case, instead of the standard extrapolation in equation (2.4), a sim-
plified modified algorithm is used to introduce linear dissipation in the
cell which contains a singular point. It can be written as
(R+)n+1j+ 12 =
2
1+ϵmod
(R)n+
1
2
j −
1−ϵmod
1+ϵmod
(R)n
j− 12
(2.85)
(R−)n+1j− 12 =
2
1+ϵmod
(R)n+
1
2
j −
1−ϵmod
1+ϵmod
(R)n
j+ 12
(2.86)
where 0.5 < ϵmod < 1.
3. A standing alone case happens when the two characteristics (R+j− 12 and
R−j− 12 ) coming to the cell face correspond to the same Eigen value i.e.,
speed (Λm). Hence, the choice of the local invariant can be chosen by the
algorithm based on the minimal variation of the conservation variable as
(R)n+1j− 12 =

ϕmax if (R)n+
1
2
j −(R)
n+ 12
j−1 < 0,
ϕmin if (R)n+
1
2
j −(R)
n+ 12
j−1 ≥ 0
(2.87)
f (ϕmin) = min(Λj−1R+,ΛjR−) (2.88)
f (ϕmax ) = max(Λj−1R+,ΛjR−) (2.89)
With ϕmin and ϕmax being the solution variables at which we compute the
min and max flux, respectively.
2.6 Extension to gas dynamics equations in three dimensions
To summarize, the general CABARET algorithm in three-dimensions and for
hexa-hedral unstructured grids is presented. The Euler equations in three-
dimensions can be written as
∂Q
∂t
+
∂F
∂x
+
∂G
∂y
+
∂H
∂z
= 0 (2.90)
Following the previous discussion, the fluxes in the y, z directions are de-
noted by G and H, with the Jacobians defined by B = dGdU and C =
dH
dU respectively.
After applying the divergence theorem to integrate the fluxes over a set of faces
(N f ) with surface vectors dSk=1,...,Nf for a given cell (j) of volume (vj). Figure 2.17
shows an example of a 2D orthogonal grid which shows the cell j and its face k .
Also, this orthogonal grid is aligned to x and y directions.
j k dc d fuc u f
Figure 2.17: A 2D rectangular grid, the conservative variables are at solid circles
and the flux variables at the open circles.
• Predictor step, the conservation variables defined at the cell centers at time
step n+ 12 are computed as
vj
Qn+
1
2
j −Qnj
0.5∆tn
+
Nf∑
k=1
FnkdSk,x +
Nf∑
k=1
GnkdSk,y +
Nf∑
k=1
HnkdSk,z = 0 (2.91)
• Extrapolation step, the characteristic flux variables are computed from the
conservative variables Rm = Lm
⊗
V for all faces of the cell, wherem is the
number of equations. The characteristic variables are updated using the
upwind extrapolation as
Rn+1m,l ,k = 2R
n+ 12
m,l ,upstream−cell −Rnm,l ,upstream−f ace ,l = 1, ...,m (2.92)
Here, the definition of the upstream cell center and the upstream face are
defined based on the sign of the corresponding wave speed, i.e., Eigen-
value λn+1
l ,k
, evaluated using the face-sharing cell center variables. For ex-
ample, in Figure 2.17, if the flow is assumed to be from left to right of the
domain. Then for the positive Eigenvalue or wave speed the downstream
face (d f ) and cell correspond the cell (dc) next to face k , and the upstream
face (u f ) and cell (uc) are to the left of the cell j. On computing the invari-
ants at the time step n + 1, the maximum principle is applied depending
on the choice of the scheme. Then the Riemann problem is solved using
reconstruction procedure to obtain the conservative flux variables at the
new time-step Qn+1j .
• Corrector step, the conservative variables at the new time step are com-
puted using the reconstructed flux variables as
vj
Qn+1j −Q
n+ 12
j
0.5∆tn
+
Nf∑
k=1
Fn+1k dSk,x +
Nf∑
k=1
Gn+1k dSk,y +
Nf∑
k=1
Hn+1k dSk,z = 0 (2.93)
The dispersion improved CABARET scheme is implemented at both the
predictor and the corrector stepwhile evaluating the flux vectors. In three-
dimensions it is written as
(F,G,H)nk → (F,G,H)nk = (F,G,H)(Qnk)+δ (F,G,H)nk (2.94)
where the flux modification i.e., the anti-dispersion correction term is
given by
δ (F,G,H)nk =
µk
∆h¯k
[ (F,G,H)n
downstream−f ace −(F,G,H)nk
∆hdownstream−cell
]
−
µk
∆h¯k
[ (F,G,H)n
k
−(F,G,H)n
upstream−f ace
∆hupstream−cell
]
(2.95)
with ∆h¯k = 0.5(∆hdownstream−cell +∆hupstream−cell ) and
µk = ϵd
[
∆h2downstream−cell −3CFLk∆hdownstream−cell∆h¯k +2CFL2k∆h2downstream−cell
]
(2.96)
In the above equation, ∆hdownstream−cell and ∆hupstream−cell are distances be-
tween the centers of the opposite cell faces, downstream and upstream to
the face k , respectively. The local CFL number is evaluated as
CFLk =
max(|Λk,m |)∆tn
∆hdownstream−cell
(2.97)
i − 12 i i +
1
2 i +
3
2i − 32 i +1i −1
Figure 2.18: The 2D CABARET dispersion stencil, in the x-direction.
For a slow varying mean-flow field (i.e. the wave speeds or the Eigen val-
ues remain approximately constant, A = ∂F∂U ≈ const ,B = ∂G∂U ≈ const ,C = ∂H∂U ≈
const), fast propagating acoustic waves, and for an orthogonal grid the
above three-dimensional equations can be treated analogous to the one-
dimensional Euler equations. Let us consider the stencil for a 2D grid as
shown in Figure 2.18, and the indices (i,j,k) correspond to the x, y, and z-
directions. In the x-direction, equation (2.93) can be written for the cell i
and dropping j,k indices corresponding to the y and z-directions, as
Un+
1
2
i −Uni
0.5∆tn
+
F(Un
i+ 12
)−F(Un
i− 12
)
∆xi
=
µi+ 12
∆x¯i+ 12

F(Un
i+ 32
)−F(Un
i+ 12
)
∆xi+1
−
F(Un
i+ 12
)−F(Un
i− 12
)
∆xi

−
µi− 12
∆x¯i− 12

F(Un
i+ 12
)−F(Un
i− 12
)
∆xi
−
F(Un
i− 12
)−F(Un
i− 32
)
∆xi−1
 +Qi
(2.98)
where
Qi =
G(Un
j+ 12
)−G(Un
j− 12
)
∆yj
−
H(Un
k+ 12
)−H(Un
k− 12
)
∆zk
(2.99)
and CFLi from equation (2.9) is given by
CFLi =
max(|λ1,x |, |λ2,x |, ...., |λm,x |)∆tn
∆xi
(2.100)
By multiplying both sides of the equation (2.99) by the left Eigen matrix
L ≈ const , the system decouples intom equations for each Riemann variant
p = 1,2, .....,m in the x-direction with source term Q as
Rn+
1
2
x ,p,i −Rnx ,p,i
0.5∆tn
+λx ,p
Rn
x ,p,i+ 12
−Rn
x ,p,i− 12
∆xi
= λx ,p
µi+ 12
∆x¯i+ 12
[Rn
x ,p,i+ 32
−Rn
x ,p,i+ 12
∆xi+1
−
Rn
x ,p,i+ 12
−Rn
x ,p,i− 12
∆xi
]
−λx ,p
µi− 12
∆x¯i− 12

Rn
x ,p,i+ 12
−Rn
x ,p,i− 12
)
∆xi
−
Rn
x ,p,i− 12
−Rn
x ,p,i− 32
∆xi−1
 +Qx ,p,i
(2.101)
here, Qx ,p,i is the corresponding component of the matrix Lx
⊗
Qi . And
the expression for µi + 12 becomes identical to (2.9) as
µi+ 12
= ϵd
(
∆x2
i+ 12
−3CFL∆xi+ 12∆x¯i +2CFL
2∆x2
i+ 12
)
(2.102)
2.7 Summary
• This chapter presented the new dispersion improved CABARET scheme
as a development to the CABARETmethod for the advection equation and
the one-dimensional and three-dimensional Euler equations.
• Linear stability analysis demonstrated a significant reduction in the dis-
persion error while keeping the scheme non-dissipative. Additionally, the
optimal anti-dispersion term was found to be −112 .
• The non-linear CABARET schemes which are to be used along with the
dispersion improvement CABARET have been proposed. Furthermore, a
switch was also presented used to zero the anti-dispersion term in regions
of strong gradients. The relevant Riemann solver used in the CABARET
solver and the boundary conditions are also presented.
• The dispersion improved CABARET scheme has been implemented for
various linear advection test cases and followed by, linear and non-linear
isothermal gas dynamics problems, and Euler equation problem. These
are all presented in Chapter 4.
The following Chapter presents the viscous modelling of the Navier-Stokes
equations.
Chapter 3
Viscous modelling
The previous Chapter discussed the CABARET scheme and its variants applied
to the Euler equations. The present chapter describes the modelling of viscous
fluxes exclusively. The chapter is organised as follows. The Navier-Stokes (NS)
equations are presented in section 3.1 alongwith the different viscousmodelling
methods used in the present work.
3.1 Navier-Stokes equations
The three-dimensional Navier-Stokes equations in conservative form can be
written by including the diffusive fluxes (denoted by the subscriptv) alongwith
the convective fluxes as
∂Q
∂t
+
∂(F−Fv)
∂x
+
∂(G−Gv)
∂y
+
∂(H−Hv)
∂z
= 0 (3.1)
Q =

ρ
ρu
ρv
ρw
ρE

, (3.2)
47
F =

ρu
ρu2+p
ρuv
ρuw
(ρE +p)u

, Fv =

0
τxx
τyx
τzx
τxxu +τyyv +τxzw −qx

, (3.3)
G =

ρv
ρvu
ρv2+p
ρvw
(ρE +p)v

, Gv =

0
τxy
τyy
τzy
τyxu +τyyv +τyzw −qy

, (3.4)
H =

ρw
ρwu
ρwv
ρw2+p
(ρE +p)w

, Hv =

0
τxz
τyz
τzz
τzxu +τzyv +τzzw −qz

(3.5)
The viscous stress terms τ and the thermal stress q are given by
τxx = 2µ f
∂u
∂x
+λ f
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
(3.6)
τyy = 2µ f
∂v
∂y
+λ f
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
(3.7)
τzz = 2µ f
∂w
∂z
+λ f
(
∂u
∂x
+
∂v
∂y
+
∂w
∂z
)
(3.8)
τxy = τyx = µ f
(
∂u
∂y
+
∂v
∂x
)
(3.9)
τxz = τzx = µ f
(
∂u
∂z
+
∂w
∂x
)
(3.10)
τyz = τzy = µ f
(
∂v
∂z
+
∂w
∂y
)
(3.11)
qx = −k f ∂T
∂x
(3.12)
qy = −k f ∂T
∂y
(3.13)
qz = −k f ∂T
∂z
(3.14)
In addition to the notation used in section 2.5, the coefficient of dynamic vis-
cosity (denoted by µ f ) of the fluid, the second viscosity coefficient (denoted by
λ f ) of the fluid, and the coefficient of thermal conductivity (denoted byk f ) of the
fluid. The temperature is denoted byT and the system is closed by the equation
of state p = ρRдasT , where Rдas is the specific gas constant. Also, the coefficient
of thermal conductivity and coefficient of dynamic viscosity are related by the
Prandtl number (Pr ) as
k f =
µ fCp
Pr
, Cp =
γRдas
γ −1 (3.15)
Here, Cp is the specific heat coefficient of the gas at constant pressure, γ is
ratio of specific heats of the gas. Also, the coefficient of dynamic viscosity varies
with temperature according to Sutherland’s law and for air, it is given in metric
system (Kelvin for temperature) by
µ f (T ) = µ f ,∞
(
T
T∞
)1.5
T∞+Ts
T +Ts
(3.16)
where,Ts = 110.4K is the Sutherland’s constant,T∞ = 273.15K is the reference
temperature and µ f ,∞ = 1.715×10−5Kдms is the reference dynamic viscosity of air.
Also, for the working fluid air the Rдas = 287.14 JKдK , Cp = 1005
J
KдK , γ = 1.4, k f =
0.0242 WmK and Pr = 0.72. It is to be noted that the second viscosity coefficient λ f
is evaluated using the coefficient of bulk viscosity µB,f , either using the Stokes
hypothesis which implies µB,f = 0 for a monoatomic gas, or as µB,f = λ f + 23µ f .
The viscous fluxes are separately evaluated at the predictor and the correc-
tor steps using the conservative variables. To obtain the conservative variables
at the faces, different averaging procedures may be used. Here, two methods
are considered. Namely, the Vertex method and the collocated method, and
they are described below. Also, it can be seen that the computation of the vis-
cous fluxes mainly involves the averaging procedure to obtain the face variable
and the evaluation of the velocity ( ∂®q∂x ,
∂®q
∂y ,
∂®q
∂z , where ®q = [u,v,w]) and temperature
derivatives ( ∂T∂x ,
∂T
∂y ,
∂T
∂z ). It is to be noted that the present methods are suggested
given the in-house unstructured CABARET solver.
Unstructured grids depend on the mapping information to define the grid
topology. A typical 3D grid has sets of nodes, faces and cells. Associated with
these sets are the mappings from faces to nodes (such as a quad-face having a
list of 4 nodes) and cells to faces (such as cells adjacent to a face), and data on
sets such as residual on the cells, face normal of the faces, co-ordinates of the
nodes. An 2D example unstructured grid is shown in Figure 3.1 with the sets,
mapping and datasets.
The grid consists of nodes, edges and cells. Consider the node list each with
its own co-ordinates as shown:
n1 = (x1,y1)
n2 = (x2,y2)
n3 = (x3,y3)
n4 = (x4,y4)
q q
q q®W3 ®W4
®W1 ®W2
Cell2 Cell3
Cell0 Cell1s
s
s
s
s
s
s
s
s
7 8 9
4
1
6
3
5
2
Figure 3.1: An example of 2D mesh, with Cells 0,1,2,3 and Nodes from 1 to 9.
n5 = (x5,y5)
n6 = (x6,y6)
n7 = (x7,y7)
n8 = (x8,y8)
n9 = (x9,y9)
the subscript of each line in the list represents the node number. Using these
node numbers the edge list is built, which connects 2 nodes:
e1− > (n1,n2)
e2− > (n2,n3)
e3− > (n3,n6)
e4− > (n6,n9)
e5− > (n9,n8)
e6− > (n8,n7)
e7− > (n7,n4)
e8− > (n4,n1)
e9− > (n4,n5)
e10− > (n5,n6)
e11− > (n5,n2)
e12− > (n8,n5)
where the number of the line in this list represents the edge number. The
mapping from cells to edges is built by using the right hand rule such that an
edge e11 consisting of nodes n5 and n2 will have cells c3 and c2 on its left and right
side, respectively.
3.1.1 Vertex method
The vertex approach is currently used in in-house three-dimensional CABARET
code (CFOAM) as described in Faranosov et al. (2013b). Consider the example
grid shown in Figure 3.2 where numbers and alphabets, respectively name the
indices on the horizontal axis (x-axis) and the vertical axis (y-axis).
1 2 3 4 5 6 7 8 9
A
B
C
D
E
F
G
H
I
O
Figure 3.2: A typical 2D mesh with dots representing the cell centers, boxes
representing face centers and vertex with ’O’
In the vertex method, the cell-vertex value of a scalar ϕ at the vertexO shown
in Figure 3.2 is obtained by volume (denoted by Ω) averaging using the neigh-
bouring cells.
ϕO =
∑
i=1,..nc Ωiϕi∑
i=1,..nc Ωi
(3.17)
where nc is the number of cells that include the vertex O . From the example
grid, the vertex ’O’ at E5 can be seen a fictitious cell with centre E5 with vertices
D4, D6, F4, and F6.
In the next step, the cell-center gradients are obtained by averaging the vertex
values. Hence, the gradient in the x-direction at face center E6 is written as
(
∂ϕ
∂x
)
E6
=
ϕE7−ϕE5
lE5E7
(3.18)
This method requires the cell neighbours sharing the vertices resulting in a
larger stencil than the face-sharing neighbours. Also, additional storage of flow
variables at the vertex points and mapping between the faces and vertices are
needed. However, it can be readily parallelised as there are no race conditions in
the reduction operation at equation (3.17), and the method is second-order ac-
curate for smooth grids and first-order accurate for arbitrarily stretched meshes
(Crumpton et al., 1993).
3.1.2 Collocated method
The collocated approach uses the cell-face stencil used in the computation of the
convective fluxes. In the first step, the Green-Gauss theorem is used to compute
the cell center gradient from the scalar value at the faces of that cell. The gradient
at the cell-center, say at cell center D6, can be computed using the divergence
theorem as
∇ϕD4 = 1
ΩD4
Nf∑
i=1
ϕi ®Si (3.19)
Here, ®S is the face normal of the face and N f is the number of faces of the
cell. The face value ϕ (say at D5) is obtained by averaging the face sharing cells
values as ϕD5 = 0.5(ϕD4+ϕD6).
Furthermore, the gradients on the cell-face can be computed using the ob-
tained cell-gradients and edge weights as
∇ϕ(D5) = ω(D5)∇ϕ(D4)+
[
1−ω(D5)
] ∇ϕ(D6) (3.20)
here, ω (Karabasov, 2015) is the interpolation parameter based on the dis-
tance between face-sharing cell centers. It is evaluated as
ω(D5) = 0.5
(
1+
lD5D6
lD4D6
− lD4D5
lD4D6
)
(3.21)
with lD5D6 being the distance between points D5 and D6.
This method may result in the decoupling of the cell value D4 from the gra-
dient (Crumpton et al., 1993; Blazek, 2005), when the interpolation parameter
ω is close to 0.5 i.e. for equi-distant cells. This is the checker board problem
encountered in central schemes. And this is mitigated by correcting the face
gradient using the directional derivative or a simple central-difference ∂ϕ∂l
∇ϕ˜(D5) = ∇ϕ(D5)+
[
∂ϕ
∂l
−∇ϕ(D5).®k
]
®k (3.22)
where, ∇ϕ˜ is the corrected face-gradient, ®k is the unit vector from cell centers
D4 and D6. And the directional derivative is given by
∂ϕ
∂l
=
ϕ(D6)−ϕ(D4)
lD4D6
, (3.23)
Hence, the collocatedmethod results in two steps, first, consisting of cell gra-
dient computation and secondly, computing and correcting the face-gradient.
This method results in a stencil containing a cell and its immediate face-sharing
neighbours, resulting in a 5 cell stencil for a 2Dmeshwith quadrilateral cells and
a 7 cell stencil for a 3D mesh with hexahedral cells. Due to the use of already
existing variables, this method uses less memory and uses a smaller stencil. Al-
though, due to the race condition in the update operation in equation (3.19), it
is not straight-forward to parallelise. In the present work, the vertex approach
was replacedwith themore efficient collocated approach, due to the cell-centred
stencil already in use in the in-house solver.
3.1.3 Gradient on boundary
In the CABARET solver, the gradients on the boundary faces are evaluated de-
pending on the type of the boundary. For a typical boundary face k, shown in
Figure 3.3, with owner cell i and opposing face m, the gradient on the boundary
face can be directly computed using parabolic interpolation for accurate second-
order gradient or a simple linear interpolation. Both these approaches are used
in the CABARET solver.
i
km
Figure 3.3: A boundary face (k) with its owner cell (i) and opposing face (m).
Let ’h’ be the distance between the points k and m. Then the gradient of a
scalar ϕ can be written in terms of the unit face normal (®nk) of face k pointing
out of the domain. The velocity gradient on face k is presented for different
boundary types in Table 3.1. Note that a linear interpolation has been used for
pressure boundaries. The subsequent section describes the turbulence model
that is also added to the in-house solver.
Boundary type ∇®q
Viscous wall 1h (4®qi − ®qm)®nk
Symmetry and Inviscid wall 1h (4®qi − ®qm +3®qk)®nk
Pressure boundaries 1h (2®qi − ®qk)®nk
Table 3.1: Boundary face gradients of velocity using parabolic interpolation.
3.2 Summary
• This chapter presented the modelling of the viscous fluxes in the Navier-
Stokes equations using two different approaches, i.e., the vertex approach
and the collocated approach. The vertex approach needs a larger stencil
which involves the vertex neighbours, whereas, the collocated approach
needs only the neighbours of the cell.
• The vertex approach in the in-house CABARET solver was updated to the
collocated approach and is expected to be faster than the vertex approach.
The corresponding results are presented in Chapter 4.
The following chapter presents the numerical results for the various im-
provements to the in-house CABARET solver thus far.
Chapter 4
Numerical results
The CABARET schemes presented in the earlier chapters are demonstrated in
the present chapter for different test cases. Firstly, section 4.1 the linear advec-
tion equation using the CABARET variants with the dispersion improvement
are applied to different initial profiles. Secondly, in section 4.2 the CABARET
variants are applied to the pressure wave propagation in one-, two-, and three-
dimensions, followed by the non-linear wave propagation. Thirdly, in section
4.4 the validation of the efficient viscous modelling is presented.
Briefly, the CABARET schemes are summarised as follows. The CABARET
scheme without any flux correction (denoted by P-CAB), the CABARET scheme
with non-linear flux correction (denoted by F-CAB), followed by the relaxed
correction CABARET scheme (denoted by R-CAB), the modified relaxation
CABARET scheme (denoted byMR-CAB), and finally, the addition of the limiter
to theMR-CAB scheme (denoted byMR-CAB-LIM). The suffixDISP denotes the
dispersion improvement. It is to be noted that the improved dispersion proper-
ties are notably observed for small CFL and high wave numbers as shown from
the stability analysis.
4.1 1D Linear Advection
The different CABARET relaxation variants described in section 2.3 with and
without the anti-dispersion term have been applied to convect various initial
test functions.
The purpose of the present section was to find the tunable relaxation pa-
rameter (here we use ϵ and drop the subscript for ease of reading) for both the
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R-CAB (ϵrx ) and the MR-CAB (ϵmrx ) schemes. A trail and error approach was
used to find the effect and range of ϵ value to advect different initial profiles.
Notably, the test cases involving a rectangular shape and a rectangular shape
with a superimposed cosine wave are used to find a suitable value of ϵ . And
this value of ϵ is used for linear wave propagation and gas dynamics problems.
The first test case consists of a Gaussian modulated cosine wave given by
equation (4.1), the parameter β is varied to control the modulation. In the
present work the values of 10, 25, and 5, for β resulting in test cases A, B, and C,
respectively.
A rectangular pulse of amplitude 1.0 is the second test case given by equation
(4.2) referred to as Case R. The next test case consists of a triangular pulse of
amplitude 1.0 is the final test case given by equation (4.3) referred to as Case T.
The next test case Y corresponds to a high-frequency, low amplitude travelling
wave solution, given by equation (4.4).
Finally, the test case Z is a combination of the rectangular test case appended
by a cosine wave. The amplitude of the travelling wave was taken to be 2% of
the height of the rectangular wave. The initial profile is an attenuation of a high-
frequency cosine and low amplitude wave on the rectangular wave, given by
equation (4.6). This test case is reflective of acoustic waves in the presence of
hydrodynamic waves.
The initial conditions for the test cases A,B,C,R,T, Y and Z are shown in Fig-
ures 4.1a, 4.1b, 4.1c, 4.2a, 4.2b 4.2c, and 4.3 respectively.
Mainly, the test case R and test case Z, which represent a strong gradient and
also a high-frequency wave attenuation, are then tested for the sensitivity with
the tunable parameter. Finally, the optimal CABARET schemes are compared to
the fourth-order accurate Dispersion Relation Preserving (DRP) scheme of Tam
and Webb (1993b).
All test cases are performed on a periodic domain of length [-200,200], for
100 time steps with a constant wave speed of 1.0. Also, subsequent finer meshes
were obtained by halving the grid spacing. The order of accuracy (OOA) has
been evaluated using the standard L1 normof the absolute error (
∑ |uexact−uscheme |
Npoints
).
The order of accuracy tables are shown in Appendix A for the above test
cases. The MR-CAB-DISP is presented in section A.1.3, followed by the DRP
scheme in section A.1.1, the F-CAB scheme in section A.1.2 and the P-CAB is
presented in section A.1.4.
u(x ,t = 0) =
(
2+cos
(
3pix
10
))
exp
(
−loд(2)
(
x
β
)2)
(4.1)
u(x ,t = 0) =

1.0,−25 ≤ x ≤ 25
0,otherwise
(4.2)
u(x ,t = 0) =

x
25 ,0 ≤ x ≤ 25
2− x25 ,25 ≤ x ≤ 50
0,otherwise
(4.3)
u(x ,t = 0) = 0.01cos(pix
10
),200 ≤ x ≤ −200 (4.4)
u(x ,t = 0) =

1+0.01cos
(pix
5
)
,−20pi ≤ x ≤ 20pi
0.01cos(pix5 ),otherwise
(4.5)
u(x ,t = 0) =

1.0,−25 ≤ x ≤ 25
1.0+ 120cos
(pix
4
)
,30 ≤ x ≤ −30
(4.6)
The test case A previously mentioned is a Gaussian modulated cosine wave.
TheOOAof the schemewas observed to in the range of 1.85 to 2.0 for all variants
of schemes (see tablesA.5, A.30, andA.14, respectively). As shown in Figures 4.4
to 4.7, the dispersion variant of the R-CAB and theMR-CAB preserved the peak.
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Figure 4.1: 1D convection test case initial conditions for profiles A, B, and C
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Figure 4.2: 1D convection test case initial conditions for profiles R, T and Y
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Figure 4.3: Test case Z, showing domain from -100 to 100
However, the MR-CAB-DISP scheme particularly preserved well both the peak
of the profile as well as the corners of the wave. It can also be seen the addition
of the anti-dispersion termhas significant improvement to theMR-CAB scheme.
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Figure 4.4: Test Case A : Comparison of F-CAB and F-CAB-DISP schemes
For the test case B, the observed OOAwas also close to 2.0 (see tables A.6 for
F-CAB, A.15 for MR-CAB-DISP, and A.24 for P-CAB convergence rates) and the
dispersion variants of theMR-CAB scheme and the R-CAB scheme captured the
sharp features of the wave. The results are shown in Figures 4.8 to 4.11.
The OOA for the test case C was observed to be in the range of 1.5 to 2.0 (see
tables A.7 for F-CAB, A.16 for MR-CAB-DISP, and A.25 for P-CAB convergence
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Figure 4.5: Test Case A : Comparison of R-CAB and R-CAB-DISP schemes
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Figure 4.6: Test Case A : Comparison of MR-CAB and MR-CAB-DISP schemes
rates). As shown in Figures 4.12 to 4.15. It can be seen that the dispersion variant
of the R-CAB scheme captures the peak closely but introduces oscillations at the
base of the pulse. On the other hand, the dispersion variant of the MR-CAB
scheme moderately captures the peak while preserving the base of the pulse.
The test case R resembles shock-like features. The F-CAB scheme designed
to capture such waves captures the wave very well. On the other hand, only
the dispersion variant of the MR-CAB preserved the sharp features reasonably
well and close to the F-CAB scheme. It is to be noted that the R-CAB scheme
introduces oscillations. The results are presented in Figures 4.16 to 4.19. The
OOA for this test case was observed to be close to 0.5 (see tables A.8 for F-CAB,
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Figure 4.7: Test Case A : Comparison of F-CAB-DISP, R-CAB-DISP and MR-
CAB-DISP schemes
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Figure 4.8: Test Case B : Comparison of F-CAB and F-CAB-DISP schemes
A.17 for MR-CAB-DISP, and A.26 for P-CAB convergence rates).
The test case T is similar to the test case C, apart from a sharp peak, the
wave is otherwise smooth everywhere else. As shown in Figures 4.20 to 4.23,
all variants of the CABARET scheme capture the wave well. Particularly, the
dispersion variants of R-CAB and MR-CAB capture the peak better than the F-
CAB scheme. The OOAwas observed to be in the 1.25 (see tables A.9 for F-CAB,
A.18 for MR-CAB-DISP, and A.27 for P-CAB convergence rates).
The test case Y is a cosine wave of high frequency and low amplitude prop-
agated in the domain. The results are presented in Figures 4.24 to 4.27. It is
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Figure 4.9: Test Case B : Comparison of R-CAB and R-CAB-DISP schemes
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Figure 4.10: Test Case B : Comparison of MR-CAB and MR-CAB-DISP schemes
observed that the F-CAB and its dispersion variant fail to capture the ampli-
tude of the wave, whereas, both the R-CAB andMR-CAB capture the wave very
well. However, the dispersion variants of the R-CAB scheme captures the peaks
slightly better than the MR-CAB dispersion variant. The OOA for this test case
was close to 2.0 (see tables A.10 for F-CAB, A.19 for MR-CAB-DISP, and A.28 for
P-CAB convergence rates).
The final test case consists of multiple waves with distinct features as dis-
cussed. The results are presented in Figures 4.28 to 4.31. It is seen that as ex-
pected from the previous test cases R and Y, that the dispersion variant of the
MR-CAB scheme captures both the rectangle and the smaller amplitude wave.
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Figure 4.11: Test Case B : Comparison of F-CAB-DISP, R-CAB-DISP and MR-
CAB-DISP schemes
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Figure 4.12: Test Case C : Comparison of F-CAB and F-CAB-DISP schemes
In Figures 4.32 to 4.35 the floor ofwave is shown. It is seen that the smallerwaves
are captured well by the dispersion variants of R-CAB andMR-CAB schemes as
observed in test case Y. Also, shown in Figures 4.36 to 4.39 the top of the rect-
angular wave, the desirable features of preserving both the rectangular wave
and the high-frequency wave was achieved by the dispersion variant of theMR-
CAB scheme. The convergence rates for the MR-CAB-DISP scheme and the F-
CAB was close to 0.7, and the P-CAB scheme was observed to have a an OOA
of 0.47 (see tables A.11 for F-CAB, A.20 for MR-CAB-DISP, and A.29 for P-CAB
convergence rates).
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Figure 4.13: Test Case C : Comparison of R-CAB and R-CAB-DISP schemes
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Figure 4.14: Test Case C : Comparison of MR-CAB and MR-CAB-DISP schemes
4.1.1 Choice of the relaxation parameter (ϵ)
This section presents the behaviour of the dispersion improved F-CAB, R-CAB
and the MR-CAB schemes with the parameter ϵ . The test case R and Z are con-
sidered to retain thewave features. The parameter ϵ is first varied in the range of
0.1 to 0.4 and then in the range of 10−4 to 10−1. Both the test cases are presented
for CFL of 0.2 and grid sizes of 200 and 400 for test cases R and Z, respectively.
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Figure 4.15: Test Case C : Comparison of F-CAB-DISP, R-CAB-DISP and MR-
CAB-DISP schemes
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Figure 4.16: Test Case R : Comparison of F-CAB and F-CAB-DISP schemes
4.1.1.1 Test case R
The dispersion improved variants of R-CAB and MR-CAB for the test case R for
varying ϵ are presented. Firstly, ϵ was varied from 0.1 to 0.4, and the Figures
from 4.40a to 4.40d are presented. It can be seen that R-CAB is unaffected by
varying ϵ . On the other hand, MR-CAB tends to P-CAB like behaviour for ϵ
greater than 0.2.
Furthermore, ϵ is for values less than 0.1. The results are presented in Fig-
ures 4.41a to 4.41d. As expected the MR-CAB scheme reduces to F-CAB scheme
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Figure 4.17: Test Case R : Comparison of R-CAB and R-CAB-DISP schemes
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Figure 4.18: Test Case R : Comparison of MR-CAB and MR-CAB-DISP schemes
with decreasing ϵ . On the other hand, the R-CAB scheme still preserved the
unwanted oscillations. As shown in Figures 4.43a to 4.43d dispersion improved
R-CAB completely removes any relaxation when ϵ is 1e-3 and less (As shown in
Figures 4.42a to 4.42d is the variation of ϵ from 0.05 to 0.08). Hence, to preserve
the hat profile the relaxation parameter should be around 1e-3 for the dispersion
improved R-CAB and 0.2 for the dispersion improved MR-CAB.
4.1.1.2 Test case Z
The dispersion improved variants of R-CAB and MR-CAB for the test case Z for
varying ϵ are presented. The optimal values of ϵ to capture the hat profile for
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Figure 4.19: Test Case R : Comparison of F-CAB-DISP, R-CAB-DISP and MR-
CAB-DISP schemes
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 60  80  100  120  140  160  180  200
x
Exact
F-CAB
F-CAB-DISP
Figure 4.20: Test Case T : Comparison of F-CAB and F-CAB-DISP schemes
both the schemes is known from the test case R.
As test case Z has a hat profile superimposed by a high-frequency wave.
Firstly, the high-frequency wave is shown for both the top and the bottom floor
of the wave for the optimal values of ϵ for dispersion improved R-CAB (ϵ=1e-3)
and MR-CAB (ϵ=0.2) schemes. They are shown in Figures 4.44a and 4.44b, for
the dispersion improved R-CAB and MR-CAB scheme, respectively.
As known at these optimal values of ϵ the hat profile has been satisfacto-
rily captured for both the schemes. Furthermore, the bottom floor of the test
case is shown in Figures 4.45a and 4.45b, respectively. It is seen that the R-CAB
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Figure 4.21: Test Case T : Comparison of R-CAB and R-CAB-DISP schemes
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Figure 4.22: Test Case T : Comparison of MR-CAB and MR-CAB-DISP schemes
scheme fails to preserve the high-frequency wave for its optimal ϵ . However,
the MR-CAB scheme captures the high-frequency wave for its optimal ϵ . It is to
be noted that the R-CAB scheme captures the peaks of the high-frequency wave
slightly better than MR-CAB for ϵ of 0.2. Also, the F-CAB scheme truncates the
amplitude of the high-frequency wave.
From Figures 4.46a and 4.46b, also the high-frequency wave is better cap-
tured by MR-CAB scheme when compared to both the F-CAB and the R-CAB
scheme.
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Figure 4.23: Test Case T : Comparison of F-CAB-DISP, R-CAB-DISP and MR-
CAB-DISP schemes
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Figure 4.24: Test Case Y : Comparison of F-CAB and F-CAB-DISP schemes
4.1.2 Effect of the relaxation parameter ϵ for different amplitudes
The optimal values of ϵ obtained in the previous section for the dispersion im-
proved R-CAB, and MR-CAB schemes are now applied to the test case Z vari-
ants. The variants are obtained by varying the amplitude of the superimposed
cosine wave. The amplitude considered are 0.05 and 0.1, corresponding to 5%
and 10% of the hat profile amplitude.
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Figure 4.25: Test Case Y : Comparison of R-CAB and R-CAB-DISP schemes
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 60  80  100  120  140  160  180  200
x
Exact
MR-CAB
MR-CAB-DISP
Figure 4.26: Test Case Y : Comparison of MR-CAB and MR-CAB-DISP schemes
4.1.2.1 Ampltiude 5%
The test case Z with a 5% amplitude of the high-frequency wave has been con-
vected using the dispersion improved variants of R-CAB and MR-CAB at their
respective optimal ϵ values. The results for the R-CAB with ϵ=1e-3 is shown
in Figures 4.47a to 4.47c. It is seen that the R-CAB scheme is able to preserve
the high-frequency wave on the top of the hat profile, whereas as expected the
high-frequency wave on the bottom floor was not captured well.
However, coming to the MR-CAB scheme with its optimal ϵ value of 0.2, the
Figures shown from 4.48a to 4.48c, indicate that the MR-CAB is able to capture
-0.02
-0.015
-0.01
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 60  80  100  120  140  160  180  200
x
Exact
MR-CAB-DISP
R-CAB-DISP
F-CAB-DISP
Figure 4.27: Test Case Y : Comparison of F-CAB-DISP, R-CAB-DISP and MR-
CAB-DISP schemes
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Figure 4.28: Test Case Z : Comparison of F-CAB and F-CAB-DISP schemes
well the high-frequency wave on both the top and the bottom floor.
4.1.2.2 Ampltiude 10%
The test case Z with a 10% amplitude of the high-frequency wave has been con-
vected using the dispersion improved variants of R-CAB and MR-CAB at their
respective optimal ϵ values. The results for the R-CAB with ϵ=1e-3 is shown
in Figures 4.49a to 4.49c. It is seen that the R-CAB scheme is able to preserve
the high-frequency wave on the top of the hat profile, whereas as expected the
high-frequency wave on the bottom floor was not captured well.
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 0  50  100  150  200
x
Exact
R-CAB
R-CAB-DISP
Figure 4.29: Test Case Z : Comparison of R-CAB and R-CAB-DISP schemes
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Figure 4.30: Test Case Z : Comparison of MR-CAB and MR-CAB-DISP schemes
However, coming to the MR-CAB scheme with its optimal ϵ value equal to
0.2, the Figures shown from 4.50a to 4.50c, indicate that the MR-CAB is able to
capture well the high-frequency wave on both the top and the bottom floor.
4.1.3 Optimal choice of ϵ
Following the previous discussion, the optimal relaxation parameter for the
modified relaxation CABARET scheme (MR-CAB) with dispersion improve-
ment was found to be equal to 0.2. Using this two more test cases are used
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Figure 4.31: Test Case Z : Comparison of F-CAB-DISP, R-CAB-DISP and MR-
CAB-DISP schemes
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Figure 4.32: Test Case Z near floor: Comparison of F-CAB and F-CAB-DISP
schemes
to compare the P-CAB, the F-CAB, the MR-CAB-DISP scheme with the DRP
scheme of Tam andWebb (1993b), to demonstrate the improvement in the solu-
tion.
The first test case (denoted by BB) given by equation (4.7) is a wave packet
consisting of a sine wave modulated by a Gaussian profile (Bogey and Bailly,
2004). The periodic boundary conditions are applied at the boundaries of the
domain from 0 to 2 units in space, as shown in Figure 4.51a, and the control time
was taken to be 100. The second test case (denoted by JS) given by equation (4.8),
is amulti-shape profile of Jiang and Shu (1996) consisting of aGaussian, a square
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Figure 4.33: Test Case Z near floor: Comparison of R-CAB and R-CAB-DISP
schemes
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Figure 4.34: Test Case Z near floor: Comparison of MR-CAB andMR-CAB-DISP
schemes
wave, a triangle wave, and a half-ellipse, respectively in equal intervals on the
grid as shown in Figure 4.51b. Also, the domain for this test case was chosen to
be -1 to 1 and the profile was convected for 8 times the length of the profile.
u(x ,t = 0) =

sin
(
48pi (xL − 14 )
)
e−loд(2)(
32
3 ( xL− 14 ))2 0 ≤ x ≤ L2
0 L2 ≤ x ≤ L
(4.7)
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Figure 4.35: Test Case Z near floor: Comparison of F-CAB-DISP, R-CAB-DISP
and MR-CAB-DISP schemes
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Figure 4.36: Test Case Z at top: Comparison of F-CAB and F-CAB-DISP schemes
u(x ,t = 0) =

1
6
(
e−β(x/L+0.695)+e−β(x/L+0.705)+4e−β(x/L+0.7)
)
−0.8 ≤ x ≤ −0.6
1 −0.4 ≤ x ≤ −0.2
1− |10(x/L−0.1)| 0 ≤ x ≤ 0.2
1
6 (ψ (x/L,0.495)+ψ (x/L,0.505)+4ψ (x/L,0.5)) 0.4 ≤ x ≤ 0.6
0 otherwise
(4.8)
with
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Figure 4.37: Test Case Z at top: Comparison of R-CAB andR-CAB-DISP schemes
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Figure 4.38: Test Case Z at top: Comparison of MR-CAB and MR-CAB-DISP
schemes
β =
loд(2)
9×10−4 , ψ (x/L,x0/L) =
√
max(1−100(x/L−x0/L)2,0) (4.9)
For the test case BB, the solution was obtained for a mesh of 200 cells cor-
responding to 8 PPW for the sine wave and a CFL number of 0.2. Firstly, in
Figure 4.52a the convected profiles for the MR-CAB-DISP scheme (for ϵ = 0.2),
the F-CAB scheme, and the P-CAB scheme are shown. It can be seen that the
MR-CAB-DISP recovers both the amplitude and the correct phase satisfactorily
compared to the exact solution, particularly for the Gaussian profile. As ex-
pected the non-monotone P-CAB scheme resulted in oscillations in the solution.
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Figure 4.39: Test Case Z at top: Comparison of F-CAB-DISP, R-CAB-DISP and
MR-CAB-DISP schemes
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Figure 4.40: Effect of ϵ variation on the dispersion improved F-CAB, R-CAB and
MR-CAB schemes for test case R
Also, theMR-CAB-DISP scheme preserved the sharp peaks of the Gaussian and
the triangular profiles. Secondly, the best CABARET variant MR-CAB scheme
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Figure 4.41: Effect of ϵ variation on the dispersion improved F-CAB, R-CAB and
MR-CAB schemes for test case R
is compared to the DRP scheme and shows an impressive recovery of the phase
and amplitude of the wave packet, as shown in Figure 4.52b.
For the test case JS, the solution is shown for the same 200 cells for all
schemes, and the CFL number was taken to be 0.2. First, among the CABARET
variants shown in Figures 4.53a, we see that the P-CAB scheme fails to capture
the non-linearities in the wave, whereas, MR-CAB-DISP retains the important
flow features compared to the F-CAB scheme. Secondly, in Figure 4.53b the
MR-CAB-DISP scheme was observed to be superior to the DRP scheme which
produced oscillations in the domain apart from failing to recover the phase.
For the test case BB impressively the MR-CAB-DISP (see table A.12) reaches
the formal OOA of 2, compared to the DRP scheme (see table A.1) reaching for
an accuracy of 2.3. Also, the F-CAB (see table A.3) records an OOA of 1.86 and
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Figure 4.42: Effect of ϵ variation on the dispersion improved F-CAB, R-CAB and
MR-CAB schemes for test case R
P-CAB (see table A.21) retains the formal OOA of 2.0.
For the test case JS the DRP scheme (see table A.2) due to the oscillations
in the solution has not notable reduction in error whereas, the MR-CAB-DISP
scheme (see table A.13) has an OOA of 0.8. And F-CAB scheme (see table A.4)
has an accuracy of 0.77, with the P-CAB (see table A.22) reaching an accuracy
of approximately 0.5. This shows that the MR-CAB-DISP scheme is able to
maintain the convergence rates for the different initial profiles, better than other
CABARET variants.
In summary, the second-order accurate MR-CAB-DISP was shown to be ef-
fective than the currently existing CABARET variants and the high-order DRP
scheme. Both the recovery of the amplitude and phase for the profiles were
shown to be significantly improved.
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Figure 4.43: Effect of ϵ variation on the dispersion improved F-CAB, R-CAB and
MR-CAB schemes for test case R
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 0  50  100  150  200
u
x
Exact
R-CAB (ε=1e-3)
MR-CAB (ε=1e-3)
F-CAB
(a) Dispersion improved R-CAB scheme ϵ = 1e-3
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Figure 4.44: Effect of ϵ variation on the dispersion improved F-CAB, R-CAB and
MR-CAB schemes for test case Z
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Figure 4.45: Effect of ϵ variation on the dispersion improved F-CAB, R-CAB and
MR-CAB schemes for test case Z at the bottom floor
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Figure 4.46: Effect of ϵ variation on the dispersion improved F-CAB, R-CAB and
MR-CAB schemes for test case Z on the top floor
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Figure 4.47: Dispersion improved F-CAB, R-CAB and MR-CAB schemes for Z
at 5% amplitude and at optimal ϵ=1e-3 of R-CAB
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Figure 4.48: Dispersion improved F-CAB, R-CAB and MR-CAB schemes for Z
at 5% amplitude and at optimal ϵ=0.2 of MR-CAB
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Figure 4.49: Dispersion improved F-CAB, R-CAB and MR-CAB schemes for Z
at 10% amplitude and at optimal ϵ=1e-3 of R-CAB
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Figure 4.50: Dispersion improved F-CAB, R-CAB and MR-CAB schemes for Z
at 10% amplitude and at optimal ϵ=0.2 of MR-CAB
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Figure 4.51: 1D convection test case initial conditions
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(a) Comparison of the CABARET variants
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Figure 4.52: Comparison of the MR-CAB-DISP scheme with other CABARET
variants and the DRP scheme for test case BB
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Figure 4.53: Comparison of the MR-CAB-DISP scheme with other CABARET
variants and the DRP scheme for test case JS
4.2 Isothermal Gas Dynamics
The three-dimensional Euler equations given by equations (2.90) can be lin-
earised to obtain the acoustic wave equation in three-dimensions (Rienstra and
Hirschberg, 2004). Let us consider a linearisation based on a mean flow (de-
noted by subscript 0) and its corresponding fluctuating components (denoted
by prime) as
(ρ,u,v,w,p) = (ρ0+ ρ′,u0+u′,v′,w′,p0+p′) (4.10)
resulting in the acoustic wave equation
(
∂
∂t
+u0
∂
∂x
)2
ρ′−c20
(
∂2ρ′
∂x2
+
∂2ρ′
∂y2
+
∂2ρ′
∂z2
)
= 0 (4.11)
where c0 =
√
γp0
ρ0
is the speed of sound and the rest of the variables retain
the same definitions as described for the Euler equations. The equation (4.11) is
now applied to a box domain of length Lx , Ly and Lz in the x, y, and z-directions,
respectively. In the x-direction one of the faces is chosen to be inlet correspond-
ing to an incoming pressure wave, and the other as outlet corresponding to a
characteristic non-reflecting boundary. And the domain is taken to be periodic
in the rest of the directions by adjusting the dimensions of the domain as Ly = 2piky
and Lz = 2pikz . The incoming wave from the inlet is propagated at a speed of 0.5
Mach, with (M = u0c0 ). The equation (4.11) allows periodic wave solutions in the
form of
ρ′ = ϵ0ρ0ei(ωt−kxx−kyy−kzz) (4.12)
where, ϵ0 is the amplitude of the perturbation such that 0 < ϵ0  1,and ω is
the specified wave frequency and kx , ky , kz denote the wave numbers in x,y, and
z-directions, respectively. Also, the wave angle between the front normal (y)
and the flow direction (x) is given by θ = arctan
(
ky
kx
)
. The flow angle between
the y and z directions can be seen as a collective wave number kyz = kyeˆy +kzeˆz ,
whosemagnitude is k2yz = k2y +k2z and the angle between the components is given
by α = arctan
(
kz
ky
)
.
On substituting thewave solution fromequation (4.12) into the acousticwave
equation given by equation (4.11), the dispersion relation is obtained as
ω2−2kxu0ω +k2xu20 −c20(k2x +k2y +k2z ) = 0 (4.13)
which can be simplified to a quadratic equation in kx as
k2x −
2M
M2−1
ω
c0
+
(
ω
c0
)2−k2y −k2z
M2−1 = 0 (4.14)
Solving for the wave numbers we obtain
kx =
ω
c0
(√
1−η−M
)
1−M2 , ky =
ω
c0
√
η√
1−M2
, kz =
ω
c0
√
η√
1−M2
(4.15)
where η = tan(θ ). With this the expressions for the flow variables can be
sought as follows. Since, the fluctuating pressure and the fluctuating density
are related by p′ = c20ρ
′ and the mean pressure to the mean density as c20 =
γp0
ρ0
,
one can find pressure p as
p = p0+p
′ = p0+c20p
′ =
c20ρ0
γ
+c20ρ0ϵ0e
i(ωt−kxx−kyy−kzz) (4.16)
resulting in
p =
c20ρ0
γ
[
1+γϵ0ei(ωt−kxx−kyy−kzz)
]
(4.17)
To find the expression for u, the x-momentum equation given by and the
expression for p′
∂u′
∂t
+u0
∂u′
∂x
= − 1
ρ0
∂p′
∂x
(4.18)
which gives the final expression for u as
u = u0
[
1+
kxc
2
0ϵ0
u0(ω −kxu0)e
i(ωt−kxx−kyy−kzz)
]
(4.19)
Similarly, the expression for v can be obtained by using the y-momentum
equation as
∂v′
∂t
= − 1
ρ0
∂p′
∂y
(4.20)
and on simplification gives
v =
kyc
2
0ϵ0
ω
ei(ωt−kxx−kyy−kzz) (4.21)
The expression forw can be found similar to v as
w =
kzc
2
0ϵ0
ω
ei(ωt−kxx−kyy−kzz) (4.22)
The following sections describe the performance of different CABARET vari-
ants for the one-, two- and three-dimensional solutions for the acoustic wave
equation.
4.2.1 Linear wave propagation
The general three-dimensional solution obtained in equations (4.17), (4.19),
(4.21), and (4.22) for the incoming pressure wave in equation (4.12) are cus-
tomised to obtain the relevant solutions in one-, two- and three-dimensions. The
linear wave propagation is achieved by using a small amplitude of ϵ0 = 10−5 for
the incoming wave and is evaluated for different wave angles θ and α on both
uniform and non-uniform grids. The non-uniform grid is generated as a func-
tion of the square of the cell thickness and the distance from the centre of the
domain.
4.2.1.1 1D Inlet wave
The first problem considered is an incoming planar wave propagating parallel
to themean flow, i.e., in the x-direction. Hence, implying zerowave angles, both
θ = 0 and α = 0. The solutions are obtained on a uniform grid and non-uniform
grids for 200 cells and CFL of 0.1 and CFL of 0.8, respectively. For the non-
uniform grids, the PPW varies 40 at the centre of the domain to 6 near the outlet
and inlet boundaries. The MR-CAB scheme with and without dispersion im-
provement and the standard CABARET (F-CAB) are compared. The relaxation
parameter was taken as 0.2 for these test cases.
Figures 4.54 to 4.56 show the perturbation density captured by CABARET
variants on uniform grids for CFL of 0.1. Firstly, the F-CAB scheme dissipates
thewavewhile losing the phase of the incomingwave as seen in Figure 4.54. Sec-
ondly, themodified relaxation CABARET (MR-CAB) preserves the amplitude of
the wave it maintains similar phase error as the F-CAB scheme, as shown in Fig-
ure 4.55. Finally, the MR-CAB with dispersion improvement (MR-CAB-DISP)
preserves well both the amplitude and phase of the perturbation. This is seen
for even non-uniform grids with approximately same CFL for varying PPW for
the F-CAB, MR-CAB and the MR-CAB-DISP schemes in Figures 4.57, 4.58 and
4.59, respectively.
For higher CFL numbers the standard CABARET scheme is less dispersive,
and this is shown in Figure 4.60 for the same parameters as the smaller CFL test
case. Both the F-CAB and MR-CAB is shown in Figures 4.60 and 4.61, preserve
well the amplitude, but a small error in the phase of the wave can be observed.
The MR-CAB-DISP scheme preserves even the phase of the wave very well as
shown in Figure 4.62. For non-uniform grids, the dispersion error crops up due
to the low PPW near the boundaries for the F-CAB scheme, and a loss in am-
plitude is seen in Figure 4.63. The MR-CAB scheme recovers the amplitude as
shown in Figure 4.64, while losing the phase of the wave. As in the case of uni-
form grids for lower CFL, the MR-CAB-DISP scheme preserves both the ampli-
tude and the phase on a non-uniform grid for CFL of 0.8 satisfactorily, as shown
in Figure 4.65.
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Figure 4.54: 1D planar wave propagation using F-CAB at CFL=0.1 on a uniform
grid
4.2.1.2 2D Inlet wave
The second problem, considered is an oblique wave propagating at θ = 580 to
the mean flow, which approaches the wave cut-off range (θ = 900). Also, α is
set to zero due to the absence of the wave in the z-direction. The amplitude of
the wave is the same as the planar wave (ϵ0 = 10−5). A rectangular domain of
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Figure 4.55: 1D planar wave propagation using MR-CAB at CFL=0.1 on a uni-
form grid
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Figure 4.56: 1D planar wave propagation using MR-CAB-DISP at CFL=0.1 on a
uniform grid
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Figure 4.57: 1D planar wave propagation using F-CAB at CFL=0.1 on a non-
uniform grid
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Figure 4.58: 1D planar wave propagation using MR-CAB at CFL=0.1 on a non-
uniform grid
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Figure 4.59: 1D planar wave propagation using MR-CAB-DISP at CFL=0.1 on
non-uniform grid
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Figure 4.60: 1D planar wave propagation using F-CAB at CFL=0.8 on a uniform
grid
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Figure 4.61: 1D planar wave propagation using MR-CAB at CFL=0.8 on a uni-
form grid
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Figure 4.62: 1D planar wave propagation using MR-CAB-DISP at CFL=0.8 on a
uniform grid
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Figure 4.63: 1D planar wave propagation using F-CAB at CFL=0.8 on a non-
uniform grid
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Figure 4.64: 1D planar wave propagation using MR-CAB at CFL=0.8 on a non-
uniform grid
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Figure 4.65: 1D planar wave propagation using MR-CAB-DISP at CFL=0.8 on
non-uniform grid
200 points in the x-direction corresponding to a PPW of 15 and 9 points in the
y-direction corresponding to a PPW of 9 is used. The CFL number is taken as
0.1 pertaining to the x-direction. The same inlet and outlet boundaries are used
in the x-axis bounds, and the periodic boundary condition is applied in the y-
direction. The relaxation parameter was chosen as the maximum value of 0.4
for this test case.
The results for the oblique wave are analogous to the planar wave. For CFL
of 0.1 on uniform grids, the solution of F-CAB resulted in a loss of amplitude
and phase of the incoming wave, as shown in Figure 4.66. The amplitude was
recovered by theMR-CAB, as shown in Figure 4.67 and the phase was recovered
by theMR-CAB-DISP scheme, as shown in Figure 4.67. The same behaviourwas
observed on non-uniform grids for the F-CAB, MR-CAB and theMR-CAB-DISP
schemes are shown in Figures 4.69, 4.70 and 4.71, respectively.
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Figure 4.66: Oblique wave propagation using F-CAB at CFL=0.1 on a uniform
grid
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Figure 4.67: Oblique wave propagation usingMR-CAB at CFL=0.1 on a uniform
grid
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Figure 4.68: Oblique wave propagation using MR-CAB-DISP at CFL=0.1 on a
uniform grid
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Figure 4.69: Oblique wave propagation using F-CAB at CFL=0.1 on a non-
uniform grid
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Figure 4.70: Oblique wave propagation using MR-CAB at CFL=0.1 on a non-
uniform grid
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Figure 4.71: Obliquewave propagation usingMR-CAB-DISP at CFL=0.1 on non-
uniform grid
4.2.1.3 3D Inlet wave
The third problem, considered is the three-dimensional incoming pressure
wave. The two wave angles θ and α are taken as 580 and 450, respectively. The
PPW in the x-,y-, and z-direction are taken as 15, 9 and 9, respectively, on a do-
main of 200 cells in the x-direction and 9 cells each in the y and z-direction. The
same schemes are considered as in the oblique wave test case for a CFL of 0.1.
The three-dimensional wave is shown in Figure 4.72 with its components in x,y,
and z-directions, respectively.
The plots are shown for the density perturbation in the xy plane at a cross-
section pertaining to the centre of the domain in the direction. Similarly, plots
are shown for yz plane at the centre of the domain corresponding to z=0. As
expected, similar behaviour of all the three CABARET variants considered is
observed, just as in the oblique wave test case. However, the propagation is
symmetrical in both y and z-directions, and is shown in Figures 4.73 for the F-
CAB scheme, Figures 4.74 for the F-CAB scheme and Figures 4.75 for the F-CAB
scheme, respectively. This demonstrates the superiority of the new dispersion
improved MR-CAB scheme over the standard CABARET scheme.
xy
z
Figure 4.72: Components of the 3D incoming wave.
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Figure 4.73: 3D incoming wave propagation using F-CAB at CFL=0.1 in the xy
plane taken at Ly = 0 (top) and in the xz plane taken at Lz = 0 (bottom)
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Figure 4.74: 3D incoming wave propagation using MR-CAB at CFL=0.1 in the
xy plane taken at Ly = 0 (top) and in the xz plane taken at Lz = 0 (bottom)
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Figure 4.75: 3D incoming wave propagation usingMR-CAB-DISP at CFL=0.1 in
the xy plane taken at Ly = 0 (top) and in the xz plane taken at Lz = 0 (bottom)
4.2.2 Non-Linear wave propagation
Anon-linear problem can be constructed using the incoming pressurewave pre-
sented in equation (4.12). This is achieved by increasing the perturbation am-
plitude to 0.5, i.e., ϵ0 = 0.5. Now, the analytical solution is no longer applicable
but can be obtained from a numerical reference solution at higher mesh points
using the standard CABARET, F-CAB scheme. The control time was taken as 15
when the steepening of the wave occurs producing a z-like profile. This hap-
pens as the waves crest travels faster than the trough. The fine grid solution
corresponds to 2500 PPW of the incoming wave and is considered as converged
compared to the numerical solutions obtained using CABARET variants at 100
PPW.
The F-CAB scheme and the MR-CAB scheme using the relaxation value of
0.2 are compared. Notably, two variants of the MR-CAB scheme, the non-linear
limiter, which switched back to the standard F-CAB scheme in the shock re-
gions, and also, the switching of the anti-dispersion term in the shock regions.
Hence, the purpose is to demonstrate the use of the limiter in the non-linear
regions to switch to the original F-CAB scheme, and effectively switching off
the anti-dispersion term in the same. The CABARET variant with both the non-
linear switch and the anti-dispersion switch is denoted by the suffix ’LIM’, as
aforementioned in section 2.3.
The first Figure 4.76 shows the converged reference solution and the coarse
grid solution for 2500 and 100 PPW, respectively, using the F-CAB scheme. As
shown, the F-CAB scheme captures the non-linear shock region for just 3-4 cells
even for 100 PPW. Also, the MR-CAB-DISP scheme for different relaxation pa-
rameters of 0.2 and 0.4, is shown in Figure 4.77, which allow oscillation due to
the anti-dispersion term in the shock regions. The oscillations are aggravated
for higher relaxation parameter. This is due to the feeding of the anti-dispersion
term from the increased range of proper solution near the shocks. Finally, the
addition of the limiters in both the relaxation and the anti-dispersion term free
the solution of any oscillations and recovers the original standard CABARET in
the shock region, as shown in Figure 4.78.
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Figure 4.76: Non-linear wave propagation using F-CAB for PPW of 100 for the
coarse grid and 2500 for the fine grid
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Figure 4.77: Non-linear wave propagation using MR-CAB-DISP for different re-
laxation parameters
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Figure 4.78: Non-linear wave propagation using MR-CAB-DISP with limiter for
different relaxation parameters
4.3 Euler equations
The dispersion improved scheme is implemented for the two-dimensional Euler
equations. The standard Sod problem Sod (1978) was solved in two-dimensions
such that the planar waves generated are propagated at an oblique angle. The
problem is solved on a rectangular grid and solved using the standard F-CAB
scheme and the newMR-CAB scheme with dispersion, to demonstrate the non-
linear scheme and the limiting of the dispersion term. In the numerical calcu-
lation, the discontinuity makes angle θ = 45o degrees to the x-axis. The length
(L) and the height (H ) of the computational domain are taken to be 6 and 1,
respectively. The standard initial conditions are
[ρ,u,v,p]le f t = [1,0,0,1], [ρ,u,v,p]riдht = [0.125,0,0,0.1] (4.23)
Also, the diaphragm at t = 0 is placed at 2.25 units on the bottom bound-
ary and inclined at an angle θ = arctan(1), such that the implementation of the
boundary conditions is straightforward. The waves are propagated for a time
of 1.2 units, such that the left and right conditions are maintained at the left
and right boundaries, respectively. Also, for the top and bottom boundaries, a
shifted-periodic manner of boundary conditions are applied, as shown in Fig-
ure 4.79. The ghost variables on the top and the bottom boundary are shifted
to the right and left, respectively. This set-up is equivalent to solving the one-
dimensional Sod problem on a domain of length, Lθ = Lsinθ and of heightHθ =
H
sinθ .
The density and velocity of the solution taken at y = 0 line, is shown in Fig-
ures 4.80 and 4.81, respectively, for the F-CAB and theMR-CABwith dispersion
for a grid of 96 × 16, demonstrates the effectiveness of the anti-dispersion lim-
iting in non-linear regions. The difference in the solution between the F-CAB
and the MR-CAB with dispersion for density and velocity is shown in Figures
4.82 and 4.83, respectively. It is seen that the maximum difference in density is
approximately 0.3% and the maximum difference in velocity is 1.5%, demon-
strating that the limiter is performing well. Finally, the density contours in the
two-dimensional domain are presented in Figure 4.84, shows the solution free of
oscillations for the MR-CAB scheme with dispersion improvement. The shock
is captured by both the schemes approximately over 3 cells, without any oscil-
lations.
(i, j) (i +1, j)
(i, j + 12 )
Figure 4.79: Schematic showing application of the shifted periodic boundary
conditions for the oblique Sod problem.
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Figure 4.80: Comparison of density profiles for the F-CAB and the MR-CAB
with dispersion schemes, for the oblique Sod problem.
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Figure 4.81: Comparison of velocity profiles for the F-CAB and the MR-CAB
with dispersion schemes, for the oblique Sod problem.
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Figure 4.82: Difference in the density profile for the F-CAB and the MR-CAB
with dispersion schemes, for the oblique Sod problem.
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Figure 4.83: Difference in the velocity profile for the F-CAB and the MR-CAB
with dispersion schemes, for the oblique Sod problem.
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Figure 4.84: Density contours for the oblique Sod problem solved using theMR-
CAB with dispersion.
4.4 Viscous modelling
The aforementioned collocated gradient method has been implemented in the
CFOAM solver, replacing the existing vertex method. They are validated for the
laminar flow over a flat-plate (Hirsch, 2007) problem and timed to observe the
sequential performance on the CPU. Furthermore, the order-of-accuracy was
also obtained through a series of grid sizes. The test case is presented in section
4.4.1, followed by its validation, accuracy test and sequential performance in
section 4.4.2 and section 4.4.3, respectively.
Figure 4.85: Flat plate computational domain in the XY-plane.
Grid name Grid points in x ,y,z directions
m0 65 × 33 × 1
m1 130 × 65 × 1
m2 260 × 130 × 1
Table 4.1: Grid sizes considered for the test of order-of-accuracy.
4.4.1 Flat plate test case
The flat plate geometry is shown in Figure 4.85 and is of 0.2m × 0.02m × 1m in
size. The grid is stretched in the y-direction such that at least 30 grid points lie
in the boundary layer and the first point lies at 1mm. The stretching in the x-
direction is applied to reduce the grid size along the flat plate. Also, the mesh
is extruded in the z-direction uniformly to a single layer of unit length, due to
the two-dimensional nature of the flow. The boundary conditions are taken to
be pressure inlet on the left boundary, pressure outlet on the top and the right
boundaries, viscous wall on the bottom boundary and symmetry planes in the
z-direction. The three grids are generated using a commercial grid generator
ICEM CFD and are presented in Table 4.1.
The flat plate solutions are verified against the exact solution of the skin fric-
tion coefficient C f using the laminar Blasius solution (Schlichting, 2003). The
Mach number of the flow is taken to be 0.2 and the Reynolds number to be
10,000, respectively. The solver is run for 9× 105 iterations and reaches a nor-
malised (normalised to the first iteration residual) density residual convergence
of three-orders of magnitude.
4.4.2 Validation
The coefficient of skin-friction is compared with the analytical Blasius solution,
given by C f = 0.664Rex , where Rex =
ρux
µ . They are presented for the vertex, and
the collocated approaches in Figure 4.86. Moreover, are observed to be in good
agreement, considering the convergence to three-orders of magnitude in the
residual. The fluctuations may be attributed to the parabolic boundary con-
ditions (Faranosov et al., 2013b), high stretching in the mesh and the lack of a
full free-stream upstream of the flat-plate.
The L2 norm of the error between the theoretical skin friction coefficient val-
ues and the obtained values is calculated for all grids and methods. The step
size h is computed using the number of cells in the mesh. The order-of-accuracy
of the schemes is computed and is presented in Figure 4.87. It is seen that all
methods are nearly of the order 1.9 and may improve for finer meshes with less
stretching in the x-direction. The sequential performance of these methods is
discussed in the following section.
4.4.3 Sequential performance
The sequential performance is required to be understood as the first step to-
wards efficient parallel performance. It also helps in identifying the effect of al-
gorithmic changes on the performance and other bottlenecks. The performance
tests were run on the grids shown in Table 4.2. The PSU nozzle grids (Doty and
McLaughlin, 2003) are provided by Kalyan (2015) and were also generated us-
ing ICEM CFD. The PSU test grids were not run for validation but only used
for performance measurements for the sake of completeness. All tests were run
sequentially on an Intel i7 (4770S) processor with an 8MB cache memory and
8GB RAM, using GNU compilers (Gnu, 2014) and compiled without optimisa-
tion flags. The sequential performance of the gradient methods in computing
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Figure 4.86: Skin friction co-efficient C f for the collocated and the vertex ap-
proach.
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Figure 4.87: Order-of-accuracy for the vertex and the collocated approach.
Grid name No. of Points No. of Cells No. of Faces
m0 4290 2048 8288
m1 16900 8256 33217
m2 67600 33411 134032
Psu_1 1658285 1612984 4883786
Psu_2 2415400 2355300 7125448
Table 4.2: Grid used for performance evaluation.
Grid Collocated Vertex
name runtime (s) runtime (s) Speed-up
Mapping face-cell node-cell
m0 7.3E-04 1.8E-03 2.4
m1 3.0E-03 7.2E-03 2.4
m2 1.2E-02 2.9E-02 2.4
Psu_1 5.5E-01 2.0E+00 3.6
Psu_2 8.0E-01 2.9E+00 3.6
Table 4.3: Runtimes and comparison of Collocated and Vertex methods.
the face and cell gradients is taken as the starting point. Each method is timed
for a single iteration (averaged for 100 samples) and is compared.
The collocated and the vertex gradients runtimes are compared to find the
most economical method. The results are presented in Table 4.3. The collocated
method outperforms the vertex-approach by a factor of 3.5× as observed for
large grids. This could be due to multiple reads of the same data for every node
when the node gradient is being computed.
The collocatedmethod using the cell-facesmapping ismodified to 3 variants
based on storage. The first variant referred to as all_store involves storing both
the cell and the face gradients. The second variant, referred to as f ace_store,
involves computation of face gradients directly without storing the cell gradi-
ents. Finally, the third variant referred to as cell_store involves the storage of
cell-gradients and exchanging them at the flux calculation to compute face gra-
dient.
Table 4.4 shows the time-per-iteration for the all_store, f ace_store, and
grid all_store face_store cell_store
runtime (s) runtime (s) runtime (s)
m0 0.02 0.02 0.02
m1 0.07 0.08 0.06
m2 0.30 0.34 0.25
Psu_1 13.37 17.21 11.43
Psu_2 20.05 25.43 16.58
Table 4.4: Time per iteration for the three variants and comparison.
vertex cell_store face_store all_store
grid vs vertex vs vertex vs vertex
runtime (s) Percentage % Percentage % Percentage %
m0 0.02 27.54 -5.76 9.05
m1 0.08 24.20 -6.60 8.04
m2 0.31 26.08 -8.92 5.15
Psu_1 15.37 34.45 -10.69 15.02
Psu_2 23.09 39.25 -9.19 15.17
Table 4.5: Time per iteration for the three variants and comparison with vertex
approach.
cell_store variants. It is observed that, the cell_store variant is 15-20% faster
than all_store and 35-50% faster than the f ace_store variant. As expected, the
f ace_store variant is the slowest and can be seen due to many reads of the face
variables. Furthermore, the time spent to compute the gradients per iteration is
25% higher than the vertex-approach. Hence, in conclusion, the cell-gradients
need to be stored for computational efficiency while using less memory. The
comparison of the time per iteration of all the variants with the vertex approach
is presented in Table 4.5. It is clear that the f ace_store variant is in-efficient,
all_store variant is 15% better in the 3D case and 5% in the 2D case, and cell_store
variant is 26% better in the 2D case and 39% in the 3D case, all with respect to
the vertex approach. It can be seen that the use of large grids is useful in demon-
strating the speed up as this difference was not observed for smaller grids.
The percentage of time spent by each of the variants in computing only the
gradient per iteration is shown in Table 4.6. This helps in separating the stor-
ing and the computing the gradient, and hence identify the fastest variant in
grid all_store face_store cell_store
m0 23.5 12.5 9.1
m1 24.1 12.5 9.1
m2 23.9 13.1 9.4
Psu_1 35.2 16.6 9.6
Psu_2 36.0 16.6 9.9
Table 4.6: Percentage of time spent in computing gradient per iteration.
computing the gradient, as the storage depends on the stencil. As expected the
all_store variant spends more time per iteration, i.e., 36% in computing com-
pared to other variants. Whereas, the cell_store variant uses only 10% of the
time computing and rest of the time storing the variables compared to 16% of
the face_store variant.
It has been demonstrated that the collocated approachwhile using nearly the
same storage of the vertex approach, as the number of vertices and cells are the
same in a grid. The collocated approach is at most 3.5× faster than the present
method in the in-house solver. Although there are race-conditions in updating
the cell-gradient which need to be serialised for parallel implementation, the
trade-off could be beneficial in the resulting speed-up in accelerating the viscous
flux computation.
4.5 Summary
• The dispersion improved CABARET (MRCAB-DISP) scheme has been
demonstrated toworkwell for the linear advection equation. The choice of
the relaxation parameter (ϵ) was tested for various test profiles, notably for
a rectangular pulse (test case R) and a cosine wave modulated rectangu-
lar pulse (test case Z). It was found that ϵ = 0.2 gave satisfactory solutions
compared to the CABARET (F-CAB) scheme. Furthermore, the effect of
the change in amplitude did not affect the solution for this optimal choice
of ϵ .
• Next, the isothermal gas dynamics equationswere solved using the disper-
sion improved scheme with the suggested optimal value of the relaxation
parameter.
– Firstly, the linearwave propagation problemwas solved for an incom-
ing wave in one-, two-, and three-dimensions. It was demonstrated
that theMRCAB-DISP schemepreservedwell both the amplitude and
the frequency of the wave, whereas the F-CAB scheme dispersed the
wave.
– Secondly, the non-linearwavepropagationproblem in one-dimension
was solved to demonstrate the effect of the dispersion limiter dis-
cussed in section 2.3.1. With the use of the limiter the dispersion im-
proved scheme reduced to the standardCABARET scheme, therefore,
proving its effectiveness.
• The dispersion improved CABARET scheme is also demonstrated for the
Euler equations. The Sod problemwas solved in two-dimensions by keep-
ing the initial conditions at an oblique angle. The results further showed
the effectiveness of the limiters of the new scheme.
• The gradient computation of the in-house CABARET solver was updated
from the vertex approach to the collocated approach. The implementa-
tion was validated for laminar flow over the flat plate. Additionally, the
sequential performance of the gradient computation was found to be 3.5×
faster for large test grids.
The conclusions of the present work and future work are suggested in the
following Chapter.
Chapter 5
Conclusions and Future work
The focus of the present work is on the development of a new class of dis-
persion improved CABARET scheme for linear and non-linear wave propaga-
tion problems. The dispersion improvement to the three-time-level CABARET
scheme given by Goloviznin and Samarskii (1998a) is extended to the two-level
predictor-corrector CABARET scheme.
To improve the dispersion properties of the standard CABARET scheme,
an anti-dispersion term is added to the flux terms. This inclusion of the anti-
dispersion term led to a significant reduction in the dispersion error for the
whole range of CFL numbers, especially at low CFL numbers (CFL<0.3). The
anti-dispersion term consists of the third-order derivative of the flux scaled by
a tuning parameter. Also, to maintain the low-dissipative properties of the non-
linear CABARET scheme (which uses flux correction based on the maximum
principle), relaxation procedures for the flux correction are developed. Also,
the new scheme is extended and implemented for the full three-dimensional
Euler equations.
Firstly, the optimal tuning parameter is found to be −112 based on the linear
stability analysis. Also, the resulting linear scheme was demonstrated both an-
alytically, and experimentally for the linear advection test case to be fourth-order
accurate. A switch to turn-off the anti-dispersion term in the regions of shocks
is developed. The effectiveness of this switch is demonstrated for different non-
linear wave propagation problems.
Secondly, the relaxation scheme to accommodate this change in flux due to
the addition of anti-dispersion term is developed. Two variants of relaxation
schemes are proposed, and the most suitable scheme and the tunable parame-
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ter is chosen based on the advection of a rectangular wave, and a rectangular
wave superimposed by a cosine wave. Moreover, a limiter has been developed
to switch-off this additional relaxation at regions of discontinuities. The best
relaxation scheme (MR-CAB) is demonstrated for the two-dimensional oblique
Sod problem and one-dimensional non-linear wave propagation test case.
In summary, the new dispersion improved CABARET scheme is proposed
to have both the desired dispersion properties while holding to the stan-
dard CABARET scheme in regions of discontinuities. This results in the anti-
dispersion term active in linear flow regions and de-active in non-linear flow re-
gions and is demonstrated for different governing equations. The new scheme,
the relaxation variants and the limiters are presented in detail in Chapter 2.
Firstly, various one-dimensional test profiles are advected using the linear
advection equation. They demonstrate the superiority of the new scheme com-
pared to the standard CABARET scheme in capturing a wide range of flow fea-
tures. And these are presented in section 4.1. Also, the dispersion improved
CABARET scheme is shown to be more accurate than the Dispersion Relation
Preserving (DRP) scheme of Tam and Webb (1993b), especially for non-smooth
test profiles.
Secondly, the scheme is implemented to gas dynamics problems and is
demonstrated to preserve the incoming one-, two-, and three-dimensional
acoustic waves. In comparison, the standard CABARET scheme dispersed the
incoming waves, and these results are presented in section 4.2. Furthermore,
it was shown that even for moderate grid resolutions the new scheme captures
well the amplitude and phase of the oblique acoustic wave even near cut-off
wavenumbers in both two-, and three-dimensions. Lastly, for the non-linear
wave propagation problem, the new CABARET scheme automatically reduces
to the standard CABARET scheme due to the limiters for the anti-dispersion
flux term. The Sod test case (presented in section 4.3) and the non-linear wave
propagation test case demonstrated the effectiveness of the limiters.
Another part of the present work involved the implementation of the col-
located method of computing the viscous gradients in the in-house solver and
is presented in section 4.4. This was validated for the laminar flow over the
flat-plate, and the order of accuracy of both methods is found to be 2.0. Also,
compared to the existing vertex approach, the collocated approach was found
to be almost 3.5× faster for large grids sizes, for a sequential implementation,
while keeping the same memory consumption.
Appendix A
Tables
A.1 OOA of 1D Linear advection test cases
A.1.1 OOA of DRP scheme
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 3.19e-06 2.30 3.05e-06 2.36 9.00e-07 3.77
3200 1.57e-05 1.25 1.57e-05 1.24 1.23e-05 1.27
1600 3.73e-05 2.22 3.70e-05 2.23 2.96e-05 2.03
800 1.73e-04 3.15 1.73e-04 3.15 1.21e-04 2.89
400 1.54e-03 2.69 1.53e-03 2.68 8.94e-04 2.50
200 9.89e-03 - 9.86e-03 - 5.06e-03 -
Table A.1: L1 errors for DRP scheme for case BB for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 3.01e-01 - 3.03e-01 - 3.11e-01 -
3200 3.00e-01 - 3.01e-01 - 3.05e-01 -
1600 2.97e-01 - 2.99e-01 - 3.06e-01 -
800 2.98e-01 - 2.99e-01 - 3.02e-01 -
400 3.00e-01 - 3.01e-01 - 2.96e-01 -
200 2.89e-01 - 2.90e-01 - 2.99e-01 -
Table A.2: L1 errors for DRP scheme for case JS for different CFL
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A.1.2 OOA of F-CAB scheme
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 6.02e-04 1.85 4.13e-04 1.86 6.05e-05 2.01
3200 2.16e-03 1.64 1.50e-03 1.73 2.43e-04 2.03
1600 6.76e-03 1.39 4.99e-03 1.55 9.93e-04 2.01
800 1.77e-02 1.49 1.46e-02 1.30 4.01e-03 2.00
400 4.97e-02 1.19 3.61e-02 1.44 1.60e-02 2.21
200 1.13e-01 - 9.77e-02 - 7.41e-02 -
Table A.3: L1 errors for F-CAB for case BB for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 4.59e-03 0.78 4.18e-03 0.77 1.13e-02 0.74
3200 7.90e-03 0.86 7.11e-03 0.79 1.89e-02 0.77
1600 1.44e-02 0.87 1.23e-02 0.84 3.23e-02 0.80
800 2.62e-02 0.83 2.20e-02 0.83 5.61e-02 0.84
400 4.66e-02 0.90 3.92e-02 0.84 1.00e-01 0.87
200 8.72e-02 - 6.99e-02 - 1.83e-01 -
Table A.4: L1 errors for F-CAB for case JS for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 2.08e-04 1.82 1.42e-04 1.85 2.32e-05 2.02
3200 7.31e-04 1.65 5.14e-04 1.72 9.39e-05 2.03
1600 2.30e-03 1.47 1.70e-03 1.54 3.83e-04 2.07
800 6.35e-03 1.35 4.95e-03 1.33 1.60e-03 2.07
400 1.62e-02 0.99 1.24e-02 1.09 6.74e-03 2.12
200 3.23e-02 - 2.65e-02 - 2.93e-02 -
Table A.5: L1 errors for F-CAB for case A for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 4.89e-04 1.83 3.35e-04 1.86 5.05e-05 2.03
3200 1.73e-03 1.66 1.21e-03 1.71 2.06e-04 2.04
1600 5.47e-03 1.31 3.96e-03 1.47 8.44e-04 2.05
800 1.36e-02 1.52 1.10e-02 1.41 3.50e-03 1.99
400 3.89e-02 0.98 2.91e-02 1.22 1.39e-02 2.18
200 7.65e-02 - 6.77e-02 - 6.29e-02 -
Table A.6: L1 errors for F-CAB for case B for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 1.44e-04 1.86 9.78e-05 1.88 1.87e-05 2.01
3200 5.23e-04 1.74 3.60e-04 1.76 7.54e-05 2.05
1600 1.74e-03 1.58 1.22e-03 1.74 3.12e-04 2.00
800 5.23e-03 1.07 4.07e-03 1.09 1.25e-03 2.04
400 1.10e-02 1.03 8.69e-03 1.13 5.11e-03 2.04
200 2.25e-02 - 1.91e-02 - 2.10e-02 -
Table A.7: L1 errors for F-CAB for case C for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 1.32e-03 0.67 1.15e-03 0.67 2.35e-03 0.59
3200 2.10e-03 0.67 1.83e-03 0.67 3.53e-03 0.57
1600 3.33e-03 0.67 2.91e-03 0.67 5.24e-03 0.60
800 5.28e-03 0.67 4.61e-03 0.66 7.93e-03 0.59
400 8.37e-03 0.66 7.31e-03 0.66 1.19e-02 0.60
200 1.33e-02 - 1.16e-02 - 1.80e-02 -
Table A.8: L1 errors for F-CAB for case R for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 4.64e-05 1.25 3.59e-05 1.25 2.36e-05 1.26
3200 1.10e-04 1.24 8.54e-05 1.24 5.66e-05 1.29
1600 2.60e-04 1.20 2.01e-04 1.22 1.39e-04 1.24
800 5.98e-04 1.17 4.69e-04 1.19 3.27e-04 1.22
400 1.35e-03 1.14 1.07e-03 1.15 7.62e-04 1.34
200 2.97e-03 - 2.38e-03 - 1.93e-03 -
Table A.9: L1 errors for F-CAB for case T for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 9.23e-06 1.90 6.29e-06 1.90 1.31e-06 1.74
3200 3.44e-05 1.81 2.34e-05 1.88 4.38e-06 1.87
1600 1.21e-04 1.68 8.60e-05 1.69 1.60e-05 1.98
800 3.87e-04 1.23 2.77e-04 1.47 6.35e-05 1.97
400 9.08e-04 1.65 7.67e-04 1.43 2.49e-04 1.95
200 2.84e-03 - 2.07e-03 - 9.62e-04 -
Table A.10: L1 errors for F-CAB for case Y for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 1.39e-03 0.74 1.20e-03 0.73 2.35e-03 0.59
3200 2.32e-03 0.78 1.99e-03 0.77 3.55e-03 0.59
1600 3.98e-03 0.78 3.40e-03 0.76 5.34e-03 0.65
800 6.84e-03 0.91 5.74e-03 0.92 8.36e-03 0.71
400 1.28e-02 0.60 1.08e-02 0.70 1.36e-02 0.97
200 1.95e-02 - 1.76e-02 - 2.67e-02 -
Table A.11: L1 errors for F-CAB for case Z for different CFL
A.1.3 OOA of MR-CAB-DISP scheme
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 7.66e-05 1.46 7.97e-05 2.05 1.21e-05 2.01
3200 2.11e-04 2.25 3.30e-04 2.20 4.87e-05 2.13
1600 1.00e-03 1.47 1.51e-03 1.77 2.13e-04 2.04
800 2.78e-03 2.24 5.15e-03 1.87 8.72e-04 2.00
400 1.31e-02 -0.58 1.89e-02 0.63 3.48e-03 2.16
200 8.78e-03 - 2.92e-02 - 1.56e-02 -
Table A.12: L1 errors for MR-CAB with dispersion for case BB for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 1.93e-03 0.72 3.08e-03 0.79 5.73e-03 0.90
3200 3.19e-03 0.81 5.35e-03 0.80 1.07e-02 0.92
1600 5.59e-03 0.83 9.34e-03 0.84 2.03e-02 0.94
800 9.93e-03 0.88 1.67e-02 0.89 3.89e-02 0.95
400 1.82e-02 0.96 3.09e-02 0.94 7.51e-02 0.94
200 3.55e-02 - 5.92e-02 - 1.44e-01 -
Table A.13: L1 errors for MR-CAB with dispersion for case JS for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 2.16e-05 2.01 2.79e-05 1.97 5.01e-06 2.08
3200 8.67e-05 1.99 1.09e-04 2.00 2.12e-05 2.03
1600 3.45e-04 1.80 4.36e-04 1.82 8.63e-05 1.94
800 1.20e-03 1.44 1.54e-03 1.52 3.31e-04 2.17
400 3.26e-03 1.35 4.40e-03 1.15 1.49e-03 2.54
200 8.29e-03 - 9.78e-03 - 8.70e-03 -
Table A.14: L1 errors for MR-CAB with dispersion for case A for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 5.50e-05 1.98 7.36e-05 2.17 1.28e-05 1.99
3200 2.17e-04 1.92 3.32e-04 1.52 5.12e-05 2.03
1600 8.21e-04 1.84 9.53e-04 2.10 2.10e-04 2.04
800 2.95e-03 1.10 4.08e-03 1.35 8.64e-04 2.05
400 6.31e-03 1.23 1.04e-02 1.43 3.58e-03 2.34
200 1.48e-02 - 2.79e-02 - 1.81e-02 -
Table A.15: L1 errors for MR-CAB with dispersion for case B for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 1.26e-05 1.99 1.56e-05 1.90 3.04e-06 2.02
3200 5.03e-05 1.98 5.84e-05 2.01 1.24e-05 1.94
1600 1.98e-04 1.94 2.35e-04 1.88 4.75e-05 1.98
800 7.64e-04 1.51 8.63e-04 1.24 1.87e-04 2.46
400 2.18e-03 2.18 2.04e-03 1.81 1.03e-03 2.52
200 9.88e-03 - 7.18e-03 - 5.92e-03 -
Table A.16: L1 errors for MR-CAB with dispersion for case C for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 5.82e-04 0.79 8.50e-04 0.69 8.30e-04 0.73
3200 1.01e-03 0.87 1.37e-03 0.68 1.38e-03 0.72
1600 1.84e-03 0.89 2.20e-03 0.66 2.26e-03 0.71
800 3.42e-03 0.83 3.47e-03 0.65 3.69e-03 0.69
400 6.06e-03 0.84 5.46e-03 0.64 5.95e-03 0.75
200 1.09e-02 - 8.51e-03 - 1.00e-02 -
Table A.17: L1 errors for MR-CAB with dispersion for case R for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 9.44e-06 1.37 1.21e-05 1.26 7.74e-06 1.38
3200 2.45e-05 1.33 2.88e-05 1.25 2.01e-05 1.34
1600 6.16e-05 1.37 6.84e-05 1.31 5.11e-05 1.33
800 1.59e-04 1.40 1.70e-04 1.12 1.29e-04 1.20
400 4.20e-04 1.38 3.69e-04 1.47 2.95e-04 1.78
200 1.10e-03 - 1.02e-03 - 1.01e-03 -
Table A.18: L1 errors for MR-CAB with dispersion for case T for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 1.11e-06 2.00 1.44e-06 1.43 6.49e-07 1.63
3200 4.47e-06 1.73 3.87e-06 2.38 2.01e-06 1.65
1600 1.48e-05 2.21 2.01e-05 1.85 6.31e-06 1.75
800 6.84e-05 1.70 7.24e-05 1.60 2.12e-05 1.88
400 2.22e-04 0.65 2.20e-04 1.84 7.79e-05 2.12
200 3.47e-04 - 7.89e-04 - 3.40e-04 -
Table A.19: L1 errors for MR-CAB with dispersion for case Y for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 5.87e-04 0.82 8.60e-04 0.71 8.32e-04 0.73
3200 1.04e-03 0.93 1.41e-03 0.72 1.38e-03 0.73
1600 1.97e-03 0.97 2.33e-03 0.72 2.29e-03 0.72
800 3.86e-03 0.78 3.83e-03 0.83 3.78e-03 0.74
400 6.62e-03 0.97 6.83e-03 0.78 6.33e-03 1.04
200 1.30e-02 - 1.17e-02 - 1.30e-02 -
Table A.20: L1 errors for MR-CAB with dispersion for case Z for different CFL
A.1.4 OOA of P-CAB scheme
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 3.32e-04 1.99 2.22e-04 1.99 5.60e-05 1.99
3200 1.32e-03 2.00 8.83e-04 2.00 2.22e-04 1.99
1600 5.28e-03 2.00 3.52e-03 2.00 8.82e-04 2.00
800 2.11e-02 1.98 1.41e-02 1.99 3.52e-03 2.00
400 8.33e-02 1.57 5.59e-02 1.82 1.41e-02 2.00
200 2.47e-01 - 1.97e-01 - 5.65e-02 -
Table A.21: L1 errors for P-CAB for case BB for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 2.48e-02 0.50 2.24e-02 0.49 1.76e-02 0.59
3200 3.51e-02 0.51 3.14e-02 0.50 2.65e-02 0.63
1600 4.98e-02 0.62 4.44e-02 0.57 4.10e-02 0.70
800 7.67e-02 0.56 6.60e-02 0.63 6.64e-02 0.74
400 1.13e-01 0.72 1.02e-01 0.63 1.11e-01 0.79
200 1.86e-01 - 1.59e-01 - 1.92e-01 -
Table A.22: L1 errors for P-CAB for case JS for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 1.30e-04 2.00 8.67e-05 2.00 2.17e-05 2.00
3200 5.20e-04 2.00 3.47e-04 2.00 8.67e-05 2.00
1600 2.08e-03 2.00 1.39e-03 2.00 3.47e-04 2.00
800 8.32e-03 1.95 5.55e-03 1.98 1.39e-03 2.01
400 3.21e-02 1.22 2.19e-02 1.61 5.60e-03 2.00
200 7.48e-02 - 6.68e-02 - 2.24e-02 -
Table A.23: L1 errors for P-CAB for case A for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 2.74e-04 2.00 1.83e-04 2.00 4.59e-05 1.99
3200 1.09e-03 2.00 7.30e-04 2.00 1.83e-04 2.00
1600 4.38e-03 2.00 2.92e-03 2.00 7.30e-04 2.00
800 1.75e-02 1.99 1.17e-02 1.97 2.93e-03 2.01
400 6.94e-02 1.29 4.57e-02 1.77 1.18e-02 1.99
200 1.70e-01 - 1.56e-01 - 4.69e-02 -
Table A.24: L1 errors for P-CAB for case B for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 1.06e-04 2.00 7.06e-05 2.00 1.77e-05 2.00
3200 4.24e-04 2.00 2.83e-04 2.00 7.07e-05 2.00
1600 1.70e-03 2.01 1.13e-03 1.99 2.83e-04 2.01
800 6.82e-03 1.91 4.51e-03 1.99 1.14e-03 2.01
400 2.56e-02 1.55 1.80e-02 1.59 4.60e-03 2.02
200 7.49e-02 - 5.39e-02 - 1.86e-02 -
Table A.25: L1 errors for P-CAB for case C for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 1.18e-02 0.47 9.85e-03 0.46 5.42e-03 0.46
3200 1.64e-02 0.47 1.35e-02 0.47 7.44e-03 0.49
1600 2.27e-02 0.45 1.88e-02 0.44 1.05e-02 0.44
800 3.10e-02 0.45 2.55e-02 0.48 1.42e-02 0.53
400 4.23e-02 0.49 3.55e-02 0.38 2.05e-02 0.49
200 5.94e-02 - 4.61e-02 - 2.88e-02 -
Table A.26: L1 errors for P-CAB for case R for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 8.35e-05 1.26 6.29e-05 1.26 2.45e-05 1.25
3200 2.00e-04 1.26 1.51e-04 1.26 5.83e-05 1.27
1600 4.81e-04 1.22 3.61e-04 1.21 1.41e-04 1.20
800 1.12e-03 1.21 8.36e-04 1.20 3.24e-04 1.20
400 2.59e-03 1.40 1.92e-03 1.34 7.42e-04 1.47
200 6.86e-03 - 4.88e-03 - 2.05e-03 -
Table A.27: L1 errors for P-CAB for case T for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 1.28e-05 0.90 1.66e-05 0.66 8.54e-06 0.66
3200 2.39e-05 1.67 2.61e-05 1.12 1.35e-05 0.94
1600 7.60e-05 1.97 5.69e-05 1.82 2.60e-05 1.26
800 2.98e-04 2.00 2.01e-04 1.99 6.22e-05 1.72
400 1.19e-03 1.97 7.95e-04 1.97 2.05e-04 1.98
200 4.67e-03 - 3.10e-03 - 8.09e-04 -
Table A.28: L1 errors for P-CAB for case Y for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 1.24e-02 0.47 1.08e-02 0.47 5.60e-03 0.47
3200 1.72e-02 0.48 1.49e-02 0.46 7.76e-03 0.48
1600 2.39e-02 0.46 2.05e-02 0.49 1.08e-02 0.48
800 3.30e-02 0.47 2.87e-02 0.47 1.51e-02 0.55
400 4.56e-02 0.42 3.97e-02 0.51 2.22e-02 0.64
200 6.12e-02 - 5.63e-02 - 3.46e-02 -
Table A.29: L1 errors for P-CAB for case Z for different CFL
A.1.5 OOA of R-CAB scheme
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 1.43e-05 1.99 9.43e-06 2.07 3.03e-06 2.00
3200 5.67e-05 2.00 3.96e-05 2.08 1.21e-05 2.12
1600 2.27e-04 2.07 1.68e-04 2.03 5.27e-05 2.25
800 9.53e-04 2.32 6.87e-04 2.28 2.51e-04 2.28
400 4.75e-03 2.86 3.34e-03 2.79 1.22e-03 2.52
200 3.46e-02 - 2.31e-02 - 7.00e-03 -
Table A.30: L1 errors for R-CAB with dispersion for case 1 for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 5.01e-03 0.56 5.01e-03 0.61 9.02e-03 0.74
3200 7.40e-03 0.59 7.63e-03 0.62 1.51e-02 0.78
1600 1.11e-02 0.65 1.17e-02 0.68 2.58e-02 0.83
800 1.75e-02 0.69 1.88e-02 0.68 4.59e-02 0.85
400 2.83e-02 0.89 3.03e-02 0.90 8.26e-02 0.86
200 5.26e-02 - 5.63e-02 - 1.50e-01 -
Table A.31: L1 errors for R-CAB with dispersion for case 2 for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 5.22e-06 2.02 3.49e-06 2.02 9.08e-07 2.05
3200 2.11e-05 2.06 1.41e-05 2.07 3.76e-06 2.19
1600 8.81e-05 2.21 5.93e-05 2.22 1.72e-05 2.24
800 4.07e-04 2.63 2.75e-04 2.63 8.10e-05 2.82
400 2.53e-03 3.11 1.70e-03 3.18 5.70e-04 2.91
200 2.19e-02 - 1.54e-02 - 4.28e-03 -
Table A.32: L1 errors for R-CAB with dispersion for case A for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 1.13e-05 1.98 7.64e-06 1.97 2.15e-06 1.89
3200 4.47e-05 2.04 3.00e-05 2.04 7.97e-06 2.07
1600 1.84e-04 2.18 1.24e-04 2.19 3.35e-05 2.31
800 8.33e-04 2.54 5.66e-04 2.55 1.66e-04 2.45
400 4.85e-03 3.14 3.31e-03 3.11 9.05e-04 3.15
200 4.26e-02 - 2.85e-02 - 8.03e-03 -
Table A.33: L1 errors for R-CAB with dispersion for case B for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 4.27e-06 2.02 2.86e-06 2.03 7.70e-07 2.12
3200 1.74e-05 2.08 1.17e-05 2.09 3.35e-06 2.16
1600 7.36e-05 2.30 4.97e-05 2.31 1.50e-05 2.29
800 3.63e-04 2.90 2.46e-04 2.88 7.36e-05 2.97
400 2.70e-03 2.10 1.81e-03 2.37 5.76e-04 3.15
200 1.16e-02 - 9.32e-03 - 5.12e-03 -
Table A.34: L1 errors for R-CAB with dispersion for case C for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 2.59e-03 0.52 2.37e-03 0.53 2.32e-03 0.51
3200 3.72e-03 0.51 3.41e-03 0.51 3.30e-03 0.48
1600 5.28e-03 0.52 4.86e-03 0.56 4.62e-03 0.51
800 7.56e-03 0.58 7.17e-03 0.50 6.59e-03 0.57
400 1.13e-02 0.45 1.02e-02 0.51 9.78e-03 0.49
200 1.54e-02 - 1.45e-02 - 1.37e-02 -
Table A.35: L1 errors for R-CAB with dispersion for case R for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 1.70e-05 1.33 1.46e-05 1.35 7.15e-06 1.37
3200 4.27e-05 1.32 3.72e-05 1.34 1.84e-05 1.32
1600 1.07e-04 1.27 9.39e-05 1.33 4.61e-05 1.32
800 2.57e-04 1.24 2.36e-04 1.18 1.15e-04 1.20
400 6.07e-04 1.42 5.35e-04 1.41 2.64e-04 2.02
200 1.63e-03 - 1.42e-03 - 1.07e-03 -
Table A.36: L1 errors for R-CAB with dispersion for case T for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 3.40e-06 0.73 4.09e-06 0.67 2.76e-06 0.59
3200 5.62e-06 0.64 6.50e-06 0.64 4.16e-06 0.68
1600 8.73e-06 0.91 1.01e-05 0.85 6.67e-06 0.72
800 1.64e-05 1.88 1.82e-05 1.36 1.10e-05 0.87
400 6.04e-05 2.69 4.66e-05 2.48 2.01e-05 2.05
200 3.89e-04 - 2.60e-04 - 8.33e-05 -
Table A.37: L1 errors for R-CAB with dispersion for case Y for different CFL
Grid points L1 error OOA L1 error OOA L1 error OOA
CFL=0.1 CFL=0.2 CFL=0.8
6400 3.52e-03 0.52 3.20e-03 0.48 2.35e-03 0.65
3200 5.06e-03 0.52 4.45e-03 0.55 3.70e-03 0.36
1600 7.24e-03 0.53 6.53e-03 0.51 4.75e-03 0.65
800 1.05e-02 0.57 9.32e-03 0.52 7.45e-03 0.50
400 1.56e-02 0.74 1.34e-02 0.74 1.05e-02 0.65
200 2.60e-02 - 2.24e-02 - 1.65e-02 -
Table A.38: L1 errors for R-CAB with dispersion for case Z for different CFL
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