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Abstract
Photons and thermal photons are studied in the Rindler Wedge employing Feynman’s gauge
and canonical quantization. A Gupta-Bleuler-like formalism is explicitly implemented.
Non thermal Wightman functions and related (Euclidean and Lorentzian) Green functions
are explicitly calculated and their complex time analytic structure is carefully analyzed using
the Fulling-Ruijsenaars master function. The invariance of the advanced minus retarded
fundamental solution is checked and a Ward identity discussed. It is suggested the KMS
condition can be implemented to define thermal states also dealing with unphysical photons.
Following this way, thermal Wightman functions and related (Euclidean and Lorentzian)
Green functions are built up. Their analytic structure is carefully examined employing a
thermal master function as in the non thermal case and other corresponding properties
are discussed. Some subtleties arising dealing with unphysical photons in presence of the
Rindler conical singularity are pointed out. In particular, a one-parameter family of ther-
mal Wightman and Schwinger functions with the same physical content is proved to exist
due to a remaining (non trivial) static gauge ambiguity. A photon version of Bisognano-
Wichmann theorem is investigated in the case of photons propagating in the Rindler Wedge
employing Wightman functions. Despite of the found ambiguity in defining Rindler Green
functions, the coincidence of (β = 2pi)-Rindler Wightman functions and Minkowski Wight-
man functions is proved dealing with test functions related to physical photons and Lorentz
photons.
PACS number(s): 03.70.+k, 04.20.Fy, 04.62.+v, 11.10.Wx
V. Moretti: Canonical Quantization of Photons...
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I. INTRODUCTION
As well-known, the Rindler wedge WR is defined by the inequality x > |t| in a fixed system of
rectangular coordinates (t, x, y, z) in Minkowski space-time. WR is a globally hyperbolic sub-
manifold of Minkowski space-time. In this paper, we shall consider WR as an open set. A global
coordinate frame (τ, ρ, y, z) on WR is obtained by setting
x = ρ cosh τ and t = ρ sinh τ , (1)
for ρ > 0, so that x2 − t2 = ρ2.
Notice that any line ρ = ρ0, y = y0, z = z0 are the trajectory of a uniformly accelerated particle,
with proper acceleration a = ρ−10 and proper time s = aτ along the trajectory. Furthermore,
the surfaces τ = constant are Cauchy surfaces of WR. The Minkowski metric takes the form of
the Rindler metric
ds2 = −ρ2dτ2 + dρ2 + dx2t ,
with ρ > 0 and xt = (y, z).
As well-known, the Minkowski metric admits the timelike Killing field K = ∂τ in WR. This
vector generates the isometry τ → τ + τ0. The hypersurface ρ = 0, i.e., x2 − t2 = 0 is a Killing
event horizon which bifurcates [1] in the transverse two-plane x = t = 0.
We remind that the Rindler metric approximates the metric near the horizon of a Schwarzschild
black hole. In this sense, the physics in the Rindler wedge is a toy model of the physics around a
black hole. Thus, we expect that some result of this paper can be extended to the Schwarzschild
black hole case.
In the present paper we shall study the quantum field theory in the Rindler region WR in the
case of a photon field by building up its Fock representation over the Fulling vacuum |F > which
is invariant under τ−translations [2, 3, 4, 5]. Other authors have studied photon field or thermal
photons in the Rindler wedge, directly employing the strength field Fµν instead of the vectorial
field Aµ [6, 7], thus avoiding gauge related problems, or they have analyzed particular problems
only [8]. In this paper we shall develop a more mathematical and systematic studying using the
field Aµ.
In Section I, we shall implement a canonical approach to quantization of the vectorial photon
field using Feynman’s gauge, taking care to correctly deal with the arising unphysical photons.
In fact, a Gupta-Bleuler-like formalism will be explicitly implemented and the non Hilbertian
structure of the quantum state space analyzed.
In Section II, the Wightman functions will be built up within the frame-work of a three-smeared
distributional formalism. The whole analytic structure of these functions, the related Schwinger
function, Feynman propagator and the advanced-minus-retarded function will be analyzed em-
ploying a Rindler-time complex master function introduced by Fulling and Ruijsenaars for the
scalar case [9]. In particular, the expected invariance of the advanced-minus-retarded function
will be proved. Finally, a Ward identity will be discussed.
In Section III, we shall propose a definition of thermal states in terms of Wightman functions
which uses the KMS condition also dealing with unphysical photons. We shall see that this
definition agrees with all the expected physical requirements. The thermal Wightman func-
tions will be explicitly built up employing the sum over images method and a thermal master
function analysis will be implemented. We shall see that some gauge ambiguities remain in the
definition of these Green functions. In fact we shall find an one-parameter class of physically
equivalent master (Schwinger, Wightman) functions which, differently from the scalar case, are
defined away from the conical singularity. This is due to static non trivial unphysical terms
which affect all the thermal Green functions. In the case β = 2pi (absence of conical singu-
larities) only one particular Green function defined on the whole Euclidean manifold will arise
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from the above-mentioned class. The Wightman functions, related by analytic continuation to
this special Schwinger function, will give rise to the local coincidence of the Minkowski vacuum
with the β = 2pi thermal Rindler state. This coincidence generalizes, in terms of Wightman
functions, the Bisognano-Wichmann theorem [7, 10, 11] including the photon field. This local
vacua identity, considered as a Wightman functions identity, will be proved employing physical
or Lorentz test wavefunctions.
II. PHOTON FIELD QUANTIZATIONAND GUPTA-BLEULER
FORMALISM IN A RINDLER WEDGE
A. INDEFINITE SCALAR PRODUCT
The first step to quantize a (quasi-)free field theory in a globally hyperbolic space-time consists
of the definition of an appropriate conserved indefinite scalar product with respect to spatial
Cauchy 3-surfaces of space-time; this inner product does not depend on the particular choice of
a Cauchy surface [1, 13]. We shall suppose to work in WR using coordinates (x
0, x1, x2, x3) =
(τ, ρ, y, z) defined above. It is convenient to represent the inner product on the x0 = τ =
constant spatial surfaces, they being Cauchy surfaces. A natural choice of a quantum vacuum
(Fulling vacuum in our case) is obtained by decomposing the field over normalized modes which
are imaginary exponentials in the chosen time [14, 15]. Thus, the creation and destruction
operators related with these modes define both the quantum vacuum and the corresponding
Fock representation.
Let us define the canonical conjugate momentum of the real field Aµ in the case of Feynman
gauge as a)
ΠµνA :=
∂L
∂∂µAν
=
√−g[∇νAµ −∇µAν − gµν∇αAα] =
√−g(Fµν − gµν∇αAα) ,
where ∇µ is the covariant derivative and
L := −√−g
[
1
4
FµνF
µν − 1
2α
(∇νAν)2
]
α=1
= −
√−g
2
[∇µAν∇µAν + (Cov. Deriv.)] (2)
is the Lagrangian of the photon in the Feynman gauge, g standing everywhere for the determinant
of the complete metric. Classically, one has to impose the Lorentz condition
∇µAµ = 0 , (3)
as constraint on the solutions of the vectorial Klein-Gordon equation produced by the the La-
grangian (2) as motion equations
∇µ∇µAν(x) = 0 (4)
Dealing with generally complex photon wavefunctions, the usual canonical conserved indefinite
scalar product reads [8]:
(A,B) = i
∫
Σ
dS
√
h nµ
(
A∗νΠ
µν
B −BνΠ∗µνA
)
√−g , (5)
where dS := dx1dx2dx3, Σ is a x0 constant Cauchy surface and n = −dx0/√−(dx0, dx0) is its
normalized, positive time oriented, normal vector. Finally, h is the determinant of the Euclidean
3-metric hij induced on Σ.
A simpler conserved scalar product follows from the Fermi Lagrangian obtained by dropping
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the classically unimportant total derivative term in Eq.(2). The motion equations remain Klein-
Gordon Equations (4). Dealing with as in the previous case, we obtain a new conserved inner
product:
(A,B)′ = −i
∫
Σ
dS
√
h nµA∗ν
↔
∇µ Bν ,
where f
↔
∇µ g := f∇µg − g∇µf . The relation between the two scalar products reads, due to the
antisymmetry of the tensor DµνAB:
(A,B)− (A,B)′ = i
∫
Σ
dS
√
h nµ∇νDµνAB ,= i
∫
Σ
dx1dx2dx3
∑
i=1,2,3
∂i(
√−gD0iAB) ,
where we defined DµνAB := A
∗µBν −A∗νBµ and used, in our static coordinates b)
nµ =
−δ0µ√−g00 , g00 =
h
g
and dS
√
h nµ = −dx1dx2dx3
√−gδ0µ .
The integral written above becomes a 2-dimensional integral over the edge ∂Σ of Σ. This vanishes
provided convenient boundary conditions on the fields Aµ and Bµ be satisfied depending on the
behaviour of
√−g (= ρ in our case) on this edge and thus the scalar products ( , ) and ( , )′
coincide. As in the case of a scalar field [1, 15], it might be possible to build up the whole
theory by considering only real C∞ classical fields solutions of motion equations with a compact
support on Cauchy surfaces Σ. Using such functions, the two above-mentioned scalar products
trivially coincide. However, this choice (at least dealing with the spinless case) requires to deal
with wavefunctions containing both positive and negative frequencies [1, 15]. For the time being,
we only assume to deal with positive frequency smooth solutions of K-G equations without to
specify further details. We suppose to deal with the scalar product ( , ) only. Later, defining
Wightman functions, we shall employ wavefunctions with spatial compact support containing
both positive and negative frequencies and thus we shall re-consider the identity ( , ) = ( , )′.
B. CANONICAL FORMALISM
Proceeding to the quantization of photon field in WR, using coordinates (τ, ρ, xt), we have to
look for a decomposition of the real field Aµ as
Aµ(x) =
∫
IR2
dkt
∫ +∞
0
dω
3∑
λ=0
{a(λ,ω,kt)A(λ,ω,kt)µ (x) + C.C.} . (6)
The positive frequency modes
A(λ,ω,kt)µ (x) = A
(λ,ω,kt)
µ (ρ, xt)e
−iωτ
must be linearly independent solutions of Klein-Gordon equations (4). We require the following
normalization of the modes with respect to the scalar product ( , ):
(A(λ,ω,kt), A(λ
′,ω′,k′t)) = ηλλ
′
δ(kt − k′t) δ(ω − ω′) , (7)
(A∗(λ,ω,kt), A∗(λ
′,ω′,k′t)) = −ηλλ′ δ(kt − k′t) δ(ω − ω′) , (8)
(A∗(λ,ω,kt), A(λ
′,ω′,k′t)) = 0 , (9)
where ηµν ≡ ηµν ≡ diag (−1, 1, 1, 1, ) c). From Eq.(7), it arises:
(A,A′) =
∫
IR2
dkt
∫ +∞
0
dω
3∑
λ=0
a∗(λ,ω,kt)a
′
(λ,ω,kt)η
λλ′ , (10)
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where Aµ and A
′
µ are (generally complex) positive frequency photon wavefunctions. The Fourier
coefficients a(λ,ω,kt) are such that the corresponding positive frequency wavefunction A results
to be smooth d). These coefficients, understood as functions of the variables ω and kt, define
one-particle quantum states |ΨA >.
Holding the normalization relations (7), (8) and (9), it simply follows from Eq.(6):
a(λ,ω,kt) = ηλλ′(A
(λ′,ω′,k′t), A) ,
a∗(λ,ω,kt) = −ηλλ′(A∗(λ
′,ω′,k′t), A) .
We have to interpret these coefficients as operators to quantize. As usually, the equal time
canonical commutations rules of the operator Aˆ and its conjugate momentum Πˆ imply the
bosonic commutations rules of the operators aˆ and aˆ†. They read respectively:
[Aˆµ(x), nαΠˆ
αν(x′)]τ=τ ′ = iδ
ν
µ δ(ρ− ρ′) δ(xt − x′t) I (11)
[The remaining (independent) equal time commutators vanish]
where n := −dτ/√−(dτ, dτ), and
[aˆ(λ,ω,kt), aˆ
†
(λ′,ω′,k′t)
] = ηλλ′ δ(kt − k′t) δ(ω − ω′) I (12)
[The remaining (independent) commutators vanish]
We expect that not all the one-particle quantum states are representable by smooth positive
frequency wavefunctions. This should hold only for states belonging in a linear manifold M
supposed to be dense (in some topology) in the whole one-particle quantum states space. We
expect that one-particle quantum states space H can be represented as an algebraic tensorial
product e) H := IC4 ⊗ H0 where IR+ := [0,+∞), H0 being L2(IR2×IR+) or a proper closed
subspace of this. We can write:
|Ψ >≡ (Ψ0(kt, ω),Ψ1(kt, ω),Ψ2(kt, ω),Ψ3(kt, ω)) kt ∈ IR2, ω ∈ IR+ (13)
Finally, H has to be endowed with a scalar product compatible with the above-written commu-
tation relations. This reads:
< Ψ|Ψ′ >:=
3∑
λ,λ′=0
ηλλ
′
∫
IR
dkt
∫
IR+
dω Ψ∗λ(kt, ω)Ψ
′
λ′(kt, ω) .
The space H cannot be considered a properly defined Hilbert space due to presence of the
indefinite matrix η. This matrix appears due to the unphysical degrees of freedom represented by
non transverse photons necessary in order to deal with a gauge constraint explicitly covariant as
the Lorentz condition Eq.(3). The problem is the same as in Minkowski coordinates quantization.
The positive frequency wavefunction related with a generic vector |Ψ >∈ M is the positive
frequency smooth function:
Aµ(x) =
∫
IR
dkt
∫
IR+
dω
3∑
λ=0
Ψλ(kt, ω)A
(λ,ω,kt)(x) , (14)
and thus the coincidence of the two scalar product (A,B) and < ΨA|ΨB > results to be evident.
The inverse formula of Eq.(14), following from the normalization relations of the modes Eq.s
(7), (8) e (9), holds in the same space M:
Ψλ(kt, ω) = −(A(λ,ω,kt), A) =
= −i
∫
Σ
dS
√
h nµ
[
A∗(λ,ω,kt)ν (F
µν
A − gµν∇αAα)−Aν(FµνA∗(λ,ω,kt) − g
µν∇αA∗(λ,ω,kt)α)
]
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or, provided A vanish on the edge of Σ, it reads:
Ψλ(kt, ω) = −(A(λ,ω,kt), A)′ = i
∫
Σ
dS
√
h nµA∗(λ,kt,ω)ν
↔
∇µ Aν .
The relations (12) have to be more correctly understood as:
[aˆΨ, aˆ
†
Ψ′ ] = < Ψ|Ψ′ > I (= (AΨ, AΨ′) I if |Ψ >, |Ψ′ >∈M)
[The remaining (independent) commutators vanish]
where aˆΨ and aˆ
†
Ψ, when |Ψ >∈ M, are interpreted as
aˆΨA = (A, Aˆ) (antilinear in A) ,
aˆ†ΨA = −(A, Aˆ) (linear in A) .
Aˆ has to be interpreted as an operator valued distribution working on smooth positive frequency
photon wavefunctions A.
These identities make sense dealing with an appropriate invariant linear manifold dense (in
some topology) in the symmetrized Fock-like space F(H)s, algebraically built up as a normal
symmetrized Fock space, aˆ and aˆ† being destruction and creation operators. The Fulling vacuum
|F > is defined as:
aˆΨ|F >= 0 |Ψ >∈ H .
By the normalization relations and, in particular, because of the trivial time dependence of the
modes, the Rindler Hamiltonian of the photons results to be diagonal if written in terms of
aˆ(λ,ω,kt) and aˆ
†
(λ′,ω′,k′t)
, the spectral parameter being ω. Using the normal order prescription, we
have:
: Hˆ :=:
∫
Σ
dS(
√−g nσΠˆσνnλ∂λAˆν − Lˆ) :=
∫
dkt dω ω
3∑
λ=0
ηλλ aˆ†(λ,ω,kt)aˆ(λ,ω,kt) .
Thus we can consider the quanta generated by aˆ†(λ′,ω′,k′t)
as defined Rindler-energy particles.
However, there arise particles of negative norm and energy due the anomalous commutation rule
of aˆλ=0 and aˆ
†
λ=0 as in the Minkowskian case
f). We expect that a Gupta-Bleuler-like formalism
(see [16] for example) can be used in order to deal more correctly with the Feynman gauge.
C. NORMAL MODES AND ONE-PARTICLE SPACE
Let us seek a set of normal modes solutions of Klein-Gordon equation and satisfying the con-
straints in Eq.s (7), (8), (9). We report the results and some comments here. All the calculations
are contained in Appendix A.
We start with the independent modes suggested by Higuchi, Matsas and Sudarsky in [8].
A(I,ω,kt)µ ≡ C(I,ω,kt)(0, 0, kzφ,−kyφ) , (15)
A(II,ω,kt)µ ≡ C(II,ω,kt)(ρ∂ρφ,−i
ω
ρ
φ, 0, 0) , (16)
A(G,ω,kt)µ ≡ C(G,ω,kt)(−iωφ, ∂ρφ, ikyφ, ikzφ) ≡ C(G,ω,kt) ∂µφ , (17)
A(L,ω,kt)µ ≡ C(L,ω,kt)(0, 0, kyφ, kzφ) , (18)
where the coefficients C are normalization constants, and the field φ = φ(ω,kt)(x) is the mode
solution of scalar Klein-Gordon equation in WR:
φ(ω,kt)(x) = Kiω(k⊥ρ)e
i(ktxt−ωτ) . (19)
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Kν(z) is a well-known MacDonald function of imaginary index [17], k⊥ :=
√
k2y + k
2
z and ktxt :=
kyy + kzz. The Klein-Gordon equation reads:
(−1
ρ
∂2τ + ∂ρρ∂ρ + ρ∇2t )φ = 0 ,
and the solution φ = φ(ω,kt) also satisfies:
∂2τφ = −ω2φ and ∇2tφ :=
∑
α=y,z
∂2αφ = −k2⊥φ .
It can be simply proved that the modes I and II satisfy the Lorentz condition (3).
The mode G is proportional to ∂µφ and thus it is a pure gauge mode; note that this also satisfies
the Lorentz condition because φ is a solution of scalar Klein-Gordon equation. The mode L
does not satisfy the gauge condition. Using the inner product ( , ), one finds the mode I to be
normal to the mode II, furthermore the linear space spanned by the unphysical modes G and L
results to be normal to the modes I and II. Departing from the work [8], we follow a different
choice of unphysical modes in order to have a complete set of normal to each other modes. We
define new modes, considering two convenient linear combinations of unphysical modes G and
L:
A(1,ω,kt)µ ≡ C(1,ω,kt)(0, 0, kzφ,−kyφ) , (20)
A(2,ω,kt)µ ≡ C(2,ω,kt)(ρ∂ρφ,−i
ω
ρ
φ, 0, 0) , (21)
A(3,ω,kt)µ ≡ C(3,ω,kt)(−iωφ, ∂ρφ, 0, 0) , (22)
A(4,ω,kt)µ ≡ C(4,ω,kt)(0, 0, ikyφ, ikzφ) . (23)
Following the calculations of Appendix A we may define normalized modes A
(λ,ω,kt)
µ :
A(0,ω,kt)µ ≡
√
sinh piω
2pi2k⊥
(−iωφ, ∂ρφ, 0, 0) ≡ A(G,ω,kt)µ − iA(L,ω,kt)µ , (24)
A(1,ω,kt)µ ≡
√
sinh piω
2pi2k⊥
(0, 0, kzφ,−kyφ) , (25)
A(2,ω,kt)µ ≡
√
sinh piω
2pi2k⊥
(ρ∂ρφ,−iω
ρ
φ, 0, 0) , (26)
A(3,ω,kt)µ ≡
√
sinh piω
2pi2k⊥
(0, 0, ikyφ, ikzφ) ≡ iA(L,ω,k)µ . (27)
Using these modes, the normalization relations Eq.s (7), (8), (9) are satisfied.
To conclude, we are able to suggest a possible definition of the spaceM and the one-particle
space H. However, we shall not study this topic in deep. Let us consider the set S of the C∞ real
wavefunctions solutions of the vectorial K-G equation with spatial compact support at |τ | < +∞
g) and such that their transverse Fourier transform vanishes with order |kt|n n ≥ 1 as kt → 0.
They are, for example, transverse coordinate Laplacians of C∞ compact support K-G solutions.
The required condition, passing to the Fourier decoposition through Eq.(29) (see below) cancels
against the divergent factor k−1⊥ in the modes and assures a finite L
2 norm (see below) h). The
following decomposition arises (note the presence of negative frequencies):
Aµ(x) =
∫
IR
dkt
∫
IR+
dω
3∑
λ=0
Ψλ(kt, ω)A
(λ,ω,kt)
µ (x) +
3∑
λ=0
Ψ∗λ(kt, ω)A
∗(λ,ω,kt)
µ (x) , (28)
where
Ψλ(kt, ω) = −(A(λ,ω,kt), A) = −(A(λ,ω,kt), A)′ , (29)
7
because the boundary terms vanish due to compact support of A. Employing the previously
found normal modes and standard properties of MacDonald’s functions [17] it is possible to
prove that these scalar products are finite. Similarly it is possible to obtain (λ = 0, 1, 2, 3):∫
IR2×IR+
|Ψλ(kt, ω)|2dktdω < +∞ ,
when A ∈ S. We define S :=< S >IR, i.e., the real linear space spanned by the set S.
We can define M as the complex linear space M :=< M >IC , where M is the set of states
defined by the left hand side of Eq.(29) when A ∈ S. The positive frequency wavefunctions
of the state |Ψ >∈ M is written in Eq.(14). The one photon Hilbert space is thus defined as
H = M = IC4 ⊗T H0. The closure as well as the topological tensorial product will be defined
employing a certain topology specified in the following section.
D. GUPTA-BLEULER FORMALISM IN A RINDLER SPACE
Following the Minkowskian theory, the quantum states space of the whole theory must be
formally defined as the space of vectors |Ψ >∈ F(H)s satisfying the Lorentz constraint:
∇µAˆ+µ (x)|Ψ >= 0 , (30)
where Aˆ+µ is the part of the operator Aˆ containing only destructor operators. Eq.(30) is equiv-
alent to:
(aˆ(3,kt,ω) − aˆ(0,kt,ω))|Ψ >= 0 for all the kt, ω . (31)
This equation defines the physical quantum states exactly as in the case of the Minkowski theory.
Furthermore, it can be simply proved that:
∇µA(α,ω,kt)µ = 0 for α = 1, 2 . (32)
These modes defines real particles, endowed with a positive norm and a positive energy. They
are the transverse photons, namely the two physical degrees of freedom of Rindler photons.
The Gupta-Bleuler formalism can be employed as in flat coordinates. Eq.(31) reads in a non
formal representation (where the indices of destructor operators are referred to the notation in
Eq.(13)):
(aˆ(Φ,0,0,0) − aˆ(0,0,0,Φ))|Ψ >= 0 for all Φ ∈ H0 . (33)
The space of these vectors will be termed F(HL)s. The one particle space HL can be defined
introducing the operators:
αˆΦ :=
1√
2
(aˆ(Φ,0,0,0) − aˆ(0,0,0,Φ)) and βˆΦ :=
1√
2
(aˆ(Φ,0,0,0) + aˆ(0,0,0,Φ))
Thus Eq.(33) reads simply:
αˆΦ|Ψ >= 0 for all the Φ ∈ H0 ,
and HL contains one-particle states defined by the creation operators aˆ†1, aˆ†2, αˆ† = βˆ⋆ only (the
adjoint βˆ⋆ is defined below).
One can trivially obtain the form of the wavefunction of |Ψ >∈ HL passing to the base of the
modes A(1), A(2), A(G), A(L) previously introduced. This reads:
ALµ(x) =
∫
IR2
dkt
∫
IR+
dω
∑
λ=1,2,G
Ψλ(kt, ω)A
(λ,ω,kt)
µ (x) .
8
These wavefunctions satisfy the Lorentz condition in Eq.(3).
We define the physical Fock space F(HP )s by requiring the total absence of unphysical photons:
aˆ(Φ,0,0,0)|Ψ >= aˆ(0,0,0,Φ)|Ψ >= 0 for all Φ ∈ H0 .
The wavefunctions of the states of this space read:
APµ (x) =
∫
IR2
dkt
∫
IR+
dω
∑
λ=1,2
Ψλ(kt, ω)A
(λ,ω,kt)
µ (x)
Obviously, it holds F(H)s ⊃ F(HL)s ⊃ F(HP )s.
It is possible to define a metrical topology compatible with the physics of the system. Following
the Minkowski Gupta-Bleuler formalism, we define a new, positive defined, scalar product of
|Ψ > and |Ψ′ > ∈ H by
< Ψ/Ψ′ >:=
3∑
λ,λ′=0
δλλ
′
∫
IR
dkt
∫
IR+
dω Ψ∗λ(kt, ω)Ψ
′
λ′(kt, ω) .
We shall call this unphysical scalar product the Euclidean scalar product. Employing this we
may make H = IC4 ⊗T H0 a correctly defined Hilbert space. H0 results to be L2(IR2×IR+) or
a proper closed subspace of this obtained imposing M = IC4 ⊗T H0. We can correctly define
the Fock space F(H)s as a Hilbert space, too. Finally, we can define the spaces F(HL)s and
F(HP )s as closed subspaces by taking the topological closure of the corresponding algebraically
defined linear manifolds. Using the norm related with the Euclidean scalar product, i.e., the
Euclidean norm, we can also define topological tools on the space of operators, in particular we
can define the adjoint (including its domain) of an operator Oˆ represented by the symbol Oˆ⋆.
Then we introduce on F(H)s the limited operator M as the only operator satisfying i):
M |F >= |F >, MM = I, M⋆ =M
and furthermore:
Maˆλ = η
λλaˆλM ( and thus Maˆ
†
λ = η
λλaˆ†λM) .
Now, we can define the the physical scalar product, by the continuous sesquilinear form:
< Ψ|Ψ′ >:=< Ψ/M/Ψ′ > . (34)
Employing this definition, one has to define the adjoint with respect to the physical scalar
product (including the definition of the domain of the adjoint) as
Oˆ† =MOˆ⋆M .
In particular, it holds:
aˆ⋆λ = ηλλaˆ
†
λ, αˆ
† = βˆ⋆, βˆ† = αˆ⋆ and M † =M⋆ =M .
Starting from formulae obtained above, it can be simply proved that the following statements
hold:
if |Ψ >, |Ψ′ >∈ F(HP )s then < Ψ|Ψ′ >=< Ψ/Ψ′ > ,
if |Ψ >, |Ψ′ >∈ F(HL)s then < Ψ|Ψ′ >=< Ψ/PP /Ψ′ > ,
where PP is the normal projector onto the (closed) physical Fock space F(HP )s. Working in the
space F(HL)s, only the physical part of the state contributes to the physical scalar products.
Thus, we have found exactly the same features which appear in Minkowski theory [16]. In
particular, a necessary condition to consider an operator Oˆ physically sensible, i.e., a gauge
invariant observable, consists of the requirement
< Ψ|Oˆ|Ψ′ >=< Ψ/PP Oˆ PP /Ψ′ > ,
for all the vectors |Ψ >, |Ψ′ >∈ F(HL)s which make sensible the left hand side of this identity.
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III. WIGHTMAN FUNCTIONS AND RELATEDGREEN FUNC-
TIONS
A. WIGHTMANFUNCTIONS, RELATEDGREEN FUNCTIONS ANDTHEIR
ANALYTIC STRUCTURE
In this section we shall calculate following a quite rigorous way the Wightman functions of
Fulling vacuum for the field Aˆµ. They are the distributional kernel involved calculating
< F |(A, Aˆ)(A′, Aˆ)|F >=
=
∫
Σ
dS
√
h(x) nν
∫
Σ
dS′
√
h(x′) n′ν
′
Aµ(x)A′µ
′
(x′)
↔
∇ν
↔
∇ν′ < F |Aˆµ(x)Aˆµ′(x′)|F > (35)
where A and A′ belong to S. Notice that, employing such wavefunctions, ( , ) = ( , )′. We shall
use only the notation ( , ) for sake of simplicity. We stress that the left hand side of Eq.(35) is
defined independently on the right hand side: < F |Aˆµ(x)Aˆµ′(x′)|F > is defined just to make
sensible Eq.(35) in a distributional-like sense.
Alternatively one could try to define the Wightman functions by using a four smeared formalism
(seeAppendix C). In this paper we prefer to use the three smeared formalism based on Eq.(35).
Eq.s (15) and (15) lead us to
(A, Aˆ) = aˆΨA − aˆ†ΨA ,
holding when A,A′ ∈ S are real and thus |ΨA >, |ΨA′ >∈ M are obtained employing Eq.(29).
Substituting this in the left hand side of Eq.(35), it arises j)
< F |(A, Aˆ)(A′, Aˆ)|F >= − < F |aˆΨA aˆ†ΨA |F >= − < ΨA|ΨA′ >=
= −
∫
IR2
dkt
∫
IR+
dω
∑
λλ′
ηλλ
′
Ψ∗λA(kt, ω) Ψλ′A′(kt, ω) =
= −
∑
λλ′
ηλλ′
∫
IR2
dkt
∫
IR+
dω
∫
Σ
dS
√
h nµA(λ,kt,ω)ν
↔
∇µ Aν
∫
Σ
dS′
√
h nµ
′
A
∗(λ′,kt,ω)
ν′
↔
∇µ′ A′ν′ .
It is possible to change the order of the integrals in the right hand side of the equation written
above by introducing an ε−prescription in the time variable appearing into normal modes. Thus
we obtain in a distributional sense (namely taking the limit ε→ 0+ at the end of calculation):
< F |(A, Aˆ)(A, Aˆ′)|F >=
= −
∫
Σ
dS
√
h(x) nν
∫
Σ
dS′
√
h(x′) n′ν
′
Aµ(x)Aµ
′
(x′)
↔
∇ν
↔
∇ν′ < F |Aˆµ(x)Aˆµ′(x′)|F > ,
where:
< F |Aˆµ(x)Aˆµ′(x′)|F > (=< F |Aˆµ(x)Aˆµ′(x′)|F >ε) =
:=
∫
IR2
dkt
∫ +∞
0
dω
∑
λλ′
ηλλ′ A
(λ,ω,kt)
µ (ρ, xt) A
∗(λ,ω,kt)
µ′ (ρ
′, x′t) e
−iω(τ−τ ′−iε) .
Using less rigor, we can obtain the same result by expanding the field operators which ap-
pear in the formal object < F |Aˆµ(x)Aˆµ′(x′)|F > over the normal modes and introducing the
ε−prescription by hand.
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Using the modes in Eq.s (24), (25), (26) and (27), the expression (19) of the field φ and substi-
tuting all them in the equation above, one finds the following integral decomposition:
W+µµ′(x, x
′) (= W+µµ′(x, x
′)ε) :=< F |Aˆµ(x)Aˆµ′(x′)|F >=
=
1
4pi4
∫
IR2
dkt
eikt(xt−x
′
t)
k2⊥
Dµµ′
∫ +∞
0
dω sinhpiω Kiω(k⊥ρ)Kiω(k⊥ρ
′) e−iω(τ−τ
′−iε) , (36)
the operator Dµµ′ is defined as
Dττ ′ := −∂τ∂τ ′ + ρ∂ρρ′∂ρ′ ,
Dρρ′ :=
1
ρρ′
[∂τ∂τ ′ − ρ∂ρρ′∂ρ′ ] ,
Dτρ′ :=
1
ρ′
[∂τ ′ρ∂ρ − ∂τρ′∂ρ′ ] ,
Dρτ ′ :=
1
ρ
[∂τρ
′∂ρ′ − ∂τ ′ρ∂ρ] ,
Dyy′ := Dzz′ = k
2
⊥(= k
2
t )
all the remaining terms vanish.
We shall explicitly calculate the integrals written above employing an indirect method (details
are reported in Appendix B).
We needs some preliminary definitions and results.
Let us define the quantity α by:
coshα(ρ, ρ′, xt − x′t) =
ρ2 + ρ
′2 + |xt − x′t|2
2ρρ′
=
1
2
(
ρ
ρ′
+
ρ′
ρ
+
|xt − x′t|2
ρρ′
) (37)
and let us remember the form of the Wightman function on the Fulling vacuum of a massless
scalar field propagating in WR (see [12] and Ref.s therein):
W+(x, x′) =W+(τ − τ ′, ρ, ρ′, xt − x′t) =
=
1
4pi4
∫
IR2
dkte
ikt(xt−x′t)
∫ +∞
0
dω sinh piω Kiω(k⊥ρ)Kiω(k⊥ρ
′) e−iω(τ−τ
′−iε) =
=
1
4pi2
α
ρρ′ sinhα
1
α2 − (τ − τ ′ − iε)2 . (38)
The integrand in the latter formula differs from the integrand in Eq.(36) due to the absence of
the factor k−2⊥ and the operator Dµµ′ , only. Remind that it formally holds in IR
2:
2pi ln
|xt|
µ0
=
∫
IR2
dkt
eiktxt
k2t
(where µ0 :=
∫ 1
0
du
1− J0(u)
u
−
∫ +∞
1
du
J0(u)
u
) ,
This is the Fourier decomposition of a well-known Green function of the two-dimensional Laplace
operator. This distributional Fourier decomposition works when the logarithm in the xt space
acts as an integral kernel on a L1 test function f(xt), provided this remain in L
1 when multiplied
with the logarithm and have a Fourier transform fˆ(kt) vanishing at kt = 0
k). In this case the
following integrals exist and it holds:
∫
IR2
dkt
fˆ(kt)
k2t
= 2pi
∫
IR2
dxt ln
|xt|
µ0
f(xt)
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In particular fˆ(0) = 0 trivially holds when the function f(xt) is a Laplacian of a function which
decays opportunely as |xt| → +∞ l). Thus, we expect that the right hand side of Eq.(36) can
be written as, in the cases of Dττ ′ Dρρ′ , Dρτ ′ , Dτρ′ :
W+µµ′(x, x
′) =
1
2pi
∫
IR2
dx′′t ln
|x′′t |
µ0
Dµµ′W
+(τ − τ ′, ρ, ρ′, |x′′t − (x′t − xt)|) , (39)
provided the function Dµµ′W
+(τ − τ ′, ρ, ρ′, x′′t ) be a Laplacian of a function which decays as
required. Notice also that the integrand belongs to L1(IR2) as one can verify by a direct calcu-
lation from the asymptotc behaviour of Dµµ′W
+(xt) by Eq.(38).
Let us consider the action of the operator Dττ ′ = −ρρ′Dρρ′ and thus the explicit expressions of
the functions W+ττ ′(x, x
′) and W+ρρ′(x, x
′).
In Appendix B we shall prove the following remarkable identity:
Dττ ′W
+(τ − τ ′, ρ, ρ′, xt) = ρρ′ ∇2t [coshα(ρ, ρ′, xt)W+(τ − τ ′, ρ, ρ′, xt)] . (40)
Using the fact that ln |xt| is a Green function m) of ∇2t , i.e.
1
2pi
∫
IR2
dxt ln |xt| ∇2t g(yt − xt) =
1
2pi
∫
IR2
dxt ln |yt − xt| ∇2t g(xt) = −g(yt)
and reminding Eq.(39), it arises:
W+ττ ′(x, x
′) = −W
+
ρρ′(x, x
′)
ρρ′
= −ρρ′ coshα(ρ, ρ′, xt − x′t)W+(τ − τ ′, ρ, ρ′, xt − x′t) .
Let us consider the action of the operator Dτρ′ and thus the explicit expressions of the functions
W+τρ′(x, x
′) and W+ρτ ′(x, x
′).
It is possible to prove another remarkable identity, (see Appendix B) namely:
Dτρ′W
+(τ − τ ′, ρ, ρ′, xt) = −ρ(τ − τ ′)∇2t
(
sinhα
α
W+
)
(41)
and thus, dealing with as in the previously considered case:
W+τρ′(x, x
′) = −ρW
+
ρτ ′(x, x
′)
ρ′
= ρ (τ − τ ′) sinhα(ρ, ρ
′, xt − x′t)
α
W+(τ, τ ′, ρ, ρ′, xt − x′t) .
The cases of Dyy′ andDzz′ are very trivial. In fact, the action of these operators on the integrand
in Eq.(36) cancels against the term k−2⊥ . Thus we have:
W+yy(x, x
′) =W+zz(x, x
′) =W+(x, x′) .
Summarizing, the following Wightman functions calculated on Fulling vacuum state arise:
W+ττ ′(x, x
′) = −ρρ′W+ρρ′(x, x′) =
−1
4pi2
α cothα
α2 − (τ − τ ′ − iε)2 , (42)
W+ρτ ′(x, x
′) = −ρ′ρ−1 W+τρ′(x, x′) =
−1
4pi2ρ
τ − τ ′
α2 − (τ − τ ′ − iε)2 , (43)
W+yy′(x, x
′) = W+zz′(x, x
′) =W+(x, x′) =
α
4pi2ρρ′ sinhα
1
α2 − (τ − τ ′ − iε)2 . (44)
Notice that W−µµ′(x, x
′) = (W+µµ′(x, x
′))∗.
Let us consider the analytic structure of the Wightman functions W+ and W− extended to
the whole complex τ − τ ′ plane, when ρ, ρ′ ∈ (0,+∞), xt, x′t ∈ IR2 are fixed. We have to consider
ε = 0 and τ − τ ′ → z = τ − τ ′ + i(s − s′) (τ, τ ′, s, s′ ∈ IR) a generally complex number.
The structure is the same as in the scalar and massless case [9]. It is possible to extend both the
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functions on the time complex plane except for the possible appearance of simple poles (instead
of branch points) situated at
z = τ − τ ′ = α(ρ, ρ′, xt, x′t) namely (x− x′)2 + |xt − x′t|2 − (t− t′)2 = 0 .
Then, the poles appear just in case of light-like related arguments. Hence, the extended functions
W+µν′ and W
−
µν′ result to be holomorphic on the whole remaining complex z plane and both
determine the same analytic continuation on just one Riemann sheet. In other terms each of
these functions is an analytic continuation of the other.
We will term the shared extended function the master function Gµµ′(ρ, ρ′, xt, x′t, z) [9] where
z ∈ IC. This reads:
Gµµ′(ρ, ρ′, xt, x′t, z) = Vµµ′(ρ, ρ′, xt, x′t, z)G(ρ, ρ′, xt, x′t, z) , (45)
where G is the master functions, built up dealing with the same method, of a massless scalar
field:
G(ρ, ρ′, xt, x′t, z) :=
α
4pi2ρρ′ sinhα
1
α2 − z2 ,
and the non vanishing bi-vectors Vµµ′ are:
Vττ ′(ρ, ρ
′, xt, x
′
t, z) = −ρρ′Vρρ′(ρ, ρ′, xt, x′t, z) = −ρρ′ coshα ,
Vρτ ′(ρ, ρ
′, xt, x
′
t, z) = −ρ′ρ−1Vτρ′(ρ, ρ′, xt, x′t, z) = −ρ′(τ − τ ′)
sinhα
α
,
Vyy′(ρ, ρ
′, xt, x
′
t, z) = Vzz′(ρ, ρ
′, xt, x
′
t, z) = 1 .
The functionsW+µµ′ andW
−
µµ′ are then obtained from Gµµ′ by restricting the complex argument z
to the real axis avoiding the poles from the lower or the upper z complex semiplane respectively.
This approach to the z real axis is represented by the ε−prescription (also in a distributional
sense).
B. PROPAGATOR, SCHWINGER FUNCTION, ADVANCED MINUS RE-
TARDED FUNCTION
It is possible to define the photon Feynman propagator GF (x, x
′)µµ′ by evaluating Gµµ′ on the
imaginary z axis followed by an anticlockwise rigid rotation of the domain from the imaginary
axis to the real axis [9]. Equivalently one can write down [9]:
i GF (x, x
′)µµ′ := θ(τ − τ ′)W+µν′(x, x′) + θ(τ ′ − τ)W−µν′(x, x′) .
Employing the Klein-Gordon equations which are satisfied by the Wightman functions above
written, remembering that the derivative of a theta function is a delta function and moreover,
using the canonical commutation relations Eq.(11), we obtain also
gαβ(x)∇αx∇βxGF (x, x′)µµ′ = gµµ′(x) (−g(x))1/2 δ(x, x′) .
This equation holds for test functions with support inside of WR (considered as an open set).
Thus, that propagator is a proper Green function of vectorial and massless K-G equation as we
expected.
Finally, let us define the two-point Schwinger function as (there is no summation over repeated
indexes)
Sµµ′(ρ, ρ
′, xt, x
′
t, s − s′) := s(µ) s(µ′) Gµν′(ρ, ρ′, xt, x′t, i(s − s′)) ,
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where ρ, ρ′ ∈ (0,+∞), xt, x′t ∈ IR2 and s, s′ ∈ IR and we defined:
s(σ) := −i if σ = 0 (≡ τ)
s(σ) := 1 if σ = 1, 2, 3 (≡ ρ, xt) .
This Euclidean function is real and decays as |s− s′| → ∞. We can write Sµµ′(x, x′) as
Sµµ′(xE , x
′
E) = Vµµ′(xE , x
′
E) S(xE , x
′
E)
where xE := (s, ρ, xt) and the Euclidean bi-vectors Vµµ′ are trivially defined.
S(xE , x
′
E) :=
α
4pi2ρρ′ sinhα
1
(s− s′)2 + α2
is the well-known scalar Schwinger function in the Rindler wedge [19] satisfying:
gEαβ(xE)∇αE∇βES(xE , x′E) = −(gE(xE))−1/2 δ(xE , x′E) .
Starting from the latter equation, some calculations lead us to n)
gEαβ(xE)∇αE∇βESµµ′(xE , x′E) = −gEµµ′(xE) (gE(xE))−1/2 δ(xE , x′E) ,
where gEµν := diag(+ρ
2, 1, 1, 1) is the Euclidean metric associated with the initial Rindler metric
and the covariant derivative is defined with respect to this metric gEµν . Thus Sµµ′ is an Euclidean
Green function decaying as |s − s′| → ∞ of the vectorial K-G equation on test functions with
support in {ρ ∈ (0,+∞), xt ∈ IR2, s ∈ IR}. Note the points with ρ = 0 are singular points of the
Euclidean manifold. We have defined our Euclidean manifold in order to exclude these points.
All that we have found is very similar to the case of a scalar field propagating in the whole
Minkowski manifold as well as in the Rindler Wedge [15, 9, 14].
Finally, let us consider the advanced minus retarded fundamental solution namely, the fields
operators commutator. We shall deal with in contravariant components.
Eµµ
′
(x, x′) :=W+µµ
′
(x, x′)−W−µµ′(x, x′) = [Aˆµ(x), Aˆµ′(x′)] . (46)
We have from Eq.s (42), (43), (44) o):
Eττ
′
(x, x′) = − 1
ρρ′
Eρρ
′
(x, x′) =
i α cothα
2pi ρ2ρ′2
sign(τ − τ ′) δ(α2 − (τ − τ ′)2) , (47)
Eρτ
′
(x, x′) = − ρ
ρ′
Eτρ
′
(x, x′) =
i(τ − τ ′)
2pi ρρ′2
sign(τ − τ ′) δ(α2 − (τ − τ ′)2) , (48)
Eyy
′
(x, x′) = Ezz
′
(x, x′) =
−iα
2pi ρρ′ sinhα
sign(τ − τ ′) δ(α2 − (τ − τ ′)2) , (49)
It is possible to prove that the vectorial advanced minus retarded fundamental solution reduces
to the Minkowskian one, when the domain of test functions is restricted to the Rindler Wedge.
We shall just sketch a proof of this in the following.
The advanced minus retarded solution of a photon field propagating in the whole Minkowski
space results to be written p) in our initial Minkowskian coordinates (x0, x1, x2, x3) ≡ (t, x, xt) ≡
(t,x) as
EµνM (x, x
′) = ηµν
−i
2pi
sign(t− t′) δ((t − t′)2 − |x− x′|2) .
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Remaining in a Minkowskian base of the tangent space, but passing to Rindler coordinates as
far as the arguments of the functions are concerned, employing standard distributional manip-
ulations, one can also write down EµνM (x, x
′) in WR as
q)
EµνM (x, x
′) = ηµν
−i α
2pi ρρ′ sinhα
sign(τ − τ ′) δ(α2 − (τ − τ ′)2) , (50)
Starting from Eµµ
′
expressed in Rindler coordinates by Eq.s (47), (48) and (49) and coming
back to Minkowski tetrad, we find just the right hand side of Eq.(50). Take into account that,
because of the presence of a delta function in Eq.s (47), (48) and (49), it is possible to change
|τ − τ ′| with α (and so on) during calculations.
C. A WARD IDENTITY
Let us consider the identity (where primed derivatives works on primed arguments):
gµσ(x)∇σGµν
′
F (x, x
′)−∇ν′GF (x, x′) = 0 , (51)
where GF is the scalar massless Feynman propagator. Reminding that equal time evaluated
fields operators commute and the definition of Feynman propagator in therms of Wightman
functions, the formula written above results to be equivalent to:
∇µW±µν′(x, x′) = −gν′λ′(x′)∇λ
′
W±(x, x′) . (52)
The identity in Eq.(51) is very important because it is a Ward identity for the photon field in
the Feynman gauge obtained (in Minkowskian coordinates) by a path integral quantization and
imposing the BRST invariance [20] r).
It is possible to prove Eq.(52) by explicitly calculating both sides through the formulae obtained
above. This proof does not contain intersting comments and we do not report on this here.
Conversely, we shall report a less rigorous but physically more interesting proof of Eq.(52). This
“proof” points out the role of physical and unphysical modes in Ward’s identity.
Holding Eq.(32), it is necessary to prove only that (the proof for the case of W− is identical):
∇µ
∫
dω dkt[A
(3,ω,kt)
µ (x)A
∗(3,ω,kt)
µ′ (x
′)−A(0,ω,kt)µ (x)A∗(0,ω,kt)µ′ (x′)] = −∂µ′ W+(x, x′) .
Employing the modes AG and AL which appear in Eq.s (24) and (27), and noticing that ∇µAGµ =
0, the identity above written reduces to:
i
∫
dω dkt∇µA(L,ω,kt)µ (x)A∗(G,ω,kt)µ′ (x′) = −∂µ′ W+(x, x′) .
Expanding the covariant derivative in the integrand and evaluating the modes AG and AL in
terms of the field φ by Eq.s (17) and (18), the identity to be proved reads
−
∫
dω dkt
sinh piω
4pi4
φ(ω,kt)(x)∂µ′φ
∗(ω,kt)(x′) = −∂µ′ W+(x, x′) .
This holds by definition of W+.
IV. THERMALGREEN FUNCTIONS AND SUBTLETIESWITH
GAUGE INVARIANCE
A. PHOTON KMS STATES
Dealing with static coordinates (x, t) in a spatially finite static region of a space time, the scalar
thermal Wightman functions are defined as: (see for example [14])
W+β (x,x
′, t− t′) = Z−1β Tr{e−βHˆ φˆ(x, t)φˆ(x′, t′)} , (53)
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W−β (x,x
′, t− t′) = Z−1β Tr{e−βHˆ φˆ(x′, t′)φˆ(x, t)} , (54)
where Zβ := e
−βHˆ is the partition function of the field at temperature s) T0 = 1/β.
These formulae have to be opportunely mathematically interpreted due to “operator” φˆφˆ which
is not a (trace class) bounded operator. However we shall not discuss on this here, because
our discussion has to be understood just in an heuristic sense (for details see [9, 11] and Ref.s
therein). By extending the thermal Wightman functions defined above to the complex time, we
can recover the KMS condition [22] due to cyclic property of the trace [9] [14]:
W±β (x,x
′, t− t′ ∓ iβ) =W∓β (x,x′, t− t′) .
Provided appropriate mathematical conditions hold [9], these Wightman functions can be con-
tinued into an analytic function, the thermal master function Gβ(x,x′, z), defined in the time
complex plane z = t − t′ + i(s − s′), periodic in the imaginary time s − s′ with period β. This
function results to be defined on the whole z plane except for cuts on the real axis (periodically
repeated along the imaginary axis, see figures in [9]) corresponding to light-related arguments.
The cuts terminate on branch points which become simple poles in the case of a massless field.
The Wightman functions W+β and W
−
β result to be defined by approaching the real axis respec-
tively from the lower semiplane and the upper semiplane (following the ε−prescription). The
discontinuity crossing the cuts gives rise to the coincidence of the difference of the two Wightman
functions and the (β independent) advanced minus retarded fundamental solution.
In case of fields propagating inside of an infinite spatial volume the partition function defined as
a trace does not exist. However other possible definitions follow from path integral (and ζ func-
tion or heat-kernel methods) but this is not our case. Following [22] (see also Ref.s [1, 11]) the
(quasifree) scalar thermal states can be defined, by an algebraic approach in terms of ∗−, Weyl,
C∗− and Von Neuman algebras as functionals on the algebra of the field. In this case, provided
appropriate mathematical requirements be satisfied [9], the thermal Wightman functions are
(positive) integral kernels bi-solutions of the motion equations which satisfy the KMS condition
written above, having the analytic structure previously pointed out and producing the advanced
minus retarded fundamental solution by difference. Hence, one can use the integral kernels to
built up the (quasifree) state as a positive functional on the (∗−, etc.) algebra generated by the
field.
The algebraic way to define thermal Wightman functions and thermal states agrees with the
naive procedure (based on Eqs.(53) and (54)) whenever that can be implemented in some sense.
In particular, when the naive method is correctly used in a finite box with convenient boundary
conditions and the box walls are moved away to infinity in the end [9, 11].
Other remarkable facts are also important. It is possible to prove that the thermal master
function Gβ(x,x′, z) evaluated on the imaginary time axis, the Schwinger function Sβ(x,x′, s) :=
Gβ(x,x′, is), coincides with an imaginary time periodic Green function of the Euclidean Laplace
operator. This operator is defined in the imaginary time periodic Euclidean section of the
manifold with period β. In this way, the previously written KMS conditions directly follow from
the imaginary time periodicity of the manifold.
Another important point is the sum over images method. It is well-known [9] that the above
considered extended periodic Green functions can be obtained from the non thermal ones by
the sum:
Gβ(x,x′, z) =
∑
n∈ZZ
G(x,x′, z + inβ) ,
where G(z) is the analytic extension to the complex time of the non thermal master function.
Furthermore it can be proved [9] G∞(z) = G(z), where ∞ denotes the limit as β → +∞. All
these topics have been more or less rigorously implemented in the scalar and spinorial case in
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different manifolds and, in particular, in the Rindler wedge for massless fields, also in relation
to the cosmic string theory (see e.g. Ref.s [6, 9, 12, 23] and ref.s therein).
Let us consider the case of a photon field in Feynman’s gauge.
Obviously, it is possible to directly define strength field Fµν Wightman functions avoiding un-
physical particles and gauge related problems. However, this is not a completely satisfactory
way because, for instance, implementing an interaction theory one must use directly the field
Aµ in dealing with the minimal coupling.
We shall start by supposing to work within a finite box in order to have a well defined partition
function and to be able to use the naive formalism. The following discussion is just heuristic,
no mathematical rigor is used.
The hardest problem is due to the presence of unphysical degrees of freedom. Such a difficulty
has been pointed out by Bernard [24] dealing with the Euclidean path integral formalism to de-
fine the photon partition functions in an arbitrary gauge. He proved that the correct definition,
not depending on the gauge, is the trace over the physical degrees of freedom only:
Zphys β =
∑
Ψn phys.
< Ψn|e−βHˆ |Ψn >
Successively, this definition has to be re-written as a path integral in the chosen gauge by
a Faddeev-Popov ghost procedure in such a manner to include the unphysical modes in the
functional integral. Following this way, we can start by formally define in a large box in the
Rindler wedge:
W
phys.+
βµµ′ (ρ, ρ
′, xt, x
′
t, τ − τ ′) :=
= Z−1phys β
∑
Ψn phys.
< Ψn|e−βHˆAˆphys.µ (ρ, xt, t)Aˆphys.µ′ (ρ′, x′t, t′)|Ψn > , (55)
and
W
phys.−
βµµ′ (ρ, ρ
′, xt, x
′
t, τ − τ ′) :=
= Z−1phys β
∑
Ψn phys.
< Ψn|e−βHˆAˆphys.µ′ (ρ′, x′t, t′)Aˆphys.µ (ρ, xt, t)|Ψn > , (56)
where Aˆ
phys.
µ contains only the transverse modes, i.e., λ = 1 and 2 and |Ψn > denotes the
eigenvector of Hˆ with eigenvalue En.
Now we can add to these Wightman functions an unphysical part related to the considered gauge
choice, Feynman gauge in the present case. This part has to vanish when the Wightman func-
tions act on physical wavefunctions. Such a procedure must not affect the Wightman functions
calculated by the strength field Fµν .
Our proposal consists of the formal definition (the definition of W− being obvious):
W
Feynman+
βµµ′ (ρ, ρ
′, xt, x
′
t, τ − τ ′) :=
= Z−1Eβ
∑
n
< Ψn/e
−βHˆAˆµ(ρ, xt, t)Aˆµ′(ρ
′, x′t, t
′)/Ψn > , (57)
where
ZEβ = TrEe
−βHˆ :=
∑
n
< Ψn/e
−βHˆ/Ψn > ,
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the index E denotes the use of the Euclidean scalar product in calculating the trace above.
Notice that Hˆ is non negative employing the Euclidean scalar product, in fact we have:
Hˆ =
∫
dkt dω ω
3∑
λ=0
ηλλ aˆ†(λ,ω,kt)aˆ(λ,ω,kt) =
∫
dkt dω ω
3∑
λ=0
δλλ aˆ⋆(λ,ω,kt)aˆ(λ,ω,kt) ,
and thus no problem on the divergence of the trace arises. It is quite simply proved that formally:
W
Feynman+
βµµ′ =W
phys.+
βµµ′ + Z
−1
unph.
∑
Ψn unph.
< Ψn/e
−βHˆAˆunph.µ Aˆ
unph.
µ′ /Ψn > ,
where the vacuum state is included in the sum over unphysical states. Notice that the second
term vanishes employing physical test wavefunctions. Using such wavefunctions the Wightman
functions are also positive defined by construction. We also stress that, by the definition Eq.(57)
the difference of the two Wightman functions does not depend on β and reproduces the non
thermal commutator. Finally, the thermal strength Wightman functions calculated as deriva-
tive of the Wightman functions defined in Eq.(55) and (56) coincide with those obtained by
the derivatives of the physical Wightman functions defined in Eq.(57). This is just a trivial
consequence of F
(G)
µν (x) = F
(L)
µν (x) = 0.
Our definition trivially satisfies K-G equations and maintains the KMS condition due to cyclic
property of the trace involved in Eq.(57). Following the way employed in [9], we expect to find
also the analytic structure previously pointed out. Furthermore, the Ward identity in Eq.(51)
can be formally proved employing the same method. Finally, one finds the non thermal Wight-
man functions as the limit β → +∞.
We stress that different proposals of definition involving, in Eq.(57), the physical scalar product
defined in Eq.(34), instead of the Euclidean one, do not maintain the KMS condition. This is
due to the presence of the operator M which does not permit to take advantage of the cyclic
property of the trace.
B. THERMAL WIGHTMAN FUNCTIONS AND RELATED THERMAL
GREEN FUNCTIONS
Taking account of the heuristic discussion performed above, we shall define the thermal Wight-
man functions of the photons in the Feynman gauge by requiring they are bi-solutions of K-G
equations, satisfy the KMS condition, take on the analytic structure of the scalar Wightman
functions and produce the advanced minus retarded fundamental solution of Eq.(46) by the
usual difference.
We shall try to built up such Wightman functions by a thermal master function obtained by
summing over images. Remind the series:
∑
n∈ZZ
1
(a+ n)2 − b2 =
pi
2b
{cot [pi(a− b)]− cot [pi(a+ b)]} ,
absolutely convergent, for a, b ∈ IC such that both sides are defined and
∑
n∈ZZ
a+ n
(a+ n)2 − b2 =
pi
2
{cot [pi(a− b)] + cot [pi(a+ b)]} ,
convergent in the sense of the principal value (namely, limN→+∞
∑
|n|<N), for a, b ∈ IC such that
both sides are defined. Then, let us consider the thermal master function defined as
Gβµµ′(ρ, ρ′, xt, x′t, z) :=
∑
n∈ZZ
Gµµ′(ρ, ρ′, xt, x′t, z + inβ) , (58)
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where Gµµ′(ρ, ρ′, xt, xt, z) was defined in Eq.(45). The convergence is understood as punctual
convergence in the sense of the principal value at least.
Employing the results above as well as trivial calculations we find (re-arranging the result in a
convenient form for future reference):
Gβ ττ ′(z) = −1
4piβ sinhα
cosh
(
2π
β z
)
sinhα+ sinh
[(
2π
β − 1
)
α
]
cosh
(
2π
β α
)
− cosh
(
2π
β z
) − 1
4piβ
, (59)
Gβ ρρ′(z) = − 1
ρρ′
Gβ ττ ′(z) , (60)
Gβ ρτ ′(z) = − 1
4piβρ
sinh
(
2π
β z
)
cosh
(
2π
β α
)
− cosh
(
2π
β z
) , (61)
Gβ τρ′(z) = −ρ
′
ρ
Gβ ρτ ′(z) , (62)
Gβ yy′(z) = Gβ zz′(z) = Gβ(z) . (63)
Gβ(z) is the thermal master function of a massless scalar field obtained summing over images the
previously calculated non thermal master function. Notice the periodicity β in the imaginary
time. We can consider z = τ − τ ′ ± iε to obtain the thermal Wightman functions. We report
W+β µµ′ only, W
−
β µµ′ is obtained by a complex conjugation of the former.
W+β ττ ′(x, x
′) =
−1
4piβ sinhα
cosh
(
2π
β (τ − τ
′
)
)
sinhα+ sinh
[(
2π
β − 1
)
α
]
cosh
(
2π
β α
)
− cosh
(
2π
β (τ − τ ′ − iε)
) − 1
4piβ
, (64)
W+β ρρ(x, x
′) = − 1
ρρ′
W+β ττ ′(x, x
′) , (65)
W+β τρ′(x, x
′) = − 1
4piβρ′
sinh
(
2π
β (τ − τ
′
)
)
cosh
(
2π
β α
)
− cosh
(
2π
β (τ − τ ′ − iε)
) , (66)
W+β ρτ ′(x, x
′) = −ρ
′
ρ
W+β τρ′(x, x
′) , (67)
W+β yy′(x, x
′) =W+β zz′(x, x
′) =W+β (x, x
′) . (68)
W+β (x, x
′) is the well-known Rindler thermal Wightman function of a massless scalar field [12,
19]:
W+β (x, x
′) =
1
4piβρρ′ sinhα

 sinh
(
2π
β α
)
cosh
(
2π
β α
)
− cosh
(
2π
β (τ − τ ′ − iε)
)

 .
The vectorial Wightman functions written above trivially satisfy the KMS condition and the
related thermal master function has the required analytic structure. In particular, there are not
branch points but a pair of simple poles periodically repeated in the imaginary time with period
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β. The two poles on the real time axis correspond light-like related arguments t).
Moreover, some calculations involving standard distributional properties prove the difference
W+β µµ′(x, x
′) − W−β µµ′(x, x′) coincides with the advanced minus retarded solution defined in
Eq.(46). We might prove that the obtained vectorial Wightman functions define a positive bi-
functional working on physical test wavefunctions. We shall prove this in the case β = 2pi
only.
Some comments on the obtained functions are necessary. First let us evaluate the thermal
master function along the time imaginary axis. We obtain the thermal Schwinger function.
((x0E , x
1
E , x
2
E , x
3
E) ≡ (s, ρ, y, z))
Sβ 00′(xE , x
′
E) =
1
4piβ sinhα
cos
(
2π
β (s − s′)
)
sinhα+ sinh
[(
2π
β − 1
)
α
]
cosh
(
2π
β α
)
− cos
(
2π
β (s− s′)
) + 1
4piβ
, (69)
Sβ 11′(xE , x
′
E) =
1
ρρ′
Sβ 00′(xE , x
′
E) , (70)
Sβ 01′(xE , x
′
E) =
−1
4piβρ′
sin
(
2π
β (s− s′)
)
cosh
(
2π
β α
)
− cos
(
2π
β (s− s′)
) , (71)
Sβ 10′(xE , x
′
E) = −
ρ′
ρ
Sβ 01′(xE , x
′
E) , (72)
Sβ yy′(xE , x
′
E) = Sβ zz′(xE , x
′
E) = Sβ(xE , x
′
E) . (73)
This bi-vectorial function trivially defines a periodic vectorial Laplacian Green function in the
Euclidean section of the manifold with imaginary time period β. This follows from Eq.(58) when
one supposes z = is, considers the series as a series of distributions and reminds that the non
thermal Schwinger function is a Green function in the non periodic Euclidean manifold. The
function
Sβ(xE , x
′
E) =
1
4piβρρ′ sinhα

 sinh
(
2π
β α
)
cosh
(
2π
β α
)
− cos
(
2π
β (s− s′)
)


is a Rindler thermal Schwinger function for a massless scalar field (see also [19] where a different
nomenclature is used) obtained, for instance, by the sum over images method. Few words on this
function in relation to the vectorial found ones are necessary. The corresponding test functions
of the scalar Scwinger function have support in {s ∈ [0, β), ρ ∈ [0,+∞), y, z ∈ IR2} (where
0 ≡ β). Differently from the case β = +∞ (i.e. the non thermal case), the scalar thermal
Schwinger function is defined also when ρ′ → 0 and ρ > 0 (and vice versa), namely, when one
of the arguments stays on the tip of the Euclidean Rindler cone. Remind that the Euclidean
Rindler manifold is diffeomorfic to Cβ×IR2 where the first factor is a cone of angular deficit
2pi − β. There, s is the angular variable and ρ the radial one. We have:
S0(xE , x
′
t) := Sβ(xE , x
′
E)|ρ′→0 =
1
2piβ(ρ2 + |xt − x′t|2)
,
and ∇2ES0(xE , x′t) = 0 whenever ρ > 0.
Employing carefully second Green’s identity, one can quite simply prove u):∫
Cβ×IR
2
d4xE
√
gE(xE) S0(xE , x
′
t)∇2Ef(xE) = −f(s, ρ′, x′t)|ρ′=0 .
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Thus, we see that, in the massless scalar case, the Schwinger function is a Green function for
the whole Euclidean manifold whenever 0 < β < +∞. The case of the vectorial field is quite
different.
In order to study that case it is convenient to write the vectorial Schwinger functions in a unitary
normalized base of the cotangent space (a tetrad). This avoids troubles related to an anomalous
normalization of coordinate base vectors in the limit ρ→ 0. This vectorial Schwinger function,
by normalizing the base ds, dρ, dxt, takes on a factor ρ
−1 (ρ′−1) for each 0− (0′−) component.
The 11′− component, and the transverse ones yy′, zz′ do not change. Except for the case
β = 2pi which we shall study later, the limit as ρ′ → 0 (ρ fixed) produces vanishing or infinite
non transverse components of the vectorial Schwinger function, depending on the sign of β−2pi.
Such an anomalous behaviour for the vectorial case seems related to the presence of the conical
singularity on the tip of a cone, which does not permit to unambiguously define the tangent
(cotangent) space and the metric tools there.
Let us directly consider the found vectorial thermal Wightman functions. We notice that these
reduce to the correct non thermal limit Eq.s (42) (43) and (44) in the case β → +∞. Fur-
thermore, one can prove by direct calculations that both K-G equations and the Ward identity
holding in the non thermal case Eq.(52) are satisfied. We do not further report on this here
because the proof does not involve interesting comments.
C. SUBTLETIES WITH GAUGE INVARIANCE
Let us consider the strange static term δWβ µµ′(x, x
′) added to the ττ ′ and ρρ′ transversal
thermal Wightman functions (see Eq.s (64) and (65)). In components it reads:
δWβ ττ ′(x, x
′) = − 1
4piβ
, δWβ ρρ′(x, x
′) =
1
4piβρρ′
(74)
(all the remaining components vanish).
This term does not contribute to the zero temperature limit because this vanishes as β → +∞.
Furthermore, this term is responsible for an apparently bad behaviour of the thermal Wightman
functions as |xt − x′t| → +∞ when β < +∞. In fact, the thermal Wightman functions do not
vanish in this limit. However, considering thermal states, the requirement of a vanishing large
distance fields correlation is not so strictly necessary. Anyhow, we shall see that in the present
case the physical correlations do vanish in the considered limit, because the terms in Eq.(74) do
not contribute to the “physical part” of Wightman functions.
Also notice that, because of the form of δWβ µµ′(x, x
′), this term does not affect the Wightman
functions calculated by the strength field operator Fˆµν(x). In fact, the contribution to the
strength field thermal Wightman functions reads
δ < Fˆµν(x)Fˆµ′ν′(x
′) >β=
∇µ∇′ν′δWβ µµ′(x, x′)−∇ν∇′µ′δWβ µν′(x, x′)−∇µ∇′ν′δWβ νµ′(x, x′)−∇µ∇′µ′δWβ νν′(x, x′)
In order to obtain some non vanishing term in this sum, it must be µ = ν = ρ and µ′ = ν ′ = ρ′.
In such a situation the four terms cancels each others and the final result vanishes.
Let us prove δWβ µµ′(x, x
′) contains gauge terms only, has a vanishing covariant divergence and
satisfies vectorial Klein-Gordon equations.
In particular, the vanishing covariant divergence implies that the term δWβ µµ′(x, x
′) can be
omitted (or that we can use a different value β′ 6= β) in checking the previously discussed Ward
identity.
We can write
δWβ µµ′(x, x
′) = ∇µ∇′µ′Φ(x, x′) where Φ(x, x′) :=
−1
4piβ
(ττ ′ − ln ρ ln ρ′) . (75)
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Hence, only gauge terms appear in δWβ µµ′(x, x
′).
δWβ µµ′(x, x
′) has a vanishing covariant divergence because ∇µ∇µΦ(x, x′) = 0 due to Eq.(75).
Furthermore, due the commutativity of covariant derivative inside of a flat manifold, we find
also ∇σ∇σδWβ µµ′(x, x′) = 0.
Finally, let us prove that the considered term produces no contribution to the value of thermal
Wightman functions when they act on, at least one, physical test wavefunction. More generally,
we shall prove:∫
Σ
dS nµ
√
h Aν(x)
↔
∇µδW νν′β (x, x′) = 0 , (76)
where A ∈ S satisfies also ∇µAµ = 0. This includes the wavefunctions built up employing
physical modes A(1), A(2) as well as the gauge modes A(G) (see Eq.s(24), (25), (26) and (27)),
namely physical and Lorentz wavefunctions. An analog proof can be produced out by employing
a four smeared formalism introduced inAppendix C and, in that case, the constraint ∇µAµ = 0
becomes ∇µFµ = 0 where Fµ(x) is a four smeared test function.
The left hand side of Eq.(76) can be written, due to Eq.(75) (omitting the unimportant second
argument of Φ and its covariant derivative):∫
Σ
dS nµ
√
h Aν(x)
↔
∇µ∇νΦ(x) =
∫
Σ
dS nµ
√
h∇ν [Aν(x)
↔
∇µΦ(x)] ,
where we used the vanishing covariant divergence of the wavefunction. We can expand the
integrand by adding and subtracting a convenient term, obtaining:∫
Σ
dS nµ
√
h Aν(x)
↔
∇µ∇νΦ(x) =
=
∫
Σ
dS nµ
√
h∇ν [Aν∇µΦ−Aµ∇νΦ] +
∫
Σ
dS nµ
√
h∇ν [Aµ∇νΦ−Φ∇µAµ] =
=
∫
Σ
dS nµ
√
h∇νGνµ +
∫
Σ
dS nµ
√
h Fµν∇νΦ] .
We defined Gµν := Aν∇µΦ − Aµ∇νΦ, Fµν := ∇νAµ − ∇µAν and used ∇ν∇νΦ = 0 as well as
∇ν∇µAν = ∇µ∇νAν = 0 due to the flatness of the space. Notice that, due to Klein-Gordon
equations, ∇νFµν = 0. Thus, integrating by parts in the latter integral and re-introducing the
second arguments x′ with its covariant derivative, we can write:∫
Σ
dS nµ
√
h Aν(x)
↔
∇µδW νν′β (x, x′) = ∇ν
′
∫
Σ
dS nµ
√
h∇ν
(
Gνµ(x, x′)− Fµν(x)Φ(x, x′)) .
The integral in the right hand side, due to the antisymmetry of the integrand tensor, reduces to∫
Σ
dx1dx2dx3
∑
i=1,2,3
∂i
[√−g (Gi0 − ΦF 0i)] .
This vanishes due to the compactness of the spatial support of A.
We may conclude the static term δW±β µµ′(x, x
′) represents a remaining static gauge ambiguity
which does not affect the physical part of the theory. We can omit this term in W±β ττ ′(x, x
′)
and W±β ρρ′(x, x
′) or conversely, we can change the value β appearing in δW±β µµ′(x, x
′) into a
“wrong” variable value β′ 6= β without to affect the physics. This determines an one parameter
class of possible thermal (and non thermal in the limit β → +∞) Wightman functions carrying
the same physical content. These changes can be implemented directly in the thermal master
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function in Eq.s(59) and (60) or in the thermal Schwinger functions in Eq.(69) and (70) where
we have:
δSβ′ µµ′(xE , x
′
E) = ∇µ∇′µ′Φ(xE, x′E) where Φ(x, x′) :=
1
4piβ′
(ss′ + ln ρ ln ρ′) (77)
All these Euclidean time static terms are solutions of Laplace equation away from the conical
singularity. Thus, the resulting Schwinger functions remain Euclidean Green functions of the
Laplacian away from the conical tip. No choice of the value β′, β′ → +∞ included, produces a
vectorial Green function on the whole manifold if the period of the manifold β 6= 2pi. This is due
to the bad behaviour as ρ (ρ′)→ 0 of the terms Sβ 01′ and Sβ 10′ non depending on δSβ′µµ′(x, x′).
When the period of the manifold β takes the value 2pi, no conical singularity appears and this
selects just one Schwinger function. This Schwinger function is the only Green function of the
Laplacian in the class previously considered defined in the whole Euclidean manifold. This
corresponds to the Schwinger function with β′ → +∞, i.e., dropping +1/4piβ in Eq.(69) and
the corresponding added static term in Sβ 11′(x, x
′).
D. COINCIDENCE OF QUANTUM PHOTON VACUA
In the case of a scalar field, the Wightman functions of Minkowski vacuum restricted inside of
a Rindler wedges coincide with the thermal Wightman functions with β = 2pi calculated with
respect to the Fulling vacuum. This is the content of the Bisognano-Wichmann theorem in terms
of Wightman functions [10] [11]. This property can be extended on the quantum state by GNS
theorem and similar. This property also holds for spin 1/2 in terms of Wightman functions at
least (see for example Ref.s [12, 23]). In the case of photons, despite of the gauge ambiguity in
defining Rindler Green functions we have found, the coincidence of Wightman functions holds
dealing with test wavefunction corresponding to physical photons and also for photons carrying
modes A(G). Thus, in the case of photons belonging to the Lorentz space HL. Notice also that
the positivity of the Wightman functions, working with physical (Lorentz) states, results to be
trivially proved due the positivity of the Minkowski Wightman functions in the case β = 2pi.
Following an algebraic approach, one can try to build up a minimal ∗−algebra generated through
the field operators when they act on physical wavefunctions and/or Lorentz wavefunctions. In
this background, one should try to implement a GNS reconstruction to extend to the “physical
part” of the quantum states the local coincidence of Wightman functions. However, we do not
consider these topics in this paper.
One can verify the coincidence of the above considered Wightman functions inside of the open
Rindler wedge employing the following way. First one considers the thermal Wightman functions
defined in Eq.s (64), (65), (66), (67) and (68), dropping all the static terms δW±βµµ′(x, x
′), namely,
by considering the limit as β′ → +∞ in the one-parameter Wightman functions class previously
discussed. This omission does not affect the final result by dealing with test wavefunctions
corresponding to states belonging to HL. Then, one has to translate the obtained functions
in Minkowski coordinates. The resulting functions represent just the (non thermal) Minkowski
Wightman functions in Feynman’s gauge:
W±µµ
′
(x, x′) =
1
4pi2
ηµµ
′
|x− x′|2 − (t− t′ ∓ iε)2 .
We report just a technical comment. In order to prove the considered identity using three
smeared distributions, it is convenient to work on the Rindler Cauchy surface at τ(= τ ′) = t(=
t′) = 0. This is a part of a Minkowski Cauchy surface. Then, one has to prove the coincidence
of the Wightman functions dealing with wavefunctions with a spatial compact support in WR
(hence, non containing points with ρ, ρ′ = 0) employing the usual indefinite scalar product. The
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result follows noticing that, on the considered Cauchy surface ∂t = ρ
−1∂τ , and the following
three smeared distributional identities hold there (i.e., at τ = τ ′ = t = t′ = 0):
1
2ρρ′[coshα− cosh(τ − τ ′ ∓ iε′)] =
1
|x− x′|2 − (t− t′ ∓ iε)2 ,
∂τ
(
1
2ρρ′[coshα− cosh(τ − τ ′ ∓ iε′)]
)
= ∂t
(
1
|x− x′|2 − (t− t′ ∓ iε)2
)
,
∂τ∂τ ′
(
1
2ρρ′[coshα− cosh(τ − τ ′ ∓ iε′)]
)
= ∂t∂t′
(
1
|x− x′|2 − (t− t′ ∓ iε)2
)
.
Similar reults arise also dealing with Schwinger functions. However, in that case an important
geometrical difference arises. The Euclidean Rindler coordinates, as the Euclidean Minkowski
coordinates, cover the whole Euclidean section of Minkowski spacetime. Thus, we expect to find
a coincidence of Rindler Schwinger functions and Minkowski Schwinger functions everywhere.
The transformation law from Euclidean Rindler coordinates (s, ρ, y, z) to Euclidean rectangular
coordinates (r1, r2, r3, r4) reads:
r1 = ρ cos s , r4 = ρ sin s and r2 = y, r3 = z ,
In the present case β = 2pi, the Rindler Schwinger function of Eq.s (69),(70),(71),(72) and (73),
more generally containing β′, 0 < β′ < +∞, in the static term of Eq.(77), are Green functions
of the Laplace operator in the manifold IR4−{(0, r2, r3, 0) | r2 , r3 ∈ IR} endowed with the usual
flat Euclidean metric. If β = 2pi no conical singularity appears and thus no problem arises in
defining Laplacian Green functions on the whole Euclidean manifold. One may build up the
only Green function defined on the whole IR4 which decays:
S(xE , x
′
E)
αα′ :=
1
4pi2
δαα
′
δµν(rµ − r′µ)(rν − r′ν) ,
This everywhere defined Green function coincide both with the only photon Minkowski Schwinger
function in the Feynman gauge which decays as |r4| → +∞ and the Rindler Schwinger function
containing no Rindler static terms pointed out in the previous section.
V. SUMMARY
In this paper we proved that it is possible to build up a mathematically consistent canonical
theory for a quasi-free photon field propagating in the Rindler wedge, based on a generalization
of the Gupta-Bleuler formalism in the Rindler wedge and also considering thermal photons.
We employed a three-smeared formalism, however generalizations to a four-smeared formalism
should be straightforward. We proved that the Fulling-Ruijsenaars formalism based on a (ther-
mal) master function can be extended to include the vectorial photon field recovering properties
similar to those in the massless scalar case.
We proved also that the gauge invariance needs more care than in the Minkowskian case, in par-
ticular dealing with the thermal case (KMS conditions) and studying the generalization of the
Bisognano-Wichmann theorem for photons in terms of Wightman functions. In fact, a Rindler
non static gauge ambiguity coupled with the presence of the conical singularity appears when
β 6= 2pi. Such a gauge ambiguity is not removed also imposing the validity of the Ward identity
which arises from BRST invariance.
In the case β = 2pi, we saw that the theory produces the expected coincidence of of the thermal
Rindler Wightman (Schwinger) functions with the Minkowski vacuum Wightman (Schwinger)
functions as far as the “physical part” of those function is concerned.
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APPENDIX A
In this appendix we shall find the normalization coefficients C(α,ω,kt) of the modes in Eq.s (20),
(21), (22), (23) using the scalar product ( , ) defined in Eq.(5). It can be simply proved that:
(A3, A4) = 0 .
The remaining scalar products of different modes vanish as specifyed in section III B. Thus
the modes appearing in Eq.s (20), (21), (22), (23) define a set of normal to each other modes.
Let us normalize them as required by Eq.s (7), (8), (9).
The normalized A
(2,ω,kt)
µ reads:
A(2,ω,kt)µ =
√
sinhpiω
2pi2k⊥
(ρ∂ρφ,−iω
ρ
φ, 0, 0) . (78)
Let us prove this. Employing the definition of ( , ) we obtain:
(A(2,ω,kt), A(2,ω
′,k′t)) =
= i
∫
dxt
dρ
ρ
C∗(2,ω,kt)C(2,ω
′,k′t){1
ρ
∂τφ
∗(ω,kt)(∂ρρ∂ρφ
(ω′,k′t) − 1
ρ
∂2τφ
(ω′,k′t))+
= −1
ρ
∂τφ
(ω′,k′t)(∂ρρ∂ρφ
∗(ω,kt) − 1
ρ
∂2τφ
∗(ω,kt))} =
= −i
∫
dxt
dρ
ρ
C∗(2,ω,kt)C(2,ω
′,k′t)(∂τφ
∗(ω,kt)∇2tφ(ω
′,k′t) − ∂τφ(ω′,k′t)∇2tφ(∗,ω,kt)) =
=
∫
dρ
ρ
C∗(2,ω,kt)C(2,ω
′,kt) (2pi)2δ(kt − k′t) (ω + ω′)k2⊥Kiω(ktρ)Kiω′(ktρ) =
= C∗(2,ω,kt)C(2,ω
′,kt) (2pi)2δ(kt − k′t) (ω + ω′)k2⊥
∫ +∞
0
dρ
ρ
Kiω(ktρ)Kiω′(ktρ) .
Reminding the relation:∫ +∞
0
dρ ρ−1 Kiω(k⊥ρ)Kiω′(k⊥ρ) =
pi2
2ω sinhpiω
δ(ω − ω′) , (79)
and choosing the coefficient C2 as real, we find the form (78) of the mode A2 producing the
required “delta” normalization.
In the case of C1 we find:
1
C∗(1,ω,kt)C(1,ω
′,k′t)
(A(1,ω,kt), A(1,ω
′,k′t)) = i
∫
dxt
dρ
ρ
∑
a=y,z
A∗(1,ω,kt)a
↔
∂ τA
(1,ω′,k′t)
a ,
where we used also the fact that the only non vanishing Christoffel symbols which appear in our
coordinates are Γττρ = Γ
τ
ρτ = 1/ρ and Γ
ρ
ττ = ρ (τ is the Rindler time and ρ is the non trivial
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space-like Rindler coordinate: they are not generic indexes).
Reminding the form of A(β,ω,kt) as function of φ given in Eq.(19), we obtain:
1
C∗(1,ω,kt)C(1,ω
′,k′t)
(A(1,ω,kt), A(1,ω
′,k′t)) =
= (ω + ω′)(2pi)2k2⊥e
i(ω−ω′)τ δ(kt − k′t)
∫
dρ
ρ
Kiω(k⊥ρ)Kiω′(k
′
⊥ρ) . (80)
Using the relation in Eq.(79) and choosing the simplest fase, it arises:
C(1,ω,kt) =
√
sinhpiω
2pi2k⊥
= C(2,ω,kt) .
Finally, we have, by inserting this result in Eq.(20):
A(1,ω,kt)µ =
√
sinhpiω
2pi2k⊥
(0, 0, kyφ,−kxφ) .
Employing similar calculations, we obtain also:
C(4,ω,kt) =
√
sinhpiω
2pi2k⊥
= C(2,ω,kt)
and thus
A(4,ω,kt)µ ≡
√
sinhpiω
2pi2k⊥
(0, 0, ikxφ, ikyφ) . (81)
Calculations for the case C(3,ω,kt) are more complicated.
Let us start noting that, from Eq.s (22), (17) and (18):
A(3,ω,kt)µ = C
(3,ω,kt)
[
A
(G,ω,kt)
µ
C(G,ω,kt)
− iA
(L,ω,kt)
µ
C(L,ω,kt)
]
.
Note also that (A(G,ω,kt), A(G,ω
′,k′t)) = 0 because Fµν
AG
= 0 and ∇µAGµ = 0.
Then, choosing: C3 = C∗3 = CG = C∗G = CL = C∗L we find:
A(3,ω,kt)µ =
[
A(G,ω,kt)µ − iA(L,ω,kt)µ
]
,
and thus (omitting obvious indexes):
(A(3,ω,kt), A(3,ω
′,k′t)) = −i(AG, A′L) + i(AL, A′G) + (AL, A′L) =
= i(AG, A′L) + i(AL, A′G) +
C3C ′3
C4C ′4
(A4, A′4) ,
where, as we found, C(4,ω
′,k′t) =
√
sinhpiω/2pi2k2⊥.
It follows expanding the formula above (i = ρ, y, z and there is understood a summation over
repeated indexes):
1
C(3,ω,kt)C(3,ω
′,k′t)
(A(3,ω,kt), A(3,ω
′,k′t)) =
=
1
C(3,ω,kt)C(3,ω
′,k′t)
∫
dxt
dρ
ρ
(A∗Gi F
′L
τi −A∗Gτ ∇µA′Lµ)+
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− 1
C(3,ω,kt)C(3,ω
′,k′t)
∫
dxt
dρ
ρ
(A′Gi F
∗L
τi −A′Gτ ∇µA∗Lµ) +
1
C(4,ω,kt)C(4,ω
′,k′t)
δ(kt − k′t) δ(ω − ω′) .
Executing the integrals and using Eq.(79) we obtain the final result:
1
C(3,ω,kt)C(3,ω
′,k′t)
(A(3,ω,kt), A(3,ω
′,k′t)) =
= (− 2
C(3,ω,kt)C(3,ω
′,k′t)
+
1
C(4,ω,kt)C(4,ω
′,k′t)
) δ(kt − k′t) δ(ω − ω′) .
We shall take C(3,ω,kt) = C(4,ω,kt) and thus we have the following normalization relation:
(A(3,ω,kt), A(3,ω
′,k′t)) = −δ(ω − ω′) δ(kt − k′t) ,
where
A(3,ω,kt) =
√
sinhpiω
2pi2k⊥
(−iωφ, ∂ρφ, 0, 0) .
We have found the normalization constant of all the modes:
C(1,ω,kt) = C(2,ω,kt) = C(3,ω,kt) = C(4,ω,kt) = C(L,ω,kt) = C(G,ω,kt) =
√
sinhpiω
2pi2k⊥
.
APPENDIX B
In this appendix we shall prove Eq.(40) and Eq.(41).
Let us start with Eq.(40). Note that, because of the trivial dependence on τ and τ ′ of the
function W+, we can redefine Dττ ′ , when it acts on W
+, as
Dττ ′ =
1
2
(∂2τ + ∂
2
τ ′) + ρ∂ρρ
′∂ρ′ .
Working on a solution of the scalar K-G equation like W+ which is a scalar K-G solution in
both arguments also in the present case ε > 0, it arises:
1
ρ
∂2τ = ∂ρρ∂ρ + ρ∇2t ,
where we posed ∇2t =
∑
i=y,z ∂
2
i . Thus we may write down Dττ ′ as
Dττ ′ =
1
2
[ρ2∇2t + ρ′2∇
′2
t + (∂ln ρ + ∂ln ρ′)
2] =
1
2
[ρ2∇2t + ρ′2∇2t + 4∂2ln ρρ′ ] . (82)
In the latter term we considered as independent variables u := ln(ρρ′) and v := ln(ρρ′−1). These
variables appear in the expression defining α, Eq.(37), and α appears in W+ as precised by
Eq.(38).
Let us consider the action on W+ of the last term in the equation written above.
∂ln ρρ′W
+(τ − τ ′, u, v, xt) = −W+ + ∂W
+
∂α
∂α
∂ ln ρρ′
=
= −W+ + ∂W
+
∂α
1
sinhα
∂ coshα
∂ ln ρρ′
= −W+ − ∂W
+
∂α
1
sinhα
x2t
2ρρ′
, (83)
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where we used the formula of simple proof:
∂ coshα
∂ ln ρρ′
= − x
2
t
2ρρ′
.
Notice that:
x2t
∂W+
∂x2t
=
∂W+
∂α
x2t
sinhα
∂ coshα
∂x2t
=
∂W+
∂α
1
sinhα
x2t
2ρρ′
. (84)
Comparing Eq.(83) with Eq.(84) it arises:
∂ln ρρ′W
+ = −W+ − x2t
∂W+
∂x2t
= −(1 + x2t
∂
∂x2t
)W+ = −(1 + 1
2
|xt| ∂
∂|xt| )W
+ . (85)
Iterating the process by considering that ∂ln ρρ′ and |xt|∂|xt| commute, we obtain
∂2ln ρρ′W
+ =W+ + |xt|∂|xt|W+ +
x2t
4
∇2tW+ ,
where we used the independence of W+ on the angular variable of 2-vector xt.
Substituting the this expression in Eq.(82), we find just: Eq.(40)
Dττ ′W
+ =
1
2
(ρ2∇2t + ρ′2∇2t + x2t∇2t )W+ + 2W+ + 2|xt|∂|xt|W+ =
= ρρ′ coshα∇2tW+ + 2W+ + 2|xt|∂|xt|W+ = ρρ′ ∇2t (coshαW+) ,
where we used the formulas following from Eq.(37):
∂|xt| coshα(ρ, ρ
′, xt) =
2|xt|
ρρ′
(86)
and
∇2t coshα(ρ, ρ′, xt) =
2
ρρ′
. (87)
In order to prove Eq.(41) notice that, because of the dependence of W+ on τ − τ ′, the
operator Dτρ′ acting on W
+ can be written down as
Dτρ′ = − 1
ρ′
(ρ∂ρ + ρ
′∂ρ′)∂τ = − 2
ρ′
∂ln ρρ′ ∂τ = −2ρ∂ρρ′ ∂τ .
We considered U := ρρ′ and V := ρ/ρ′ as independent variables above.
Furthermore, from the definition of W+, Eq.(38), we obtain also:
∂τW
+ =
−2(τ − τ ′)W+
(τ − τ ′ − iε)2 − α2 .
And thus we have, posing T := τ − τ ′ − iε:
Dτρ′W
+ = 2ρ ∂ρρ′
[
2T W+
T 2 − α2
]
= −ρT
pi2
∂ρρ′
[
α
ρρ′ sinhα
1
(T 2 − α2)2
]
=
= −Tρ
pi2
{ −1
ρ2ρ′2
α
sinhα
1
(T 2 − α2)2 +
1
ρρ′
∂ρρ′
[
α
sinhα
1
(T 2 − α2)2
]}
=
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=
Tρ
pi2
{
1
ρ2ρ′2
α
sinhα
1
(T 2 − α2)2 +
x2t
ρ2ρ′2
∂
∂x2t
[
α
sinhα
1
(T 2 − α2)2
]}
,
where we used the formula:
∂
∂ρρ′
f
(
x2t
ρρ′
)
= − x
2
t
ρρ′
∂
∂x2t
f
(
x2t
ρρ′
)
.
We have
Dτρ′W
+ =
Tρ
pi2ρ2ρ′2
{
α
sinhα
1
(T 2 − α2)2 + x
2
t
∂
∂x2t
[
α
sinhα
1
(T 2 − α2)2
]}
= (88)
=
Tρ
pi2ρ2ρ′2
∂
∂x2t
[
x2t
α
(T 2 − α2)2 sinhα
]
.
Notice that it holds:
α
(T 2 − α2)2 sinhα = ρρ
′ ∂
∂x2t
1
T 2 − α2 .
Substituting this in the latter line we have:
Dτρ′W
+ =
T
pi2 ρ′
∂
∂x2t
[
x2t
∂
∂x2t
1
T 2 − α2
]
=
T
4pi2 ρ′ |xt|
∂
∂|xt|
[
|xt| ∂
∂|xt|
1
T 2 − α2
]
=
=
T
4pi2 ρ′
∇2t
1
T 2 − α2 = −ρ (τ − τ
′)∇2t
(
sinhα
α
W+
)
.
Thus Eq.(41) has been proved.
APPENDIX C
We shall introduce the definition of Wightman functions based on a four smeared formalism,
(see for example [1] for the scalar case on a curved space). Wightman functions
< F |Aˆµ(x)Aˆµ′(x′)|F > are defined within this formalism by imposing:
< F |Aˆ(F )Aˆ(F ′)|F >=
=
∫
WR
d4x
√
−g(x)
∫
WR
d4x′
√
−g(x′) Fµ(x) F ′µ′(x′) < F |Aˆµ(x)Aˆµ′(x′)|F > ,
where Fν(y) ∈ C∞0 (WR) for ν = 0, 1, 2, 3 and we defined:
< F |Aˆ(F )Aˆ(F ′)|F >:=< F |(AF , Aˆ)(AF ′ , Aˆ)|F > ,
The functions AF are solutions of K-G equation carrying a compact support on Cauchy surfaces
obtained from functions F as
AµF (x) =
∫
WR
d4y
√
−g(y) E(x, y)µν Fν(y) . (89)
E(x, y) is the “advanced minus retarded” fundamental solution of K-G equation (see section
III.B). Formally speaking (see Ref.s [1, 15] for the scalar case):
E(x, y)µν := [Aˆµ(x), Aˆν(y)] .
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Because of the independence of the quantum state of that function, we expect to find, employing
test functions with support inside of the open set WR:
E(x, y) = E(x, y)M , (90)
The latter two-point function being the Minkowski advanced minus retarded fundamental solu-
tion. We have proved this statement in section III.B.
Notice that E(x, y)M is (distributionally) vanishing outside of the light cone at y and this assures
the compactness of the spatial support of the functions AF whenever the functions F belong to
C∞0 .
Another important property which can be simply proved employing Minkowskian coordinate
through Eq.s (89) and (90) is:
∇µAµF (x) =
∫
WR
d4y
√
−g(y) E(x, y)S ∇νF ν(y) ,
where E(x, y)S is the scalar advanced minus retarded fundamental solution.
Finally, notice that ∇νF ν = 0 implies ∇µAµF = 0.
† E-mail address: moretti@science.unitn.it
a) We are employing the signature (−1, 1, 1, 1) and thus some sign results to be changed with
respect to Ref.[8] where they used the opposite signature.
b) Remind also the identity Γµµν = ∂ν{ln
√−g}.
c) This is not the metric in Rindler coordinates which is gµν ≡ diag (−ρ2, 1, 1, 1, ).
d) As precised above, the stronger assumption of edge-vanishing test wavefunctions permits to
drop boudary terms arising by changing the scalar product ( , ) with ( , )′. Thus, in the
weak sense, one can drop similar boudary terms also in Eq.s (7), (8), (9) and re-write these
in therms of ( , )′.
e) We shall indicate by ⊗T the topological (Hilbertian) tensorial product.
f) The energy is negative being < F |aˆ0Hˆaˆ†0|F >< 0. However, the Hamiltonian eigenvalues of
the quanta generated by a†0 are positive.
g) Remind that the spatial surfaces do not contain the points with ρ = 0 because WR is an open
set. The spatial support of the considered solution can contain points with ρ = 0 (the
horizons) only as |τ | → +∞.
h) The dρ integration, due to the factor Kiω(k⊥ρ), produces a logarithmicallly divergent function
as kt → 0 which does not affect this result.
i) These formulae hold on the linear manifold D, dense in the considered topology, containing
all the Fock states carrying whatever finite number of particles. D results to be invariant
under the action of aˆ, aˆ† as well as M .
j) Due to M = H, we can approximate all the scalar product of the states in H by complex
linear combinations of Wightman functions with A,A′ ∈ S.
k) See for example Ref.[18] in part II section 6.5, changing the hypotheses of the example h)
and using the same proof.
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l) If f(xt) = ∇2t g(|xt|), it is sufficient that ∂g(xt)∂ ln |xt| → 0 as |xt| → +∞. This holds in both the
examinated cases below.
m) In order to use the following formula it is sufficient, if g(xt) = g(|xt|), that g(xt) → 0 and
ln |xt| ∂g(xt)∂ ln |xt| → 0 as |xt| → ∞. This holds in the present case (as well as in the next one)
where we have (as |xt| → +∞) g(|xt|) = coshαW+ ∼ (ln |xt|)−1 (and g(|xt|) = sinhαα W+ ∼
(ln |xt|)−2).
n) In particular, notice that Vµµ′(xE, x
′
E)|xE=x′E = gEµµ′(xE).
o) Use standard identities as 1x±iε = PV
1
x ∓ ipi δ(x)
p) This follows trivially from the Green functions calculated in Ref.s [14, 16].
q) We use in particular the identity following directly from Eq.s (1). 2ρρ′(cosh(τ−τ ′)−cosh α) =
|x−x′|2− (t− t′)2 and sign(t− t′) = sign(τ − τ ′) holding for test functions of the variable
x with support inside of the closed light cone at x′.
r) Notice that the scalar propagator GF coincides with the ghost propagator.
s) The “local” temperature T measured by an observer situated at a fixed spatial point is related
to T0 by the Tolman relation T = T0/
√−g00 see Ref. [21] .
t) The condition cosh
(
2π
β α
)
− cosh
(
2π
β (τ − τ ′)
)
= 0 is equivalent to coshα− cosh(τ − τ ′) = 0
or, employing Minkowskian coordinates, |x− x′|2 − (t− t′)2 = 0
u) Notice that we must define the smooth test functions requiring also f(s, ρ, xt)|ρ=0 = f(s′, ρ, xt)|ρ=0
whatever s, s′ ∈ (0, β] and xt ∈ IR2. In order to prove the following formula note also
(xt ∈ IR2) ρ
2
(ρ2+|xt−x′t|
2)2 → piδ(xt − x′t) as ρ→ 0+.
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