Variability of hemodynamic parameters using the common viscosity assumption in a computational fluid dynamics analysis of intracranial aneurysms Takashi Abstract. BACKGROUND: In most simulations of intracranial aneurysm hemodynamics, blood is assumed to be a Newtonian fluid. However, it is a non-Newtonian fluid, and its viscosity profile differs among individuals. Therefore, the common viscosity assumption may not be valid for all patients. OBJECTIVE: This study aims to test the suitability of the common viscosity assumption. METHODS: Blood viscosity datasets were obtained from two healthy volunteers. Three simulations were performed for three different-sized aneurysms, two using measured value-based non-Newtonian models and one using a Newtonian model. The parameters proposed to predict an aneurysmal rupture obtained using the non-Newtonian models were compared with those obtained using the Newtonian model.
Introduction
The rupture of an aneurysm can cause subarachnoid hemorrhage, a very serious condition that is often fatal. However, many patients have aneurysms that never rupture. Therefore, the risks and benefits of surgical treatment should be carefully considered. Even though the risk of rupture generally increases as the size of the aneurysm increases [1] , small aneurysms can also rupture. Therefore, an accurate diagnosis is difficult, and aneurysms may rupture during follow-up. At present, there are no objective criteria for evaluation and diagnosis, and whether an operation should be performed depends on the knowledge and experience of the physician.
Computational fluid dynamics (CFD) has been used to clarify the mechanisms of aneurysmal initiation, growth, and rupture and to predict these by processing various hemodynamic parameters such as wall shear stress (WSS) [2] [3] [4] [5] [6] [7] [8] [9] [10] , which is the tangential frictional stress of blood flowing along the vascular wall and is widely considered to be associated with rupture. Both high [3] [4] [5] and low [6, 8, 10] WSS have been correlated with aneurysmal growth and rupture. On the basis of these inconsistent reports, Meng et al. proposed a unified hypothesis stating that both high and low WSS play an important role in the rupture of intracranial aneurysms (IAs) [11] . However, predicting the rupture of an individual aneurysm is still a matter of active research, and suitable hemodynamic parameters are still being investigated. To perform the investigations described above, an accurate model of blood viscosity is required [12] .
In previous IA simulations, blood has been modeled as a Newtonian fluid and/or the arterial wall has been considered rigid as a simplification. In addition, several common conditions such as velocity at the inlet boundary, blood viscosity, and blood density have been used owing to lack of patient-specific data. However, blood is a non-Newtonian fluid and exhibits a shear-thinning behavior; its viscosity changes depending on the shear strain rate and differs among individuals and in the same individual at different points in time. In particular, viscosity increases in low strain-rate fields and converges in high strain-rate fields [13] .
The importance of non-Newtonian effects on blood flow simulations has been studied. Gijsen et al. [14] compared a Newtonian and a non-Newtonian model in a steady flow analysis of a carotid bifurcation model computationally and experimentally and showed that the influence of the shear thinning properties on the velocity distribution in larger arteries strongly depends on slight variations in the shear rate. Cebral et al. [15] performed a sensitivity analysis on the viscosity model and showed that even though changes in the velocity fields could be observed, the characterization of the intra-aneurysmal flow patterns was not altered. Valencia et al. [16] showed some differences in the WSS in arterial regions with high-velocity gradients but concluded that the solutions such as WSS with a Newtonian and a non-Newtonian blood model were similar on the IA wall. Fisher and Rossmann [17] showed considerable differences between the results with a Newtonian and non-Newtonian models but concluded that they were not as significant as the changes seen among varying IA morphologies. Xiang et al. [18] observed that a Newtonian viscosity model could overestimate WSS in IA domes and underestimate rupture risk. Evju et al. [19] compared four different viscosity models in twelve IA cases and demonstrated strong correlations between the viscosity models. Hippelheuser et al. [20] investigated the effect of employing the simplified assumption of constant viscosity, particularly in cases with a bleb, and reported that adopting a non-Newtonian viscosity model highlighted the hemodynamic differences induced by the presence of a bleb and improved the discriminant statistics in rupture prediction. The previous studies described above used typical values for the constants in the non-Newtonian models. In actuality, blood viscosity profiles differ between individuals [13] . Accordingly, the viscosity assumption may not be adaptable for all patients, and verifications of the viscosity assumption have been insufficient. In this study, to verify the common Newtonian viscosity assumption, the CFD simulation results with the Newtonian viscosity model are compared with those of actual viscosity data obtained from human subjects.
Materials and methods
Three different-sized internal carotid artery aneurysms (approximately 5, 10, and 20 mm in diameter) were randomly selected from the database at our institution (Fig. 1) . All three were unruptured cases: case A (height: 4.5 mm, width: 4.9 mm), case B (height: 11.3 mm, width: 12.4 mm), and case C (height: 19.2 mm, width: 20.1 mm). The clinical images were acquired using biplane angiography (AXIOM Artis dBA, Siemens AG, Munich, Germany) and a post-processing workstation (syngo XWP, Siemens AG). The imager was equipped with two 30 × 40 cm flat plane detectors and was able to acquire rotational 3D and 3D digital subtraction angiography datasets (syngo InSpace 3D). Three-dimensional voxel models were reconstructed using Amira (FEI/VSG-division, Bordeaux, France). After the extraction of each control domain and smoothing, all the data were converted to a stereolithographic (STL) format. Based on these STL format data, unstructured volume grids were generated by ICEM CFD 14.5 (ANSYS, Inc., Canonsburg, PA, USA) using tetrahedral elements with a maximum size of 0.2 mm and prism grids. The prism grids were fitted to the wall, with the first layer having a thickness of 0.02 mm and the remaining seven layers having a total thickness of 0.3 mm. Grid independent tests were performed to ensure grid independency in all cases and confirm that the grid size was adequate to obtain the comparison results independent of its value. The total number of elements in the meshes ranged from approximately 3.5 to 19.5 million. The incompressible continuity and Navier-Stokes equations were solved using CFX 14.5 (ANSYS, Inc.). To investigate the effect of viscosity alone, the other conditions were kept constant in all simulations. Unsteady flow analysis was conducted over three heartbeats (2.7 s) with a time step of 5 × 10 −4 s. Data from the last cycle were used. The mass flow rate waveform [21] was imposed at the inlet boundary. In the flow field, laminar flow was assumed because the Reynolds number, based on the diameter of the internal carotid arteries, was less than 500. At the outflow boundary, the pressure was fixed to 0 Pa. Rigid and non-slip boundary conditions were assumed on all the vascular walls. The blood density was assumed to be 1,100 kg/m 3 .
The Casson model is widely used to model blood flow in narrow arteries at low strain rates [22] . The apparent viscosity of this model is given as follows [23] :
where τ 0 and µ 0 are the yield stress and the Newtonian viscosity, respectively, andγ is the strain rate.
Because this classic Casson model diverges when the strain rate becomes zero, it is usually modified as follows [23] :
where the parameter m controls the maximum viscosity obtained whenγ tends to zero. The blood viscosity datasets were obtained from a healthy man (age: 22 y, hematocrit [Ht]: 46.7%) and woman (age: 22 y, Ht: 35.6%) using a compact-sized falling needle rheometer [13, 24] . These data were fitted to modified Casson models. Figure 2 shows two plots of measured data and two modified Casson models fitted using these data. Three simulations were conducted for each case: two using measured value-based modified Casson models and one using a Newtonian model. In the simulations with the Newtonian model, a typical value of 0.0036 Pa·s was used for the viscosity [9, 25] . In the viscosity models, viscosity values were set in the increasing order of Casson-H > Casson-L > Newtonian.
Hemodynamic parameters (WSS, maximum WSS (MWSS) [5] , normalized WSS (NWSS) [6] , normalized maximum WSS (NMWSS) [6] , energy loss (EL) [7] , and pressure loss coefficient (PLc) [9] ) obtained using the non-Newtonian models were compared with those using the Newtonian model. All parameters in this study were time-averaged over one cardiac cycle. WSS and MWSS were defined as the spatially averaged and the maximum WSS over the entire aneurysm sac, respectively. NWSS and NMWSS were defined as WSS and the maximum aneurysmal WSS normalized by the time-averaged and spatially averaged WSS over the parent artery, respectively. In addition, the WSS (spatially averaged WSS) at the parent artery was computed to clarify the basic viscosity (viscosity in a high shear strain field) effect on the CFD.
Results
The values of each parameter are given in Table 1 . The velocity is the average value of the intraaneurysmal velocity. The average velocity decreased with increasing IA size (Table 1(a)). Moreover, For all aneurysm sizes, viscosity was larger on the aneurysmal wall than on the parent artery in the non-Newtonian models. Time-averaged viscosity distributions are shown in Fig. 6 . Viscosity on the aneurysmal wall in the non-Newtonian models increased with increasing IA size. This means that an increase in the IA size led to an increase in the non-Newtonian effects.
Time-averaged WSS distributions are shown in Fig. 7 . In all cases, a partial change in the WSS value is identified in the results of the non-Newtonian models compared to those obtained with the Newtonian WSS in case A decreased from the model with the lowest viscosity (Newtonian) to the model with the highest viscosity (Casson-H) (Table 1(d) ). The largest disparity in case A was observed with the Casson-H model. The WSS with that model was 94.9% of the WSS with the Newtonian model, meaning that the changes were negligible. In cases B and C, WSS increased from the model with the lowest viscosity (Newtonian) to the model with the highest viscosity (Casson-H). In all cases, the WSS at the parent artery increased from the model with the lowest viscosity (Newtonian) to that with the highest viscosity (Casson-H) (Table 1(e)). The largest disparity was observed with the Casson-H model in the largest case (case C), which was 134.6% of the WSS at the parent artery with the Newtonian model. Table 2 Comparison of the results between the non-Newtonian models. The differences of the ratios shown in Table 1 between the two non-Newtonian models (i.e., the ratio In all cases, NWSS decreased from the model with the lowest viscosity (Newtonian) to the model with the highest viscosity (Casson-H) (Table 1(g)). The largest disparity was observed with the Casson-H model in the smallest case (case A), which was 75.0% of the NWSS with the Newtonian model. Differences of over 10% were observed with the Casson-H model regardless of IA size.
MNWSS decreased from the model with the lowest viscosity (Newtonian) to the model with the highest viscosity (Casson-H) (Table 1(h) ). The largest disparity was observed with the Casson-H model in case B, which was 87.3% of the MNWSS with the Newtonian model. EL decreased with increasing IA size (Table 1(i)). The largest disparity was observed with the Casson-H model in case C, which was 113.3% of the EL with the Newtonian model. Differences of over 10% were observed with the Casson-H model irrespective of IA size.
PLc increased from the model with the lowest viscosity (Newtonian) to the model with the highest viscosity (Casson-H) (Table 1(j) ). The largest disparity was observed with the Casson-H model in case C, which was 120.1% of the PLc with the Newtonian model. Differences of over 10% were observed with the Casson-H model regardless of IA size.
Finally, in addition to the parameters described above, values of the average oscillatory shear index (OSI) over the entire aneurysm sac obtained using the non-Newtonian models were compared with those using the Newtonian model. As shown in previous studies [6, 10, 26] , the average OSI is generally low. Therefore, small differences lead to larger relative errors, and the average OSI likely depends on the grid size and computational conditions such as viscosity. Even though large differences in OSI between the results with Newtonian, Casson-L, and Casson-H models were identified (e.g., 0.0353, 0.0256 (72.6%), and 0.0147 (41.7%) in case C), we could not confirm the grid independence of these models and therefore did not include these data in the Tables.
Discussion
Blood flow simulations considering blood viscosity with values obtained from human subjects were conducted using actual IA morphologies. Even though non-Newtonian effects of viscosity models on blood flow simulations have been examined in previous studies, this study is the first to compare two non-Newtonian models derived from actual values taken from human subjects. The fluid dynamic parameter values obtained with the non-Newtonian models derived from the actual viscosity values were compared with those obtained with the Newtonian model. Large discrepancies were observed between the results with the non-Newtonian model with higher viscosity and those with the Newtonian model for several parameters, especially MWSS and NWSS, where NWSS is the WSS value normalized by WSS on the parent artery. Data are typically normalized so that the results for different patients can be compared when a CFD analysis is performed using the same inflow conditions [27] . Our results show that the differences in the ratios between the Newtonian and non-Newtonian models were greater for the normalized WSS than for the non-normalized WSS in case A (the smallest aneurysm). This suggests that it may not be possible to eliminate the dependence of the results on the viscosity model even via normalization. Xiang et al. recommended that a non-Newtonian model should be used if the maximal diameter of the cerebral aneurysm is 2-fold or greater than the maximal diameter of the parent artery, even if the IA has no bleb [18] . This is because, if the IA has a bleb, the flow in the bleb has a propensity for stagnation; therefore, the influence of non-Newtonian effects cannot be ignored. Case A did not have a bleb, and the maximal diameter of the IA was clearly not 2-fold or greater than that of the parent artery. However, a difference of 25% in NWSS was observed when comparing the Casson-H model with the Newtonian model, and thus this cannot be ignored.
The velocity fields obtained with the non-Newtonian models were not similar to those obtained with the Newtonian model in cases B and C. For larger aneurysms, general Newtonian viscosity models may not be appropriate to model the flow field in detail. Moreover, when CFD simulations are applied to quantitative analysis, such as computing NWSS, the results using the general Newtonian viscosity models may be unreliable. From the results of WSS on the parent artery, a difference larger than WSS on the IA sac was observed in the comparison of the two Casson models with the Newtonian model. On the parent artery, the viscosity was not higher than that on the IA sac. That is, the non-Newtonian effect on the parent artery was less than that on the IA sac. Accordingly, not only the non-Newtonian effect but also patient-specific basic viscosity (i.e., converged viscosity in a high strain rate region) should be considered.
The ratio of the parameters obtained with the non-Newtonian model to those obtained with the Newtonian model was compared between the two non-Newtonian models (i.e., the ratio shown in Table 1 with the Casson-H model was subtracted from that with the Casson-L model) in Table 2 . Large differences, over 15%, were observed in several parameters such as NWSS and MWSS. This suggests that not only a non-Newtonian model should be introduced but also patient-specific values of blood viscosity should be considered.
In this study, we focused on whether the common viscosity assumption is appropriate for blood flow simulations. While we do not deny the importance of previous studies, our results clearly indicate that differences between hemodynamic parameters with the actual viscosity and those with assumed viscosity depend on the patient-specific viscosity. Therefore, a statistical analysis of parameters computed for groups of cases with the common viscosity assumption may show erroneous trends. Additional studies with a large number of cases and actual viscosity values are necessary.
Study limitations
The physical properties of the blood used in this study were obtained from the blood of healthy subjects who were unrelated to the three patients whose data were included in the analysis. However, for IAs of similar size at similar sites, disparities between the actual viscosity value and the assumed value can easily occur in simulations of IA blood flow. Therefore, this study suggests that simulations with the common viscosity assumption can lead to inaccurate results.
To reveal the fundamental mechanism of the influence of non-Newtonian viscosity on hemodynamics, it might be better to use idealized models instead of patient-specific models. However, idealized models were not applied in this study because we did not aim to clarify the mechanism but rather to show how much hemodynamic indices can be affected by the assumption of the Newtonian model when patientspecific geometric models are used in numerical blood flow simulations. We would like to study idealized models in our future work.
Conclusions
The NWSS values differ by 25% (0.669 versus 0.502 with the Newtonian and non-Newtonian (Casson-H) model, respectively) and can be processed using the Newtonian model, as shown in the smallest case. Furthermore, the difference between the ratios of NWSS obtained with the non-Newtonian models to those obtained with the Newtonian model was 17.4%. Therefore, CFD simulations using either the common Newtonian or non-Newtonian viscosity assumption could lead to different values from those with a patient-specific viscosity model for hemodynamic parameters, regardless of IA size.
