In this work, we present a highly accurate spectral neighbor analysis potential (SNAP) model for molybdenum (Mo) developed through the rigorous application of machine learning techniques on large materials data sets. Despite Mo's importance as a structural metal, existing force fields for Mo based on the embedded atom and modified embedded atom methods do not provide satisfactory accuracy on many properties. We will show that by fitting to the energies, forces and stress tensors of a large density functional theory (DFT)-computed dataset on a diverse set of Mo structures, a Mo SNAP model can be developed that achieves close to DFT accuracy in the prediction of a broad range of properties, including elastic constants, melting point, phonon spectra, surface energies, grain boundary energies, etc. We will outline a systematic model development process, which includes a rigorous approach to structural selection based on principal component analysis, as well as a differential evolution algorithm for optimizing the hyperparameters in the model fitting so that both the model error and the property prediction error can be simultaneously lowered. We expect that this newly developed Mo SNAP model will find broad applications in large-scale, long-time scale simulations.
I. INTRODUCTION
erties include the Coulomb matrix and its derivatives [21, 22] , bag-of-bonds [12] , symmetry functions [23] , bispectrum coefficients [18] , among others. [24, 25] In principle, ML models can be systematically improved with more training data, if the feature functions are complete and can distinguish unique local environments. Atomic distance-based features such as Weyl matrices [26] and the histogram of pair distance distributions [27] cannot fulfill these requirements because they fail to provide a unique representation of the local environment [24] .
Recently, Bartók et al. [18] introduced the bispectrum coefficients as a means of mapping the local atomic density function into invariant representations. The bispectrum coefficients have the advantage of providing an almost one-to-one representation of the atomic neighborhood. Subsequently, Thompson et al. [28, 29] demonstrated that a spectral neighbor analysis potential, or SNAP, that expresses energies, forces and stress tensors as a linear model of the bispectrum coefficients and their first derivatives can produce quantum-accurate property predictions for Ta and W. One of the key advantages of the SNAP formalism is that the DFT energies, forces and stress tensors can be trained in the same framework. Furthermore, due to its simple formalism, the model is less likely to experience overfitting compared to conventional force fields such as the embedded atom model (EAM) or modified embedded atom model (MEAM), which usually require the optimization of nested nonlinear functions.
In this work, we will present a systematic ML approach to build a SNAP model for Mo.
Mo is one of the most important structural metals, valued for its ability to withstand high temperatures, high corrosion resistance, and excellent strength-to-weight ratio. Despite its importance, currently available force fields for Mo based on the EAM [30] and MEAM [31] still do not provide satisfactory accuracy on many properties. This work builds on the excellent work of Bartók et al. [18] and Thomson et al. [28, 29] , but improves on the training procedure in two ways. First, we outline a principal component analysis approach to the selection of training structures, which are obtained from large diverse DFT datasets that we have accumulated via our previous work on Mo grain boundaries [32] and surfaces [33] , supplemented with additional data obtained via high-throughput DFT calculations of liquid and solid structures. Second, we propose the use of a differential evolution algorithm to simultaneously optimize the hyperparameters, such as the cutoff radius and weights of the training structures, and the model parameters. We demonstrate that this machine-learned Mo SNAP model can achieve near-DFT accuracy across a wide range of properties, including energies, forces and stress tensors, elastic properties, melting point, surface and grain boundary (GB) energies, outperforming currently available potentials for Mo.
II. BISPECTRUM AND SNAP FORMALISM
The bispectrum and SNAP formalism has been covered extensively in previous works. [18, 28] We will only provide a brief summary of the key concepts here, and refer interested readers to those excellent works.
The basic idea of the bispectrum formalism is to map a 3D local atomic neighbor density into a set of coefficients that satisfy the invariant properties. The atomic neighbor density around atom i at location r is expressed as:
where i denotes a neighbor atom, and w i is the dimensionless weight to distinguish atom types. The weight is set as 1 in this work as only one element is present. The cutoff function f c (r) ensures that the neighbor atomic density goes smoothly to zero when the distance r ii is greater than the cutoff radius R c .
The angular information in the 3D local density function can be projected onto spherical harmonic functions Y l m (θ, φ). In the bispectrum approach, the radial component is converted into a third polar angle defined by θ 0 = θ max 0 r Rc . Thus the density function can be represented in the 3-sphere (θ, φ, θ 0 ) coordinates instead of (θ, φ, r). The density function defined on the 3-sphere can then be expanded using 4D hyperspherical harmonics as follows:
where the coefficients u j m,m are obtained as the inner products between the density function and the basis, given by the following:
The bispectrum coefficients B j 1 ,j 2 ,j can then be obtained via the following equation:
where the constants H jmm j 1 m 1 m 1 j 2 m 2 m 2 are coupling coefficients and ||j 1 − j 2 || ≤ j ≤ ||j 1 + j 2 ||.
In the SNAP formalism, the energy E SN AP , force F j SN AP and stress σ j SN AP are related to the bispectrum coefficients B by the following
(5b)
where β 0 and the vector β are the coefficients in the linear models and are fitted from the DFT data to relate E SN AP , F SN AP and σ SN AP , to the structural bispectrum coefficients B
and their derivatives ∂B ∂r .
III. POTENTIAL DEVELOPMENT Figure 1 provides an overview of the potential fitting workflow, which comprises three key steps. First, a set of training structures were generated using structural transformation functions in the Python Materials Genomics (pymatgen) library, [34] as well as AIMD simulations. Second, we propose a structure selection process using principal component analysis (PCA) to identify a reasonable set of structures that provide a good coverage of the feature space for training. Third, the selected training structures were converted into bispectrum coefficients (the feature set), and DFT calculations were performed using these structures. The features and DFT results were fed into the inner loop ML model. On top of the ML model, a differential evolution global optimization algorithm [35] was used to tune the weights from different data groups and the parameters used in feature calculations so that the final model can provide good predictions on material properties as well as basic quantities such as energies, forces, and stress tensors. The overall fitting can be seen as an alternating two-step process. In the inner loop, fitting of the ML model was performed. In the outer loop, the ML model generated in each iteration was then used to compute material properties such as the elastic tensors, and the differences between the predicted and reference values were then used to optimize the hyperparameters. This iterative process was continued until satisfactory accuracy was achieved for both material properties and basic quantities.
A. Training data generation
To develop an effective and robust potential, it is critical that the training data is diverse.
Here, we exploit three sets of pre-computed data from our previous work:
1. Ground state structures and energies for Mo from the Materials Project database. [36] 2. Surface slab structures from the Crystalium database, [33, 37] which contains the precomputed surface energies and Wulff shapes of most elements in the Periodic Table. For Mo, the data on all 13 distinct surfaces up to a maximum Miller index of three 3. GB structures from our previous study of the effect of dopants on Mo GBs [32] . Specifically, DFT data from the relaxation of the (100) Σ5 twist and (310) Σ5 tilt, and static calculations of (110) Σ3 twist, (111) Σ3 tilt and (110) Σ11 twist boundaries were included.
We then further augmented this dataset with additional structures incorporating elastic, defect, dynamics and phase transformation information, as follows:
1. Strains of -10% to 10% at 1% intervals were applied to a 3 × 3 × 3 supercell containing 54 Mo atoms in six different modes, as described in the work by De Jong et al. [38] 2. N V T AIMD simulations of a 54-atom supercell were performed at 300 K, 3000 K and 6000 K. 40 snapshots were obtained from each AIMD simulation at intervals of 0.1 ps.
3. An N pT simulation at 6000 K was performed using a 54-atom supercell to obtain the liquid phase of Mo. Nine snapshots were extracted for DFT calculations and further deformations were also carried out on one liquid supercell structure to obtain an additional 40 training structures.
4. AIMD simulations were performed for vacancy-containing structures at 300 K, 3000
K and 6000 K, and 40 snapshots were extracted from each simulation.
DFT calculations on all structures were carried out using the Vienna Ab initio Simulation Package (VASP) [39] within the projector augmented wave approach.
[40] The PerdewBurke-Ernzerhof (PBE) [41] generalized gradient approximation (GGA) was adopted for the exchange-correlation functional, and the pseudopotential used was Mo pv 04Feb2005 with 4p, 5s and 4d electrons. The kinetic energy cutoff was set to 520 eV and k-point density was at least 3000 per reciprocal atom. The electronic energy and atomic force components were converged to within 10 −5 eV and 0.02 eV/Å, respectively. We found that the energy error converged to less than 1 meV/atom using this scheme. For previously relaxed structures, static calculations with the same settings as current work were performed to ensure consistency. The AIMD simulations were performed with a single Γ k-point and were non-spinpolarized. However, the energy, force and stress computations carried out on the snapshots were performed using the same parameters are the rest of the data. All structure manipulations and analysis of DFT computations were performed using pymatgen and automation of calculations were carried out using the FireWorks software. [42] The structures and the corresponding DFT computed data are provided at https://github.com/materialsvirtuallab/snap.
The training structures were converted into bispectrum coefficients (the features) using the implementation in the LAMMPS software [43] by Thompson et al. [28] Based on extensive benchmarks carried out over our dataset, we found that an order of three for the bispectrum (j max = 3) is sufficient, in line with previous works. [18, 28] We have also kept the angle conversion factor θ max 0
at the default value of 0.99363π because we do not expect it to have a significant impact on the model performance. The cutoff radius R c was further optimized during training (see later section). Prior to model training, we performed an exploratory data analysis to examine the distribution of features in the feature space. The aim of this step, which was absent in prior works, is (a) to ensure that we have a good coverage of the feature space of interest, and (b) to minimize the number of structures in (relatively) expensive DFT computations. Data reduction is also particularly important for non-parametric models, e.g. kernel ridge regression, which tends to scale poorly (usually O(n 3 ) or more) with training data size. Figure 2 shows the results of PCA carried out to project the bispectrum features of the entire dataset and their first derivatives onto a two-dimensional plane formed by the first two dominating principal components (PCs). We may observe that the the bispectrum coefficients of atoms in the AIMD structures cover a wide swath of feature space. While the elastic, surface and GB data contribute additional features at the edges of the space, the features from the vacancy data sets lie within the AIMD data group. We surmise that the reason is because the AIMD structures already include a rich variety of local environments from both liquid and solid structures, some of which resemble the vacancy structures. Based on this analysis, we have excluded the vacancy dataset from the model training. We will discuss the effect of this exclusion in the Discussion section.
C. Model training and optimization
The Mo SNAP model was trained using the bispectrum coefficients as the features, and the DFT energies, forces and stress components as the outputs. Having excluded the vacancy data based on the PCA analysis, the features and DFT data were obtained from the AIMD, elastic, surface and GB structures. In line with the previous work by Thompson et al. [28] , the DFT energies were normalized by the number of atoms in the corresponding structures, while the model-predicted virial stresses according to Equation 5c, having a unit of energy, were normalized using the structural volume. The inner loop fitting of the model coefficients was done with the ordinary least squares algorithm implemented in the scikit-learn package [44] .
The data weights, along with the cutoff radius for R c for the calculation of features, were treated as hyperparameters for optimization. Whereas Thompson et al. [28] relied on the DAKOTA toolkit [45] , this work utilizes the differential evolution algorithm [35] implemented in the widely available SciPy [46] package to optimize the hyperparameters, with the target being to minimize the error between the DFT and SNAP predicted elastic constants. The lower and upper bounds for the energy weights and force weights were set as (0.5, 3000) and (0.001, 100), respectively for the AIMD, surface and GB datasets. Virial stresses were not used for these three training data groups. For the elastic data group, the bounds for energy weights and stress weights were (0.05, 10000) and (0.001, 10), respectively, while the forces were not used. The higher upper bounds for the energy and force weights for the elastic data group were chosen to ensure that the predicted energies and forces are more accurate for these groups relative to other groups. Smaller weights were chosen for the stress components, which have much large absolute magnitudes than the forces. The bounds for R c was set to (4Å, 5Å), which is up to the third nearest neighbor distance in pristine bcc
Mo.
The final SNAP model coefficients (β 0 and β in equation 5) are provided in Table I below, while the optimized weights of the training data are provided in Table S1 . The optimized cutoff radius R c is 4.615858Å, which is slightly larger than the third nearest neighbor distance in pristine bcc Mo.
IV. PERFORMANCE OF MO SNAP MODEL
In this section, we will compare the performance of the optimized Mo SNAP model in predicting many properties of interest.
A. Energies, forces and stresses should be noted that the range of the DFT forces spans from around -23 eV/Å to 25 eV/Å , and the error of SNAP and MEAM compared to this range is small. As shown in Figure   S1b , the force predictions of MEAM start to deviate substantially when the DFT forces are larger than 10 eV/Å, while both the SNAP and EAM models maintain a reasonably linear To further validate our model, we performed DFT calculations on the previously excluded vacancy structures and used this dataset of 120 structures as a test case. The predicted MAEs for the energies, forces and stress components are 6.2 meV/atom, 0.27 eV/Å and 1.73
GPa respectively, comparable to the model performance on the training datasets. The results confirm that the bispectrum coefficient features are remarkably effective at distinguishing variations in the local environment, and our feature distribution PCA data selection strategy is valid. We have also constructed the energy-versus-volume equation of state curves using DFT, SNAP, EAM and MEAM potentials in Figure 4 . It should be noted that this set of data was not included in the training data and works as test data for model evaluation. We observe that the SNAP curve overlaps with DFT for volume changes in the range of -15% to 19% from the equilibrium volume, but begins to deviate slightly when a larger volume compression of magnitude > 15% is applied. The EAM potential deviates significantly from the DFT curve at both tensile and compressive strains, while for the MEAM potential, the agreement with DFT is slightly better than the SNAP model. By fitting the Murnaghan equation of state, the estimated bulk moduli from Figure 4 are 259, 261, 254, and 261 GPa for DFT, SNAP, EAM and MEAM respectively. We note that this estimate of the bulk modulus for the MEAM potential deviates significantly from that estimated using the Voigt-Reuss-Hill approximation (Table II) , and is in much better agreement with the experimental value. The energy at the equilibrium volume has been set as the zero reference.
B. Lattice constant, elastic constants and equation of state

C. Lattice dynamics
To further investigate the prediction of forces and lattice dynamics using the Mo SNAP, the phonon dispersion curve of a Mo 5 × 5 × 5 supercell containing 250 atoms was calculated by feeding the force predictions into the phonopy [51] package and is shown in Figure 5 .
The predicted phonon dispersion curves are in good agreement with the DFT calculated phonon dispersion curves, though a systematic slight overestimation (relative to DFT) of the calculated frequencies are seen with the SNAP. No imaginary frequencies are observed, and the lowest frequency lies on the Γ point. The phonon dispersion curves of both EAM and MEAM are provided in Figure S2 . Both EAM and MEAM show the same overestimation.
We further calculated the thermal properties of Mo by employing different models. Figure   6 shows We have also performed MD simulations of a 10 × 10 × 10 Mo bcc cell containing one vacancy (1999 atoms with the vacancy concentration of 0.05%) over 500 ps at seven temperatures (1500-2900 K) using the Mo SNAP. N pT simulations were carried out using LAMMPS with a time step 1 fs. For each simulation, an equilibration run was carried out over 10 ps, and data was collected during the production run of 500 ps. The mean-squared displacements (MSDs) with respect to simulation time are shown in Figure 7 (a). The diffusion of Mo is extremely slow below the melting point, and the calculated self-diffusivity is 2.57 × 10 −8 cm 2 /s at 2500 K. This is two orders of magnitude higher than the measured experimental diffusivity of about 8.22 × 10 −10 cm 2 /s at 2513 K [49] . We attribute this discrepancy to the fact that the experimental vacancy concentration may be much lower given the high vacancy formation energy, and is temperature dependent. In the MD simulation, a vacancy was artificially introduced, and the vacancy concentration was fixed at all temperatures. From the Arrhenius plot in Figure 7 (b), we estimate the vacancy migration barrier for Mo to be 1.46 eV, which is consistent with the CI-NEB calculated value E m in Table II . 
E. Melting point
We investigated the ability of the Mo SNAP to reproduce the melting point, which is one of the most challenging properties for conventional force fields to predict. The challenge arises because the phase transition results in a sharp change in the interatomic forces, which are difficult to describe in simple interaction terms. In this work, we performed an N pT MD simulation of a 6 × 6 × 6 conventional Mo bcc cell using the SNAP, EAM and MEAM models. The simulation time step was set to 1 fs. The simulations were started at 300 K, and the temperature was ramped up to the desired temperature over 1 ps, followed by equilibration over 10 ps before data collection. 
F. Surfaces and grain boundaries
Finally, the performance of the Mo SNAP was assessed with regards to its ability to predict surface and GB energies. As can be seen from Figure (111), (322) and (332) are higher than that of (100), which is the opposite from that of DFT calculations. In this work, we have developed a SNAP model for Mo that significantly outperforms existing EAM and MEAM potentials across a broad range of properties, including energies, structural stresses, elastic constants, thermochemical properties, melting point, surface and grain boundary energies. We attribute this overall better performance to the effectiveness of the bispectrum coefficients as a unique descriptor for the local environment that is invariant to transformations that preserve material properties.
The most notable "failure" of the optimized SNAP model is in the prediction of the vacancy formation energy, where the EAM and MEAM potentials perform significantly better (see Table II ). We speculate that this could be due to the fact that the SNAP models the energy as a simple linear relation to the bispectrum descriptors, which undergo a large, discontinuous change when a vacancy is introduced. This is a deficiency that can potentially be addressed by relaxing the linear constraint. On the other hand, the SNAP model provides significantly more accurate vacancy migration energies compared to the EAM and MEAM models. We believe this is because the pairwise interactions in EAM and MEAM models are 
B. Model development
We have also demonstrated several enhancements that we believe would be of relevance to future efforts in the development of machine-learned potentials.
First, we have leveraged on a combination of existing data from previous works [32, 33, 36, 37] , as well as newly generated structures from high-throughput DFT calculations for model training and testing. The use of well-validated, pre-existing data led to a significantly more streamlined and efficient model development process. The pre-existing data in this work are mostly from previous works by the current authors, some of which (e.g., surface energies) are
in large, open access online databases. [33, 37, 53] Second, we have shown that an exploratory data analysis performed prior to expensive DFT calculations can result in better quality training data with lower computational effort.
In this work, we utilized a PCA approach to identify the datasets that provide distinct local environment information. This data selection process avoids biasing the training with duplicate data that share common features and also improves the accuracy of the eventual model. For instance, we have previously excluded the vacancy data group based on its overlap with the AIMD groups.
Finally, similar to previous works, we find that the hyperparameters, i.e., the cut-off radius R c for the bispectrum calculations and weights for different data group, can influence the model performance and have to be optimized together with the model training. The choice of the cut-off radius R c has a substantial effect on model accuracy (e.g., in energy and force predictions), while the choice of data weights tend to impact derived material properties. For example, the c 12 elastic constant can vary from 20 GPa to 400 GPa with changes in data weights. A global optimization approach, such as the differential evolution algorithm used in this work, can improve the likelihood of obtaining good solutions, if the bounds are properly set.
VI. CONCLUSION
To conclude, we have developed a SNAP model for Mo by applying a systematic data selection and global optimization approach on a combination of existing as well as newly generated data from DFT calculations. The optimized SNAP model outperforms existing EAM and MEAM potentials for Mo, achieving close to DFT accuracy in the prediction of a spectrum of properties of immense fundamental and technological relevant, including energies, forces, elastic constants, melting point, surface and grain boundary energies. We believe this new chemically-accurate and efficient Mo SNAP potential open ups our ability to probe interesting science with simulations of large-scale models over longer time scales.
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