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Abstract
Let T be a tree space (or tree network) represented by a weighted tree with t vertices, and S be a set
of n stochastic points in T , each of which has a fixed location with an independent existence probability.
We investigate two fundamental problems under such a stochastic setting, the closest-pair problem and
the nearest-neighbor search. For the former, we study the computation of the `-threshold probability
and the expectation of the closest-pair distance of a realization of S. We propose the first algorithm to
compute the `-threshold probability in O(t+n logn+ min{tn, n2}) time for any given threshold `, which
immediately results in an O(t + min{tn3, n4})-time algorithm for computing the expected closest-pair
distance. Based on this, we further show that one can compute a (1 + ε)-approximation for the expected
closest-pair distance in O(t+ ε−1 min{tn2, n3}) time, by arguing that the expected closest-pair distance
can be approximated via O(ε−1n) threshold probability queries. For the latter, we study the k most-
likely nearest-neighbor search (k-LNN) via a notion called k most-likely Voronoi Diagram (k-LVD). We
show that the size of the k-LVD ΨST of S on T is bounded by O(kn) if the existence probabilities of the
points in S are constant-far from 0. Furthermore, we establish an O(kn) average-case upper bound for
the size of ΨST , by regarding the existence probabilities as i.i.d. random variables drawn from some fixed
distribution. Our results imply the existence of an LVD data structure which answers k-LNN queries in
O(logn+ k) time using average-case O(t+ k2n) space, and worst-case O(t+ kn2) space if the existence
probabilities are constant-far from 0. Finally, we also give an O(t + n2 logn + n2k)-time algorithm to
construct the LVD data structure.
1 Introduction
In many real-world applications, due to the existence of noise or limitation of devices, the data obtained may
be imprecise or not totally reliable. In this situation, certain datasets may fail to well capture the features
of data and uncertain ones are more preferable. Motivated by this, the topic of uncertain data has received
significant attentions in the last decades. Many classical problems have been investigated under uncertainty,
including convex hull, minimum spanning tree, range search, linear separability and so forth [1, 4, 10, 14, 15].
Among these works, there are two kinds of commonly used models of uncertainty: existential uncertainty
and locational uncertainty. In the former, each (stochastic) data point has a fixed location with an uncertain
existence depicted by an independent existence probability, while in the latter the location of each point is
uncertain and described as a distribution.
The closest-pair problem and nearest-neighbor search are two interrelated fundamental problems, which
have numerous applications in various areas. The uncertain versions of both the problems have also been
studied recently [1, 9, 11, 14]. Let S be a set of n stochastic points in some metric space X . Concerning the
closest-pair under uncertainty, a basic question one may ask is how to compute elementary statistics about
the stochastic closest-pair of S, e.g., the probability that the closest-pair distance of a realization of S is at
least `, the expected closest-pair distance, etc. Unfortunately, most problems of this kind have been shown
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to be NP-hard or #P-hard for general metric, and some of them remain #P-hard even when X = Rd for
d ≥ 2 [9, 11]. Due to the hardness of the stochastic closest-pair problems in general and Euclidean space, it
is then natural to ask whether these problems are easier in other kinds of metric spaces such as tree space (or
tree network). Concerning the nearest-neighbor search under uncertainty, an important problem is the most-
likely nearest-neighbor (LNN) search [14], which looks for the data point in S with the greatest probability
of being the nearest-neighbor of a query point q. The LNN search induces the concept of most-likely Voronoi
diagram (LVD), which decomposes X into connected cells such that the query points in the same cell have
the same LNN. Some results about the LVD and LNN search are given in [14]. However, the existing results
are only for 1-LNN search in X = R1. More generally, one may consider the problem of k-LNN search, which
reports the k points in S with the greatest probabilities of being the nearest-neighbor of q. Furthermore, it
is also interesting to investigate the LNN search and LVD in less-trivial non-Euclidean metric spaces.
With the above motivations, in this paper, we study the stochastic closest-pair (SCP) problem and k
most-likely nearest-neighbor (k-LNN) search in tree spaces. A tree space T is represented by a positively-
weighted tree T where the weight of each edge depicts its “length”. Formally, T is the geometric realization
of T , in which each edge weighted by w is isometric to the interval [0, w]. There is a natural metric over
T which defines the distance dist(x, y) as the length of the (unique) simple path between x and y in T .
See Figure 1 for an example of tree space. Following [9, 11, 14], we study the problems under existential
uncertainty: each stochastic point has a fixed location (in T ) associated with an (independent) existence
probability. Due to limited space, the proofs of all lemmas and some theorems are deferred to Appendix A.
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Figure 1: An example of tree space.
Our result. Let T be a tree space represented by a t-vertex weighted tree T , and S be the given set of n
stochastic points in T each of which is associated with an existence probability. A realization of S refers to
a random sample of S in which each point is sampled with its existence probability.
For the SCP problem, define κ(S) as a random variable indicating the closest-pair distance of a realization
of S. We first show that the `-threshold probability of κ(S) (i.e., the probability that κ(S) is at least `)
can be computed in O(t+ n log n+ min{tn, n2}) time for any given positive threshold `. Based on this, we
immediately obtain an O(t+ min{tn3, n4})-time algorithm for computing the expected closest-pair distance,
i.e., the expectation of κ(S). We then further show that one can approximate the expected closest-pair
distance within a factor of (1 + ε) in O(t+ ε−1 min{tn2, n3}) time, by arguing that the expected closest-pair
distance can be approximated via O(ε−1n) threshold probability queries.
For the LNN search, we first study the size of the the k-LVD ΨST of S on T . A matching O(n2) upper
bound for the worst-case size of ΨST is given. More interestingly, we show that (1) the worst-case size of Ψ
S
T
is O(kn), if the existence probabilities of the points in S are constant-far from 0; (2) the average-case size of
ΨST is O(kn), if the existence probabilities are i.i.d. random variables drawn from a fixed distribution. These
results further imply the existence of an LVD data structure which answers k-LNN queries in O(log n + k)
time using average-case O(t + k2n) space, and worst-case O(t + k2n) space if the existence probabilities of
the points are constant-far from 0. Finally, we give an O(t + n2 log n + n2k)-time algorithm to construct
such a data structure.
Related work. The topic of uncertain data has received significant attentions in various areas such as
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computational geometry, algorithms, databases, etc. Many classical problems have been studied in stochastic
settings, including convex hull [4, 12, 15], minimum spanning tree [10], range search [2, 5], linear separability
[7, 16], top-k queries [6, 8], etc.
More relevantly, the stochastic versions of the closest-pair problem and nearest-neighbor search have also
been investigated in [1, 3, 9, 11, 14]. Kamousi et al. [11] show that computing the `-threshold probability of
the closest-pair distance and some variants of the problem are #P-hard under existential uncertainty even
in R2. The nearest-neighbor search is also considered in [11] under existential uncertainty, but the studied
problem is to find the point minimizing the expected distance to the query point instead of the LNN. Huang
et al. [9] give hardness results and randomized approximation algorithms for some stochastic closest-pair
related problems under general metric. It is shown in [9] that computing the expected closest-pair distance
under existential uncertainty is #P-hard in a general metric space. Agarwal et al. [1, 3] study the uncertain
nearest-neighbor search, but their main focus is the locational uncertainty and the problems studied are
quite different from the LNN search. Suri et al. [14] investigate the LNN search and give upper bounds for
the complexity of the LVD as well as the way to construct the LVD.
However, only the case of 1-LNN search in R1 is studied in [14]. The problem in general Euclidean space
and non-Euclidean metric spaces is quite open, so is the k-LNN search.
2 The stochastic closest-pair problems
Let T be a tree space represented by a t-vertex weighted tree T and S = {a1, . . . , an} ⊂ T be a set of
stochastic points where ai has an existence probability piai . We use κ(S) to denote the random variable
indicating the closest-pair distance of a realization of S (if the realization is of size less than 2, we simply
set its closest-pair distance to be 0).
2.1 Computing the threshold probability
We study the problem of computing the probability that κ(S) is at least ` for a given threshold `. We call
this quantity the `-threshold probability or simply threshold probability of κ(S), and denote it by C≥`(S). We
show that C≥`(S) can be computed in O(t+ n log n+ min{tn, n2}) time. This result gives us an O(t+ n2)
upper bound for t = Ω(n) and an O(n log n + tn) bound for t = O(n). In the rest of this section, we first
present an O(t+n3)-time algorithm for computing C≥`(S), and then show how to improve it to achieve the
desired bound. For simplicity of exposition, we assume a1, . . . , an have distinct locations in T (note that the
degenerate case can be easily handled by replacing the stochastic points at the same location with a new
stochastic point with an appropriate existence probability).
2.1.1 An O(t+ n3)-time algorithm
In order to conveniently and efficiently handle the stochastic points in a tree space, we begin with a prepro-
cessing, which reduce the problem to a more regular setting.
Theorem 1 Given T and S, one can compute in O(t + n log n) time a new tree space T ′ ⊆ T represented
by an O(n)-vertex weighted tree T ′ such that S ⊂ T ′ and every point in S is located at some vertex of T ′.
(See Appendix A.1 for a proof.)
By the above theorem, we use O(t+ n log n) time to compute such a new tree space. Using this tree space
as well as the O(n)-vertex tree representing it, the problem becomes more regular: every stochastic point in
S is located at a vertex. We can further make the stochastic points one-to-one corresponding to the vertices
by adding dummy points with existence probability 0 to the “empty” vertices. In such a regular setting,
we then consider how to compute the `-threshold probability. For convenience, we still use T to denote the
representation of the (new) tree space and S = {a1, . . . , an} the stochastic dataset (though the actual size of
S may be larger than n due to the additional dummy points, it is still bounded by O(n)). Since the vertices
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of T are now one-to-one corresponding to the points in S, we also use ai to denote the corresponding vertex
of T .
As we are working on a tree space, a natural idea for solving the problem is to exploit the recursive
structure of the tree and to compute C≥`(S) in a recursive fashion. To this end, we need to define an
important concept called witness. We make T rooted by setting a1 as its root. The subtree rooted at a
vertex x is denoted by Tx. Also, we use V (Tx) to denote the set of the stochastic points lying in Tx, or
equivalently, the set of the vertices of Tx. The notations p¯(x) and ch(x) are used to denote the parent of x
and the set of the children of x, respectively (for convenience we set p¯(a1) = a1).
Definition 2 Let dep(ai) be the depth of ai in T , i.e., dep(ai) = dist(a1, ai). For any ai and aj, we define
ai ≺ aj if dep(ai) < dep(aj), or dep(ai) = dep(aj) and i < j. Clearly, the relation ≺ is a strict total order
over S (also, over the vertices of T ). For any subset S′ ⊆ S and any vertex ai of T , we define the witness
of ai with respect to S
′, denoted by ω(ai, S′), as the smallest vertex in V (Tai) ∩ S′ under the ≺-order. If
V (Tai) ∩ S′ = ∅, we say ω(ai, S′) is not defined.
See Figure 2 for an illustration of witness. We say a subset S′ ⊆ S legal if the closest-pair distance of S′ is
at least `. The following lemma allows us to verify the legality of a subset by using the witnesses, which will
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Figure 2: An illustration of witness.
be used later.
Lemma 3 For any S′ ⊆ S, we have S′ is legal if and only if any point ai ∈ S\{a1} satisfies one of the
following three conditions:
(1) ω(ai, S
′) is not defined;
(2) ω(ai, S
′) = ω(p¯(ai), S′);
(3) dist(ω(ai, S
′), ω(p¯(ai), S′)) ≥ `.
If ai satisfies one of the above conditions, we say that S
′ is locally legal at ai.
In order to compute C≥`(S), we define, for all x ∈ S and y ∈ V (Tp¯(x)),
Py(x) =

Pr
S′⊆RV (Tx)
[S′ is legal and ω(x, S′) = y] if y ∈ V (Tx),
Pr
S′⊆RV (Tx)
[S′ ∪ {y} is legal and ω(p¯(x), S′ ∪ {y}) = y] if y ∈ V (Tp¯(x))\V (Tx).
Here the notation ⊆R means that the former is a realization of the latter, i.e., a random sample obtained
by sampling each point with its existence probability. With the above, we immediately have that C≥`(S) =∑n
i=1 Pai(a1)− P0, where P0 is the probability that a realization of S contains exactly one point. We then
show how Py(x) can be computed in a recursive way.
Theorem 4 For x ∈ S and y ∈ V (Tx), we have that
Py(x) = Q ·
∏
c∈ch(x)
Py(c),
where Q = pix if x = y and Q = 1− pix if x 6= y.
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Proof. By definition, when y ∈ V (Tx), Py(x) is the probability that a realization S′ ⊆R V (Tx) is legal and
ω(x, S′) = y. If x = y, x must be in S′ in order to have ω(x, S′) = y. Otherwise, if x 6= y, x must not be
in S′. Thus, the meaning of the factor Q in the formula is clear. Then we consider the vertices in V (Tx)
other than x. Clearly, if S′ is legal, then S′ ∩ V (Tc) is also legal for any c ∈ ch(x). Also, if ω(x, S′) = y,
then w(c, S′ ∩ V (Tc)) = y if y ∈ V (Tc) and w(p¯(c), (S′ ∩ V (Tc)) ∪ {y}) = y if y /∈ V (Tc). Therefore, the
probabilities of all the legal instances S′ ⊆ V (Tx) satisfying ω(x, S′) = y are counted by the right-hand side
of the formula. It suffices to show that the right-hand side does not overestimate the probability, i.e., every
instance S′ counted by the right-hand side truly satisfies the desired properties: S′ is legal and ω(x, S′) = y.
Let S′ be an instance counted by the right-hand side. The property ω(x, S′) = y is obviously satisfied. To
see S′ is legal, by Lemma 3, we only need to verify the local legality of S′ at every vertex in S\{a1}. Since S′
does not contain any vertices outside V (Tx), the local legalities at x and all ai /∈ V (Tx) clearly hold. Also,
S′ is locally legal at any ai ∈ V (Tx)\(ch(x) ∪ {x}), because each factor Py(c) forces S′ ∩ V (Tc) to be legal.
Now we verify that S′ is locally legal at any c ∈ ch(x). If y ∈ V (Tc), then ω(c, S′) = ω(x, S′) = y and hence
S′ is legal at c. If y /∈ V (Tc), then the factor Py(c) forces (S′ ∩ V (Tc)) ∪ {y} to be legal and thus either
ω(c, S′) is not defined or dist(ω(c, S′), y) ≥ `, which implies that S′ is legal at c. 
Theorem 5 For x ∈ S and y ∈ V (Tp¯(x))\V (Tx), we have that
Py(x) =
∏
ai∈V (Tx)
(1− piai) +
∑
z∈Γ
Pz(x),
where Γ = {z ∈ V (Tx) : y ≺ z and dist(z, y) ≥ `}. (See Appendix A.3 for a proof.)
By the above two theorems, the values of all Py(x) can be computed as follows. We enumerate x ∈ S
from the greatest to the smallest under ≺-order. For each x, we first compute all Py(x) for y ∈ V (Tx)
by applying Theorem 4. After this, we are able to compute all Py(x) for y ∈ V (Tp¯(x))\V (Tx) by applying
Theorem 5. The entire process takes O(n3) time. Once we have the values of all Py(x), C≥`(S) can be
computed straightforwardly. Including the time for preprocessing, this gives us an O(t+n3)-time algorithm
for computing C≥`(S).
2.1.2 Improving the runtime
We first show how to improve the runtime of the above algorithm to O(t + n2). Note that computing all
Py(x) for x ∈ S and y ∈ V (Tx) takes only O(n2) time in total, as we can charge the time for computing
Py(x) to the pairs (y, c) for c ∈ ch(x) and thus each pair of vertices is charged at most a constant amount of
time. So the bottleneck is the computation of Py(x) for y ∈ V (Tp¯(x))\V (Tx). For a specific x ∈ S, we want
to compute all Py(x) for y ∈ V (Tp¯(x))\V (Tx) in linear time. To achieve this, we review the formula given
in Theorem 5. Assume that V (Tx) = {z1, . . . , zm} where z1 ≺ · · · ≺ zm, and V (Tp¯(x))\V (Tx) = {y1, . . . , yr}
where y1 ≺ · · · ≺ yr. Define
Γyi = {z ∈ V (Tx) : yi ≺ z and dist(z, yi) ≥ `}
for i ∈ {1, . . . , r}. Then Pyi(x) is just the sum of
∏m
j=1(1− pizj ) and all Pz(x) for z ∈ Γyi .
Theorem 6 Each set Γyi is a suffix of the sequence (z1, . . . , zm), i.e., Γyi = {zj , zj+1, . . . , zm} for some
j ∈ {1, . . . ,m}. Furthermore, we have that Γy1 ⊆ · · · ⊆ Γyk ⊇ · · · ⊇ Γyr for some k ∈ {1, . . . , t}. (See
Appendix A.4 for a proof.)
The above observation gives us the idea to efficiently compute the values of Py1(x), . . . , Pyr (x). Instead
of computing Pyi(x) straightforwardly using the formula given in Theorem 5, we compute each Pyi(x) by
modifying Pyi−1(x). Specifically, we first compute Py1(x) straightforwardly and then begin to compute
Py2(x), . . . , Pyr (x) in order. If Γyi ⊆ Γyi−1 , we compute Pyi(x) by subtracting all Pz(x) for z ∈ Γyi−1\Γyi
from Pyi−1(x). Otherwise, if Γyi ⊇ Γyi−1 , we compute Pyi(x) by adding all Pz(x) for z ∈ Γyi\Γyi−1 to
Pyi−1(x). According to Theorem 6, in the entire process, each Pz(x) for z ∈ {z1, . . . , zm} is at most added and
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subtracted once. Therefore, with the sequence (z1, . . . , zm) in hand, it is easy to compute Py1(x), . . . , Pyr (x)
in O(n) time. Note that the sequence (z1, . . . , zm) can be easily obtained in O(n) time, if we sort all the
points a1, . . . , an in ≺-order at the beginning of the algorithm. This improves the overall time complexity
to O(t+ n2).
Indeed, we can further improve the runtime to O(t+n log n+min{tn, n2}). In other words, we show that
C≥`(S) can be computed in O(n log n+ tn) time when t = O(n). To achieve this, we retrospect the original
tree space (before the preprocessing) which is represented by a t-vertex tree. Intuitively, if t is significantly
smaller than n, then most stochastic points in S are located inside the interiors of the edges of the original
tree. In this case, after the preprocessing, we will have a lot of “chain” structures in the new tree T . This
gives us the insight to further improve our algorithm.
Definition 7 A chain of T is a sequence of vertices (b1, . . . , bk) satisfying
(1) bi is the only child of bi−1 for i ∈ {2, . . . , k};
(2) bk has at most one child;
(3) b1 is either the root or the only child of p¯(b1).
(See Figure 3 for an example of chain.) A chain is maximal if it is not properly contained in another chain.
A vertex of T is called chain vertex if it is contained in some chain. Otherwise, it is called non-chain
vertex.
Theorem 8 If T is a tree space represented by a t-vertex tree and T ′ ⊆ T is also a tree space represented
by a rooted tree T , then the number of the non-chain vertices of T is O(t). (See Appendix A.5 for a proof.)
Root
A chain
A chain
Figure 3: An example of chains.
One can easily verify that when removing all the non-chain vertices (and their adjacent edges) from T , each
connected component of the remaining forest corresponds to a maximal chain of T . Thus, the number of
the maximal chains of T is also bounded by O(t).
Now we explain why the chains of T are helpful for us. Let (b1, . . . , bk) be a chain of T . For convenience
of exposition, we assume bk has a (unique) child bk+1 and b1 has the parent b0. Our previous algorithm
takes O(kn) time to compute all Py(x) for x ∈ {b1, . . . , bk} and y ∈ V (p¯(x)). To improve the runtime,
we want that these values can be computed in O(n) time. This seems impossible as the number of the
values to be computed is Θ(kn) in worst case. However, instead of computing these values explicitly, we can
compute them implicitly. Note that Py(bi) is defined only when y ∈ {bi−1, . . . , bk} ∪ V (Tbk+1). Set σ0 = 1
and σi =
∏i
j=1(1− pibj ) for i ∈ {1, . . . , k}. Let bi ∈ {b1, . . . , bk} be a vertex in the chain. By Theorem 4, we
observe the following. First, for any y ∈ V (Tbk+1), we have that Py(bi) = Py(bk+1) · σk/σi−1. Furthermore,
we have that Pbi(bi) = pibi · Pbi(bi+1) and
Pbj (bi) = Pbj (bj) ·
σj−1
σi−1
= Pbj (bj+1) ·
pibjσj−1
σi−1
for j ∈ {i + 1, . . . , k}. Thus, as long as we know the values of σ1, . . . , σk and Pb0(b1), . . . , Pbk−1(bk), any
Py(x) with x ∈ {b1, . . . , bk} can be computed in constant time (note that the values of Py(bk+1) are already
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in hand when we deal with the chain). In other words, to implicitly compute all Py(x) for x ∈ {b1, . . . , bk},
it suffices to compute σ1, . . . , σk and Pb0(b1), . . . , Pbk−1(bk), and associate to each bi the values of σi and
Pbi−1(bi). Clearly, one can easily compute σ1, . . . , σk in O(k) time. We then show that Pb0(b1), . . . , Pbk−1(bk)
can be computed in O(n) time. Define Ai = {z ∈ V (Tbi) : dist(z, bi−1) ≥ `}, then Ak ⊆ Ak−1 ⊆ · · · ⊆ A1
and each Ai is a suffix of the ≺-order sorted sequence of the vertices in V (Tb0). Now by Theorem 5, one can
deduce that
Pbi−1(bi) = (1− pibi) · Pbi(bi+1) +
∑
z∈Ai\Ai+1
Qz · Pz(bi+1),
where Qz = pibi if z = bi and Qz = 1 − pibi otherwise. Thus, if the computation is taken in the order
Pbk−1(bk), . . . , Pb0(b1), then each Pbi−1(bi) can be easily computed in O(|Ai\Ai+1|) time. In this way, we use
O(n) time to implicitly compute all Py(x) for x ∈ {b1, . . . , bk}. It turns out that the computation task for
any chain can be done in O(n) time.
With this in hand, it is not difficult to compute all Py(x) in O(tn) time. We enumerate x ∈ S from the
greatest to the smallest under ≺-order. For each x visited, if x is a non-chain vertex, we use O(n) time to
explicitly compute all Py(x) in the previous way. If x is the deepest vertex of a chain, i.e., x has no child
or its child is a non-chain vertex, then we find the maximal chain containing x and implicitly complete the
computation task for this chain in O(n) time. Otherwise, if x is a chain vertex but not the deepest one, we
just skip it as all Py(x) have been implicitly computed previously. The entire process takes O(tn) time, as
there are O(t) non-chain vertices and O(t) maximal chains. Including the time for preprocessing and sorting
a1, . . . , an, we solve the problem in O(n log n + tn) time. Combining with the case t = Ω(n), we finally
conclude the following.
Theorem 9 Given a weighted tree T with t vertices and a set S of n stochastic points in its tree space T , one
can compute the `-threshold probability of the closest-pair distance of S, C≥`(S), in O(t+n log n+min{tn, n2})
time.
2.2 Computing the expected closest-pair distance
Based on our algorithm for computing the threshold probability, we further study the problem of computing
the expected closest-pair distance of S, i.e., the expectation of κ(S). It is easy to see that our algorithm
in Section 2.1 immediately gives us an O(t + min{tn3, n4}) algorithm to compute E[κ(S)]. This is because
the random variable κ(S) has at most
(
n
2
)
distinct possible values and hence we can compute E[κ(S)] via
O(n2) threshold probability “queries” with various thresholds ` (note that after preprocessing our algorithm
answers each threshold probability query in O(min{tn, n2}) time).
Theorem 10 Given a tree space T represented by a t-vertex weighted tree T and a set S of n stochastic
points in T , one can compute the expected closest-pair distance of S, E[κ(S)], in O(t+ min{tn3, n4}) time.
If we want to compute the exact value of E[κ(S)] (via threshold probability queries), Θ(n2) queries are
necessary in worst case. So it is natural to ask whether we can use less queries to approximate E[κ(S)].
In the rest of this section, we show that one can use O(ε−1n) threshold probability queries to achieve a
(1 + ε)-approximation for E[κ(S)], which in turn gives us an O(t + ε−1 min{tn2, n3})-time approximation
algorithm for computing E[κ(S)].
For simplicity of exposition, we assume that the stochastic points in S are now one-to-one corresponding
to the vertices of T (this is what we have after preprocessing). We begin with a simple case, in which the
spread of T , i.e., the ratio of the length of the longest edge to the length of the shortest edge is bounded
by some polynomial of n. In this case, to approximate E[κ(S)] is fairly easy, and we only need O(ε−1 log n)
threshold probability queries.
Definition 11 For β > α > 0 and τ > 1, the (α, β, τ)-jump is defined as the set
J = {α, τα, τ2α, . . . , τkα, β},
where τkα < β and τk+1α ≥ β.
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Let dmin be the length of the shortest edge of T and dmax be the sum of the lengths of all edges of T . Also,
let J be the (dmin, dmax, 1 + ε)-jump. Suppose J = {`1, . . . , `|J|}. Then we do |J | threshold probability
queries using the thresholds `1, . . . , `|J|, and compute
E =
|J|∑
i=1
C≥`i(S) · (`i − `i−1)
as an approximation of E[κ(S)] (where `0 = 0). Note that |J | = O(log1+ε dmaxdmin ) = O(log1+ε n) = O(ε−1 log n).
It is easy to verify that E ≤ E[κ(S)] ≤ (1 + ε)E.
The problem becomes interesting when the spread of T is unbounded. In this case, although the above
method still correctly approximates E[κ(S)], the number of the threshold probability queries is no longer
well bounded. Imagine that the O(n2) possible values of κ(S) are distributed as `, (1 + ε)`, (1 + ε)2`, etc.
Then the (dmin, dmax, 1 + ε)-jump J is of size Ω(n
2). Moreover, for guaranteeing the correctness, it seems
that we cannot “skip” any element in J . However, as one will realize later, such an extreme situation can
never happen. Recall that we are working on a weighted tree and the O(n2) possible values of κ(S) are
indeed the pairwise distances of the vertices of the tree. As such, these values are not arbitrary, and our
insight here is to exploit the underlying properties of the distribution of these values.
Let e1, . . . , en−1 be the edges of T where ei has the length (weight) wi. Assume w1 ≤ · · · ≤ wn−1. We
define an index set
I =
{
m :
m−1∑
i=1
wi < wm
}
.
Suppose I = {m1, . . . ,mk} where m1 < · · · < mk. Note that m1 = 1. For convenience, we set mk+1 = n. We
design our threshold probability queries as follows. Let Ji be the (wmi , si, 1+ε)-jump where si =
∑
j<mi+1
wj ,
and J = J1 ∪ · · · ∪ Jk. Suppose J = {`1, . . . , `|J|} and set `0 = 0. Similarly to the previous case, we do |J |
threshold probability queries using the thresholds `1, . . . , `|J|, and compute
E =
|J|∑
i=1
C≥`i(S) · (`i − `i−1)
as an approximation of E[κ(S)]. We first verify the correctness, i.e., E ≤ E[κ(S)] ≤ (1 + ε)E. The fact
E ≤ E[κ(S)] can be easily verified. To see the inequality E[κ(S)] ≤ (1 + ε)E, we define a piecewise-constant
function h : R+ ∪ {0} → [0, 1] as
h(`) =
 C≥`i(S) if (1 + ε)`i < ` ≤ (1 + ε)`i+1,0 if ` > (1 + ε)l|J|,
1 if ` = 0.
Then it is clear that (1 + ε)E =
∫∞
0
h(`)d`. We claim that
∫∞
0
h(`)d` ≥ ∫∞
0
C≥`(S)d`, whence we have
E[κ(S)] ≤ (1 + ε)E. Note that the jumps J1, . . . , Jk are disjoint and each of them contains a consecutive
portion of the sequence `1, . . . , `|J|. Furthermore, if `i and `i+1 belong to different jumps, then there is
no possible value of κ(S) within the range (`i, `i+1), i.e., C≥`(S) is constant when ` ∈ [`i, `i+1). With
this observation, it is not difficult to verify that h(`) ≥ C≥`(S) for any ` ≥ 0. Consequently, we have
E[κ(S)] ≤ (1 + ε)E, which implies the correctness of our method. Now the only thing remaining is to bound
the number of the threshold probability queries.
Theorem 12 For each jump Ji, we have |Ji| = O(ε−1(mi+1 −mi)). As a result, the total number of the
threshold probability queries, |J |, is O(ε−1n). (See Appendix A.6 for a proof.)
Indeed, the above method can be extended to a much more general case, in which the stochastic dataset S
is given in any metric space X (not necessarily a tree space). In this case, one can still define the threshold
probability C≥`(S) as well as the expected closest-pair distance E[κ(S)] in the same fashion. Our conclusion
is the following.
8
Theorem 13 Given a set S of n stochastic points in a metric space X , one can (1 + ε)-approximate the
expected closest-pair distance of S, E[κ(S)], via O(ε−1n) threshold probability queries. (See Appendix A.7
for a proof.)
Concerning the expected closest-pair distance in tree space, we can eventually conclude the following by
plugging in our algorithm in Section 2.1 for computing C≥`(S).
Corollary 14 Given a tree space T represented by a weighted tree T with t vertices and a set S of n
stochastic points in T , one can compute a (1 + ε)-approximation for the expected closest-pair distance of S,
E[κ(S)], in O(t+ ε−1 min{tn2, n3}) time.
3 The most-likely nearest-neighbor search
In this section, we study the k most-likely nearest-neighbor (k-LNN) search in a tree space. Again, let T
be a tree space represented by a t-vertex weighted tree T and S = {a1, . . . , an} ⊂ T be the given stochastic
dataset where the point ai has an existence probability piai . The k-LNN search problem can be defined as
follows. Let q ∈ T be any point. For each ai ∈ S, define NNPq(ai) as the probability that the nearest-
neighbor of q in a realization of S is ai. Clearly, the nearest-neighbor of q in a realization is ai iff ai is in the
realzation and any point closer to q is not in the realization. Therefore, we have
NNPq(ai) = piai ·
∏
x∈Γ
(1− pix),
where Γ = {x ∈ S : dist(q, x) < dist(q, ai)}. Given a query point q ∈ T , the goal of the k-LNN search is
to report the k-LNN of q, which is a k-sequence (ai1 , . . . , aik) of points in S such that NNPq(ai1) ≥ · · · ≥
NNPq(aik) ≥ NNPq(aj) for all j /∈ {i1, . . . , ik}. For convenience, we assume NNPq(ai) 6= NNPq(aj) for any
q ∈ T and ai 6= aj so that the k-LNN of any query point q ∈ T is uniquely defined.
A standard tool for nearest-neighbor search is the Voronoi diagram. In stochastic setting, we seek the
most-likely Voronoi diagram (LVD), the concept of which is for the first time introduced in [14]. The k-LVD
partitions the query space into connected cells such that points in the same cell have the same k-LNN.
Figure 4 presents an example of 1-LVD in a tree space.
2.2
pia1 = 0.35
a1
a2
pia2 = 0.45
a3
pia3 = 0.9
3.2
3
1.8
2.3
2
2
a4
pia4 = 0.1
Figure 4: A tree-space 1-LVD with 3 cells.
3.1 The size of the tree-space LVD
We use ΨST to denote the k-LVD of S on T , i.e., the collection of the cells. Formally, ΨST can be defined as
follows. For any k-sequence η = (ai1 , . . . , aik), let Ψη be the set of the connected components of the subspace
{q ∈ T : η is the k-LNN of q}. Then ΨST is the union of Ψη over all possible η. Clearly, the size of ΨST
significantly influences the space efficiency of the LVD-based algorithm for k-LNN search. Let mij ∈ T be
the “midpoint” of ai and aj , i.e., the midpoint of the path between ai and aj in T . It is easy to see that the
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k-LNN only changes nearby these
(
n
2
)
midpoints. However, this does not immediately imply that the size of
ΨST is bounded by O(n
2). The reason is that O(n2) points do not necessarily decompose T into O(n2) pieces
(cells), unless these points only locate in the interiors of the edges. Note that throughout this section, we do
not make any spatial assumption about the midpoints. In other words, it is allowed that different midpoints
occupy the same location in T , and some midpoints locate at the vertices of T . The reason why we allow
this is explained in Appendix B. It is not surprising that even in such a general setting, the size of ΨST is still
bounded by O(n2). We will see this later as a direct corollary of a technical result (Lemma 16).
Definition 15 For any two midpoints mij and mi′j′ , we define mij ≡ mi′j′ iff mij and mi′j′ have the
same location in T and dist(ai,mij) = dist(aj ,mij) = dist(ai′ ,mi′j′) = dist(aj′ ,mi′j′). Clearly, ≡ is an
equivalence relation over the midpoints. We call the equivalence classes under ≡ centers of S and use [mij ]
to denote the center that contains mij. A stochastic points ai ∈ S is said to be involved by a center c if
c = [mij ] for some j. The degree of a center c, denoted by deg(c), is defined as the number of the connected
components of T \cˆ that contain at least one point involved by c, where cˆ denotes the point in T corresponding
to c, and each such component is called a branch of c. A center c is said to be critical if cˆ is not in the
interior of any cell C ∈ ΨST and there exists at least one point involved by c that is in the k-LNN of cˆ. (See
Figure 5 for an intuitive illustration of center.)
3
2
2
2.8 2.2
2.2
2.9
3.2
3.6
1.4
1
1.5
A center c
2.5
2.3
Figure 5: A degree-3 center involving 5 points.
Lemma 16 Let Γ be the set of the critical centers and ξ =
∑
c∈Γ deg(c). Then |ΨST | ≤ ξ + 1.
The above lemma immediately gives us the O(n2) upper bound for the size of ΨST . Indeed, a center c of S
contains at least Ω(deg(c) ·m) midpoints, where m is the number of the points involved by c, so ξ + 1 is
at most O(n2). Unfortunately, this upper bound is tight, following from the Ω(n2) worst-case lower bound
for the size of the 1-dim 1-LVD given by [14] (note that the 1-dim LVD is a special case of the tree-space
LVD). Surprisingly, we show that, if we make reasonable assumptions for the existence probabilities of the
stochastic points or consider the average case, the size of ΨST is significantly smaller. Our results are the
following.
• If the existence probabilities of all points in S are constant-far from 0, i.e., there is a fixed constant
ε > 0 such that piai ≥ ε for all ai ∈ S, then the size of the k-LVD ΨST is O(kn). Note that this
assumption about the existence probabilities is natural and reasonable. In applications, an extremely
small existence probability means the data point is highly unreliable. Such a point can be considered
as a noise and removed from the dataset.
• The average-case size of the k-LVD ΨST is O(kn). For the average-case analysis we assume that the
existence probabilities of the points in S are i.i.d. random variables drawn from any fixed distribution
(e.g., the uniform distribution among [0, 1]). In other words, we consider the expectation of |ΨST | when
pia1 , . . . , pian are such random variables. The interesting point is that the O(kn) upper bound is totally
independent of the structure of T and the locations of the stochastic points. The randomness is only
applied to the existence probabilities in our average-case analysis.
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To prove these bounds requires new ideas. By Lemma 16, to bound the size of ΨST , it suffices to bound the
degree-sum of the critical centers. Intuitively, if a center c is far from the points it involves (compared with
other points in S), then c is less likely to be critical, as the c-involved points are less likely to be in the
k-LNN of cˆ. Along with this intuition, we define the following.
Definition 17 For any center c, the diameter of c, denoted by diam(c), is defined as the distance from
cˆ to the c-involved points. Let A ⊂ T be a finite set. We define the depth of c with respect to A as
depA(c) = |{x ∈ A : dist(x, c) < diam(c)}|, i.e., the number of the points in A which are closer to c than the
c-involved points.
Our idea here is to first bound the “contribution” (degree-sum) of the “shallow” centers, and then further
bound the degree-sum of the critical centers. Specifically, we investigate the degree-sum of the d-shallow
centers of S, i.e., the centers of depth less than d with respect to S.
Lemma 18 For 1 ≤ d ≤ n− 1, the degree-sum of the d-shallow centers of S is at most 8dn.
Now we are ready to prove the O(kn) bound for |ΨST | under the “constant-far from 0” assumption about the
existence probabilities.
Lemma 19 If the existence probabilities of the points in S are constant-far from 0, then a center of S is
critical only if it is O(k)-shallow.
Theorem 20 If the existence probabilities of the points in S are constant-far from 0, then the size of the
k-LVD ΨST is O(kn).
Proof. Suppose the existence probabilities pia1 , . . . , pian are constant-far from 0. Lemma 19 shows that all
the critical centers of S are O(k)-shallow. By further applying Lemma 18, the degree-sum of the critical
centers is O(kn). Finally, by Lemma 16, the size of ΨST is O(kn). 
To prove the bound for the average-case size requires more efforts. Let f be a fixed probability distribution
function whose support is in (0, 1] and µ be the supremum of the support of f . Define µ0 = µ/(1 + µ) and
λ = 1 − ∫ µ0−∞ f(x)dx. For convenience, here we assume f is a continuous distribution (if f is discrete, λ
can be defined similarly by replacing the integration with a summation). Clearly, if X is a random variable
drawn from f , then λ = Pr[X > µ0]. Note that λ is always positive by definition. The following lemma
clarifies the meaning of µ0.
Lemma 21 Suppose pia1 , . . . , pian are i.i.d. random variables drawn from f . For any center c of S, the event
“c is critical” does not happen if there are k (distinct) points ai1 , . . . , aik in S closer to cˆ than the c-involved
points such that piai1 , . . . , piaik are greater than µ0.
Theorem 22 The average-case size of ΨST is O(kn), provided that the existence probabilities of the points
in S are i.i.d. random variables drawn from a fixed distribution.
Proof. Suppose the existence probabilities pia1 , . . . , pian are drawn independently from f . Lemma 21 implies
that, if c is a center of S with depS(c) = d ≥ k, then
Pr[c is critical] ≤ ud =
k−1∑
i=0
(
d
i
)
λi(1− λ)d−i.
Then by applying Lemma 16, we have
E[|ΨST |] ≤
∑
c
Pr[c is critical] · deg(c) ≤
∑
c∈Hk
deg(c) +
n−1∑
d=k+1
∑
c∈Hd
(ud−1 − ud)deg(c),
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where Hd is the set of the d-shallow centers of S. Observe that
ud−1 − ud =
(
d− 1
k − 1
)
λk(1− λ)d−k.
Based on this and Lemma 18, we further have
E[|ΨST |] ≤ 8kn+ 8n
n−1∑
d=k+1
(
d− 1
k − 1
)
λk(1− λ)d−kd.
Note that
n−1∑
d=k+1
(
d− 1
k − 1
)
λk(1− λ)d−kd = k
(
λ
1− λ
)k n−1∑
d=k+1
(
d
k
)
(1− λ)d.
By an induction argument on k, it is not difficult to see that
n−1∑
d=k+1
(
d
k
)
(1− λ)d <
∞∑
d=k
(
d
k
)
(1− λ)d = (1− λ)
k
λk+1
.
Finally, by combining the inequalities, we have E[|ΨST |] ≤ 8kn+ 8knλ = O(kn). 
3.2 Constructing LVD and answering queries
In this section, we show how to construct the k-LVD ΨST and use it to answer k-LNN queries. Let e1, . . . , et−1
be the edges of T . Assume each edge ei has a specified “start point” si (which is one of its two endpoints)
and the query point q is specified via a pair (i, δ) meaning the point on ei with distance δ to si.
We first explain the data structure used for storing the k-LVD ΨST and answering queries. The LVD data
structure is simple. First, it contains |ΨST | arrays (called answer arrays) each of which stores the k-LNN
answer of one cell of ΨST . This part takes O(k|ΨST |) space. In addition to the answer arrays, we also need to
record the structure of ΨST . For each edge ei of T , we use a sorted list Li to store the “cell-decomposition” of
ei, i.e., how Ψ
S
T decomposes ei. Specifically, the intersection of each cell C ∈ ΨST and ei is an “interval” (may
be empty). These intervals (associated with the corresponding cell-labels) are stored in Li in the order they
appear on ei. Note that this part takes O(t + |ΨST |) space. Indeed, if an edge is decomposed into p pieces
(intervals) by ΨST , then it at least entirely contains (p− 2) cells of ΨST (so we can charge these (p− 2) pieces
to the corresponding cells and the remaining two pieces to the edge). Therefore, the total space of the LVD
data structure is O(t + k|ΨST |). To answer a query q = (i, δ), we first do a binary search in the list Li to
know which cell q locates in. Then we use the answer array corresponding to the cell to output the k-LNN
of q directly. The time cost for answering the query is clearly O(log |ΨST |+ k).
Next, we consider the construction of the LVD data structure. Due to limited space, we only present the
main procedure of the construction algorithm, and defer the details to Appendix C. The first step of the
construction is to compute all the centers of S and sort the centers in the interior of each edge e in the order
they appear on e. We are able to get this done in O(t+n2 log n) time (see Appendix C.1). After the centers
are computed and sorted, we begin to construct the LVD data structure. Choose a vertex v of T . Starting at
v, we do a walk in T along with the edges of T . The walk visits each edge of T exactly twice and finally goes
back to v. See Figure 6 for an illustration of the walk. During the walk, we maintain a (balanced) binary
search tree for the nearest-neighbor probabilities of a1, . . . , an with respect to the current location x, i.e.,
NNPx(a1), . . . ,NNPx(an). By exploiting this binary search tree, we can work out the cell-decomposition of
each edge ei (i.e., the sorted list Li) at the first time we visit ei in the walk. Specifically, we track the k-LNN
when walking along with ei, which can be obtained by retrieving the k largest elements from the binary
search tree. Whenever the k-LNN changes, a new cell of ΨST is found, so we need to create a new answer
array to store the k-LNN information. Also, we need to update the sorted list Li. In this way, after we go
through ei (for the first time), the computation of Li is completed. At the second time we visit an edge, we
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vFigure 6: A walk in tree visiting each edge exactly twice.
do nothing but maintain the binary search tree. When we finish the walk and go back to v, the construction
of the LVD data structure is done. Clearly, in the process of the walk, we only need to maintain the binary
search tree and retrieve the k-LNN when we arrive at (resp., leave from) a center of S from (resp., to) one
of its branches. With a careful implementation and analysis, we can complete the work for each center c
in O(deg(c) ·mc log n+ deg(c) · k) time, where mc is the number of the stochastic points involved by c (see
Appendix C.2 for details). Thus, the total time cost for maintaining binary search tree and retrieving k-LNN
is O(n2 log n + n2k). It follows that the entire walk can be completed in O(t + n2 log n + n2k) time, which
is also the overall construction time for the LVD data structure. Combined with the bounds for the size of
the tree-space LVD proved in Section 3.1, we then have the following results.
Theorem 23 Given a tree space T represented by a t-vertex weighted tree and a set S of n stochastic points
in T , one can construct in O(t + n2 log n + n2k) time an LVD data structure to answer k-LNN queries in
O(log n + k) time. The LVD data structure uses worst-case O(t + kn2) space and average-case O(t + k2n)
space. Furthermore, if the existence probabilities of the points in S are constant-far from 0, then the LVD
data structure uses worst-case O(t+ k2n) space.
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Appendix
A Missing proofs
A.1 Proof of Theorem 1
Clearly, we can represent T by a new tree T ′ with O(t+n) vertices such that each stochastic point in S lies
at a vertex of T ′. The tree T ′ is obtained by adding some new vertices to T for the stochastic points lying
in the interiors of the edges and “breaking” those edges. It can be easily computed in O(t + n log n) time
by sorting the stochastic points in the interior of each edge (in the order they appear on the edge). Next,
we try to simplify T ′ to make it have O(n) vertices. We say a vertex of T ′ is empty if there is no stochastic
point lying at it. The first step is to delete the branches of T ′ which do not contain any stochastic points.
Specifically, if T ′ has an empty leaf v, we then remove v and its adjacent edge from T ′. Keep doing this
until T ′ has no empty leaf. After this step, the underlying tree space of T ′ changes to be a subspace of the
original T . The second step is to compress the “empty chains” in T ′. Specifically, if T ′ has a degree-2 empty
vertex v with edges e1 = (v, v
′) and e2 = (v, v′′), we replace v, e1, e2 with a single edge e = (v′, v′′) whose
weight is the sum of the weights of e1 and e2. Note that this operation does not change the underlying tree
space. We keep doing this until T ′ has no degree-2 empty vertex. These two steps of simplification can be
done in O(t + n) time. In the resulting T ′, every empty vertex has a degree at least 3. Thus, T ′ has O(n)
vertices. Furthermore, T ′ represents a tree space T ′ such that S ⊂ T ′ ⊆ T and each stochastic point in S
is located at a vertex of T ′.
A.2 Proof of Lemma 3
The “only if” part is easy to see. Assume that S′ is legal. Let x ∈ S\{a1} be any point. If x does not
satisfy the condition (1) and (2), i.e., ω(x, S′) is defined and ω(x, S′) 6= ω(p¯(ai), S′), then it must satisfy
the condition (3) because both ω(x, S′) and ω(p¯(ai), S′) are in S′. To show the “if” part, assume that S′ is
not legal. Then we can find distinct points x, y ∈ S′ such that dist(x, y) < `. Let z be the lowest common
ancestor of x and y in T . Without loss of generality, we can assume x 6= z. Suppose xˆ is the child of z
such that x ∈ V (Txˆ). We consider two cases, ω(z, S′) /∈ V (Txˆ) and ω(z, S′) ∈ V (Txˆ) (note that ω(z, S′) is
defined since both x and y are in V (Tz) ∩ S′). In the case of ω(z, S′) /∈ V (Txˆ), we show that xˆ satisfies
none of the three conditions. First, because x ∈ V (Txˆ)∩ S′, ω(xˆ, S′) is clearly defined so that xˆ violates the
condition (1). Second, we have ω(xˆ, S′) 6= ω(p¯(xˆ), S′) since ω(p¯(xˆ), S′) = ω(z, S′) /∈ V (Txˆ), which implies
that xˆ violates the condition (2). Thirdly, since ω(z, S′) /∈ V (Txˆ), we have
dist(ω(xˆ, S′), ω(p¯(xˆ), S′)) = dist(ω(xˆ, S′), z) + dist(z, ω(z, S′)).
Furthermore, by the definition of witness, dep(ω(xˆ, S′)) ≤ dep(x) and thus dist(ω(xˆ, S′), z) ≤ dist(x, z).
Similarly, dep(ω(z, S′)) ≤ dep(y) and thus dist(p¯(xˆ), ω(z, S′)) = dist(z, ω(z, S′)) ≤ dist(z, y). Note that
dist(x, z) + dist(z, y) = dist(x, y) < l. Therefore, we can conclude that dist(ω(xˆ, S′), ω(p¯(xˆ), S′)) < l, which
implies that xˆ violates the condition (3). In the case of ω(z, S′) ∈ V (Txˆ), we notice that y 6= z; otherwise
ω(z, S′) = z /∈ V (Txˆ). Suppose yˆ is the child of z such that y ∈ V (Tyˆ). Then it is easy to see that yˆ
satisfies none of the three conditions, by applying the same argument used in the previous case (note that
the situation here is dual to the previous case).
A.3 Proof of Theorem 5
When y ∈ V (Tp¯(x))\V (Tx), Py(x) is the probability that a realization S′ ⊆R V (Tx) satisfies the conditions
that S′∪{y} is legal and ω(p¯(x), S′∪{y}) = y. Clearly, the empty sample S′ = ∅ satisfies the two conditions
and its probability is computed by the first term of the formula. If S′ is not empty, then ω(x, S′) is defined
and must be some vertex z ∈ V (Tx). In this case, we need y ≺ z to guarantee ω(p¯(x), S′ ∪ {y}) = y. Also,
we need dist(z, y) ≥ ` to ensure the legality of S′ ∪ {y}. Therefore, z must be a vertex in Γ . Now it suffices
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to show that the right-hand side of the formula does not overestimate the probability. In other words, we
want that, if S′ ⊆ V (Tx) is legal and ω(x, S′) = z for some z ∈ Γ , then ω(p¯(x), S′ ∪ {y}) = y and S′ ∪ {y}
is also legal. The former can be easily seen from the facts that ω(x, S′) = z and y ≺ z. To see the latter,
by Lemma 3, we only need to verify that S′ ∪ {y} is locally legal at x (the local legalities of S′ ∪ {y} at any
vertex other than x is clear). Note that z ∈ Γ , so we have dist(ω(x, S′), y) = dist(z, y) ≥ `, which completes
the proof.
A.4 Proof of Theorem 6
Clearly, if yi ≺ zj , then yi ≺ zj′ for any j′ > j. Also, if dist(zj , yi) ≥ `, then dist(zj′ , yi) ≥ ` for any
j′ > j, because both the paths zj → yi and zj′ → yi go through the vertex p¯(x). Thus, we know that
Γy = {zj , zj+1, . . . , zm} for some j ∈ {1, . . . ,m}. To show the remaining part of the theorem, we notice that
Γyi = Γ
′
yi ∩ Γ ′′yi , where Γ ′yi = {z ∈ V (Tx) : yi ≺ z} and Γ ′′yi = {z ∈ V (Tx) : dist(z, yi) ≥ `}. Both Γ ′yi and
Γ ′′yi are suffixes of the sequence (z1, . . . , zm). Furthermore, we have Γ
′
y1 ⊇ · · · ⊇ Γ ′yr and Γ ′′y1 ⊆ · · · ⊆ Γ ′′yr . As
such, we can conclude that Γy1 ⊆ · · · ⊆ Γyk ⊇ · · · ⊇ Γyr for some k ∈ {1, . . . , t}.
A.5 Proof of Theorem 8
Suppose the tree space T is represented by a t-vertex weighted tree T0. Let e be an edge of T0, and eˆ ⊆ T be
the subspace corresponding to e. Assume that v1, . . . , vk are the vertices of T lying in eˆ (sorted in the order
they appear on eˆ). We claim that among v1, . . . , vk, there are only constant number of non-chain vertices. If
the root of T is not in {v1, . . . , vk}, then only v1, v2, vk−1, vk can be non-chain vertices. Otherwise, if the root
is some vi, then only v1, v2, vi−1, vi, vi+1, vk−1, vk can be non-chain vertices. In both the cases, the number
of the non-chain vertices is constant. Finally, since T0 has (t− 1) edges, the total number of the non-chain
vertices of T is bounded by O(t).
A.6 Proof of Theorem 12
First, for any index r ∈ [mi,mi+1), we show that wr ≤ 2r−mi · wmi . When r = mi, the inequality clearly
holds. Assume for induction that the inequality holds for any index less than r′ (mi < r′ < mi+1). Since
r′ /∈ I and mi ∈ I, we then have
wr′ ≤
r′−1∑
j=1
wj < wmi +
r′−1∑
j=mi
2j−mi · wmi = 2r
′−mi · wmi ,
which completes the induction. It follows that
si =
∑
j<mi+1
wj < wmi +
mi+1−1∑
j=mi
2j−mi · wmi = 2mi+1−mi · wmi .
Thus, |Ji| = O(log1+ε siwmi ) = O(ε
−1(mi+1 −mi)). Since |J | =
∑k
i=1 |Ji|, we can immediately conclude that
|J | = O(ε−1n).
A.7 Proof of Theorem 13
Suppose the stochastic dataset S = {a1, . . . , an} is given in a metric space X with the metric dX . Let GX be
the metric graph of S, i.e., a weighted complete graph with vertex-set S such that the weight of each edge
(ai, aj) is equal to dX (ai, aj). Also, let T be a minimum spanning tree of GX . We then directly apply the
method in Section 2.2 to the tree T to compute the quantity E via O(ε−1n) threshold probability queries.
(Note that the threshold probability queries are made with respect to the metric of X , the tree T is only used
for choosing thresholds.) We show that E gives us a (1+ε)-approximation for E[κ(S)]. The fact E ≤ E[κ(S)]
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can be easily verified. To see the inequality E[κ(S)] ≤ (1+ε)E, we review the analysis in Section 2.2. Again,
we use e1, . . . , en−1 to denote the edges of T with lengths (weights) w1 ≤ · · · ≤ wn−1. As that in Section 2.2,
we have the index set I = {m1, . . . ,mk}, the jumps J1, . . . , Jk, and J = J1 ∪ · · · ∪ Jk = {`1, . . . , `|J|}. Now
we only need to verify that if `i and `i+1 belong to different jumps, then there is no possible value of κ(S)]
within the range (`i, `i+1). As long as this is true, we can use the totally same argument as that in Section 2.2
to show E[κ(S)] ≤ (1 + ε)E. Let dT (ai, aj) be the distance between ai and aj in T (i.e., the length of simple
simple path between ai and aj in T ). Assume for contradiction that `i ∈ Jr, `i+1 ∈ Jr+1, and there exists
x, y ∈ S such that `i < dX (x, y) < `i+1. Observe that `i = sr =
∑
j<mr+1
wj and `i+1 = wmr+1 . Since
dT (x, y) ≥ dX (x, y) > `i, there must be an edge em with m ≥ mr+1 on the path between x and y in T .
However, this contradicts the fact that T is a minimum spanning tree, because dX (x, y) < `i+1. As such,
there is no possible value of κ(S) within the range (`i, `i+1). By applying the analysis in Section 2.2, it turns
out that E[κ(S)] ≤ (1 + ε)E.
A.8 Proof of Lemma 16
Let x ∈ T be any point. We use Bx to denote the (open) δ-ball about x with δ small enough such that
cˆ ∈ Bx only if cˆ = x for any center c (not necessarily critical). We first notice that NNPq(ai) ≤ NNPx(ai)
for any q ∈ Bx and any ai ∈ S. This is because if dist(x, aj) < dist(x, ai) then dist(q, aj) < dist(q, ai). We
further claim that NNPq(ai) < NNPx(ai) for q ∈ Bx iff there is a center c (not necessarily critical) with
cˆ = x such that ai is involved by c and q is in a branch of c other than the one that contains ai. To see this,
consider a point aj ∈ S with dist(x, aj) = dist(x, ai) and dist(q, aj) < dist(q, ai). Note that such a point
always exists, otherwise NNPq(ai) = NNPx(ai). It is evident that q and aj locate in the same connected
component of T \x, which is other than the component contains ai. Thus, the center c = [mij ] satisfies the
desired properties. Now let us prove the theorem. Recall that Γ is the set of the critical centers of S. We
show that any connected subspace U ⊆ T intersecting with (exactly) p cells in ΨST satisfies the condition
that p ≤∑c∈Γ,cˆ∈U deg(c) + 1. When p = 1, this is trivially true. Assume that for any p < p′ the argument
holds, and consider the case p = p′. Let C be a cell satisfying C ∩ U ∩ U\C 6= ∅. Note that such a cell
always exists, unless U only intersects with one cell and then p = 1 (as U is connected). Choose a point
x ∈ C ∩ U ∩ U\C and define X = {c ∈ Γ : cˆ = x}. Suppose U\x has l connected components U1, . . . , Ul
among which there are l′ components not intersecting with C. We denote by pi the number of the cells in
ΨST intersecting with Ui. Then we have
p ≤
l∑
i=1
pi − (l − l′) + 1.
This is because the sum of all pi counts the cell C exactly (l − l′) times and other cells intersecting with U
exactly once. It is easy to observe that pi < p. Then by our induction hypothesis, we have
l∑
i=1
pi ≤
∑
c∈Γ,cˆ∈U\x
deg(c) + l =
∑
c∈Γ\X,cˆ∈U
deg(c) + l.
Thus, it follows that
p ≤
∑
c∈Γ\X,cˆ∈U
deg(c) + l′ + 1.
It now suffices to show l′ ≤∑c∈X deg(c). Let Ui be a component not intersecting with C and q ∈ Ui∩Bx be
any point. Since q /∈ C and q ∈ Bx, x and q have different k-LNNs. As such, there exists a stochastic point aj
in the k-LNN of x such that NNPq(aj) < NNPx(aj) (otherwise x and q have the same k-LNN, according to
our observation NNPq(·) ≤ NNPx(·) presented in the beginning of the proof). Since NNPq(aj) < NNPx(aj),
there is a center c with cˆ = x such that aj is involved by c and q is in one branch of c (again, this follows
from our observation in the beginning). Note that c ∈ X as it is critical (c involves aj and aj is in the
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k-LNN of x). We then charge Ui to the branch of c containing q. We do this for all the l
′ components not
intersecting with C. It is easy to verify that each branch of each center c ∈ X is charged at most once, which
immediately implies that l′ ≤∑c∈X deg(c). Consequently, the argument holds for p = p′ and hence for any
p. By setting U = T , we conclude that |ΨST | ≤ ξ + 1.
A.9 Proof of Lemma 18
We first prove the special case when d = 1. We show that the degree-sum of all the 1-shallow centers (i.e.,
the centers of depth 0 with respect to S) is at most 2n− 2. If n = 1, this claim is clearly true, as there is no
center. Assume the claim holds for any n < n0, and consider the case that n = n0. Let c be a center with
depS(c) = 0. Suppose deg(c) = g and Sc ⊆ S is the set of points involved by c. Without loss of generality,
assume a1 ∈ Sc. We observe the following three facts.
• For ai, aj /∈ Sc, depS([mij ]) = 0 only if ai and aj are in the same connected components of T \cˆ. To see
this, assume that ai and aj locate in different connected components. Then dist(a1,mij) < dist(ai,mij) =
dist(aj ,mij) and hence depS([mij ]) > 0.
• For ai ∈ Sc and aj /∈ Sc, depS([mij ]) = 0 only if ai and aj are in the same connected component of T \cˆ, or
aj is not in any branch of c. To see this, assume ai and aj are located in different connected components of T \cˆ
and aj is in the branch of c containing a1 (without loss of generality). Then dist(a1,mij) < dist(ai,mij) =
dist(aj ,mij) and hence depS([mij ]) > 0.
• Let ai /∈ Sc be a point which does not locate in any branch of c. Then the degree of the center [m1i] does
not change if we “delete” all the points in Sc\{a1}. Formally, set S′ = S\Sc ∪ {a1} and denote by [m′1i] the
center of S′ that contains the midpoint of a1 and ai. Then deg([mij ]) = deg([m′ij ]). This observation follows
immediately from the fact that all the points in Sc locate in the same connected components of T \m1i.
With these observations, we now bound the degree-sum of the 1-shallow centers of S (denoted by φ). Suppose
that T \cˆ has p connected components U1, . . . , Up, where S ∩ Ui = Ri. If Ui is a branch of c, we use λi to
denote the degree-sum of the 1-shallow centers of Ri, otherwise λi denotes the degree-sum of the 1-shallow
centers of Ri ∪ {a1} (here the depths of the considered centers are with respect to Ri or Ri ∪ {a1} instead
of S). Based on the above three observations and the induction hypothesis, we have
φ ≤
p∑
i=1
λi + g ≤ 2
p∑
i=1
|Ri| − 2g + g ≤ 2n− g ≤ 2n− 2.
Thus, the case of d = 1 is verified. To prove the result for a general d, we use the sampling argument. We
sample each point in S independently with probability 1/d. Let S′ be the resulting random sample and ϕ
be a random variable indicating the degree-sum of the 1-shallow centers of S′ (the depths of the considered
centers are with respect to S′). The previous proof for d = 1 implies that E[ϕ] ≤ 2n/d. Clearly, each center
of S′ is “contributed” by some center of S. For each center c of S, define a random variable σ(c) such that
σ(c) = 0 if c does not contribute a 1-shallow center of S′, and σ(c) = deg(c′) if c contributes a 1-shallow
center c′ of S′. The event σ(c) = 0 happens whenever there are at most one point involved by c being
sampled to S′, or there are points closer to cˆ (than those involved by c) being sampled to S′. We claim that,
for any d-shallow center c of S, E[σ(c)] = Ω(deg(c)/d2). To see this, we set g = deg(c) and θ = depS(c) < d.
Without loss of generality, assume a1, . . . , ag ∈ S are involved by c and belong to distinct branches of c.
Define another random variable τ such that τ = |S′ ∩ {a1, . . . , ag}| if c contributes a 1-shallow center and
there are at least two points among a1, . . . , ag being sampled to S
′, and τ = 0 otherwise. Observe that
σ(c) ≥ τ . Thus, we have
E[σ(c)] ≥ E[τ ] =
(
1− 1
d
)θ (
g
d
− g
d
(
1− 1
d
)g−1)
≥ g
4d2
,
since θ < d and g ≥ 2. It follows that
1
4d2
∑
c∈Hd
deg(c) ≤
∑
c∈Hd
E[σ(c)] ≤ E[ϕ] ≤ 2n
d
,
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where Hd is the set of the d-shallow centers of S. As a result, the degree-sum of the d-shallow centers of S
is at most 8dn, completing the proof.
A.10 Proof of Lemma 19
Suppose pia1 , . . . , pian ∈ [ε, 1] for a constant ε > 0. Let c be a critical center of S with depS(c) = d. Without
loss of generality, we assume
• dist(a1, cˆ) ≤ dist(a2, cˆ) ≤ · · · ≤ dist(ad, cˆ) < diam(c),
• ad+1 is involved by c and in the k-LNN of cˆ.
We claim that d = O(k). The claim is trivial when d ≤ k, thus assume d > k. Since ad+1 is in the k-LNN
of cˆ, there must exist i ≤ k such that NNP cˆ(ai) < NNP cˆ(ad+1). It then follows that
(1− ε)d−i+1 ≥
d∏
j=i
(1− piaj ) ≥ piad+1
d∏
j=i
(1− piaj ) > piai ≥ ε.
As a result, d < log1−ε ε+ i− 1 ≤ log1−ε ε+ k = O(k).
A.11 Proof of Lemma 21
Without loss of generality, assume a1, . . . , ak are k points closer to cˆ than the c-involved points and
pia1 , . . . , piak are greater than µ0. Let x ∈ S be any point involved by c. Since pix is drawn from f , we
must have pix ≤ µ by definition. We now show that x is not in the k-LNN of cˆ. We have the inequality
NNP cˆ(x)
NNP cˆ(ai)
≤ pix(1− piai)
piai
<
µ(1− µ0)
µ0
= 1,
for i ∈ {1, . . . , k}. It follows that there are at least k points in S which have greater probabilities of being
the nearest-neighbor of cˆ than x. Thus, x is not in the k-LNN of cˆ. Since x is arbitrarily chosen, we know
that c is not critical, which completes the proof.
B A remark about the spatial assumption
In many geometric problems, it is usually reasonable to make some general position assumptions about the
data points for convenience of proof and exposition. The reason is that one may handle the degenerate
cases by applying a small perturbation to the data points. Many geometric properties of the dataset are
insensitive to such a small perturbation. For instance, the Voronoi diagrams in Euclidean spaces, or more
generally, in uniformly convex normed spaces, are known to be stable under a small perturbation of the sites
[13]. However, for tree-space LVD, this is not the case. A small perturbation of the stochastic points in T
may significantly influence the tree-space LVD. A very simple example is presented in the following figure.
As we see, if we slightly perturb a3, even the structure of the 1-LVD changes significantly. Therefore, when
studying LVD and LNN search in tree spaces, it is not natural to make spatial assumptions about the given
stochastic points as well as their midpoints.
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C Details for constructing LVD data structure
C.1 Computing and sorting the centers
First of all, we apply Theorem 1 to obtain a new tree-space T ′ represented by an O(n)-vertex tree T ′ such
that S ⊂ T ′ ⊆ T and each stochastic point in S is located at a vertex of T ′. This step takes O(t+ n log n)
time. Note that all the centers of S must be in T ′, so we can first work on T ′ and then map the computed
centers back to T . Before computing the centers, we do some preprocessing on the tree T ′. For all pairs
(e, v) where e is an edge and v is a vertex of T ′, we figure out the side of e that v locates on. This can be
easily done in O(n2) time with a careful implementation. Furthermore, for each vertex v of T ′, we create
a sorted list Bv which contains all points in S sorted according to their distances to v. This step can also
be done in O(n2) time as follows. Observe that, if v and v′ are adjacent vertices connected by an edge e,
we can modify the sorted list Bv to obtain the list Bv′ . Specifically, we separate Bv into two sorted sublists
each of which contains the stochastic points on one side of e. Then Bv′ can be computed by merging these
two sorted sublists in O(n) time. Based on this observation, we can first straightforwardly create the sorted
list for one vertex of T ′ in O(n log n) time, and keep modifying it to obtain the lists for other vertices, which
takes O(n2) time in total. After the preprocessing, we are ready to compute the centers of S. The centers
lying at any vertex v of T ′ can be directly found from the sorted list Bv. To compute the centers lying in
the interior of an edge e = (v, v′), we utilize the sorted list Bv (or Bv′). Again, we separate Bv into two
sorted sublists (say B′v and B
′′
v ) each of which contains the stochastic points on one side of e. We notice
that a center in the interior of e involves a set A′ of stochastic points located at the vertices in B′v and a
set A′′ of stochastic points located at the vertices in B′′v . The points in A
′ must have the same distance to
v (say d′), so are the points in A′′ (say d′′). Furthermore, we must have 0 < d′′ − d′ < w, where w is the
weight (length) of e. With these observations, one can easily apply the standard sliding window technique
to compute the centers in the interior of e in O(α+n) time where α is the number of the centers computed.
Thus, the computation for all edges takes O(n2) time. After the centers are computed, we sort the centers
in the interior of each edge e in the order they appear on e. This part takes O(n2 log n) time in worst case.
The final step is to map the centers back to the original tree space T . If T ′ is constructed by applying the
method in Appendix 1, then it is easy to keep a “relation” between T ′ and T during the construction. For
example, for each edge e of T ′, we can record the edges of T intersecting with e in the order the intersections
appear on e. With this information, as long as the centers in the interior of each edge of T ′ is sorted, the
entire mapping process can be done in O(t+ n2) time. At the end, after we map the centers to T , we need
to do another sort for the centers in the interior of each edge of T . The overall time cost for computing and
sorting the centers is O(t+ n2 log n).
C.2 Constructing the LVD in the walk
During the walk, the nearest-neighbor probabilities of a1, . . . , an change only when we arrive at (resp., leave
from) a center c from (resp., to) one of its branches. At this time, we need to update the nearest-neighbor
probabilities, maintain the binary search tree, and (possibly) retrieve the k-LNN from the binary search tree.
Let mc be the number of the stochastic points involved by c. Note that only these mc stochastic points
may change their nearest-neighbor probabilities (this may be not true if there are other centers which have
the same location as c, but the changes of the nearest-neighbor probabilities of the points involved by other
centers can be charged to those centers instead of c). The update of the nearest-neighbor probabilities can
be easily done in O(mc) time, if we store (before the walk) for each branch of a center c the product of the
non-existence probabilities of the c-involved points in this branch. The maintenance of the binary search tree
is achieved by O(mc) deletion and insertion operations, and thus takes O(mc log n) time. Finally, the time
for retrieving the k-LNN from the binary search tree is O(log n+ k). Therefore, at every time we arrive at
(resp., leave from) c from (resp., to) one of its branches in the walk, we spend O(mc log n+ k) time. During
the walk, we arrive at (resp., leave from) c from (resp., to) its branches O(deg(c)) times in total. It follows
that the time cost charged to c is O(deg(c) ·mc log n+ deg(c) ·k). Since we have
∑
c deg(c) ·mc = O(n2), the
overall time cost for the walk is O(t+n2 log n+n2k). (There are also some low-level details for implementing
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the walk, e.g., how to know whether we are arriving at a center from one of its branches, etc. Such issues
can be easily handled with enough preprocessing work before the walk.)
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