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Abstract.
We present an update on the status of the calculations of isovector and flavor-diagonal
charges of the nucleon. The calculations of the isovector charges are being done using ten
2+1+1-flavor HISQ ensembles generated by the MILC collaboration covering the range
of lattice spacings a ≈ 0.12, 0.09, 0.06 fm and pion masses Mpi ≈ 310, 220, 130 MeV.
Excited-states contamination is controlled by using four-state fits to two-point correlators
and three-states fits to the three-point correlators. The calculations of the disconnected
diagrams needed to estimate flavor-diagonal charges are being done on a subset of six
ensembles using the stocastic method. Final results are obtained using a simultaneous fit
in M2pi , the lattice spacing a and the finite volume parameter MpiL keeping only the leading
order corrections.
1 Introduction
This talk presents an update on results given in Refs. [1–3] on isovector and flavor diagonal charges
of the nucleon using our clover-on-HISQ lattice approach. A summary of the 2 + 1 + 1-flavor HISQ
ensembles generated by the MILC collaboration [4], and the number of measurements made on them
in the ongoing clover-on-HISQ study is given in Table 1. The improvements made since the results
reported in Refs. [1–3] are
• cost-effective increase in statistics using the truncated solver method and the coherent source se-
quential propagator technique.
• The correction for possible bias in the truncated solver method is now made on all ensembles.
• Addition of a second physical mass ensemble at weaker coupling, a06m135.
• Excited-state contamination (ESC) is controlled using 4-states in the analysis of the 2-point corre-
lation functions and 3-states for the 3-point functions.
• Fits to 2- and 3-point functions are done using the full covariance matrix in the mimimization of χ2.
• A simultaneous fit in a, Mpi and MpiL is used to extract physical results in the limits a → 0,
Mpi = 135 MeV and MpiL→ ∞ from lattice data obtained at different values of a, Mpi and MpiL.
Associated results for the isovector form factors, GA(Q2), G˜P(Q2), GE(q2) and GM(q2), on these en-
sembles were presented by Yong-Chull Jang at this conference [5].
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Ensemble ID a (fm) Mseapi (MeV) M
val
pi (MeV) L
3 × T Mvalpi L Nconf NHPmeas NAMAmeas
a12m310 0.1207(11) 305.3(4) 310(3) 243 × 64 4.55 1013 8104 64,832
a12m220S 0.1202(12) 218.1(4) 225(2) 243 × 64 3.29 946 3784 60,544
a12m220 0.1184(10) 216.9(2) 228(2) 323 × 64 4.38 744 2976 47,616
a12m220L 0.1189(9) 217.0(2) 228(2) 403 × 64 5.49 1010 8080 68,680
a09m310 0.0888(8) 312.7(6) 313(3) 323 × 96 4.51 2264 9056 114,896
a09m220 0.0872(7) 220.3(2) 226(2) 483 × 96 4.79 964 3856 123,392
a09m130 0.0871(6) 128.2(1) 138(1) 643 × 96 3.90 883 7064 84,768
a06m310 0.0582(4) 319.3(5) 320(2) 483 × 144 4.52 1000 8000 64,000
a06m310∗ 500 2000 64,000
a06m220 0.0578(4) 229.2(4) 235(2) 643 × 144 4.41 650 2600 41,600
a06m220∗ 650 2600 41,600
a06m135 0.0568(1) 135.5(2) 136(2) 963 × 192 3.74 322 1288 20,608
Table 1: Summary of the 2+1+1-flavor HISQ ensembles generated by the MILC Collaboration [4] and
used in our clover-on-HISQ study. The a06m310∗ and the a06m220∗ ensembles represent a second
analysis with larger source smearings, σ = 12 and 11, respectively, as described in Ref. [3].
2 Controlling excited-state contamination
Our goal is to extract the matrix elements of various bilinear quark operators between ground state
nucleons. The lattice operator χ(x) = abc
[
qa1
T (x)Cγ5
(1±γ4)
2 q
b
2(x)
]
qc1(x) used to create and annihilate
the nucleon state couples to the nucleon, all its excitations and multiparticle states with the same
quantum numbers. The correlation functions, therefore, get contributions from all these intermediate
states. This ESC can be evaluated and controlled using fits including as many states as the data allow
in the spectral decomposition of the two- and three-point functions. In our study we use:
C2pt(t f , ti) = |A0|2e−aM0(t f−ti) + |A1|2e−aM1(t f−ti) + |A2|2e−aM2(t f−ti) + |A3|2e−aM3(t f−ti) + . . . , (1)
C3pt
Γ
(t f , t, ti) = |A0|2〈0|OΓ|0〉e−aM0(t f−ti) + |A1|2〈1|OΓ|1〉e−aM1(t f−ti) + |A2|2〈2|OΓ|2〉e−aM2(t f−ti) +
A1A∗0〈1|OΓ|0〉e−aM1(t f−t)e−aM0(t−ti) +A0A∗1〈0|OΓ|1〉e−aM0(t f−t)e−aM1(t−ti) +
A2A∗0〈2|OΓ|0〉e−aM2(t f−t)e−aM0(t−ti) +A0A∗2〈0|OΓ|2〉e−aM0(t f−t)e−aM2(t−ti) +
A1A∗2〈1|OΓ|2〉e−aM1(t f−t)e−aM2(t−ti) +A2A∗1〈2|OΓ|1〉e−aM2(t f−t)e−aM1(t−ti) + . . . , (2)
where we have shown all contributions from the ground state |0〉 and the first three excited states |1〉,
|2〉 and |3〉 with masses M1, M2 and M3 to the two-point functions, and from the first two excited
states for the three-point functions. The analysis, using Eqs. (1) and (2), is called a “3-state fit” or
“4-state fit” depending on the number of intermediate states included. The 2-state analysis (keeping
one excited state) of 3-point functions requires extracting seven parameters (M0, M1, A0, A1,
〈0|OΓ|0〉, 〈1|OΓ|0〉 and 〈1|OΓ|1〉) from fits to the two- and three-point functions. The 3-state analysis
introduces five additional parameters: M2, A2, 〈0|OΓ|2〉, 〈1|OΓ|2〉 and 〈2|OΓ|2〉. On each ensemble
we generate data at multiple values of tsep ≡ t f − ti ≡ τ. A simultaneous fits to the data at all τ and
t allows us to extract the charges in the limit tsep → ∞, i.e., the ground state matrix element 〈0|OΓ|0〉.
Throughout this paper, values of t and τ = tsep are in lattice units unless explicitly stated.
Charge a12m310 a12m220S a12m220 a12m220L a09m310 a09m220 a09m130 a06m310 a06m220 a06m130
gu−dA 1.251(19) 1.223(44) 1.238(24) 1.264(20) 1.217(14) 1.239(17) 1.245(32) 1.209(28) 1.206(21) 1.213(37)
1.205(24) 1.240(26)
gu−dA CL 1.237(07) 1.272(28) 1.259(15) 1.252(21) 1.258(14)
gu−dS 0.840(54) 0.902(253) 0.952(99) 0.742(53) 0.919(51) 0.896(56) 0.926(128) 1.110(90) 0.978(74) 0.943(188)
0.970(78)
gu−dT 1.035(37) 1.009(53) 1.021(38) 1.003(38) 1.043(29) 1.011(29) 0.969(35) 1.015(30) 1.022(27) 1.029(36)
1.037(30) 1.018(34)
Table 2: Results for the renormalized isovector charges in the MS scheme at 2 GeV. In the third
row we reproduce CalLat’s results (labeled CL) for gu−dA from Ref. [6] on the five HISQ ensembles
analyzed by both collaborations [6].
Fig. 1 shows data from the a09m220 ensemble and highlights a number of features in the data and
control over ESC using the simultaneous fit in t and τ: (i) with increased statistical precision (HP→
AMA), the convergence w.r.t. τ is demonstrated to be monotonic in all three charges, gA,S ,T . Previous
HP estimates for both gS ,T were affected by a lack thereof. In fact, we now require this monotonic
behavior when evaluating the statistical reliablity of data. (ii) Increasing the source smearing size
σ = 5.5 → 7.0 reduced ESC in gA,S , but marginally increases it in gT . (iii) The fits including τ = 16
data (right panels) confirm the results of the fits without it (middle panels), indicating convergence.
The renormalized values of the isovector charges, using the renormalization factors given in
Ref. [3], are summarized in Table 2. The table also reproduces the CalLat results for gu−dA from
Ref. [6] on the five ensembles analyzed by both Collaborations. We compare these results in Sec. 4.
3 Simultaneous fit in a, Mpi and MpiL
Having calculated renormalized charges at various values of a, Mpi and MpiL, we perform a simulta-
neous fit to obtain results in the limit a→ 0, Mpi = 135 MeV and MpiL→ ∞. When fitting data given
in Table 2 from the 10 HISQ ensembles, we include only the lowest order correction terms [3]:
gu−dA,S ,T (a,Mpi, L) = c1 + c2a + c3M
2
pi + c4M
2
pie
−MpiL . (3)
Eq. (3) corrects a mistake made in Ref. [3] for the analysis of the isovector gu−dS . The leading chiral
term is proportional to M2pi for the isovector case, and proportional to Mpi for the flavor diagonal cases.
Fig. 2 shows that with reduced errors due to higher statistics data from 4 ensembles (a12m220S ,
a12m220, a09m220 and a09m310) and the addition of the second physical-mass ensemble a06m135,
the behavior versus a, Mpi and MpiL in the simultaneous fits is visibly clearer compared to the
“9-point” fits presented in Ref. [3]. There is no significant evidence for finite volume corrections in
any of the three charges for MpiL > 3.5. There is some dependence of gu−dS on M
2
pi. The most evident
trends are the positive slope versus a in gu−dA and the negative slope versus a in g
u−d
S . Based on these
fits shown in Fig. 2 and made using Eq. (3), our final estimates for the isovector charges, in the MS
scheme at 2 GeV, are:
gu−dA = 1.20(3) , (4)
gu−dS = 1.08(11) , (5)
gu−dT = 1.01(4) . (6)
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Figure 1: Illustration of the control over ESC in the isovector charges, gu−dA , g
u−d
S and g
u−d
T , with higher
statistics on the a09m220 ensemble. The left panels give the results based on 8000 HP measurements
reported in Ref. [3]. The middle and right panels show new results with 123,392 AMA measurements.
While the results from all three fits are consistent, the reliability of the fits, especially for gu−dS , is
greatly improved when (i) the monotonic convergence in τ is manifest, and (ii) the fits and the values
without (middle panels) and with (right panels) the tsep = 16 data overlap.
Given the improved data and the fits in Fig. 2, the continued 2.5σ deviation of gu−dA from the
experimental value indicates that we are underestimating our errors. The largest change from results
presented in Ref. [3] is the 1σ increase in the estimate of gu−dS . Most of this increase is due to
correcting the form of the leading chiral term, i.e., Mpi → M2pi, in Eq. (3). The major source of error in
gu−dT is now from the renormalization factor due to the poor convergence of the perturbative matching
between the MS and RI-sMOM schemes.
4 Comparison with CalLat Results for gu−dA
It is important to understand why our result for gu−dA = 1.20(3) presented in Eq. (6) differs from
a similarly precise CalLat result gu−dA = 1.278(21)(26) that agrees with the experimental value
gu−dA = 1.276(2) when the data shown in Table 2 on the 5 common ensembles are consistent. Our
conclusion is that the majority of the difference comes from the final extrapolation in a. While we
find a positive slope controlled by the data on the three a = 0.06 fm ensembles, CalLat finds a negative
slope anchored by the data on the coarser lattices. So the question is whether the differences in the
two methods are manifest only at weaker couplng or are there systematic effects being missed in one
or both calculations?
The two sets of calculations are being done on the same 2+1+1-flavor HISQ ensembles, but there
are notable differences. These include: (i) Möbius domain wall versus clover for the valence quark
action; (ii) gradient flow smearing with tg f /a = 1 versus one HYP smearing to smooth the lattices;
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Figure 2: The 12-point fit using Eq. (3) to the data for the renormalized isovector charges gu−dA and
gu−dT in the MS scheme at 2 GeV, and the 11-point fit for g
u−d
S . (The a06m220
∗ point is neglected as
the 3-point data for gu−dS are not monotonic in τ.) The result of the simultaneous extrapolation to the
physical point defined by a → 0, Mpi → Mphyspi0 = 135 MeV and L → ∞ are marked by a red star.
The error bands in each panel are the result of a simultaneous fit but shown as a function of a single
variable in the three panels. The overlay in the left (middle) panels with the dashed line within the
grey band, is the fit to the data versus a (M2pi), i.e., neglecting dependence on the other two variables.
(iii) different construction of the sequential propagator. CalLat inserts a zero-momentum projected
axial current in all timeslices on the lattice simultaneously. This gives a summed contribution from
all timeslices between and on the source and sink points plus all timeslices outside. CalLat thus uses
a 2-state fit to gA = C3(τ + 1)/C2(τ + 1) − C3(τ)/C2(τ) to extract the charge where C3 are 3-point
functions with the insertion on all timeslices; (iv) CalLat report a much better statistical signal with
fewer measurements.
The better statistical precision of the CalLat results for a given number of measurements is easy
to understand: the CalLat fits to extract gu−dA are based on a range of τ values that is shifted by
6–8 timeslices to smaller τ compared to our fit range. Since the errors in the data increase by a
factor of two for every increase in τ by two lattice units, they gain a factor of up to 24. Choosing
values of τ within the range we have simulated, our estimates for the quantity they calculate, gA =
C3(τ + 1)/C2(τ + 1) − C3(τ)/C2(τ), have similar errors. Note, also, that the CPU cost of the CalLat
calculation is, ensemble by ensemble, higher because they simulate domain wall fermions and did not
use the multigrid algorithm for propagator inversion.
The question, therefore, reduces to why their data can be fit starting at much smaller values of τ?
The correction due to ESC in their smeared-smeared data is less than 10% even at τ ∼ 3 on the five
common ensembles. The necessary condition to achieve this in our approach is reducing the overlap
of the nucleon interpolating operator with the excited/multiparticle states to essentially zero. Since
the source smearing used by the two collaborations is similar and the neutron interpolating operator is
the same, the difference “must” come from the use of the gradient flow to smear the lattices. Further
investigations are needed to confirm this interpretation (similar source smearing on gradient flow
smoothed lattices produces sources with much smaller overlap with excited states) since one does not,
a priori, expect the gradient flow smoothed lattices to change the overlap with the excited states, but
only to reduce ultraviolet fluctuations.
5 Disconnected Contributions
We have calculated the disconnected contributions of light quarks on 5 ensembles a12m310, a12m220,
a09m310, a09m220 and a06m310. For the strange quark we added the physical mass ensemble
a09m130 and increased the statistics. The stocastic method used is the same as described in Ref. [1].
The chiral-continuum plots for these data are shown in Fig. 3. The renormalization is carried out using
the same factors as for isovector currents. While this has been shown to be a good approximation for
gA and gT [7], the same is not true for gS . So the data for gS in Fig. 3 is shown only for completeness.
Our estimates for the axial and tensor charges, after a simultaneous chiral-continuum extrapolation
are:
glA = −0.125(21) gsA = −0.065(12) , (7)
glT = 0.0042(79) g
s
T = 0.0043(34) . (8)
Our new result gsT = 0.0043(34) is an improvement over the previously published value g
s
T =
0.008(9) [1]. The result for glT is also still consistent with zero. Based on the current data, it is
reasonable to assume that the magnitude of both after extrapolation is . 0.01. Therefore, to get a
precise value will require higher precision data on more ensembles to improve the chiral-continuum
extrapolation in M2pi and a. Given that we can bound their magnitude to be . 0.01, we will continue
to neglect the disconnected compared to the connected contribution to guT and g
d
T as discussed below.
These flavor diagonal tensor charges give the contribution of each quark’s electric dipole moment
(qEDM) to the neutron EDM as discussed in Refs. [1, 2]. They are also probed in the measurements
of transversity in deep inelastic scattering: the tensor charges are the integral over the longitudinal
momentum fraction of the experimentally measured quark transversity distributions [1, 8].
Results for the connected parts of the flavor diagonal charges, using the same renormalization
factor as for the isovector currents, are
gu,connA = 0.868(25) g
d,conn
A = −0.331(16) , (9)
gu,connS = 4.78(29) g
d,conn
S = 3.71(22) , (10)
gu,connT = 0.806(34) g
d,conn
T = −0.203(14) . (11)
Estimates for all three charges are consistent with those given in Ref. [1], and there is no significant
reduction in the errors, which are still dominated by the final simultaneous chiral-continuum extrapo-
lation.
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Figure 3: The continuum-chiral extrapolation for the contributions of the disconnected light (left 2
panels) and strange (right 2 panels) quarks. Each pair of panels shows the simultaneous fit versus
a and M2pi (Mpi for gS ), and the extrapolated value is marked with a red star. Possible finite volume
corrections are neglected for lack of sufficient volume dependent data.
Adding the connected and disconnected contributions for the axial charges and combining their
errors in quadratures because the number of ensembles analyzed and the statistics are different in the
two calculations, we get
guA = 0.743(33) g
d
A = −0.458(26) gsA = −0.065(12) ,
g
u,Expt.
A = 0.843(12) g
d,Expt.
A = −0.427(12) , (12)
were we also give the experimental values [9]. There is a 2–3σ difference between the lattice and
experimental results for both guA and g
d
A. The analogous results for the neutron are given by the u↔ d
interchange. From these axial charges, one gets the contribution of the quarks to the spin of the proton,
∆Σq/2 = (guA + g
d
A + g
s
A)/2 = 0.11(5).
6 Summary
This talk presents the current status of our results for isovector and flavor diagonal charges of the
nucleons using 10 ensembles of 2 + 1 + 1-flavor HISQ ensembles generated by the MILC collabora-
tion [4]. The increase in statistics and the addition of a second physical mass ensemble has improved
the fits, both to control excited state contamination as well as for the final chiral-continuum-finite
volume extrapolation. Our estimate gu−dA = 1.20(3) is 2.5σ below the experimental value. We find
deviations of similar size for the flavor diagonal charges guA and g
d
A. Results for the tensor charges are
stable and the error in them is now dominated by the uncertainty in the renormalization factor. We
have corrected an error in the form of the leading chiral correction used in the final simultaneous fit to
the data for gu−dS , Mpi → M2pi. As a result, the estimate for gu−dS = 1.08(11) is about 1σ larger than the
value reported in Ref. [1]. Our immediate goal is to double the statistics on the second physical mass
ensemble a06m135 and finalize the analysis for publication.
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