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EXISTENCE OF AFFINE PAVINGS FOR VARIETIES OF
PARTIAL FLAGS ASSOCIATED TO NILPOTENT ELEMENTS
LUCAS FRESSE
Abstract. The flag variety of a complex reductive linear algebraic group G
is by definition the quotient G/B by a Borel subgroup. It can be regarded
as the set of Borel subalgebras of Lie(G). Given a nilpotent element e in
Lie(G), one calls Springer fiber the subvariety formed by the Borel subalgebras
that contain e. Springer fibers have in general a complicated structure (not
irreducible, singular). Nevertheless, a theorem by C. De Concini, G. Lusztig,
and C. Procesi asserts that, when G is classical, a Springer fiber can always be
paved by finitely many subvarieties isomorphic to affine spaces. In this paper,
we study varieties generalizing the Springer fibers to the context of partial flag
varieties, that is, subvarieties of the quotient G/P by a parabolic subgroup
(instead of a Borel subgroup). The main result of the paper is a generalization
of De Concini, Lusztig, and Procesi’s theorem to this context.
1. Introduction
1.1. Springer fibers. Let G be a reductive, connected, linear algebraic group over
C (or any algebraically closed field of characteristic zero). Let B be the variety of
all Borel subalgebras of g := Lie(G). Equivalently, B = G/B0 is the quotient by a
Borel subgroup. This is an algebraic projective variety (the full flag variety).
Let N ⊂ g be the nilpotent variety (the set of nilpotent elements). It is a union of
finitely many orbits (nilpotent orbits) for the adjoint action G×g→ g, (g, x) 7→ g ·x.
Given e ∈ N , the set
Be = {b ∈ B : e ∈ b}
is a closed (projective) subvariety of B. It is called a Springer fiber as it coincides
with the fiber π−12 (e) of the Springer resolution
π2 : T
∗B = {(b, e) ∈ B ×N : e ∈ b} → N , (b, e) 7→ e
(see [22, 27, 31]). If e = 0, then Be = B. At the other extreme, if e is regular,
then Be consists of one point. In general, Be is not irreducible (though always
connected). It is equidimensional and one has dimBe =
1
2 (dimZG(e) − rankG),
where ZG(e) = {g ∈ G : g · e = e} (see [23, 31]).
Springer fibers are classical objects in representation theory (see, e.g., [1, 16, 28]).
The goal of this paper is to study parabolic analogues of the Springer fibers.
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1.2. The variety Pe,i. Fix a parabolic subgroup P ⊂ G and let nP ⊂ p ⊂ g be the
corresponding parabolic subalgebra and its nilradical. Let P = G/P . Equivalently,
P can be regarded as the variety of all parabolic subalgebras of g of same type as
p (a partial flag variety).
Our main object of study is introduced in the following definition.
Definition 1. Given e ∈ N and a P -stable subspace i ⊂ p, we define
Pe,i = {gP ∈ P : g
−1 · e ∈ i}.
Clearly Pe,i is a closed subvariety of P , nonempty if and only if e ∈ G · i. The
next examples correspond to particular cases of Pe,i, all related to resolutions of
the nilpotent variety or of nilpotent orbit closures.
Example 1. (a) Pe,p (corresponding to i = p) was studied by R. Steinberg [31]
and is sometimes called a Steinberg variety. It coincides with the fiber over e of the
map
{(gP, x) ∈ P ×N : g−1 · x ∈ p} → N , (gP, x) 7→ x,
which is a partial resolution of the nilpotent variety N in the sense of [4].
(b) Pe,nP (corresponding to i = nP ) is usually called a Spaltenstein variety (cf.
[24, 25]). It coincides with a fiber of the map
G×P nP → G · nP , (g, x) 7→ g · x.
Note that G · nP is the closure of the Richardson nilpotent orbit attached to P .
The previous map is proper, surjective, generically finite, and is a resolution of
G · nP under some conditions on the stabilizer of e in G (see [3, 4]). Spaltenstein
varieties for G = SLn(C) arise in various problems such as the study of Springer
representations (cf. [5, 13]), crystals ([17]), or quiver varieties ([18, 19]).
Note that Pe,p and Pe,nP both coincide with the Springer fiber Be in the partic-
ular case where P = B0 is a Borel subgroup. In general, Pe,p and Pe,nP may not
coincide (for instance, Pe,p is always nonempty, unlike Pe,nP ).
(c) Varieties of the form Pe,i also arise as fibers of resolutions of general nilpotent
orbit closures. Let a Z-grading g =
⊕
i∈Z gi (in particular, [gi, gj ] ⊂ gi+j for all
i, j) with g0 containing the center of g. Set g≥j =
⊕
i≥j gi. There is a parabolic
subgroup P ⊂ G of Lie algebra g≥0. Let e ∈ N . A grading such that e ∈ g2 and
ge := {x ∈ g : [e, x] = 0} ⊂ g≥0 is said to be good for e (see [10]). Then, one has
G · g≥2 = G · e and the map
G×P g≥2 → G · e, (g, x) 7→ g · x
is proper, surjective, generically finite (see [6]), and its fiber over e′ is isomorphic
to Pe′,g≥2 . The map is a resolution for instance if the grading is a Dynkin grading
(i.e., gi = {x ∈ g : [h, x] = ix} where h is the semisimple member of a standard
triple (e, h, f); see [20]).
More generally, for every j ≥ 1, the image G · g≥j is the closure of a nilpotent
orbit and the map G×P g≥j → G · g≥j is proper, surjective, of fiber isomorphic to
Pe′,g≥j , and under good conditions this map may be generically finite (see [6]).
Remark 1. In the case where e ∈ g is a regular nilpotent element, the variety
Pe,i consists of at most one point. Indeed, then, there is a unique Borel subalgebra
b ⊂ g containing e. Let B ⊂ G be the Borel subgroup of Lie algebra b. Up to
conjugation we may assume that B ⊂ P . If gP ∈ Pe,i, then g
−1 · e ∈ p, and we get
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g−1 · b ⊂ p. Since b, g−1 · b are two Borel subalgebras of p, there is p ∈ P such that
pg−1 · b = b. Thus pg−1 ∈ B (because B is self-normalizing). Hence g ∈ P . We
conclude that Pe,i ⊂ {P} and this shows our claim.
1.3. Statement of main result. Let X be an algebraic variety. A partition of
X into subsets that can be indexed X1, . . . , Xk so that X1 ∪ . . . ∪ Xl is closed for
every l ∈ {1, . . . , k} is called an α-partition (cf. [9]). We say that an α-partition is
a smooth paving (resp. an affine paving) if every subset Xl is a smooth subvariety
of X (resp. is isomorphic to an affine space Cdl).
The existence of an affine paving guarantees good (co)homological properties for
the variety X (see [9, §1.6–1.10]). It is an especially desirable property for varieties
that arise as fibers of a resolution (see [12, §2.4, §4.3.2]).
There are classical constructions of affine pavings:
Example 2. (a) If B ⊂ G is a Borel subgroup, then the partition of the variety
P = G/P into the various B-orbits is an affine paving (the Schubert decomposition).
(b) (Bialynicki-Birula’s theorem) Let X be a projective variety equipped with an
algebraic action of C∗. This action gives rise to a fixed point set XC
∗
⊂ X and a
well-defined retraction map
ξ : X → XC
∗
, x 7→ lim
t→0
t · x,
which is not algebraic in general. Let Y ⊂ XC
∗
be a connected component such
that every y ∈ Y is a regular point of X . Then the restriction ξ : ξ−1(Y )→ Y is an
algebraic affine bundle (i.e., a fiber bundle of typical fiber isomorphic to an affine
space) (see [2]). In particular, if X is a smooth projective variety and the fixed point
set XC
∗
is finite, then the decomposition X =
⊔
y∈XC∗{x ∈ X : limt→0 t · x = y} is
an affine paving (see [9, §1.2–1.3]).
However, showing the existence of an affine paving for the variety Pe,i requires
other methods: though Pe,i is a subset of P , it is not in general stable by any Borel
subgroup, so it is not a union of Schubert cells. Moreover, since Pe,i is not smooth
in general and since there is in general no known action of C∗ on Pe,i with a finite
number of fixed points, Bialynicki-Birula’s theorem cannot be directly applied.
In some situations, it is already known that Springer fibers admit affine pavings.
This was first shown by N. Spaltenstein [25, §II.5] for Springer fibers in the case
of G = SLn(C). Other constructions of affine pavings for Springer fibers in the
case of SLn(C) are given in [11, 19, 32]. In fact, C. De Concini, G. Lusztig and
C. Procesi [9] showed that Be admits an affine paving whenever G is a classical
simple algebraic group (see also [15, §11]). The same property holds when G is of
type G2, F4, or E6 (see [9, 26, 32]) and one can expect it also for G of type E7 or
E8. Finally, it is known that Steinberg varieties and Spaltenstein varieties admit
affine pavings in the case of G = SLn(C) (see [7, 21]).
In this paper, we extend the previous results to the case of the varieties Pe,i and
for G classical:
Theorem 1. Let P, e, i be as in Definition 1. Assume that the minimal Levi sub-
algebra of g containing e has no nonregular component of exceptional type. Then,
the variety Pe,i admits an affine paving.
Let us explain the assumption made in the theorem. For e ∈ g nilpotent, there
is a minimal Levi subalgebra gˆ ⊂ g containing e, which is unique up to conjugation.
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Its semisimple part decomposes as [gˆ, gˆ] = s1× · · ·× sk with si simple Lie algebras.
We have e = (e1, . . . , ek), where each ei is a distinguished nilpotent element of si.
By saying in the theorem that gˆ has no nonregular component of exceptional type,
we mean that si is of type A–D whenever ei is not regular in si. This assumption is
more general than assuming that the semisimple part of g itself has no component of
exceptional type. In particular, the theorem is valid when G is GLn(C), SLn(C),
Sp2m(C), SOn(C). In light of Example 1 (c), the theorem answers affirmatively
Question 4.19 in [12] for nilpotent orbits of classical type. I would like to thank
Daniel Juteau, Carl Mautner, and Geordie Williamson who informed me of this
application of the theorem.
1.4. Organization of the paper. The remainder of the paper comprises seven
sections and is organized as follows. Section 2 contains preliminary facts on par-
abolic orbits in partial flag varieties, which will be basic ingredients in the next
sections. In Section 3, we construct a smooth paving of the variety Pe,i and show
that Pe,i will have an affine paving provided that its fixed point set (Pe,i)S under
a certain torus S does. The main fact pointed out in Section 4 is that the proof of
Theorem 1 can be reduced to the case of distinguished nilpotent elements. More-
over, in Section 5, we explain how the proof can be reduced to the case of almost
simple groups.
In Section 6, we recall the description of partial flag varieties in the classical
cases, that is, in terms of partial flags (in type A) and isotropic partial flags (in
types B, C, D). In Section 7, we describe the form taken by the P -stable subspaces
i ⊂ p in the classical cases. The conclusion of Sections 6–7 is that the variety Pe,i
takes an elementary form in the classical cases.
Finally, Section 8 contains a proof by induction of Theorem 1 for distinguished
nilpotent elements and almost simple classical groups, relying on the elementary
form of the variety Pe,i in this situation. This final argument is easy in type A but
quite involved in the other classical types.
The proof of Theorem 1 that we give here is widely inspired by the proof given
in [9] in the case of Springer fibers. In Sections 3–5, the arguments follow the same
scheme as in [9]. The final computational argument given in Section 8 is however
more involved here than in the case of Springer fibers.
In what follows, unless otherwise specified, G is a reductive connected linear
algebraic group.
2. Preliminaries on parabolic orbits
In this section, we recall (for later use) elementary properties of parabolic sub-
groups Q ⊂ G and well-known properties of Q-orbits of the partial flag variety
P = G/P . Proofs are provided for the sake of completeness.
2.1. Parabolic subgroups, cocharacters, and Z-gradings. Recall that a par-
abolic subgroup Q ⊂ G admits a Levi decomposition
Q = LQ ⋉ UQ
(with UQ ⊂ Q the unipotent radical and LQ ⊂ Q a Levi factor).
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2.1.1. A (Levi decomposition of a) parabolic subgroup can always be induced by
a cocharacter: given a Levi decomposition as above, we can find a cocharacter
λ : C∗ → G (that is, a morphism of algebraic groups) such that Q, LQ, UQ are
characterized by:
Q = {g ∈ G : lim
t→0
λ(t)gλ(t)−1 exists},(1)
UQ = {g ∈ G : lim
t→0
λ(t)gλ(t)−1 = 1G},(2)
LQ = {g ∈ G : λ(t)gλ(t)
−1 = g ∀t ∈ C∗}(3)
(cf. [29, §8.4]).
2.1.2. A (Levi decomposition of a) parabolic subgroup can also be induced by a
Z-grading
g =
⊕
i∈Z
gi.
Here, [gi, gj] ⊂ gi+j for all i, j. We assume that g0 contains the center of g (by
convention, all gradings in the rest of the paper will be subject to this assump-
tion). Write g≥j =
⊕
i≥j gi. Then g≥0 ⊂ g is a parabolic subalgebra with Levi
decomposition g≥0 = g0 ⊕ g≥1, and there is a parabolic subgroup Q ⊂ G with
Levi decomposition Q = LQ ⋉ UQ such that the Lie algebras of Q,UQ, LQ are
respectively g≥0, g≥1, g0.
The map d : g → g defined by d(x) = ix for x ∈ gi is a derivation of g, which
restricts to a derivation of [g, g]. Since any derivation of [g, g] is inner and the center
of g lies in g0, there is h ∈ [g, g] such that [h, x] = ix for all x ∈ gi, i ∈ Z, and we
find a cocharacter λ : C∗ → G with λ′(t) = th, so
(4) gi = {x ∈ g : λ(t) · x = t
ix ∀t ∈ C∗} ∀i ∈ Z.
Clearly, Q,UQ, LQ correspond to the cocharacter λ in the sense of relations (1)–(3).
2.1.3. Basic setting. We will often consider the following situation, which combines
the previous remarks:
(a) Q = LQ ⋉ UQ is a Levi decomposition of a parabolic subgroup of G.
(b) λ : C∗ → G is a cocharacter inducing this Levi decomposition, in the sense
of (1)–(3). Let S = {λ(t) : t ∈ C∗}, so that LQ is the centralizer of S in G.
(c) g =
⊕
i∈Z gi is the Z-grading corresponding to λ in the sense of (4).
2.2. Parabolic orbits of a partial flag variety. A parabolic subgroup Q ⊂ G
acts on the partial flag variety P = G/P with finitely many orbits. In what follows,
we describe the structure of these orbits.
Let Q = LQ ⋉ UQ, λ : C
∗ → G, and S = {λ(t) : t ∈ C∗} be as in Section 2.1.3.
In particular the cocharacter λ gives rise to an algebraic action of C∗ on P . Since
P is smooth, projective, we obtain a map
ρ : P → PS := {gP ∈ P : s(gP ) = gP, ∀s ∈ S}, gP 7→ lim
t→0
λ(t)gP
which, by Bialynicki-Birula’s theorem (cf. Example 2 (b)), is an algebraic affine
bundle over each connected component of the fixed point set PS . Proposition 1
below gives a different proof of this property, and shows in addition that ρ is
locally trivial over each connected component of PS and is intimately related to
the structure of the Q-orbits.
6 LUCAS FRESSE
Given a Q-orbit O ⊂ P , we let OS := {gP ∈ O : s(gP ) = gP, ∀s ∈ S} be its
S-fixed point set. The structure of OS is described in the next lemma.
Lemma 1. (a) One has OS 6= ∅.
Fix an element g0P ∈ OS. Hence P0 := g0Pg
−1
0 contains S and LQ ∩ P0 is a
parabolic subgroup of LQ (cf. [29, §6.4.7]).
(b) OS consists of a unique LQ-orbit. In fact, the map
ξ : LQ/(LQ ∩ P0)→ O
S , ℓ(LQ ∩ P0) 7→ ℓ(g0P )
is well defined and is an isomorphism of algebraic varieties.
(c) In particular, OS is a partial flag variety of LQ (thus a smooth, connected,
projective variety). Hence, the subsets OS , corresponding to the Q-orbits
O ⊂ P, are exactly the connected components of PS.
Proof. (a) Let T ⊂ B ⊂ Q be a maximal torus and a Borel subgroup such that
S ⊂ T . Let g ∈ G be such that B ⊂ gPg−1. By the Bruhat decomposition, the
orbit O takes the form O = QwgP with w ∈ NG(T ). For all s ∈ S, one has
swgP = w(w−1sw)gP = wgP . Thus, wgP ∈ OS .
(b) The inclusion {ℓ(g0P ) : ℓ ∈ LQ} ⊂ O
S is easy. Conversely, suppose q(g0P ) ∈
OS (where q ∈ Q). Write q = ℓu with ℓ ∈ LQ and u ∈ UQ. Since g0P and q(g0P )
are fixed by S (and using (3)), we deduce the equality
q(g0P ) = ℓλ(t)uλ(t)
−1(g0P ) ∀t ∈ C
∗.
Finally letting t → 0 (and using (2)) we infer that q(g0P ) = ℓ(g0P ). This shows
the equality OS = {ℓ(g0P ) : ℓ ∈ LQ}.
This equality implies that the map LQ → OS , ℓ → ℓ(g0P ) is surjective. Note
that LQ ∩ P0 = {ℓ ∈ LQ : ℓ(g0P ) = g0P}. This readily implies that ξ is a well-
defined isomorphism (see [30, §2.11] for instance). 
As in Lemma 1, we fix g0P ∈ OS and let P0 = g0Pg
−1
0 . In addition to the
isomorphism ξ : LQ/(LQ ∩ P0)→ OS of Lemma 1 (b), we dispose of the surjective
maps
ϕ : Q = LQ ⋉ UQ → LQ/(LQ ∩ P0), ℓu 7→ ℓ(LQ ∩ P0)
and ψ : Q→ O, q 7→ q(g0P ).
Proposition 1. (a) There is a (unique) map ζ : O → OS such that the dia-
gram
Q
ψ
−→ O
ϕ ↓ ↓ ζ
LQ/(LQ ∩ P0)
ξ
−→ OS
commutes. Moreover, ζ is an algebraic locally trivial affine bundle.
(b) ζ is the restriction to O of the map ρ : P → PS, gP 7→ limt→0 λ(t)gP . In
particular,
• ζ is intrinsic (i.e., it does not depend on the choice of g0P ∈ OS),
• ρ is an algebraic locally trivial affine bundle over each connected com-
ponent of PS.
Proof. (a) Observe that we have Q∩P0 = {q ∈ Q : q(g0P ) = g0P}. Hence the map
ψ : Q→ O induces an isomorphism of algebraic varieties ψ1 : Q/(Q ∩ P0)→ O.
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We claim that
Q ∩ P0 = (LQ ∩ P0)⋉ (UQ ∩ P0).
It is enough to check the inclusion Q∩P0 ⊂ (LQ∩P0)(UQ∩P0). So, take q ∈ Q∩P0.
There are ℓ ∈ LQ, u ∈ UQ such that q = ℓu. Since q ∈ P0, we have q(g0P ) = g0P .
Furthermore, recall that g0P ∈ OS . It follows (by (3)):
g0P = λ(t)(g0P ) = λ(t)q(g0P ) = ℓ(λ(t)uλ(t)
−1)(g0P ) ∀t ∈ C
∗.
Letting t → 0 and invoking (2), we get g0P = ℓ(q0P ). Whence ℓ ∈ LQ ∩ P0. We
derive u ∈ UQ ∩P0. Thereby, q ∈ (LQ ∩P0)(UQ ∩P0) and the claim is established.
The relations Q = LQ⋉UQ and Q∩P0 = (LQ ∩P0)⋉ (UQ ∩P0) yield a natural
isomorphism
ζ1 : Q/(Q ∩ P0)
∼
→ LQ ×LQ∩P0 (UQ/(UQ ∩ P0)).
We get a commutative diagram
Q
ψ2
−→ Q/(Q ∩ P0)
ψ1
−→ O
ϕ ↓ ↓ ζ1
OS
ξ
←− LQ/(LQ ∩ P0)
ζ2
←− LQ ×LQ∩P0 (UQ/(UQ ∩ P0))
where ψ2 : Q→ Q/(Q∩P0) and ζ2 : LQ×LQ∩P0 (UQ/(UQ∩P0))→ LQ/(LQ∩P0) are
the natural surjections. Let ζ = ξζ2ζ1ψ
−1
1 . Recall that the maps ψ1, ζ1, ξ involved
in this composition are isomorphisms of varieties. Note that ζ2 is a locally trivial
fiber bundle whose typical fiber UQ/(UQ ∩ P0) is isomorphic (as a variety) to an
affine space. Therefore, ζ is an algebraic locally trivial affine bundle.
(b) Let q(g0P ) ∈ O. There are ℓ ∈ LQ, u ∈ UQ such that q = ℓu. Then,
ρ(q(g0P )) = lim
t→0
λ(t)q(g0P ) = lim
t→0
ℓ(λ(t)uλ(t)−1)(g0P ) = ℓ(g0P ) = ζ(q(g0P )).
(cf. (2), (3)). Thus ζ = ρ|O. This implies that ζ does not depend on the choice of
g0P . Combined with Lemma 1 (c), this implies that ρ is an algebraic locally trivial
affine bundle over each connected component of PS . 
3. Construction of smooth pavings
The purpose of this section is to show the next statement, which will be used in
the proof of Theorem 1:
Proposition 2. Let Q,S be as in Section 2.1.3 (a)–(b) and let e, P, i be as in
Definition 1. Assume that the grading of Section 2.1.3 (c) is good for e. Let O ⊂ P
be a Q-orbit such that Pe,i ∩ O 6= ∅. Then:
(a) Pe,i ∩ O is smooth.
(b) (Pe,i ∩ O)S is nonempty and is a smooth, projective variety.
(c) The restriction of the map ζ : O → OS of Proposition 1 yields a well-defined
map
Pe,i ∩ O → (Pe,i ∩ O)
S
whose restriction over each connected component of (Pe,i ∩O)S is an alge-
braic affine bundle.
The assumptions of the proposition involve the notion of good grading (see Ex-
ample 1 (c)), which is recalled in Section 3.1. The choice of Q arising from a good
grading (like in the proposition) is suitable for applying the results of Section 2 to
the study of the variety Pe,i. Relying on this observation, Proposition 2 is proved
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in Section 3.2. The proof of Proposition 2 (a), (b) follows the same reasoning as in
[9], the proof of Proposition 2 (c) is somewhat different.
3.1. Preliminaries on good gradings. Recall (cf. Example 1 (c)) that a Z-
grading g =
⊕
i∈Z gi, such that g0 contains the center of g, is said to be good for
the nilpotent element e ∈ g if
e ∈ g2(5)
and ge := {x ∈ g : [e, x] = 0} ⊂ g≥0.(6)
(We write g≥j =
⊕
i≥j gi.) Good gradings always exist:
Example 3. Take h, f ∈ g such that (e, h, f) is a standard triple (i.e., [h, e] = 2e,
[h, f ] = −2f , [e, f ] = h). Then, the grading obtained by letting gi = {x ∈ g :
[h, x] = ix} is good for e.
There are equivalent definitions of good gradings (see [10, Theorem 1.3]):
Lemma 2. Let g =
⊕
i∈Z gi be a Z-grading such that g0 contains the center of g
and e ∈ g2. Then, the following conditions are equivalent:
(i) the grading is good for e;
(ii) ad e : gi → gi+2 is injective for all i ≤ −1 and surjective for all i ≥ −1;
(iii) ad e : gi → gi+2 is injective for all i ≤ −1;
(iv) ad e : gi → gi+2 is surjective for all i ≥ −1.
We refer to [10] for the main properties of good gradings and classification of
good gradings for simple Lie algebras. We just emphasize in the next lemma the
two properties that we will need in our study of the varieties Pe,i.
Lemma 3. Let Q,S, λ be as in Section 2.1.3 (a)–(b). Assume that the grading of
Section 2.1.3 (c) is good for e. Then:
(a) Q · e = g≥2. In particular, Q · e is a vector subspace of g.
(b) λ(t) · e = t2e for all t ∈ C∗. In particular, the variety Pe,i is stable by the
natural action of S on P.
Proof. (a) It follows from Section 2.1.3 and relation (5) that Q · e is a closed sub-
variety of g≥2. By sl2-theory, we have dim g
e = dim g0 + dim g1. By relation (6),
we have ge ⊂ g≥0 = Lie(Q). This yields dimQ · e = dim g≥0 − dim ge = dim g≥2.
Whence the claimed equality. Part (b) follows from (4) and (5). 
3.2. Proof of Proposition 2. Let gP ∈ Pe,i ∩ O. Thus g
−1 · e ∈ i. Lemma
3 (a) guarantees that the intersection (g · i)∩ (Q · e) is a smooth, closed, irreducible
subvariety of Q · e. The maps ψ : Q→ O, q 7→ q(gP ) and χ : Q→ Q · e, q 7→ q−1 · e
are algebraic, smooth. Moreover, one has
ψ−1(Pe,i ∩ O) = χ
−1((g · i) ∩ (Q · e)) = {q ∈ Q : q−1 · e ∈ g · i}.
Since (g · i) ∩ (Q · e) is smooth, we infer that Pe,i ∩O is smooth. This shows (a).
Let LQ, UQ be as in Section 2.1.3. By Lemma 1, we have O = Qg0P and
OS = {ℓ(g0P ) : ℓ ∈ LQ}, where P0 := g0Pg
−1
0 ⊃ S. The map ζ : O → O
S of
Proposition 1 is such that
ζ(ℓu(g0P )) = ℓ(g0P ) for all ℓ ∈ LQ, u ∈ UQ.
AFFINE PAVINGS FOR VARIETIES OF PARTIAL FLAGS 9
Let q(g0P ) ∈ Pe,i ∩ O. Write q = ℓu with ℓ ∈ LQ, u ∈ UQ. Invoking (3) and
Lemma 3 (b), we have
ℓ(λ(t)uλ(t)−1)g0P = λ(t)q(g0P ) ∈ Pe,i ∀t ∈ C
∗.
Letting t→ 0 and invoking (2), we get ζ(q(g0P )) = ℓ(g0P ) ∈ (Pe,i ∩ O)S . Whence
the inclusion ζ(Pe,i∩O) ⊂ (Pe,i∩O)S . The restriction of ζ to OS being the identity,
we obtain in fact
ζ(Pe,i ∩ O) = (Pe,i ∩ O)
S .
In particular, (Pe,i ∩O)S 6= ∅. Since Pe,i ∩O is smooth, it follows that (Pe,i ∩O)S
is smooth. By Lemma 1 (c), (Pe,i ∩O)S = Pe,i ∩OS is also projective, whence (b).
Let
ζ0 : Pe,i ∩ O → (Pe,i ∩ O)
S
be the restriction of ζ. For proving part (c), we need to show that, for every
connected component C ⊂ (Pe,i∩O)S , the restriction of ζ0 gives rise to an algebraic
affine bundle ζ−10 (C)→ C. To do this, we aim to apply Bialynicki-Birula’s theorem
(see Example 2 (b)) to the map
ρ0 : Pe,i ∩ O → (Pe,i ∩ O)
S , x 7→ lim
t→0
λ(t)x.
Recall that the orbit O is open in its closure O, and O\O is a union of finitely many
Q-orbits of lower dimension. It easily follows that C is also a connected component
of (Pe,i∩O)S . Moreover, C is contained in Pe,i∩O, which is a smooth, open subset
of Pe,i ∩O, thereby C lies in the regular locus of Pe,i ∩O. This allows us to apply
Bialynicki-Birula’s theorem, from which we obtain that the restriction of ρ0 is an
algebraic affine bundle ρ−10 (C)→ C.
According to Proposition 1, for every Q-orbit O′ ⊂ O, we have ρ0(Pe,i ∩ O′) ⊂
(Pe,i ∩ O′)S . It follows that ρ
−1
0 ((Pe,i ∩ O)
S) = Pe,i ∩ O. From Proposition 1 (b),
we also have that the restriction ρ0 : Pe,i ∩ O → (Pe,i ∩ O)S coincides with ζ0.
In particular, we have ζ−10 (C) = ρ
−1
0 (C), and the restriction ζ0|ζ−1
0
(C) is then an
algebraic affine bundle. The proof of Proposition 2 is complete.
4. Reduction to distinguished case
Through Bala-Carter theory, one attaches to a nilpotent element e ∈ g a Levi
subgroup Gˆ ⊂ G whose Lie algebra gˆ contains e as a distinguished element. The
precise notation is given in Section 4.1. In this section, we combine this classical
construction of Bala-Carter theory with the construction of Section 3, which in-
volves a parabolic subgroup Q with Levi factor ZG(S), those data arising from a
good grading for e (see Section 3.1). In order to make both constructions compat-
ible, we will assume that Gˆ contains the subtorus S (one always can find Gˆ with
this property: see Section 4.1); in this manner, Q contains the center of Gˆ, so that
Gˆ ∩Q is a parabolic subgroup of Gˆ and the datum (Gˆ ∩Q, λ, S) corresponds to a
good grading of Gˆ.
Our objective in this section is to prove the next proposition, which relates the
variety Pe,i to a variety called Pˆe,ˆi , of the same type but relative to the group Gˆ.
Proposition 3. Let e, P, i be as in Definition 1. Let Q, λ, S be as in Section 2.1.3
and assume that the grading of Section 2.1.3 (c) is good for e. Let Gˆ ⊂ G be a Levi
subgroup whose Lie algebra contains e as a distinguished element and assume that
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S ⊂ Gˆ. Let Zˆ be the identity component of the center of Gˆ, so that Gˆ = ZG(Zˆ).
Hence SZˆ is a subtorus of both Q and Gˆ. Then:
(a) There is a map
(Pe,i)
S → (Pe,i)
SZˆ
which is an algebraic affine bundle over each connected component.
(b) For each connected component C ⊂ P Zˆ , there are
• a parabolic subgroup Pˆ ⊂ Gˆ and a Pˆ -stable subspace iˆ ⊂ Lie(Pˆ ), giving rise
to a variety
Pˆe,ˆi = {gPˆ ∈ Gˆ/Pˆ : g
−1 · e ∈ iˆ} ⊂ Gˆ/Pˆ ,
• and an isomorphism
C ∩ (Pe,i)
SZˆ → (Pˆe,ˆi)
S .
In particular, if we know that the variety (Pˆe,ˆi)
S admits an affine paving for all
choices of Pˆ , iˆ, then we can conclude that the variety (Pe,i)S itself admits an affine
paving.
Hereafter we fix e, P, i like in the proposition. The group Gˆ involved in the
statement of the proposition is unique up to conjugation. In Section 4.1 we review
the construction of Gˆ and fix the notation. The proof of the proposition is then
given in Section 4.2.
4.1. Notation and preliminary facts. To start with, we recall the construction
of a minimal Levi subalgebra of g containing the nilpotent element e. We refer to
[8, §3 and §8] and [15, §4] for more details.
First, we embed e in a standard triple φ = (e, h, f), so that [h, e] = 2e, [h, f ] =
−2f , and [e, f ] = h. Then,
zg(φ) := {x ∈ g : [x, y] = 0, ∀y ∈ {e, h, f}},
ZG(φ) := {g ∈ G : g · y = y, ∀y ∈ {e, h, f}}
are a reductive Lie subalgebra of g (the quotient of zg(e) := {x ∈ g : [x, e] = 0} by
its nilradical) and a reductive subgroup of G, respectively. Let ZG(φ)
0 denote the
identity component. Pick up a maximal torus Tφ ⊂ ZG(φ)0. Thus tφ := Lie(Tφ)
is a maximal toral subalgebra of zg(φ). Let ZG(Tφ) ⊂ G (resp. zg(tφ) ⊂ g) be the
corresponding centralizers.
Lemma 4. Gˆ := ZG(Tφ) is a Levi subgroup of G whose Lie algebra gˆ := zg(tφ)
contains e as a distinguished element.
The next lemma shows how to adapt the construction of the group Gˆ to the
parabolic subgroup Q and the subtorus S ⊂ Q arising from a good grading for e,
involved in the constructions of Section 3 and in the statement of Proposition 3.
Lemma 5. Let Q, λ, S be as in Section 2.1.3 and assume that the grading of Section
2.1.3 (c) is good for e. Then, there is a Levi subgroup Gˆ ⊂ G whose Lie algebra
contains e as a distinguished element and which satisfies S ⊂ Gˆ.
Proof. Let g =
⊕
i∈Z gi be the grading of Section 2.1.3 (c). By assumption, e ∈ g2.
By [10, Lemma 1.1], we can choose a standard triple φ = (e, h, f) with h ∈ g0 and
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f ∈ g−2. Let Tφ ⊂ ZG(φ), tφ ⊂ zg(φ) be a maximal torus and a maximal toral
subalgebra, as above Lemma 4. In particular,
(7) h ∈ zg(tφ).
Letting H = λ′(1) ∈ g, relation (4) implies gi = {x ∈ g : [H,x] = ix} for all i ∈ Z.
By [10, Theorem 1.1], H − h lies in the center of zg(φ). This ensures that
(8) H − h ∈ zg(tφ).
Combining (7) and (8), we obtain H ∈ zg(tφ). Since H generates the Lie algebra
of S, this implies that the tori S and Tφ commute. By Lemma 4, Gˆ := ZG(Tφ)
satisfies the desired properties. 
Let Gˆ ⊂ G be a Levi subgroup satisfying the conditions of Lemma 5. Saying that
Gˆ is a Levi subgroup of G means that it arises as a Levi factor of some parabolic
subgroup Qˆ ⊂ G. Let UQˆ be the unipotent radical of Qˆ, so that we have the Levi
decomposition
Qˆ = Gˆ⋉ UQˆ.
We fix a cocharacter λˆ : C∗ → G that induces this Levi decomposition in the sense
of Section 2.1.1, that is, such that
Qˆ = {g ∈ G : lim
t→0
λˆ(t)gλˆ(t)−1 exists},
UQˆ = {g ∈ G : limt→0
λˆ(t)gλˆ(t)−1 = 1G},
Gˆ = {g ∈ G : λˆ(t)gλˆ(t)−1 = g}.
Let Sˆ = {λˆ(t) : t ∈ C∗}. Thus, Gˆ = ZG(Sˆ). The fact that S is contained in Gˆ
implies that
(9) the tori S and Sˆ commute,
thus they generate a torus S Sˆ ⊂ Gˆ. It also implies that the adjoint action of Sˆ
fixes every element of the Lie algebra gˆ. In particular, s · e = e for all s ∈ Sˆ.
Consequently,
(10) the action of Sˆ on P = G/P leaves the subvariety Pe,i stable.
We will need the following lemma.
Lemma 6. We have the following equality between fixed point sets P Sˆ = P Zˆ .
Proof. We check the equality OZˆ = OSˆ for all Qˆ-orbit O ⊂ P . The inclusion ⊂ is
immediate. For checking the other inclusion, we first note as in the proof of Lemma
1 (a) that the orbit O contains at least one element x0 fixed by Zˆ. Then, Lemma
1 (b) implies that OSˆ is exactly the Gˆ-orbit of x0. Since Gˆ = ZG(Zˆ), this yields
the desired inclusion OSˆ ⊂ OZˆ . 
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4.2. Proof of Proposition 3. Part (a) of the statement is established as follows.
From Proposition 2, we know that the variety (Pe,i)S is projective and smooth.
Moreover, by (9) and (10), this variety is stable by the natural action of the rank
one torus Sˆ = {λˆ(t) : t ∈ C∗} on P . Thereby, we can apply Bialynicki-Birula’s
theorem (see Example 2 (b)) which says that the retraction map
ρˆ : (Pe,i)
S → ((Pe,i)
S)Sˆ , gP 7→ lim
t→0
λˆ(t)gP
is an algebraic affine bundle over each connected component. Using Lemma 6, we
finally note that ((Pe,i)S)Sˆ = (Pe,i)S ∩ P Sˆ = (Pe,i)S ∩ P Zˆ = (Pe,i)SZˆ . The proof
of (a) is complete.
Now, let us prove part (b) of the statement. Let a connected component C ⊂
P Zˆ . From Lemma 1 (and Lemma 6), we know that there is g0P ∈ P Sˆ such that
C = Gˆg0P . The fact that g0P is Sˆ-fixed implies that the parabolic subgroup
g0Pg
−1
0 contains the torus Sˆ. Thereby, Pˆ := Gˆ∩g0Pg
−1
0 is a parabolic subgroup of
Gˆ = ZG(Sˆ). Set iˆ = gˆ∩ (g0 · i). This is clearly a Pˆ -stable subspace of pˆ := Lie(Pˆ ) =
gˆ ∩ (g0 · p). From Lemma 1 (b), we know that the map
ξ : Gˆ/Pˆ → C, gˆPˆ 7→ gˆg0P
is an isomorphism of algebraic varieties. The map ξ is clearly S-equivariant, hence
it satisfied
(11) ξ((Gˆ/Pˆ )S) = CS .
Given gˆPˆ ∈ Gˆ/Pˆ , we have
(12) gˆPˆ ∈ Pˆe,ˆi ⇔ gˆ
−1 · e ∈ gˆ ∩ (g0 · i) ⇔ (gˆg0)
−1 · e ∈ i ⇔ gˆg0P ∈ Pe,i
where we use that e ∈ gˆ (so every gˆ ∈ Gˆ satisfies that gˆ−1 · e ∈ gˆ). Relations (11)
and (12) imply that ξ restricts to an isomorphism between (Pˆe,ˆi)
S and (Pe,i)S ∩ C.
This completes the proof of (b).
5. Reduction to almost simple classical groups
It is convenient to formalize the following property:
Definition 2. Given a reductive, connected group G and a nilpotent element e
in its Lie algebra g, we say that property P(G, e) is satisfied if, for some standard
triple {e, h, f} ⊂ g, letting S = {λ(t) : t ∈ C∗} ⊂ G be the subtorus corresponding
to h in the sense of Section 2.1.2, for every parabolic subgroup P ⊂ G and every
P -stable subspace i ⊂ p = Lie(P ), the variety (Pe,i)S admits an affine paving.
Remark 2. If {e, h, f}, {e, h′, f ′} ⊂ g are two standard triples containing e, then
there is g0 ∈ G such that g0 · e = e and h
′ = g0 · h (see [8, Theorem 3.4.10]). If λ :
C∗ → G is the cocharacter corresponding to h in the sense of Section 2.1.2, then µ :
C∗ → G defined by µ(t) = g0λ(t)g
−1
0 corresponds to h
′. Let S = {λ(t) : t ∈ C∗} and
S′ = {µ(t) : t ∈ C∗}. Since g0 stabilizes e, it induces a well-defined automorphism
Pe,i → Pe,i, gP 7→ g0gP . This automorphism restricts to an isomorphism between
the fixed point sets (Pe,i)S
∼
→ (Pe,i)S
′
. We conclude from this that, if property
P(G, e) is satisfied with respect to a standard triple {e, h, f}, then it holds with
respect to any other standard triple {e, h′, f ′} containing e.
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In these terms, Proposition 3 and Example 3 show that P(Gˆ, e) implies P(G, e),
whereas Proposition 2 implies that Theorem 1 will be proved once we know that
property P(G, e) holds for all e such that Lie(Gˆ) has no nonregular component of
exceptional type. The purpose of this section is to point out other situations where
property P(G, e) is transmitted from a pair (G, e) to another.
5.1. Products. Here we assume that G = G1 × · · · × Gk where G1, . . . , Gk are
reductive connected groups. Then, letting gi be the Lie algebra of Gi, we have
g = g1× · · ·× gk. Thus, any element e ∈ g can be uniquely written e = (e1, . . . , ek)
and e is nilpotent if and only if ei is nilpotent for all i ∈ {1, . . . , k}. It is also clear
that e is distinguished in g if and only if ei is distinguished in gi for all i ∈ {1, . . . , k}.
Proposition 4. Let G = G1 × · · · ×Gk and e = (e1, . . . , ek) ∈ g nilpotent. Then,
P(G, e) holds whenever P(Gi, ei) holds for all i ∈ {1, . . . , k}.
Proof. For every i ∈ {1, . . . , k}, fix a standard triple {ei, hi, f i} ⊂ gi containing
ei and a cocharacter λi : C
∗ → Gi, of image Si = {λi(t) : t ∈ C∗}, which cor-
responds to hi in the sense of Section 2.1.2. Then, letting h = (h1, . . . , hk) and
f = (f1, . . . , fk), the elements {e, h, f} form a standard triple of g and the cochar-
acter λ := (λ1, . . . , λk) : C
∗ → G corresponds to h. Let S := {λ(t) : t ∈ C∗} ⊂
S1 × · · · × Sk.
Any parabolic subgroup P ⊂ G can be written P = P 1×· · ·×P k where P i ⊂ Gi
are parabolic subgroups and any P -stable subspace i ⊂ Lie(P ) can be written
i = i1 × · · · × ik where ii ⊂ Lie(P i) are P i-stable subspaces. For i ∈ {1, . . . , k}, let
P iei,ii = {gP
i ∈ Gi/P i : g−1 · ei ∈ ii}. The map
Φ : G1/P 1 × · · · ×Gk/P k → G/P, (g1P
1, . . . , gkP
k) 7→ (g1, . . . , gk)P
is an isomorphism. It is easy to check that
Φ((P1e1,i1)
S1 × · · · × (Pkek,ik)
Sk) = (Pe,i)
S .
Therefore, if (P iei,ii)
Si admits an affine paving for all i, then (Pe,i)S admits an affine
paving, too. This shows the proposition. 
5.2. Central extensions. Let Gˇ be another reductive, connected, linear algebraic
group over C, equipped with a surjective morphism of algebraic groups
π : G→ Gˇ
whose kernel is contained in the center of G. By derivation, we get a surjective
morphism of Lie algebras dπ : g → gˇ = Lie(Gˇ) whose kernel lies in the center of
g. This implies that dπ restricts to an isomorphism between the semisimple Lie
algebras [g, g] and [gˇ, gˇ]. Thus, dπ restricts to a bijection between the nilpotent
cones N ⊂ g and Nˇ ⊂ gˇ, and we have that e ∈ N is distinguished in g if and only
if eˇ := dπ(e) ∈ Nˇ is distinguished in gˇ.
Proposition 5. Let π : G→ Gˇ and dπ : g→ gˇ be central extensions as above. Let
e ∈ g be nilpotent and eˇ = dπ(e). Then, P(G, e) holds if and only if P(Gˇ, eˇ) holds.
Proof. The maps P 7→ π(P ) and Pˇ 7→ π−1(Pˇ ) are pairwise inverse bijections be-
tween the set of closed subgroups of G containing the center Z(G) and the set of
closed subgroups of Gˇ containing the center Z(Gˇ). Moreover, if Pˇ = π(P ), then
π induces a bijection morphism of varieties ϕ : G/P → Gˇ/Pˇ . Similarly, the map
p 7→ pˇ = dπ(p) is a bijection between the set of subalgebras of g containing the
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center of g and the set of subalgebras of gˇ containing the center of gˇ, and the in-
duced linear morphism g/p → gˇ/pˇ is bijective. By [29, §5.3.2 (iii) and §6.2.1], P is
a parabolic (resp. Borel) subgroup of G if and only if Pˇ is a parabolic (resp. Borel)
subgroup of Gˇ, and in this case the map
ϕ : G/P → Gˇ/Pˇ , gP 7→ π(g)Pˇ
is an isomorphism of G-homogeneous varieties. We fix P ⊂ G and Pˇ = π(P ) ⊂ Gˇ
parabolic, and write p = Lie(P ) and pˇ = dπ(p) = Lie(Pˇ ).
If iˇ ⊂ pˇ is a Pˇ -stable subspace, then dπ−1 (ˇi) ⊂ p is a P -stable subspace and we
have iˇ = dπ(dπ−1 (ˇi)). Conversely, if i ⊂ p is a P -stable subspace, then dπ(i) ⊂ pˇ
is a Pˇ -stable subspace, and we have dπ−1(dπ(i)) = i + ker dπ. More generally, fix
subspaces i ⊂ p and iˇ ⊂ pˇ, respectively P - and Pˇ -stable, such that i ⊂ dπ−1 (ˇi) ⊂
i+ ker dπ. We claim that
(13) N ∩ i = N ∩ (i+ ker dπ).
The inclusion ⊂ is immediate. For checking the other inclusion, let x ∈ i, z ∈ ker dπ,
assume that x + z is nilpotent, and let us show that x + z ∈ i. Note that x + z
is a nilpotent element of p, hence it is contained in the nilradical n of some Borel
subalgebra b ⊂ p. Fix a Cartan subalgebra t with b = t⊕n and let g = t⊕
⊕
α∈Φ gα
be the root space decomposition with respect to t. Thus n =
⊕
α∈Φ+ gα for a system
of positive roots Φ+. We can write x + z =
∑
α∈I xα where xα ∈ gα, xα 6= 0, for
a subset I ⊂ Φ+. Hence i ∋ x = −z +
∑
α∈I xα and we know that −z ∈ t. Note
that, being P -stable, i is also t-stable, so it is the sum of its root spaces. This yields
gα ⊂ i for all α ∈ I. Whence x+ z ∈ i. The checking of (13) is complete.
By virtue of (13), for gP ∈ G/P , we have g−1 · e ∈ i ⇔ dπ(g−1 · e) ∈ dπ(i) ⇔
π(g)−1 · eˇ ∈ iˇ, thereby
ϕ(Pe,i) = Pˇeˇ,ˇi := {gˇPˇ ∈ Gˇ/Pˇ : gˇ
−1 · eˇ ∈ iˇ}.
If S ⊂ G is any closed subgroup and Sˇ = π(S), then we clearly have ϕ((G/P )S) =
(Gˇ/Pˇ )Sˇ , so ϕ restricts to an isomorphism
(14) Pe,i ∩ (G/P )
S ∼→ Pˇeˇ,ˇi ∩ (Gˇ/Pˇ )
Sˇ .
Let {e, h, f} ⊂ g be a standard triple and let λ : C∗ → G be a cocharacter
corresponding to h in the sense of Section 2.1.2. Let S = {λ(t) : t ∈ C∗}. Setting
hˇ = dπ(h) and fˇ = dπ(f), it is clear that {eˇ, hˇ, fˇ} is a standard triple in gˇ. The
cocharacter corresponding to hˇ is λˇ = π ◦ λ : C∗ → Gˇ. Let Sˇ = π(S) = {λˇ(t) : t ∈
C∗}. By (14), the varieties (Pe,i)S and (Pˇeˇ,ˇi)
Sˇ are isomorphic, hence one admits
an affine paving if and only if the other one does. Conditions P(G, e) and P(Gˇ, eˇ)
are therefore equivalent. 
5.3. Conclusion. The conclusion of this section is the following:
Proposition 6. In order to prove Theorem 1, it suffices to show that property
P(G, e) is satisfied whenever G is SL(V ) (for V = Cn), Sp(V, ω) (for V = C2n
endowed with a symplectic form ω), or SO(V, ω) (for V = Cm endowed with a
nondegenerate symmetric form ω), and e ∈ Lie(G) is a distinguished nilpotent
element.
Proof. As observed at the beginning of Section 5, Propositions 2 and 3 imply that,
in order to prove Theorem 1, it suffices to know that P(G, e) holds whenever G is
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reductive connected, e ∈ Lie(G) is a distinguished nilpotent element, and Lie(G)
has no nonregular component of exceptional type with respect to e (in the sense of
Theorem 1). By [29, §8.1.5], there is a central extension G1× · · · ×Gk → G where,
for every i ∈ {1, . . . , k}, Gi is either a torus or an almost simple group. Thus, by
Propositions 4 and 5, we may assume that G itself is a torus or an almost simple
group. If G is a torus, then every partial flag variety G/P is a single point, so
property P(G, e) is trivially true. If G is an almost simple group whose Lie algebra
is of exceptional type, then by assumption e is regular in Lie(G), so the variety Pe,i
is at most one point (see Remark 1) and thus property P(G, e) is trivially true. If
G is an almost simple group whose Lie algebra is of type A–D, then invoking again
Proposition 5, we may assume that G is of the form SL(V ), Sp(V, ω), or SO(V, ω).
The proof of the proposition is then complete. 
From now on, we focus on the case where G is one of the classical groups SL(V ),
Sp(V, ω), and SO(V, ω). The structure of these groups is recalled in the next section.
6. Classical partial flag varieties
In the case where the group G is classical, a partial flag variety of the form
P = G/P can be identified with a set of partial flags. This well-known fact is
recalled in this section.
6.1. Partial flag variety of type A. Let G = SL(V ) be the group of linear
automorphisms of the space V := Cn of determinant 1. Its Lie algebra g = sl(V )
consists of all linear endomorphisms of V of trace 0. A partial flag of V is a chain
of subspaces (V0 = 0 ⊂ V1 ⊂ . . . ⊂ Vk = V ). Given a sequence d = (d0 = 0 <
d1 < . . . < dk = n), we denote by Fd the set of all partial flags of V such that
dimVp = dp for all p ∈ {0, 1, . . . , k}. The set Fd has a natural structure of algebraic
projective variety, on which the group SL(V ) acts transitively.
Proposition 7. (a) If F = (V0, . . . , Vk) is a partial flag of V = C
n, then PF :=
{g ∈ SL(V ) : g(Vp) = Vp ∀p = 0, . . . , k} is a parabolic subgroup of SL(V ) and its
Lie algebra is pF := {x ∈ sl(V ) : x(Vp) ⊂ Vp ∀p = 0, . . . , k}. Any parabolic subgroup
of SL(V ) (resp. any parabolic subalgebra of sl(V )) is of this form.
(b) Let F ∈ Fd. The map gPF 7→ g(F ) is an isomorphism of SL(V )-homogeneous
varieties between the partial flag variety SL(V )/PF and the variety of partial flags
Fd.
Remark 3. Part (b) of the statement (or equivalently the SL(V )-homogeneity of
the flag variety Fd) shows that the map F 7→ PF between partial flags of V and
parabolic subgroups of SL(V ) is also injective (hence bijective).
6.2. Partial flag varieties of types B, C, and D. Here we consider the space
V = Cm equipped with a nondegenerate bilinear form ω which is either symmetric,
or skew-symmetric (i.e., symplectic). Let G ⊂ SL(V ) be the subgroup of automor-
phisms g preserving ω (i.e., ω(gv, gv′) = ω(v, v′) for all v, v′ ∈ V ). Its Lie algebra
g ⊂ sl(V ) is the subspace of endomorphisms x that are antiadjoint with respect to
ω (i.e., ω(xv, v′) = −ω(v, xv′) for all v, v′ ∈ V ). If the form ω is symmetric, then
G (resp. g) is denoted by SO(V, ω) (resp. so(V, ω)) and called a special orthogonal
group (resp. Lie algebra): a classical group of type B or D depending on whether
dimV is odd or even. If the form ω is symplectic (which forces dimV to be even),
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then G (resp. g) is denoted by Sp(V, ω) (resp. sp(V, ω)) and called symplectic
group (resp. Lie algebra): a classical group of type C.
For a subspace V ′ ⊂ V , we set V ′⊥ := {v ∈ V : ω(v, v′) = 0 ∀v′ ∈ V ′}. An
isotropic partial flag of (V, ω) is a chain of subspaces (V0 = 0 ⊂ V1 ⊂ . . . ⊂ Vk−1)
such that Vp is isotropic for all p = 0, . . . , k − 1, i.e., we have Vp ⊂ V
⊥
p . Given
a sequence of integers d = (d0 = 0 < d1 < . . . < dk−1 ≤
dimV
2 ), we denote
by Fωd the set of all isotropic partial flags of (V, ω) such that dim Vp = dp for all
p ∈ {0, . . . , k−1}. The set Fωd has a natural structure of algebraic projective variety.
If G is of type B or C (i.e., dimV is odd or ω is symplectic) or dk−1 <
dimV
2 , then
Fωd is connected and G-homogeneous. If G is of type D and dk−1 =
dimV
2 , then F
ω
d
has exactly two connected components, which are G-homogeneous.
Proposition 8. Let (V, ω), G, and g be as above.
(a) If F = (V0, . . . , Vk−1) is an isotropic partial flag of (V, ω), then PF := {g ∈
G : g(Vp) = Vp ∀p = 0, . . . , k − 1} is a parabolic subgroup of G. Its Lie algebra is
pF := {x ∈ g : x(Vp) ⊂ Vp ∀p = 0, . . . , k − 1}. Any parabolic subgroup of G (resp.
any parabolic subalgebra of g) is of this form.
(b) Assume that ω is symplectic or dk−1 <
dimV
2 . Then, for F ∈ F
ω
d , the map
gPF 7→ g(F ) is an isomorphism of G-homogeneous varieties between the partial
flag variety G/PF and the variety of isotropic partial flags Fωd .
(c) Assume that ω is symmetric and dk−1 =
dimV
2 . Then, for F ∈ F
ω
d , the map
gPF 7→ g(F ) is an isomorphism of G-homogeneous varieties between G/PF and the
connected component of Fωd containing F .
Remark 4. (a) In the case where ω is symplectic or dk−1 <
dimV
2 , the map F 7→ PF
between flags in Fωd and parabolic subgroups of G is injective (this follows from the
G-homogeneity of Fωd ).
(b) In the case where ω is symmetric and dk−1 =
dimV
2 , for every flag F ∈ F
ω
d ,
there is exactly one element F˜ ∈ Fωd different of F such that PF = PF˜ . Then, the
maps gPF 7→ g(F ) and gPF 7→ g(F˜ ) are isomorphisms between G/PF and the two
connected components of Fωd . The flags F, F˜ are explicitly described in terms of
adapted bases in Remark 5.
6.3. Notation for standard parabolic subalgebras. Let G be a reductive
group, let g be its Lie algebra with Cartan subalgebra t, corresponding root system
Φ = Φ(g, t), and root space decomposition
g = t⊕
⊕
α∈Φ
gα.
Let ∆ ⊂ Φ be a basis and Φ+ ⊂ Φ the corresponding set of positive roots. Given a
subset I ⊂ ∆, we let ΦI = Φ ∩ 〈I〉R. Then,
(15) pI := t⊕
⊕
α∈ΦI∪Φ+
gα, lI := t⊕
⊕
α∈ΦI
gα, and nI :=
⊕
α∈Φ+\ΦI
gα
are respectively a parabolic subalgebra of g, a Levi factor of it, and its nilradical.
The parabolic subalgebra pI is called standard with respect to the basis ∆. Let
PI ⊂ G be the corresponding parabolic subgroup. Any parabolic subalgebra of g
(resp. subgroup of G) is conjugate to a standard one.
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6.4. Proof of Propositions 7 and 8. We briefly review the matrix representation,
the root systems, and the form of the parabolic subalgebras of the classical groups
and Lie algebras. This description easily yields Propositions 7 (a) and 8 (a), which,
in turn, imply Propositions 7 (b) and 8 (b)–(c). It will also be useful in Section 7.
6.4.1. Notation for matrices. By εi(h) we denote the i-th coefficient of a diagonal
matrix h. Let Ei,j be the elementary matrix with 1 in the position (i, j) and
0’s elsewhere. Given a matrix x = (xi,j) ∈ Mn(C), we denote by tx := (xj,i)
its transpose by the diagonal and by δx := (xn−j+1,n−i+1) its symmetric by the
antidiagonal. Let In, Jn ∈ Mn(C) respectively denote the identity matrix and the
matrix with 1’s on the antidiagonal and 0’s elsewhere. Clearly, Jn
txJn =
δx.
6.4.2. Type A case. Via the natural basis (v1, . . . , vn) of V = C
n, the group SL(V )
is isomorphic to SLn(C). The Lie algebra is sln(C) := {x ∈ Mn(C) : Tr x = 0},
the space of (n× n)-sized matrices of trace zero. A Cartan subalgebra t is formed
by the diagonal matrices of trace zero. Then, the root system Φ = Φ(sln(C), t)
consists of the roots εi− εj for 1 ≤ i 6= j ≤ n, with corresponding root vectors Ei,j .
A basis of Φ is ∆ := {α1, . . . , αn−1}, where αi = εi − εi+1.
A subset I ⊂ ∆ is equivalent to the datum of a sequence of integers d = (d0 =
0 < d1 < . . . < dk = n) such that I = Id := {αi : i ∈ {1, . . . , n} \ {d1, . . . , dk}}.
Then, the standard parabolic subalgebra pd := pI is the space of blockwise upper
triangular matrices of trace zero, whose blocks along the diagonal have respective
sizes dp−dp−1 (for p = 1, . . . , k). The standard parabolic group Pd is the subgroup
of SLn(C) with the same form.
Set Vp = 〈vi : 1 ≤ i ≤ dp〉C and F = (V0, . . . , Vk). Then, we have pd = pF
and Pd = PF , where pF and PF are the parabolic subalgebra and the parabolic
subgroup corresponding to F in the sense of Proposition 7 (a).
6.4.3. Type C case. The space V = C2n is endowed with a symplectic form ω. There
exists a basis (v1, . . . , v2n) of V such that ω(vi, v2n+1−i) = 1 = −ω(v2n+1−i,i) for i ∈
{1, . . . , n} and ω(vi, vj) = 0 for any other couple (i, j). Via the basis (v1, . . . , v2n),
we identify Sp(V, ω) with the subgroup Sp2n(C) := {g ∈ SL2n(C) : tgKng = Kn},
where
Kn =
(
0 Jn
−Jn 0
)
.
In turn, sp(V, ω) identifies with the Lie algebra sp2n(C) := {x ∈ sl2n(C) :
txKn +
Knx = 0}. Thus, an element x ∈ sp2n(C) is a matrix of the form x =
(
A B
C D
)
with A,B,C,D ∈Mn(C), B = δB, C = δC, and D = −δA.
A Cartan subalgebra t ⊂ sp2n(C) is formed by the diagonal matrices of sp2n(C).
The root system Φ = Φ(sp2n(C), t) consists of the following roots: ±(εi ± εj) (for
1 ≤ i < j ≤ n) and ±2εi (for 1 ≤ i ≤ n). A root vector corresponding to εi − εj
is Ei,j −E2n−j+1,2n−i+1. Root vectors corresponding to εi + εj and −(εi + εj) are
respectively Ei,2n−j+1 + Ej,2n−i+1 and its transpose. Root vectors corresponding
to 2εi and −2εi are respectively Ei,2n−i+1 and its transpose. A basis of Φ is
∆ = {α1, . . . , αn} where αi = εi − εi+1 for i ∈ {1, . . . , n− 1} and αn = 2εn.
Any subset I ⊂ ∆ can be written I = Id := {αi : i ∈ {1, . . . , n} \ {d1, . . . , dk−1}}
for a sequence d = (d0 = 0 < d1 < . . . < dk−1 ≤ n}. Then, the parabolic subalgebra
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pd := pI is the space of blockwise matrices of the form
(16) x(A,B,C) =


A1,1 · · · A1,k B1,k · · · B1,1
0
. . .
...
...
...
0 0 Ak,k Bk,k · · · Bk,1
0 0 Ck,k −
δAk,k · · · −
δA1,k
0 0 0 0
. . .
...
0 0 0 0 0 −δA1,1


where Ap,q ∈ Mdp−dp−1,dq−dq−1(C) (using the convention dk = n), B ∈ Mn(C)
and Ck,k ∈ Mn−dk−1(C) satisfy
δB = B and δCk,k = Ck,k. In the case where
dk−1 = n, the blocks Ap,k, Bp,k, Bk,p, and Ck,k are empty. The parabolic subgroup
Pd := PI is formed by the blockwise upper triangular matrices of Sp2n(C) with the
same frame.
For p ∈ {0, . . . , k − 1}, set Vp = 〈vi : 1 ≤ i ≤ dp〉C. Thus, F := (V0, . . . , Vk−1) ∈
Fωd . Then, we have pd = pF and Pd = PF , where pF and PF correspond to F in
the sense of Proposition 8 (a).
6.4.4. Types B and D cases. The space V = Cm is endowed with a nondegenerate
symmetric bilinear form ω. There is a basis (v1, . . . , vm) of V such that
(17) ω(vi, vj) = 1 if i + j = m+ 1 and ω(vi, vj) = 0 otherwise.
Through the basis (v1, . . . , vm), the group SO(V, ω) identifies with the group of
matrices SOm(C) := {g ∈ SLm(C) : tgJmg = Jm}. Its Lie algebra is the orthogonal
Lie algebra som(C) = {x ∈ slm(C) : −δx = x}, formed by matrices which are
antisymmetric by the antidiagonal.
A Cartan subalgebra t ⊂ som(C) is formed by the diagonal matrices of som(C).
Let n = ⌊m2 ⌋. The root system Φ = Φ(som(C), t) consists of the following roots:
±(εi ± εj) (for 1 ≤ i < j ≤ n), and ±εi (for 1 ≤ i ≤ n but only in the case
where m is odd, i.e., m = 2n + 1). A root vector corresponding to εi − εj is
Ei,j − Em−j+1,m−i+1. Root vectors corresponding to εi + εj and −(εi + εj) are
Ei,m−j+1 − Ej,m−i+1 and its transpose. Root vectors corresponding to εi and −εi
(in the case m = 2n+ 1) are Ei,n+1 − En+1,m−i+1 and its transpose. A basis of Φ
is ∆ = {α1, . . . , αn} where αi = εi − εi+1 (for i ∈ {1, . . . , n − 1}) and αn = εn (if
m = 2n+ 1) or αn = εn−1 + εn (if m = 2n).
A subset I ⊂ ∆ can be written I = Id := {αi : i ∈ {1, . . . , n} \ {d1, . . . , dk−1}}
for a sequence d = (d0 = 0 < d1 < . . . < dk−1 ≤ n).
In the case where m is even (i.e., m = 2n), the group SO(V, ω) and the Lie
algebra so(V, ω) can as well be identified to SOm(C) and som(C) through the basis
(v1, . . . , vn−1, vn+1, vn, vn+2, . . . , v2n) (obtained by switching vn and vn+1). This
change of basis induces an automorphism of som(C), which exchanges the simple
roots αn and αn−1. Thereby, up to invoking this automorphism, we may assume
without loss of generality that the set Id fulfills the property: αn ∈ Id ⇒ αn−1 ∈ Id.
In other words,
(18) in the case where m is even, we may assume that dk−1 6= n− 1.
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In the general case (with the assumption made in (18)), the parabolic subalgebra
pd := pI is then the subalgebra of blockwise upper triangular matrices of the form
(19) x(B) =


B1,2k−1 · · · B1,k · · · B1,1
0
. . .
...
...
0 0 Bk,k · · · Bk,1
0
. . . 0
. . .
...
0 0 0 0 B2k−1,1


where the diagonal blocks Bp,2k−p have sizes dp − dp−1 for p ∈ {1, . . . , k − 1}
and where the full matrix is antisymmetric with respect to the antidiagonal, i.e.,
−δB = B, in particular we have B2k−p,p = −δBp,2k−p for all p. In particular, the
diagonal block Bk,k has size m − 2dk−1. In the case where dk−1 = n and m is
even (i.e., m = 2n), the blocks Bp,k and Bk,q are all empty. The parabolic group
Pd := PI is the subgroup of SOm(C) with the same frame.
For p ∈ {0, . . . , k − 1}, set Vp = 〈vi : 1 ≤ i ≤ dp〉C. Then, letting F =
(V0, . . . , Vk−1), we have F ∈ Fωd , and it is clear that pd = pF and Pd = PF , where
pF and PF are as in Proposition 8 (a).
Remark 5. If dk−1 <
m
2 , then F is the only flag such that Pd = PF . Assume
now that m = 2n and dk−1 = n. Let φ : V → V be the linear automorphism
such that φ(vi) = vi for all i /∈ {n, n + 1}, φ(vn) = vn+1, and φ(vn+1) = vn. Set
V˜p = φ(Vp) and F˜ = (V˜0, . . . , V˜k−1). Then, we have F˜ ∈ Fωd and it is readily seen
that Pd = PF˜ . As mentioned in Remark 4, F and F˜ are the only two flags such
that Pd = PF = PF˜ .
7. Parabolic ideals and classical form of the variety Pe,i
Let G be a reductive connected group over C. Apart from a parabolic subgroup
P ⊂ G, its Lie algebra p ⊂ g, and a nilpotent element e ∈ g, the definition of
the variety Pe,i studied in this paper also involves a P -stable subspace i ⊂ p.
The purpose of this section is to describe the form taken by such subspaces i. In
particular, the following fact will be noticed (see Section 7.2).
Lemma 7. Given a linear subspace i ⊂ p, the following conditions are equivalent:
(i) i is stable by the adjoint action of P (i.e., P · i ⊂ i);
(ii) i is an ideal of p (i.e., [p, i] ⊂ i).
In the classical cases, we can propose a description of the ideals i based on the
elementary form of the parabolic subgroups and subalgebras in terms of automor-
phisms and endomorphisms preserving a given partial flag (see Propositions 7–8).
Relying on the interpretation of partial flag varieties as varieties of partial flags, we
also deduce an elementary description of the corresponding variety Pe,i. The first
statement focuses on the type A case.
Proposition 9. Let G = SL(V ) where V = Cn. We consider a partial flag
F = (V0 = 0 ⊂ V1 ⊂ . . . ⊂ Vk = V ) ∈ Fd, the corresponding parabolic subgroup
P = PF ⊂ SL(V ), and the Lie algebra p = pF ⊂ sl(V ) (see Proposition 7 (a)). Let
e ∈ sl(V ) be nilpotent (a nilpotent endomorphism of V ).
(a) Given a sequence of integers c = (c0 ≤ . . . ≤ ck) such that 0 ≤ cp ≤ p for all p,
the space
iFc := {x ∈ sl(V ) : x(Vp) ⊂ Vcp ∀p = 0, . . . , k}
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is a P -stable subspace of p. The map gP 7→ g(F ) is an isomorphism between the
variety Pe,iFc and the variety
Fe,d,c := {(W0, . . . ,Wk) ∈ Fd : e(Wp) ⊂Wcp ∀p = 0, . . . , k}.
(b) Moreover, any ideal is essentially of this form in the sense that: for any P -stable
subspace i ⊂ p, we can find a sequence c such that the sets of nilpotent elements of
i and iFc coincide. This implies Pe,i = Pe,iFc .
For stating an analogous result in the other three classical cases, we need to
introduce a piece of notation. Given F = (V0, . . . , Vk−1) an isotropic partial flag
of a space (V, ω) equipped with a nondegenerate bilinear form, its completion F =
(V 0, . . . , V 2k−1) is the sequence given by
V p = Vp for p ∈ {0, . . . , k − 1} and V p = V
⊥
2k−1−p for p ∈ {k, . . . , 2k − 1}.
If c = (c0 ≤ . . . ≤ c2k−1) is a sequence of integers with 0 ≤ cp ≤ p for all p, then we
let c∗ = (c∗0 ≤ . . . ≤ c
∗
2k−1) be the dual sequence given by c
∗
p = |{q = 1, . . . , 2k− 1 :
cq ≥ 2k − p}|. It also satisfies 0 ≤ c∗p ≤ p for all p.
Proposition 10. Let G ⊂ SL(V ) be the subgroup of automorphisms which preserve
a nondegenerate symmetric or skew-symmetric bilinear form ω and let g ⊂ sl(V ) be
its Lie algebra. We consider an isotropic partial flag F = (V0, . . . , Vk−1) ∈ Fωd , the
parabolic subgroup P = PF ⊂ G, and the Lie algebra p = pF ⊂ g (see Proposition
8 (a)). Let e ∈ g be nilpotent (a nilpotent antiadjoint endomorphism of V ).
(a) Given a sequence of integers c = (c0 ≤ . . . ≤ c2k−1) such that 0 ≤ cp ≤ p for all
p, the space
iFc := {x ∈ g : x(V p) ⊂ V cp ∀p = 0, . . . , 2k − 1}
is a P -stable subspace of p. The map gP 7→ g(F ) is an isomorphism between the
variety Pe,iFc and the variety
Fˆωe,d,c := {(W0, . . . ,Wk−1) ∈ Fˆ
ω
d : e(W p) ⊂W cp ∀p = 0, . . . , 2k − 1},
where Fˆωd denotes the connected component of F
ω
d containing F (we have Fˆ
ω
d = F
ω
d
unless ω is symmetric and dk−1 =
dimV
2 ).
(b) For every P -stable subspace i ⊂ p, there is a sequence c as above, with c∗ = c,
such that one of the following situations occurs:
(i) ω is symplectic or dk−2 <
dimV
2 − 1, and the sets of nilpotent elements of i
and iFc coincide. Thus, Pe,i = Pe,iFc .
(ii) ω is symmetric and dk−2 =
dimV
2 − 1 (and so dk−1 =
dimV
2 ), and the set
of nilpotent elements of i coincides with the one of iFc or the one of i
F˜
c ,
where F˜ ∈ Fωd is the unique element different of F satisfying P = PF˜ (see
Remark 4 (b)). Thus, Pe,i = Pe,iFc or Pe,i = Pe,iF˜c
.
Remark 6. The variety Fˆωe,d,c introduced in Proposition 10 is an open and closed
subvariety of
Fωe,d,c := {(W0, . . . ,Wk−1) ∈ F
ω
d : e(W p) ⊂W cp ∀p = 0, . . . , 2k − 1}.
In fact, the equality Fˆωe,d,c = F
ω
e,d,c holds unless ω is symmetric and dk−1 =
dimV
2 .
Propositions 9–10 (a) are easy consequences of Propositions 7–8. The proofs of
Propositions 9–10 (b) will be given in Sections 7.3–7.4.
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7.1. Preliminaries. In this section, we show some general properties of the ideals
of parabolic subalgebras in the reductive case.
7.1.1. Notation. We use the notation of Section 6.3, in particular G is a connected
reductive group of Lie algebra g. We denote by T ⊂ G a maximal torus, t ⊂ g the
corresponding Cartan subalgebra, Φ = Φ(g, t) the root system. Let ∆ ⊂ Φ+ ⊂ Φ
be a system of positive roots and the corresponding basis.
Let P ⊂ G be a parabolic subgroup of Lie algebra p ⊂ g. Up to conjugation, we
may assume that P and p are standard, i.e., P = PI and p = pI for some subset
I ⊂ ∆. We have the Levi decomposition pI = lI ⊕ nI (see (15)). We abbreviate
l = lI . The Levi subalgebra l decomposes as
l = z⊕ [l, l] = z⊕ l1 ⊕ . . .⊕ lk
where z denotes the center of l and li ⊂ l (for i ∈ {1, . . . , k}) are the simple ideals
of the semisimple Lie algebra [l, l]. Set ti = t ∩ li. We have
li = ti ⊕
⊕
α∈ΦIi
gα
where I = I1 ⊔ . . .⊔ Ik is a partition into (nonempty) pairwise orthogonal maximal
subsets.
An ideal i ⊂ p is in particular stable by the adjoint action of the Cartan subal-
gebra t. We conclude that i admits a decomposition into weight spaces:
(20) i = t ∩ i⊕
⊕
α∈Φ(i)
gα
where we write Φ(i) = {α ∈ Φ : gα ⊂ i}.
7.1.2. Elementary ideals. Given α ∈ Φ+ ∪ ΦI , we denote by p(gα) ⊂ p the small-
est ideal containing gα. Our aim is to describe p(gα). We distinguish two cases
depending on whether α ∈ ΦI or α ∈ Φ+ \ ΦI .
First, assume that α ∈ ΦI . So, there is i ∈ {1, . . . , k} such that α ∈ ΦIi ;
equivalently, gα ⊂ li. The simplicity of li imposes li ⊂ p(gα). Thus p(gα) is also
the smallest ideal of p that contains li. Set I
⊥
i = {β ∈ ∆ : (β, γ) = 0 for all γ ∈ Ii}
and let
nˆi =
⊕
β∈Φ+\Φ
Ii∪I
⊥
i
gβ,
which is the nilradical of the standard parabolic subalgebra pˆi := pIi∪I⊥i .
Lemma 8. Assume α ∈ ΦIi . Then, p(gα) = li ⊕ nˆi.
Proof. Note that p ⊂ pˆi and nˆi ⊂ nI . The space li ⊕ nˆi is an ideal in pˆi hence it
is a fortiori an ideal in p. Thereby, p(gα) ⊂ li ⊕ nˆi. It remains to show the inverse
inclusion. The inclusion li ⊂ p(gα) is noticed above. Now, take β ∈ Φ+ \ ΦIi∪I⊥i .
Since β ∈ Φ+ \ ΦI⊥
i
, we can find γ ∈ Ii such that (β, γ) < 0. This implies that
β+γ ∈ Φ+. Since −γ, β+γ, β all belong to Φ, we conclude that gβ = [gβ+γ , g−γ ] ⊂
[p, li] ⊂ p(gα). Therefore, nˆi ⊂ p(gα). The proof is complete. 
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Second, assume that α ∈ Φ+ \ΦI ; equivalently, gα ⊂ nI , and so p(gα) ⊂ nI . We
describe p(gα) in terms of a partial order p on roots: write α p β if there exist
γ1, . . . , γm ∈ Φ+ ∪ ΦI (m ≥ 0) such that
(21) α+
p∑
i=1
γi ∈ Φ for all p ∈ {1, . . . ,m} and β = α+ γ1 + . . .+ γm.
Set Φp(α) = {β ∈ Φ : α p β}.
Lemma 9. Assume that α ∈ Φ+ \ ΦI . Then,
p(gα) =
⊕
β∈Φp(α)
gβ.
Proof. Let β ∈ Φp(α) and take γ1, . . . , γm ∈ Φ+ ∪ ΦI satisfying (21). The two
relations in (21) imply
gβ = [gγm , [gγm−1 , [. . . , [gγ1 , gα] . . .]]] ⊂ [p, [p, [. . . , [p, gα] . . .]]] ⊂ p(gα).
This establishes the inclusion V :=
⊕
β∈Φp(α)
gβ ⊂ p(gα). Note that this inclusion
yields in particular gβ ⊂ nI for all β ∈ Φp(α), hence
(22) Φp(α) ⊂ Φ
+ \ ΦI .
In order to show the desired equality, it remains to check that the space V is
p-stable. Let β ∈ Φp(α) and γ ∈ Φ+ ∪ ΦI . Since β ∈ Φ+ \ ΦI (by (22)), we
have β + γ 6= 0. Then, either β + γ is not a root, in which case [gγ , gβ] = 0,
or β + γ is a root, in which case β + γ ∈ Φp(α) (by definition of the order p)
and so [gγ , gβ] = gβ+γ ⊂ V . In both cases, we conclude that [gγ , V ] ⊂ V for all
γ ∈ Φ+ ∪ ΦI , so [p, V ] ⊂ V . The proof is now complete. 
Remark 7. If i ⊂ p is an ideal, then the proof of Lemma 9 shows that the set Φ(i)
is stable by the order p in the sense that, if α p β and α ∈ Φ(i), then β ∈ Φ(i).
In other words, Φp(α) ⊂ Φ(i) whenever α ∈ Φ(i).
7.1.3. General ideals. Given a subset J ⊂ Φ+∪ΦI , the space
∑
α∈J p(gα) is an ideal
of p that we can describe thanks to Lemmas 8–9. The next result shows that any
ideal of p is of this form, up to a subspace of the center z of the Levi subalgebra l.
Lemma 10. (a) Let i ⊂ p be an ideal. Then
i = z ∩ i⊕
∑
α∈Φ(i)
p(gα),
where as before Φ(i) = {α ∈ Φ : gα ⊂ i} and z denotes the center of l.
(b) Let i, i′ ⊂ p be ideals such that i+ z = i′+ z. Let x ∈ g be nilpotent. Then, x ∈ i
if and only if x ∈ i′.
Proof. (a) The inclusion
z ∩ i⊕
∑
α∈Φ(i)
p(gα) ⊂ i
is immediate. For showing the inverse inclusion, according to (20), it suffices to
check that t ∩ i ⊂ z ∩ i ⊕
∑
α∈Φ(i) p(gα). So, let h ∈ t ∩ i, that we can write
h = z + h1 + . . .+ hk, where z ∈ z and hi ∈ ti for all i ∈ {1, . . . , k}.
We claim that h1, . . . , hk ∈
∑
α∈Φ(i) p(gα). For hi 6= 0, the center of li being
trivial, we find α ∈ ΦIi such that [hi, gα] 6= 0. So gα = [hi, gα] = [h, gα] ⊂ [h, p] ⊂ i.
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Thus, α ∈ Φ(i). The fact that p(gα)∩ li is a nontrivial ideal of li and the simplicity
of li force li ⊂ p(gα), hence hi ∈ p(gα). This establishes our claim.
From the claim, we get h1, . . . , hk ∈ i, whence z = h − h1 − . . . − hk ∈ i. Thus
h ∈ z ∩ i⊕
∑
α∈Φ(i) p(gα). The proof of (a) is complete.
(b) The assumption, together with part (a) and Lemmas 8 and 9, implies that
([l, l]⊕ nI) ∩ i = ([l, l]⊕ nI) ∩ i
′ =: j. Let x ∈ g be nilpotent and assume that x ∈ i.
In particular, x ∈ p. Let L ⊂ P be the Levi factor of Lie algebra l. Since all the
Borel subalgebras of p are conjugate under the adjoint action of L, we can find
ℓ ∈ L such that ℓ · x ∈
⊕
α∈Φ+ gα ⊂ [l, l] ⊕ nI . The fact that [l, l] and nI are both
L-stable yields x ∈ [l, l]⊕ nI . Whence x ∈ j ⊂ i
′. This establishes (b). 
7.2. Proof of Lemma 7. The implication (i)⇒ (ii) is obtained by differentiation.
Let us show the implication (ii)⇒ (i). So we assume that i is an ideal of p.
We use the notation of Section 7.1.1. For each root β ∈ Φ, there is a unique
closed unipotent subgroup Uβ ⊂ G such that Lie(Uβ) = gβ . The torus T and the
subgroups {Uβ}β∈∆∪(−I) generate P . In order to check that i is P -stable, it suffices
to check that i is stable by Uβ whenever β ∈ ∆∪ (−I). To do this, in view of (20),
we need to check that
(23) Uβ · (t ∩ i) ⊂ i and Uβ · gα ⊂ i for all α ∈ Φ(i).
Let h ∈ t ∩ i. If β(h) = 0, then we have u · h = h for all u ∈ Uβ . If β(h) 6= 0,
then we get on one hand gβ = [gβ , h] ⊂ [p, i] ⊂ i and we have on the other hand
Uβ · h ⊂ h+ gβ (see [30, §3.3]), so Uβ · h ⊂ i. In both cases, we obtain Uβ · h ⊂ i.
This shows the first part of (23).
Let α ∈ Φ(i). In particular α ∈ Φ+ or α ∈ ΦI . We distinguish two cases
depending on whether α+ β = 0 or α+ β 6= 0. The case α+ β = 0 may occur only
if α ∈ ΦI , so α ∈ ΦIi for some i ∈ {1, . . . , k}. In this case, we know from Lemmas
8 and 10 that gα ⊂ li ⊂ i, whereas the fact that β = −α ∈ ΦIi ensures that li is
Uβ-stable. Whence, Uβ · gα ⊂ i in this case. Next, assume that α + β 6= 0. Then,
there is an integer k ≥ 1 such that α+ iβ is a root for all i ∈ {0, . . . , k} and α+ iβ
is not a root for i > k (see [14, §9.4]). Moreover we have (see [30, §3.3])
Uβ · gα ⊂
k∑
i=0
gα+iβ = gα + [gβ , gα] + . . .+ [gβ, [. . . , [gβ︸ ︷︷ ︸
k terms
, gα] . . .]].
Since gβ ⊂ p and gα ⊂ i, we conclude that Uβ · gα ⊂ i in this case, too. This shows
the second part of (23). The proof of Lemma 7 is now complete.
7.3. Proof of Proposition 9 (b). We first notice that the ideals iFc from Propo-
sition 9 (a) satisfy the following rule. Given two sequences c = (c0 ≤ . . . ≤ ck) and
c′ = (c′0 ≤ . . . ≤ c
′
k) such that cp, c
′
p ∈ {0, 1, . . . , p} for all p, we denote by max{c, c
′}
the sequence (max{c0, c′0} ≤ . . . ≤ max{ck, c
′
k}). It is straightforward to check that
(24) iFc + i
F
c′ = i
F
max{c,c′}.
In view of relation (24) and Lemma 10, in order to prove Proposition 9 (b),
it suffices to show that every elementary ideal p(gα) coincides with i
F
c for some
sequence c.
Here, as in Section 6.4.2, we identify SL(V ) with the group SLn(C), its Lie
algebra with the space sln(C) of matrices of trace zero, and pF with the subspace
of blockwise upper triangular matrices with blocks of sizes dp − dp−1 along the
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diagonal. This parabolic subalgebra corresponds to the set of simple roots Id = {αi :
i ∈ {1, . . . , n−1}\{d1, . . . , dk}}. Let α = εi−εj, with i, j ∈ {1, . . . , n}, i 6= j, so that
the root space gα is generated by the elementary matrix Ei,j . For ℓ ∈ {1, . . . , n},
let p(ℓ) ∈ {1, . . . , k} be the unique number such that dp(ℓ)−1 < ℓ ≤ dp(ℓ). Recall
that α ∈ Φ+ ∪ ΦId . We distinguish two cases.
First, assume that α ∈ ΦId . Equivalently, we have p(i) = p(j) =: p. Then, it
follows from Lemma 8 that we have p(gα) = i
F
c where c = (c0, . . . , ck) is given by
cq = 0 for q < p and cq = p for q ≥ p.
Second, assume that α ∈ Φ+ \ ΦId . Equivalently, p(i) < p(j). It is easy to see
that the set Φp(α) consists of the roots εi′ − εj′ with 1 ≤ i
′ < j′ ≤ n such that
p(i′) ≤ p(i) and p(j′) ≥ p(j). Therefore, from Lemma 9, we see that p(gα) = iFc
where the sequence c = (c0, . . . , ck) is given by cq = 0 if q < p(j) and cq = p(i) if
q ≥ p(j). The proof of Proposition 9 (b) is complete.
7.4. Proof of Proposition 10 (b). Let two sequences c = (c0 ≤ . . . ≤ c2k−1) and
c′ = (c′0 ≤ . . . ≤ c
′
2k−1) such that cp, c
′
p ∈ {0, 1, . . . , p} for all p and assume that
c = c∗ and c′ = c′∗. As in Section 7.3, we let max{c, c′} = (max{cp, c′p})
2k−1
p=0 . Then,
it is easy to see that max{c, c′} = max{c, c′}∗. We claim that
(25) iFc + i
F
c′ = i
F
max{c,c′}.
Note that the completion (V 0, . . . , V 2k−1) of the isotropic partial flag F and the
sequence c also give rise to a parabolic subalgebra of sl(V ) denoted by qF := {x ∈
sl(V ) : x(V p) ⊂ V p for all p = 0, . . . , 2k − 1} and to an ideal jFc := {x ∈ sl(V ) :
x(V p) ⊂ V cp for all p} of qF . Given x ∈ sl(V ), let x
∗ be its adjoint with respect
to the form ω. Then, the property that c = c∗ implies that jFc is stable by the map
x 7→ x∗. This property (also applied to c′), combined with (24) and the equalities
iFc = j
F
c ∩ g and i
F
c′ = j
F
c′ ∩ g, easily yields relation (25).
In view of (25) and Lemma 10, the proof of Proposition 10 (b) can be carried
out through a careful analysis of the elementary ideals p(gα). The proof is done in
the following subsections.
7.4.1. Type C case. As in Section 6.4.3, we assume that the bilinear form ω is
symplectic and we identify the Lie algebra g = sp(V, ω) with sp2n(C). The parabolic
subalgebra p = pF coincides with the blockwise upper triangular subalgebra pd
described in relation (16) and corresponding to the sequence d = (d0 = 0 < . . . <
dk−1 ≤ n), that is, to the subset of simple roots Id = {αi : i ∈ {1, . . . , n} \
{d1, . . . , dk−1}}.
Set by convention dk = n. Given a number i ∈ {1, . . . , n}, we denote by p(i) ∈
{1, . . . , k} the unique number such that dp(i)−1 < i ≤ dp(i). Then, the set ΦId
consists of the elements ±(εi − εj) for 1 ≤ i < j ≤ n such that p(i) = p(j), and
±(εi + εj) for 1 ≤ i ≤ j ≤ n such that p(i) = p(j) = k.
We focus on the elementary ideal p(gα) for α ∈ Φ+ ∪ ΦId . We distinguish two
cases.
First, assume that α ∈ ΦId . By Lemma 8, we may as well assume that α ∈ Id,
thus α = αi for some i /∈ {d1, . . . , dk−1}. If i < n, then the root space gα has compo-
nents in the blocks Ap(i),p(i) and −
δAp(i),p(i) in the blockwise upper-triangular ma-
trix representation of p (see (16)), whereas if i = n, then gα is comprised in the block
Bk,k. Applying Lemma 8, we deduce that p(gα) = i
F
c where c = (c0, . . . , c2k−1) is
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given by cq = 0 if q < p(i), cq = p(i) if p(i) ≤ q < 2k − p(i), and cq = 2k − p(i) if
2k − p(i) ≤ q ≤ 2k − 1.
Next, assume that α ∈ Φ+ \ ΦId . We distinguish two subcases.
First, suppose that α = εi − εj for 1 ≤ i < j ≤ n such that p(i) < p(j); equiva-
lently the root space gα has components in the blocks Ap(i),p(j) and −
δAp(i),p(j) of
the representation of p given in (16). In this situation, the set Φp(α) consists of the
following elements: εi′−εj′ for 1 ≤ i
′ < j′ ≤ n such that p(i′) ≤ p(i) < p(j) ≤ p(j′);
and εi′ + εj′ for 1 ≤ i′ ≤ j′ ≤ n such that p(i′) ≤ p(i). We conclude (in the
light of (16)) that we have p(gα) = i
F
c where c = (c0, . . . , c2k−1) is such that
cq = 0 if 0 ≤ q < p(j), cq = p(i) if p(j) ≤ q < 2k − p(i), and cq = 2k − p(j) if
2k − p(i) ≤ q ≤ 2k − 1.
Second, suppose that α = εi + εj for 1 ≤ i ≤ j ≤ n such that p(i) < k;
equivalently gα has components in the blocks Bp(i),p(j) and Bp(j),p(i) of the repre-
sentation of p given in (16). Here, the set Φp(α) consists of the elements: εi′ + εj′
for 1 ≤ i′ ≤ j′ ≤ n such that p(i′) ≤ p(i) and p(j′) ≤ p(j); and εi′ − εj′ for
1 ≤ i′ < j′ ≤ n such that p(i′) ≤ p(i) and p(j′) = p(j) = k (only in the case where
p(j) = k). Thus, by (16), we see that p(gα) = i
F
c for c = (c0, . . . , c2k−1) such that
cq = 0 if 0 ≤ q < 2k − p(j), cq = p(i) if 2k − p(j) ≤ q < 2k − p(i), and cq = p(j) if
2k − p(i) ≤ q ≤ 2k − 1.
In each case, we obtain that p(gα) is of the form i
F
c for some sequence c with
c = c∗. By (25) and Lemma 10, this yields Proposition 10 (b) in the case where ω
is symplectic.
7.4.2. Types B and D cases. In this section, we assume that the bilinear form
ω is symmetric. As in Section 6.4.4, the Lie algebra so(V, ω) is identified with
the orthogonal Lie algebra som(C) and the parabolic subalgebra p = pF is the
standard parabolic subalgebra corresponding to the set of simple roots Id = {αi :
i ∈ {1, . . . , n}\{d1, . . . , dk−1}}, for a sequence d = (d0 = 0 < d1 < . . . < dk−1 ≤ n),
with n = ⌊m2 ⌋. Moreover, in the case where m is even, we may assume that
dk−1 6= n − 1 (see (18)), so that p coincides with the subalgebra pd of blockwise
upper triangular matrices described in (19).
Set by convention dk = n. Given i ∈ {1, . . . , n}, we let p(i) ∈ {1, . . . , k} be the
unique number such that dp(i)−1 < i ≤ dp(i). Then, the set ΦId consists of the roots:
±(εi − εj) for 1 ≤ i < j ≤ n such that p(i) = p(j); ±(εi + εj) for 1 ≤ i < j ≤ n
such that p(i) = p(j) = k; and, only in the case where m is odd, i.e., m = 2n+ 1:
±εi for 1 ≤ i ≤ n such that p(i) = k.
We consider the elementary ideal p(gα) for α ∈ Φ+ ∪ ΦId . We distinguish two
cases.
First, assume that α ∈ ΦId . Thus, according to Lemma 8, we may also assume
that α ∈ Id, so α = αi for some i ∈ {1, . . . , n} \ {d1, . . . , dk−1}. Then, each element
in the root space gα has components in the blocks Bp(i),2k−p(i) and B2k−p(i),p(i) of
the blockwise decomposition of p given in (19). Applying Lemma 8, we obtain that
p(gα) = i
F
c where the sequence c = (c0, . . . , c2k−1) is defined by letting cq = 0 if
q < p(i), cq = p(i) if p(i) ≤ q < 2k−p(i), and cq = 2k−p(i) if 2k−p(i) ≤ q ≤ 2k−1.
Next, assume that α ∈ Φ+ \ ΦId . There are three subcases depending on the
form of the root α.
To start with, suppose that α = εi + εj for 1 ≤ i < j ≤ n such that p(i) < k.
Then, the root space gα has components in the blocks Bp(i),p(j) and Bp(j),p(i) of the
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decomposition (19). The set Φp(α) consists of the roots: εi′+εj′ for 1 ≤ i′ < j′ ≤ n
such that p(i′) ≤ p(i) and p(j′) ≤ p(j); εi′ − εj′ for 1 ≤ i′ < j′ ≤ n such that
p(i′) ≤ p(i) and p(j′) = p(j) = k (only in the case where p(j) = k); and εi′ for
1 ≤ i′ ≤ n such that p(i′) ≤ p(i) (only in the case where p(j) = k and m = 2n+1).
We easily obtain p(gα) = i
F
c , where the sequence c = (c0, . . . , c2k−1) is given by
cq = 0 for 1 ≤ q < 2k− p(j), cq = p(i) for 2k − p(j) ≤ q < 2k − p(i), and cq = p(j)
for 2k − p(i) ≤ q ≤ 2k − 1.
Second, suppose that α = εi for 1 ≤ i ≤ n such that p(i) < k (this case occurs
only if m = 2n+1). So, the root space gα has components in the blocks Bp(i),k and
Bk,p(i) of the decomposition (19). In this situation, the set Φp(α) comprises the
following roots: εi′ for 1 ≤ i′ ≤ n such that p(i′) ≤ p(i); εi′ + εj′ for 1 ≤ i′ < j′ ≤ n
such that p(i′) ≤ p(i); εi′ − εj′ for 1 ≤ i′ < j′ ≤ n such that p(i′) ≤ p(i) and
p(j′) = k. Then, we can see that p(gα) = i
F
c for c = (c0, . . . , c2k−1) given by cq = 0
if 1 ≤ q < k, cq = p(i) if k ≤ q < 2k − p(i), and cq = k if 2k − p(i) ≤ q ≤ 2k − 1.
Third, suppose that α = εi − εj for 1 ≤ i < j ≤ n such that p(i) < p(j). Thus,
the root space gα has components in the blocks Bp(i),2k−p(j) and B2k−p(j),p(i) of
the decomposition (19). The study of p(gα) in this case requires more care, in
particular we need to distinguish the two situations
(i) dk−2 <
m
2 − 1; equivalently, m = 2n+ 1 or (m = 2n and dk−2 < n− 1);
(ii) dk−2 =
m
2 − 1; equivalently, m = 2n and dk−2 = n− 1.
If m = 2n, then (knowing that we assume dk−1 6= n−1 in this case) condition (i) is
equivalent to saying that n−1 /∈ {d1, . . . , dk−1}, thus αn−1 ∈ Id, whereas condition
(ii) is equivalent to saying that αn−1 /∈ Id. Taking this into account, one can check
that the set Φp(α) consists of the following roots: εi′ − εj′ for 1 ≤ i′ < j′ ≤ n
such that p(i′) ≤ p(i) and p(j′) ≥ p(j); εi′ + εj′ for 1 ≤ i′ < j′ < n such that
p(i′) ≤ p(i); only if (i) holds or j < n: εi′ + εn for 1 ≤ i′ < n such that p(i′) ≤ p(i);
and only in the case where m = 2n + 1: εi′ for 1 ≤ i′ ≤ n such that p(i′) ≤ p(i).
Let c = (c0, . . . , c2k−1) be given by cq = 0 for 0 ≤ q < p(j), cq = p(i) for p(j) ≤ q <
2k− p(i), and cq = 2k− p(j) for 2k− p(i) ≤ q ≤ 2k− 1. If (i) holds or j < n, then
we obtain p(gα) = i
F
c . If (ii) holds and j = n, then, using the above description of
the set Φp(α˜) for α˜ := εi + εn, we can see that p(gα) + p(gα˜) = i
F
c .
Finally, we have shown: for every root α ∈ Φ+ ∪ΦId , there is a sequence c with
c = c∗ such that
(26)
{
p(gα) = i
F
c if dk−2 <
m
2 − 1 or α /∈ {εi − εn}
n−1
i=1 ,
p(gα) + p(gα˜) = i
F
c if dk−2 =
m
2 − 1 and α = εi − εn, for α˜ := εi + εn.
Proposition 10 (b) (i) follows by combining Lemma 10, (25), and (26). It remains
to prove Proposition 10 (b) (ii). So, we assume that m = 2n and dk−2 = n− 1.
As before, given the ideal i ⊂ p, we write Φ(i) = {α ∈ Φ : gα ⊂ i}. Assume for
the moment that the following condition holds:
(27) i0 := max{i : εi − εn ∈ Φ(i)} ≤ j0 := max{i : εi + εn ∈ Φ(i)}.
Under this condition, we can see that, for every i ∈ {1, . . . , n− 1}, we have
(28) εi − εn ∈ Φ(i) ⇒ εi + εn ∈ Φ(i).
Indeed, if εi − εn ∈ Φ(i), then i ≤ i0 ≤ j0 (by (27)). This implies that εi + εn ∈
Φp(εj0 + εn), thus εi + εn ∈ Φ(i) (see Remark 7), which establishes (28). From
Lemma 10, (25), (26), and (28), we conclude that there is a sequence c with c = c∗
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such that i and iFc have the same nilpotent elements. Whence Proposition 10 (b) (ii)
in this case.
Finally, it remains to treat the case where (27) does not hold. As in Section
6.4.4, we can find a basis (v1, . . . , v2n) of the space V satisfying (17), and which
is adapted to the flag F in the sense that F = (〈vi : 1 ≤ i ≤ dp〉C)
k−1
p=0 . The
automorphism φ : V → V given by
φ(vn) = vn+1, φ(vn+1) = vn, and φ(vi) = vi for i /∈ {n, n+ 1},
induces involutive automorphisms
ξ : SO(V, ω)→ SO(V, ω), g 7→ φgφ and dξ : so(V, ω)→ so(V, ω).
We have F˜ = φ(F ) (with F˜ as in the statement of Proposition 10 (b) (ii) or as
described in Remark 5), so that ξ preserves the parabolic subgroup P = PF = PF˜
and dξ stabilizes the Lie algebra p = pF = pF˜ . Thus i˜ := dξ(i) is again an ideal
of p. On the other hand, the automorphism ξ exchanges the simple roots αn and
αn+1, hence it exchanges the roots εi − εn and εi + εn. It follows that the ideal
i˜ satisfies condition (27) (because (27) is not valid for i), thereby we can find a
sequence c = c∗ such that i˜ and iFc have the same nilpotent elements. Hence, the
sets of nilpotent elements of the ideals i = dξ(˜i) and iF˜c = dξ(i
F
c ) coincide. The
proof of Proposition 10 (b) is now complete.
8. Calculations for classical groups
By Proposition 6, the proof of Theorem 1 will be complete once we show:
Proposition 11. Let G be one of the groups SL(V ) (for V = Cn, n ≥ 2), Sp(V, ω)
(for V = C2n, n ≥ 2, and ω : V × V → C a symplectic form), or SO(V, ω) (for
V = Cm, m ≥ 3, and ω : V × V → C a nondegenerate symmetric bilinear form).
Let e ∈ g = Lie(G) be a distinguished nilpotent element. Then, property P(G, e) is
satisfied.
The remainder of this section is devoted to the proof of Proposition 11.
First, we deal with the case where G = SL(V ). From [8, Theorem 8.2.14 (i)],
we know that any distinguished nilpotent element e ∈ sl(V ) is regular. Then, by
Remark 1, the variety Pe,i is either empty or a single point. Therefore, property
P(G, e) trivially holds in this case.
The study of the cases where G = Sp(V, ω) or G = SO(V, ω) is much more
involved. We deal with these two cases simultaneously. In the remainder of this
section, we assume that the space V = Cm (m ≥ 1) is equipped with a nondegen-
erate bilinear form ω, which can be symmetric or antisymmetric. Let G ⊂ SL(V )
be the subgroup of automorphisms that preserve ω and let g ⊂ End(V ) be its Lie
algebra, that is, the subspace of endomorphisms that are antiadjoint with respect
to ω. A nilpotent element e ∈ g is an antiadjoint nilpotent endomorphism. The
proof displays into several subsections.
8.1. Review on nilpotent elements in types B, C, D. Let h, f ∈ g be such
that {e, h, f} form a standard triple. Let s be the Lie subalgebra generated by
e, h, f . Then, the space V decomposes as direct sums
V =
⊕
i∈Z, i≥0
M(i) =
⊕
j∈Z
Ej
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where Ej is the eigenspace for h corresponding to the eigenvalue j and where each
M(i) is a direct sum (possibly zero) of simple s-modules of dimension i + 1 (i.e.,
of highest weight i). We have e(Ej) ⊂ Ej+2. The subspaces M(i) are pairwise
orthogonal in (V, ω) and the restriction of ω to M(i) is nondegenerate.
Each simple summand ofM(i) is a Jordan block of e of size i+1. In particular, for
i ≥ 0, the number of Jordan blocks of e of size ≥ i+1 coincides with dim(Ei+Ei+1).
The following statement reviews the characterization of admissible Jordan forms
and of distinguished nilpotent elements in types B, C, D (see [8, §5.1 and §8.2]).
Proposition 12. (a) Assume that ω is symplectic. Then, M(i) has an even number
of summands whenever i is even. Moreover, e is distinguished if and only if M(i)
is zero or simple for all i (in particular, the Jordan form of e is of the form µ(e) =
(2n1 > 2n2 > . . . > 2nr)).
(a) Assume that ω is symmetric. Then, M(i) has an even number of summands
whenever i is odd. Moreover, e is distinguished if and only if M(i) is zero or simple
for all i (in particular, the Jordan form of e is of the form µ(e) = (2n1 + 1 >
2n2 + 1 > . . . > 2nr + 1)).
8.2. Subvarieties (Fωe,d,c)
S. Let n = ⌊m2 ⌋ where, as above, m = dimV . Let
k ≥ 2 and let sequences of integers d = (d0 = 0 < d1 < . . . < dk−1 ≤ n) and
c = (c0 ≤ c1 ≤ . . . ≤ c2k−1) with 0 ≤ cp ≤ p for all p ∈ {0, . . . , 2k − 1} and c∗ = c,
that is
(29) cp = c
∗
p := |{q = 1, . . . , 2k − 1 : cq ≥ 2k − p}| for all p = 0, . . . , 2k − 1.
Recall the varieties of isotropic partial flags Fωd and F
ω
e,d,c introduced in Proposition
8 and Remark 6.
Let λ(t) ∈ G be the element given by λ(t)(v) = tjv whenever v ∈ Ej . Thus,
S := {λ(t) : t ∈ C∗} is a subtorus corresponding to h in the sense of Section 2.1.2.
The Levi subgroup L := ZG(S) can be described as
L = {g ∈ G : g(Ej) = Ej for all j}.
As usual, we denote by (Fωe,d,c)
S ⊂ Fωe,d,c the subvariety of the elements that
are fixed by S. In the next statement, e is any nilpotent element (not necessarily
distinguished).
Lemma 11. The following conditions are equivalent:
(i) The variety (Fωe,d,c)
S admits an affine paving;
(ii) For every L-stable subvariety Z ⊂ (Fωd )
S, the variety Z ∩ (Fωe,d,c)
S admits an
affine paving;
(iii) There are L-stable subvarieties Z1, . . . ,ZM ⊂ (Fωd )
S such that the varieties
Zi ∩ (Fωe,d,c)
S (for i = 1, . . . ,M) cover (Fωe,d,c)
S and admit affine pavings.
Proof. By Lemma 1, the fixed point set (Fωd )
S ⊂ Fωd is a union of finitely many
L-orbits, and every L-orbit of (Fωd )
S is a connected component of (Fωd )
S (hence
is open and closed in (Fωd )
S). Thus, for every L-stable subset Z ⊂ (Fωd )
S , the
intersection Z ∩ (Fωe,d,c)
S is the union of some connected components of (Fωe,d,c)
S .
If (i) holds, then each connected component of (Fωe,d,c)
S admits an affine paving,
thus Z ∩ (Fωe,d,c)
S admits an affine paving, and this shows that (ii) holds.
The implication (ii)⇒(iii) is immediate.
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Assume that (iii) holds. In order to show that (i) holds, it suffices to check that
every connected component C ⊂ (Fωe,d,c)
S admits an affine paving. There is an
L-orbit Z ⊂ (Fωd )
S such that C ⊂ Z ∩ (Fωe,d,c)
S and we can find i ∈ {1, . . . ,M}
such that Z ∩ (Fωe,d,c)
S ⊂ Zi∩ (Fωe,d,c)
S . It follows that C is a connected component
of Zi ∩ (Fωe,d,c)
S . Since Zi ∩ (Fωe,d,c)
S admits an affine paving, we conclude that C
admits an affine paving. The proof of the lemma is now complete. 
In order to show Proposition 11 in the case of Sp(V, ω) and SO(V, ω), in view of
Definition 2, Proposition 10, and Remark 6, it is sufficient to establish the following
statement.
Proposition 13. Let e ∈ g be distinguished. Then, the variety (Fωe,d,c)
S admits an
affine paving.
The remainder of Section 8 is devoted to the proof of Proposition 13. The proof
is made by induction on m ≥ 1. If m ∈ {1, 2}, then any distinguished nilpotent
element in g is regular and the property is true by Remark 1. In what follows, let
m ≥ 3 such that Proposition 13 holds until the rank m− 1. The nilpotent element
e ∈ g is now supposed to be distinguished.
8.3. Notation. By Proposition 12, the fact that e is distinguished implies that the
sizes of its Jordan blocks form a decreasing sequence
µ1 > µ2 > . . . > µr(> 0)
where the µp’s are even (resp. odd) numbers if ω is symplectic (resp. symmetric).
Also by Proposition 12, the space V decomposes as
V =
r⊕
ℓ=1
M(ℓ)
where M(ℓ) is a simple s-module of dimension µℓ. Let Iℓ = {−µℓ + 1,−µℓ +
3, . . . , µℓ − 1}. There is a basis {vℓi : i ∈ Iℓ} of M(ℓ) such that
h(vℓi ) = iv
ℓ
i and e(v
ℓ
i ) =
{
vℓi+2 if i < µℓ − 1,
0 if i = µℓ − 1.
The fact that e, h are antiadjoint with respect to ω implies that
(30) ω(vℓi , v
q
j ) 6= 0 if and only if ℓ = q and i+ j = 0.
8.4. Induction hypothesis. In this section, we point out a preliminary fact, which
is a consequence of the induction hypothesis.
We focus on the ℓ-th Jordan block M(ℓ) for ℓ ∈ {1, . . . , r} and on its extremal
vectors vℓµℓ−1 and v
ℓ
−µℓ+1. Set W˜ = 〈v
ℓ
µℓ−1, v
ℓ
−µℓ+1〉C and V˜ = 〈v
q
i : (q, i) 6=
(ℓ,±(µℓ − 1))〉C, so that we have the orthogonal decomposition
V = V˜ ⊕ W˜ .
Assume that µℓ ≥ 2, so that dim W˜ = 2. Recall that dimV = m, thus
dim V˜ = m− 2.
The restriction of ω to V˜ (still denoted by ω) is nondegenerate. Let G˜ ⊂ SL(V˜ ) be
the subgroup of automorphisms preserving the form ω and let g˜ ⊂ End(V˜ ) be the
subspace of endomorphisms that are antiadjoint with respect to ω. Let ι : V˜ → V
denote the inclusion and let π : V → V˜ denote the orthogonal projection. The
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elements e, h induce elements e˜ := πeι, h˜ := πhι in g˜, and clearly, we can find
f˜ ∈ g˜ such that {e˜, h˜, f˜} form a standard triple. Let λ˜(t) := πλ(t)ι = λ(t)|V˜ , so
that the rank one torus S˜ := {λ˜(t) : t ∈ C∗} ⊂ G˜ corresponds to h˜ in the sense
of Section 2.1.2. We denote by F˜ω
d˜
and (F˜ω
e˜,d˜,c˜
)S˜ the analogues of the varieties Fωd
and (Fωe,d,c)
S for the space V˜ .
Lemma 12. For any integer k˜ ≥ 1 and any sequences d˜ = (d˜0 = 0 < d˜1 < . . . <
d˜k˜−1 ≤ ⌊
m−2
2 ⌋) and c˜ = (c˜0 ≤ . . . ≤ c˜2k˜−1) with 0 ≤ c˜p ≤ p for all p, the variety
(F˜ω
e˜,d˜,c˜
)S˜ admits an affine paving.
Proof. By induction hypothesis, Proposition 13 holds until the rank m − 1. From
this fact and in view of Proposition 10 and Remark 6, we know that propertyP(Gˆ, eˆ)
(introduced in Definition 2) holds whenever Gˆ is a group of the form SLq(C) (for
all q ≥ 1; see the beginning of Section 8), Sp2q(C) (for 2 ≤ 2q ≤ m− 1), or SOq(C)
(for 1 ≤ q ≤ m− 1), and eˆ ∈ gˆ := Lie(Gˆ) is a distinguished nilpotent element. By
Propositions 4 and 5, it follows that P(Gˆ, eˆ) holds whenever Gˆ is a Levi subgroup
of G˜. Then, invoking Proposition 3 (and again Proposition 10 and Remark 6) we
conclude that (F˜ω
e˜,d˜,c˜
)S˜ admits an affine paving. 
8.5. Proof of Proposition 13 in the case where c1 = 1. Note that the first
terms of the sequence c = (c0, c1, . . . , c2k−1) satisfy c0 = 0 and c1 ∈ {0, 1}. In this
section, we show Proposition 13 in the case where c1 = 1. The case where c1 = 0
will be addressed in Section 8.6.
8.5.1. The subvarieties Xj ⊂ (Fωe,d,c)
S. For every j ∈ Z, we let
Zj = {F = (V0, V1, . . . , Vk−1) ∈ (F
ω
d )
S : Ej ∩ V1 6= 0 and Ej′ ∩ V1 = 0 ∀j
′ > j}.
Clearly, the set Zj is L-stable, it is empty for all but finitely many j, and we have
(Fωe,d,c)
S =
⋃
j∈Z
Zj ∩ (F
ω
e,d,c)
S .
For j ∈ Z, we set
Xj = Zj ∩ (F
ω
e,d,c)
S .
According to Lemma 11, the following implication holds:
(31) Xj admits an affine paving for all j ⇒ (Fωe,d,c)
S admits an affine paving.
Our next goal is then to show that each subvariety Xj has an affine paving.
Fix j ∈ Z such that Xj is nonempty (otherwise there is nothing to prove). The
following claim uses the notation of Section 8.3.
Claim: There is ℓ ∈ {1, . . . , r} such that j = µℓ − 1 and µℓ ≥ 2, and we have
(32) vℓµℓ−1 ∈ V1 for all F = (V0, . . . , Vk−1) ∈ Xj .
Proof of the Claim. Take F = (V0, . . . , Vk−1) ∈ Xj and let v ∈ V1 ∩ Ej \ {0}. Note
that e(v) ∈ V1 ∩ Ej+2 = {0} (since F ∈ Zj), hence v ∈ V1 ∩ Ej ∩ ker e. According
to Section 8.3, we have Ej ∩ ker e 6= 0 only if j = µℓ− 1 for some ℓ ∈ {1, . . . , r} and
in this case Ej ∩ ker e = 〈vℓj〉C. Relation (32) ensues. By (32), we get in particular
that the vector vℓµℓ−1 is isotropic, which forces µℓ ≥ 2 (see (30)). 
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8.5.2. The variety X˜j. We apply the construction of Section 8.4 to the choice of ℓ
made in the Claim of Section 8.5.1 (note that we have µℓ ≥ 2 as required in Section
8.4). As in Section 8.4, we deal with the space V˜ = 〈vqi : (q, i) 6= (ℓ,±(µℓ−1)〉C, the
nilpotent element e˜ = πeι (where ι : V˜ → V and π : V → V˜ are respectively the
inclusion and the orthogonal projection), and the torus S˜ = {λ˜(t) : t ∈ C∗} where
λ˜(t) = πλ(t)ι = λ(t)|V˜ . For later use, we note that the definition of e˜ guarantees
that
(33) Im(e|V˜ − e˜) ⊂ 〈v
ℓ
µℓ−1〉C.
Let d˜ = (d˜0 = 0 ≤ d˜1 < . . . < d˜k−1) be the sequence defined by
d˜p = dp − 1 for all p ∈ {1, . . . , k − 1}.
Corresponding to this sequence, we consider the varieties F˜ω
d˜
, F˜ω
e˜,d˜,c
, and (F˜ω
e˜,d˜,c
)S˜
(defined like Fωd , F
ω
e,d,c, and (F
ω
e,d,c)
S , but for the space V˜ ). By Lemma 12,
(34) the variety (F˜e˜,d˜,c)
S˜ admits an affine paving.
Remark 8. Hereafter we make a slight abuse of notation since in Section 8.4
the variety F˜ω
e˜,d˜,c
is considered for an increasing sequence d˜ whereas, here, the
sequence d˜ may satisfy d˜0 = d˜1. However, this is harmless since the definition
of F˜ω
e˜,d˜,c
still makes sense and the proof of Lemma 12 remains valid. Actually,
if d˜1 = d˜0, then we have F˜ωe˜,d˜,c = F˜
ω
e˜,d′,c′ where d
′ := (d˜0 = 0, d˜2, d˜3, . . . , d˜k−1)
and c′ := (c0, c2 − 1, c3 − 1, . . . , c2k−2 − 1), so that we retrieve the situation of an
increasing sequence d′. A similar abuse of notation will be made in Section 8.6
below.
The set
Z˜j := {(W0, . . . ,Wk−1) ∈ (F˜
ω
d˜
)S˜ : Ej′ ∩W1 = 0 ∀j
′ > j}
is clearly stable by the subgroup L˜ := ZG˜(S˜). Hence, (34) and Lemma 11 imply
that
(35) the subvariety X˜j := Z˜j ∩ (F˜ωe˜,d˜,c)
S˜ admits an affine paving.
8.5.3. An isomorphism between Xj and X˜j . In view of (32), we have Xj = Z ′j ∩
(Fωe,d,c)
S where we denote
Z ′j = {(V0, . . . , Vk−1) ∈ Zj : v
ℓ
µℓ−1
∈ V1}.
The maps
Φ : Z ′j → Z˜j , F 7→ (V0 ∩ V˜ , . . . , Vk−1 ∩ V˜ )
and
Ψ : Z˜j → Z
′
j , (W0, . . . ,Wk−1) 7→ (W0, 〈v
ℓ
µℓ−1
〉C +W1, . . . , 〈v
ℓ
µℓ−1
〉C +Wk−1)
are mutually inverse isomorphisms of algebraic varieties. We claim that
(36) Φ(Xj) = X˜j (i.e., Φ restricts to an isomorphism Xj
∼
→ X˜j).
To see this, take F = (V0, . . . , Vk−1) ∈ Z ′j and Φ(F ) = (W0, . . . ,Wk−1) ∈ Z˜j .
Claim 1: If F belongs to Fωe,d,c, then Φ(F ) belongs to F˜
ω
e˜,d˜,c
.
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Proof of Claim 1. As in Proposition 10, we consider the completions of F and Φ(F )
defined by
(V 0, . . . , V 2k−1) := (V0, V1, . . . , Vk−1, V
⊥
k−1, . . . , V
⊥
1 , V
⊥
0 )
and
(W 0, . . . ,W 2k−1) := (W0,W1, . . . ,Wk−1,W
⊥˜
k−1, . . . ,W
⊥˜
1 ,W
⊥˜
0 ),
where the symbols ⊥ and ⊥˜ stand for the orthogonals in the spaces (V, ω) and
(V˜ , ω), respectively. Note that
(37) W p = V p ∩ V˜ = π(V p) for all p ∈ {0, . . . , 2k − 1}
and
(38) V 0 = 0, V 2k−1 = V, and V p =W p⊕ 〈v
ℓ
µℓ−1
〉C for all p ∈ {1, . . . , 2k − 2}.
The assumption that F belongs to Fωe,d,c reads as
(39) e(V p) ⊂ V cp for all p ∈ {1, . . . , 2k − 1}.
From (37) and (39), we derive
e˜(W p) = π(e(V p ∩ V˜ )) ⊂ π(V cp) =W cp for all p ∈ {1, . . . , 2k − 1},
whence Φ(F ) ∈ F˜ω
e˜,d˜,c
. 
Claim 2: If Φ(F ) belongs to F˜ω
e˜,d˜,c
, then F belongs to Fωe,d,c.
Proof of Claim 2. The assumption on Φ(F ) implies that
(40) e˜(W p) ⊂W cp for all p ∈ {1, . . . , 2k − 1}.
On the one hand, for p ∈ {1, . . . , 2k − 2}, using (38), the fact that vℓµℓ−1 ∈ ker e,
(33), (40), and the fact that cp ≥ c1 = 1, we obtain
e(V p) = e(W p + 〈v
ℓ
µℓ−1
〉C) ⊂ e˜(W p) + 〈v
ℓ
µℓ−1
〉C ⊂W cp + 〈v
ℓ
µℓ−1
〉C = V cp .
On the other hand, by (29), we get in particular
|{q = 1, . . . , 2k − 1 : cq ≥ 2k − 1}| = c1 = 1,
which forces c2k−1 = 2k − 1 (because the sequence c is nondecreasing). Therefore,
the condition e(V 2k−1) ⊂ V c2k−1(= V ) is trivially satisfied. Altogether, we have
checked that e(V p) ⊂ V cp for all p ∈ {1, . . . , 2k − 1}, whence F ∈ F
ω
e,d,c. 
Relation (36) now follows from Claims 1–2 and the equalities Xj = Z
′
j ∩ F
ω
e,d,c
and X˜j = Z˜j ∩ F˜ωe˜,d˜,c.
8.5.4. Conclusion. From (35)–(36), we obtain that the variety Xj admits an affine
paving for every j ∈ Z. In view of (31), this guarantees that (Fωe,d,c)
S admits an
affine paving, which completes the proof of Proposition 13 in the case where c1 = 1.
8.6. Proof of Proposition 13 in the case where c1 = 0. The proof in this case
is more involved.
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8.6.1. The subvarieties Xj ⊂ (Fωe,d,c)
S. For every sequence j = (j1, . . . , jk−1) ∈
Zk−1, we define
Zj =
{
(V0, . . . , Vk−1) ∈ (F
ω
d )
S : Vp ∩ Ejp 6= Vp−1 ∩ Ejp
and Vp ∩ Ej′ = Vp−1 ∩ Ej′ ∀j
′ < jp, ∀p ∈ {1, . . . , k − 1}
}
.
(Note a difference with the definition of Zj in Section 8.5.1, where the second
condition is required for j′ > j.) Thus Zj is an L-stable subvariety of (Fωd )
S , which
is empty for all but finitely many sequences j, and we have
(Fωe,d,c)
S =
⋃
j∈Zk−1
Zj ∩ (F
ω
e,d,c)
S .
Let
Xj = Zj ∩ (F
ω
e,d,c)
S .
By Lemma 11, we get the following implication:
(41) Xj admits an affine paving for all j ⇒ (Fωe,d,c)
S admits an affine paving.
Hereafter, we fix a sequence j ∈ Zk−1 such that the variety Xj is nonempty. We
construct a sequence p = (p1, . . . , ps) (depending on j) by the following algorithm:
• Set p1 = 1;
• Assume that we have constructed p1 < p2 < . . . < pt ≤ k − 1.
– If there is p ∈ {pt + 1, . . . , k − 1} such that jp < jpt and cp < pt, then
denote by pt+1 the smallest p with these properties;
– Otherwise, set s = t, p = (p1, . . . , pt), and stop the algorithm.
Finally we get a sequence of integers
1 = p1 < p2 < . . . < ps ≤ k − 1.
We describe some properties of the sequences j, p and the subvariety Xj .
Claim 1: For all t ∈ {1, . . . , s}, we have
jpt < jp for all p ∈ {1, 2, . . . , pt − 1}.
Proof of Claim 1. We argue by induction on t ∈ {1, . . . , s} with immediate initial-
ization for t = 1. Assume that Claim 1 is valid until the rank t ∈ {1, . . . , s − 1}.
From the definition of pt+1, using also that the sequence c is nondecreasing, we
have
cp ≤ cpt+1 < pt whenever pt ≤ p < pt+1.
Then, the minimality of pt+1 (in the definition of the sequence p) reads as
jp ≥ jpt > jpt+1 whenever pt ≤ p < pt+1.
By induction hypothesis, we also have jp > jpt > jpt+1 for 1 ≤ p < pt. Hence
Claim 1 is valid until the rank t+ 1. 
Claim 2: For all t ∈ {1, . . . , s}, the following conditions are satisfied:
(a) For all (V0, . . . , Vk−1) ∈ Zj we have
Vp ∩ Ej′ = 0 whenever 1 ≤ p < pt and j
′ ≤ jpt , and Vpt ∩Ejpt 6= 0.
(b) There is ℓt ∈ {1, . . . , r} such that jpt = µℓt−1 and µℓt ≥ 2, and we have
(42) vℓtµℓt−1
∈ Vpt for all F = (V0, . . . , Vk−1) ∈ Xj
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(with the notation of Section 8.3).
Proof of Claim 2. Part (a) is an easy consequence of Claim 1, it remains to show
part (b). Take v ∈ Vpt ∩ Ejpt \ {0}. Since F ∈ F
ω
e,d,c, we get e(v) ∈ Vcpt ∩ Ejpt+2.
In the case where t = 1, we have by definition p1 = 1 and by assumption c1 = 0,
hence e(v) ∈ V0 = {0}. In the case where t > 1, the construction of the sequence p
guarantees that cpt < pt−1 and jpt < jpt−1 . In fact, we may note that the integers
jpt , jpt−1 have the same parity (both are even if ω is symmetric and odd if ω is
symplectic, see Section 8.3). Thus
jpt + 2 ≤ jpt−1 .
Then, part (a) implies that Vcpt ∩ Ejpt+2 = 0. In both cases, we conclude that
e(v) = 0, whence
v ∈ Vpt ∩ Ejpt ∩ ker e.
From Section 8.3, we know that Ejpt ∩ker e is nonzero only if jpt = µℓt−1 for some
ℓt ∈ {1, . . . , r}, and in this case we have Ejpt ∩ ker e = 〈v
ℓt
jpt
〉C. Whence v
ℓt
jpt
∈ Vpt .
Since Vpt is an isotropic space, v
ℓt
jpt
must be an isotropic vector, thus jpt 6= 0 (see
(30)) and so µℓt ≥ 2. The proof of Claim 2 is complete. 
Finally, we note that the last term ps of the sequence p has the following char-
acterization:
for all p ∈ {ps + 1, . . . , k − 1} such that jp < jps , we have cp ≥ ps.
Since the sequence c is nondecreasing, this can be rephrased as follows: there is
p0 ∈ {ps + 1, . . . , k} such that
(43)
{
jp ≥ jps and cp < ps for ps ≤ p < p0,
cp ≥ ps for p0 ≤ p ≤ k − 1.
8.6.2. The variety X˜j . We apply the construction of Section 8.4 to the number
ℓ := ℓs given in Claim 2 (b) of Section 8.6.1. Specifically, we deal with the space
V˜ = 〈vqi : (q, i) 6= (ℓs,±(µℓs − 1))〉C, the nilpotent element e˜ = πeι (where again
ι : V˜ → V and π : V → V˜ denote the inclusion and the orthogonal projection),
and the torus S˜ = {λ˜(t) : t ∈ C∗} where λ˜(t) = πλ(t)ι = λ(t)|V˜ . Note in particular
that the definition of e˜ yields
(44) Im(e|V˜ − e˜) ⊂ 〈v
ℓs
µℓs−1
〉C.
Let d˜ = (d˜0 = 0 < d˜1 < . . . < d˜ps−1 ≤ d˜ps < . . . < d˜k−1) be the sequence given by
d˜p =
{
dp if 0 ≤ p < ps,
dp − 1 if ps ≤ p ≤ k − 1.
Corresponding to this sequence, we consider the varieties F˜ω
d˜
, F˜ω
e˜,d˜,c
, and (F˜ω
e˜,d˜,c
)S˜
(the analogues of Fωd , F
ω
e,d,c, and (F
ω
e,d,c)
S for the space V˜ ; see also Remark 8). By
Lemma 12,
(45) the variety (F˜ω
e˜,d˜,c
)S˜ admits an affine paving.
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Set
Z˜j = {(W0, . . . ,Wk−1) ∈ (F˜
ω
d˜
)S˜ :Wp ∩ Ejp 6=Wp−1 ∩Ejp ∀p 6= ps,
and Wp ∩ Ej′ =Wp−1 ∩ Ej′ ∀j
′ < jp, ∀p ∈ {1, . . . , k − 1}}.
Thus Z˜j is stable by L˜ := ZG˜(S˜) and, in view of (45) and Lemma 11, we have:
(46) the variety X˜j := Z˜j ∩ (F˜ωe˜,d˜,c)
S˜ admits an affine paving.
8.6.3. An isomorphism between Xj and X˜j . By (42), we have
Xj = Z
′
j ∩ (F
ω
e,d,c)
S
where
Z ′j := {(V0, . . . , Vk−1) ∈ Zj : v
ℓs
µℓs−1
∈ Vps}.
We define the maps
Φ : Z ′j → Z˜j , (V0, . . . , Vk−1) 7→ (V0 ∩ V˜ , . . . , Vk−1 ∩ V˜ )
and
Ψ : Z˜j → Z ′j ,
(W0, . . . ,Wk−1) 7→ (W0, . . . ,Wps−1,Wps + 〈v
ℓs
µℓs−1
〉C, . . . ,Wk−1 + 〈v
ℓs
µℓs−1
〉C).
It is straightforward to check that Φ and Ψ are well defined, algebraic, and in fact
mutually inverse isomorphisms. We claim that
(47) Φ(Xj) = X˜j (so that Φ restricts to an isomorphism Xj
∼
→ X˜j).
The remainder of this subsection is devoted to the verification of (47). Fix F =
(V0, . . . , Vk−1) ∈ Z ′j and let Φ(F ) = (W0, . . . ,Wk−1). Specifically, it is sufficient to
show:
Claim 1: If F belongs to Fωe,d,c, then Φ(F ) belongs to F˜
ω
e˜,d˜,c
.
Claim 2: If Φ(F ) belongs to F˜ω
e˜,d˜,c
, then F belongs to Fωe,d,c.
Proof of Claim 1. Let (V 0, . . . , V 2k−1) and (W 0, . . . ,W 2k−1) denote the comple-
tions of F and Φ(F ) in the sense of Proposition 10, that is,
(V 0, . . . , V 2k−1) := (V0, V1, . . . , Vk−1, V
⊥
k−1, . . . , V
⊥
1 , V
⊥
0 )
and
(W 0, . . . ,W 2k−1) := (W0,W1, . . . ,Wk−1,W
⊥˜
k−1, . . . ,W
⊥˜
1 ,W
⊥˜
0 ),
where ⊥ and ⊥˜ respectively denote the orthogonals in the spaces (V, ω) and (V˜ , ω).
It is easy to see that
(48) W p = V p ∩ V˜ = π(V p) for all p ∈ {0, . . . , 2k − 1}
and
(49) V p =


W p for 0 ≤ p < ps,
W p ⊕ 〈v
ℓs
µℓs−1
〉C for ps ≤ p < 2k − ps,
W p ⊕ 〈v
ℓs
µℓs−1
, vℓs−(µℓs−1)
〉C for 2k − ps ≤ p ≤ 2k − 1.
The assumption that F belongs to Fωe,d,c means that
(50) e(V p) ⊂ V cp for all p ∈ {1, . . . , 2k − 1}.
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Using (48), (50), and the definition of e˜ = πeι, we obtain that
e˜(W p) = π(e(V p ∩ V˜ )) ⊂ π(V cp) =W cp for all p ∈ {1, . . . , 2k − 1}.
Whence Φ(F ) ∈ F˜ω
e˜,d˜,c
. 
Proof of Claim 2. Here, we assume that
(51) e˜(W p) ⊂W cp for all p ∈ {1, . . . , 2k − 1}
and we need to show the inclusion
(52) e(V p) ⊂ V cp for all p ∈ {1, . . . , 2k − 1}.
Let p ∈ {1, . . . , 2k − 1}. Recall the element p0 ∈ {ps + 1, . . . , k} from (43). We
distinguish four cases.
Case 1: 1 ≤ p < p0.
By Claim 1 of Section 8.6.1 and (43), we have
jq ≥ jps for all q ∈ {1, . . . , p}.
Since Φ(F ) ∈ Z˜j , this implies
W p =Wp ⊂
⊕
j′≥jps
Ej′ ∩ V˜ .
Since e and e˜ coincide on
⊕
j′≥jps
Ej′ ∩ V˜ , using also (49), the fact that v
ℓs
µℓs−1
∈
ker e, and (51), we derive
e(V p) = e(W p) = e˜(W p) ⊂W cp ⊂ V cp .
This shows (52) in Case 1.
Case 2: p0 ≤ p ≤ k − 1.
By (43), we get cp ≥ ps in this case, whence
(53) 〈vℓsµℓs−1〉C ⊂ Vps = V ps ⊂ V cp .
Combining (49), the fact that vℓsµℓs−1 ∈ ker e, (44), (51), and (53), we obtain
e(V p) = e(W p) ⊂ e˜(W p) + 〈v
ℓs
µℓs−1
〉C ⊂W cp + V cp = V cp .
This proves (52) in Case 2.
Case 3: k ≤ p < 2k − ps.
We claim that the following alternative is valid:
(54) ck ≥ ps or µℓs = 2.
We show (54) by arguing by contradiction, so assuming that ck < ps and µℓs ≥ 3
(it was already noticed that µℓs ≥ 2, see Claim 2 (b) in Section 8.6.1). Take an
element F ′ = (V ′0 , . . . , V
′
k−1) ∈ Xj (it was assumed that the set Xj is nonempty).
On the one hand, the fact that ck < ps implies
(55) vℓsµℓs−1 /∈ V
′
ck
= V
′
ck
(by Claim 2 in Section 8.6.1). It also implies that
jq ≥ jps for all q ∈ {1, . . . , k − 1}
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(see (43) and Claim 1 in Section 8.6.1), hence
(56) V ′k−1 ⊂
⊕
j′≥jps
Ej′
(since F ′ ∈ Zj). On the other hand, the fact that µℓs ≥ 3 implies that the vector
vℓsµℓs−3 is orthogonal to Ej
′ for all j′ ≥ jps (see (30), recalling that jps = µℓs − 1),
thus (56) implies
vℓsµℓs−3 ∈ V
′⊥
k−1 = V
′
k.
Since F ′ ∈ Fωe,d,c, this yields
vℓsµℓs−1 = e(v
ℓs
µℓs−3
) ∈ e(V
′
k) ⊂ V
′
ck
,
a contradiction to (55). Therefore, we have shown (54).
We now distinguish two cases depending on the alternative in (54). First, assume
that ck ≥ ps. Thus, cp ≥ ps. This property together with (49), the fact that
vℓsµℓs−1 ∈ ker e, (44), and (51), implies that
e(V p) = e(W p) ⊂ e˜(W p) + 〈v
ℓs
µℓs−1
〉C ⊂W cp + V ps ⊂ V cp .
Second, assume that µℓs = 2. This property guarantees that the space V˜ = 〈v
ℓ
i :
ℓ 6= ℓs〉C is e-stable, so e˜ = e|V˜ . Thus, by (49) and (51), we get
e(V p) = e(W p) = e˜(W p) ⊂W cp ⊂ V cp .
In both situations, we obtain that e(V p) ⊂ V cp , hence (52) holds in Case 3.
Case 4: 2k − ps ≤ p ≤ 2k − 1.
First, we check the following relation
(57) c2k−ps ≥ ps.
To show (57), choose any element F ′ = (V ′0 , . . . , V
′
k−1) ∈ Xj (recall that the set Xj
is assumed to be nonempty). In view of (30) and Claim 2 in Section 8.6.1, we then
have
vℓs−(µℓs−1)
∈ V ′⊥ps−1 = V
′
2k−ps .
Knowing that F ′ ∈ Fωe,d,c, this implies that e(v
ℓs
−(µℓs−1)
) ∈ V
′
c2k−ps
, whence
vℓsµℓs−1 = e
µℓs−1(vℓs−(µℓs−1)
) ∈ V
′
c2k−ps
(because the space V
′
c2k−ps
is in particular e-stable). Invoking again Claim 2 in
Section 8.6.1, we conclude that (57) holds true.
Our next claim is that the following inclusion holds:
(58) e(vℓs−(µℓs−1)
) ∈ V c2k−ps .
In the case where µℓs = 2, then (49) and (57) imply
e(vℓs−(µℓs−1)
) = vℓsµℓs−1 ∈ V ps ⊂ V c2k−ps
so that (58) holds in this case. It remains to show (58) in the case where µℓs ≥ 3.
On the one hand, in view of (54), this relation forces ck ≥ ps, hence cp0 ≥ ps (see
(43)). By (29), we get
ps ≤ cp0 = c
∗
p0
= |{q = 1, . . . , 2k − 1 : cq ≥ 2k − p0}|.
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The sequence c being nondecreasing, we derive
(59) c2k−ps ≥ 2k − p0.
On the other hand, by Claim 1 in Section 8.6.1 and (43), it turns out that jq ≥ jps
for all q ∈ {1, . . . , p0 − 1}, whence (since F ∈ Zj)
Vp0−1 ⊂
⊕
j′≥jps
Ej′ .
By (30), we deduce
(60) e(vℓs−(µℓs−1)
) = vℓs−(µℓs−3)
∈ V ⊥p0−1 = V 2k−p0.
Relation (58) now follows by comparing (59) and (60).
Finally, using (49), the fact that vℓsµℓs−1 ∈ ker e, (44), (51), (57), (58), and the
fact that c2k−ps ≤ cp (since 2k − ps ≤ p), we compute
e(V p) = e(W p + 〈v
ℓs
−(µℓs−1)
〉C) ⊂ e˜(W p) + 〈v
ℓs
µℓs−1
, e(vℓs−(µℓs−1)
)〉C
⊂ W cp + V c2k−ps ⊂ V cp .
This establishes (52) in Case 4 and completes the proof of Claim 2. 
8.6.4. Conclusion. The proof of Proposition 13 in the case where c1 = 0 is achieved
by combining (41), (46), and (47). This completes the proof of Proposition 13.
Therefore, Proposition 11 is established, and so the proof of Theorem 1 is complete.
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