In the United States, hospital rating system usefulness is limited by heterogeneity and conflicting results. US News Best Hospitals, Vizient Quality and Accountability Study, Centers for Medicare & Medicaid Services (CMS) Star Rating, Leapfrog Hospital Safety Grade, and the Truven Top 100 Hospitals ratings were compared using Spearman correlations. Rank aggregation was used to combine the scores generating a Quality Composite Rank (QCR). The highest correlation between rating systems was shown between the Leapfrog Safety Grade and the CMS Star Rating. In a proportional odds logistic regression, a greater discordance between the CMS Star Rating, Vizient rank, US News, and Leapfrog was associated with a lower overall rank in the QCR. Lack of transparency and understanding about the differences and similarities for these hospital ranking systems complicates use of the measures. By combining the results of these ranking systems into a composite, the measurement of hospital quality can be simplified.
Hospital rating systems for quality and safety are intended to be publicly available benchmarks that empower patients with information about health care quality. Despite almost 2 decades of public reporting of quality metrics, consumers have found hospital rating systems to be limited and lacking in personalization or relevance for individual consumers. 1 Additional issues that have compromised usefulness of ratings for consumers have been difficulty for patients interpreting data and a lack of interest or ability by many patients in reviewing public reports. [2] [3] [4] [5] [6] An additional underlying cause for a credibility gap for rating systems with consumers has been methodological and data issues that have been found and have compromised trust in published metrics. [7] [8] [9] [10] [11] [12] Rating systems may produce different ranks for individual hospitals-as a result, consumers may disregard the information. Disparate results occur because benchmarking products use differing components or weight common components differently to yield a final composite score or grade. 13 Results also can vary between systems for individual institutions because of unique risk-adjustment models, varying time frames of study, and differing areas of emphasis.
14 When a consumer finds that rating systems for a hospital conflict, these contradictory findings can diminish the overall value of ranking systems and cause consumer confusion, 13 resulting in the welldescribed finding that consumers rely on testimonials rather than data to choose a provider. 1 An underlying conceptual model defining health care quality has been established by Donabedian, 15 and describes 3 domains: technical quality of care, interpersonal quality, and amenities. Quality metrics seek to use available data to measure the quality of health systems; quality care, however, is a latent characteristic of a health system that may be incompletely represented by metrics. As a result, measures that capture the true quality of a health care system rely on the use of surrogate markers. Metrics seeking to measure quality focus on outcome or process measures in specific domains (eg, condition-specific mortality) and are a narrow lens into the complex processes of a health care system, which may be incomplete. A result of these issues is that measurement systems may conflict for any given hospital, and the differences between systems will have nonobvious explanations for consumers.
Although some research to compare rating systems has been done, more work is needed. In one study, when 4 national systems-US News Best Hospitals, Health Grades, the Leapfrog Hospital Safety Grade, and Consumer Reports-were compared, only 10% of the 844 hospitals rated as high performing by one rating system were rated as a high performer by any of the other rating systems. 13 Even when evaluating specific measures of hospital quality, Centers for Medicare & Medicaid Services (CMS) Hospital Compare scores were frequently found to be discordant with rankings from other systems. 14 One hypothesis for discordant rating results is that institutions that perform well in only one rating system may be less standardized in their process and that uniformity in rank between systems may be a marker of standardized care and better process. In this context, greater concordance between rating systems represents stability and high reliability in the processes contained in Donabedian's quality model. Conversely, hospitals that have greater variation in quality metrics between rating systems are potentially more likely to have greater variation in the underlying quality processes, and the greater discordance between systems is a marker of lower quality of care.
The present study explored the similarities and differences between 5 national systems: Vizient, CMS Hospital Compare, US News Best Hospitals, Leapfrog, and Truven. The research team wanted to address several questions in the analysis. First, to what extent do national hospital quality rating systems agree with each other? In this context, measures obtained at a point in time should be compared to mimic the approach taken by consumers when choosing a system, and the overall correlation of systems evaluated. Second, can a measure of quality and safety be developed to incorporate rank differences between systems as a feature? The team sought to develop a unifying composite rank that treats the variation between systems as an important indicator of quality. Third, are differences between certain rating systems more suggestive of variation in the composite score than others? To evaluate this question, the team examined the correlations of differences in rating systems with each other and with the composite rating.
Methods

Study Design
Five hospital rating systems were assessed: US News Best Hospitals, Vizient Quality and Accountability (Q&A) Study, CMS Star Rating, Leapfrog Safety Grade, and the Truven Top 100 Hospitals ratings. Because the data used in this study were aggregate and in the public domain, this study was deemed exempt from institutional review board review.
Data Acquisition
A core hospital data set was created by joining hospitals that were ranked among the top 50 US News hospitals, using the Best Hospitals methodology, with those in the top 40 of the Vizient Q&A Study ranking; data for this cohort were then obtained for the CMS Star Rating system, Leapfrog Hospital Safety Grade system, and Truven Top 100 Hospitals rating system. Hospital rankings available if viewed on July 1, 2017, were used for the comparison. This approach was used to mimic what a consumer encounters in the use of these measures-with the goal of comparing similarities and differences between rankings at a given point in time and developing a combined summary rank using the available data. As a result of these steps, 70 hospitals were available for comparison.
For the 50 sites obtained using the US News Best Hospitals methodology, the hospital ratings and variables were collected from the US News Best Hospitals website for the 2017 report and in the 2016-2017 methodology report. 16 To calculate the rank order for the top 50 US News Hospitals, the research team collected each hospital's safety score, nurse staffing score, intensivist presence, advanced technology score, patient service score, and performance rankings for abdominal aortic aneurysm repair, aortic valve surgery, chronic obstructive pulmonary disease, colon cancer surgery, heart bypass surgery, heart failure, hip replacement, knee replacement, and lung cancer surgery. Using the US News methodology, the top 50 hospitals were then calculated.
For Vizient, hospital rank was obtained from the 2016 Q&A Study, 17 which utilized data collected from July 2015 to June 2016 for its reporting period. The Vizient Q&A Study is not designed as a public-facing national ranking. Rather, it is intended to be used by subscribers of Vizient's Clinical Data Base to help motivate improvement. Rankings for the top 40 hospitals were obtained from Vizient for the purposes of comparison. Rankings also can be calculated using a methodology that is released to Vizient members.
The CMS Star Rating from June 2017 was used for comparison. Data were obtained from the SAS Pack that is publicly available for the measures and available from QualityNet (http://www.qualitynet.org). The reporting period for the June 2017 Star Rating was July 1, 2013, to June 30, 2016. The Star Rating uses the domains of mortality, safety of care, readmission, patient experience, effectiveness, timeliness, and efficient use of medical imaging. 18 A Winsorized score derived from Z scores is used by CMS to generate each hospital's Star Rating.
Leapfrog data for the Spring 2017 Hospital Safety Grade report 19 -with a reporting period of 2013-2015 for surgical measures and 2015-2016 for other measures 20 were collected from the Leapfrog website (http://www. hospitalsafetygrade.org). The overall Leapfrog Safety Grade is reported as an actual letter grade (A-F) and is collected from measures that assess inpatient care management, medication safety, maternity care, infections, and injuries.
2017 Truven Top 100 Hospitals winners were assessed using the Truven Top 100 Hospitals Study. 21 Two types of hospital awards were used: Overall Truven Top 100 Hospitals Award winners and Everest Study winners. Although the top 100 hospitals are assessed based on criteria shown in Table 1 , Everest Award Winners are hospitals that "have both the highest current performance and the fastest long-term improvement in the years of data analyzed." 21 For each benchmarking system, collected hospitals were assigned a rank order based on their score within the methodology. The rank order from the Q&A Study was used for Vizient. From the CMS data, the Winsorized composite Z score was used to rank order hospitals. For US News and World Report Best Hospital ratings, a rank order derived from the methodology report was generated and validated for the top 20 compared to US News published rank. For the Leapfrog Hospital Safety Grade, a rank order based on the overall letter grade was created. For the Truven Top 100 Hospitals, rank was assigned based on membership in the Top 100 or Everest study winners.
Statistical Analysis
Correlation of Rating Systems. To assess the overall similarity of rating systems to one another, Spearman correlations were calculated between the rank orders obtained by rating systems. Results were obtained using the available scores at a single point in time. Although the time frames differed for rating systems, this approach was used to mimic the perspective of a consumer using these systems to decide on care options.
Quality Composite Rank. Using summary data with rank orders by hospital based on the 5 benchmarking systems, rank aggregation was then applied to create a combined rank score. This was done using the ConsRank package in the R statistical program (R Foundation for Statistical Computing, Vienna, Austria). 22 A Kemeny-Young Distance calculation was run using the Condorcet method to calculate a summary score, which was termed the Quality Composite Rank (QCR). Kemeny-Young rankings are generated by conducting pairwise comparisons of hospital ranks within each system, compared between systems; those items that are most consistently ranked highest are sorted to the top of a consensus rank. For all rating systems and the QCR, ties were assigned the same rank. Using the QCR, a ranked list of hospitals was generated.
Pairwise Comparison of Rating System Differences. The relationship of different rankings obtained by each system to an overall composite score was examined. The differences in rank order for pairwise combinations of systems were calculated. An overall measure of total rank differences among systems was calculated (termed the overall rank difference). This measure was calculated by summing the absolute value of the pairwise rank differences for the CMS Star Rating, Vizient Q&A Study rank, US News Best Hospitals rank, and Leapfrog Hospital Safety Grade rank. A Spearman rank correlation was calculated comparing the difference in rank assigned for each possible pair of benchmarking systems with each other pairwise difference, the overall rank difference, and the rank obtained by the QCR. For each hospital, the absolute difference in rank between each pair of rating systems (ie, the absolute value of the change in rank between each possible pair of rating systems) was used.
For hospitals without a score in a particular rating system, missing values were replaced in pairwise differences with the mean difference across all hospitals for that variable. Based on the results of the Spearman correlations, which showed a lack of association of the Truven rank with other systems, the Truven Top 100 Hospitals rating system was left out of the overall rank difference measure.
Predicting the QCR by Rating System Differences. The impact of rating variability on the QCR was examined by using a proportional odds logistic regression model (ordinal regression that models ranked categories as a dependent variable). In this case, using the ordinal rank obtained from the QCR as the dependent variable, the research team modeled the proportional odds of association of the "overall rank difference" with the QCR. Specifically, the team wanted to examine whether an increase in variation of rank between rating systems was associated statistically with a lower hospital QCR. Table 1 shows the criteria that are employed by rating systems for quality and safety domains. Figure 1 presents the Spearman correlation of rating systems. In particular, the highest correlation was shown between the Leapfrog Hospital Safety Grade rating system and the CMS Star Rating system. The Truven Top 100 Hospitals system was uncorrelated with other systems. Rating systems also had differences in domain weighting. For example, the each placed equal weight on mortality and safety and added additional components to obtain their total scores. Figure 2 shows the correlation of the absolute difference between the rank obtained by each system, including the differences of each system with the QCR. The most highly correlated differences with the QCR were with the CMS Star Rating, the Vizient Q&A Study, and the Leapfrog Hospital Safety Grade. Increases in the overall rank difference, calculated as the sum of absolute value of the difference in rank between each pair of systems (CMS, Vizient, US News, and Leapfrog), were correlated with lower overall rank. Table 2 shows the results of the QCR derived from benchmarking systems. Qualitatively, hospitals with better performance in more systems were associated with a higher QCR. Conversely, institutions with low scores in 1 or more systems were associated with lower QCR scores.
Results
In hospitals with a QCR of 1 to 3, 100% were rated either 5 or 4 stars from the CMS Star Rating and received an A or B Leapfrog Hospital Safety Grade, and a greater percentage of these hospitals were given a Truven Top 100 and Top 10 Vizient Q&A Study award than were lower QCR scores. Forty percent of hospitals with a QCR of 1 to 3 were on the US News and World Report Honor Roll versus 52% for QCR scores 4 to 6. With QCR scores of 4 to 6, a lower proportion of hospitals were in the highest rank for individual measures (61% of 4 or 5 stars in CMS ratings; 91% with Leapfrog scores of A or B; 13% in the Truven Top 100; and 17% in the top 10 of the Vizient Q&A study). No hospitals with QCR of 7 to 10 were ranked above 3 stars for the CMS Star Rating, and 52% received Leapfrog grades below a B. Only 5% were in the Truven top 100, 12.5% in the US News Honor Roll, and 7.5% in the top 10 of the Vizient Q&A Study.
In a proportional odds logistic regression, a greater discordance between the CMS Star Rating, Vizient Q&A Study rating, the US News and World Report Best Hospitals rating, and Leapfrog Hospital Safety Grade was associated with a lower overall rank in the QCR (Figure 3) .
Discussion
In an analysis of the publicly reported data and methods for 5 major ranking systems, this study found that substantial variability exists between the ranking of top performing hospitals in different ranking systems. These differences also resulted in poor correlation in general between ratings of hospitals between systems. The Leapfrog Hospital Safety Grade and the CMS Star Ratings showed the closest correlation, and the US News and World Report Best Hospitals, CMS Star Ratings, and Vizient Q&A Study ratings were only modestly correlated with each other. Interestingly, the Truven Top 100 was essentially uncorrelated with other systems in assigning rank.
The differences between ratings may be related to variation in timing of measures, weighting of domains (Table 1) , and differences in methods. In the research team's view, current US News, Leapfrog, and CMS Star Ratings, as compared with Vizient and Truven, are less current because the former systems are lagging indicators, using data from 2 to 4 years prior to a rating period. Other perceptions of systems include criticism of the US News rating for its inclusion of reputation scores; the use of sophisticated risk-adjustment models that may recode discharge Diagnosis-Related Groups based on rules in Vizient; an emphasis on safety and the use of hospital self-reports for Leapfrog; and the use of complex, "black box" statistical methodology to develop composite scores from Medicare claims data for the CMS Stars program. Truven weights metrics that are dissimilar from other systems with an extra emphasis on efficiency and cost measures and does not include structural measures. From a consumer perspective, these differences reinforce a perception of ratings as conflicting and reflect a lack of patient-centeredness, or true value for patients, in current outcomes measurement.
Other published works provide additional evidence of conflicting ranking among systems. Austin et al 13 found a lack of consistency and approach in methodology when comparing US News, Leapfrog, Health Grades, and Consumer Reports. In their study, only 10% of hospitals evaluated were high performers in more than 1 system; this was attributed to differences in focus between systems (ie, a safety focus for Leapfrog, a focus on complex care in the US News Honor Roll). Hwang et al 23 showed that the lack of a common framework for measure development yielded differences in measures between systems; substantial differences were noted between the US News and World Report Honor Roll, Leapfrog Hospital Safety Grade, and Truven Top 100. Shahian et al 24 showed that even when a similar measure, in-hospital mortality, is calculated using the same data set, varying algorithms yielded differing results and poor correlation between 4 benchmarking systems (Pearson correlation coefficients ranged from 0.36 to 0.74). In 2005, Hospital Compare, the predecessor to the CMS Hospital Star Ratings, was similarly found to have poor correlation with the US News and World Report Best Hospitals.
14 Of hospitals that were in the first quartile for core measures for acute myocardial infarction and congestive heart failure, only 30% and 38%, respectively, also were US News Best Hospitals for heart disease.
The research team also found that public data could be used successfully to implement a QCR to create a single measure of quality and safety. The QCR provided a composite score with 10 groups and incorporated the ratings from the other systems. A notable property of the QCR was that greater differences between individual rating systems were associated with lower QCR rank. The QCR also is robust to missing data and inclusive of all available information. If less variability between rating systems is a marker of consistency in the latent processes of technical quality of health care, the QCR provides a means to measure this consistency. Greater alignment between the US News Best Hospitals, Vizient Q&A Study, CMS Star Rating, and Leapfrog Hospital Safety Grade scores indicated higher quality hospitals, with a higher rank in the QCR.
The need for transparency of methodology and data released by rating systems has been discussed in the literature. 13 For consumers, understanding the nuanced differences between systems and the methods underlying the calculation of each benchmark may pose a significant challenge in communication. Rating systems make available white papers with methodology and source data sets described, but this information may not be useful for patients.
Providing increased transparency to methodology and improved data communication may not be enough, however. Even with the rationale and methods for the system known, consumers may want more "bottom-line" measures. Composite scores can simplify communication about quality while also improving evaluability. 25 In the research team's view, the ideal patient-centered measure is one that is simple and pragmatic for a breadth of conditions. Data to support these measures should include a combination of claims, clinical, and patient-reported data and include outcomes for both quality of life and clinical improvement. The team envisions the use of application programming interfaces (eg, Fast Healthcare Interoperability Resources) to extract data from electronic records and patient-facing applications on mobile devices to be a new platform for quality measurement. With the patient at the center, each unique clinical history and set of clinical questions will dynamically generate outcome measures using a compendium of health care data; this personalized approach would enable navigation of a complex health care system.
The QCR offers a unique hospital ranking approach. By combining information from multiple hospital ranking systems, the QCR can account for multiple measures of quality across time and measure domain. By incorporating the varied landscape of hospital ratings into a single measure, the QCR rewards hospitals for consistency across ratings and can be scaled to integrate additional systems. The QCR, by pooling existing rating systems, can enhance the value of current public quality rating approaches while also attaching value to consistency in performance.
This study has several limitations. First, the research team used data and methods that were publicly available to generate rankings and scores and did not have access to the underlying scoring used by some rating systems. This approach does align with the information available for consumers as they evaluate systems, and the composite score generated is a meaningful and realistic tool for consumers on that basis. Second, the analysis was limited to only 5 rating systems. Other rating systems exist and are used by hospitals and consumers to evaluate care. The team selected systems that are in broad use, though the QCR can be expanded to include additional measures.
In conclusion, benchmarking systems can produce divergent results to the detriment of consumer use of hospital ranking systems. Lack of transparency about the differences among these systems limits their use. Clarification, standardization, and transparency are needed in the ranking of health care institutions, and the QCR can be a significant step forward toward meeting these goals.
