In the first part, we consider generalized quadratic Gauss sums as finite analogues of the Jacobi theta function, and the reciprocity law for Gauss sums as their transformation formula. We attach finite Dirichlet series to Gauss sums using a Möbius transform, and show they have a functional equation, Euler product factorization, and roots only on the critical line. In the second part, we prove a general reciprocity law for sums of exponentials of rational quadratic forms in any number of variables, using the transformation formula of the Riemann theta function on the Siegel upper half-space.
Introduction
Let a, b, c ∈ Z such that ac + b is even and ac = 0. The reciprocity law for Gauss sums is the identity: and δ t > 0 is the denominator of t in reduced form. We observe that the Jacobi theta function
satisfies exactly the same transformation formula:
In the first part of this article, we investigate the degree to which T (s, t) behaves like a theta function.
We start with some basic properties of the function
which transforms like a weight − 1 2 modular form. The first main result is as follows. The proof is elementary. Part (c) amounts to the fact that the quadratic Gauss sum modulo n has absolute value √ n, which is as expected.
The second part is concerned with generalizing the reciprocity law (0.1). For any t ∈ Sym n (Q) we can write t = U DV −1 , where U , V ∈ GL n (Z) and D = P Q −1 , P = diag(p 1 , · · · , p n ), Q = diag(q 1 , · · · , q n ), p i , q i ∈ Z gcd(p i , q i ) = 1.
We say t is in reduced form when written t = AB −1 , for A = U P , B = V Q, and U , V , P , Q as above.
Theorem B. Let t = AB −1 ∈ Sym n (Q) be in reduced form and non-singular. Let s ∈ 1 2 Z n be such that t BA + 2diag( t Bs) is integral and even. Then
Here e(x) = exp(2πix) and σ t is the signature of t. The case n = 1 is then (0.1). The proof adapts the classical analytic argument using the Jacobi theta function to one using the Riemann theta function on the Siegel upper half-space of degree n.
Notation
We shall use the number theorist's exponential throughout:
We also fix the symbol
For x > 0, √ −x will always mean i |x|.
Gauss Sums as Finite Theta Functions
Let n > 0 be an even integer. We first we show how the reciprocity law for generalized quadratic Gauss sums amounts to the Poisson summation formula on Z/nZ, plus the determination of the sign of the quadratic Gauss sum modulo n. Next, we define a finite zeta function Z n (s) as a certain transform of the Gauss sum modulo n, and show it has properties similar to global zeta functions.
Poisson Summation on Cyclic Groups
For n > 0, we put e n (x) = e( x n ) = e 2πix n .
(1.1) Let G n = Z/nZ. We fix the Fourier transform of a function f : G n → C as F n f (x) = y∈Gn f (y)e n (−xy), and also denote it by f , when n is understood. The Fourier inversion formula is
For a|n, let H a ⊂ G n be the subgroup of order a. If n = ab, the finite version of the Poisson summation formula is:
Both (1.3) and (1.2) are easy to verify.
For a, b, c ∈ Z, ac = 0, put
). 
Proof. If m = 2l,
= (S 1,0,n )e 2n (−x 2 + 2lx)e 2n (−l 2 ) = (S 1,0,n )f −1,m,n (x)e( −m 2 8n ).
If m = 2l + 1,
Proposition 1.-Let a, b, c ∈ Z, with ac = 0, and ac + b even. Then
Proof. Note that
Since f 1,b,ac (x) = C(b, ac)e(− b 2 8ac )f −1,b,ac (x) by Lemma 1, the Proposition follows from the Poisson summation formula 1.3.
The reciprocity law (0.1) can also be written as for n > 0.
A finite zeta function
For t, s ∈ Q. For t = 0, let δ t denote the denominator of t in reduced form, recall from the introduction
If t = 0, we take T (s, 0) = 0, so that T (s, t) = T (s, t + 2) for all s, t. As mentioned in the introduction, the reciprocity law takes the same form
(1.7)
For integers p, q, with q > 0, we put
Lemma 2.-With p, q as above, For r = p q a non-zero rational number, we put
which is well-defined by part (b) of the lemma. If pq is odd, then u(r) = 0 by (a).
Proposition 2.-The function u : Q → C satisfies the following properties.
(a) Suppose a, b, c, d ∈ Z, with b, d > 0, gcd(b, d) = 1, and ab, cd even. Then
(b) Suppose pqr is non-zero and even, and gcd(q, r) = 1. Then
Proof. For (a), we write
Fix r, s integers such that rb + sd = 1.
It follows that
using the fact that ab and cd are even. On the other hand from rb + sd = 1, we have r 2 b 2 + s 2 d 2 ≡ 1 (mod 2bd). From this and the above we obtain
again using that ad, bc are even. Therefore
proving (a).
For (b), first note that if p, q, r are all odd, both sides are zero by Lemma 2(a). If pqr is even, we have
using (a), and the fact that u has period 2. Since gcd(rq, q + r) = 1, we have
by Lemma 2(b), as desired.
Form this point on until the end of the first section, we assume the general determination of the sign of the Gauss sum, which is the following statement:
Let
For a > 0 odd, put
If a, n > 0 and gcd(a, n) = 1, then
0 n ≡ 2(mod 4), a n i n ≡ 3(mod 4), a n (1 + i a ) n ≡ 0(mod 4).
(1.9) See [BEW98, Theorems 1.5.1,2,4]. The case n = 1, 3 is sometime stated together as g(a, n) = a n ǫ a √ n.
Proposition 3.-The function u satisfies the following properties.
(a) For p, q arbitrary integers, with q = 0, we have
(b) Suppose p, q are coprime, pq is even, and q > 0. Then
where w = e πi/4 , and p q is the Jacobi symbol.
Proof. (a) follows from reciprocity. For (b), first assume q = 2q 0 is even. We have
using (1.9), and the observation that
If q is odd, p is even, and the statement then follows from (a) and the even case applied to u( q p ). This proves (b).
Corollary 1.-Let p be a prime, m a positive integer such that mp is even and p ∤ m. Let r > 0. Then
w m 2 m p = 2, r odd, w m p = 2, r even.
If p is odd, by part (c) we have either u( p r m ) = u( p m ) or u( 1 m ), according to whether r is odd or even. The latter case is w √ m by (a), and the former w p √ m m p by (d) and the claim follows either way. If p = 2 and r is odd,
Again in either case, the claim follows.
For r ∈ Q × , the function u satisfies the functional equations
In other words, u is a function defined on Q × = P 1 (Q) − {0, ∞} that transforms the same way as a modular form of weight −1/2 for the level subgroup Γ 0 (2).
For n > 0 an even integer, and s ∈ C, let
(1.10)
For each prime divisor p of n, let
where α p is the exponent of p in the factorization of n. 
Proof. First, suppose we're not in the last case where p = 2 and α is even. Then
, using Corollary 1, and the fact that ǫ(p, m, 2k − α) = ǫ(p, m, α). If p is odd and α even, ǫ(p, m, α) = 1, and the claim follows. If α is odd, α + 1 = 2(β + 1), so
).
If p = 2 and α = 2β, the term u(p α−2k · m) vanishes for k = β, rather than equal 1 as above. Then Proof. By the reciprocity law, we have
We then check that f (s) 
Reciprocity Law for Quadratic Forms
In this section we first recall the classical proof of the reciprocity law for Gauss sums using the transformation formula of the Jacobi theta function. Then we generalize the proof to the Riemann theta function, and obtain a reciprocity law for exponential sums of quadratic forms.
Both proofs are included, since the former is relatively short and may clarify the latter.
Jacobi Theta Function
For (z, τ ) ∈ C × H, the Jacobi theta function is ϑ(z, τ ) = n∈Z e( 1 2 n 2 τ + nz), (2.1) and satisfies the functional equation Proof. We have
which goes to 0 as v → ∞. 
Proof. We have 
Then
The claim then follows from 1
Proposition 5.-Let a, b be non-zero and coprime, and c ∈ Z such that ab + c is even. Then
Proof. Let t = a/b, s = c/2b. The condition on a and b ensures that the function e( 1 2
(2.4)
Then we can write
The same way as (2.4),
(2.7)
Now, combining (2.5), (2.6), (2.7), we obtain
Replacing z by τ z and z 1 /τ 1 by tz − s,
If we put τ = it in the statement of the Proposition and let t → ∞, by Lemma 3 we obtain the reciprocity law for Gauss sums.
Riemann Theta Function
For (z, τ ) ∈ C n × M n (C), and x ∈ C n , let
Let H n denote the Siegel upper half-space of degree n. The Riemann theta function is
It satisfies the transformation formula:
and ζ is an eighth root of unity that in general depends on γ and the choice of the square root det(cτ +d) 1 2 .
In the special case γ = 0 −1 1 0 the transformation formula takes the form
where α(z, τ ) = det(−iτ ) 1 2 exp(iπ( t zτ −1 z)).
(2.10) and τ → det(−iτ ) 1 2 the unique branch that is positive when τ is purely imaginary ([Mum83, p.195] ). This is well-defined since H n is simply connected.
Our first task is to extend τ → det(−iτ ) 1 2 to non-singular t ∈ Sym n (R). We write σ t for the signature of t, so that σ t = #(positive eigenvalues of t) − #(negative eigenvalues of t),
counted with multiplicity. Proof. Let τ = u + iv ∈ H n , and write v = t aa for some a ∈ GL n (R). Then t a −1 τ a −1 = u ′ + iI n , where u ′ = t a −1 ua −1 , and det(−iτ ) = | det(a)| 2 det(I n − iu ′ ). Writing u ′ = bδb −1 for b unitary and δ = diag(d 1 , · · · , d n ) diagonal, det(I n − iu ′ ) = det(I n − iδ) = n j=1 (1− id j ). For z = re iθ , θ ∈ (−π, π), let us for the moment write √ z = r 1 2 e iθ/2 . Then we have
Now let τ = t + ǫiI n , and d 1 , · · · , d n be the eigenvalues of t with multiplicity. We have
Since for any real number d, Proof. We have
For x ∈ Z n , and L ⊂ Z n a sublattice, not necessarily of full rank, put Θ x,L (z, τ ) = y∈x+L e(f z,τ (y)).
If rank(L) = r ≤ n, there exists A ∈ M n×r (Z) of rank r such that (b) If L has rank n, so that A ∈ M n (A) and det(A) = 0,
Proof. Part (a) follows immediately from
and use the transformation formula (2.9) to write
Then (b) follows from (a) after checking that
and noting e(f z,τ (x)) cancels with the exp(−πi2f z,t (x)) factor coming from t z 0 τ −1 0 z 0 .
Since f z,τ (x) depends linearly on (z, τ ), if z 1 , z 2 ∈ C n , and τ 1 , τ 2 ∈ M n (C) with τ 1 + τ 2 ∈ H n , we have
x∈Z n e(f z 1 ,τ 1 (x))e(f z 2 ,τ 2 (x)).
For (z, t) ∈ C n × Sym n (Q), denote by L z,t the set of y ∈ Z n such that f z,t (y) + t xty ∈ Z, for all x ∈ Z n .
(2.11)
Recall that an integral symmetric matrix is called even if its diagonal entries are even.
Lemma 8.-Suppose that (z, τ ) ∈ C n × Sym n (Z). Then L z,τ = Z n if and only τ + diag(2z) is an even integral matrix.
Proof. Since τ ∈ Sym n (Z), we have t xτ x ∈ Z for any x ∈ Z n . Then f z,τ (x) ∈ Z only if t xz ∈ 1 2 Z for all x ∈ Z n , which is to say 2z ∈ Z n . Now
It follows that, assuming 2z ∈ Z n , f z,τ (x) ∈ Z for all x ∈ Z n if and only if the same holds for x = e 1 , · · · , e n . On the other hand, f z,τ (e i ) = t e i T e i , where T = t + diag(2z), so L z,τ = Z n if and only if the integral matrix T is even. Note that, since τ ∈ Sym n (Z), if T is even 2z ∈ Z n automatically.
Suppose τ ∈ Sym n (Q). Then we may choose U , V ∈ GL n (Z) such that τ = U DV −1 , with
and p i , q i integers such that q i > 0 and gcd(p i , q i ) = 1. Putting P = diag(p 1 , · · · , p n ), Q = diag(q 1 , . . . , q n ), (c) L z,τ = BZ n if and only if t BA + 2diag( t Bz) is an even integral matrix.
Proof. With U , V , P , Q as in (2.12), we have τ = U P Q −1 V −1 . Since U ∈ GL n (Z), τ y ∈ Z n if and only if P Q −1 V −1 y ∈ Z n . Since V ∈ GL n (Z), y ∈ Z n if and only if y 0 = V −1 y ∈ Z n . Therefore y, τ y ∈ Z n if and only if y = V y 0 for some y 0 ∈ Z n such that P Q −1 y 0 ∈ Z n . Since P , Q are integral diagonal matrices with gcd(p i , q i ) = 1,
which proves (a).
Suppose y ∈ L z,τ . Setting x = 0 in (2.11) we obtain f z,τ (y) ∈ Z. Subtracting from (2.11) for an arbitrary
x we obtain t xty ∈ Z for all x, which is to say τ y ∈ Z n . Conversely, if f z,τ (y) ∈ Z and y, τ y ∈ Z n , we have y ∈ L z,τ . Then (b) follows from (a).
It follows from (b) that L z,τ = BZ n if and only if f z,τ (By 0 ) ∈ Z for all y 0 ∈ Z. Now f z,τ (By 0 ) = 1 2 t y 0 t BAy 0 + t y 0 t Bz = f z 0 ,τ 0 (y 0 ), where z 0 = t Bz, τ 0 = t BA.
Note τ ∈ Sym n (Q) implies t BA is integral and symmetric. Then using Lemma 8, f z,τ (BZ n ) ⊂ Z if and only if τ 0 + 2diag(z 0 ) = t BA + 2diag( t Bz) is integral and even. Now assume that (z, t) ∈ 1 2 Z n × Sym n (Q), and that t = AB −1 is in reduced form, with t BA + 2diag(Bz) an even integral matrix, so that L z,t = BZ n by Proposition 6(c). For (z, τ ) ∈ C n × H n , we have Θ(z + z, t + t) =
x∈Z n e(f z,t (x))e(f z,τ (x)) = x∈Z n (mod B) e(f z,t (x))Θ x,Lz,t (z, τ ). where (α(z, τ ) is as in (2.10). Applying (2.9), we have Θ(z + z, t + τ ) = α(z + z, t + τ ) −1 Θ((t + τ ) −1 (z + z), −(t + τ ) −1 ).
(2.15) Now we write (t + τ ) −1 (z + z) = z 1 + z 1 , −(t + τ ) −1 = t 1 + τ 1 , (2.16) where z 1 = t −1 z, t 1 = −t −1 .
(2.17)
Since τ = AB −1 , we have τ 1 = −BA −1 . Now, in general
Combining with (2.14) and (2.15), we arrive at the preliminary form of our main identity:
x∈Z n (mod B) e(f z,t (x))Θ(B −1 (τ −1 z + x), −( t Bτ B) −1 ) = F (z, t, z, τ )
x 1 ∈Z n (mod A) e(f z 1 ,t 1 (x 1 ))Θ(A −1 (τ −1 1 z 1 + x 1 ), −( t Aτ 1 A) −1 ),
(2.20)
Lemma 9.-With τ 1 , z 1 as in (2.17), the following identities holds:
Proof. Parts (a), (b) follow immediately from the defining equations (2.16), and (c) follows from (a). For (d), first we use (2.16) to write
