Abstract. The support of real-time traffic in class-based IP networks requires reservation of resources, accompanied by admission control in order to guarantee that newly admitted real-time traffic flows do not cause any violation to the Quality of Service (QoS) perceived by the already established ones. In this paper we highlight certain issues with respect to bandwidth allocation and admission control for supporting real-time traffic in class-based IP networks. We investigate the implications of topological placement of both bandwidth allocation and admission control schemes. We show that their performance depends highly on the location of the employed procedures with respect to the end-users and the various network boundaries. We conclude that the strategies for applying these schemes should be location-aware, because their performance at different points in a class-based IP network can be different and can deviate from the expected performance. Through simulations we also provide a quantitative view of these deviations.
Introduction
Class-based service models, such as the Differentiated services (Diffserv) model, offer a scalable approach towards QoS. This is achieved by grouping traffic with similar QoS requirements into one of the engineered traffic classes and forwarding it in an aggregate fashion. By allowing traffic aggregation, networks that deploy class-based service models can take advantage of statistical multiplexing, which allows for efficient use of the resources. In order to provide QoS guarantees, a network supporting different classes must also deploy admission control to control the amount of traffic injected into the network so as to prevent overloads that can lead to QoS violations.
In this work we focus on the support of real-time traffic in an IP network with class-based service support. We assume that in such a network, there exists end-toend isolation between the UDP real-time traffic and the TCP controlled data traffic. This is essential for guaranteeing QoS [1] . We can achieve this isolation by using different queues for the two types of traffic. An example of this scenario could be a Diffserv network where the UDP real-time traffic is classified to use a higher priority Assured Forwarding (AF) Per-Hop Behavior (PHB), whereas the TCP controlled data traffic is classified to use a lower priority, possibly best-effort, forwarding PHB.
We define as real-time traffic flows, flows that have low delay and jitter requirements, and a bounded packet loss rate (PLR) requirement and we focus on the PLR requirement. For services, such as Voice or Video, a certain amount of packet loss can be acceptable [2] without significant quality degradation. Therefore, such services do not need the 'virtual wire' (Expedited Forwarding (EF) in the Diffserv model) treatment [3] . The low delay and jitter requirements are likely to be met in a high-speed network [2] and offline traffic engineering actions can be additionally taken so that delay and jitter are kept within low bounds. For example, the delay requirement can be taken into account at the network provisioning phase by a) configuring small queues for the real-time traffic so as to keep the per-hop delay small, and b) controlling the routing process to choose paths with a constrained number of hops. Jitter can remain controlled as long as the flows are shaped to their peak rate at the network ingress [4] . Also, the deployment of non-work conserving scheduling in routers for the real-time traffic class can be beneficial for controlling jitter [5] . Therefore, we assume that the real-time traffic flows can be shaped to their peak rate at the network ingress and that the scheduling mechanism for the real-time traffic class is priority scheduling with a strict bandwidth limit and with First-In-First-Out (FIFO) service discipline.
In this work we aim to demonstrate how topological placement, that is the location of the employed bandwidth allocation and admission control schemes with respect to the end-users and the various network boundaries, can affect their performance. Before proceeding, we will briefly describe the bandwidth allocation schemes suitable for aggregating real-time traffic and also describe the admission control schemes that can be used for real-time traffic in class-based IP networks, so that later we can refer to them and point out how the results of our work relate to them.
Bandwidth Allocation Schemes
Bandwidth allocation schemes can be divided in two main categories. The first category comprises schemes based on bufferless statistical multiplexing. Bufferless statistical multiplexing aims to ensure that the combined arrival rate of the multiplexed sources exceeds the allocated capacity only with very small probability. Examples of such bandwidth allocation schemes can be found in [6, 7] . The second category comprises schemes based on buffered statistical multiplexing. Contrary to bufferless multiplexing, buffered multiplexing allows an input rate excess, with surplus traffic being stored in large buffers. Examples of such bandwidth allocation schemes can be found in [6, 7, 8] . Generally speaking, both categories take into account factors such as the number and characteristics of flows, the required loss rate and, in case of buffered multiplexing, the available buffer size and derive the required capacity (effective bandwidth) needed for the loss rate to be kept below the required threshold.
Each of the two categories has its merits but also its drawbacks. The dynamics leading to an overload event in a bufferless system are much simpler than those of a buffered system [9] . On the other hand, buffered multiplexing allows for higher utilization for the same loss rate [9] . We need to stress though, that bufferless multiplexing is just a model abstraction [9] . For packetized traffic, a small buffer for packet scale queuing is needed to account for simultaneous packet arrivals from distinct flows [8] . However, in this case the buffer is not used for storing significant amounts of excess traffic and is, therefore, not involved in bandwidth estimations.
Admission Control Schemes
We can broadly divide the various admission control schemes found in the literature into three categories: endpoint admission control (EAC), traffic descriptor-based admission control (TDAC), and measurement-based admission control (MBAC).
EAC is based on some metrics applied to probing packets sent along the transmission path before the flow is established [10] . A requirement is for the end-to-end route to be the same for probing packets and flows. For reasonably bounded setup delays the metrics do not depict stationary network states but snapshots of network status, which can result to a quite unrealistic picture of the network congestion and, furthermore, simultaneous probing by many sources can lead to a situation known as thrashing [10] . That is, even though the number of admitted flows is small, the cumulative level of probing packets prevents further admissions.
TDAC is based on the assumption that traffic descriptors are provided for each flow prior to its establishment. This approach achieves high utilization when the traffic descriptors used by the scheme are appropriate. Nevertheless, in practice, it suffers from several problems [11] . One is the inability to come up with appropriate traffic descriptors before establishing the flow. Another problem is that the traffic descriptors and the associated QoS guarantee define a contract between the flow and the network. Therefore, the need to police based on this traffic specification arises, which is difficult for statistical traffic descriptors [11] . Deterministic models, such as token buckets, are easy to police but they fail to provide a sufficient characterization to extract a large fraction of the potential statistical multiplexing gain [11] .
MBAC tries to avoid the problems of the other approaches by shifting the task of traffic characterization to the network [11] . That means that the network attempts to "learn" the characteristics of existing flows through real-time measurements. This approach has a number of advantages. First, the specified traffic descriptors can be very simple, e.g. peak rate, which is easy to police. Second, a conservative specification does not result in over-allocation of resources for the entire duration of the service session. Third, when traffic from different flows is multiplexed, the QoS experienced depends on their aggregate behavior, the statistics of which are easier to estimate than those of an individual flow. However, relying on measured quantities raises certain issues, such as estimation errors, flow-level dynamics and memory related issues [11] .
The Effects of Topological Placement
In this section we will show how the topological placement of the functionalities can affect the performance of bandwidth allocation and admission control schemes.
For the needs of our work we will initially adopt the normal distribution based bufferless statistical multiplexing approach. According to [6] , when the effect of statistical multiplexing is significant, the distribution of the stationary bit rate can be accurately approximated by a Gaussian distribution. In [12] it is suggested that the aggregation of even a fairly small number of traffic streams is usually sufficient for the Gaussian characterization of the input process.
In this case, the effective bandwidth of N multiplexed sources is given by [6, 7] : viation of the aggregate bit rate, and ε the upper bound on allowed loss rate. We will denote the function of eq. 1 as ( , ) eff S PLR , where S is the set of aggregated sources and PLR is the PLR value used in the calculation of the effective bandwidth C .
We will present our study with a list of scenarios using a two-level tree topology, which allows us to illustrate the mains points of our study, while being simple enough to suit the nature and computational demands of the required packet-level simulations.
Scenario I: The Effects of Aggregate Bandwidth Allocation
Initially we consider the scenario depicted in Fig. 1 . 
Fig. 1. Topology for assessing the effects of topological placement
In this scenario it is assumed that a set of sources, i S ,
, are aggregated at node 1 and that another set of sources, i S , 1,..., i M N = + , are aggregated at node 2. We assume that the sources connect to nodes 1 and 2 with direct links with negligible congestion, and that all of them will be eventually aggregated in the same traffic class at link 3. The capacity reserved in link 1 for the first set of sources is:
where 1 PLR is the packet loss rate budget for the real-time traffic class aggregate in link 1. Similarly, for the second set of sources, the capacity reserved in link 2 is:
where 2 PLR is the allowed packet loss rate budget for the real-time traffic class aggregate in link 2. Since all the sources will be aggregated using the same class, the required bandwidth to be allocated in link 3 for their aggregation is given by:
where 3 PLR is the allowed packet loss rate budget for the real-time traffic in link 3.
This scenario could correspond to a situation where end-users (the 1,..., N sources) connect to the edge routers (nodes 1 and 2), which then connect to the metro/backbone router (node 3) through access links 1 and 2.
As it can be easily proven [13] , packet loss rate parameters are multiplicative. That means that for a set of sources that traverse a sequence of links,
packet loss rates i PLR , the total packet loss rate total PLR can be approximated by:
which, in turn, becomes additive for low values of
Assuming that
, that is the allocated capacities at links 1, 2 and 3 for the real-time traffic class are such that allow for the same packet loss rate budget at all links, the expected overall upper bound on total, end-to-end in our topology, packet loss rate for the aggregate sources should be:
Our study initially aims to examine whether the actual total packet loss rate is bounded by the above expression. In order to do so, we run simulations using the network simulator ns-2 [14] . For the simulations we use two example values for the target link packet loss rates, 0.01 and 0.001. We assume, without loss of generality, that the same number of sources is aggregated in both links 1 and 2, i.e.
/ 2 M N = . This means that the total packet loss rate, end-to-end in our topology, should not exceed 0.02 and 0.002 respectively. We also consider the case where the capacity in link 3 is provisioned so that 
means that only links 1 and 2 incur losses and in link 3 the real-time traffic aggregates from nodes 1 and 2 are treated using peak rate allocations. We consider three scenarios for the N traffic sources: a) all sources are VoIP sources with peak rate 64kbps and exponentially distributed ON and OFF periods with average durations 1.004sec and 1.587sec respectively (mean rate 24.8kbps, standard deviation of rate 31.18kbps) [15] , b) all sources are Videoconference sources with mean rate 3.89Mbps, peak rate 10.585Mbps and standard deviation of rate 1.725Mbps [16] , and c) that we have a mixture of both VoIP and Videoconference sources. We fix the packet size to 100bytes (constant packet size seems to be a reasonable assumption for Voice and Video communications [17] ) and since the realtime traffic class is assumed to be isolated from other classes, we do not consider any best-effort or any other traffic classes and we simulate the real-time traffic class as being serviced by queues running at the speed of their bandwidth limit.
In the following figures, PLRa corresponds to the (average) packet loss incurred at links 1 and 2, while PLRb corresponds to the total packet loss for the cases where From the above figures we can see that in all cases, the target packet loss rate in links 1 and 2 (PLRa) is satisfied. Regarding the total packet loss rate, when the bandwidth in link 3 is set so that link 3 also incurs losses (PLRb) we can see that it is kept below the target total packet loss rate 0.02 (see Fig. 2 ), but not in the case where the target total packet loss rate is set to 0.002 (see Fig. 3 ). Since the target packet loss rate in links 1 and 2 is always satisfied, that means that in the latter case, link 3 incurs losses that are much higher than the target packet loss rate budget at that link.
These results suggest that even though the original traffic descriptors are valid at the first points of aggregation, they may not be valid in transit nodes such as in node 3. This is because sources become correlated and their characteristics are altered as they traverse links and multiplexers. Therefore, using the original traffic descriptors in transit nodes can lead to erroneous bandwidth allocation decisions. This traffic profile deformation has been verified in the past [8, 18, 19] and analytical models for evaluating it for specific types of individual sources and under specific network conditions and assumptions have been presented [8] .
In this work, we try to go one step further and quantify the effects that this aggregate traffic profile deformation can have on the incurred packet loss and, therefore, on the perceived QoS when short-range dependent (VoIP), long-range dependent (Videoconference), as well as a mixture of short-range and long-range dependent real-time traffic sources are aggregated in the same traffic class. In such general cases, obtaining a closed form solution to quantify its effects can become very difficult.
Scenario II: Quantifying the Effects of Traffic Profile Deformation
In order to quantify the effects of traffic profile deformation further downstream from the first hop node, we proceed as follows. We use the same simulated topology, traffic volume and types of sources, as in the previous scenario. We set the capacities allocated to the real-time traffic class in links 1 and 2 equal to the sum of peak rates of the sources aggregated in links 1 and 2 (links 1 and 2 are transparent to the sources with respect to packet loss). For link 3 we distinguish two cases. In the first case, we merge the two demands -one composed of the sources i S , 1,..., i M = and the other composed of the sources i S , 1,..., i M N = + -in one bandwidth allocation in link 3:
In the second case we reserve resources for each aggregate demand independently in link 3, even though all the sources will be eventually aggregated in the same traffic class in link 3, (this is referred sometimes as isolation), that is:
In the following figures, the target packet loss rate for link 3 is set to 0.01 and 0.001. PLRb corresponds to the incurred packet loss rate from link 3 when using eq. 8 and PLRa corresponds to the incurred packet loss rate when using eq. 9. As it can be seen, the effects of the traffic profile deformation, even one hop away from the node where the sources are firstly multiplexed, can lead to severe violations of the packet loss rate. Even if the isolation method (eq. 9) is used, which, given the form of the effective bandwidth formula of eq. 1, leads to more conservative resources reservation compared to when the two aggregate demands are merged into one bandwidth allocation (eq. 8), the target packet loss rate can be violated by more than one order of magnitude. Furthermore, the increase in the level of aggregation can lead to higher packet loss rate violations. This indicates that the detrimental effects of the aggregate traffic profile deformation can far exceed the positive effects due to the additional multiplexing gains that this increase is expected to have.
Scenario III: Bandwidth Allocation with Buffered Multiplexing Models
In order not to restrict ourselves to the bufferless approach, we repeat part of the above simulations using the buffered approach introduced in [7] . According to [7] , for a source of type i with average rate i m , the effective bandwidth is given by:
where B is the buffer size, i γ is the index of dispersion and ln( ) δ ε = − , with ε the allowed loss rate. For M different types of traffic sources, with i N sources of type i the total effective bandwidth is given by:
We use this effective bandwidth formula to estimate the bandwidth for the case of Videoconference sources and we repeat our experiments for two buffer size levels, set intentionally to relatively small values, 30kbytes and 50kbytes respectively. In the following figures, PLRa corresponds to the average packet loss incurred in links 1 and 2 when the sources are aggregated in links 1 and 2 and the target packet loss rates of links 1 and 2 are set equal to 0.01 and 0.001. PLRb corresponds to the packet loss incurred in link 3 when the same number of sources is aggregated in link 3 with the capacities of links 1 and 2 set equal to the sum of peak rates of the sources they are carrying -links 1 and 2 are transparent with respect to packet loss-and the bandwidth allocated in link 3 set for target link 3 loss rate equal to 0.01 and 0.001. As it can be seen from PLRa, using eq. 11 for the sources on links 1 and 2 for target link PLR 0.01 gives the expected results for the incurred packet loss rate on these links, whereas it is quite optimistic for the case of target link PLR 0.001, leading to packet loss rate violations for a small numbers of multiplexed sources. Moreover, applying eq. 11 to calculate the effective bandwidth in link 3 (PLRb) can lead to excessive violation of the packet loss rate, especially for link 3 target loss rate 0.001. Furthermore, contrary to scenario II, the packet loss in link 3 does not increase with the level of aggregation. This is due to the additive nature of eq. 11, which becomes more conservative for increasing levels of aggregation and, therefore, can partly compensate for the detrimental effects of the aggregate traffic profile deformation.
Discussion
In this section we will first elaborate on the implications of our study and we will point out relevant issues that are raised. Subsequently, we will present some possible practical traffic engineering solutions for dealing with these issues.
General Implications
The first implication of our study is that the original traffic descriptors for a set of real-time traffic sources multiplexed at a network edge, are not only invalid at downstream nodes but, also, the incurred traffic profile deformation has, in general, a negative effect. That is, the traffic characteristics of a set of sources become, on average, worse in downstream nodes, which means that using the original traffic descriptors to depict the behavior of the sources can be an overly optimistic approximation.
The second implication is that for a set of sources, the greatest multiplexing gains are achieved at the network edge, where the sources are uncorrelated. This is clear from the increasing packet loss rates incurred in core links compared to those in edge links for the same bandwidth allocation scheme and number of multiplexed sources.
Implications for Admission Control
Regarding admission control, the results have certain implications on the effectiveness of an admission control scheme deployed in core nodes of a class-based IP network. If a TDAC scheme is deployed in a core node, it may fail if it is based on the original traffic descriptors of the traffic sources. An MBAC scheme is less likely to fail because it relies on real-time measurements of the aggregate traffic and uses only the traffic descriptors of the source requesting admission. However, the original traffic descriptors declared by the source requesting admission may not depict its behavior in core nodes. Due to multiplexing and buffering, the packets belonging to a source may arrive at an interface at a rate even exceeding the source's peak rate. That means that even the source's declared peak rate may not depict its worst-case behavior in core nodes [19] . Therefore, even a conservative MBAC scheme, which while deriving the admission control decision, assumes that the source requesting admission will be transmitting at its peak rate, may fail when applied in core nodes.
A similar problem for TDAC and MBAC schemes arises when performing admission control for inter-domain traffic; that is traffic that traverses transit domains. In this case, if an upstream domain submits the original traffic descriptors of the sources to a downstream domain (without taking into account the traffic profile deformation for the sources within this upstream domain) and the downstream domain performs admission control based on those traffic descriptors, this may lead to QoS violations.
In order for any admission control scheme that uses some kind of traffic descriptors to be reliable, when used in nodes other than the first multiplexing point, it should appropriately modify the traffic descriptors to depict the behavior of the sources at that specific multiplexing point. However, this is not trivial, since it requires the estimation of delay variation and induces per flow states [18] .
Even if the effects of the traffic profile deformation can be taken into account and appropriate signaling methods exist to learn the sources behavior at downstream nodes, if a TDAC or MBAC scheme is applied on a link-by-link basis, if the link packet loss rates are not set so that the total end-to-end packet loss requirement of the flows traversing the larger number of links is satisfied, this will result in higher flow blocking probabilities for the flows traversing large number of links (long flows). This effect is similar to the discrimination against long flows in the case of EAC schemes [10] . However, if the link packet loss requirements are set so that the total packet loss requirement of long flows is satisfied, this can lead to underutilization of the resources for the links carrying short real-time traffic flows only, because in these links the per-link packet loss rates will be set to lower values than what is actually needed and the lower the target packet loss, the lower the achieved utilization [9] .
Implications for Bandwidth Allocation
Regarding bandwidth allocation, the results suggest that if, during the network provisioning phase, the packet loss requirement is translated in a hop count constraint and the bandwidth allocation in core nodes is based on an effective bandwidth formula, even if done based on edge-to-edge isolation, that is that traffic aggregates multiplexed in the same traffic class in the core network are allocated resources on an ingress-egress pair basis, the consequences may be detrimental. Furthermore, similar to the admission control case, the capacity dimensioning should be done for link packet loss rates able to satisfy the end-to-end packet loss requirement of the longer flows, which will lead to underutilization of resources on links carrying only short flows.
Possible Practical Traffic Engineering Solutions
Part of the aforementioned issues regarding bandwidth allocation and admission control schemes (e.g., unfairness against long flows, underutilization of resources for links carrying only short flows) can be overcome if more sub-classes are configured and engineered in order to support the real-time traffic flows. This way, real-time traffic flows (with the same end-to-end packet loss rate requirement) can be aggregated in different classes so that in every link, only flows with similar target link packet loss rate requirements are aggregated in the same class. However, this would mean increasing the number of classes that must be engineered and supported in the routers. Apart from the added complexity in network dimensioning, increasing the number of classes that routers must support can lead to decreased forwarding performance [20] .
A unified approach for bandwidth allocation and admission control that can be used to overcome the aforementioned problems, including the traffic profile deformation, is to apply admission control only at the network ingress and further downstream treat the real-time traffic aggregates in a peak rate manner. This simplifies network dimensioning, since it removes the packet loss related hop count constraint, and is feasible since the edge links are the most probable congestion points of a domain [21] , whereas backbone links are overprovisioned [22] . This approach does not induce any states in the core network and does not require core routers to be aware of any signaling, which is desired for scalability and resilience reasons, and it is also proven to be very resource-efficient if resilience against network failures is required [23] . Furthermore, as our results suggest, the greatest multiplexing gains are achieved at the network edge, and by employing this approach, since losses are not incurred by the core network but are restricted to those incurred by the edge links, the target edge link packet loss rates can be set higher, which means increased utilization of these links.
Related Work
As aforementioned, the problem of traffic profile deformation has been verified in the past [8, 18, 19] and a number of solutions for dealing with it have been proposed.
One solution is the use of traffic-descriptor conserving scheduling disciplines in all links along the end-to-end paths. Example of such schedulers is the Rate-controlled Static Priority (RCSP) scheduler [24] . This preserves the original traffic descriptors of each flow going through it and provides zero packet loss guarantees. However, it requires per-flow queuing and keeping the traffic descriptors of each flow in each node. Furthermore, since RCSP is intended to provide zero packet loss guarantees, the deployment of RCSP can lead to unnecessarily conservative usage of network resources.
In [8] the issue of traffic profile deformation is discussed in the context of Constant Bit Rate sources in Asynchronous Transfer Mode networks and a solution for accounting for the traffic profile deformation of individual sources is given based on the estimation of delay variation, which, however, induces per-flow states and requires an appropriate method in order to obtain this delay variation estimation (e.g. in [25] the delay variation is estimated by employing a probing procedure). Similar to RCSP, this method may not be feasible in class-based networks since it can impose the requirement for adding functionality and keeping per-flow state in core nodes.
Contrary to these works, we focus not on the traffic profile deformation of individual sources, which induces per-flow states and can require added functionality in core nodes for the delay variation estimation. Instead, we focus on quantifying the aggregate traffic profile deformation for a variety of real-time traffic sources multiplexed in the same class. We discuss issues that are raised and how they can be addressed, without imposing the requirement for keeping per-flow state information in core nodes.
