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ABSTRACT
In this paper we provide a new approach to the Fundamental Theorem of As-
set Pricing. The proof of this result is usually based on Projection (Separation)
Theorems and is far more intuitive. Our approach follow the relation between
the projection problem an equivalent least squares problem. More precisely, we
will use and iterative procedure in order to obtain solutions of a bounded least
square problem. This solutions will give, under some conditions, either the state
price vector or the arbitrage opportunity of the problem under consideration.
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21I n t r o d u c t i o n
The basic idea of the whole pricing philosophy in …nance consists in the construc-
tion of a linear functional ¼ which strictly separates the arbitrage opportunities
obtained by trading strategies. Moreover, this functional gives the state–price
vector necessary for pricing contingent claims in a …nancial market. In a more
formal way, if we denote by M the linear subspace all trading strategies and
by K the non–negative cone, then there not are arbitrage opportunities if and
only if M \ K = f0g: This result is know as the Fundamental Theorem of As-
set Pricing. We remark that the existence of state price vectors follows by the
Separate Hyperplane Theorem [7]– av e r s i o no ft h eH a h n – B a n a c hT h e o r e m( s e e
[5]). However, the Hahn–Banach theorem not is a useful tool in order to con-
struct the state price vector. Despite its practical importance, a computational
approach to the calibration of the state price vector has received little attention
in the Mathematical Finance theory in discrete time (see [8, Theorem 1.2], [2,
Theorem 1.4.1] and [6, 1.16]). We remark that the single period model is impor-
tant because it provides much of the intuition that is necessary for more general
models of …nancial markets and because it is possible to combine single periods
results to prove the Fundamental Theorem of Asset Pricing for the Multi–Period
Model (see [2, Proposition 4.2.3] or [8, Section 2.3 and Theorem 3.1]).
The aim of this paper is to give a constructive proof of this fundamental
result. To see this we will reduce the problem to solve a bounded least square
problem, a minimization problem. In this sense this strategy has some similar-
ities to the problem solved by Avellaneda [1] in order to obtain a risk–neutral
probability that minimizes the relative entropy with respect to a given prior
distribution. From this approach we will obtain, from the construction of the
state price vectors, how are the conditions in order to have non–arbitrage op-
portunities and exact replication of market portfolios.
The paper is organized as follows. In the next section we will introduce some
de…nitions and we state the main result of this paper. In Section 3 we will prove
it.
2 De…nition and statement of results
In this paper we shall consider a single period market, that is, we have two
indices, namely t =0which is the current time, and t =¢ t; which is the
terminal date for all economic activities under consideration.
The …nancial market contains N traded …nancial assets, whose prices at time








here 0 denotes the transpose of a matrix or vector. At time ¢t; the owner of
…nancial asset number i receives a random payment depending on the state
of the world. We model this randomness by introducing a …nite probability
3space (­;F;P); where ­ = f!1;!2;:::;!kg; F = P (­) and P(!i) > 0 for all
i 2f 1;2;:::;kg:









At time t =0the agents can buy and sell …nancial assets. The portfolio position
of an individual agent is given by a trading strategy, which is a vector
µ =( µ1;µ 2;:::;µN)
0 2 RN:
Here µi denotes the quantity if the i–th asset bought at time t =0 ; which may
negative, if the agent has a short position, as well positive, if he has a long
position.
The dynamics of this model using the trading strategy µ are as follows:
1. At time t =0the agent invests the amount
S0
0 µ = µ1S1
0 + µ2S2
0 + ¢¢¢+ µNSN
0 ;
2. and at time t =¢ t the agent receives a random payment P that we can




























We remark that each component of vector P represents the payment received
depending on the realized stated of the world !:
Then we can de…ne an arbitrage opportunity as a vector µ 2 RN such that
one of the following two conditions hold.
(Arb1) S0
0 µ =0and P = S0
¢tµ ¸ 0; with S0
¢tµ 6= 0:
(Arb2) S0
0µ < 0 and P = S0
¢tµ ¸ 0:
Note that in the case of and arbitrage opportunity satisfying (Arb 1) the




¢t (!)µi > 0;
4that is, there exists non–zero probability to obtain a “free lunch”. In the case
of condition (Arb 2), we have that S0
0µ < 0; that is, the agent borrows money
for consumption at time t =0 ; and he doesn’t has to repay anything in the time
¢t:
By using the well–know result called, the separated hyperplane theorem (see
[7]) that is a version of the Hahn–Banach Theorem (see [8]) it follows the fol-
lowing result (see [2], [5], [6] or [8]).
Theorem 1 There is no arbitrage opportunity if and only if there exists ª > 0
such that
S¢tª=S0: (1)
We will say that a vector ª > 0 satisfying (1) is a state price vector. More-
o v e r ,w ec a ns t a t et h a tthe separated hyperplane theorem implies the existence
of state price vector in the proof Theorem 1. The main goal of this paper is to
construct either the state price vector if non arbitrage opportunities exist or an
arbitrage opportunity if there no are state price vectors. To see this we will use
an algorithm due to Dax [3] that it was used in order to give an elementary
and comprehensive proof of Farkas’ Lemma. More precisely, Dax’s Algorithm
provides a solution y¤ of the following bounded least square problem
minkAy ¡ bk
2
subjectto y ¸ 0:
(2)
(see Appendix A). As we will see, this algorithm will provides the necessary
tools to obtain as solution of it either the state price vector or the arbitrage
oportunity.
Now, we can give some preliminary de…nitions and results about basic Linear
Algebra. Let A be a m £ n–matrix then we de…ne the column space of A; that
we denote by colA; as
colA =s p a nfAe1;Ae2;:::;Aeng;
where ei denotes the i– t hc o l u m no ft h en £ n unit matrix: In particular, if we
set
Si = S¢tei
for i = 1;2;:::;k;then




In a similar way as above we de…ne de row space of A; denoted by rowA; by
rowA =c o lA0:
5Let
nulA = fx : Ax = 0g;
and for a vectorial subspace E ½ Rn; we will denote by E? the orthogonal
complement of E; that is,
E? = fx : x0y = 0 for all y 2 Eg:
It is well–known (see [9]) that
E \ E? = f0g
and for all x 2 Rn there exist x1 2 E and x2 2 E? such that
x = x1 + x2:
Moreover,
(nulA)
? =r o wA =c o lA0:
Finally, set K = fx 2 Rn : x ¸ 0g;
±
K = fx 2 Rn : x > 0g and for x 2 Rn; let
Z (x)=fi : xi =0 g:
Theorem 2 Let ª¤ be a solution of
minkS¢tª ¡ S0k
2
subjectto ª ¸ 0:
(3)
and take µ
¤ = S¢tª¤ ¡ S0: If µ
¤ 6= 0 then µ
¤ satis…es (Arb 2). Otherwise, if
µ
¤ = 0 then one and only one of the following statement hold:
1. If ª¤ > 0 then there no are arbitrage opportunities.
2. If ª¤ ¸ 0 and
span
©




Si : i= 2Z(ª¤)
ª
;
then there exist ±>0 and a continuous path of state price vectors ª¤
";





Moreover, there no are arbitrage opportunities.
3. If ª¤ ¸ 0 and
span
©




Si : i= 2Z(ª¤)
ª
;
6then there are arbitrage opportunities satisfying (Arb1) and there no exists
a state price vector. Moreover, let y¤ be a solution of
min
° °[S¢t;¡S0]y + e0 [S¢t;¡S0]
0° °2
subject to y ¸ 0;
(4)
where e =( 1;1;:::;1)
0 ; then
µ
¤ =[ S¢t;¡S0]y¤ + e0 [S¢t;¡S0]
0
is an arbitrage opportunity.
From the above theorem we obtain the following result.
Corollary 3 Theorem 2 implies Theorem 1.
Note that in both cases, either the existence of a state price vector or the ex-
istence of an arbitrage opportunity, we only need to solve a bounded least square
problem. To solve this problem and for completeness we give, in Appendix A,
an algorithm due to Dax [4].
3P r o o f o f t h e m a i n r e s u l t
This section is devoted to the proof of Theorem 2. Assume that ª¤ ¸ 0 is a
solution of (3). If µ
¤ 6= 0; then we will use the following useful lemma (see [3,
Lemma 2]).
Lemma 4 Let ª¤ 2 Rk: Then ª¤ holds (3) if and only if ª¤and µ
¤ satisfy
ª¤ ¸ 0;S¢t µ
¤ ¸ 0 and (ª¤)
0 S0
¢tµ
¤ =0 : (5)
B yu s i n gt h ea b o v el e m m a ,w eh a v et h a t
S0
0µ
















¤ ¸ 0; we obtain that µ
¤ is an arbitrage opportunity satisfying (Arb
2).
Now, assume that µ
¤ = 0: Then we will consider the following two situations.
First, assume that ª¤ > 0: In this case ª¤ is a state price vector. We claim that




0 µ =(ª ¤)
0 S0
¢tµ > 0;
7a contradiction and the claim follows. Thus statement 1 holds.









without loss of generality. We recall that Si = S¢tei: From now one we will




Now, assume that there exists 1 · l · k ¡ s be such that




















Finally, we take S¢t;1 =
£
S1S2 ¢¢¢Ss¤
: Note that S¢t =[ S¢t;1S¢t;2]: The next
lemma will be useful to prove statement 2.
Lemma 5 If colS¢t;1 ½ colS¢t;2; then there exist ±>0 and a continuous
path of state price vectors ª¤





Pr o o f .o prove the claim we need to …nd ª=( Ã1;:::;Ãk)



































































Finally, ª must be hold that Ãt = Ã
¤






+ Ãj = Ã
¤
j







+ Ãj = Ã
¤
j:










for all j = k ¡ l + 1;:::;s:To see this we consider the set
K =
(






and we will take









Then for all " · ± (9) holds for j = k ¡ l + 1;:::;s:We conclude the proof of

























" is a state price vector for all " 2 (0;±] satisfying that lim"!0 ª¤
" =ª ¤:




Si : i 2Z(ª¤)
ª
=c o lS¢t;
then there no are arbitrage opportunities. Thus, statement 2 follows.
9Finally, in order to prove statement 3, assume that colS¢t;1 " colS¢t;2:
Then we choose from the set colS¢t;1 the columns belonging to the subspace
colS¢t;1 \ colS¢t;2: Then we add these subset to the set of columns of S¢t;2:











¢t;2 = f0g: Moreover, from
































Then E \ K 6= f0g if and only if there are arbitrage opportunities satisfying
(Arb 1)






























Thus µ is an arbitrage opportunity satisfying (Arb 1). Conversely, if µ is an




































¢0 µ = 0;




¢0 µ 2 E \ K and the lemma follows.
Lemma 7 E? =n u lS¤
¢t;1:





























f0g; we have that S¤
¢t;1Y = 0 and Y 2nulS¤










and Y 2 E? and the lemma fol-
lows.




K6= ; if and only if there exists a state price vector.
Pr o o f .f nulS¤
¢t;1\
±






























¢t;1ª1 = S0 ¡ S¤
¢t;2ª2 2 colS¤
¢t;2:
By the fact that colS¤
¢t;1 \ colS¤
¢t;2 = f0g; we have that
S¤
¢t;1ª1 = 0:
Thus ª1 2 nulS¤
¢t;1 \
±
K and the lemma follows.
From the separate hyperplane Theorem and the Riesz’s Lemma it follows
the following result.
Lemma 9 Let F be a subspace of Rn be such that F? 6= f0g: If F \ K =f0g
then there exists y¤ 2 F? such that x0y¤ > 0 for all x 2 K that is F?\K 6=f0g:
11Now, assume that nulS¤
¢t;1 \
±
K 6= ;: Then there exists ª1 > 0 satisfying
that S¤
¢t;1ª1= 0 a contradiction because S¤
¢t;1 ¸ 0: In consequence there no
a r es t a t ep r i c ev e c t o r s .T h u snulS¤
¢t;1 \
±
K = ;; that is, E? \
±
K = ;: It is not
di¢cult to see that if E?\@K 6= ;; where @K denotes the topological boundary
of K; then E \ K 6=f0g and from Lemma 6 there are arbitrage opportunities
satisfying (Arb 1). In consequence statement 3 follows. On the other hand,
if we assume that E? \ @K = ;; that is, E? \ K = f0g; by using Lemma 9,
E \ K 6= f0g and the …rst part of statement 3 follows.
To prove the second statement we need the following two lemmas. The …rst
one follows in an easy way.
Lemma 10 There exists a state price vector if and only there exists y¤ > 0
such that
[S¢t;¡S0]y¤ = 0:
By using Stiemkes’s Theorem (see [3]) we have the following result.
Lemma 11 Either the system
[S¢t;¡S0]y¤ = 0 and y¤ > 0 (10)
has a solution, or the system
[S¢t;¡S0]
0 µ ¸ 0; [S¢t;¡S0]
0 µ 6= 0 (11)
has a solution µ; but never both.
We remark that (11) implies that µ is an arbitrage opportunity. An equiva-
lent way to write (11) is
[S¢t;¡S0]
0 µ ¸ 0 and ¡ e0 [S¢t;¡S0]
0 µ < 0; (12)
where e =( 1;1;:::;1)
0 : Recall that from all said above we have the existence
of arbitrage opportunities. Thus (12) has a solution. From [3, Theorem 1.1], it
follows the existence of a solution y¤ of
min
° °[S¢t;¡S0]y + e0 [S¢t;¡S0]
0° °2




¤ =[ S¢t;¡S0]y¤ + e0 [S¢t;¡S0]
0
solves (12). In consequence µ
¤ is an arbitrage opportunity. Finally, to obtain a
solution of (13) we can use the Dax’s Algorithm given in Appendix A.
12A The Dax’s Algorithm
In this Appendix we will introduce a simple iterative algorithm due to Dax [3]
in order to establish the existence of a point y¤ that solves (2). It is possible to






where Ai = Aei: We proceed by its i–th iteration, i = 1;2;::: that consists of
the following two steps.
² Step 1
Let yi =( y1;y 2;:::;y k)
0 ¸ 0 denote the current estimate of the solution
beginning of the i–th iteration. De…ne
ri = Ayi ¡ b:
If CardinalZ (yi)
c =0 ; where Z (yi)
c = fj : yj > 0g; or ri = 0 then skip to
Step 2. Otherwise, let Ai; the matrix whose columns are Al; with l 2Z(yi)
c :




;Z (yn)=f1;2;:::;sg y Z (yn)
c = fs + 1;:::;kg:
Let the vector wi =( ws+1;w s+2;:::;w k)




We note 0 solves this problem if and only if A0
iri = 0: In this case skip to Step
2. Otherwise, de…ne a nonzero search direction ui =( u1;u 2;:::;u k)
0 by the
following rule
ul =0for l = 1;:::;sand ul = wl for l = s + 1;:::;k:
The next point is de…ned as
yi+1 = yi + ºiui
where ºi > 0 is the largest number in the interval [0;1] that keeps the point
yi + ºiui feasible. In others words, ºi is the smallest number in the set f1g[
f¡yi=ui : ui < 0g:
² Step 2.
In this step we have A0
iri = 0 which means that yi solves the problem
minkAy ¡ bk
2 (14)
13subject to yl =0for l 2Z(y) (15)
and yl ¸ 0para l 2Z(y)
c : (16)
In this case yn is called a dead point. To test whether or not yi is optimal, we
compute an index j such that
¡
Aj¢0
ri =m i n
n¡
Al¢0





Aj¢0 ri ¸ 0 then yi and ri satisfy (5). From Lemma 4 we have that yi solves
(2) and the algorithm ends in this case. Otherwise, the next point is de…ned as















and this point solves the problem
minf (¸)=kA(yn + ¸ej) ¡ bk
2 :
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