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Dense jet environments are frequent signatures in 8 TeV proton–proton collisions, currently occurring
at the LHC. These are characterised by small spatial track separations in the innermost detector layers,
which can lead to the creation of shared clusters in the pixel detector. To cope with this challenging
environment we present a neural network based cluster reconstruction algorithm that can identify
overlapping clusters and improves the overall particle position resolution.
& 2012 CERN. Published by Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction
The ATLAS silicon pixel detector is the innermost tracking
device and is used to measure the location of particles passing
through the silicon sensors close to the interaction point. It
consists of three barrel and three endcap layers. The barrel layers
are positioned at a radius of 50.5 mm, 88.5 mm and 122.5 mm.
About 90% of the 80.4 million pixels of the ATLAS pixel detector
have a size of 50 mm 400 mm [1]. The position in Z direction is
described by the pixel column index and the pixel row is the
index for the position in the f direction. Pixels with deposited
charge above threshold are grouped into clusters if they have a
common edge or a common corner. By using the charge deposited
in each pixel, measured from the time over threshold (ToT) by the
sensors, the resolution of the particle’s position can be improved
by using the charge proﬁle to interpolate the position [2]. This
reconstruction algorithm uses linear interpolation between the
charge deposited in the ﬁrst and last row (column) of the pixels
within a cluster to estimate the position in the transverse (long-
itudinal) direction, where the interpolation factor depends both
on the size of the cluster in the transverse (longitudinal) direction
and on the estimated angle of incidence of the track with respect
to the sensor. In a densely populated track environment (e.g. a jet)
two or more particles might deposit charge in adjacent pixels
whereby shared clusters are produced. Fig. 1 shows the minimal
spatial separation between the closest charged particles on the
innermost pixel layers as found in simulated dijet events. The aim
of the Neural Network (NN) application to the cluster reconstruc-
tion is to identify merged clusters produced by nearby particlesOpen access under CC BY-NC-ND land determine more precisely their positions by using detailed
cluster shape information.2. Neural network implementation of a cluster algorithm
A NN has the ability to solve pattern recognition problems and
handle input variables with non-linear correlations. These inputs
are differently weighted in the hidden layers of the NN to ﬁnally
determine the output. These properties of the NN help meet the
requirements of the cluster reconstruction, which has to deal with
many cluster properties which do not by themselves give a
precise particle position (e.g. the charge deposited in a single
pixels). When the cluster properties are combined and put in
context (e.g. knowing the charges of the adjacent pixels), they
then contain all information needed. The following inputs are
used by the NN:icenMatrix, with 77 pixels, containing the deposited charges
within the original cluster. The cluster is centred in the matrix
by using the charge weights determined by their ToT. Vector containing information of the longitudinal size of the
pixel. It distinguishes between pixels with a standard length of
400 mm and long pixels of 600 mm. Estimated angle of incidence of the track with respect to the
pixel sensor.
Different sets of NNs are used to determine the particle multi-
plicity, the particle position and the errors on the particle
position. All NNs use the same inputs speciﬁed above. In the ﬁrst
case the NN algorithm outputs are trained to provide an estimate
of the Bayesian posterior probability of the number of charged
particles passing through each cluster. In the other cases, the NNse.
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associated uncertainties, as determined in two dimensions
(rf and z). An example of a merged cluster and outputs of the
NN algorithm are shown in Fig. 2. The NNs were trained using
simulated mixed samples of tt and high pT dijet events
(140o jet pTo560 GeV).r-φ residual [μm]
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Fig. 3. The cluster residual in the rf-direction for 4-pixel clusters reconstructed
with the standard algorithm and the NN clustering algorithm for tt events.3. Results
The NN algorithm demonstrates its potential best in the
innermost pixel layer because the two-particle separation is very
small here. Furthermore, for high pT tracks, the intrinsic detector
resolution is critical providing an opportunity for improvement
for the NN algorithm. For tracks with pT4100 GeV the number of
tracks with more than one shared cluster can be reduced by an
order of magnitude in the innermost pixel layer by the NN
algorithm. The most evident improvement on the cluster residual,
deﬁned as the difference between the cluster position and the
extrapolated track position, is seen for clusters with a transverse
size of 4 pixels, as shown in Fig. 3. These clusters are mainly
produced by the emission of delta rays. Due to the non-linearJet pT [GeV]
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Fig. 1. Mean minimum separation between two charged particles in a jet for the
innermost layer of the current ATLAS pixel barrel (9Z9o2:77 with pixel dimension
50 mm 400 mm) in simulated dijet events. The mean minimum particle separa-
tion in z, dZ
min, is shown after requiring the separation in rfo50 mm. The mean
minimum particle separation in rf, dminrf , is shown after requiring the separation in
zo400 mm.
Fig. 2. A cluster shown with charges deposited in each pixel represented by the colour scale and with the particle’s true positions (pink marker) and their true directions
(red line). Additionally, the NN probabilities for the particle multiplicity (lower left corner) and the estimated positions (blue marker) and their uncertainty (blue dotted
line) are displayed. (For interpretation of the references to colour in this ﬁgure caption, the reader is referred to the web version of this article.)
Fig. 4. Simulated transverse impact parameter resolution with and without NN-
based clustering for tracks with pT4100 GeV for tt events.
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them: the double-peak vanishes and, in addition, the width of the
cluster residual distribution is reduced, indicating an improved
resolution. An overall improvement of the cluster resolution can
also be observed for other cluster sizes or for residuals in the
longitudinal direction.
The reduced cluster position resolution has direct consequences
on the impact parameter resolution, which is improved by  15% for
tracks with high pT, as shown in Fig. 4. The longitudinal impact
parameter shows a similar improvement. This also results in
an improved primary and secondary vertex resolution especially
relevant for heavy ﬂavour tagging.4. Conclusion
The NN algorithm improves tracking performance for physics
analysis. The number of shared hits is signiﬁcantly decreased and
the distribution of the cluster residual shows a clear improvement
in the position resolution. The impact parameter accuracy, criticalfor physics analysis, is increased by  15% for tracks with high pT.
The improvements coming from the NN reconstruction will be
even more important when reaching the design luminosity of the
LHC, and in future upgrades, because of the higher particle
density and the greater emphasis on high pT jets. During the
2013 shutdown, the ATLAS pixel detector will be upgraded with
the insertion of a new layer closer to the interaction point
(R¼33.25 mm) [3], decreasing further the average separation of
the track impact positions. In this extremely dense environment
the improved two particle separation power of the NN algorithm
will boost the detector capability extending the physics potential
of the ATLAS experiment.References
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