Matrix partitioning problems that arise in the efficient estimation of sparse Jacobians and Hessians can be modeled using variants of graph coloring problems. In a previous work [7] , we argue that distance-2 and distance-3 2 graph coloring are robust and flexible formulations of the respective matrix estimation problems. The problem size in large-scale optimization contexts makes the matrix estimation phase an expensive part of the entire computation both in terms of execution time and memory space. Hence, there is a need for both shared-and distributed-memory parallel algorithms for the stated graph coloring problems. In the current work, we present the first practical shared address space parallel algorithms for these problems. The main idea in our algorithms is to randomly partition the vertex set equally among the available processors, let each processor speculatively color its vertices using information about already colored vertices, detect eventual conflicts in parallel, and finally re-color conflicting vertices sequentially. Randomization is also used in the coloring phases to further reduce conflicts. Our PRAM-analysis shows that the algorithms should give almost linear speedup for sparse graphs that are large relative to the number of processors. Experimental results from our OpenMP implementations on a Cray Origin2000 using various large graphs show that the algorithms indeed yield reasonable speedup for modest numbers of processors.
3
2 graph coloring are robust and flexible formulations of the respective matrix estimation problems. The problem size in large-scale optimization contexts makes the matrix estimation phase an expensive part of the entire computation both in terms of execution time and memory space. Hence, there is a need for both shared-and distributed-memory parallel algorithms for the stated graph coloring problems. In the current work, we present the first practical shared address space parallel algorithms for these problems. The main idea in our algorithms is to randomly partition the vertex set equally among the available processors, let each processor speculatively color its vertices using information about already colored vertices, detect eventual conflicts in parallel, and finally re-color conflicting vertices sequentially. Randomization is also used in the coloring phases to further reduce conflicts. Our PRAM-analysis shows that the algorithms should give almost linear speedup for sparse graphs that are large relative to the number of processors. Experimental results from our OpenMP implementations on a Cray Origin2000 using various large graphs show that the algorithms indeed yield reasonable speedup for modest numbers of processors.
Introduction
Numerical optimization algorithms that rely on derivative information often need to compute the Jacobian or Hessian matrix. Since this is an expensive part of the computation, efficient methods for estimating these matrices via finite differences (FD) or automatic differentiation (AD) are needed. It is known that the problem of minimizing the number of function evaluations (or AD passes) required in the computation of these matrices can be formulated as variants of graph coloring problems [1, 2, 3, 9, 13] . The particular coloring problem differs with the optimization context: whether the Jacobian or the Hessian matrix is to be computed; whether a direct or a substitution method is employed; and whether only columns, or only rows, or both columns and rows are to be used to evaluate the matrix elements. In addition, the type of coloring problem depends on the kind of graph used to represent the underlying matrix. In [7] , we provide an integrated review of previous works in this area and identify the distance-2 (D2) graph coloring problem as a unifying, generic, and robust formulation. The D2-coloring problem has also noteworthy applications in other fields such as channel assignment [11] and facility location problems [14] .
Large-scale PDE-constrained optimization problems can be solved only with the memory and time resources available on parallel computers. In these problems, the variables defined on a computational mesh are already distributed on the processors, and hence parallel coloring algorithms are needed for computing, for instance, the Jacobian. It turns out that the problems of efficiently computing the Jacobian and Hessian can be formulated as the D2-and D 2 -coloring problems, respectively. The latter coloring problem is a relaxed variant of the former, and will be described in Section 2.2. In these formulations, the bipartite graph associated with the rows and columns of the matrix is used for the Jacobian; in the case of the Hessian matrix, the adjacency graph corresponding to the symmetric matrix is used.
In this paper, we present several new deterministic as well as probabilistic parallel algorithms for the D2-and D 2 -coloring problems. Our algorithms are practical and effective, well suited for shared address space programming, and have been implemented in C using OpenMP primitives. We report results from experiments conducted on a Cray Origin 2000 using large graphs that arise in finite element methods and in eigenvalue computations.
In the sequel, we introduce the graph problems in Section 2, present the algorithms in Section 3, discuss our experimental results in Section 4, and conclude the paper in Section 5.
Background

Matrix Partition Problems
An essential component of the efficient estimation of a sparse Jacobian or Hessian using FD or AD is the problem of finding a suitable partition of the columns and/or the rows of the matrix. The particular partition chosen defines a system of equations from which the matrix entries are determined. A method that utilizes a diagonal system is called a direct method, and one that uses a triangular system is called a substitution method. A direct method is more restrictive but the computation of matrix entries is straightforward and numerically stable. A substitution method, on the other hand, is less restrictive but it may be subject to approximation difficulties and numerical instability. Moreover, direct methods offer more parallelism than substitution methods. In this paper, we focus on direct methods that use column partitioning.
A partition of the columns of a nonsymmetric matrix A is said to be consistent with the direct determination of A if whenever a ij is a non-zero element of A then the group containing column j has no other column with a non-zero in row i [1] . Similarly, a partition of the columns of a symmetric matrix A is called symmetrically consistent with the direct determination of A if whenever a ij is a non-zero element of A then either (i) the group containing column j has no other column with a non-zero in row i, or (ii) the group containing column i has no other column with a non-zero in row j [2] . From a given (symmetrically) consistent partition {C 1 , C 2 , . . . , C ρ } of the columns of A, the nonzero entries can be determined with ρ function evaluations (matrix-vector products).
Thus we have the following two problems of interest. Given the sparsity structure of a nonsymmetric m × n matrix A, find a consistent partition of the columns of A with the fewest number of groups. We refer to this problem as NONSYMCOLPART. The second problem of our interest, which we call SYMCOLPART, states: given the sparsity structure of a symmetric n × n matrix A, find a symmetrically consistent partition of the columns of A with the fewest number of groups.
Graph Problems
In a graph, two distinct vertices are said to be distance-k neighbors if the shortest path connecting them consists of at most k edges. The number of distance-k neighbors of a vertex u is referred to as the degree-k of u and is denoted by d k (u). A distance-k ρ-coloring (or (k, ρ)-coloring for short) of a graph G = (V, E) is a mapping φ : V → {1, 2, . . . , ρ} such that φ(u) = φ(v) whenever u and v are distance-k neighbors. We call a mapping φ : V → {1, 2, . . . , ρ} a ( (1, ρ) -coloring of G and every path containing three edges uses at least three colors. Notice that a ( Let A be an m × n rectangular matrix with rows r 1 , r 2 , . . . , r m and columns a 1 , a 2 , . . . , a n . We define the bipartite graph of A as G b (A) = (V 1 , V 2 , E) where V 1 = {r 1 , r 2 , . . . , r m }, V 2 = {a 1 , a 2 , . . . , a n }, and (r i , a j ) ∈ E whenever a ij = 0, for 1 ≤ i ≤ m, 1 ≤ j ≤ n. When A is an n × n symmetric matrix with non-zero diagonal elements, the adjacency graph of A is defined to be G a (A) = (V, E) where V = {a 1 , a 2 , . . . , a n } and (a i , a j ) ∈ E whenever a ij , i = j, is a non-zero element of A. Note that the non-zero diagonal elements of A are not explicitly represented by edges in G a (A). In our work, we rely on the bipartite and adjacency graph representations. However, in the literature, a nonsymmetric matrix A is often represented by its column intersection graph G c (A). In this representation, the columns of A constitute the vertex set, and an edge (a i , a j ) exists whenever the columns a i and a j have non-zero entries at the same row position (i.e., a i and a j are not structurally orthogonal). As argued in [7] , the bipartite graph representation is more flexible and robust than the 'compressed' column intersection graph.
Coleman and Moré [1] showed that problem NONSYMCOLPART is equivalent to the D1-coloring problem when the matrix is represented by its column intersection graph. We have shown [7] that the same problem is equivalent to a partial D2-coloring when a bipartite graph is used and discussed the relative merits of the two approaches. The word 'partial' reflects the fact that only the vertices corresponding to the columns need to be colored.
McCormick [13] showed that the approximation of a Hessian using a direct method is equivalent to a D2-coloring on the adjacency graph of the matrix. One drawback of McCormick's formulation is that it does not exploit symmetry. Later Coleman and Moré [2] addressed this issue and showed that the resulting problem (SYMCOLPART) is equivalent to the D 
Parallel Coloring Algorithms
The distance-k coloring problem is NP-hard for any fixed integer k ≥ 1 [12] . A proof-sketch showing that D 3 2 -coloring is NP-hard is given in [2] . Furthermore, Lexicographically First ∆ + 1 Coloring (LFC), the polynomial variant of D1-coloring in which the vertices are given in a predetermined order and the question at each step is to assign the vertex the smallest color not used by any of its neighbors, is P-complete [8] . The practical implication of this is that designing efficient fine-grained parallel algorithm for LFC is hard.
In practice, greedy sequential D1-coloring heuristics are found to be quite effective [1] . In a recent work [6] , we have shown effective methods of parallelizing such greedy algorithms in a coarse-grained setting. Here, we extend this work to develop parallel algorithms for the D2-and D Jones and Plassmann [10] describe a parallel distributed memory D1-coloring algorithm that uses randomization to assign priorities to the vertices, and then colors the vertices in the order determined by the priorities. There is no speculative coloring in their algorithm. It was reported that the algorithm slows down as the number of processors is increased. Finocchi et al. [5] suggest a parallel D1-coloring algorithm organized in several rounds; in each round, currently uncolored vertices are assigned a tentative pseudocolor without consulting their neighbors mapped to other processors; in a conflict resolution step, a maximal independent set of vertices in each color class is assigned these colors as final; the remainder of the vertices are uncolored, and the algorithm moves into the next round. However, they do not give any implementation and we believe that this algorithm incurs too many rounds, each with its synchronization and communication steps, for it to be practical on large graphs.
Our algorithm (in its generic form) may be viewed as a compromise between these algorithms, where we permit speculative coloring, but limit the number of synchronization steps to two in the whole algorithm. However, our current algorithms rely on the shared address space programming model; we will adapt our algorithms to distributed memory programming models in future work. We are unaware of any previous work on parallel algorithms for D2-and D 
Generic Greedy Parallel Coloring Algorithm (GGPCA)
The steps of our generic parallel coloring algorithm can be summarized as shown below; refer to [6] for a detailed discussion of the D1-coloring case. Let G = (V, E) be the input graph and p be the number of processors.
Phase 0 : Partition
Randomly partition V into p equal blocks V 1 . . . V p . Processor P i is responsible for coloring the vertices in block V i . Phase 1 : Pseudo-color for i = 1 to p do in parallel for each u ∈ V i do assign the smallest available color to u, paying attention to already colored vertices (both local and non-local). -barrier synchronizePhase 2 : Detect conflicts for i = 1 to p do in parallel for each u ∈ V i do check whether the color of u is valid. If the colors of u and v are the same for some '
Color the vertices in the conflict list L = ∪L i sequentially.
In Phase 0, the vertices are randomly partitioned into p equal blocks each of which is assigned to some processor. In Phase 1, the processors color the vertices in their respective blocks in parallel. When two 'neighbor' vertices reside on different processors, the two processors could color both simultaneously, possibly assign them the same value, and cause a conflict. The purpose of Phase 2 is to detect and store any such conflict vertices which are subsequently re-colored sequentially in Phase 3.
Simple Distance-2 (SD2) Coloring Algorithm
The meaning of 'available' color in GGPCA depends on the required coloring. In the case of a D2-coloring, a vertex is assigned the smallest color not used by any of its distance-2 neighbors. Let ∆ denote the maximum degree-1 in the graph G = (V, E). It can easily be verified that, in a D2-coloring, a vertex can always be assigned one of the colors from the set {1, 2, . . . , ∆ 2 + 1}. Moreover, since the distance-1 neighbors of a vertex are distance-2 neighbors with each other, the 2-chromatic number, i.e., the least number of colors required in a D2-coloring, is at least ∆+1. Thus, the greedy approach is an O(∆)-approximation algorithm. We refer to the variant of GGPCA that applies to D2-coloring as Algorithm SD2. Note that the sequential time complexity of greedy D2-coloring is O(∆ 2 |V |). The following results show that the number of conflicts discovered in Phase 2 of Algorithm SD2 is often small for sparse graphs, making the algorithm scalable when the number of processors p = O( |V | 2 ∆|E| ). The proofs are straightforward extensions of our proofs for the D1-coloring case given in [6] and hence are omitted here. One only needs to observe that the degree-2 and degree-1 of a vertex u are related by d 2 (u) ≤ ∆d 1 (u). Let δ = 2|E|/|V | denote the average degree-1 in G. |V | p + ∆δp)) using at most ∆ 2 + 1 colors.
The number of conflicts predicted by Lemma 1 is an overestimate. The analysis assumes that whenever two distance-2 neighbor vertices are colored simultaneously, they are assigned the same color, thereby resulting in a conflict. However, a more involved probabilistic analysis that takes the distribution of colors used into account may provide a tighter bound. Besides, the actual number of conflicts in an implementation could be significantly reduced by choosing a random color from the allowable set, instead of the smallest one as given in Phase 1 of GGPCA.
Improved Distance-2 (ID2) Coloring Algorithm
The number of colors used in Algorithm SD2 can be reduced using a 'tworound-coloring' strategy. The underlying idea in the D1-coloring case is due to Culberson [4] and was used in our parallel algorithms for D1-coloring [6] . In Lemma 4 we extend the result to the D2-coloring case; the proof is basically a reproduction of Culberson's proof for the distance-1 coloring case. The greedy sequential algorithm referred to in the lemma is one that visits the vertices of a graph G = (V, E) in some order (a permutation of {1, 2, . . . , |V |}), each time assigning a vertex the smallest allowed color. In particular, the first vertex to be visited is assigned color 1.
Lemma 4 Let
. This means that it must have a distance-2 neighbor of color i. But by induction the vertices in the 1st to the (i − 1)th classes used no more than i − 1 colors. Thus, the conflict has to be with a member of its own color class, but this contradicts the assumption that φ is a valid distance-2 coloring.
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The idea in Lemma 4 is that if the greedy coloring algorithm is re-applied on a graph, with the vertices belonging to the same color class (in the original coloring) listed consecutively, then the new coloring obtained is better or at least as good as the original. One ordering (among many) that satisfies this condition, with a good potential for reducing the number of colors used, is to list the vertices consecutively for each color class in the reverse order of the introduction of the color classes. Based on Lemma 4, we modify Algorithm SD2 and introduce an additional parallel coloring phase between Phases 1 and 2. Algorithm ID2 below outlines the resulting 4-phase algorithm. In Phase 2, most of the vertices in a color class are at a distance greater than two edges from each other, and the exceptions arise from the conflict vertices colored incorrectly in Phase 1. Since the number of such conflict vertices from Phase 1 is low, the number of conflict vertices at the end of the re-coloring phase will be even lower. Phases 3 and 4 are included to detect and resolve any eventual conflicts not resolved in Phase 2. 
Simple Distance-
) Coloring Algorithm
Recall that a D 3 2 -coloring is a relaxed D2-coloring (see the example in Section 2.2). One way of relaxing the requirement for D2-coloring in GGPCA so as to obtain a valid D 3 2 -coloring is to let two vertices at a distance of exactly two edges from each other share a color as long as the vertex in between them is already colored with a (color of) lower value. We refer to the variant of GGPCA that employs this technique to achieve a distance-3/2 coloring as Algorithm SD 
Randomization
The potential scalability of GGPCA depends on the number of conflicts discovered in Phase 2, since these are resolved sequentially in Phase 3. For dense graphs the number of conflicts could be large enough to destroy the scalability of the algorithm. To overcome this problem, we use randomization as a means for reducing the number of conflicts. In the randomized variants of Algorithms SD2, SD 3 2 , and ID2, a vertex is assigned the next available color with probability q, where 0 < q ≤ 1. The first attempt is made with the smallest available color, i.e., the color is chosen with probability q. An attempt is said to be successful if the vertex is assigned a color. If an attempt is not successful, then the next available color is tried with probability q, and so on, until the vertex gets a color. Algorithms SD2, SD 3 2 , and ID2, can be seen as the deterministic variants where q = 1. We refer to the randomized versions of the respective algorithms as RSD2, RSD 3 2 , and RID2.
Let u and v be two vertices with the same (infinite) set of allowable colors. If u and v are colored concurrently, it can be shown that the probability that u and v get the same color is q/(2 − q). This shows how randomization leads to a reduction in the number of conflicts; the lower the value of q, the lower chance for a conflict to arise. It should however be noted that a 'low' value of q may result in an increase in the number of colors used. Choosing the right value for q thus becomes a design issue.
Experimental Results and Discussion
Our test bed consists of graphs that arise from finite element methods and from eigenvalue computations [6] . Table 1 provides the test graphs' structural information: columns |V | and |E| give the number of vertices and edges of each graph, respectively, and the maximum, minimum, and average degree-1 of each graph is given under columns ∆, δ, and δ, respectively. Table 2 through 7 provide coloring and timing information of the different algorithms. The number of blocks (processors) is given in column p. Column χ i gives the number of colors used at the end of Phase i of the corresponding algorithm. The number of conflicts that arise in Phase 1 (or 2) are listed under the column labeled K (or K 2 ). The time in milliseconds required by the different phases are listed under T 1 , T 2 , T 3 , T 4 ; column T tot gives the total time used. The last two columns display speedup with respect to two different references: S seq lists the speedup obtained in comparison with the runtime of a pure sequential version, i.e., a version with no conflict detection phase, and S par displays speedup obtained by taking the runtime of a parallel algorithm on one processor as a reference.
Since the deterministic algorithms gave acceptable results on the relatively sparse graphs of Set I, the randomized variants were run only on the graphs from Set II.
The experimental results show that Algorithm SD2 uses many fewer colors than the bound ∆ 2 + 1 and that Algorithm ID2 reduces the number of colors by up to 10% compared to SD2. The advantage of exploiting symmetry in Problem SYMCOLPART can be seen by comparing the number of colors used in SD2 and SD algorithms, the number of colors in some cases even decreases as p increases, but we think this is a random phenomenon. Based on the results displayed in Tables 2 through 7 , Fig. 1 shows how the different phases of the algorithms scale as more processors are employed for two representative graphs: fe144 from Set I and ev02 from Set II. For graph fe144, the time used in resolving conflicts sequentially is negligible compared to the overall time. Moreover, it can be seen that Phases 1 and 2 of Algorithms SD2 and SD 3 2 scale rather well on this graph as the number of processors is increased. However, Phase 2 of Algorithm ID2 does not scale as well. This is due to the existence of many color classes with few vertices which entails extra synchronization and communication overhead in the parallel re-coloring phase.
The picture for the more dense graph ev02 is different: the time elapsed in Phase 3 of Algorithm SD2 is significant and increases as the number of processors is increased. The situation is somewhat better for SD3/2 and ID2. Note that ev02 is about 100 times denser than fe144 (where density = |E| |V | 2 ), and the results in Tables 2 to 7 and Fig. 1 agree well with the results in Corollary 3: when the average degree is high, we lose scalability. Fig. 1d shows how using probabilistic algorithms solves the problem of high number of conflicts for graph ev02. The improvement in scalability comes at the expense of increased number of colors used (see Table 2 to 7). We have experimented using different values for q and found good results when q = 1/20 for RSD2, and q = 1/6 for RID2 and RSD 3 2 . It should be noted that the speedups observed in Fig. 1 are all relative to the respective parallel algorithm run with p = 1 (see S par in the various tables). A comparison against a sequential version with no conflict detecting and resolving phase would yield less speedup (see S seq in the tables). In particular, relative to a sequential version, the ideal speedup obtained by Algorithms SD2 and ID2 is roughly Our algorithms in general did not scale well beyond around 16 processors. We believe this is due to, among other things, the relatively high cost associated with non-local physical memory accesses. It would be interesting to see how this affects the behavior of the algorithms on different parallel platforms.
Conclusion
We have presented several simple and effective parallel approximation algorithms as well as results from OpenMP-implementations for the D2-and D 3 2 -coloring problems. The number of colors produced by the algorithms in the case where p = 1 is generally good as it is typically off from the lower bound ∆ + 1 of SD2 by a factor much less than the approximation ratio ∆. As more processors are employed, the algorithms provide reasonable speedup while maintaining the quality of the solution. In general, our deterministic algorithms seem to be suitable for sparse graphs and the probabilistic variants for more dense graphs. We believe the functionality provided by our algorithms is useful for many large-scale optimization codes, where parallel speedups while desirable, are not paramount, as long as running times for coloring are low relative to the other steps in the optimization computations. The three sources of parallelism in our algorithms -partitioning, speculation, and randomization -can be exploited in developing distributed parallel algorithms, but the algorithms would most likely differ significantly from the shared memory variants presented here. Table 5 : Performance of Algorithm RSD2, q = 1/20.
