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En la actualidad, tanto profesores como alumnos recurren a Internet para encontrar
recursos que permitan complementar el proceso de ensen˜anza-aprendizaje. Sin embargo,
ante la gran cantidad de oferta de material de estudio disponible, se diﬁculta la tarea de
buscar y encontrar recursos que sean relevantes a sus necesidades. Los Sistemas Recomen-
dadores (SR) son utilizados con el ﬁn de facilitar esta tarea. Los contenidos personalizados
que pueden proporcionar los SR incluyen: recursos educativos, como Recursos Educativos
Abiertos (REA), Objetos de Aprendizaje (OA) y otros recursos web; posibles cursos a
realizar; grupos de estudio; entre otros [1] [2] .
Generalmente, los SR aplicados en el a´mbito educativo se centran en los estudiantes
como el principal consumidor de recursos [3] y no consideran las preferencias de los docen-
tes [4]. Es por esto que un algoritmo recomendador debe poseer la capacidad de adaptarse
automa´ticamente a los objetivos educacionales de los alumnos hacie´ndolos coincidir con
los objetivos educacionales propuestos por los docentes [5]. Para poder llevar adelante
esta tarea, estos sistemas necesitan contar con la mayor cantidad de informacio´n posible
de los usuarios para proveerles una recomendacio´n razonable. El perﬁl de usuario es una
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coleccio´n de informacio´n personal que en el a´mbito educativo puede incluir desde intere-
ses, preferencias e interacciones de los alumnos o docentes con el sistema, hasta estilos
de aprendizaje y habilidades cognitivas de los alumnos.
Las Unidades Acade´micas cuentan con una gran cantidad de informacio´n valiosa de
los alumnos y los docentes almacenada en los sistemas informa´ticos que utilizan. Estos
sistemas incluyen tanto a los Entornos Virtuales de Ensen˜anza y Aprendizaje (EVEAs)
como a los sistemas de gestio´n. Integrar la informacio´n provista por todos estos sistemas
para construir un algoritmo recomendador preciso es una tarea compleja y generalmente
toda la informacio´n no se encuentra disponible. En la actualidad existen otros a´mbitos
en los que los usuarios interactu´an con asiduidad. La inclusio´n de informacio´n de otras
fuentes como por ejemplo las redes sociales pueden otorgar una visio´n integral detectando
similitudes y diferencias entre alumnos [6] [7].
Por otro lado, existen una gran variedad de repositorios de recursos educativos como
Merlot y OER Commons que brindan sobre cada recurso descripciones, valoraciones, co-
mentarios y metadatos que permiten conocer: t´ıtulo, objetivo dida´ctico, competencias,
tipo de material (diapositivas, apunte, objeto de aprendizaje, etc.), para que´ nivel edu-
cativo esta´ dirigido, idioma, entre otras caracter´ısticas. Esta informacio´n adicional puede
ser utilizada por los SR para modelar y caracterizar a estos recursos, y garantizar la
calidad de las sugerencias que se realicen.
La aplicacio´n de SR en el a´mbito educativo beneﬁcia tanto a los educadores como a los
alumnos. Por un lado, reducen la necesidad de los docentes de buscar y seleccionar mate-
riales educativos; por otro lado, mejoran el proceso de toma de decisiones de los alumnos
dado que pueden acceder a materiales de calidad e informacio´n precisa y personalizada.
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1.2. Objetivos
Los SR analizan patrones de intere´s del usuario para proporcionar recomendaciones
de art´ıculos o productos que satisfagan sus preferencias y necesidades. Las sugerencias
intervienen en varios procesos de toma de decisiones, tales como la compra de art´ıculos o
la eleccio´n de libros o pel´ıculas [8]. La realizacio´n de recomendaciones personalizadas es un
tema de investigacio´n muy popular en diferentes dominios como el comercio electro´nico,
el entretenimiento y la educacio´n.
Los SR aplicados en el a´mbito educativo ofrecen una solucio´n al problema de recu-
perar materiales ajustados al perﬁl de los alumnos y docentes. En este escenario, los
SR permiten buscar recursos en uno o varios repositorios, y sugieren aquellos que mejor
se adaptan no so´lo a la bu´squeda, sino tambie´n al perﬁl o necesidades educativas del
individuo [3]. Para llevar adelante esta tarea pueden tener en cuenta: palabras claves,
objetivos y/o estilos de ensen˜anza (docentes) y de aprendizaje (estudiantes), metadatos
y descripciones de los recursos, entre otros.
El objetivo general de este trabajo es estudiar y analizar el estado del arte de los
sistemas recomendadores y las modiﬁcaciones realizadas para el a´mbito educativo. Esto
comprende no solo las diferentes te´cnicas y algoritmos, sino tambie´n las me´tricas para
evaluar la performance y la calidad de las recomendaciones.
Como objetivos espec´ıﬁcos se trabajara´ en la recoleccio´n y el ana´lisis de diferentes con-
juntos de datos para recomendar recursos educativos, e implementar y comparar distintos
algoritmos y me´tricas para evaluar las sugerencias obtenidas a partir de estos datos.
1.3. Publicaciones relacionadas a este trabajo
A continuacio´n se detallan las publicaciones relacionadas a este trabajo:
Mar´ıa Emilia Charnelli, Laura Lanzarini, Aurelio Ferna´ndez, Javier Dı´az: New Item
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Recommendation Method Based on Latent Topic Extraction. Proceedings in Busi-
ness Analytics in Finance and Industry (BAFI). Universidad de Chile. 2018.
Mar´ıa Emilia Charnelli, Laura Lanzarini, Javier Dı´az: Recommender system based
on latent topics. In: Argentine Congress of Computer Science, Communications in
Computer and Information Science. Springer. 2017
Mar´ıa Emilia Charnelli, Laura Lanzarini, Javier Dı´az: Modeling students through
analysis of social networks topics. In: XXII Argentine Congress of Computer Science
(CACIC 2016). Selected Papers. 2016
Laura Lanzarini, Mar´ıa Emilia Charnelli, Javier Dı´az: Academic performance of
university students and its relation with employment. Computing Latin American
Conference CLEI. IEEE. 2015
Mar´ıa Emilia Charnelli, Laura Lanzarini, Guillermo Baldino, Javier Dı´az: Seleccio´n
de atributos representativos del avance acade´mico de los alumnos universitarios
usando te´cnicas de visualizacio´n: Un caso de estudio. Revista Iberoamericana de
Tecnolog´ıa en Educacio´n y Educacio´n en Tecnolog´ıa (TE & ET), vol 15, pp. 42-50.
RedUNCI. 2015
Mar´ıa Emilia Charnelli, Laura Lanzarini, Guillermo Baldino, Javier Dı´az: Deter-
mining the proﬁles of young people from Buenos Aires with a tendency to pursue
Computer Science studies. XX Argentine Congress of Computer Science. Selected
papers. RedUNCI, pp. 66-74. 2015
1.4. Estructura del trabajo
A continuacio´n se describe como se estructura este trabajo ﬁnal integrador.
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Sistemas Recomendadores. En el cap´ıtulo 2 se presenta la deﬁnicio´n y las te´cni-
cas de recomendacio´n comu´nmente utilizadas.
Sistemas Recomendadores aplicados en Educacio´n. En el cap´ıtulo 3 se desa-
rrolla el estado del arte de los Sistemas Recomendadores aplicados en Educacio´n y
las te´cnicas de recomendacio´n utilizadas.
Evaluacio´n de los Sistemas Recomendadores. En el cap´ıtulo 4 se explican las
diferentes estrategias y me´tricas para evaluar a los Sistemas Recomendadores, en
especial las me´tricas de evaluacio´n comu´nmente utilizadas y como se evalu´an estos
sistemas aplicados en el a´mbito educativo.
Trabajo Experimental. En el cap´ıtulo 5 se muestra el trabajo experimental rea-
lizado aplicando diferentes enfoques de recomendacio´n en diferentes conjuntos de
datos de dominio acade´mico, donde se comparan los resultados utilizando me´tricas
de validacio´n.
Conclusiones y l´ıneas de trabajo futuro. Finalmente, en el cap´ıtulo 6 se pre-




Los SR se utilizan en una amplia variedad de aplicaciones, como la recomendacio´n de
libros, mu´sica, pel´ıculas o noticias. La tarea de un SR es seleccionar automa´ticamente
los art´ıculos ma´s apropiados para cada usuario de acuerdo a sus intereses y preferencias
personales. Generalmente, un SR se centra en un tipo espec´ıﬁco de elemento a recomen-
dar denominado “´ıtem”, como por ejemplo un e-commerce de viajes o un repositorio
de materiales educativos, que genera recomendaciones personalizadas para proporcionar
sugerencias u´tiles y efectivas para ese tipo espec´ıﬁco de ı´tem [8].
El estudio de los SR es relativamente nuevo comparado con la investigacio´n de otras
herramientas y te´cnicas de los sistemas de informacio´n, como bases de datos o motores
de bu´squeda. Los SR surgieron como un a´rea de investigacio´n independiente a mediados
de la de´cada de 1990. Con el crecimiento y la variedad de informacio´n disponible en la
Web y la ra´pida introduccio´n de nuevos servicios de comercio electro´nico como la compra
de productos, la comparacio´n de productos, entre otros, surgio´ la urgente necesidad de
proporcionar recomendaciones. En los u´ltimos an˜os, ha aumentado el desarrollo de e´stos
sistemas en diferentes a´reas como medicina, turismo, entretenimiento y educacio´n.
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Dependiendo del enfoque de recomendacio´n, segu´n el contexto y la necesidad del usua-
rio, los SR generan sugerencias utilizando diversos tipos de conocimiento y datos sobre los
usuarios, los ı´tems disponibles y transacciones anteriores almacenadas en bases de datos
personalizadas. El usuario puede examinar las recomendaciones, puede aceptarlas o no y
puede proveer, inmediatamente o en una pro´xima etapa, una retroalimentacio´n impl´ıcita
o expl´ıcita. Todas estas acciones del usuario y feedbacks se pueden almacenar en la base
de datos del recomendador y se pueden utilizar para generar nuevas sugerencias en las
pro´ximas interacciones entre el usuario y el sistema [8].
Una transaccio´n es una interaccio´n registrada entre un usuario y el SR. La informacio´n
generada a partir de las transacciones resulta de suma utilidad para el algoritmo recomen-
dador. Por ejemplo, un registro de transacciones puede contener una referencia a un ı´tem
seleccionado por el usuario y una descripcio´n del contexto para esa recomendacio´n par-
ticular. Si esta´ disponible, esa transaccio´n tambie´n puede incluir una retroalimentacio´n
expl´ıcita que el usuario haya proporcionado, como la caliﬁcacio´n del elemento seleccio-
nado. De hecho, las caliﬁcaciones son la forma ma´s popular de datos de transaccio´n que
un SR recopila. Estas caliﬁcaciones se pueden recopilar expl´ıcita o impl´ıcitamente. En la
recopilacio´n expl´ıcita de caliﬁcaciones, se le pide al usuario que proporcione su opinio´n
sobre un ı´tem en una escala de valores. Segu´n [9], las caliﬁcaciones pueden adoptar una
variedad de formas:
Valoraciones nume´ricas del 1 al 5, que son una de las ma´s utilizadas en aplicaciones.
Valoraciones ordinales, como “totalmente de acuerdo, de acuerdo, neutral, en desacuer-
do, totalmente en desacuerdo”, donde el usuario selecciona el te´rmino que mejor
indique su opinio´n con respecto a un ı´tem.
Valoraciones binarias que modelan opciones para que el usuario decida si un deter-
minado ı´tem le gusto´ o no.
Valoraciones unarias que pueden indicar que un usuario ha observado o comprado
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un ı´tem, o ha caliﬁcado el ı´tem positivamente. En tales casos, la ausencia de una
caliﬁcacio´n indica que no se tiene informacio´n que relacione al usuario con el ı´tem
(tal vez compro´ el art´ıculo en otro lugar).
Otra forma de evaluacio´n consiste en que el usuario genere etiquetas para los elementos
que presenta el sistema, por ejemplo poniendo alguna descripcio´n de un art´ıculo.
Para un SR, lo ma´s conveniente es la retroalimentacio´n expl´ıcita, donde los usuarios
informan directamente sobre su intere´s en los productos a trave´s de un puntaje o valo-
racio´n. Debido a que la retroalimentacio´n expl´ıcita no siempre esta´ disponible, algunos
recomendadores inﬁeren las preferencias del usuario de la retroalimentacio´n impl´ıcita,
que indirectamente reﬂeja la opinio´n a trave´s de la observacio´n del comportamiento del
usuario. Los tipos de comentarios impl´ıcitos incluyen el historial de compras, el historial
de navegacio´n, los patrones de bu´squeda o incluso los movimientos del mouse [10].
Herlocker et al. [11], deﬁne once tareas populares que un SR puede implementar.
Encontrar algunos ı´tems buenos. El SR recomienda a un usuario una cantidad
predeﬁnida de elementos a trave´s de una lista con predicciones de cua´nto le gustar´ıa
al usuario (por ejemplo, en una escala de uno a cinco estrellas). Esta es la prin-
cipal tarea de recomendacio´n que abordan muchos sistemas comerciales y algunos
sistemas no muestran la caliﬁcacio´n pronosticada.
Encontrar todos los ı´tems buenos. El SR sugiere todos los ı´tems que considere
adecuados de acuerdo a las preferencias de los usuarios. En estos escenarios es
insuﬁciente encontrar solo algunos art´ıculos “buenos”. Se utilizan en situaciones
donde el nu´mero de ı´tems es relativamente pequen˜o o cuando el SR es de misio´n
cr´ıtica, como en aplicaciones me´dicas o ﬁnancieras. Es importante que el usuario
pueda examinar cuidadosamente todas las posibilidades y analizar la clasiﬁcacio´n
que el SR genera para poder elegir la mejor opcio´n de acuerdo a sus necesidades.
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Anotacio´n en el contexto. Dado un contexto existente, el SR elige los ı´tems
de acuerdo a las preferencias a largo plazo del usuario. Por ejemplo, un SR de TV
podr´ıa anotar que´ programas que se muestran en la gu´ıa de programacio´n electro´nica
sera´n de intere´s del usuario en el futuro.
Recomendar secuencias. El SR en lugar de centrarse en la generacio´n de una sola
recomendacio´n, genera una secuencia de ı´tems que son de intere´s en su conjunto.
Por ejemplo, un SR que recomiende una serie de televisio´n o libros relacionados.
Recomendar un paquete. El SR sugiere un grupo de ı´tems que se relacionan
entre ellos para formar una u´nica recomendacio´n. Por ejemplo, un plan de viaje
puede estar compuesto por varias atracciones, destinos y servicios de alojamiento
que se encuentran en un a´rea delimitada. Desde el punto de vista del usuario, estas
diversas alternativas se pueden considerar y seleccionar como un u´nico destino de
viaje.
So´lo bu´squeda. La tarea del recomendador es ayudar al usuario a explorar los
elementos que con mayor probabilidad caen dentro del alcance de los intereses del
usuario para esa sesio´n de navegacio´n espec´ıﬁca. Esta es una tarea que tambie´n ha
sido respaldada por te´cnicas de hipermedia adaptativas [12].
Encontrar recomendaciones cre´ıbles. Algunos usuarios no conf´ıan en los SR,
por lo que juegan con ellos para ver que´ tan buenos son en la formulacio´n de
sugerencias. Por lo tanto, algunos SR tambie´n pueden ofrecer funciones espec´ıﬁcas
para permitir que los usuarios prueben su comportamiento adema´s de los que se
requieren para obtener recomendaciones.
Mejorar el perﬁl. Esta tarea se relaciona con la capacidad del usuario de proveer
informacio´n al SR sobre lo que le gusta y no le gusta. Esta es una tarea funda-
mental para poder proveer recomendaciones personalizadas. Si el sistema no tiene
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conocimiento espec´ıﬁco sobre el usuario activo, so´lo podra´ proveer a este usuario
las mismas recomendaciones que le dar´ıa a un usuario “promedio”.
Expresarse. A algunos usuarios les resulta importante poder contribuir con sus
caliﬁcaciones y expresar sus opiniones, y no tanto las recomendaciones que el SR
les genera. La satisfaccio´n del usuario en esta actividad permite mantener a este tipo
de usuarios estrechamente vinculado con la aplicacio´n, y darle ma´s conocimiento al
SR a trave´s de sus opiniones que pueden ser utilizadas para las recomendaciones
hacia otros usuarios.
Ayudar a otros. Esta tarea esta´ relacionada con la mencionada en el punto an-
terior. A algunos usuarios les gusta contribuir con sus puntajes porque creen que
beneﬁcian a la comunidad con sus opiniones.
Inﬂuenciar en otros. En relacio´n a las dos tareas antes mencionadas, en los SR
basados en la Web, hay usuarios cuyo objetivo principal es inﬂuir expl´ıcitamente en
otros usuarios para que compren determinados productos. De hecho, tambie´n hay
algunos usuarios malintencionados que pueden usar el sistema solo para promocio-
nar o penalizar ciertos elementos.
Como indican estos diversos puntos, el rol de un SR dentro de un sistema de infor-
macio´n puede ser bastante diverso. Esta diversidad requiere la explotacio´n de diferentes
fuentes de informacio´n y te´cnicas de conocimiento.
Los SR generalmente aplican te´cnicas y metodolog´ıas de otras a´reas vecinas, como
Interaccio´n Persona-Computador (HCI, por sus siglas en ingle´s) y Recuperacio´n de la
Informacio´n (IR, por sus siglas en ingle´s). Sin embargo, en la mayor´ıa de estos sistemas
su algoritmo central se puede interpretar como una instancia de una te´cnica de Miner´ıa de
Datos ( DM, por sus siglas en ingle´s) [13]. Los procesos de Miner´ıa de Datos t´ıpicamente
consisten en tres pasos, que se repiten sucesivamente: preparacio´n de los datos, ana´lisis
de datos e interpretacio´n de los resultados [14] [15].
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2.2. Te´cnicas de recomendacio´n
Los SR se pueden clasiﬁcar en cinco categor´ıas diferentes dependiendo de la te´cnica
de recomendacio´n empleada para predecir los ı´tems de intere´s para un usuario:
Basados en el contenido (CB, por sus siglas en ingle´s): En e´sta te´cnica el
sistema aprende a recomendar ı´tems que son similares a otros que le gustaron en el
pasado a un usuario en particular. La similitud entre ı´tems se calcula comparando
caracter´ısticas asociadas a los mismos. Por ejemplo, como se puede observar en la
ﬁgura 2.1b, si un usuario caliﬁco´ positivamente a un art´ıculo que trata sobre la
Historia del Arte, el sistema puede aprender a recomendar otros art´ıculos que sean
de la misma tema´tica.
Filtrado Colaborativo (FC): El SR recomienda a un usuario activo los ı´tems
que les gustaron a otros usuarios con similares preferencias. La similitud de gus-
tos entre dos usuarios se calcula teniendo en cuenta la similitud entre la historia
de caliﬁcaciones de los mismos. Dentro de los FC, los me´todos basados en vecinos
ma´s pro´ximos tienen gran popularidad por su simpleza, eﬁciencia, y su habilidad
para producir recomendaciones precisas y personalizadas. Su forma original, esque-
matizada en la ﬁgura 2.1a, esta´ basada en las similitudes entre usuarios. Dichos
me´todos de usuario-usuario estiman caliﬁcaciones desconocidas basadas en caliﬁ-
caciones registradas de usuarios con ideas aﬁnes. Posteriormente, se hizo popular
el enfoque ana´logo pero ahora teniendo en cuenta las similitudes entre ı´tems [16].
Existen diferentes extensiones del FC, como las que utilizan modelos de factores la-
tentes y me´todos de factorizacio´n de matrices. Estos modelos intentan explicar las
caliﬁcaciones representando tanto a los ı´tems como a los usuarios en un nu´mero de
caracter´ısticas nume´ricas, llamadas factores latentes, que son inferidas automa´tica-
mente a partir de la retroalimentacio´n del usuario. En el contexto de recomendacio´n
de pel´ıculas, por ejemplo, los factores descubiertos pueden medir dimensiones ob-
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vias como que tan roma´ntica es una pel´ıcula, la cantidad de accio´n que tiene o si es
orientada o no a nin˜os. Por lo general, tambie´n, se obtienen otros factores latentes
menos interpretables. Los usuarios son caracterizados con otro conjunto de factores
que miden el nivel de intere´s del usuario para cada factor latente de los ı´tems a
recomendar.
Demogra´ﬁco: Este tipo de sistemas recomiendan ı´tems teniendo en cuenta el perﬁl
demogra´ﬁco del usuario. La suposicio´n es que diferentes usuarios deber´ıan generar
diferentes nichos demogra´ﬁcos. Muchos sitios web adoptan la personalizacio´n de
soluciones efectivas y simples basa´ndose en datos demogra´ﬁcos. Por ejemplo, usua-
rios que son redireccionados a sitios web particulares segu´n su lenguaje o pa´ıs. O
sugerencias que pueden ser adaptadas de acuerdo a la edad de un usuario [10].
Basados en conocimiento: Los sistemas basados en conocimiento recomiendan
ı´tems teniendo en cuenta el dominio espec´ıﬁco de conocimiento acerca de ciertas
caracter´ısticas de los ı´tems y las necesidades y preferencias de los usuarios [8]. La
informacio´n de los usuarios como que´ producto esta´ buscando podr´ıa ser recolecta-
da por ejemplo a trave´s de un formulario de bu´squeda, para luego, a trave´s reglas
de asociacio´n deﬁnidas a priori, seleccionar los ı´tems que se ajusten al perﬁl de un
usuario. Recolectar las reglas de asociacio´n entre los ı´tems para caliﬁcarlos como
similares o deﬁnir reglas entre los datos que se tengan de los usuarios y las carac-
ter´ısticas de los objetos a recomendar puede ser una tarea compleja a medida que
crece la cantidad de ı´tems y usuarios en el sistema. Los sistemas basados en el co-
nocimiento tienden a funcionar mejor que otros al comienzo de su implementacio´n,
pero si no esta´n equipados con componentes de aprendizaje automa´tico, pueden ser
superados por las te´cnicas de FC.
Basados en comunidad: Este tipo de sistemas recomienda ı´tems basa´ndose en las
preferencias de los amigos de los usuarios [17]. La evidencia sugiere que las personas
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tienden a conﬁar ma´s en las recomendaciones de sus amigos que en las recomenda-
ciones de individuos similares pero ano´nimos. Esta observacio´n, combinada con la
creciente popularidad de las redes sociales abiertas, ha generado un creciente intere´s
en los sistemas basados en la comunidad, tambie´n denominados SR sociales. Este
tipo de SR modela y adquiere informacio´n sobre las relaciones sociales de los usua-
rios y las preferencias de los amigos del usuario. En general, las recomendaciones
basadas en redes sociales no son ma´s precisas que las derivadas de los enfoques tra-
dicionales de FC, excepto en casos especiales, como cuando las caliﬁcaciones de los
usuarios de un elemento espec´ıﬁco son muy variadas o para situaciones de arranque
en fr´ıo, es decir, donde los usuarios no proporcionaron caliﬁcaciones suﬁcientes para
calcular la similitud con otros usuarios [18].
Hı´bridos: Estos SR se basan en la combinacio´n de las te´cnicas mencionadas ante-
riormente. Un sistema h´ıbrido que combina las te´cnicas A y B utiliza las ventajas
de A para corregir las desventajas de B. Por ejemplo, los me´todos FC sufren el
problema de no poder recomendar ı´tems que no tienen caliﬁcaciones. Esto no limi-
ta a los enfoques CB, ya que la prediccio´n de los nuevos elementos se basa en su
descripcio´n (caracter´ısticas) que suelen ser fa´cilmente disponibles. Dadas dos o ma´s
te´cnicas de SR ba´sicas, se han propuesto varias formas para combinar y crear un
nuevo sistema h´ıbrido.
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(a) Filtrado Colaborativo (b) Basados en el contenido
Figura 2.1: Comparacio´n entre te´cnicas de recomendacio´n
El Filtrado Colaborativo es la te´cnica ma´s popular y la ma´s ampliamente utilizada
por su efectividad y precisio´n [19] [20]. Por esta razo´n en este trabajo ﬁnal integrador se
analizara´n y utilizara´n sus diferentes enfoques.
2.3. Filtrado Colaborativo
Desde sus inicios, la te´cnica de Filtrado Colaborativo ha sido popular. El FC se basa
u´nicamente en las valoraciones otorgadas por los usuarios y no depende de la disponibili-
dad de informacio´n adicional para la generacio´n de recomendaciones, como es el caso de
los recomendadores CB o los demogra´ﬁcos. Incluso con grandes volu´menes de datos, el
FC puede generar recomendaciones eﬁcaces y superiores que las obtenidas por un sistema
CB [21].
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Para poder generar recomendaciones, los algoritmos de FC necesitan relacionar dos
entidades fundamentalmente diferentes: usuarios e ı´tems. Existen dos enfoques principales
para facilitar dicha comparacio´n, que constituyen las dos te´cnicas principales de FC: el
enfoque de vecindad y los modelos de factores latentes.
El problema de recomendacio´n puede deﬁnirse como la estimacio´n de la respuesta
de un usuario a nuevos elementos, en funcio´n de la informacio´n histo´rica almacenada en
el sistema, y la sugerencia de elementos novedosos y originales para el usuario para los
cuales la probabilidad de que la respuesta coincida con la respuesta previa es alta. Dado
el conjunto de usuarios en el sistema U y el conjunto de elementos I, se deﬁne R como
el conjunto de caliﬁcaciones registradas en el sistema, y S como el conjunto de valores
posibles para una caliﬁcacio´n, por ejemplo, S = [1, 5] o S = [me gusta, no me gusta].
Se hace la suposicio´n de que ningu´n usuario puede hacer ma´s de una caliﬁcacio´n en U
para un art´ıculo en particular i ∈ I y la caliﬁcacio´n de un usuario u para un ı´tem i se
deﬁne como rui. Para identiﬁcar el subconjunto de usuarios que han caliﬁcado un ı´tem i
se utiliza la notacio´n Ui. Del mismo modo, Iu representa el subconjunto de elementos que
han sido caliﬁcados por un usuario u. Los ı´tems que han sido caliﬁcados por dos usuarios
u y v, es decir, Iu ∩ Iv, se deﬁne como Iuv. De manera similar, Uij se utiliza para deﬁnir
el conjunto de usuarios que han caliﬁcado ambos elementos i y j. Para un determinado
usuario ua, denominado usuario activo, la tarea del algoritmo de FC de encontrar los
ı´tems de ma´s intere´s se puede calcular de dos maneras:
prediccio´n: Devuelve un valor nume´rico rˆuai que expresa la prediccio´n del puntaje
obtenido para el elemento i dado el usuario ua.
recomendaciones Top-N: Devuelve una lista de N ı´tems, que sera´n los ı´tems que
ma´s le gustara´n al usuario ua.
Los me´todos basados en vecindad son ampliamente utilizados debido a su simplicidad,
su eﬁciencia y su capacidad para producir recomendaciones precisas y personalizadas.
CAPI´TULO 2. SISTEMAS RECOMENDADORES 22
Su forma original se basa en el enfoque usuario-usuario. En este enfoque se estiman
caliﬁcaciones desconocidas basadas en caliﬁcaciones registradas de usuarios con ideas
aﬁnes. An˜os ma´s tarde se hizo popular el enfoque ı´tem-´ıtem. En estos me´todos se calcula
un caliﬁcacio´n utilizando valoraciones realizadas por el mismo usuario en ı´tems similares.
Una mejor escalabilidad y una precisio´n mejorada hacen que el enfoque por ı´tems sea
ma´s favorable en muchos casos [21]. Adema´s, los me´todos ı´tem-´ıtem son ma´s susceptibles
de explicar el razonamiento detra´s de las predicciones. Esto se debe a que los usuarios
esta´n familiarizados con los elementos previamente preferidos por ellos, pero no conocen
a los usuarios supuestamente parecidos.
A diferencia de los sistemas basados en vecindad, que usan las caliﬁcaciones almace-
nadas directamente en la prediccio´n, los enfoques basados en modelos de factores latentes
usan estas caliﬁcaciones para aprender un modelo predictivo. La idea general es modelar
las interacciones entre usuarios e ı´tems con los factores que representan las caracter´ısticas
latentes de los usuarios y los ı´tems en el sistema. Este modelo luego se entrena usando
los datos disponibles, y luego se usa para predecir las caliﬁcaciones de los usuarios para
los nuevos art´ıculos. Dentro de este enfoque, una de las te´cnicas ma´s utilizadas es la
Descomposicio´n de Valores Singulares (SVD, por sus siglas en ingle´s) [22].
En general, los modelos de factores latentes ofrecen una alta capacidad expresiva para
describir diversos aspectos de los datos. Por lo tanto, tienden a proporcionar resultados
ma´s precisos que los modelos de vecindad. Sin embargo, la mayor´ıa de los sistemas co-
merciales se basan en los modelos de vecindad. La prevalencia de los modelos de vecindad
se debe en parte a su relativa simplicidad. Sin embargo, hay razones ma´s importantes
para que los sistemas en produccio´n se adhieran a esos modelos. Primero, naturalmente
brindan explicaciones intuitivas del razonamiento detra´s de las recomendaciones, que a
menudo mejoran la experiencia del usuario ma´s alla´ de lo que puede lograr una precisio´n
mejorada [8].
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2.3.1. Modelos basados en vecindad
Los algoritmos basados en vecindad utilizan toda la informacio´n de caliﬁcaciones de
usuarios sobre los ı´tems para generar una prediccio´n. Se utilizan te´cnicas estad´ısticas
para encontrar el conjunto de usuarios o ı´tems, conocidos como vecinos, cuya vecindad es
establecida por la similitud que hay entre los usuarios o los ı´tems, segu´n sea el enfoque.
Una vez obtenido el vecindario se produce una prediccio´n o una recomendacio´n Top-N
para el usuario activo ua.
A diferencia de los Recomendadores basados en el Contenido (CB), que utilizan el
contenido de los elementos previamente caliﬁcados por un usuario u, los enfoques de
ﬁltrado colaborativo se basan en las caliﬁcaciones de u y tambie´n las de otros usuarios en
el sistema. La idea clave es que la caliﬁcacio´n de u para un nuevo ı´tem es probable que
sea similar a la de otro usuario v, si u y v han caliﬁcado otros ı´tems de manera similar.
Del mismo modo, es probable que caliﬁque dos ı´tems i y j de manera similar, si otros
usuarios han otorgado valoraciones similares a estos dos ı´tems. Los enfoques colaborativos
superan algunas de las limitaciones de los CB. Por ejemplo, los art´ıculos para los cuales
el contenido no esta´ disponible o es dif´ıcil de obtener au´n se pueden recomendar a los
usuarios a trave´s de los comentarios de otros usuarios. Adema´s, las recomendaciones
basadas en FC se basan en la calidad de los elementos evaluados por otros usuarios,
en lugar de conﬁar en el contenido que puede ser un mal indicador de la calidad. A
diferencia de los sistemas CB, los ﬁltros colaborativos pueden recomendar elementos con
contenido muy diferente, siempre y cuando otros usuarios ya hayan mostrado intere´s por
estos diferentes elementos.
Los me´todos de recomendacio´n basados en vecindad son conocidos como k-Nearest
Neighbors (kNN), porque predicen la caliﬁcacio´n rˆui de un usuario u para un nuevo
art´ıculo i utilizando las caliﬁcaciones de usuarios o ı´tems ma´s similares, es decir los
vecinos ma´s pro´ximos del usuario u o los vecinos ma´s pro´ximos del art´ıculo i, segu´n sea
el enfoque utilizado.
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kNN Ba´sico
En el enfoque kNN ba´sico se predice la caliﬁcacio´n rˆui de un usuario u para un nuevo
art´ıculo i teniendo en cuenta las caliﬁcaciones de usuarios similares a u en el enfoque
usuario-usuario o los ı´tems que tuvieron caliﬁcaciones similares a i en el enfoque ı´tem-
ı´tem. Para encontrar los vecinos ma´s pro´ximos, es decir los ma´s similares, de un usuario
u o ı´tem i se utiliza una funcio´n sim(x, y) que dado dos elementos x e y devuelve un
valor en R que indica el valor de semejanza entre x e y.
En el enfoque usuario-usuario, se supone que para cada usuario v 6= u se dispone
un valor dado por sim(u, v) que representa la similitud de preferencia entre u y v. Los
k-vecinos ma´s cercanos (kNN) de u, deﬁnidos por N(u), son los k usuarios v con la mayor
similitud sim(u, v) a u. Sin embargo, solo los usuarios que hayan caliﬁcado al ı´tem i
pueden ser usados en la prediccio´n de rˆui. Se deﬁne este conjunto de vecinos como Ni(u).









En 2.1 se pondera la contribucio´n de cada vecino por su similitud con u. Se utiliza
|sim(u, v)| en lugar de sim(u, v) porque los pesos negativos pueden generar caliﬁcaciones
fuera del rango permitido.
En el enfoque ı´tem-´ıtem, se supone que para cada ı´tem i 6= j se dispone un valor dado
por sim(i, j) que representa la similitud entre i y j. Los k-vecinos ma´s cercanos (kNN) de
i, deﬁnidos por Nu(i), son los k ı´tems caliﬁcados por el usuario u que son ma´s similares al
ı´tem i. La caliﬁcacio´n pronosticada de u para i se obtiene como un promedio ponderado
de las caliﬁcaciones otorgadas por u a los elementos de Nu(i):








Una alternativa a esta suma ponderada, es tener en cuenta el puntaje medio de cada
usuario µu o´ cada ı´tem µi:
kNN Means usuario-usuario:
rˆui = µu +
P
v∈Ni(u)




rˆui = µi +
P
j∈Ni(i)
sim(u, v)(rju − µj)P
j∈Ni(i)
|sim(u, v)| (2.4)
Esta variante conocida como kNN Means permite que, si no se tienen suﬁcientes
vecinos cercanos, el algoritmo pueda retornar co´mo mı´nimo el puntaje promedio otorgado
por un usuario, o el puntaje promedio para un ı´tem.
kNN con baseline
Usualmente, la mayor´ıa de las caliﬁcaciones son desconocidas porque t´ıpicamente un
usuario evalu´a solo a una pequen˜a porcio´n de los elementos. A su vez, los datos t´ıpicos de
FC exhiben grandes sesgos en las caliﬁcaciones brindadas por los usuarios a los elementos,
porque algunos usuarios otorgan caliﬁcaciones ma´s altas que otros, y porque algunos ı´tems
reciben caliﬁcaciones ma´s altas que otros. Para combatir el sobreajuste de los escasos
datos de caliﬁcacio´n y las tendencias de las caliﬁcaciones, se pueden utilizar modelos que
tengan en cuenta e´stos sesgos utilizando puntajes de referencia [22].
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Sea µ el puntaje promedio de todas las caliﬁcaciones y sea K = (u, i) el conjunto de
los pares (u, i) de los que se conoce a rui. Una prediccio´n de referencia para un puntaje
rui desconocido se deﬁne como bui:
bui = µ+ bu + bi
Los para´metros bu y bi indican las desviaciones observadas del usuario u y el ı´tem
















(rui−µ−bu−bi)2 se esfuerza por encontrar los bu y los bi que







el sobreajuste penalizando las magnitudes de los para´metros. Este problema de mı´nimos
cuadrados se puede resolver de manera eﬁciente mediante el me´todo de descenso por
gradiente estoca´stico.
Para calcular la prediccio´n del puntaje rˆui para un usuario u y un ı´tem i ajustando
los efectos de los usuarios y los ı´tems utilizando la prediccio´n de referencia:
kNN Baseline usuario-usuario:
rˆui = bui +
P
v∈Ni(u)




rˆui = bui +
P
j∈Ni(i)
sim(i, j)(ruj − buj)P
j∈Ni(i)
|sim(i, j)| (2.6)
CAPI´TULO 2. SISTEMAS RECOMENDADORES 27
Me´tricas de similitud
Para las te´cnicas de FC basadas en vecindad es necesario utilizar una medida de
similitud entre los ı´tems o los usuarios, segu´n el enfoque que se utilice. Los pesos de
similitud juegan un doble papel porque en primer lugar, permiten la seleccio´n de vecinos
de conﬁanza cuyas caliﬁcaciones se utilizan en la prediccio´n, y en segundo lugar, por-
que proporcionan los medios para dar ma´s o menos importancia a estos vecinos en la
prediccio´n. La eleccio´n de una me´trica de similitud es uno de los aspectos ma´s cr´ıticos
de la construccio´n de un SR de FC basado en vecindad, ya que puede tener un impacto
signiﬁcativo tanto en su precisio´n como en su rendimiento, y elegir la mejor me´trica no
es una tarea sencilla [23] [24].
La similitud sim(x, y) reﬂeja la distancia, la correlacio´n o el peso entre dos pares usua-
rios: u y v, o dos ı´tems: i y j. El valor de la similitud se puede interpretar directamente
como la utilidad de la recomendacio´n para un usuario [8]. Por ejemplo, si a un usuario le
intereso´ un elemento, tambie´n le gustara´ un elemento similar. Asimismo, si a un usuario
le gusto´ un elemento, a un usuario similar tambie´n le interesara´. Por lo tanto, la efecti-
vidad de una recomendacio´n depende de la capacidad de identiﬁcar elementos similares,
llamados vecinos. A su vez, la calidad de la recomendacio´n dependera´ del nu´mero y el
valor de las similitudes de los vecinos.
Existen muchos me´todos diferentes para calcular la similitud o el peso entre usuarios
o ı´tems. La correlacio´n de Pearson y la similitud del Coseno son las me´tricas comu´nmente
utilizadas [8].
Similitud del Coseno:
La similitud del Coseno (CS, por sus siglas en ingle´s) entre dos documentos se puede
medir representando cada documento como un vector de frecuencias de palabras
y calculando el coseno del a´ngulo formado por los vectores de frecuencia. Este
concepto se puede adoptar en el FC, que utiliza usuarios o elementos en lugar
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de documentos y caliﬁcaciones en lugar de frecuencias de palabras. Formalmente,
sean n la cantidad de ı´tems y m la cantidad de usuarios, y sea R la matriz de
puntajes m × n. La similitud entre dos usuarios, u y v, se deﬁne como el coseno
de los vectores m-dimensionales correspondientes a las ﬁlas u y v de la matriz R.
Mientras que la similitud entre dos elementos, i y j, se deﬁne como el coseno de los
vectores n-dimensionales correspondientes a las columnas i y j de la matriz R.
• Enfoque usuario-usuario:
Se consideran los usuarios u y v como vectores xu, xv, donde xui = rui si el
usuario u ha caliﬁcado el art´ıculo i, y 0 de lo contrario; de manera ana´loga
si xvi = rvi . Sean i ∈ Iuv todos los ı´tems que han sido evaluados tanto por
el usuario u como por el usuario v. La similitud entre dos usuarios u y v se
calcula de la siguiente manera:










De manera similar, se consideran los ı´tems i y j como vectores xi, xj, donde
xui = rui si el ı´tem i ha sido caliﬁcado por el usuario u, y 0 de lo contrario; de
forma ana´loga si xuj = ruj. Sean u ∈ Uij todos los usuarios que han caliﬁcado
tanto al ı´tem i como al ı´tem j. La similitud entre dos ı´tems i y j se calcula de
la siguiente manera:









Si los vectores apuntan en la misma direccio´n, su similitud de coseno es 1.
Un problema con esta medida es que no considera las diferencias en la media y
la varianza de las caliﬁcaciones. En una situacio´n real, diferentes usuarios pueden
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usar escalas de caliﬁcacio´n diferentes, que la similitud del coseno no puede tener en
cuenta.
Correlacio´n de Pearson:
La correlacio´n de Pearson mide el grado en que dos variables se relacionan lineal-
mente entre s´ı. La correlacio´n de Pearson cuantiﬁca la fuerza y la direccio´n de la
relacio´n lineal entre dos variables aleatorias. Es similar al coseno, excepto que nor-
maliza las caliﬁcaciones de ambos vectores en relacio´n con su media. Debido a que
esta similitud considera la diferencia en las escalas de caliﬁcacio´n, por lo general es











donde µu es la caliﬁcacio´n promedio que ha dado un usuario u a los ı´tems que
evaluo´.
• Enfoque ı´tem-´ıtem:











donde µi es la caliﬁcacio´n promedio que ha recibido un ı´tem i por todos los
usuarios que lo evaluaron.
El signo de un peso de similitud indica si la correlacio´n es directa o inversa, su
magnitud va de 0 a 1 y representa la fuerza de la correlacio´n.
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En el estudio realizado por Gunawardana et al. [23] se obtuvieron mejores resultados
utilizando la similitud del coseno para el tipo de tareas que se realizaron.
2.3.2. Modelos de factores latentes
Los modelos de factores latentes abordan el FC con el objetivo de descubrir carac-
ter´ısticas latentes que expliquen las caliﬁcaciones observadas. Uno de los modelos ma´s
populares son los que utilizan una factorizacio´n de la matriz de caliﬁcaciones R, tambie´n
conocidos como modelos basados en la Descomposicio´n de Valores Singulares (SVD, por
sus siglas en ingle´s). En los u´ltimos an˜os, e´stos modelos han ganado popularidad por
su precisio´n y escalabilidad. La factorizacio´n SVD es utilizada para identiﬁcar factores
sema´nticos latentes [26].
SVD
Los modelos de factorizacio´n de matrices mapean a los usuarios e ı´tems en un espacio
de factores latentes de dimensionalidad f , de modo que las interacciones usuario-´ıtem son
modeladas como productos internos en ese espacio.
Cada ı´tem i esta´ asociado con un vector qi ∈ Rf , y cada usuario u esta´ asociado con
un vector pu ∈ Rf . El producto punto resultante qTi p˙u captura la interaccio´n entre el
usuario u y el elemento i , que por ejemplo podr´ıa ser el intere´s general del usuario en las
caracter´ısticas de un ı´tem. La caliﬁcacio´n ﬁnal se crea al agregar la caliﬁcacio´n promedio
de todos los ı´tems µ y las caliﬁcaciones de referencia que dependen solo del usuario bu o
del ı´tem bi. Por lo tanto, la prediccio´n de una caliﬁcacio´n se deﬁne:
rˆui = µ+ bi + bu + q
T
i pu (2.7)
Para aprender los para´metros del modelo (bu, bi, pu, qi), se minimiza la suma de los
errores al cuadrado entre la caliﬁcacio´n real y la predicha utilizando un algoritmo de
descenso de gradiente estoca´stico:





(rui − µ− bu − bi − qTi pu)2 + λ(b2u + b2i + ||qi||2 + ||pu||2) (2.8)
Minimizar esta funcio´n objetivo, equivale a minimizar la ra´ız cuadrada de la suma de
los errores al cuadrado (RMSE).
Para minimizar la funcio´n objetivo, primero se establecen valores iniciales para los
para´metros de la ecuacio´n que se quieren minimizar y luego se itera para reducir el error
entre el valor predicho y el valor real corrigiendo el valor anterior por un pequen˜o factor.
Para que el modelo sea capaz de generalizar y no sobreajustar los datos, se introduce
un te´rmino de penalizacio´n en la ecuacio´n a minimizar. Esto se representa mediante un
factor de regularizacio´n λ multiplicado por la suma cuadrada de las magnitudes de los
vectores qi y pu. La constante λ generalmente se determina mediante validacio´n cruzada.
La minimizacio´n se realiza t´ıpicamente por descenso por gradiente estoca´stico o mı´ni-
mos cuadrados alternantes. Las te´cnicas de mı´nimos cuadrados alternantes primeron ﬁjan
los pu para resolver los qi y luego, ﬁjan los qi para resolver los pu. Si uno de estos se toma
como una constante, el problema de optimizacio´n es cuadra´tico y se puede resolver de
manera o´ptima [27]. Una optimizacio´n fa´cil de la pendiente de gradiente estoca´stica fue
popularizada por Funk [28]. El algoritmo recorre todas las caliﬁcaciones en los datos de
entrenamiento. Para cada caliﬁcacio´n dada rui, se realiza una prediccio´n rˆui y se calcula el
error de prediccio´n asociado eui = rui− rˆui. Dado un rui del conjunto de entrenamiento, se
modiﬁcan los para´metros movie´ndose en la direccio´n opuesta al gradiente, produciendo:
bu ← bu + γ · (eui − λ · bu)
bi ← bi + γ · (eui − λ · bi)
qi ← qi + γ · (eui · pu − λ · qi)
pu ← pu + γ · (eui · qi − λ · pu)
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Este algoritmo utiliza un factor llamado tasa de aprendizaje γ que determina la re-
lacio´n entre el valor anterior y el nuevo valor calculado despue´s de cada iteracio´n. Se
puede esperar una mayor precisio´n dedicando tasas de aprendizaje diferentes para los
para´metros γ y λ. Por lo que se recomienda emplear distintas tasas de aprendizaje para
los sesgos del usuario, los sesgos de los elementos y los factores en s´ı mismos [26].
En su forma ba´sica, la factorizacio´n de la matriz caracteriza tanto a los ı´tems como a
los usuarios mediante vectores de factores inferidos a partir de los patrones de caliﬁcacio´n
de los ı´tems. La alta correspondencia entre los factores de ı´tem y de usuario conduce a
la recomendacio´n de un art´ıculo a un usuario. Estos me´todos ofrecen una precisio´n de
prediccio´n superior a otras te´cnicas de FC. Al mismo tiempo, ofrecen un modelo compacto




3.1. Estado del Arte
Los Sistemas Recomendadores son muy populares como un a´rea de investigacio´n y
aplicacio´n en diferentes dominios como el comercio electro´nico, el entretenimiento, entre
otros. Sin embargo, fue so´lo hacia principios del an˜o 2000 cuando aparecieron las primeras
aplicaciones notables en el campo de la educacio´n, ya que se consideraba que el trabajo
relevante estaba relacionado con el a´rea de los sistemas educativos adaptativos [3].
Los SR aplicados en Educacio´n (SRE) pueden ser muy diversos. La mayor´ıa de e´stos
sistemas se utilizan para sugerir recursos de aprendizaje o para sugerir secuencias de
recursos [29] [30]. Otro tipo de SRE se utilizan para proporcionar asesoramiento a los
estudiantes sobre cursos para inscribirse, o´ tutores con los que pueden conectarse. Los
SRE tambie´n pueden ayudar a los profesores o tutores a mejorar sus cursos o controlar sus
recursos de aprendizaje [31] [32] [4]. En el a´rea de investigacio´n, los SRE se han estudiado
principalmente como un medio para asistir automa´ticamente a usuarios en la bu´squeda
de recursos adecuados. A diferencia de los SR para productos o servicios, el contexto
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de los SRE debe tener en cuenta las preferencias de alumnos y/o profesores de ciertos
materiales o to´picos, y co´mo este material puede ayudarlos a lograr sus objetivos [33] [4].
Los SRE ofrecen una solucio´n al problema de recuperar materiales educativos ajus-
tados al perﬁl educativo del destinatario. En este escenario, los SRE permiten buscar
recursos o materiales educativos en uno o varios repositorios digitales, y sugieren aquellos
que mejor se adaptan no so´lo a la bu´squeda, sino tambie´n al perﬁl o a las necesidades
educativas del individuo [3]. Para llevar adelante esta tarea estos sistemas pueden tener
en cuenta: palabras claves, objetivos, estilos de ensen˜anza y/o de aprendizaje, entre otros.
Estos sistemas pueden desempen˜ar un papel educativo importante, considerando la varie-
dad de recursos de aprendizaje que se publican en l´ınea y los beneﬁcios de la colaboracio´n
entre docentes y alumnos.
Los repositorios digitales con recursos educativos dan soporte a la formacio´n de co-
munidades de aprendizaje en l´ınea al proporcionar una plataforma para la colaboracio´n.
Los profesores, tutores y alumnos acceden a repositorios y buscan recursos de intere´s; y
en muchos casos, tambie´n intercambian experiencias y opiniones [3]. En los u´ltimos an˜os,
se han creado numerosos repositorios con materiales educativos digitales y los usuarios
se enfrentan a una gran cantidad de recursos disponibles en la web. Por lo tanto, estos
usuarios probablemente se beneﬁciar´ıan de la orientacio´n y los servicios en l´ınea que los
ayudara´n a identiﬁcar recursos de aprendizaje adecuados a partir de una amplia variedad
de opciones.
Por otro lado, el Aprendizaje Mejorado por Tecnolog´ıa (AMT, por sus siglas en ingle´s)
tiene como objetivo disen˜ar, desarrollar y evaluar innovaciones socio-te´cnicas para diver-
sos enfoques de ensen˜anza y aprendizaje. Esto involucra a los estudiantes individuales,
pero tambie´n a los grupos y a los procesos de gestio´n del conocimiento [1]. Por lo tan-
to, es un dominio que generalmente abarca las tecnolog´ıas de apoyo a las actividades
de ensen˜anza y aprendizaje, incluidas las tecnolog´ıas de recomendacio´n que facilitan la
recuperacio´n de los recursos de aprendizaje pertinentes [34].
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La personalizacio´n de la educacio´n se vuelve au´n ma´s importante con el uso creciente
de Entornos Virtuales de Ensen˜anza y Aprendizaje (EVEAs), repositorios digitales de
Objetos de Aprendizaje (OAs) o recursos educativos, sistemas de gestio´n de alumnos, en-
tornos de aprendizaje personal y dispositivos para escenarios de aprendizaje mo´vil [35].
La adopcio´n de enfoques de aprendizaje personalizados y especialmente de los SR hoy en
d´ıa es razonable debido a la gran demanda de interpretacio´n de datos que se almacenan
en las instituciones educativas y en diferentes entornos o servicios virtuales. Casi todo el
comportamiento y acciones de los estudiantes se almacenan en servidores de instituciones
educativas [1]. Adema´s, las actividades de aprendizaje tienen lugar en entornos virtuales
que esta´n compuestos de numerosas herramientas y sistemas. Por ejemplo, los EVEAs
proporcionan acceso a recursos de aprendizaje, pero no aseguran que los profesores o
estudiantes de un curso los utilicen. Generalmente, los estudiantes usan herramientas
adicionales para colaborar o encontrar recursos, por ejemplo, en el caso de que el ma-
terial de aprendizaje ofrecido en el entorno virtual no sea suﬁciente. Las situaciones de
aprendizaje tambie´n se vuelven cada vez ma´s complejas debido al hecho de que los en-
foques pedago´gicos se diferencian entre los procesos de aprendizaje formal e informal,
ambos tienen requisitos diferentes para el ambiente de aprendizaje y, como tal, para la
recomendacio´n dentro del ambiente [36]. Los SR deben poder establecer un acuerdo entre
las recomendaciones que son de intere´s para los alumnos y las que requiere el profesor.
En consecuencia, la necesidad de cantidades masivas de datos sobre el usuario y sus acti-
vidades en todos sus entornos de aprendizaje es necesario para facilitar recomendaciones
precisas.
La digitalizacio´n del aprendizaje y el crecimiento de los datos educativos han fomen-
tado la investigacio´n y el desarrollo de Sistemas Recomendadores [3]. El uso de tecnolog´ıa
en educacio´n ha permitido que la recopilacio´n de datos sea un proceso inherente de entre-
ga de contenido educativo a los estudiantes. Esto signiﬁca que el ana´lisis de la conducta
de aprendizaje ya no se relaciona solo con estudios piloto representativos, sino con el uso
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de toda la poblacio´n estudiantil. Esta tendencia se ha acelerado incluso con la aparicio´n
de los Massive Open Online Courses (MOOC) [37] y la aparicio´n del campo de la Anal´ıti-
ca del Aprendizaje (LA, por sus siglas en ingle´s) [38]. Los MOOC brindan cantidades
masivas de datos de los estudiantes y, por lo tanto, brindan nuevas oportunidades para
que los SR ofrezcan un apoyo de aprendizaje personalizado. La Anal´ıtica del Aprendizaje
es actualmente un campo de investigacio´n dentro de AMT que se enfoca en comprender
y apoyar a los estudiantes en base a sus datos [1].
Existe una gran mayor´ıa de SRE que tienen como objetivo encontrar contenido para
apoyar las actividades de aprendizaje al proporcionarles nuevos materiales educativos. La
segunda tarea de recomendacio´n ma´s utilizada es recomendar una secuencia de elementos
a los alumnos. Recomendar una secuencia de elementos es una tarea muy importante
dentro de un SRE porque es similar a los me´todos de disen˜o instruccional. El objetivo
de un disen˜o instruccional es guiar a un alumno a trave´s de una serie de actividades
de aprendizaje para lograr una cierta competencia. Este objetivo dida´ctico puede ser
apoyado en el SR al sugerir los caminos ma´s eﬁcientes o eﬁcaces a trave´s de una lista
de recursos de aprendizaje. Los SR con esta tarea a menudo consideran el conocimiento
previo de un alumno para generar las sugerencias. La recomendacio´n de alumnos pares
tambie´n es una tarea de recomendacio´n muy central para los entornos de educacio´n a
distancia y se aplica con relativa frecuencia en la investigacio´n de SRE. Los estudiantes
en l´ınea generalmente se sienten aislados despue´s de un per´ıodo de tiempo si no tienen
ninguna reunio´n presencial y por esta razo´n los cursos que se realizan enteramente a
distancia tienden a tener mayores tasas de abandono en comparacio´n con los cursos
presenciales o semipresenciales [1]. Para superar esta situacio´n, los SRE pueden ser de
apoyo al recomendar a los alumnos formar parte de un equipo dentro de un curso en
l´ınea. En los u´ltimos an˜os, han aparecido nuevas tareas de recomendacio´n como predecir
el rendimiento del aprendizaje o sugerir una actividad de aprendizaje en contraste con
un contenido de aprendizaje. Estos desarrollos muestran que los SR se aplican cada vez
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ma´s para ﬁltrar y personalizar informacio´n en entornos de aprendizaje digital y tambie´n
se aplican para nuevos objetivos educativos. [1]
En cuanto a las te´cnicas de recomendacio´n utilizadas, los SRE suelen basarse en
te´cnicas de ﬁltrado colaborativo, ﬁltrado basado en contenido, ﬁltrado basado en cono-
cimiento o algoritmos de recomendacio´n h´ıbridos. Estos algoritmos utilizan informacio´n
sobre usuarios y recursos para generar las recomendaciones. La mayor´ıa de los SRE se
basan en perﬁles de estudiantes o profesores que describen informacio´n adicional adema´s
de sus intereses y/o preferencias. El nivel de conocimiento del alumno en algunos ca-
sos es utilizado para personalizar las recomendaciones, tales como su conocimiento de
los conceptos del curso o las caliﬁcaciones acade´micas pasadas. Los estilos de aprendiza-
je tambie´n son considerados por algunos recomendadores [39], a menudo basados en el
inventario de Felder-Silverman [40].
Uno de los temas de investigacio´n actual es la estandarizacio´n de los criterios de
evaluacio´n de los SRE. Adema´s de los criterios de los SR tradicionales co´mo la eﬁciencia y
la precisio´n de las recomendaciones, e´stos sistemas deber´ıan considerar criterios espec´ıﬁcos
como la eﬁcacia y la eﬁciencia del proceso de aprendizaje; la calidad de los materiales, el
estilo de ensen˜anza y las necesidades de los docentes [3] [4].
Otra de las problema´ticas dentro del campo de la investigacio´n y a diferencia de otros
dominios ma´s populares como los de e-commerce, es que son muy pocos los conjuntos de
datos de prueba disponibles para probar nuevas te´cnicas de recomendacio´n. Adema´s cada
uno de e´stos datos fueron utilizados para resolver problema´ticas espec´ıﬁcas por lo que
disponen de diferente informacio´n acerca de los ı´tems, los usuarios y las valoraciones, lo
que diﬁculta la comparacio´n de diferentes me´todos sobre diferentes conjuntos de datos que
evalu´an o disponen de otras fuentes de informacio´n para crear las recomendaciones [8] [36].
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3.2. Filtrado Colaborativo en Educacio´n
En te´rminos de los me´todos utilizados para la personalizacio´n de las recomendaciones,
las te´cnicas ma´s aplicadas son las basadas en ﬁltrado colaborativo FC y las te´cnicas h´ıbri-
das. Los primeros indicios de relacionar las te´cnicas de FC con la educacio´n aparecieron
en los trabajos de investigacio´n de Terveen et al. [41], y Chislenko y Alexander [42].
Uno de los primeros intentos de desarrollar un recomendador de FC para recursos de
aprendizaje fue el sistema Altered Vista [43]. El objetivo de este sistema era recopilar eva-
luaciones de recursos de aprendizaje proporcionados por los usuarios y recomendar estos
recursos a usuarios similares. El equipo de Altered Vista exploro´ varios temas relevantes,
como el disen˜o de su interfaz, el desarrollo de metadatos para almacenar evaluaciones pro-
porcionadas por el usuario, el disen˜o y la arquitectura del sistema, y realizaron estudios
pilotos y emp´ıricos del uso del sistema para recomendar a los miembros de una comunidad
recursos de su intere´s y sugerir conexiones con personas con preferencias similares.
Otro de los primeros sistemas fue CoFIND propuesto por Dron et al. [44]. El sistema
utilizaba FC en combinacio´n con datos de folksonomı´a para sugerir a estudiantes recursos
relevantes que otros estudiantes hab´ıan encontrado previamente como valiosos. Los usua-
rios pod´ıan clasiﬁcar los recursos en uno o ma´s temas y caliﬁcar a los mismos a trave´s
de metadatos pedago´gicos establecidos por CoFIND. Este sistema so´lo fue evaluado de
forma teo´rica.
Otro sistema que se propuso para la recomendacio´n de recursos de aprendizaje fue el
Sistema de FC basado en Reglas (RACOFI) [45]. RACOFI combinaba dos enfoques de
recomendacio´n integrando un motor de FC que utilizaba las caliﬁcaciones que los usua-
rios proporcionaban para los recursos de aprendizaje complementados con un motor de
reglas de inferencia que extra´ıa las reglas de asociacio´n entre los recursos de aprendizaje
y los utilizaba para generar la recomendacio´n. Pero los estudios de RACOFI no se imple-
mentaron ni se evaluaron en el a´mbito acade´mico. La tecnolog´ıa RACOFI actualmente
se utiliza en el sitio comercial inDiscovery para la recomendacio´n de pistas de mu´sica.
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En en el sistema QSIA desarrollado por Rafaeli et al. [46], el ﬁltrado colaborativo
tradicional se ampliaba con un mecanismo de control para marcar a los usuarios que
deber´ıan ser considerados para recomendaciones. Este sistema promov´ıa la colaboracio´n,
la recomendacio´n en l´ınea y la formacio´n posterior de las comunidades de aprendizaje.
En lugar de desarrollar un sistema t´ıpico de recomendacio´n automa´tica, QSIA se basaba
en un proceso de recomendacio´n controlado principalmente por el usuario. Es decir, el
usuario pod´ıa decidir si asumı´a el control sobre que´ amigos aconsejar o si utilizar´ıa un
servicio de ﬁltrado colaborativo. El sistema fue implementado y utilizado en el a´mbito
educativo pero no se reportaron resultados de evaluacio´n.
Avancini y Straccia propusieron el sistema CYCLADES [47] que era un entorno donde
los usuarios buscaban, acced´ıan y evaluaban los recursos de aprendizaje disponibles en
repositorios encontrados a trave´s de la Iniciativa de Archivos Abiertos (OAI) [48]. Infor-
malmente, OAI es un acuerdo entre varios proveedores de archivos digitales para ofrecer
un nivel mı´nimo de interoperabilidad entre ellos. Por lo tanto, dicho sistema pod´ıa ofre-
cer recomendaciones sobre los recursos que se almacenaban en diferentes repositorios y se
acced´ıa a ellos a trave´s de un esquema abierto. Las recomendaciones ofrecidas por CY-
CLADES fueron evaluadas a trave´s de un estudio piloto con aproximadamente 60 usuarios
que se centro´ en probar el rendimiento de varios algoritmos de ﬁltrado colaborativo.
Shen y Shen [49] desarrollaron un SRE para OAs que se basaba en reglas de secuencia-
miento que ayudaban a los usuarios a guiarse a trave´s de los conceptos de una ontolog´ıa
de temas. Las reglas se activaban cuando se identiﬁcaban las deﬁciencias en las compe-
tencias de los alumnos, y luego se propon´ıan los recursos apropiados para los mismos. Se
llevo´ a cabo un estudio piloto con los estudiantes de una escuela de educacio´n en l´ınea
donde los usuarios proporcionaron comentarios sobre el sistema.
Tang et al. [50] propusieron un sistema de e-learning que inclu´ıa un servicio de reco-
mendacio´n h´ıbrido de recursos de aprendizaje que se pod´ıan encontrar en la web. Este
sistema se encargaba de almacenar y compartir documentos de investigacio´n y te´rminos
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de un glosario entre estudiantes universitarios y profesionales de la industria. Los recursos
se describ´ıan a trave´s de etiquetas de acuerdo con su contenido y aspectos te´cnicos, y los
alumnos proporcionaban comentarios sobre e´stos recursos en forma de caliﬁcaciones. La
recomendacio´n ten´ıa lugar al involucrar un mo´dulo de agrupacio´n que utilizaba te´cnicas
de agrupacio´n de datos para establecer relaciones entre estudiantes con intereses similares
y un mo´dulo de FC para identiﬁcar a los alumnos con intereses similares en cada grupo.
Los autores estudiaron varias te´cnicas para mejorar el rendimiento de su sistema como
el uso de estudiantes simulados. Tambie´n realizaron un estudio de evaluacio´n del sistema
con estudiantes reales.
Otro sistema que adopta un enfoque h´ıbrido para recomendar recursos de aprendizaje
fue el propuesto por Drachsler et al. [1]. Los autores se basaron en un estudio de simulacio´n
previo de Koper [51] para proponer un sistema que combinaba te´cnicas de recomendacio´n
basadas en la informacio´n social utilizando datos de otros alumnos y utilizando metadatos
de perﬁles y actividades de aprendizaje.
Una cantidad considerable de investigadores se han centrado en los criterios de mu´lti-
ples atributos de recursos para cubrir la complejidad del aprendizaje como: conocimiento
previo, experiencia, tiempo de estudio disponible, etc. Manouselis et al. [3] propusieron
un algoritmo de FC para recomendar OAs considerando evaluaciones multidimensionales
sobre los recursos proporcionadas por los profesores a trave´s de una evaluacio´n de pares.
Sicilia et al. [52] investigaron las caliﬁcaciones multicriterio con OAs obtenidos del reposi-
torio digital de materiales educativos MERLOT [53]. Salehi et al. [54] utilizaron un a´rbol
de aprendizaje para tener en cuenta los mu´ltiples atributos expl´ıcitos de los recursos, la
variabilidad temporal del alumno y la matriz de caliﬁcaciones de los alumnos para un FC
basado en atributos impl´ıcitos y expl´ıcitos. Tang et al. [50] consideraron las caliﬁcaciones
multidimensionales de los OAs para relacionar usuarios.
Tambie´n se han propuesto otros enfoques h´ıbridos sobre los algoritmos de FC. En [55]
se muestra que un algoritmo de FC basado en grafos puede mejorar la precisio´n de las
CAPI´TULO 3. SR APLICADOS EN EDUCACIO´N 41
recomendaciones generadas incluso cuando los datos de las acciones del usuario son esca-
sos. En [56] las te´cnicas de ana´lisis de sentimientos sobre los comentarios generados por
los usuarios de un repositorio de recursos educativos se utilizan para obtener informacio´n
cualitativa valiosa para ajustar la caliﬁcacio´n percibida de un recurso determinado por
un usuario espec´ıﬁco. En el sistema propuesto en [57] se utiliza un FC basado en usuarios
que utiliza un algoritmo gene´tico para optimizar la funcio´n de grado de intere´s de los es-
tudiantes sobre los recursos. Este sistema adema´s tiene en cuenta registros de actividades
de aprendizaje realizados por los alumnos, como as´ı tambie´n sus preferencias obtenidas
por medio de un cuestionario, y tiene etiquetas que describen a los recursos educativos a
sugerir. En este sistema, el profesor puede enviar los recursos al alumno por adelantado
segu´n el plan de ensen˜anza.
El FC a menudo comparte un terreno comu´n con la navegacio´n social, lo que tambie´n
podr´ıa verse como un enfoque de recomendacio´n social [58]. Fazeli et al. [55] mostro´ que
la integracio´n de la interaccio´n social puede mejorar los enfoques de ﬁltrado colaborativo
en entornos educativos.
Investigadores como Manouselis, Verbet, Vuorikari y Kopeinik han realizado evalua-
ciones de te´cnicas de FC utilizando conjuntos de datos educativos para comparar y evaluar
el resultado de las recomendaciones aplicando diferentes enfoques y me´tricas de similu-
tud [3] [33]. Los datos de prueba que generalmente se utilizan son los que participaron
del primer dataTEL challenge realizado en 2010 [59], donde estos datos educativos cap-
turaban interacciones de estudiantes con herramientas y recursos educativos, algunos de
ellos mencionados previamente como MACE [60], Travel Well [61] y Mendeley [62]. Otros
autores han propuesto diferentes me´tricas de similitud para las te´cnicas de FC basadas
en vecindad. Co´mo se menciono´ en el Cap´ıtulo 2, las me´tricas de similitud son utilizadas
para comparar a los usuarios o a los ı´tems segu´n el enfoque a utilizar, y la eleccio´n de
esta me´trica inﬂuira´ en el resultado y la calidad de las sugerencias del recomendador.
Niemann y Wolpers [63] investigaron el contexto de uso de OAs como una medida de
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similitud para predecir y completar caliﬁcaciones de usuarios ausentes. El enfoque suge-
rido no requiere ninguna informacio´n de contenido de los OAs y, por lo tanto, tambie´n
se puede aplicar para el arranque en fr´ıo de un enfoque basado en usuarios. Rojas et
al. [24] presentan un ana´lisis comparativo de las me´tricas de similitud basadas en dos
criterios diferentes: la calidad y la cantidad de las recomendaciones proporcionadas. Las
me´tricas se evaluaron en un SRE de FC que sugiere recursos a usuarios registrados en la
Federacio´n de Repositorios de Objetos de Aprendizaje de Colombia (FROAC).
Es importante destacar que la mayor´ıa de los SRE mencionados son prototipos o ya no
esta´n en funcionamiento, mientras que los SRE actuales no comparten de forma abierta
a la comunidad implementaciones ni conjuntos de datos parciales para probar nuevas
te´cnicas en el a´rea educativa [1]. Por otro lado, la disponibilidad de conjuntos de datos
educativos de portales de recursos educativos como los dataTEL challenge han permitido
evaluar y comparar distintas te´cnicas de SR en el a´mbito educativo [36]. Sin embargo,
actualmente la mayor´ıa de los proyectos impulsores de este tema han ﬁnalizado y como
consecuencia los datos de prueba no se encuentran disponibles o son d´ıﬁciles de conseguir.
Cap´ıtulo 4
Evaluacio´n de los Sistemas
Recomendadores
4.1. Tipos de Experimentos
Cuando se decide utilizar un Sistema Recomendador en una aplicacio´n se debe elegir
entre una gran variedad de enfoques disponibles y se debe tomar una decisio´n sobre que´
algoritmo sera´ ma´s apropiado segu´n el contexto y los objetivos previamente establecidos.
Comu´nmente, estas decisiones se basan en experimentos que comparan la performance
sobre un nu´mero de recomendadores candidatos. Generalmente se selecciona el algoritmo
que tenga mejor rendimiento de acuerdo a la memoria disponible y a la capacidad de la
CPU o´ bien teniendo en cuenta las restricciones estructurales como el tipo, la conﬁabilidad
y la disponibilidad de los datos.
En el campo de la investigacio´n, cuando se proponen nuevos algoritmos de recomen-
dacio´n tambie´n se compara el rendimiento del nuevo algoritmo con un conjunto de enfo-
ques existentes. Dichas evaluaciones se realizan generalmente aplicando una me´trica de
evaluacio´n que proporciona una clasiﬁcacio´n de los algoritmos candidatos, generalmente
utilizando me´tricas de precisio´n.
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Actualmente, si bien la precisio´n de las predicciones de los SR son importantes pue-
den no ser suﬁcientes para implementar un buen motor de recomendacio´n. Los usuarios
tambie´n pueden estar interesados en descubrir o explorar ra´pidamente diversos art´ıculos,
en obtener respuestas ra´pidas del sistema y en muchas otras cuestiones que tienen que
ver con la interaccio´n con el motor de recomendacio´n. Por lo tanto, se deben identiﬁcar
el conjunto de condiciones o propiedades que el SR debe cumplir en el contexto de una
aplicacio´n espec´ıﬁca. Y a partir de este punto, evaluar el sistema teniendo en cuenta estas
propiedades relevantes para poder garantizar el e´xito de un SR.
Generalmente, la evaluacio´n de los Sistemas Recomendadores se realiza a trave´s de
tres tipos de experimentos que son motivados por la evaluacio´n de protocolos en a´reas
como la Recuperacio´n de la Informacio´n y el aprendizaje automa´tico [64]:
Experimentos oﬄine, que utilizan un conjunto de datos previamente recolectados
o simulados para testear la performance de los algoritmos candidatos;
Estudios de usuarios, donde un pequen˜o grupo de usuarios realiza una serie de
tareas utilizando el sistema en un ambiente controlado e informa sobre su experien-
cia;
Pruebas online, donde un sistema es probado bajo diferentes condiciones durante
su operacio´n normal con sus usuarios reales. Tales experimentos evalu´an el rendi-
miento de los recomendadores en usuarios que no esta´n conscientes del experimento
realizado.
En todos los escenarios de experimentacio´n es importante considerar una serie de
pasos:
1. Hipo´tesis : Antes de arrancar con el experimento se debe formular una hipo´tesis. Es
importante deﬁnir una hipo´tesis que sea precisa y concisa y disen˜ar un experimento
que pruebe la misma. Por ejemplo, una hipo´tesis puede ser que un algoritmo A
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tenga una mejor prediccio´n de puntajes de los usuarios que un algoritmo B. En
este caso, el experimento deber´ıa evaluar la precisio´n de la prediccio´n y no otros
factores.
2. Control de las variables : Cuando se comparan un par de algoritmos candidatos sobre
una hipo´tesis deﬁnida, es importante que todas las variables que no se prueben se
mantengan ﬁjas. Por ejemplo, si se quiere comparar la precisio´n de prediccio´n entre
dos algoritmos A y B, se debe entrenar a los algoritmos con los mismos conjuntos
de datos, para poder entender si uno de los dos algoritmos tiene mejor performance
que el otro.
3. Poder de generalizacio´n: Para aumentar la probabilidad de generalizacio´n de los
resultados se debe experimentar con varios conjuntos de datos o aplicaciones. Es
importante comprender las propiedades de los diversos conjuntos de datos que se
utilizan y en te´rminos generales, cuanto ma´s diversa sea la informacio´n utilizada,
mejor se podra´n generalizar los resultados.
Este trabajo ﬁnal se enfocara´ en los experimentos oﬄine que son los menos costosos
de llevar adelante y porque adema´s los datos de prueba que se utilizara´n no se probara´n
sobre un sistema recomendador que este´ en l´ınea.
4.2. Experimentos oﬄine
Un experimento oﬄine es evaluado utilizando un conjunto de datos de usuarios que
eligen o evalu´an a trave´s de un puntaje a los ı´tems. Utilizando estos datos se intenta
simular el comportamiento de los usuarios que interactu´an con el SR. Este tipo de expe-
rimentos son atractivos porque no requieren de interaccio´n real con los usuarios, y esto
permite poder comparar una amplia variedad de algoritmos candidatos a muy bajo costo.
La desventaja de los experimentos oﬄine es que pueden responder a un conjunto muy
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limitado de preguntas, generalmente preguntas sobre el poder de prediccio´n de un algorit-
mo. Por lo que el objetivo de los experimentos oﬄine es ﬁltrar los enfoques inapropiados,
dejando un conjunto relativamente pequen˜o de algoritmos candidatos para ser evaluados
por los estudios de usuarios ma´s costosos o los experimentos online. Un ejemplo t´ıpico
de este proceso es cuando los para´metros de los algoritmos se ajustan en un experimento
oﬄine, y luego el algoritmo con los mejores para´metros continu´a a la siguiente fase.
Como el objetivo de la evaluacio´n oﬄine es ﬁltrar algoritmos, es importante asegurar
que no haya ningu´n sesgo en las distribuciones de usuarios, ı´tems y evaluaciones selec-
cionadas. Por ejemplo, si se excluyeran los ı´tems o usuarios con pocas evaluaciones para
reducir los costos de experimentacio´n esto introducira´ un sesgo sistema´tico en los da-
tos. Si es necesario, el muestreo aleatorio de usuarios y art´ıculos puede ser un me´todo
preferible para reducir los datos, aunque esto tambie´n puede introducir otros sesgos en
el experimento, por ejemplo, esto podr´ıa favorecer a los algoritmos que funcionan mejor
con datos dispersos. En ocasiones, los sesgos conocidos en los datos pueden corregirse
mediante te´cnicas tales como volver a ponderar los datos, pero corregir los sesgos en los
datos suele ser dif´ıcil. Otra fuente de sesgo puede ser la recoleccio´n de datos en s´ı misma.
Por ejemplo, es ma´s probable que los usuarios caliﬁquen los ı´tems sobre los que tienen
opiniones fuertes, y algunos usuarios pueden proporcionar muchas ma´s caliﬁcaciones que
otros. Por lo tanto, el conjunto de ı´tems puede estar sesgado por las propias caliﬁcaciones.
Una vez ma´s, las te´cnicas como el remuestreo o la reponderacio´n de los datos de prueba
pueden usarse para intentar corregir dichos sesgos.
4.3. Me´tricas de evaluacio´n
Una vez deﬁnidas las propiedades relevantes para el SR de acuerdo a su contexto de
aplicacio´n, se pueden disen˜ar o modiﬁcar algoritmos que mejoren estas propiedades. Y al
mejorar una propiedad se puede llegar a reducir la calidad de otra propiedad, e incluso
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se puede afectar el rendimiento general del sistema. Por lo que se tienen que ejecutar
experimentos adicionales o consultar las opiniones de los expertos de dominio.
Las me´tricas de precisio´n son las ma´s utilizadas y pueden ser evaluadas con un ana´lisis
oﬄine de los datos porque medirlas es t´ıpicamente independiente a la interfaz del usuario.
En la base de la gran mayor´ıa de e´stos sistemas se encuentra un motor de prediccio´n,
y este motor puede predecir las opiniones de los usuarios sobre los ı´tems, por ejemplo,
caliﬁcaciones de pel´ıculas o la probabilidad de uso. Una suposicio´n ba´sica en un SR es
que el usuario preferira´ un sistema que proporcione predicciones ma´s precisas. Y por e´sta
razo´n, se necesitan aplicar diferentes me´tricas en los algoritmos recomendadores para
obtener los que brinden mejores predicciones.
A continuacio´n se describira´n me´tricas de precisio´n predictiva que evalu´an la precisio´n
del sistema comparando las caliﬁcaciones nume´ricas de las recomendaciones obtenidas.
El SR genera predicciones de caliﬁcaciones rˆu,i para un conjunto de datos de prueba τ
que contiene N = |τ | pares de usuario-´ıtem (u, i) donde las verdaderas caliﬁcaciones ru,i
se conocen. Generalmente, los ru,i se conocen porque se obtuvieron mediante un estudio
de usuario, un experimento online u oﬄine. E´stas me´tricas, tambie´n conocidas como
me´tricas de error, permiten la evaluacio´n de la calidad de la prediccio´n nume´rica y so´lo
se puede realizar con ı´tems que hayan sido puntuados. Adema´s, son utilizadas so´lo para
conjuntos de datos que no sean binarios, ya que miden que tan cercana es la prediccio´n
rˆu,i al puntaje nume´rico real expresado por el usuario ru,i.
4.3.1. MSE
El Error Cuadra´tico Medio (MSE, por sus siglas en ingle´s) adoptado en [65], es una






(rˆu,i − ru,i)2 (4.1)
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MSE es muy fa´cil de computar, pero tiende a exagerar los efectos de posibles valores
ano´malos en las caliﬁcaciones.
4.3.2. RMSE
La Ra´ız del Error Cuadra´tico Medio (RMSE, por sus siglas en ingle´s) usada en [66],







(rˆu,i − ru,i)2 (4.2)
donde la ra´ız cuadrada dada por MSE es la misma dimensio´n que para el valor pre-
dicho. Como MSE, RMSE eleva al cuadrado el error antes de sumarlo y sufre del mismo
problema de outliers [9]. RMSE es la me´trica ma´s popular para evaluar la precisio´n de
las caliﬁcaciones predichas.
4.3.3. MAE
El Error Absoluto Medio MAE (MAE, por sus siglas en ingle´s) es una me´trica
comu´nmente utilizada entre caliﬁcaciones y predicciones. MAE es una medida de desvia-
cio´n de las recomendaciones a partir de valores verdaderos especiﬁcados por el usuario.
Para obtener MAE, primero se suman los errores absolutos de los N pares de caliﬁcaciones
reales y sus predicciones, y luego, se calcula el promedio de esa suma. A valor ma´s pe-







|rˆu,i − ru,i| (4.3)
MAE es la me´trica ma´s utilizada porque es de fa´cil implementacio´n y directa inter-
pretacio´n [16].
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4.3.4. MAE Normalizado
El Error Medio Absoluto Normalizado [67]. Esta´ dado por:
NMAE =
MAE
r¯max − r¯min (4.4)
El valor de la me´trica MAE da valores en un rango de 0 a ∞, y e´ste valor superior
dependera´ del rango de valores de las caliﬁcaciones, por ejemplo de 1 a 5 estrellas o una
valoracio´n del 1 al 10, tendra´n diferentes rangos de valor. Para que este valor este´ en
un rango entre 0 y 1 se puede calcular el MAE Normalizado, donde rmax es el ma´ximo
puntaje posible y rmin es el mı´nimo puntaje posible.
Esta me´trica, a diferencia de MSE, es menos sensible a outliers. Sin embargo, MAE
no es siempre la mejor opcio´n. Tanto MAE como me´tricas relacionadas pueden ser menos
signiﬁcativas para tareas como Finding Good Items y las recomendaciones top-N , donde
una lista de N ı´tems con puntajes es retornada por el usuario. Por lo tanto, la precisio´n
de los otros art´ıculos, en los cuales el usuario no tendra´ intere´s, no es importante [16]. La
recomendacio´n top-N es frecuentemente utilizada por los servicios de e-commerce donde
el espacio disponible en la interfaz gra´ﬁca para listar recomendaciones es limitada y los
usuarios so´lo pueden ver los N ı´tems ma´s evaluados. As´ı, MAE y todas las me´tricas de
error en general, no son signiﬁcativas para tareas de ordenamiento de ı´tems.
4.3.5. FCP
La Fraccio´n de Pares Concordantes (FCP, por sus siglas en ingle´s) es una me´trica de
calidad deﬁnida por Koren et al. [22] que se utiliza para medir la proporcio´n de ı´tems
que fueron correctamente clasiﬁcados por el algoritmo recomendador. Esta me´trica evalu´a
que si un usuario u para el ı´tem i evaluo´ con mayor puntaje al ı´tem j, es decir ru,i > ru,j
entonces esta tendencia debera´ mantenerse en los resultados de las predicciones de los
algoritmos recomendadores evaluados. E´sta me´trica controla que tan bien un recomenda-
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dor predice correctamente los intereses de los usuarios, es decir co´mo el predictor ordena
los puntajes de los ı´tems respetando el orden de los puntajes reales del usuario.
El nu´mero de pares concordantes para un usuario u calcula la cantidad de pares de
caliﬁcaciones que fueron correctamente ordenadas por una prediccio´n rˆu de la siguiente
manera:
nuc = |{(i, j)|rˆu,i > rˆu,j y ru,i > ru,j}| (4.5)
De manera similar se calculan la cantidad de pares discordantes del usuario nud :
nud = |{(i, j)|rˆu,i ≥ rˆu,j y ru,i < ru,j}| (4.6)
Sumando sobre todos los usuarios se deﬁnen nc =
P
u
nuc y nd =
P
u
nud . Finalmente la





4.4. Comparacio´n y discusio´n de me´tricas
En la seccio´n 4.3 se deﬁnieron me´tricas de error y la me´trica de calidad FCP para
evaluar los sistemas recomendadores. En e´sta seccio´n se comparara´n los valores de las
me´tricas de error ma´s utilizadas, MAE y RMSE, y se constratara´n con la me´trica de
calidad FCP para poder comprender co´mo se calculan y co´mo se evalu´an.
Tanto MAE como RMSE calculan el error promedio de las predicciones de un algo-
ritmo. Ambas me´tricas tienen un rango de valores de 0 a ∞. MAE, como se observa en
la ecuacio´n 4.3, calcula el valor absoluto de la diferencia entre el valor real y predicho
mientras que RMSE, como se observa en la ecuacio´n 4.2, eleva la diferencia al cuadrado,
por lo que son indiferentes al signo de la diferencia entre la prediccio´n y el valor real.
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Ejemplo 1: Sea el puntaje real r = 6 y la prediccio´n rˆ = 4 con un error de prediccio´n
de 2 puntos menos, MAE calculara´ el error de prediccio´n para estos valores:
|4− 6| = | − 2| = 2
mientras que para RMSE el error de prediccio´n se calculara´:
(4− 6)2 = (−2)2 = 4.
En cambio si la prediccio´n hubiera sido rˆ = 8, es decir que el predictor obtuvo un puntaje
con 2 valores ma´s grande al puntaje al real, MAE se calculara´:
|8− 6| = |2| = 2
y RMSE sera´:
(8− 6)2 = (2)2 = 4,
por lo que se obtendra´ el mismo valor para cada una de las me´tricas siendo indiferente si
la prediccio´n era ma´s grande o ma´s chica que el valor real.
Una diferencia entre MAE y RMSE es que en e´sta u´ltima los errores son elevados al
cuadrado antes de ser promediados, e´sta me´trica da pesos relativamente altos a errores
muy grandes. Esto signiﬁca que RMSE sera´ ma´s u´til cuando los errores grandes no son
particularmente deseados. Mientras que en MAE todas las diferencias individualmente
tienen el mismo peso.
Ejemplo 2: Sea un usuario u cuyas predicciones reales para un conjunto de 4 ı´tems
se conocen y un algoritmo de recomendacio´n obtuvo los puntajes para esos ı´tems. La
siguiente tabla de ejemplo muestra para cada ı´tem los errores de prediccio´n:
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item error |error| error2
1 2 2 4
2 2 2 4
3 4 4 16
4 8 8 64
Tabla 4.1: Ejemplo para calcular MAE y RMSE

















Se puede observar que RMSE da un valor superior a MAE porque RMSE le da un
peso superior a los errores ma´s grandes.
Ejemplo 3: Dada la siguiente tabla de ejemplo de prueba 4.2 con puntajes otorgados
por usuarios a ı´tems y las predicciones obtenidas con un recomendador se mostrara´ como
calcular FCP.
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usuario ı´tem caliﬁcacio´n prediccio´n |error| error2
1 1 2 4 2 4
1 2 4 5 1 1
2 3 1 3 2 4
2 4 3 5 2 4
Tabla 4.2: Ejemplo de matriz de puntajes para evaluar la me´trica FCP
Para poder calcular la me´trica primero se debe contabilizar los pares concordantes nuc
y discordantes nud para cada uno de los usuarios.
El usuario 1 evaluo´ a los ı´tems 1 y 2 por lo que se deben evaluar los pares (1, 2) y
(2, 1).
par (1, 2):
• ¿Es concordante? Utilizando la fo´rmula 4.5
¿(2 > 4) y (4 > 5) ? No → n1c = 0
• ¿Es disconcordante? Utilizando la fo´rmula 4.6
¿(2 < 4) y (4 ≥ 5) ? No → n1d = 0
par (2, 1):
• ¿Es concordante? Utilizando la fo´rmula 4.5
¿(4 > 2) y (5 > 4) ? Si → n1c = 1
• ¿Es disconcordante? Utilizando la fo´rmula 4.6
¿ (4 < 2) y (5 ≥ 4) ? No → n1d = 0
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Entonces para el usuario 1 la cantidad de pares concordantes y discordantes es la
siguiente:
n1c = 1 y n
1
d = 0
Por otro lado, el usuario 2 evaluo´ a los ı´tems 3 y 4 por lo que se deben evaluar los
pares (3, 4) y (4, 3).
par (3, 4):
• ¿Es concordante? Utilizando la fo´rmula 4.5
¿(1 > 3) y (3 > 5) ? No → n2c = 0
• ¿Es disconcordante? Utilizando la fo´rmula 4.6
¿(1 < 3) y (3 ≥ 5) ? No → n2d = 0
par (4, 3):
• ¿Es concordante? Utilizando la fo´rmula 4.5
¿(3 > 1) y (5 > 3) ? Si → n2c = 1
• ¿Es disconcordante? Utilizando la fo´rmula 4.6
¿(3 < 1) y (5 ≥ 3) ? No → n2d = 0
Entonces para el usuario 2 la cantidad de pares disconcordantes y concordantes es:
n2c = 1 y n
2
d = 0
Sumando para todos los usuarios:
nc = n1c + n
2
c = 1 + 1 = 2 y n
d = n1d + n
2
d = 0
Finalmente, FCP se calcula de acuerdo a la ecuacio´n 4.7 de la siguiente manera:





El ma´ximo valor posible que puede devolver esta me´trica de calidad es 1. Esto quiere
decir que el predictor mantiene el orden de todas las caliﬁcaciones segu´n los intereses de
los usuarios. Sin embargo, se puede observar en la tabla 4.2 que las predicciones para
cada uno de los ı´tems no fueron precisas ya que en la mayor´ıa de los casos el algoritmo
predice con una diferencia de 2 puntos con respecto al puntaje real.
Este error de prediccio´n se puede observar calculando las me´tricas MAE y RMSE de

















As´ı tambie´n se observa que como la varianza de la distribucio´n de los errores es
pequen˜a RMSE da un valor muy cercano a MAE. En este ejemplo se muestra que si un
recomendador tiene un FCP muy alto no signiﬁca que no tenga errores en las predicciones.
Que´ me´trica interesara´ observar dependera´ de cual sea nuestro intere´s respecto a
los errores de prediccio´n. Si interesa minimizar los errores de prediccio´n, alcanzar´ıa con
evaluar MAE. Si interesa que no se obtengan errores de prediccio´n muy grandes se deber´ıa
utilizar RMSE. Y si interesa que se mantenga un orden en las caliﬁcaciones de los usuarios,
sin que importe tanto la prediccio´n exacta de la caliﬁcacio´n, se deber´ıa utilizar FCP. Por
otro lado, cabe destacar que e´stas me´tricas se utilizan para evaluar y comparar diferentes
recomendadores y elegir el que mejor se ajuste de acuerdo a las me´tricas que se interesen
observar.
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4.5. Evaluacio´n de los Sistemas Recomendadores apli-
cados en Educacio´n
La evaluacio´n de los SR aplicados en Educacio´n se lleva a cabo principalmente en
forma de experimentos oﬄine como as´ı tambie´n a trave´s de la realizacio´n de estudios
de usuarios controlados. En lo que respecta a los experimentos oﬄine, en su mayor´ıa
siguen el enfoque t´ıpico de pruebas mostradas en las secciones anteriores. Drachshler
et al. [1], Sicilia et al. [52] y Verbert et al. [36] adoptan y muestran estos enfoques
utilizando conjuntos de datos de aplicaciones y entornos educativos. Por su lado, los
estudios de usuarios controlados son muy valiosos y muy utilizados en entornos educativos
[1]. Este tipo de experimentos tambie´n pueden contribuir a evaluar aspectos tecnolo´gicos
espec´ıﬁcos del sistema, adema´s de las evidencias emp´ıricas de los aspectos psicolo´gicos y
pedago´gicos que pueden recopilarse mediante estos estudios de usuarios controlados.
En educacio´n para evaluar los SR impulsados por la pedagog´ıa tanto para el apren-
dizaje formal y no formal, no hay disponibles conjuntos de datos ni procedimientos de
evaluacio´n estandarizados. Adema´s, centrarse u´nicamente en las me´tricas de evaluacio´n
de los SR sin tener en cuenta las necesidades reales y las caracter´ısticas de los alumnos
y los docentes es cuestionable. Por lo tanto, se necesitan ma´s procedimientos de eva-
luacio´n que complementen los enfoques de evaluacio´n te´cnica. Por ejemplo, los alumnos
solo se beneﬁcian de los sistemas compatibles y mejorados de AMT cuando hacen que el
aprendizaje sea ma´s efectivo, eﬁciente y / o ma´s atractivo [3] [68].
Segu´n Manouselis et al. [3], las medidas comunes para evaluar el e´xito de tales sistemas
en entornos educativos incluyen: la eﬁcacia, la eﬁciencia, la satisfaccio´n y la tasa de
abandono. La efectividad es un signo de la cantidad total de contenidos completados,
visitados o estudiados durante una fase de aprendizaje. La eﬁciencia indica el tiempo
que los estudiantes necesitan para alcanzar su meta de aprendizaje, que se relaciona con
la variable de efectividad contando el tiempo de estudio real. La satisfaccio´n reﬂeja la
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satisfaccio´n individual de los alumnos con las recomendaciones dadas, y e´sta se puede
relacionar con la motivacio´n de un alumno y, por lo tanto, es una medida importante
para el aprendizaje. Mientras que la tasa de abandono reﬂeja el nu´mero de estudiantes
que abandonan durante la fase de aprendizaje.
En lo que respecta a las redes de aprendizaje, los me´todos y me´tricas que se originan
en el Ana´lisis de redes sociales (SNA) [58], tambie´n se podr´ıan contrastar para medir el
e´xito de los recomendadores de AMT. SNA ofrece varias ideas sobre los diferentes roles
que los alumnos pueden tener en una red de aprendizaje. Las medidas t´ıpicas de SNA son
variedad, centralidad, proximidad y cohesio´n. La variedad mide el nivel de emergencia en
una red de aprendizaje a trave´s de la combinacio´n de caminos de aprendizaje individuales
con las rutas de aprendizaje ma´s exitosas. La centralidad es un indicador de la conecti-
vidad de un alumno en una red de aprendizaje. Cuenta el nu´mero de v´ınculos con otros
estudiantes en la red. La cercan´ıa mide el grado en que un alumno esta´ cerca de todos los
dema´s alumnos en una red. Representa la capacidad de acceder a la informacio´n directa o
indirectamente a trave´s de la conexio´n a otros miembros de la red. La cohesio´n, por otro
lado, indica que´ tan fuertemente los estudiantes esta´n directamente conectados entre s´ı
por enlaces cohesivos. Se pueden identiﬁcar grupos de pares de alumnos si cada alumno
esta´ directamente vinculado a cada uno de los otros aprendices en la red de aprendizaje.
Drachsler et al. [1] siguieron este enfoque mediante el uso de simulaciones para evaluar
el impacto de un SR en las redes de aprendizaje informal.
Sintetizar todos los componentes en un marco de evaluacio´n general tiene varias di-
ﬁcultades metodolo´gicas y pra´cticas. Como una gu´ıa general, sin embargo, los marcos
cla´sicos de evaluacio´n de la comunidad educativa podr´ıan adoptarse y ser adaptado al
contexto de los SR. El modelo de Kirckpatrick [69] mide el e´xito de una prueba utilizando
cuatro capas de evaluacio´n diferentes, y esto podr´ıa utilizarse para evaluar el e´xito de un
SR en un contexto AMT:
Reaccio´n del usuario: lo que ellos pensaron y sintieron (“¿Disfrute´ las recomenda-
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ciones que recib´ı?”);
Aprendizaje: el aumento resultante en la obtencio´n de nuevos conocimientos o ca-
pacidades
(“¿Aprend´ı lo que necesitaba y obtuve algunas ideas nuevas con la ayuda del reco-
mendador?”);
Comportamiento: medida de co´mo se puede implementar/aplicar el conocimiento y
la capacidad adquirida en la vida real
(“¿Usare´ la informacio´n e ideas nuevas que me recomendaron?”);
Resultados: los efectos sobre el rendimiento del usuario en el entorno de aprendizaje
o trabajo
(“¿Las ideas y la informacio´n que me recomendaron mejoran mi efectividad y re-
sultados?”).
Por lo tanto, la deﬁnicio´n de un marco de evaluacio´n general en el a´mbito educativo
podr´ıa incluir:
Un ana´lisis detallado de los me´todos de evaluacio´n y las herramientas que se pueden
emplear para evaluar las te´cnicas de recomendacio´n en educacio´n contra un conjunto
de criterios que se deﬁnira´n para cada uno de los componentes seleccionados (por
ejemplo, modelo de usuario, modelo de dominio, estrategia de recomendacio´n y
algoritmo). Para el ejemplo presentado de las dimensiones de Kirckpatrick, esto
incluir´ıa una identiﬁcacio´n de los me´todos de evaluacio´n que podr´ıan emplearse
para medir el efecto del recomendador en un contexto de ensen˜anza y aprendizaje
en particular.
La especiﬁcacio´n de me´tricas, indicadores de evaluacio´n para medir el e´xito de cada
componente (por ejemplo, evaluar la precisio´n del algoritmo de recomendacio´n,
evaluar la cobertura del modelo de dominio).
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La elaboracio´n de una serie de me´todos e instrumentos que pueden emplearse con
el ﬁn de recopilar datos de evaluacio´n de partes interesadas involucradas, expl´ıcita
o impl´ıcitamente, para medir la satisfaccio´n tanto de docentes y alumnos, y para
poder evaluar el impacto de incorporar un recomendador en el a´mbito educativo.
Cap´ıtulo 5
Trabajo Experimental
5.1. Conﬁguracio´n del experimento
En el a´mbito de los Sistemas Recomendadores aplicados al comercio electro´nico distin-
tos conjuntos de datos con caracter´ısticas espec´ıﬁcas esta´n disponibles, como por ejemplo
el de MovieLens de pel´ıculas, el de Book-Crossing de libros, y el de Jester de mu´sica.
Estos datasets son usados comu´nmente como benchmark para evaluar nuevos algoritmos
de recomendacio´n. En el a´rea educativa los datos de prueba que generalmente se utilizan
son los que participaron del primer dataTEL challenge realizado en 2010 [59], donde es-
tos datos educativos capturaban interacciones de estudiantes con herramientas y recursos
educativos. Es importante destacar que mucho de los datasets pertenec´ıan a proyectos
que ya han ﬁnalizado y muchos de ellos no se encuentran fa´cilmente o no esta´n disponibles
pu´blicamente para su descarga.
Para evaluar los distintos algoritmos de recomendacio´n se consiguieron tres datasets:
el de MACE [60] y el de Travel Well [61] que formaron parte del dataTEL challenge
mencionado anteriormente, y el de Open University recolectado por Kuzilek et al. [70]
que se describen a continuacio´n:
60
CAPI´TULO 5. TRABAJO EXPERIMENTAL 61
MACE
Este dataset pertenece al proyecto MACE que estuvo en servicio desde septiembre
de 2006 hasta septiembre de 2009. En el proyecto se creo´ una plataforma virtual
de aprendizaje informal que vinculaba diferentes repositorios de toda Europa pa-
ra proporcionar acceso a los recursos de aprendizaje a trave´s de metadatos del
dominio. Los estudiantes pod´ıan buscar, agregar competencias, agregar etiquetas
descriptivas, mirar los metadatos, mirar el contenido y evaluar los recursos que
fueran apropiados para su contexto. En su per´ıodo de actividad, 1148 usuarios se
registraron en el portal, donde se ofrec´ıan alrededor de 150.000 recursos, y donde
12.500 de e´stos llegaron a ser accedidos por usuarios registrados. El dataset dispone
informacio´n de 628 usuarios, 12.367 recursos de aprendizaje y 117.878 interaccio-
nes entre usuarios e ı´tems. Las interacciones se dividen en: addCompetence (si el
usuario agrego´ una competencia), getMetadataForContent (si el usuario accedio´ a
la metadata del recurso), goToPage (si accedio´ al contenido del recurso), addTag
(si el usuario agrego´ una etiqueta descriptiva al recurso) y rate (si el usuario evaluo´
o no a un recurso). En la ﬁgura 5.1 se observa la distribucio´n de eventos, se observa
que el evento goToPage representa casi un 8% y el evento rate no llega al 1%, por
lo que casi no se disponen de caliﬁcaciones.
CAPI´TULO 5. TRABAJO EXPERIMENTAL 62
Figura 5.1: Dataset de MACE. Distribucio´n de los eventos
Travel Well
Este dataset se recopilo´ del portal Travel Well que recomendaba Recursos Educati-
vos Abiertos de 20 proveedores de contenido en Europa y otros lugares. La mayor´ıa
de los usuarios registrados eran profesores de primaria y secundaria de pa´ıses eu-
ropeos. Este conjunto de datos contiene datos de la fase piloto que se llevo´ a cabo
durante el proyecto MELT. Estos datos se recopilaron desde agosto de 2008 hasta
febrero de 2009 con 98 usuarios. Los usuarios pod´ıan caliﬁcar los recursos en una
escala de 1 a 5 y agregar etiquetas a los recursos. En total, se registraron 16.353
actividades de usuarios en 1.923 recursos. El conjunto de datos contiene informa-
cio´n de 75 usuarios, 1.608 ı´tems y 2.156 caliﬁcaciones. Adema´s de los usuarios se
conoce el pa´ıs de origen, la lengua materna y los idiomas hablados. Adema´s, de
cada ı´tem se tienen metadatos sobre el origen del mismo y su idioma. En la ﬁgura
5.2 se observa la distribucio´n de caliﬁcaciones para este dataset.
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Figura 5.2: Dataset de Travel Well. Distribucio´n de caliﬁcaciones
Open University Learning Analytics
Este dataset contiene informacio´n de alumnos de la Open University (OU), una
universidad pu´blica que se encuentra en Reino Unido y que brinda cursos a distan-
cia. Kuzilek et al. [70] recolectaron del EVEA de la OU informacio´n entre los an˜os
2013 y 2014 sobre 22 cursos, 26.074 alumnos, resultados de evaluaciones y las inter-
acciones con 6.268 recursos educativos a trave´s de un resumen diario de los clicks
realizados por los alumnos (10.655.280 interacciones). A su vez, de los alumnos se
conoce su edad, sexo, de que regio´n son, u´ltimo nivel de educacio´n obtenido, en que´
cursos esta´n inscriptos, cantidad de veces que el alumno se anoto´ a un mismo curso,
si aprobaron o no, y si posee una capacidad diferente. Mientras que de cada recurso
adema´s se conoce su tipo de actividad (recurso, pa´gina web, etc). Este dataset se
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MACE Travel Well Open University
# Usuarios 628 75 26,074
# I´tems 12,367 1,608 6,268
# Interacciones 117,878 2,156 10,655,280
Caliﬁcaciones Si Si No
(si realizo´ el evento rate)
Eventos addCompetence, No sum clicks
getMetadataForContent,
goToPage, addTag, rate
Tabla 5.1: Resumen de los datasets a utilizar
encuentra disponible bajo licencia Creative Commons BY 4.0.
En la tabla 5.1 se muestra un resumen de los datos de prueba que se utilizara´n.
Los algoritmos presentados en la seccio´n 2.3 requieren caliﬁcaciones nume´ricas para
poder obtener las recomendaciones y con el objetivo de poder comparar estos diferentes
enfoques se procesara´n los datasets que tienen eventos para transformarlos en una misma
valoracio´n nume´rica.
Para los datos de MACE se tendra´n en cuenta los eventos “rate” o “goToPage”,
quedando un dataset de 9629 eventos, 566 alumnos y 5053 ı´tems. Si el usuario realizo´
el evento “rate” se pondra´ como puntaje esa misma valoracio´n, el rango de puntajes es
de 1 al 10, y si el usuario no realizo´ este evento se considerara´ el evento “goToPage”
que signiﬁca que el usuario abrio´ el recurso. Si el usuario realizo´ este evento ma´s de dos
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veces se pondra´ caliﬁcacio´n 4 y si en cambio lo vio una sola vez el puntaje sera´ 2. Para el
dataset de Open University se dispone la suma de clicks que los usuarios realizaron sobre
cada uno de los ı´tems que se transformara´n en puntajes del 1 al 3. Si el usuario hizo ma´s
de 3 clicks sobre un recurso el puntaje sera´ 3, si realizo´ 2 clicks el puntaje sera´ 2, y si
realizo´ un solo click el puntaje sera´ 1.
Se probara´n las siguientes te´cnicas de recomendacio´n: Filtrado Colaborativo basado en
el enfoque de vecinos ma´s pro´ximos usuario-usuario e ı´tem-´ıtem, utilizando el algoritmo
que utiliza un baseline y la variante que utiliza el puntaje promedio ambos descriptos
en la seccio´n 2.3.1; y por otro lado se probara´ tambie´n el enfoque de factorizacio´n de
matrices SVD descripto en la seccio´n 2.3.2.
La metodolog´ıa de evaluacio´n para los algoritmos a utilizar aplica validacio´n cruzada
10-fold. Este proceso de evaluacio´n se repitio´ 50 veces para obtener una muestra signiﬁca-
tiva sobre la cual se promedian los resultados. Los me´todos kNN reciben como para´metro
la cantidad de vecinos a considerar donde el taman˜o del vecindario tiene un impacto
signiﬁcativo en la calidad de la prediccio´n [16], por lo que previamente se debera´ calcular
el taman˜o k de vecinos o´ptimo para cada uno de los datos de prueba. Finalmente, para
evaluar las predicciones de los algoritmos de recomendacio´n elegidos se calcularon las
me´tricas de error RMSE y MAE y la me´trica de calidad FCP que mide la proporcio´n de
pares de ı´tems bien clasiﬁcados vistas en la seccio´n 4.3.
5.2. Resultados
Para encontrar la cantidad de vecinos para cada uno de los datasets de prueba se
calculo´ el error RMSE visto en la seccio´n 4.3 para diferentes nu´meros de vecinos en los
distintos algoritmos, donde el error decrece a medida que la cantidad de vecinos crece.
Se elige el nu´mero de vecinos o´ptimo a partir del k donde el error empieza a decrecer
lentamente [16].
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Para el dataset de MACE se utilizara´ un taman˜o de vecindad k = 10, para Travel
Well k = 15 y para Open University k = 20. En la ﬁgura 5.3 se puede observar como
el error decrece lentamente a partir del k elegido para todos los algoritmos y adema´s
se observa como este error da menor valor para el algoritmo basado en el enfoque kNN
Baseline ı´tem-´ıtem.
Figura 5.3: Dataset de Travel Well. Inﬂuencia del taman˜o de vecindad
Los resultados de las 50 ejecuciones de la validacio´n cruzada para cada algoritmo y
cada me´trica utilizando los diferentes datasets educativos se muestran en la tabla 5.2. De
cada me´trica se observa los resultados y las desviaciones esta´ndar obtenidas, los mejores
resultados esta´n resaltados en negrita. A diferencia de las me´tricas de error RMSE y
MAE, el valor de FCP es mejor cuanto ma´s alto es, porque mide una proporcio´n.
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Tabla 5.2: Resultados obtenidos para los distintos conjuntos de datos
Algoritmo Me´trica Dataset
MACE Travel Well Open University
kNN Baseline
ı´tem-´ıtem
FCP 0,896± 0,013 0,451± 0,16 0,551± 0,002
MAE 0,465± 0,008 0,601± 0,094 0,772± 0,002
RMSE 0,623± 0,01 0,814± 0,122 0,915± 0,002
kNN Baseline
usuario-usuario
FCP 0,919± 0,026 0,463± 0,143 0,544± 0,003
MAE 0,121± 0,006 0,59± 0,105 0,743± 0,003
RMSE 0,283± 0,018 0,824± 0,142 0,908± 0,004
kNN Means
ı´tem-´ıtem
FCP 0,905± 0,008 0,47± 0,152 0,564± 0,003
MAE 0,303± 0,008 0,555± 0,105 0,733± 0,001
RMSE 0,499± 0,015 0,843± 0,138 0,898± 0,002
kNN Means
usuario-usuario
FCP 0,922± 0,021 0,445± 0,152 0,551± 0,004
MAE 0,136± 0,006 0,582± 0,107 0,765± 0,003
RMSE 0,301± 0,018 0,86± 0,14 0,944± 0,004
SVD
FCP 0,944± 0,031 0,46± 0,136 0,556± 0,002
MAE 0,148± 0,004 0,603± 0,098 0,741± 0,002
RMSE 0,269± 0,012 0,808± 0,129 0,839± 0,002
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Para el dataset Travel Well, el algoritmo SVD obtuvo un menor error RMSE seguido
por el me´todo kNN Baseline ı´tem-´ıtem. El error MAE dio´ un valor menor para kNN
Means ı´tem-´ıtem seguido por kNN Means usuario-usuario. Mientras que la me´trica FCP
fue ma´s alta para kNN Means ı´tem-´ıtem seguido por kNN Baseline usuario-usuario.
En el dataset MACE, el algoritmo SVD tiene menor error RMSE y luego le sigue el
me´todo kNN Baseline usuario-usuario. Para el error MAE los enfoques usuario-usuario
arrojan valores muy similares. Mientras que la me´trica FCP tiene mejor resultado para
SVD seguido por kNN Baseline usuario-usuario con un valor similar.
Por u´ltimo para el dataset de Open University, el error RMSE es mejor para SVD y
luego le sigue el algoritmo kNN Means ı´tem-´ıtem. Con el error MAE, kNN Means ı´tem-
ı´tem ofrecio´ mejores resultados seguido por SVD. Mientras que kNN Means ı´tem-´ıtem
arrojo´ mejores resultados en la me´trica FCP seguido por SVD.
Es posible observar que el algoritmo SVD obtiene mejores resultados para la me´trica
RMSE, esto se debe a que el algoritmo intenta justamente minimizar este error a la hora
de generar el modelo de prediccio´n. Es de esperarse que presente mejores resultados para
esta me´trica.
Los enfoques ı´tem-´ıtem y las te´cnicas de descomposicio´n de matrices otorgan mejores
resultados en las pruebas llevadas a cabo. Estos resultados son tambie´n de esperarse
porque los enfoques ı´tem-´ıtem tienen una mejor escalabilidad y precisio´n que los enfoques
usuario-usuario.
Los enfoques usuario-usuario arrojaron mejores resultados para MACE. Este dataset
originalmente esta´ basado en eventos y no principalmente por caliﬁcaciones. La cantidad
de eventos promedio por usuarios de este dataset es de 17 eventos por usuario, mientras
que la cantidad de eventos promedio por ı´tem es aproximadamente 2 eventos por ı´tem.
En la ﬁgura 5.4 se muestra la cantidad de eventos realizados por los usuarios, y se puede
observar que ma´s de la mitad de los usuarios tienen ma´s de 5 eventos realizados, con
una mediana de 7 eventos por usuario. Por lo que se dispone de ma´s informacio´n a nivel
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usuarios con respecto a la informacio´n a nivel de los ı´tems. Por esta razo´n los enfoques
basados en usuario-usuario otorgan mejores resultados en este contexto.
Figura 5.4: Dataset de MACE. Cantidad de eventos realizados por los usuarios
Cap´ıtulo 6
Conclusiones y l´ıneas de trabajo
futuro
En este trabajo ﬁnal integrador se analizaron diferentes te´cnicas de recomendacio´n y
se estudio´ su aplicabilidad en el a´mbito educativo. As´ı tambie´n se presenta un resumen de
las me´tricas usualmente utilizadas para medir la performance de e´stos sistemas y cua´les
son las variantes o nuevas me´tricas a tener en cuenta cuando se aplican e´stos sistemas
en educacio´n. En el trabajo experimental se utilizaron diferentes conjuntos de datos de
prueba abordados en la literatura de los SRE y se compararon los resultados obtenidos
con distintos algoritmos de recomendacio´n basados en la te´cnica de FC.
El presente trabajo se enmarca en una l´ınea de investigacio´n cuyo punto central trata
sobre el estudio, disen˜o y desarrollo de nuevas te´cnicas adaptativas, pertenecientes al a´rea
de la Anal´ıtica del Aprendizaje, que contribuyan en la toma de decisiones. El e´nfasis esta´
puesto en la construccio´n de un SR inteligente con capacidad para asistir en a´mbitos
educativos.
Los SR aplicados en Educacio´n permiten que los alumnos puedan encontrar materiales
que se ajusten a sus necesidades y preferencias, y que los materiales recomendados se
adapten a los objetivos pedago´gicos de los docentes. Para poder mejorar la calidad de las
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recomendaciones, es fundamental contar con la mayor cantidad de informacio´n posible
para poder modelar a los usuarios que intervienen y a los contenidos.
Dentro de esta l´ınea de investigacio´n, inicialmente se estudio´ como modelar los perﬁ-
les de los alumnos de la Facultad de Informa´tica de la UNLP. Por medio de te´cnicas de
aprendizaje automa´tico, procesamiento de lenguaje natural y te´cnicas de visualizacio´n de
datos masivos se construyeron modelos para caracterizar a los alumnos y descubrir facto-
res latentes impl´ıcitos utilizando su informacio´n acade´mica y sus intereses e interacciones
en las redes sociales [71] [72] [15].
A partir del trabajo experimental realizado en el presente trabajo se pudo mostrar
como los enfoques de Filtrado Colaborativo ofrecen buenos resultados utilizando mate-
riales educativos valorados por los usuarios. Las te´cnicas basadas en el enfoque ı´tem-´ıtem
de modelos de vecindad son uno de los algoritmos de recomendacio´n ma´s utilizados por
su simpleza y eﬁcacia, los cuales se pueden adaptar adecuadamente dentro de un a´mbito
educativo. Sin embargo, es importante tener en cuenta que los experimentos presentados
sirven solo como un primer paso hacia la comprensio´n y la especializacio´n apropiada para
la recomendacio´n en este dominio [36]. Este estudio debe complementarse con experi-
mentos que tengan en cuenta las necesidades y expectativas de los usuarios, sus tareas
de bu´squeda de informacio´n y co´mo los recursos recomendados pueden usarse en el con-
texto de sus actividades de aprendizaje [36] [3]. Adema´s, algunas consideraciones que se
pueden tener en cuenta al aplicar un algoritmo de recomendacio´n en el a´mbito educativo
puede implicar desde que´ me´tricas de evaluacio´n se deben utilizar hasta co´mo se puede
complementar el recomendador por medio de informacio´n provista por los docentes y/o a
partir de informacio´n adicional sobre los recursos educativos a sugerir para asegurar una
mejor experiencia a los alumnos [3] [12].
Generalmente, los enfoques h´ıbridos complementan un algoritmo de FC con otro ti-
po de te´cnicas y/o estrategias para poder potenciar sus recomendaciones de acuerdo al
dominio donde se lo quiera aplicar. Dentro del marco de investigacio´n antes mencionado,
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actualmente se esta´ trabajando en co´mo utilizar te´cnicas de procesamiento de lenguaje
natural para poder modelar los contenidos de los recursos educativos y poder mejorar
la performance de un SR. En este contexto se desarrollo´ un nuevo me´todo de recomen-
dacio´n que descubre de forma automa´tica los temas que tratan los recursos educativos
a partir de su informacio´n textual y se establecio´ una nueva medida de similitud para
poder compararlos [13] [73].
Finalmente, es importante destacar que como se discut´ıa en el cap´ıtulo 3, es im-
prescindible contar con un mayor nu´mero de datasets de prueba de recomendadores de
materiales educativos que sean de libre acceso y que cuenten con la informacio´n necesaria
para poder probar nuevas variantes y me´tricas de recomendacio´n en este a´mbito.
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