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Breve historia de la AAEP
La AAEP fue fundada en 1957 por los Dres. Juan E. Alemann, Roberto
Alemann, Julio Broide, Benjamı´n Cornejo, Aldo Ferrer, Juan J. Guaresti (h),
Carlos C. Helbling, Carlos Moyano Llerena, Julio H. G. Olivera, Federico
Pinedo, Oreste Popescu, Ovidio Schiopetto, Francisco Valsecchi y el Ing.
Francisco Garcı´a Olano.
El origen de la AAEP se remonta a sendas invitaciones cursadas por los
Dres. Adolph Jo¨hr y Louis Baudin, a mediados de la de´cada de los cincuenta,
a los Dres. Oreste Popescu y Julio H. G. Olivera. Jo¨hr y Baudin, por entonces
pertenecientes a la International Economic Association, sugirieron constituir
una asociacio´n representativa de los investigadores en “economı´a polı´tica”. La
convergencia de iniciativas de los Dres. Popescu y Olivera se cristalizo´, el 26
de setiembre de 1957, con la decisio´n de crear la AAEP. El Dr. Olivera llevo´
adelante la ejecucio´n de la fundacio´n, la que tuvo lugar formalmente el 18 de
noviembre del mismo an˜o.
La historia de la Asociacio´n puede dividirse en tres fases. Durante la
primera etapa (1957-1965) la actividad se tradujo en encuentros perio´dicos para
la discusio´n de temas especı´ficos. En 1958 se realizo´ la primera reunio´n de
ana´lisis econo´mico. Durante este perı´odo la AAEP constituyo´ varios “centros
regionales”. La segunda etapa (1966-1972) se caracterizo´ por la incorporacio´n
a la AAEP de representantes de centros e institutos de investigacio´n. A partir
de entonces, las reuniones de centros de investigacio´n econo´mica se realizaron
en el marco de la AAEP. Se inicio´ en 1968 la rotacio´n de la sede y de las
autoridades ejecutivas entre los principales centros. En 1972 tuvo lugar la
u´ltima reunio´n de la AAEP organizada sobre la base de trabajos de los centros e
institutos de investigacio´n. Desde 1973 hasta el presente la AAEP se encuentra
en su tercera etapa, con su sede permanente en la ciudad de Buenos Aires. La
AAEP es una institucio´n formada por investigadores y acade´micos en economı´a
y que interactu´a en forma directa con los mismos. El espı´ritu de una amplia
representacio´n institucional y regional ha quedado impreso en la actividad de
la AAEP y, en especial, en la pra´ctica de las Reuniones Anuales.
Desde su fundacio´n, la AAEP fue presidida por Julio H. G. Olivera
(1957/68), Benjamı´n Cornejo (1968/70), Vı´ctor J. Elı´as (1970/72 y 1978/80),
Miguel E. Martı´nez (1972/74), Horacio Nu´n˜ez Min˜ana (1974/76), Aldo A.
Arnaudo (1976/78), Rolf R. Mantel (1980/82), Mario L. Szychowski (1982/84),
Ana M. Martirena Mantel (1984/86), Luisa Montuschi (1986/88), Alfredo M.
Navarro (1988/90), Rinaldo Colome´ (1990/92), Juan C. De Pablo (1992/94),
Eusebio C. Del Rey (1994/96) , Enrique A. Bour (1996/98) y Jose´ A.
Delfino (1998/00), Hildegart Ahumada (2000/02), Jose´ Luis Arrufat (2002/04),
Omar O. Chisari (2004/06), Alberto Porto (2006/2008), Daniel Heymann
(2008/2010), Ernesto Rezk (2010/2012), Walter Sosa Escudero (2012/2014),
Juan Mario Jorrat (2014/2016) y Fernando Navajas (2016/2018).
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Pro´logo
El objetivo principal de la Asociacio´n Argentina de Economı´a Polı´tica (AAEP)
desde su creacio´n a fines de los an˜os 50 ha sido, segu´n nuestros estatutos,
la promocio´n del ana´lisis econo´mico que tiene su base en la produccio´n
cientı´fica o de investigacio´n al ma´s alto nivel y bajo esta´ndares de revisio´n
externa por pares. La AAEP ha llevado adelante esta misio´n a trave´s de un
nexo federal, abierto y pluralista, de departamentos de economı´a, institutos y
centros de investigacio´n de las universidades del paı´s que ha sido reconocida
en la obtencio´n del Premio Konex en 2016. Basada en esta red de nu´cleos
de investigacio´n, la AAEP ha tenido como actividad principal su Reunio´n
Anual, que es un verdadero a´mbito de difusio´n de conocimiento cientı´fico
en economı´a, en un marco de diversidad tema´tica, metodolo´gica, ideolo´gica,
generacional y regional. La historia de estas reuniones, plasmadas en sus
Anales, es un verdadero muestrario de la diversidad y relevancia de la
produccio´n cientı´fica sobre temas de economı´a en la Argentina.
Desde 2004 la AAEP ha ampliado sus actividades a trave´s de su serie
de libros Progresos en Economı´a, en donde el Consejo Directivo le solicita
a investigadores destacados en temas de frontera que resuman y desarrollen
avances recientes sobre to´picos de economı´a y econometrı´a, de modo de ofrecer
a la comunidad cientı´fica, acade´mica y profesional una visio´n reciente y amplia
de nuevos desarrollos. La seleccio´n de estos temas obedece en parte a la
necesidad o demanda que expresan nuestros socios de contar con avances o
actualizaciones en temas relevantes, pero la oferta resultante de nuestros libros
tambie´n surge de reconocer y difundir el trabajo de investigadores que se vienen
destacando por estar en la frontera de sus respectivas a´reas.
En este contexto tenemos la gran alegrı´a de incorporar este libro de avances
en econometrı´a a la coleccio´n de Progresos. El mismo nos ilustra sobre
diferentes avances que extienden el campo de la “me´trica”, y nos invita a
revisar una tendencia firme hacia la investigacio´n cuantitativa que ahora nos
abren las posibilidades de datos, me´todos y poder computacional del Siglo
21. Los capı´tulos se presentaron en el panel sobre Una Nueva Econometrı´a:
Automatizacio´n, Big Data, Econometrı´a Espacial y Estructural que tuvo lugar
en San Carlos de Bariloche el 16 de Noviembre de 2017 en la LII Reunio´n
Anual, organizada por la Sede Andina de la Universidad Nacional de Rı´o
Negro. Felicito y agradezco especialmente a los autores por la calidad de sus
trabajos, pero tambie´n quisiera reconocer -en lo personal- el esfuerzo que ellos
pusieron en la organizacio´n de este volumen. Sin dudas que nuestros socios, y el
pu´blico interesado en general, se beneficiara´n considerablemente de la lectura
de este libro, que versa sobre temas que ahora emergen como determinantes
de la forma de hacer investigacio´n en economı´a. Estoy seguro que nuestros
antecesores en la AAEP, formados con las herramientas, datos y posibilidades
de co´mputo del siglo pasado, estarı´an muy impresionados de estos avances y
de lo que los mismos proyectan a futuro.
Fernando H. Navajas
Presidente, AAEP
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Capı´tulo 1. Introduccio´n
H. Ahumada, M. F. Gabrielli, M. Herrera y W. Sosa Escudero
La serie de Progresos en Economı´a de la AAEP tiene la intencio´n de informar
a los asociados y al pu´blico en general de los avances recientes en un campo
de ana´lisis econo´mico especı´fico, de modo de poner al alcance las nuevas
tendencias y aportes de frontera. Este volumen es el segundo que contiene
a la econometrı´a como tema central. El auge de nuevas te´cnicas de reciente
desarrollo y su pronunciado avance han generado la necesidad de este volumen
con la idea de presentar algunas de las a´reas ma´s prolı´feras.
Los cuatro trabajos que se compilan en este libro fueron presentados en
el Panel de Progresos en Econometrı´a coordinado por Walter Sosa Escudero
durante la LII Reunio´n Anual de la Asociacio´n Argentina de Economı´a Polı´tica,
el 16 de noviembre de 2017 en la Universidad Nacional de Rı´o Negro. El
objetivo de este panel fue reunir a un grupo de destacados econometristas
argentinos para discutir los desarrollos ma´s recientes que la Econometrı´a ha
ido incorporando.
Hildegart Ahumada, en el segundo capı´tulo, se focaliza en el uso de
nuevos algoritmos, y la adaptacio´n de algunos ya existentes, para la seleccio´n
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automa´tica de modelos econome´tricos. Estos algoritmos han sido en general
enfocados a la prediccio´n o siendo inespecı´ficos en cuanto al objetivo y
solo sintetizando una coleccio´n de modelos alternativos. Segu´n su opinio´n,
un algoritmo a destacar es Autometrics, ya que automatiza lo que harı´a
un econometrista cuando realiza una modelacio´n siguiendo una determinada
metodologı´a, en este caso la denominada general a particular, para alcanzar
los distintos objetivos de modelacio´n econome´trica: inferencia, prono´stico
y evaluacio´n de polı´ticas. Ası´, dicho algoritmo ayuda al investigador en la
bu´squeda de estimaciones robustas, evaluacio´n de constancia de para´metros
y ana´lisis de exogeneidad, respectivamente. El capı´tulo describe el algoritmo,
resumiendo y discutiendo los avances en la modelacio´n obtenidos con e´l,
enfatizando los aspectos distintivos referidos a la Saturacio´n con dummies.
Tambie´n se compara Autometrics con otros algoritmos alternativos. Dentro
de esta discusio´n se incluyen algunas aplicaciones interesantes, destacando
potencialidades y limitaciones.
M. Florencia Gabrielli presenta una revisio´n de la literatura relevante para el
ana´lisis de datos de subastas desde la perspectiva del enfoque estructural que
destaca la estrecha vinculacio´n entre el modelo teo´rico subyacente y el modelo
econome´trico resultante. El ana´lisis de subastas es un a´rea de investigacio´n
activa en economı´a tanto desde un punto de vista teo´rico como empı´rico.
Los mecanismos de subastas para asignar bienes y servicios son ampliamente
utilizados. Esto ha generado importantes bases de datos que se utilizan para
analizar estos mercados. En particular en este capı´tulo, la autora comienza
analizando el modelo cano´nico que establece un marco de referencia unificado
para luego desarrollar desde el enfoque estructural el marco que permite
caracterizar, identificar y establecer restricciones testeables de los distintos
modelos teo´ricos. El modelo ma´s general de subastas se desarrolla a partir
del Paradigma de Valuaciones Afiliadas que distingue dos casos polares, las
Valuaciones Privadas y las Valuaciones Comunes. A su vez, cada modelo puede
16
Introduccio´n
clasificarse en sime´trico o asime´trico segu´n la naturaleza de sus participantes.
Cada uno de estos casos conduce a distintos modelos de subastas. El capı´tulo
luego presenta diferentes estrategias y me´todos de estimacio´n. Los me´todos
no parame´tricos o semi-parame´tricos se discuten de manera especial ya que
son ampliamente utilizados en este contexto. Finalmente, el capı´tulo explora
avances recientes sobre co´mo incorporar comportamientos no cooperativos (por
ejemplo, colusio´n) en los modelos y co´mo pueden adaptarse las estrategias
econome´tricas.
Marcos Herrera hace una resen˜a sobre la econometrı´a espacial, rama
econome´trica dedicada al ana´lisis de efectos espaciales en modelos de regresio´n
en datos de corte transversal y de panel. Tradicionalmente, los modelos
que incorporaban explı´citamente el espacio geogra´fico estaban confinados a
temas de ciencia regional, economı´a geogra´fica o urbana. Sin embargo, el
actual entendimiento del espacio no esta´ restringido a cuestiones geogra´ficas
ampliando el uso de las te´cnicas al espacio econo´mico y social. La diversidad de
aplicaciones que utilizan herramientas de econometrı´a espacial incluye temas
de redes sociales, criminologı´a, finanzas pu´blicas, ciencia polı´tica, psicologı´a,
salud, educacio´n, historia, transporte, marketing, entre muchos otros. Herrera
revisa y organiza los desarrollos ma´s consolidados de econometrı´a espacial,
enfatizando un rango de to´picos relativos a la especificacio´n e interpretacio´n
de los efectos espaciales centrando la discusio´n en modelos con variable
dependiente continua que buscan incorporar dependencia espacial. El capı´tulo
desarrolla los principales modelos espaciales en corte transversal y en datos
de panel, discutiendo la interpretacio´n de los modelos que incluyen efectos
espaciales endo´genos. La discusio´n se ilustra mediante dos ejemplos empı´ricos
de corte transversal y panel de datos.
Walter Sosa Escudero resume las ideas asociadas a big data, aprendizaje
automa´tico, minerı´a de datos, etc. que traen una propuesta concreta de revisio´n
sustancial de los paradigmas metodolo´gicos de la ciencia, a la luz del virtual
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“diluvio de datos” provocado por las redes sociales y el uso de dispositivos
interconectados. Sosa Escudero revisa algunas ideas ba´sicas del paradigma
de big data y aprendizaje automa´tico con el doble propo´sito de diseminar
el uso de estas tecnologı´as, discutir sus ventajas y desventajas y reflexionar
sobre las razones que explican la cautela imperante en economı´a. El contenido
del capı´tulo cubre una mı´nima cantidad de material, suficiente para apreciar
las principales diferencias entre el enfoque de aprendizaje automa´tico y el
cla´sico de la econometrı´a, observar las principales desventajas y ventajas y,
fundamentalmente, motivar e iniciar al interesado en esta literatura, priorizando
intuiciones y conceptos por sobre tecnicismos. Se exploran algunas ideas
ba´sicas (construccio´n de modelos, complejidad, validacio´n cruzada, etc.) dentro
de un contexto familiar para los econometristas: el modelo de regresio´n lineal.
La idea se extiende en la direccio´n del problema de clasificacio´n y discute
algunas estrategias de aprendizaje no supervisado, como la construccio´n de
clusters o el problema de reduccio´n de la dimensionalidad mediante diferentes
ejemplos. Finalmente se ofrece una breve guı´a de lectura para los interesados
en ahondar en esta tema´tica.
Estas cuatro a´reas econome´tricas con certeza no son las u´nicas recientemente
desarrolladas. El progreso de la econometrı´a surge por diferentes avances
dentro de la ciencia econo´mica como tambie´n por la interaccio´n con otras
disciplinas. Esto genera la dificultad de resumir en un volumen u´nico todo este
progreso. Las subjetividades de los autores, las limitaciones del tiempo y del
espacio tambie´n conspiran contra desarrollos ma´s enciclope´dicos de los temas
aquı´ presentados. Sin embargo, los autores esperan que la calidad y el intere´s de
los trabajos incluidos en este libro sirvan com un paliativo de las mencionadas
limitaciones. Los autores agradecen a Fernando Navajas y al Consejo Directivo
de la AAEP por la invitacio´n a preparar este trabajo.
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Capı´tulo 2. Seleccio´n automa´tica de modelos econome´tricos
Hildegart Ahumada*
1. Introduccio´n
En los u´ltimos an˜os hemos sido testigos del desarrollo de innovaciones
tecnolo´gicas hasta hace poco impensable en cuanto a su velocidad y a la
extensio´n a distintos campos. Asimismo, estamos presenciando el uso de
nuevos algoritmos, o la adaptacio´n de algunos ya existentes, aplicados a
diversos conjuntos de informacio´n, frecuentemente a big data. Estos algoritmos
han sido en general enfocados a un solo objetivo, como el de prediccio´n
(teniendo en su mayorı´a como funcio´n de pe´rdida, parcial o totalmente, la
minimizacio´n de los errores cuadra´ticos) o siendo inespecı´ficos en cuanto al
objetivo y solo sintetizando una coleccio´n de modelos alternativos.
* Agradezco los comentarios y sugerencias de Magadalena Cornejo y Lucı´a Freira a una versio´n
anterior, errores y omisiones son de mi responsabilidad.
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Sin embargo, uno podrı´a preguntarse, alternativamente, si habrı´a algu´n
algoritmo que “imite” la funcio´n de un econometrista siguiendo un determinado
enfoque metodolo´gico. Autometrics es un algoritmo1, segu´n mi conocimiento
el u´nico, que automatiza lo que harı´a un econometrista cuando realiza
una modelacio´n siguiendo una determinada metodologı´a, en este caso la
denominada general a particular que, en su aplicacio´n, se orientara´ a los
distintos objetivos de la modelacio´n econome´trica: inferencia, prono´stico y
evaluacio´n de polı´ticas. Para obtener dichos objetivos este algoritmo ayudara´ al
investigador en la bu´squeda de estimaciones robustas, evaluacio´n de constancia
de para´metros y ana´lisis de exogeneidad, respectivamente.
Este trabajo se focaliza en dicho algoritmo, resumiendo y discutiendo
los avances en la modelacio´n obtenidos con e´l. Las secciones 2 y 3,
respectivamente, describen Autometrics en el marco de la metodologı´a general
a particular y lo comparan con otros algoritmos usados. Posteriormente
en la seccio´n 4 se pondra´ un mayor e´nfasis en los aspectos distintivos de
Autometrics referidos a la Saturacio´n con dummies y los diferentes objetivos
de la modelacio´n econome´trica. La seccio´n 5 contribuye a difundir algunas
aplicaciones interesantes que se han realizado gracias a este algoritmo.
La seccio´n 6 concluye con algunas reflexiones sobre potencialidades y
limitaciones.
2. Caracterı´sticas del algoritmo
Para comenzar trataremos de explicar que´ es Autometrics. Brevemente,
podemos definirlo como un algoritmo que automatiza la metodologı´a de
1Se encuentra disponible en el software Oxmetrics (Doornik y Hendry, 2013) y en R (Sucarrat
et al., 2017).
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modelacio´n econome´trica conocida como general a particular y cuyos pilares
resumiremos a continuacio´n.
2.1. La econometrı´a General a Particular
Si bien se origino´ en los desarrollos de la econometrı´a de series de tiempo en
la London School of Economics (como se refiere a ella, por ejemplo, Favero,
2001, capı´tulo 3) y se la asocia con la metodologı´a propuesta por David Hendry
y sus coautores (como la identifica, Gilbert, 1986) para este tipo de datos,
actualmente General to Specific (Gets)2 es un enfoque que engloba un conjunto
de metodologı´as que tienen en comu´n criterios ba´sicos de la modelacio´n
econome´trica. Un resumen de estos criterios serı´a el siguiente:
La utilizacio´n tanto de teorı´a econo´mica como de los mismos datos
a analizar como fuentes de informacio´n para postular los potenciales
modelos.
En el casi inevitable trade-off entre sesgo (Variables Omitidas) vs
Varianza (Variables Redundantes) se tratara´ de evitar el primero de
los problemas cuando estimamos inicialmente los coeficientes de un
modelo econome´trico. Ası´, el objetivo es considerar en la medida de lo
posible, todas las colinealidades de forma de evitar inicialmente el sesgo
e inconsistencia de los estimadores. Eso llevara´ a tener como punto de
partida un modelo general irrestricto (GUM, por sus siglas en ingle´s) lo
ma´s “general” posible.
2Una coleccio´n de trabajos sobre Gets puede consultarse en Campos et al. (2005) y un resumen
de su evolucio´n en Ahumada (2007).
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La reduccio´n del GUM a ma´s modelos simples (parsimoniosos)3 e
interpretables en te´rminos de teorı´a econo´mica, medicio´n de los datos,
etc.
La congruencia del GUM con el proceso generador de los datos
local (LDGP, por sus siglas en ingle´s). Hablamos de un DGP local
porque consideramos el subconjunto de variables del DGP, que serı´an
necesarias para capturar el comportamiento econo´mico relevante y no
necesariamente del verdadero DGP, el cual podrı´a implicar variables
desconocidas. La evaluacio´n de congruencia, para verificar si contamos
con una aproximacio´n satisfactoria al LDGP, nos llevara´ a la aplicacio´n
de tests de falta de especificacio´n, es decir tests de diagno´sticos para que
la evidencia no rechace los supuestos necesarios para inferencia, como
la ausencia de heteroscedasticidad y autocorrelacio´n, entre otros. Ası´
intentaremos asegurarnos que partimos de un modelo que es la mejor
opcio´n entre las disponibles.
La validez del modelo condicional. Una de formas ma´s usadas para
simplificar la modelizacio´n es suponer modelos uniecuacionales donde
la variable que intentamos explicar sea funcio´n de un conjunto de
variables explicativas. Necesitaremos la exogeneidad de las variables
explicativas, para cuya evaluacio´n usaremos la estimacio´n por variables
instrumentales (IVE) o la estimacio´n por sistemas.
En el contexto de series temporales (y panel) la inclusio´n de variables
integradas (ej. I(1)) nos llevara´ a su reparametrizacio´n como variables
estacionarias (I(0)) a trave´s de su diferenciacio´n y su combinacio´n lineal
(como en el caso de modelo de Error o Equilibrium Correction).
La robustez de los modelos con respecto a la posible presencia de valores
extremos y quiebres.
3Un pionero en esta lı´nea es Anderson (1962) quien propone la simplificacio´n secuencial del
orden de un polinomio en una regresio´n mostrando que, en general, la bu´squeda de lo particular
a general no es o´ptima, extendie´ndolo luego a la eleccio´n de los rezagos.
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La consideracio´n del concepto de No Estacionariedad en sentido amplio:
la modelizacio´n de cambios estructurales (tanto en el tiempo como
debido a diferentes unidades de observacio´n).
La evaluacio´n de la posibilidad de No Linealidades.
La reduccio´n del GUM y, en particular, los u´ltimos tres criterios, como veremos
ma´s adelante, han podido ser reconsiderados y simplificados gracias a los
avances en la seleccio´n automa´tica a trave´s de Autometrics.
2.2. Un poco de historia
Antes de describir el algoritmo, vale la pena sen˜alar que la versio´n actual es en
realidad la tercera generacio´n de una familia de algoritmos.
Asimismo, su desarrollo es un excelente ejemplo de co´mo la superacio´n de
crı´ticas puede llevar al progreso cientı´fico. En este sentido, el algoritmo fue
evolucionando desde sus primeros orı´genes asociados al trabajo de Hoover
y Perez (1999), quienes propusieron una bu´squeda de mu´ltiples sendas para
implementar Gets. El procedimiento sugerido por estos autores surgio´, en
realidad, como una respuesta al estudio de Lovell (1983) quien investigo´ data
mining a trave´s de simulaciones que cuestionaban la capacidad de diferentes
enfoques (Stepwise forward and backward regressions en funcio´n del R2,
estadı´sticos t, etc.) para recobrar el DGP que habı´a supuesto (0-5 verdaderos
regresores escondidos en 40 variables). En cambio, las simulaciones de Monte
Carlo de Hoover y Perez, mostraron una sustancial mejora de los resultados
obtenidos por Gets. Ellos, a diferencia de Lovell, usaron una bu´squeda de
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mu´ltiple sendas y realizaron tests de diagno´stico, adema´s de utilizar taman˜os
de muestras ma´s apropiados.
Los resultados de Hoover y Perez llevaron a Hendry y Krolzig a desarrollar
PcGets4 el antecesor ma´s directo de Autometrics. Sus principales rasgos
distintivos fueron, por una parte, una sistematizacio´n de la bu´squeda de acuerdo
con los ordenamientos dados por los estadı´sticos t al cuadrado. Por otra parte,
no pusieron restricciones al nu´mero de sendas, cada senda se iniciaba con una
variable no significativa, mientras que Hoover y Perez solo analizaron diez. En
los dos casos se hizo hincapie´ en el uso de tests de diagno´sticos.
2.3. La versio´n actual (2017)
Continuando con la evolucio´n, Autometrics (Doornik, 2009; Hendry y Doornik
2014) se diferencio´ principalmente de PcGets, porque utiliza para la seleccio´n
automa´tica de variables un procedimiento de bu´squeda de a´rbol eficiente,
en lugar de sendas mu´ltiples, de acuerdo con los estadı´sticos t al cuadrado
ordenados de mayor a menor. Por lo tanto, para el caso que estamos ma´s
acostumbrados de un mayor nu´mero de observaciones que variables (T > K),
Autometrics selecciona las variables relevantes a partir del modelo irrestricto
GUM, provisto por el econometrista y que se supone como una buena
representacio´n del LDGP de acuerdo con los tests de diagno´sticos. De las
distintas combinaciones ordenadas en el a´rbol segu´n los mayores t cuadrados y
4Una interesante aplicacio´n de este algoritmo puede verse en Hendry y Krolzig (2004) donde
muestran como los dos millones de ecuaciones del conocido estudio de los modelos de
crecimiento de Sala-i-Martin pueden reducirse a sola una regression (we run one regression
partiendo del apropriado modelo irrestricto que englobe los numeroso casos y seleccionando
por PcGets.
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a partir de un nivel de significancia, dado tambie´n por el econometrista, quedan
seleccionadas las variables explicativas relevantes.
Otra diferencia con la versio´n anterior, que implica mayor rapidez en la
aplicacio´n, es que no se evalu´an los tests de diagno´sticos en cada etapa
de reduccio´n de variables. Como suponemos que el GUM es congruente,
si los tests fallan en el modelo terminal, el procedimiento vuelve (back-on-
track) hacia modelos ma´s generales, en direccio´n al GUM original. Tambie´n,
este algoritmo alcanza mayor rapidez a trave´s de eliminar permanentemente
variables muy insignificantes (Chopping) y por grupos (Bunching). Asimismo,
cuando una variable no puede ser removida se anula ese nodo y las siguientes
ramas se ignoran (Pruning).
Cuando el algoritmo completa la bu´squeda pueden existir ma´s de un modelo
terminal y, en ese caso, selecciona uno de ellos siguiendo el criterio de
Schwarz, aunque existe la posibilidad de elegir otros criterios de acuerdo
con la penalizacio´n elegida por el investigador, segu´n sus objetivos en la
modelizacio´n5.
Un aspecto importante a sen˜alar es que una vez que se consideran todas la
ramas del a´rbol, las variables que quedan dentro y fuera del modelo se definen
como una decisio´n de un solo corte (1-Cut-Off ), dado un determinado nivel de
significacio´n. Por ejemplo, si el nivel de significancia es de 5% se incluira´n
las variables pertenecientes a las ramas del diagrama de a´rbol con estadı´sticos
t2 iguales o superiores a 1,962 para una muestra grande. Ası´, por lo tanto,
se evita la cuestio´n conocida como el problema de Repeated Testing. Dicha
cuestio´n referida a la seleccio´n de variables de acuerdo con los estadı´sticos
t, consistirı´a en el problema de calcular incorrectamente el error de tipo I,
ya que si computamos, asumiendo independencia, la probabilidad de que la
primera variable seleccionada sea no significativa por la probabilidad de que la
5El investigador puede incluso seleccionar varios de estos modelos para combinarlos si el
objetivo fuese, por ejemplo, el de prono´stico.
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segunda lo sea, dado que la primera fue no significativa y ası´ sucesivamente,
el error de tipo I resultante serı´a (1−α)K , digamos igual a 0,87 para K = 40
variables partiendo del valor tradicional de α = 0,05. Esta supuesta correccio´n
del error de tipo I asociada con el proceso de Repeated Testing no aparece si la
seleccio´n de variables se corresponde con decisiones de un solo corte, como la
anteriormente comentada.
Asimismo, debe sen˜alarse que en realidad lo que importa para la seleccio´n
de variables es el nu´mero promedio de variables irrelevantes retenidas en
el modelo. En el ejemplo anterior, serı´a igual a α.K = 2, valor que podrı´a
reducirse a 0,41 variables irrelevantes retenidas en promedio si usamos α =
0,01, un nivel de significancia algo menor6.
En consecuencia, se podrı´an retener pocas variables irrelevantes con valores
apropiados de α (que tambie´n dependen de T , el nu´mero de observaciones).
Si quisieramos que (en promedio) solo una de las K variables del modelo
fuese irrelevante, entonces usarı´amos α = 1K . Tambie´n si T , el nu´mero de
observaciones fuese muy grande, tendrı´amos demasiada evidencia en contra de
la hipo´tesis nula (Hendry, 1995) y deberı´amos usar un nivel de significancia
menor. Un nivel de significancia que se recomienda cuando se incluyen
K variables es α = min(K,T,1%). Este nivel parece ma´s exigente que el
tradicional 5%, y lleva a preguntarse por la potencia del estadı´stico t en estos
casos. Sin embargo, se puede notar que el rechazo de la hipo´tesis nula depende
tambie´n de los valores del estadı´stico t en la hipo´tesis alternativa y si las
influencias son sustantivas, habra´ poca pe´rdida de potencia7.
6Pensemos en la distribucio´n Binomial para obtener el valor esperado de la retencio´n de K
variables irrelevantes asumiendo que son ortogonales.
7La potencia depende, en realidad, de la no centralidad del estadı´stico t en la muestra.
Suponiendo la aproximacio´n a la Normal con varianza unitaria, si el para´metro de no
centralidad es 2 y usamos el tradicional 5%, la potencia es de 0,5 pero si es 4 es de 0,92
aunque usemos el ma´s exigente 1%, ver Hendry y Doornik (2014, capı´tulo 10).
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En sı´ntesis el rol del econometrista serı´a el de formular el modelo inicial
(GUM) segu´n la informacio´n proveniente de teorı´a econo´mica, de modelos
rivales, etc. de forma que si determina el vector de variables explicativas
xt para modelar yt 8, el modelo puede generalizarse incluyendo l rezagos y
te´rminos no lineales de las variables ba´sicas del tipo g(xt−l) adema´s de
componentes determinı´sticos, variables indicadoras para valores extremos,
quiebres y tendencia denotados por el vector dt ,
yt =
l
∑
j=o
β
′
xt− j +
l
∑
j=o
γ
′
g(xt− j)+δ
′
dt +
l
∑
j=1
φ
′
yt− j + εt , εt ∼ IN(0,σ2ε ). (1)
A esta ecuacio´n se verificara´ su congruencia, es decir la validez empı´rica del
supuesto de εt ∼ IN(0,σ2ε ). A partir de allı´ el algoritmo seleccionara´ el(los)
modelo(s) ma´s parsimonioso(s) de acuerdo con un nivel de significancia que
el econometrista debe tambie´n decidir. Esta u´ltima decisio´n es au´n una de las
cuestiones ma´s crı´ticas como veremos posteriormente.
Con respecto a la cuestio´n de utilizar variables integradas, debe notarse que
esto no dificultarı´a la aplicacio´n de Autometrics ya que el modelo en niveles (o
logaritmos de ellos) puede reescribirse en diferencias y combinaciones lineales
que sean estacionarias si las variables del modelo esta´n cointegradas (como
lo han analizado Sims et al., 1990)9, solo teniendo en cuenta que el nivel de
la variable explicada rezagada (que darı´a origen al coeficiente de ajuste en un
modelo de Correccio´n de Errores) podrı´a tener una distribucio´n no esta´ndar
(si no hubiera cointegracio´n). Es decir, como ejemplo, si consideramos un caso
especial de la Ecuacio´n (1), con una sola variable explicativa integrada de orden
uno al igual que yt y un solo rezago (lineal y sin componentes determinı´sticos),
yt = β1xt +β2xt−1+φyt−1+ εt , εt ∼ IN(0,σ2ε ). (2)
8El subı´ndice t no implica que debera´ restringirse solo a modelos de series temporales como
veremos en las aplicaciones de la seccio´n 5.
9Una exposicio´n simplificada de esta cuestio´n puede verse en Ahumada (2006).
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Puede reescribirse en niveles y diferencias como,
∆yt = β1∆xt − (1−φ)yt−1+(β1+β2)xt−1+ εt , εt ∼ IN(0,σ2ε ). (3)
En el caso de variables integradas de orden uno, solo la distribucio´n de φ
podrı´a ser no esta´ndar si las variables no cointegran. Sin embargo, si hay
cointegracio´n entre las variables del modelo, la combinacio´n lineal de ellas
sera´ estacionaria implicando un modelo de Correccio´n de Errores, donde 1−φ
es el coeficiente de ajuste a la relacio´n de cointegracio´n, siendo el coeficiente
de largo plazo (β1+β2)1−φ . Dadas la caracterı´sticas de muchas series econo´micas, el
valor φ sera´ lo suficientemente alto en (2) para ser retenido durante la seleccio´n
y posteriormente, se podra´ evaluar la posibilidad de no cointegracio´n10.
Finalmente, podemos destacar algunas opciones que puede utilizar un
investigador en el proceso de seleccio´n.
2.4. Algunas opciones en el proceso de seleccio´n
Entre ellas destacaremos las siguientes:
Mantener una o ma´s variables fijas durante la seleccio´n, segu´n
lo considere el investigador. Por ejemplo, mantener alguna variable
especı´fica del modelo econo´mico o la constante.
Estimar los modelos por Variables Instrumentales en lugar de mı´nimos
cuadrados ordinarios (MCO) cuando algunas de las explicativas no
pueden suponerse exo´genas.
Utilizar durante la seleccio´n Errores Esta´ndares (SE) Robustos
a heteroscedasticidad y/o autocorrelacio´n. Dado que se busca la
10Para evaluar la significatividad de 1− φ pueden usarse los valores crı´ticos propuestos por
Ericsson y Mackinnon (2002), entre otros.
28
Seleccio´n automa´tica de modelos econome´tricos
congruencia del modelo inicial, el uso de estos errores no serı´an
necesarios y en consecuencia, no serı´a una opcio´n recomendada, excepto
en algunos casos. Por ejemplo, si por su naturaleza los errores esta´n
necesariamente autocorrelacionados, como en el caso de los errores de
prono´stico a ma´s de un perı´odo adelante, se deberı´an utilizar SE robustos
para la evaluacio´n de los determinantes de su sesgo. Tambie´n los SE
robustos a heteroscedasticidad y/o autocorrelacio´n se usarı´an cuando se
trabaje con subconjuntos de las potenciales variables de un modelo, como
explicaremos en el siguiente caso.
Seleccio´n de variables para el caso de mayor nu´mero de variables
explicativas que observaciones (K > T ), aunque siempre asumiendo
que K << T en el DGP. El caso de (K > T ) ocurrira´ frecuentemente
cuando queremos modelar conjuntamente con las variables explicativas,
sus rezagos, los valores extremos, quiebres y potenciales no linealidades
del modelo. En este caso, Autometrics realiza la particio´n en grupos, lo
ma´s grandes posibles para evitar, en la medida de lo posible, perder las
colinealidades pero tal que en cada uno K << T . Se tratara´ que, con estos
bloques de variables, los modelos sean congruentes aunque, al trabajar
con subconjuntos de informacio´n pueden no serlos y en consecuencia,
se debera´n usar SE robustos. Ası´ se estimara´n todas las combinaciones
de los grupos para seleccionar potenciales variables, inicialmente con
un nivel de significancia grande para retener de los diferentes bloques
un mayor nu´mero de variables, pero usando un nivel de significancia
ma´s pequen˜o en la eleccio´n final. La unio´n de las variables seleccionadas
formara´ el GUM, como en el caso tradicional11.
Dentro de este u´ltimo caso puede considerarse el enfoque denominado
Saturacio´n con Dummies, el cual debido debido a su originalidad y relevancia
11La posibilidad de poder seleccionar modelos con ma´s variables que observaciones resultan de
gran utilidad para big data como sugieren Doornik y Hendry (2015).
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para la pra´ctica econome´trica sera´ analizado en la Seccio´n 4, luego de realizar
brevemente una comparacio´n con otros procedimientos de seleccio´n.
3. Comparacio´n con otros algoritmos de seleccio´n automa´tica
Esta seccio´n resume brevemente algunas alternativas disponibles para la
seleccio´n de variables tratando de enfatizar en que´ aspectos se distingue
Autometrics. Un ana´lisis ma´s detallado puede encontrarse en Hendry y Doornik
(2014, capı´tulo 17) donde tambie´n se reportan los resultados comparativos de
diferentes simulaciones.
Entre los me´todos ma´s difundidos de seleccio´n automa´tica encontramos:
STEP WISE Este me´todo para estimar regresiones automa´ticamente se
basa en que en cada step una variable es agregada (forward selection) o
retirada (backward selection) del modelo de acuerdo con la correlacio´n
con la variable a explicar, utilizando criterios como los estadı´sticos t,
F , el R2 o R2a justado, etc. Si bien, por lo tanto, este tipo de bu´squeda
puede ser tanto particular a general como general a particular, se usan
solo criterios de bondad del ajuste y en ningu´n caso se evalu´an los tests de
diagno´stico. Adema´s, cuando la bu´squeda es de lo particular a lo general,
al no controlar por todas las posibles colinealidades, puede dejar afuera
variables relevantes del modelo.
RETINA (Relevant Transformation of the Inputs Network Approach,
co´digo en Gauss y Matlab, Perez-Amaral et al., 2003). Usando
transformaciones no lineales (cuadrados, inversas, multiplicaciones de
variables) de los predictores selecciona entre los posibles modelos
de acuerdo con la mejor capacidad de prono´stico (out-of-sample),
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controlando por colinealidades. El orden de las variables seleccionadas
depende de la correlacio´n muestral con la variable dependiente y que
satisfaga la condicio´n de que este´ debajo de un nivel de colinealidad dado
con las variables ya incluidas. Su objetivo puede resumirse como el de
buscar un conjunto parsimonioso de variables (transformadas) siguiendo
un enfoque particular a general.
LASSO (Least Absolute Shrinkage and Selection Approach, Tibshirani,
1996 y Efron et al., 2004) actualmente muy en uso para big data y cuando
se busca limitar el nu´mero de (muchos) controles poco significativos12.
Su objetivo es minimizar la suma de errores al cuadrado, al igual que
MCO, pero sujeto a que el valor absoluto de los coeficientes estimados
b j sean menores que un valor especificado s. Debe notarse que si s es lo
suficientemente grande los b j coincidira´n con los obtenidos por MCO.
Sin embargo, valores ma´s pequen˜os de s implican shrinkage de los b j
obtenidos por MCO, pudiendo algunos ser cero. La eleccio´n de s ha
tendido a realizarse por cross-validation (out-of-sample). Actualmente
se realiza a trave´s del algoritmo LARS (Least Angle Regression), una
versio´n de forward step regression, empezando con b j = 0 y eligiendo en
cada paso el ma´s correlacionado con y (o yˆ). Se denomina LARS porque
no incluye totalmente al efecto de una variable, sino hasta que no es la
ma´s correlacionada con el residuo. En ese caso, entra luego otra y se
aumenta en la direccio´n de MCO, y ası´ sucesivamente. Si un coeficiente
alcanza cero, se saca la correspondiente variable. Por lo tanto el objetivo
es achicar o disminuir el nu´mero de coeficientes a estimar haciendo un
trade off entre sesgo y varianza (a favor de una menor varianza relativo a
MCO) para aumentar de este modo la capacidad predictiva de un modelo.
Los estudios de Monte Carlo descriptos en Hendry y Doornik (2014)13
12Para un ana´lisis ma´s detallado ver el capı´tulo 5 de Sosa Escudero en este libro.
13Ver las referencias en el capı´tulo 17 de Hendry y Doornik (2014).
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evalu´an gauge y potency de diferentes enfoques14. Los resultados indican
que Autometrics, comparado con los me´todos anteriores, tiene una mejor
performance en numerosos escenarios, incluso cuando hay ma´s variables
que observaciones15 y, si bien algunos enfoques pueden ser mejores
en ciertos casos, en general no sera´n confiables, ya que en otros casos
pueden dar lugar tambie´n a resultados extremadamente pobres. Esa
variabilidad de performance no es observada en Autometrics.
Por otra parte, se encuentra disponible un proceso automatizado de
bu´squeda exhaustiva:
GLOBAL SEARCH REGRESSION (Gluzman y Panigo, 2014) El
objetivo de este mo´dulo de STATA es buscar y ordenar aquellos modelos
que satisfagan ciertos criterios de seleccio´n in sample (como bondad
del ajuste, dado que los residuos cumplan determinadas propiedades) y,
en particular, out-of-sample (como por el criterio del error cuadra´tico
medio). Provee tambie´n la informacio´n (guardada) de los distintos
modelos. Debido posiblemente a la diversidad de los criterios, no se
conocen estudios especı´ficos de su performance en te´rminos de gauge
y potency. Debe notarse, sin embargo, que al ser de bu´squeda exhaustiva
solo puede aplicarse para los casos de K << T permitiendo como
ma´ximo 30 regresores en total.
14Estos dos conceptos corresponden a las frecuencias obtenidas en los ejercicios de simulacio´n
para error de tipo I y potencia (power) respectivamente.
15Notando que los algoritmos que sean del tipo particular a general pueden usarse para el caso
de K > T .
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4. Saturacio´n con Dummies y los objetivos de la econometrı´a
El enfoque de Saturacio´n con Dummies consiste en la bu´squeda de variables
dummies (impulse o steps) para cada observacio´n de la muestra. De esta forma,
son los datos mismos sin la intervencio´n de la mano del investigador, los que
sera´n informativos sobre la localizacio´n de dichas dummies.
El trabajo pionero de esta metodologı´a es el de Hendry (1999). En dicho
trabajo se trato´ de identificar a las variables dummies (impulse) relevantes de
un modelo econome´trico que se suponı´a sujeto a valores extremos, siguiendo
un simple pero innovativo procedimiento. Primero, incluir la mitad de las
variables indicadoras (000. . . 1. . . 0) para cada observacio´n y seleccionar las
significativas. Luego, realizar lo mismo con la otra mitad. Posteriormente,
combinar las variables dummies elegidas y volver a seleccionar. Actualmente,
esta seleccio´n se ha implementado en Autometrics ya que contempla el caso de
ma´s variables explicativas que observaciones.
Debemos notar que, si estas variables fuesen redundantes, solo α.T sera´n
retenidas en promedio por aleatoriedad y por lo tanto, si estamos dispuestos
a tolerar la retencio´n de solo un regresor irrelevante, un nivel de significacio´n
apropiado sera´ α = 1T .
La posibilidad de seleccio´n de estas variables dummies ha sido un aspecto
muy importante para el cumplimiento de los tres objetivos ba´sicos de la
econometrı´a como explicaremos a continuacio´n.
Para realizar inferencia en los modelos econome´tricos, la seleccio´n de
variables indicadoras (impulse saturation) para correccio´n de valores
extremos y quiebres conjuntamente con las variables explicativas a
incluir en el modelo, nos posibilita contar con estimadores robustos
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como Johansen y Nielsen (2009 y 2016) demostraron, tanto para el caso
estacionario como de procesos con raı´ces unitarias16.
Cuando el objetivo es prono´stico, el uso de saturacio´n con dummies
puede ser de gran utilidad. En este caso, tanto el uso de impulses (Castle
et al., 2012) como steps (Castle et al., 2015) proveen una forma deteccio´n
de quiebres17. Dada la relacio´n entre estos y la capacidad de prono´stico de
un modelo18, es posible detectar la fecha y duracio´n de los quiebres que
servira´n para ajustar el modelo (por ejemplo, realizando la correccio´n de
ordenada para llevar el modelo nuevamente (back-on-track) o determinar
una ventana de estimacio´n apropiada. Debe sen˜alarse que tanto las
impulses como los steps pueden usarse para detectar quiebres y que,
a diferencia de otras formas de deteccio´n como el test de Bai-Perron,
permite su deteccio´n tanto al comienzo como al final de la muestra, como
puede apreciarse en el ana´lisis de simulacio´n de Castle et al. (2012).
Sin embargo, el uso de step-indicators es superador a la utilizacio´n
de la saturacio´n con impulsos (y del tradicional test de Chow) cuando
ocurren cambios de locacio´n (o sea bajo la usual hipo´tesis alternativa en
estos tests) mejorando ası´ la frecuencia de retencio´n de dummies bajo
la hipo´tesis alternativa. Tambie´n en este caso, el ana´lisis de simulacio´n
ha mostrado mejoras con respecto a LASSO (ver Castle et al., 2015).
Asimismo, cuando se aplica este tipo de saturacio´n a estudiar sesgos en
los errores de prono´stico, se permite la evaluacio´n de sesgos variables
a lo largo de los distintos perı´odos, como veremos posteriormente en la
seccio´n 5.
16Estos autores desarrollaron la teorı´a asinto´tica de este caso como la obtencio´n de estimadores-
M, bajo la hipo´tesis nula de que no hay valores extremos ni quiebres.
17Mientras una variable dummy del tipo impulse es [000...1...000] una del tipo step es
[00000...1111111...].
18Sobre el uso de los modelos econome´tricos para el objetivo de prono´stico y su relacio´n con los
quiebres ver, entre otros, Clements y Hendry (1998, 1999).
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Para estudiar la exogeneidad de las variables explicativas, la saturacio´n
con dummies puede ser u´til para desarrollar pruebas de superexogeneidad
automa´ticas que validan el uso de modelos econome´tricos condicionales
para la evaluacio´n de polı´ticas, como una forma de superacio´n
de la conocida crı´tica de Lucas (ver Favero y Hendry, 1992).
Superexogeneidad (definida por Hendry et al., 1983) requiere de
exogeneidad de´bil (la validez de estimar solo un modelo condicional)
ma´s invariancia estructural. Con respecto a esta u´ltima propiedad, su
evaluacio´n empı´rica se ha basado en examinar co´mo los cambios en los
modelos marginales de las variables supuestamente exo´genas impactan
sobre el modelo condicional de la variable de intere´s, por ejemplo
como propusieron Engle y Hendry, 1993). Si las variables que captan
esas no constancias de los modelos marginales (digamos de zt) entran
significativamente en el condicional (digamos de yt dada zt), entonces
zt no sera´ superexo´gena para los para´metros de intere´s en el modelo
condicional. Hendry y Santos (2010) propusieron usar saturacio´n con
dummies para detectar quiebres y valores extremos en los modelos
marginales y evaluar la relevancia de las dummies detectadas en el
modelo condicional como test de superexogeneidad. Es decir, en una
forma muy simplificada, si el modelo condicional de yt es
yt = β zt +µt , µt ∼ IN(0,σ2µ) (4)
y el modelo marginal de zt es uno autorregresivo que, despue´s de aplicar
la saturacio´n por dummies resulta,
zt = pizt−1+ρ
′
dt + vt , vt ∼ IN(0,σ2v ) (5)
donde el vector dt de variables indicadoras, impulse y steps fueron
seleccionadas para capturar cambios de locacio´n. Entonces, probar la
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superexogeneidad zt (siendo los para´metros de intere´s los de modelo
condicional de yt) requiere la evaluacio´n conjunta de la significatividad
de los efectos de dt en la ecuacio´n (4), es decir H0 : λ = 0 en,
yt = β ∗zt ++λ
′
dt +ηt ηt ∼ IN(0,σ2µ) (6)
Los resultados de simulacio´n de Hendry y Santos (2010) mostraron
que no solo estos tests de superexogeneidad tienen el correcto nivel de
significancia, sino tambie´n que tienen buena potencia para detectar fallas
de superexogeneidad, superando a alternativas anteriormente propuestas
para modelar la no constancia de los modelos marginales19.
Asimismo, y con relacio´n a la estimacio´n por variables instrumentales
para verificar la exogeneidad de´bil de los regresores, debe sen˜alarse que,
al contar con la posibilidad de obtener estimaciones robustas a trave´s de
la incorporacio´n de impulses y steps en la primera etapa, este enfoque
nos sera´ de utilidad como una alternativa para fortalecer instrumentos
de´biles.
En sı´ntesis, los tres objetivos de los modelos econome´tricos pueden verse
beneficiados a partir de la posibilidad de poder aplicar la saturacio´n con
dummies.
19Engle y Hendry (1993), por ejemplo, habı´an propuesto incluir el caso de varianzas no
constantes (tipo ARCH) en los modelos marginales, cuya baja potencia para rechazar la
hipo´tesis de constancia fue sen˜alada por Psaradakis y Sola (1996). En cambio, el enfoque
de impulse saturation aplicado a los modelos marginales detectan apropiadamente cambios de
locacio´n que pueden ser utilizados para evaluar su significancia en los modelos condicionales
y ası´ verificar superexogeneidad.
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5. Aplicaciones pra´cticas
Esta seccio´n presenta algunas aplicaciones realizadas con Autometrics con el
objetivo de mostrar su versatilidad y ası´ su potenciabilidad futura, ampliando
una gran gama de posibilidades en el practioner corner.
Generalizacio´n del estudio de sesgo de prono´sticos. Basado en la
propuesta de Mincer y Zarnowitz (1969) por la cual la evaluacio´n de
sesgos de los prono´sticos pueden realizarse corriendo una regresio´n
de los errores de prono´stico con una constante, Ericsson (2013)
extendio´ dicho enfoque para considerar al caso de sesgos de prono´sticos
sistema´ticos, pero, a su vez, variables en el tiempo. Para ello, sugirio´
ampliar la ecuacio´n anterior incorporando impulses y steps obtenidas
por Saturacio´n con variables dummies. Este enfoque puede ser muy u´til
para saber en que´ perı´odos aparecen estos sesgos, como en el caso de
crisis, y derivar patrones de comportamiento. Por ejemplo, Ahumada
y Cornejo (2016) evaluaron de esta forma el papel de los futuros de
una commodity (soja) para pronosticar los precios spot, encontrando
sesgos durante la crisis de 2008-200920. Podemos notar tambie´n que la
evaluacio´n de sesgos en funcio´n de distintas variables explicativas se
conoce tambie´n como tests de racionalidad fuerte (Clements y Hendry,
1998, p 57) y en esta lı´nea, Autometrics se puede usar para realizar esta
evaluacio´n con respecto a amplios conjuntos de informacio´n incluyendo
numerosos regresores para “explicar” el sesgo.
Evaluaciones de no linealidades La idea de una modelizacio´n general
a particular incluirı´a no solo las potenciales variables (con sus rezagos),
posibles valores extremos y quiebres, sino tambie´n las aproximaciones
20Ericsson denomina supersaturation al caso de la saturacio´n con variables steps y generaliza
au´n ma´s el comportamiento de los sesgos a lo largo del tiempo permitiendo la deteccio´n de
tendencias quebradas; este u´ltimo caso lo denomina ultrasaturation.
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a las no linealidades, por ejemplo por expansiones de Taylor. En
particular Castle y Hendry (2010, 2013) consideran que un modelo
irrestricto aumentado por un ı´ndice de los componentes principales de las
potenciales variables explicativas, junto a sus polinomios (de 3er orden,
por ejemplo) pueden resultar u´tiles aproximaciones a conocidos modelos
no lineales (como los del tipo de Smooth Transition Autoregressive
(STAR) models) sugiriendo ası´ una forma semiautoma´tica de seleccio´n
de modelos.
Flexibilizacio´n de la metodologı´a GVAR. Global vector
Autoregressions es la metodologı´a propuesta inicialmente por Pesaran
et al. (2004) y extendida por Dees et al. (DdPS, 2007) para modelar
las interrelaciones entre los modelos de Correccio´n de Errores (MCE)
correspondientes a un gran nu´mero de unidades de corte transversal,
inicialmente paı´ses o regiones. El objetivo de este enfoque es tener en
cuenta importantes variables macroecono´micas de un paı´s o regio´n,
tanto las dome´sticas como las externas, considerando las propiedades de
largo plazo (cointegracio´n) y la estructura dina´mica de las relaciones.
Este ana´lisis se caracteriza por la evaluacio´n de exogeneidad de´bil (para
ver que´ paı´ses o regiones pueden tomarse como dados para modelar los
MCE de cada paı´s o regio´n) y, a partir de allı´, realizar una modelacio´n
condicional en las variables externas. Los MCEs se obtienen a partir de
un modelo VARX inicial, es decir un VAR aumentado con las variables
externas a cada paı´s o regio´n, agregadas segu´n el peso en el comercio
exterior con los respectivos paı´ses, cuyas variables son tomadas como
dadas. Esta agregacio´n es lo que permite al enfoque GVAR salvar el
problema de la dimensionalidad por las numerosas interrelaciones que
surgirı´an en una estimacio´n irrestricta que llevarı´an al caso de K >> T .
Sin embargo, Ericsson (2011) mostro´ co´mo las cuestiones de agregacio´n
pueden superarse, y de exogeneidad evaluarse, utilizando Autometrics
ya que permite considerar el caso de ma´s variables que observaciones.
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Un resultado muy interesante de su ana´lisis empı´rico es que muchas de
las restricciones impuestas por GVAR en el caso estudiado por DdPS
no son compatibles con los datos cuando se las evalu´a a trave´s de las
estimaciones realizadas con Autometrics. Asimismo, este algoritmo
permite la evaluacio´n de constancia de para´metros y, a trave´s de la
modelacio´n de los posibles quiebres con variables dummies, obtener
estimaciones ma´s robustas de las interrelaciones.
Evaluacio´n de heterogeneidades en datos de panel y validez
del pooling. La seleccio´n automa´tica puede servir para determinar
apropiadamente los efectos fijos temporales y por grupos, permitiendo
una gran cantidad de variables dummies aditivas al mismo tiempo que
se seleccionan las variables apropiadas del modelo y se tienen en cuenta
los efectos de valores extremos. Ma´s au´n, debido al esquema de a´rbol
utilizado, permite considerar variables con variacio´n por solo una de las
dimensiones (digamos zi ) junto a efectos fijos por grupo digamos αi
y seleccionar entre ellas la mejor opcio´n. Tambie´n, a trave´s de dummies
multiplicativas se puede evaluar la constancia de los efectos marginales y
elasticidades de las distintas variables explicativas (efectos heteroge´neos)
y el agrupamiento de distintas unidades de corte transversal en grupos
ma´s abarcativos (pooling). Esta metodologı´a fue aplicada por primera
vez por Ahumada y Cornejo (2015) para el estudio de los precios de
un conjunto de commodities relevantes para la Argentina. Un resultado
importante de este estudio, con relacio´n a este tipo de evaluaciones, es la
ausencia de heterogeneidades en el tiempo (antes y despue´s de los 2000
donde generalmente se sen˜ala el comienzo del boom de de commodities)
pero, en cambio, se detecta un efecto diferencial por commodity (de la
demanda de China en el precio del petro´leo).
Estudio de restricciones cuantitativas y regulaciones Muchos modelos
econo´micos que intentan aproximar decisiones de consumo o produccio´n
deben enfrentar el problema de la inclusio´n de restricciones cuantitativas
39
Hildegart Ahumada
(como la prohibicio´n de fumar) y/o regulaciones no asociadas al precio
(como las de determinadas especificaciones en los electrodome´sticos)
que son muy difı´ciles de incluir en los modelos. Si bien se las ha
tratado de captar por la inclusio´n de variables dummies, un problema
importante de esta forma convencional es la imposibilidad de estimar
el desconocido rezago con que se da su efecto. En cambio, Autometrics
permite estimarlo a trave´s a trave´s de la saturacio´n con steps o, incluso
en una forma ma´s parsimoniosa, con las steps dadas por el investigador
en la fecha de dichas medidas y su rezagos para que los datos indiquen
la fecha en que fueron operativas. Una cuestio´n importante es que
la omisio´n de estas potenciales variables que reflejan restricciones o
regulaciones, puede implicar la no deteccio´n o la inconsistencia de los
efectos de las otras variables relevantes del modelo (como las variables
precio o ingreso en una demanda). Un ejemplo de este tipo de estudio se
encuentra en Ahumada y Navajas (2016) donde, para el caso de Me´xico,
se modelaron a trave´s de las descriptas step dummies, las medidas
de eficiencia energe´tica incorporadas en los electrodome´sticos, en un
modelo tradicional de las decisiones de consumo de energı´a en las que
se incluyeron conjuntamente el precio de la electricidad, una medidad
del ingreso y las temperaturas observadas.
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6. Reflexiones finales
En este capı´tulo se describieron las principales caracterı´sticas y aplicaciones de
un algoritmo que automatiza el enfoque conocido como general a particular.
Este enfoque tiene como principal rasgo el e´nfasis en la consideracio´n de las
posibles colinealidades, que es en realidad la base del modelo de regresio´n
mu´ltiple y es uno de las temas centrales de la econometrı´a, que ensen˜amos
desde los primeros cursos. Asimismo, la metodologı´a general a particular
enfatiza la congruencia del modelo propuesto como forma de aproximacio´n
satisfactoria al proceso que genera los datos, en funcio´n de la informacio´n
disponible que posee el investigador. En ese sentido, la seleccio´n automa´tica
de variables implica un enfoque mucho ma´s completo que la simple bu´squeda
de un mejor ajuste del modelo econome´trico estimado.
Autometrics automatiza este proceso de bu´squeda de un modelo apropiado
a partir de un modelo irrestricto en cuya postulacio´n el econometrista tendra´
un papel fundamental. Pero, a partir de allı´, la seleccio´n de variables por un
diagrama de a´rbol que utiliza el algoritmo, tendra´ en cuenta todas las posibles
colinealidades siendo, tambie´n, eficiente en dicha bu´squeda para evitar tiempos
tan largos que serı´an de no relevancia pra´ctica.
Si se toman en cuenta las complejidades de la modelacio´n que requiere,
por un lado, tener en cuenta no solo rezagos sino tambie´n valores extremos,
quiebres y no linealidades y por el otro lado el amplio y creciente conjunto
de informacio´n que hoy esta´ ra´pidamente disponible para el investigador,
la maldicio´n de la dimensionalidad podrı´a ser un obsta´culo crı´tico para la
modelacio´n econome´trica. Sin embargo, Autometrics permite la realizacio´n
de la bu´squeda de variables relevantes tambie´n para el caso de K > T , a
trave´s de la consideracio´n de las multicolinealidades por grandes bloques de
variables, aunque se debe suponer que K << T en el proceso generador de
los datos. La consideracio´n de la posibilidad de valores extremos y quiebres
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a trave´s de la saturacio´n con dummies, al mismo tiempo que la seleccio´n de
variables, nos permite detectar efectos que no se podrı´an detectar, si no se
tuviese en cuenta tales dummies. Contar con estimaciones robustas nos ayudara´
con las inferencias que realizaremos con nuestros modelos. Pero a su vez, nos
dara´ nuevos instrumentos para los objetivos de prono´stico y de evaluacio´n de
polı´ticas, adema´s de poder realizar muchı´simas aplicaciones tanto en el caso de
series de tiempo como de panel.
Sin embargo, este algoritmo esta´ actualmente disponible, y sus ventajas
comparativas evaluadas, para modelos uniecuacionales encontra´ndose en
evolucio´n la automatizacio´n de modelos para sistemas, incluyendo el ana´lisis
de cointegracio´n a trave´s de ellos.
En este camino de nuevos desarrollos, una cuestio´n crı´tica que permanece
es el nivel de significancia (error de tipo I) que el investigador debe definir,
en particular para retener variables econo´micas relevantes y al mismo tiempo,
minimizar la de variables dummies necesarias para tener en cuenta valores
extremos (como en el caso de distribuciones asime´tricas y otras formas de
no normalidad) y quiebres (como en el caso de la validacio´n del supuesto de
homogeneidad de los coeficientes).
Ma´s alla´ de estas cuestiones que posiblemente sera´n superadas en un futuro,
la liberacio´n del proceso de seleccio´n de variables, que puede ser muy tedioso
en un mundo que no es ortogonal y en especial, cuando estamos disponiendo
de conjuntos de informacio´n cada vez ma´s grandes, nos abre la puerta para que
los investigadores nos podamos dedicar ma´s plenamente a la creatividad en la
modelacio´n econome´trica.
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Capı´tulo 3. Ana´lisis estructural de datos de subastas
M. Florencia Gabrielli
1. Introduccio´n
Las subastas son mecanismos de mercado que se utilizan ampliamente para
asignar contratos pu´blicos, activos financieros, productos agrı´colas, recursos
naturales, obras de arte y electricidad, entre otros. Tambie´n el desarrollo de
subastas por internet ha tomado gran relevancia en los u´ltimos an˜os.
Las subastas tienen reglas bien definidas que pueden plasmarse en un
modelo econo´mico. El concepto de Equilibrio Bayesiano de Nash (BNE, Bayes
Nash Equilibrium) ha permitido la modelizacio´n de las subastas en donde
un vendedor enfrenta un nu´mero limitado de participantes que se comportan
estrate´gicamente. Consideraremos en la mayor parte de este capı´tulo el caso en
que un vendedor ofrece un ı´tem a un conjunto de compradores o participantes.
De manera sime´trica se podrı´a pensar que un comprador esta´ intentando
adquirir un bien o servicio y ejecuta una subasta que involucra un conjunto
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de vendedores, cada uno de los cuales puede proveer dicho bien. Este tipo de
“licitacio´n” o subasta es tı´picamente utilizada por los gobiernos para comprar
bienes. En cualquier caso, las subastas son, desde una perspectiva teo´rica,
juegos de informacio´n incompleta donde las asimetrı´as de informacio´n entre el
subastador (vendedor/comprador) y los participantes (quienes quieren adquirir
o proveer el bien) y entre los mismos participantes juegan un rol crucial1.
El supuesto implı´cito que se hace al modelar subastas es que cada jugador
posee un valor intrı´nseco por el bien que se esta´ subastando; es decir el jugador
esta´ dispuesto a comprar dicho bien por un precio que no va a superar en
ningu´n caso ese valor intrı´nseco. Nos referimos a ese valor como la valuacio´n
o valoracio´n verdadera que el jugador tiene por el bien.
En el caso en que se venda un u´nico bien (indivisible), podemos distinguir
cuatro tipos principales de subastas (y muchas variantes de estos cuatro tipos).
1. Subastas ascendentes o Inglesas. Este tipo de subastas se ejecutan en
tiempo real y los participantes esta´n fı´sicamente (o electro´nicamente)
presente. El vendedor va incrementando gradualmente el precio (desde
una base prefijada), y los compradores van saliendo del juego hasta que
finalmente queda uno quien es el que gana al precio del momento. Las
subastas orales en las cuales la gente hace ofertas cantadas, o hace ofertas
de manera electro´nica, son variantes de este tipo de subasta ascendente.
2. Subastas descendentes u Holandesas. Tambie´n son subastas interactivas
que se llevan a cabo en tiempo real pero en este caso el vendedor
comienza bajando el precio a partir de un precio inicial alto hasta el
momento en que algu´n participante acepta la oferta y paga el precio
actual. Este formato de subasta se llama tambie´n Holandesa porque las
flores en los Paı´ses Bajos se han vendido de esta manera por mucho
tiempo.
1Nos referimos con el te´rmino participantes a los “jugadores”, es decir quienes compiten por
obtener o proveer el bien segu´n sea una subasta o un licitacio´n, respectivamente.
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3. Subastas de primer precio a sobre cerrado. En este tipo de subasta,
los participantes le entregan al vendedor de manera simulta´nea “ofertas
selladas”. La terminologı´a proviene del formato original que tenı´an este
tipo de subastas, en las cuales las ofertas eran escritas en un papel y se
entregaban en sobre sellado al vendedor quien abrı´a los sobres al mismo
tiempo para determinar el ganador. El participante que hizo la oferta ma´s
alta es el ganador y el pago que realiza por el bien es igual a dicha oferta.
4. Subastas de segundo precio a sobre cerrado. Tambie´n llamadas subastas
de Vickrey. Los participantes entregan simulta´neamente ofertas selladas
al vendedor; el ganador es quien hace la mayor oferta pero el pago que
efectu´a es igual al valor de la segunda mejor oferta (la segunda ma´s
alta). El nombre de subasta de Vicrkey es en honor a William Vicrkey,
premio Nobel en Economı´a en 1966, quien fue el primero en escribir
sobre subastas desde una perspectiva de teorı´a de juegos, incluyendo
este tipo de subasta.
En este capı´tulo nos concentramos en subastas de primer precio a sobre
cerrado. Como mencionamos anteriormente, el ana´lisis de una licitacio´n donde
el ganador es quien hace la menor oferta y recibe como pago dicho valor, es
totalmente sime´trico teniendo en cuenta los cambios de signo correspondientes.
Analizar este tipo de mecanismo no es restrictivo. La mayorı´a de las bases de
datos de subastas disponibles para investigacio´n empı´rica provienen de este
formato. Ma´s au´n, otros formatos son estrate´gicamente equivalentes o posibles
de ser analizados desde una perspectiva similar.
Hasta no hace mucho el ana´lisis empı´rico de las subastas se limitaba a
testear algunas predicciones de los modelos de teorı´a de juegos subyacentes
(ver Porter, 1995) para una recopilacio´n exhaustiva del Enfoque de Forma
Reducida. A esto se lo conoce como Ana´lisis de Forma Reducida (Reduced
Form Approach). Este enfoque no permite realizar evaluaciones de polı´tica que
requieren el conocimiento de la estructura informacional del juego como por
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ejemplo la eleccio´n de un precio de reserva y el mecanismo de subasta que
generarı´a una mayor recaudacio´n para el vendedor/comprador.
El Enfoque Estructural (Structural Approach) permite abordar tales
cuestiones asumiendo que las ofertas observadas son las ofertas de equilibrio
de algu´n modelo de subasta2. Especı´ficamente este enfoque explora la relacio´n
de equilibrio bi = si(vi), donde bi denota la oferta (observada) realizada por el
jugador i, s(·) es la funcio´n que caracteriza a la estrategia de equilibrio y vi
es la valoracio´n privada (no observada) que el jugador tiene por el bien. A los
efectos de modelar comportamiento, se asume que la informacio´n privada de
los jugadores (i.e., sus valuaciones) proviene de alguna distribucio´n que es de
conocimiento comu´n para todos los jugadores, aunque cada jugador solamente
conoce su propia valuacio´n y no la de sus contrincantes. Esta distribucio´n y
las preferencias de los individuos (caracterizadas por una funcio´n de utilidad)
son los elementos clave que explican el comportamiento, es decir forman la
estructura del modelo. En otras palabras son elementos estructurales del modelo
econome´trico inducido por las ofertas observadas (la data). Este capı´tulo tiene
por objetivo describir los aspectos centrales y algunas de las contribuciones ma´s
significativas sobre el Enfoque Estructural para analizar datos de subastas. Los
aportes que se han desarrollado en los u´ltimos 20 an˜os son numerosos y serı´a
imposible citarlos a todos.
Una dificultad importante asociada al Enfoque Estructural radica en la
complejidad nume´rica o en la forma implı´cita asociada a las estrategias de
equilibrio. Hay tres aspectos importantes que deben considerarse.
En primer lugar, el tema de la Identificacio´n es decir si la estructura de
la subasta puede ser recuperada en forma unı´voca a partir de las variables
observables (las ofertas) minimizando las restricciones parame´tricas. En otras
2El tipo de supuestos que se hace sobre las valuaciones (por ejemplo, si son independientes o
no, si existe un componente comu´n en la estructura de informacio´n o no existe tal componente)
determina el paradigma que se utiliza. En la pro´xima seccio´n detallamos los distintos modelos
o paradigmas que hay en la literatura de subastas.
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palabras la identificacio´n implica establecer si los modelos correspondientes
pueden ser discriminados entre sı´ a partir de las variables observables. Una
segunda cuestio´n importante concierne a la validacio´n del modelo, es decir si
el modelo (teo´rico) impone restricciones testeables sobre los datos. Finalmente,
una tercera dificultad esta´ asociada al desarrollo de me´todos de estimacio´n
aplicables.
En su trabajo seminal sobre el Ana´lisis Estructural de las Subastas, Laffont y
Vuong (1996) destacan que hay razones pra´cticas y teo´ricas que han llevado a
desarrollar el a´rea de “Econometrı´a de Subastas”. La amplia utilizacio´n de estos
mecanismos para asignar bienes y servicios ha generado importantes bases de
datos que pueden utilizarse para analizar estos mercados. Por otro lado, se
han hecho contribuciones significativas a la teorı´a de Organizacio´n Industrial y
ahora el desafı´o radica en llevar dichas contribuciones a la pra´ctica. El trabajo
de Laffont y Vuong (1996) establece un marco unificado para analizar modelos
de subastas desde el Enfoque Estructural.
El resto de este capı´tulo se organiza de la siguiente manera. La seccio´n 2
contiene el modelo cano´nico a partir del cual se puede establecer un marco
de referencia unificado para analizar subastas. Dada la estrecha relacio´n entre
el modelo teo´rico y el correspondiente modelo econome´trico que prevalece en
el enfoque estructural, la seccio´n 3 presenta la caracterizacio´n, identificacio´n
y restricciones testeables de los distintos modelos teo´ricos de subastas. En
este sentido se presenta el Paradigma de Valuaciones Afiliadas que distingue
dos casos polares, las Valuaciones Privadas y las Valuaciones Comunes. A su
vez, cada modelo puede clasificarse en sime´trico o asime´trico. Cada uno de
estos casos conduce a distintos modelos de subastas. La seccio´n 4 describe los
me´todos econome´tricos desarrollados desde el enfoque estructural para estimar
los distintos modelos dentro del paradigma de valuaciones privadas. En la
seccio´n 5 se describe en detalle el me´todo no parame´trico en dos etapas de
Guerre et al. (2000), quienes introdujeron el uso de procedimientos indirectos
53
M. Florencia Gabrielli
no parame´tricos para estimar modelos de subastas, y se menciona brevemente
una extensio´n semi-parame´trica del mismo. La seccio´n 6 muestra co´mo
incorporar comportamientos no cooperativos (por ejemplo, colusio´n) en los
modelos y co´mo pueden adaptarse las estrategias econome´tricas. Finalmente
la seccio´n 7 recoge las principales conclusiones.
2. Modelo cano´nico
El marco teo´rico adoptado es el modelo de Wilson (1977), en donde hay
un objeto indivisible que es subastado a n oferentes. La funcio´n de utilidad
individual es Ui =U(vi,c) que es creciente en cada uno de sus argumentos. vi
representa la informacio´n privada de cada jugador y c es el componente comu´n.
Para entender el rol del componente comu´n, es u´til pensar en subastas en donde
el bien que se negocia sera´ luego re-vendido en un mercado secundario. En
estos casos, es natural pensar que el valor que los distintos participantes le
asignan a dicho bien estara´ altamente influenciado por el valor de re-venta del
mismo, que en te´rminos del modelo lo representamos a trave´s del valor comu´n.
Por lo tanto, las valuaciones privadas se deben entender como las “sen˜ales”
o informacio´n privada que tienen los distintos participantes sobre dicho valor.
Si bien el valor c es u´nico (solo va a existir un u´nico precio de re-venta) los
individuos pueden tener informacio´n privada (ruidosa) sobre el mismo.
El vector (v1, . . . ,vn,c) se distribuye en forma conjunta de acuerdo a la
funcio´n F(·). Se asume que cada jugador solamente sabe su propia sen˜al o
valoracio´n, vi (no conoce las otras sen˜ales ni el componente comu´n), es decir
el juego es de informacio´n incompleta, Harsanyi (1967). Finalmente se asume
que n, U(·) y F(·) son de conocimiento comu´n. Este es el modelo general,
AV (Affiliated Value Model). Intuitivamente decir que F(·) es afiliada implica
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que una valuacio´n alta de un jugador hace que los otros jugadores tengan
valoraciones tambie´n ma´s altas con una mayor probabilidad. En este sentido,
el concepto de afiliacio´n se corresponde con una nocio´n fuerte de correlacio´n
positiva.
Si F(., . . . , .) es sime´trica en vi, entonces el modelo es sime´trico, de otro modo
el modelo es asime´trico. En un modelo sime´trico, todos los jugadores son ex-
ante iguales, por lo tanto las estrategias de equilibrio son iguales. Esto significa
que es suficiente analizar el comportamiento de uno de los jugadores, lo que se
reduce a obtener una ecuacio´n o condicio´n de primer orden. En contraposicio´n,
en un modelo asime´trico, los jugadores son ex-ante diferentes, podrı´amos
tener tantos “tipos de jugadores” como cantidad de jugadores. Tambie´n es
posible que existan menos tipos de jugadores que cantidad de jugadores si
agrupamos en distintos subconjuntos a los jugadores del mismo tipo, en cuyo
caso se considera que dentro de un mismo tipo los jugadores son sime´tricos.
En te´rminos de la solucio´n de estos modelos, la misma se caracteriza a trave´s
de un sistema de ecuaciones de primer orden donde la cantidad de ecuaciones
involucrada es igual a la cantidad de tipos de jugadores en cuestio´n.
Una estrategia para un jugador i es una funcio´n s(v) = b entre su verdadera
valuacio´n y una oferta, b, no negativa. Hacemos los siguientes supuestos
(esta´ndares en la literatura) sobre estas estrategias3.
(i) s(·) es una funcio´n estrictamente creciente y continuamente
diferenciable; de manera que, en particular, si dos participantes
tienen distintas valuaciones por el objeto, entonces cada uno de ellos
presentara´ distintas ofertas.
(ii) s(v) ≤ v para todo v ∈ [v,v], es decir los jugadores pueden ofertar
menos que su valuacio´n, pero nunca van a ofertar un valor mayor a la
misma. Dado que las ofertas son no-negativas siempre, este supuesto
3Para simplificar la notacio´n nos abstraemos de posibles asimetrı´as entre jugadores. En juegos
asime´tricos hay que especificar estos supuestos para cada tipo de jugador.
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implica que s(v) = v. A esta u´ltima condicio´n se la suele denominar
condicio´n de “contorno” o “frontera” ya que impone una restriccio´n al
comportamiento del jugador que tiene la menor valuacio´n, es decir el
jugador que se encuentra en la frontera del soporte de las valuaciones.
Para caracterizar el equilibrio bayesiano de Nash (BNE) hay que destacar que
cada jugador maximiza su pago esperado, esto es, la ganancia de la subasta
multiplicada por la probabilidad de ganar. La estrategia de equilibrio “b” se
define como un BNE donde cada jugador escoge su mejor oferta (o respuesta)
dada su informacio´n privada (sen˜al o valuacio´n), dadas las estrategias de los
otros participantes y sus expectativas racionales sobre las sen˜ales de los otros
jugadores. Matema´ticamente, estas estrategias de equilibrio son las soluciones
de un sistema de ecuaciones diferenciales4.
Es comu´n que en las subastas exista lo que se denomina un “precio de
reserva”, denotado por p0, que es el precio por debajo del cual el vendedor
no esta´ dispuesto a vender el bien. Para simplificar vamos a suponer que este
precio de reserva es no vinculante (non binding), esto es p0 = v. Este supuesto
dice que todos aquellos que quieren entrar a la subasta lo hacen, es decir, el
precio de reserva no actu´a como un mecanismo de exclusio´n.
3. Modelos de subastas, identificacio´n y restricciones teo´ricas
La hipo´tesis que se mantiene en el Enfoque Estructural es que las ofertas
observadas son las ofertas de equilibrio del modelo de subasta bajo ana´lisis.
Dado n y una estructura [U(·),F(·)], la estrategia de equilibrio del juego induce
al siguiente modelo econome´trico,
4Como se vera´ ma´s adelante en algunos modelos la solucio´n no tiene forma analı´tica o cerrada.
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bi = si(vi,n,U,F).
Es importante advertir que vi es una variable aleatoria no observable, por
lo tanto las ofertas bi son tambie´n aleatorias y se distribuyen de acuerdo a la
funcio´n G(·), digamos, que esta´ determinada por los elementos estructurales
del modelo. En este sentido, la funcio´n G(·) depende de F(·) a trave´s de dos
canales.
1. A trave´s de los v′s, ya que los mismos se distribuyen de acuerdo a F(·).
2. A trave´s de la estrategia de equilibrio, s(·) (ver la ecuacio´n (1) ma´s abajo
por ejemplo).
Estas caracterı´sticas propias de los modelos de subastas complican la
identificacio´n y caracterizacio´n de restricciones teo´ricas. Es por esto que para
establecer identificacio´n se analizara´n modelos en el marco de n dado y ofertas
observables dadas, es decir que esta es la u´nica informacio´n disponible para el
econometrista para identificar el modelo, esto es para recuperar las valuaciones
(que caracterizan a la estructura del modelo) a partir de las observaciones (las
ofertas).
Es necesario precisar lo que se entiende por modelos que no pueden
identificarse o distinguirse uno de otro. La distribucio´n G(·) de las ofertas
(b1, . . . ,bn) es racionalizada por una estructura [U(·),F(·)] si G(·) es la
distribucio´n de equilibrio del juego correspondiente. Damos al respecto la
siguiente definicio´n.
Definicio´n: dos modelos M y M˜ son observacionalmente
equivalentes dadas las ofertas (observadas) (b1, . . . ,bn) si ambos
racionalizan la misma distribucio´n de ofertas de equilibrio, esto
es, G(·) = G˜(·)
Es decir, si dos modelos distintos nos proveen la misma funcio´n de distribucio´n
de las ofertas de equilibrio, sera´ imposible, a partir de dicha funcio´n,
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discriminar entre los dos modelos. Por ejemplo un modelo en donde las
valuaciones son afiliadas y hay componente comu´n no puede distinguirse, a
partir de las ofertas, de un modelo en donde las valuaciones son afiliadas y no
existe componente comu´n como se discute ma´s abajo.
A continuacio´n presentamos los distintos modelos de subastas comenzando
por el modelo con valuaciones afiliadas. Este modelo es el que impone la
menor estructura (o supuestos) sobre las valuaciones y el componente comu´n,
lo cual lo convierte en un modelo muy general. No obstante, a los efectos de
identificar el modelo, veremos que es importante sacrificar generalidad para
lograr identificacio´n, lo que nos lleva a modelos con una mayor cantidad de
supuestos sobre la naturaleza de las valuaciones y el componente comu´n. En
cada caso veremos la versio´n sime´trica y asime´trica del juego correspondiente.
3.1. El modelo AV sime´trico
3.1.1. Caracterizacio´n
El modelo AV (Affiliated Value Model) sime´trico ha sido caracterizado por
Wilson (1977) y Milgrom y Weber (1982). De estos trabajos sabemos que el
equilibrio de Nash de este juego es una funcio´n, s(v), estrictamente creciente
en v y surge del siguiente problema de optimizacio´n.
ma´xE[(U(vi,c))−bi1I(Bi ≤ b1)|vi]
con Bi = s(yi), yi = ma´x j 6=i v j, s(·) es la estrategia de equilibrio. Se puede
demostrar que la solucio´n esta´ dada por,
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bi = s(vi) =V (vi,vi)−
∫ vi
v
L(α|vi)dV (α,α) (1)
donde L(α|vi) = exp[−
∫ vi
α fy1|v1(s|s)/Fy1|v1(s|s)ds] y V (vi,yi) =
E[U(vi,c)|vi,yi], la condicio´n de contorno esta´ dada por s(v) =V (v,v).
Como se puede observar en este caso tenemos solucio´n analı´tica.
Hay dos casos especiales que han sido intensamente estudiados. En primer
lugar el modelo sime´trico con valuaciones privadas independientes, modelo
IPV (Independent Private Value) en donde se asume que Ui = vi y vi
es independiente e ide´nticamente distribuida (iid) como F(·) (ver Vickrey,
1961, Riley y Samuelson, 1981). En segundo lugar el modelo sime´trico de
valuaciones comunes, el modelo CV (Common Value Model) en donde la
funcio´n de utilidad es Ui = c, con vi iid dado c como Fv|c(·|·). En cualquiera
de estos dos casos, la solucio´n de equilibrio (1) se simplifica (ver Rothkopf,
1969, y Wilson, 1969).
3.1.2. Identificacio´n
Como mencionamos ma´s arriba, el paso previo para poder estimar un modelo
de subastas es establecer la identificacio´n de los elementos estructurales a partir
de los datos disponibles. Dado que los elementos estructurales en los modelos
de subastas son la funcio´n de distribucio´n conjunta de las valuaciones y el
componente comu´n, F(·), y la funcio´n de utilidad, U(·), que tambie´n depende
de v y c, la identificacio´n del modelo implica establecer si es posible obtener
las valuaciones y el componente comu´n (que son variables no observables)
a partir de las ofertas observadas (y de la cantidad de jugadores) utilizando
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las condiciones de primer orden que son las que naturalmente establecen una
relacio´n entre dichas variables5.
A partir del trabajo seminal de Laffont y Vuong (1996) tenemos una serie de
resultados que establecen en que´ casos puede lograrse la identificacio´n de los
distintos modelos y en que´ casos los modelos imponen restricciones testeables
con el objetivo de poder validarlos.
Laffont y Vuong (1996) comienzan analizando la identificacio´n del modelo
ma´s general posible, el modelo AV y luego siguen con modelos ma´s especı´ficos,
es decir modelos con ma´s restricciones. Naturalmente la identificacio´n se
simplifica si el modelo es menos general.
En este sentido el primer resultado (Proposicio´n 1) que tenemos es de
alguna manera negativo y establece que no puede distinguirse a partir de la
cantidad de ofertas solamente un modelo AV sime´trico de un modelo APV
(Affiliated Private Value) sime´trico. Es decir los modelos AV y APV son
observacionalmente equivalentes. La prueba de este resultado se basa en la
siguiente observacio´n. Ui =U(vi,c) puede reemplazarse por U˜i = v˜i con v˜i =
V (vi,vi). Es decir, la dependencia entre utilidades dada por el componente
comu´n, c, puede ser reemplazada por dependencia (en forma apropiada) entre
sen˜ales privadas. Por lo tanto, dado este resultado es que analizaremos la
identificacio´n del modelo APV en donde Ui = vi sin pe´rdida de generalidad,
ya que este modelo es el ma´s general que puede identificarse.
Dado el resultado anterior, el siguiente resultado es naturalmente el que
establece que el modelo APV con jugadores sime´tricos esta´ identificado.
Notemos que en este paradigma las valuaciones se asumen afiliadas pero
privadas, es decir puede estar correlacionadas pero no existe componente
comu´n, por lo tanto la naturaleza de la correlacio´n no se puede deber a la
existencia de un componente comu´n. La identificacio´n se logra ba´sicamente
5Como veremos ma´s adelante, no siempre se logra identificar al componente comu´n, c a partir
de las ofertas solamente.
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debido a que las valuaciones (no observadas) y las ofertas (observadas) esta´n
relacionadas a a trave´s de una estrategia de equilibrio estrictamente creciente
con lo cual F(·) puede identificarse a partir de G(·), o lo que es lo mismo
las valuaciones se pueden identificar a partir de las ofertas. Un caso particular
intensamente estudiado en la literatura es el que asume que las valuaciones
privadas son independientes (se supone que no hay afiliacio´n) y se llega de esta
manera al paradigma IPV. Como es de esperar este modelo esta´ identificado. El
trabajo de Guerre et al. (2000) contiene la prueba formal de este resultado. La
intuicio´n detra´s de este resultado es similar a la de la proposicio´n que establece
la identificacio´n de modelos APV mencionada ma´s arriba.
Cuando se cambia del paradigma de valuaciones privadas al de valuaciones
comunes, los resultados no son positivos en cuanto a identificacio´n. En
particular los modelos CV sime´tricos generalmente carecen de identificacio´n.
Este resultado se desprende del hecho de que modelos con afiliacio´n (AV)
y modelos con afiliacio´n y valores privados (APV) no se pueden distinguir
(Proposicio´n 1 de Laffont y Vuong, 1996) y por lo tanto como el modelo
CV es un caso particular de un modelo AV, un modelo CV en general
no puede distinguirse de un modelo APV. La intuicio´n de este resultado
puede establecerse observando que si se definen nuevas sen˜ales, v˜i como
transformaciones estrictamente crecientes de las sen˜ales vi originales, se puede
ver que la identificacio´n del modelo no es posible. (Recordar que se ha definido
al modelo CV con Ui = c y vi iid dado c).
3.1.3. Restricciones testeables
Una vez que se ha logrado identificar a algu´n modelo, el siguiente paso
es establecer si dicho modelo teo´rico impone restricciones testeables que
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sirvan para validarlo a partir de los datos. En este sentido Laffont y Vuong
(1996) proporcionan una serie de resultados. Para establecer estas restricciones
sobre los datos mantenemos la hipo´tesis de que F(·) es sime´trica y afiliada.
Denotemos por bi = s0(vi), a la funcio´n que verdaderamente utilizan los
jugadores para armar sus estrategias (notar que s0 puede ser distinta de s, que
es el BNE) para todo i, se sigue que G(·) es sime´trica y afiliada en [b,b]n.
La Proposicio´n 1 de Laffont y Vuong (1996) analizada ma´s arriba implica
que las restricciones que se imponen sobre un modelo AV son las mismas
que pueden imponerse sobre un modelo APV (ma´s alla´ de la simetrı´a y la
afiliacio´n). Definimos la siguiente funcio´n que necesitaremos en el pro´ximo
resultado. Sea GB1|b1(·|·) la distribucio´n condicional de B1 = ma´x j 6=1 b j dado
b1, es decir es la distribucio´n de la ma´xima oferta rival. Laffont y Vuong (1996)
establecen que la distribucio´n G(·) puede racionalizarse a trave´s de un modelo
APV si y solo si la funcio´n
ξ (b) = b+
GB1|b1(b|b)
gB1|b1(b|b)
es estrictamente creciente en b ∈ [b,b]n6.
Hay que notar que s0(·) (la estrategia que utilizan los participantes) no
es necesariamente s(·) (la estrategia de equilibrio) que se deduce de las
condiciones de primer orden (CPO) del juego. Por lo tanto para testear si los
jugadores se comportan de acuerdo a lo que predice la teorı´a de juegos hay que
corroborar que ξ (b) sea estrictamente creciente, caso contrario s0(·) no puede
ser un equilibrio bayesiano de Nash. Un resultado existe para los modelos IPV,
ya que estos modelos constituyen un caso particular de los modelos APV. El
trabajo de Guerre et al. (2000) contiene un argumento formal que prueba esta
proposicio´n. Ma´s au´n al ser los modelos IPV ma´s restrictivos, por el hecho
de suponer independencia de las valuaciones, se tiene adicionalmente otro test
6Recordar que, la distribucio´n G(·) de las ofertas (b1, . . . ,bn) es racionalizada por una estructura
[U(·),F(·)] si G(·) es la distribucio´n de equilibrio del juego correspondiente.
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sobre la naturaleza de las funciones que racionalizan a las ofertas. En particular
en este paradigma con valuaciones privadas independientes, la distribucio´n de
las ofertas G(·) puede racionalizarse si y solo si se cumple lo siguiente.
1. G(b1, . . . ,bn) = ∏ni=1 G0(bi) para alguna distribucio´n G0(·) con soporte
en [b,b].
2. La funcio´n
ξ (b) = b+
1
n−1
G0(b)
g0(b)
es estrictamente creciente en b ∈ [b,b].
La primer condicio´n establece que las ofertas son independientes e
ide´nticamente distribuidas (iid). La segunda es igual a la restriccio´n en modelos
APV. Notar que en modelos IPV la funcio´n de distribucio´n de las ofertas
relevantes es simplemente la distribucio´n conjunta.
En cuanto a los modelos de CV, las restricciones que impone la teorı´a de
juegos no esta´n tan desarrolladas. Algunos resultados recientes sobre el tema
pueden consultarse en Hendricks et al. (2003) y Haile et al. (2003).
Es importante aclarar que dado que las ofertas de equilibrio en un modelo CV
deben ser dependientes mientras que un modelo IPV deben ser independientes,
los modelos IPV y CV en principio pueden distinguirse.
3.2. El modelo AV asime´trico
La teorı´a general esta´ menos desarrollada para estos modelos. Las asimetrı´as
pueden darse debido a que algunos jugadores este´n mejor informados que otros,
tambie´n debido a que algunos jugadores pueden organizarse mejor a trave´s de
consorcios (ca´rteles), otra fuente de asimetrı´as son las distintas caracterı´sticas
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de los participantes como el taman˜o y la localizacio´n. Consideraremos dos
casos especiales.
1. Modelo asime´trico IPV
2. Modelo asime´trico CV
3.2.1. Caracterizacio´n de los modelos bajo ana´lisis
1. Modelo asime´trico IPV
En este caso tenemos Ui = vi, y consideraremos v1 ∼ F1(·), v j ∼
F2(·), j 6= 1, F1(·) 6= F2(·). Es decir analizamos dos tipos de jugadores
solamente. Es evidente que el problema del jugador 1 es diferente al de
los dema´s. Las estrategias de equilibrio s1(·) y s2(·) por lo general no
tienen solucio´n analı´tica. Hay que recurrir a me´todos nume´ricos.
2. Modelo asime´trico CV
En este modelo suponemos que un jugador esta´ plenamente informado
y el resto esta´ desinformado. Ui = c para todos los jugadores con v1 = c
y v j = φ para j 6= 1. Tambie´n se tiene que c ∼ Fc(·). La estrategia de
equilibrio del jugador informado es,
b1 = s1(v1) = v1−
∫ v1
v
Fc(u)
Fc(v1)
du. (2)
Los jugadores no informados deben adoptar estrategias mixtas (M(·))
en el intervalo [v,E(c)] de forma que su oferta ma´xima simule la
distribucio´n del jugador informado, esto es,
Mn−1(·) = Fc[s−1(·)].
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3.2.2. Identificacio´n y restricciones testeables
Para los dos casos caracterizados trataremos de responder los siguientes
interrogantes. ¿Se puede identificar cada modelo?, ¿hay restricciones testeables
que cada modelo imponga sobre la distribucio´n de las ofertas?, ¿se pueden
distinguir estos modelos asime´tricos a partir de las ofertas observadas? y
finalmente, ¿se puede distinguir un modelo asime´trico de uno sime´trico?. Como
es de esperar el resultado de identificacio´n para el modelo IPV asime´trico es
positivo, au´n cuando en este modelo el equilibrio bayesiano de Nash no tiene
una solucio´n analı´tica. Ma´s au´n, la distribucio´n G(·) puede racionalizarse si y
solo si se cumplen las siguientes condiciones
1. G(b1, . . . ,bn) = G1(bi)∏ni=2 G2(bi) para alguna distribucio´n G1(·) y
G2(·).
2. Las funciones
ξ1(b) = b+
1
n−1
G2(b)
g2(b)
,
ξ2(b) = b+
1
g1(b)
G1(b)
+(n−2) g2(b)G2(b)
.
son estrictamente crecientes en b ∈ [b,b].
Lo que es ma´s sorprendente, probablemente, es que tambie´n se consigue
identificacio´n para el modelo CV caracterizado ma´s arriba. En este caso
las restricciones teo´ricas sobre el mismo son una adaptacio´n natural de las
restricciones que hemos venido analizando pero para el presente modelo. Es
decir, la distribucio´n G(·) puede racionalizarse si y solo si se cumple,
1. G(b1, . . . ,bn) =G1(bi)∏ni=2 M(bi) para alguna distribucio´n G1(·) y M(·).
2. G1(·) = Mn−1(·), y la funcio´n
ξ (b) = b+
1
(n−1)
M(b)
m(b)
es estrictamente creciente en b ∈ [b,b].
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A pesar de que cada modelo caracterizado esta´ identificado, nos podemos
preguntar si estos dos modelos asime´tricos pueden ser discriminados a partir de
las ofertas observadas. Lamentablemente no tenemos un resultado positivo al
respecto. En su Proposicio´n 9, Laffont y Vuong (1996) establecen que cualquier
modelo CV asime´trico es observacionalmente equivalente a algu´n modelo
IPV asime´trico. Finalmente, para responder el u´ltimo interrogante planteado
es suficiente con considerar el caso n = 2. Luego las condiciones testeables
sobre un modelo CV asime´trico y las que se desprenden de uno sime´trico son
equivalentes, lo que lleva a concluir que cualquier modelo CV asime´trico no
necesariamente se distingue de un modelo sime´trico.
4. Estimacio´n estructural
En esta seccio´n estudiaremos las contribuciones econome´tricas para el ana´lisis
estructural de subastas de primer precio (FPA, First Price Auctions) en el
marco de modelos con valoraciones privadas tanto en su versio´n sime´trica
como asime´trica. El hecho de centrar nuestra atencio´n en modelos de subastas
de primer precio no es una limitante ya que los me´todos que discutiremos
pueden aplicarse tambie´n a subastas descendentes porque en ambos casos las
estrategias de equilibrio son equivalentes. Ma´s au´n, en la pra´ctica las subastas
de primer precio constituyen el formato ma´s comu´nmente utilizado. En los
mecanismos de FPA, el ganador es el que hace la oferta ma´s alta y paga
su propia oferta como precio, dado que la misma sea mayor al precio de
reserva7. Repasaremos nuevamente cada modelo teo´rico dentro del paradigma
7En una licitacio´n el ganador es el oferente que realizo´ la menor oferta y obtiene dicho valor por
el bien o servicio adjudicado. El ana´lisis es ana´logo al de subastas con los cambios apropiados
en los signos.
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de valuaciones privadas con un poco ma´s de detalle para poder explicar
luego de manera ma´s transparente co´mo formular el modelo econome´trico
correspondiente.
4.1. El modelo IPV sime´trico
En este paradigma los postores obtienen sus valuaciones privadas en forma
independiente de una distribucio´n comu´n, F(., . . . , .). En particular, tenemos
que F(., . . . , .) = F(·)n. El BNE es sime´trico, dado que el juego es sime´trico.
Por lo tanto cada jugador utiliza la misma estrategia, s(·) : [v,v]→ [b,b]. Cuando
n≥ 2 hay solucio´n u´nica para el BNE, en este caso, de las condiciones de primer
orden (CPO) se tiene que,
1 = [vi− s(vi)](n−1) f (vi)F(vi)
1
s′(vi)
,
sujeto a la condicio´n de frontera s(v) = v, es decir el jugador con la menor
valuacio´n hace la oferta ma´s baja. Luego la solucio´n puede escribirse como,
bi = s(vi,F,n)≡ vi− 1
[F(vi)]n−1
∫ vi
v
[F(u)]n−1du. (3)
Este modelo ha sido ampliamente estudiado (ver Riley y Samuelson, 1981).
Se han obtenido varios resultados teo´ricos importantes a partir de este modelo
(Revenue Equivalence Theorem Vickrey, 1961, Optimal Reserve Price)8.
8El Revenue Equivalence Theorem establece que en el paradigma IPV las subastas ascendentes,
las descendentes y las de sobre cerrado de primer y segundo precio tienen asociadas la misma
recaudacio´n esperada para el vendedor.
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4.2. El modelo APV sime´trico
Una debilidad del modelo IPV anterior es el supuesto restrictivo de
independencia de las valuaciones. Un marco ma´s general es por lo tanto el que
nos brinda el modelo APV. En este caso los jugadores obtienen sus valoraciones
privadas de una distribucio´n conjunta y afiliada F(., . . . , .). Sea yi = ma´x j 6=i vi,
la estrategia de equilibrio satisface
s′(vi) = [vi− s(vi)]
fy1|v1(vi|vi)
Fy1|v1(vi|vi)
,
para todo vi ∈ [v,v], sujeto a la condicio´n de frontera s(v) = v. Fy1|v1(·|·) denota
la distribucio´n condicional de y1 dado v1 y fy1|v1(·|·) es la densidad condicional
respectiva. El ı´ndice “1” hace referencia a cualquier jugador dado que todos
son ex-ante ide´nticos. De Milgrom y Weber (1982) sabemos que la solucio´n es
bi = s(vi,F) = vi−
∫ vi
v
L(α|vi)dα, (4)
con L(α|vi) = exp[−
∫ vi
α
fy1 |v1 (u|u)
Fy1 |v1 (u|u)
du].
Este modelo, con supuestos ma´s realistas que el modelo IPV tiene tambie´n
un amplio potencial para aplicaciones empı´ricas.
4.3. El modelo IPV asime´trico
Una de las limitaciones de los modelos sime´tricos es el supuesto que todos los
jugadores son ex-ante ide´nticos, lo cual no se condice con muchas situaciones
que uno ve en los datos empı´ricos. Para simplificar la exposicio´n suponemos
que hay dos tipos de jugadores, el modelo puede generalizarse fa´cilmente a una
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situacio´n con ma´s de dos tipos (para un caso con tres tipos de jugadores ver
Aryal y Gabrielli, 2013). Por ejemplo el grupo 1 puede ser el que contiene a
los jugadores mejor informados o los de mayor taman˜o, etc. El grupo 0 junta
a los otros participantes. Sea n j el nu´mero de jugadores de tipo j, j = 0,1 con
n0+n1 = n≥ 2. El modelo asume que dentro de cada grupo o tipo los jugadores
son ex-ante ide´nticos, es decir que sus valuaciones son variables aleatorias iid
provenientes de Fj(·). Por lo tanto, F(., . . . , .) = F1(·)n1F0(·)n0 . Cada una de
estas distribuciones son de conocimiento comu´n y tienen un soporte comu´n,
[v,v].
Las estrategias de equilibrio s0(·) y s1(·) por lo general no tienen solucio´n
analı´tica. No obstante estas estrategias satisfacen el siguiente sistema de
ecuaciones diferenciales,
s′1(v1i) = [v1i−b1i]
[
(n1−1 f1(v1i)F1(v1i))+n0
f0(s−10 (b1i))
F0(s−10 (b1i))
s′1(v1i)
s′0(s
−1
0 (b1i))
]
s′0(v0i) = [v0i−b0i]
[
(n0−1 f0(v0i)F0(v0i))+n1
f1(s−11 (b0i))
F1(s−11 (b0i))
s′0(v0i)
s′1(s
−1
1 (b0i))
]
,
sujeto a las condiciones de frontera s0(v) = s1(v) = v y s1(v) = s0(v).
Dado que el sistema no tiene solucio´n analı´tica, hay que recurrir a me´todos
nume´ricos lo que representa la mayor dificultad asociada a estos modelos.
4.4. El modelo APV asime´trico
En este caso y bajo el supuesto de que hay dos tipos de jugadores este modelo
considera que el vector (v11, . . . ,v1n1 ,v01, . . . ,v0n0) se distribuye de acuerdo
a la funcio´n conjunta F(·). Esta funcio´n se asume intercambiable en sus
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primeros n1 componentes como tambie´n en sus u´ltimos n0 componentes. La
intuicio´n detra´s de este esquema probabilı´stico es que dentro de un mismo tipo
o grupo los jugadores son ide´nticos ex-ante. Ma´s au´n, como F(·) es afiliada
hay dependencia general entre las valuaciones privadas. El trabajo de Campo
et al. (1998) caracteriza el sistema de ecuaciones diferenciales que define el
equilibrio de este juego. Al igual que en el caso anterior este sistema carece de
solucio´n analı´tica.
4.5. Me´todos de estimacio´n
Dado que una subasta contiene solamente un pun˜ado de observaciones, en
la estimacio´n de estos modelos tı´picamente se utiliza ma´s de una subasta.
Definamos ` como el ı´ndice de la subasta, `= 1, . . . ,L. Por lo tanto la estructura
del modelo es [U`(·), F` (·)]. Pueden incorporarse caracterı´sticas observables
de las subastas, X`, al modelo, en este caso se tiene que U`(·) = U(·,X`) y
F` (·) = F(·|X`).
Una primera clasificacio´n que podemos hacer para la estimacio´n estructural
de modelos de subastas distingue entre me´todos directos y me´todos indirectos.
A su vez estos me´todos pueden ser parame´tricos si los elementos estructurales
se suponen conocidos excepto por un nu´mero finito de para´metros. Tambie´n
se pueden utilizar te´cnicas no parame´tricas para la estimacio´n en donde no se
hacen supuestos sobre la forma funcional de los elementos estructurales.
70
Ana´lisis estructural de datos de subastas
4.5.1. Me´todos directos
Estos me´todos fueron los primeros que se desarrollaron en la literatura y esta´n
basados principalmente en modelos econome´tricos parame´tricos. El punto de
partida es la especificacio´n de la funcio´n de distribucio´n de las valoraciones
privadas, F(·), de manera de poder estimar los para´metros que caracterizan
dicha distribucio´n. En este grupo de me´todos hay dos grandes clases de
procedimientos. En primer lugar se encuentra la metodologı´a desarrollada
por Paarsch (1992) y Donald y Paarsch (1993) que consiste en un me´todo
enteramente parame´trico que utiliza Ma´xima Verosimilitud (MV) para el
co´mputo de las estrategias de equilibrio. Donald y Paarsch (1993) reconocen
que esta metodologı´a es altamente demandante en te´rminos computacionales
y por lo tanto solamente distribuciones sencillas pueden utilizarse en la
pra´ctica. En particular, el problema es que el extremo superior de la funcio´n
de distribucio´n de las ofertas depende del o de los para´metros a estimar
(digamos θ ) lo que deriva en una distribucio´n no esta´ndar para el estimador
de MV9. Es ba´sicamente este motivo lo que llevo´ a Donald y Paarsch (1993)
a desarrollar el ya bien conocido pseudo estimador MV por partes (piecewise
pseudo ML estimator). Este estimador requiere que la estrategia de equilibrio
sea calculada de manera explı´cita, lo que usualmente se obtiene a partir
de distribuciones parame´tricas. Donald y Paarsch (1993) han establecido
las propiedades asinto´ticas de este estimador, es decir han demostrado su
consistencia y que la distribucio´n del estimador converge a la tasa (parame´trica)√
L a una distribucio´n normal. Dada la dificultad asociada al co´mputo de
la estrategia de equilibrio, Marshall et al. (1994) proponen un conjunto de
algoritmos nume´ricos para resolver de manera nume´rica la estrategia de
9La razo´n de este resultado es que al depender el soporte del para´metro de intere´s se esta´ violando
una de las condiciones de regularidad que necesitan los me´todos de MV.
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equilibrio de una subasta de primer precio asime´trica permitiendo el uso de
distribuciones arbitrarias para las valoraciones privadas.
En un segundo trabajo, Donald y Paarsch (1996) estudian el problema de
identificacio´n del para´metro θ , ası´ como las propiedades del estimador de
MV en el caso que el extremo superior del soporte dependa del para´metro
desconocido. La distribucio´n asinto´tica que obtienen para este estimador es
no esta´ndar lo que constituye una desventaja en la pra´ctica. Ambos me´todos
basados en MV esta´n sujetos a dos grandes limitaciones. En primer lugar,
solo permiten la inclusio´n de heterogeneidad observable (de las subastas) a
trave´s de variables discretas. En segundo lugar, tenemos la gran complejidad
para computar estos estimadores ya que las rutinas asociadas son demasiado
complejas y requieren el ca´lculo de la estrategia de equilibrio y de su inversa
para determinar el extremo superior de la distribucio´n y la densidad de las
ofertas.
Laffont et al. (1995) introducen una metodologı´a computacionalmente ma´s
conveniente. El me´todo se basa en el Revenue Equivalence Theorem. Los
autores proponen un me´todo basado en simulaciones que evita el ca´lculo de
la estrategia de equilibrio y por lo tanto permite considerar especificaciones
parame´tricas ma´s generales para las distribuciones de las valuaciones privadas.
A este me´todo se lo conoce como Mı´nimos Cuadrados No Lineales Simulados
(SNLLS, por sus siglas en ingle´s) y se relaciona con los me´todos propuestos
por McFadden (1989) y por Pakes y Pollard (1989). El estimador SNLLS de
Laffont et al. (1995) utiliza solamente a la oferta ganadora dado que los autores
analizan una subasta oral descendente de berenjenas en su aplicacio´n empı´rica.
Los autores establecen las propiedades asinto´ticas del estimador, le´ase su
consistencia y su normalidad a la tasa de convergencia
√
L para un nu´mero dado
de simulaciones y mientras el nu´mero de subastas tiende a infinito. La principal
ventaja de este me´todo radica en que no es necesario el co´mputo de la estrategia
de equilibrio o de su inversa. Es por esto que este me´todo es atractivo desde
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un punto de vista computacional y puede ser utilizado con cualquier familia
de distribuciones parame´tricas para F(·)10. Li y Vuong (1997) extendieron el
me´todo de SNLLS al caso en el cual se observan todas las ofertas, como sucede
tı´picamente en las subastas a sobre cerrado.
4.5.2. Me´todos indirectos
En contraste con los me´todos directos, los procedimientos indirectos de
estimacio´n no utilizan la distribucio´n de valuaciones privadas como punto
de partida. El uso de estos me´todos fue iniciado por Guerre et al. (2000) en
su trabajo seminal sobre estimacio´n estructural de subastas de primer precio.
Los autores desarrollan un procedimiento enteramente no parame´trico. Esta
alternativa esta´ basada en una simple pero crucial observacio´n, cada valoracio´n
privada puede expresarse como una funcio´n de la oferta correspondiente, de
la distribucio´n de las ofertas observadas y de su densidad. Esta funcio´n surge
de las CPO del problema de optimizacio´n del jugador. Es por esto que, en
contraposicio´n a los me´todos directos, el punto de partida de los procedimientos
indirectos es la distribucio´n de las ofertas (observadas) que se utiliza para
recuperar la distribucio´n de las valoraciones privadas (no observadas) sin tener
que recurrir al co´mputo de la estrategia que conforma el BNE o su funcio´n
inversa de manera explı´cita.
La principal ventaja de este tipo de me´todos es por lo tanto que no se
requiere resolver la ecuacio´n diferencial que caracteriza al equilibrio bayesiano
de Nash, y, en consecuencia no es necesaria una solucio´n analı´tica del sistema
de ecuaciones. Ma´s au´n, dada la naturaleza no parame´trica del me´todo bajo
consideracio´n, el procedimiento no esta´ sujeto a supuestos parame´tricos y por
10En la aplicacio´n empı´rica los autores utilizan una distribucio´n log-normal.
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ende no restringe a priori a la funcio´n F(·) a pertenecer a alguna clase de
distribuciones especı´fica. Otra ventaja asociada a este esquema es que permite
la derivacio´n de resultados importantes sobre identificacio´n y de restricciones
testeables provenientes de la teorı´a subyacente que pueden utilizarse para
validar el modelo11.
Utilizando como base la ecuacio´n que define la funcio´n inversa de la
estrategia de equilibrio, los autores muestran que el modelo esta´ identificado
de manera no parame´trica. Hay una serie de trabajos en la literatura (de
estos autores y de otros) que consideran de manera similar otros modelos de
subastas, como por ejemplo modelos con valores privados afiliados, modelos
con jugadores asime´tricos, modelos dina´micos y modelos con postores que son
adversos al riesgo.
El me´todo de Guerre et al. (2000) naturalmente se implementa a trave´s
de un procedimiento en dos etapas. En un primer paso, una muestra de
pseudo valuaciones privadas es obtenida a trave´s del uso de estimadores no
parame´tricos para la distribucio´n y densidad de las ofertas observadas. Esta
muestra se utiliza luego en una segunda etapa para estimar tambie´n de manera
no parame´trica la densidad de las valuaciones privadas de los jugadores. Los
autores muestran que el estimador propuesto tiene caracterı´sticas estadı´sticas
deseables tales como consistencia uniforme y que logran una tasa de
convergencia o´ptima al elegir valores adecuados de los anchos de banda
(bandwidths).
11Estudiaremos el me´todo propuesto por Guerre et al. (2000) en detalle ma´s adelante.
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5. Estimacio´n estructural del modelo IPV sime´trico
5.1. Modelo teo´rico e identificacio´n
El trabajo de Guerre et al. (2000) (GPV, en adelante) introdujo el uso de
me´todos indirectos para estimar modelos de subastas de primer precio dentro
del paradigma de valuaciones privadas independientes.
En particular, los autores proponen un procedimiento indirecto en dos
etapas para estimar la funcio´n de distribucio´n de las valuaciones privadas
de los jugadores a partir de las ofertas observadas. El me´todo propuesto no
requiere supuestos parame´tricos ni tampoco el ca´lculo de la estrategia de
equilibrio bayesiana de Nash. La idea fundamental detra´s del procedimiento
es que cada valuacio´n privada puede expresarse como una funcio´n de la
oferta correspondiente y de la distribucio´n acumulada y densidad de ofertas
observadas. En el primer paso se construye una muestra de pseudo valuaciones
privadas mediante el uso de estimadores kernels para la distribucio´n y densidad
de las ofertas. En el segundo paso, la pseudo muestra se utiliza para estimar
no parame´tricamente la funcio´n de densidad de las valuaciones privadas
de los individuos. En particular, el estimador propuesto es uniformemente
consistente y o´ptimo ya que los autores demuestran que alcanza la mejor tasa
de convergencia posible cuando se estima la densidad de los valores privados
(no observados) a partir de ofertas (observadas).
Los resultados de este trabajo son importantes por varios motivos.
Primero, las conclusiones de polı´tica basadas en procedimientos enteramente
no parame´tricos son robustas a posibles errores de especificacio´n de la
distribucio´n subyacente. Ma´s au´n, dado que la teorı´a econo´mica impone
algunas restricciones sobre la distribucio´n de las ofertas observadas, se puede
testear en principio la validez del modelo teo´rico utilizado para caracterizar
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el problema sin tener que recurrir a (fuertes) supuestos parame´tricos sobre los
elementos estructurales. En segundo lugar y desde un punto de vista estadı´stico,
el estimador propuesto utiliza te´cnicas no parame´tricas en cada etapa o paso
del me´todo estructural de estimacio´n. La contribucio´n estadı´stica principal
del trabajo es la derivacio´n de la mejor tasa de convergencia (uniforme) para
el estimador no parame´trico de la funcio´n de densidad de las valuaciones
(no observables) privadas a partir de ofertas (observables). Para esto se
utiliza la teorı´a minimax desarrollada por Ibragimov y Has’minskii (1981).
Adicionalmente los autores muestran que mediante la eleccio´n de anchos
de banda (bandwidths) apropiados, el estimador en dos etapas alcanza la
tasa o´ptima de convergencia. En tercer lugar, y teniendo en cuenta aspectos
computacionales, el estimador propuesto evita una serie de dificultades
tı´picamente asociadas a los me´todos directos utilizados previamente en el
ana´lisis empı´rico de subastas. De hecho, dado que el me´todo es indirecto y
enteramente no parame´trico, el procedimiento no requiere calcular en forma
nume´rica la oferta de equilibrio ni tampoco requiere un algoritmo iterativo de
optimizacio´n. Estos aspectos simplifican considerablemente la implementacio´n
de este tipo de procedimientos.
El modelo de referencia que utiliza GPV es el de valores privados
independientes (IPV) explicado en la seccio´n . Como es bien sabido, este
modelo tiene solucio´n analı´tica (Riley y Samuelson, 1981). Especı´ficamente,
para el caso de dos o ma´s jugadores, N ≥ 2, y con p0 que representa el precio
de reserva,
bi = s(vi,F,N, p0)≡ vi− 1
(F(vi))
N−1
∫ vi
p0
(F(u))N−1 du (5)
si vi ≥ p0. Si vi < p0, entonces bi puede tomar cualquier valor menor que el
precio de reserva p0.
Esta estrategia se obtiene resolviendo la siguiente ecuacio´n diferencial de
primer orden en s(·)
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1 =
(
vi− s(vi)
)
(N−1) f (vi)
F(vi)
1
s′(vi)
, (6)
con condicio´n de frontera s(p0) = p0. La estrategia de equilibrio (5) es
estrictamente creciente en vi en el intervalo [p0,v] y expresa a la oferta de
equilibrio como una funcio´n de las valuaciones privadas, de la distribucio´n de
dichas valuaciones, del nu´mero de jugadores y del precio de reserva.
Por lo general, las ofertas se observan en los datos mientras que las
valuaciones privadas no. El marco teo´rico precedente esta´ estrechamente
vinculado con un modelo econome´trico estructural. En particular, dado que bi
es una funcio´n de vi, la cual es aleatoria y se distribuye de acuerdo a la funcio´n
F(·), se sigue que bi es tambie´n aleatoria y se distribuye de acuerdo a la funcio´n
G(·) (digamos). Esta simple observacio´n es la base del ana´lisis estructural de
datos de subastas.
GPV proponen un me´todo de estimacio´n indirecto ya que comienzan
estimando la distribucio´n de las ofertas observadas para luego construir un
estimador de la distribucio´n de los valores privados. Para el resto del ana´lisis
suponemos que el precio de reserva es no vinculante (nonbinding), i.e. p0 = v
de manera que s(v) = v. Este supuesto puede ser fa´cilmente relajado, pero
a los efectos de una exposicio´n ma´s transparente lo mantendremos y luego
indicaremos los cambios necesarios que deben hacerse si se abandona.
Un aspecto fundamental que subyace en la estimacio´n estructural es poder
establecer si los elementos estructurales pueden ser identificados a partir de las
observaciones disponibles. Dado que estamos suponiendo un precio de reserva
no vinculante, el nu´mero de postores potenciales N es igual a la cantidad de
participantes actuales, es por ello que tanto N como bi, i= 1, . . . ,N se conocen.
Por lo tanto el u´nico elemento estructural desconocido es la distribucio´n
latente de las valuaciones privadas, F(·), y de esta forma el problema de la
identificacio´n se reduce a determinar esta funcio´n de forma unı´voca a partir de
los datos.
77
M. Florencia Gabrielli
El Teorema 1 de GPV resuelve el problema mencionado al establecer que
la distribucio´n F(·), de existir, es u´nica. Adicionalmente, este teorema brinda
condiciones necesarias y suficientes sobre la distribucio´n G(·) que denota la
distribucio´n conjunta de (b1, . . . ,bN), para la existencia de F(·). Como es
usual, se restringe la atencio´n a estrategias de equilibrio Bayesianas de Nash
estrictamente crecientes y diferenciables12.
Teorema 1 - GPV 2000: Sea N ≥ 2. Sea G(·) una funcio´n que pertenece
a la familia PN (conjunto de distribuciones de probabilidad continuas) con
soporte [b,b]N . Existe una distribucio´n para las valuaciones privadas de los
postores F(·) ∈P de manera que G(·) es la distribucio´n de las ofertas de
equilibrio de una subasta a sobre cerrado de primer precio con valuaciones
privadas independientes y un precio de reserva no vinculantes si y solo si
C1: G(b1, . . . ,bN) =∏Ni=1 G(bi).
C2: La funcio´n ξ (·,G,N) es estrictamente creciente en [b,b] y su inversa es
diferenciable en [v,v]≡ [ξ (b,G,N),ξ (b,G,N)].
Ma´s au´n, si F(·) existe, es u´nica con soporte [v,v] y satisface F(v) =
G(ξ−1(v,G,N)) para todo v ∈ [v,v]. Adicionalmente, ξ (·,G,N) es la cuasi
inversa de la estrategia de equilibrio en el siguiente sentido ξ (b,G,N) =
s−1(b,F,N) para todo b ∈ [b,b].
Este resultado esta´ basado en el hecho de que la primera derivada s′(·) y la
distribucio´n F(·) y su densidad f (·) pueden ser eliminadas simulta´neamente de
la ecuacio´n diferencial (6) que define el equilibrio, a trave´s de la introduccio´n
de la distribucio´n de las ofertas G(·) y de su densidad g(·). Especı´ficamente,
para cada b ∈ [b,b] = [v,s(v)], tenemos G(b) = Pr(b˜ ≤ b) = Pr(v˜ ≤ s−1(b)) =
F(s−1(b)) = F(v), donde en la u´ltima igualdad se ha utilizado, b = s(v). Por
lo tanto, se tiene que G(·) es absolutamente continua con soporte [v,s(v)] y
densidad g(b) = f (v)/s′(v), donde v = s−1(b). Tomando el ratio obtenemos,
12Tal como lo advierten los autores, se asume que las condiciones de segundo orden se cumplen.
Por lo tanto el BNE esta´ completamente caracterizado por la CPO (6).
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g(b)/G(b) = (1/s′(v)) f (v)/F(v). Por lo tanto, la ecuacio´n diferencial (6)
puede escribirse como,
vi = ξ (bi,G, I)≡ bi+ 1N−1
G(bi)
g(bi)
. (7)
La importancia de este teorema radica en varios aspectos. En primer
lugar, muestra que el modelo teo´rico impone algunas restricciones sobre la
distribucio´n de las ofertas. La condicio´n C1 establece que las ofertas son
independientes e ide´nticamente distribuidas (iid) de acuerdo a la funcio´n G(·).
La condicio´n C2 dice que, dado N, la distribucio´n G(·) de la ofertas observadas
puede racionalizarse a trave´s de una distribucio´n de valuaciones privadas F(·)
solo si ξ (·,G,N) es estrictamente creciente. En segundo lugar, asumiendo que
los postores se comportan de acuerdo al modelo teo´rico expuesto, el Teorema
1 establece que la distribucio´n de las valoraciones privadas de los jugadores,
F(·), esta´ identificada a partir de la distribucio´n de las ofertas. En particular
este resultado revela que no se requieren especificaciones parame´tricas a priori
para lograr la identificacio´n del modelo estructural.
Finalmente, es de utilidad remarcar que la funcio´n ξ (·,G,N) esta´
completamente determinada a partir del conocimiento de G(·) y N. Dado que
ξ (·,G,N) es la cuasi inversa de s(·,F,N), no se tiene que resolver en forma
explı´cita la ecuacio´n diferencial (6) ni tampoco se necesita aplicar integracio´n
nume´rica en (5) para determinar s(·,F,N), la estrategia de equilibrio de los
participantes.
Para analizar modelos ma´s generales introducimos heterogeneidad
observable en las subastas. El vector X` denota las caracterı´sticas observables
relevantes del `-e´simo objeto subastado y la variable N` denota el nu´mero de
jugadores en dicha subasta13. La distribucio´n condicional de las valuaciones
privadas en la `-e´sima subasta dado X` es F(· | X`,N`). De manera similar, la
13Dado que F(·) es de conocimiento comu´n en el modelo teo´rico, el vector X` tambie´n se
asume de conocimiento comu´n para todos los participantes (vendedor y compradores). La
justificacio´n de esto radica en el hecho de que las caracterı´sticas de los objetos subastados se
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distribucio´n condicional de las ofertas observadas dado X` es G(· | X`,N`). Por
lo tanto las ecuaciones que definen el equilibrio pueden expresarse como
Bp` ≡ s(Vp`,X`,N`) =Vp`− 1F(Vp` | X`,N`)N`−1
∫ Vp`
v`
F(v | X`,N`)N`−1dv,
Vp` ≡ ξ (Bp`,X`,N`) = Bp`+ 1N`−1
G(Bp` | X`,N`)
g(Bp` | X`,N`) , (8)
donde v`≡ v(X`,N`) es el extremo inferior del soporte de F(· |X`,N`) y g(· | ·, ·)
es la densidad de G(· | ·, ·).
5.2. Me´todo de estimacio´n
La idea ba´sica detra´s del procedimiento de estimacio´n es sencilla. Si uno
conociera la distribucio´n G(·) y la densidad g(·), entonces podrı´a utilizar (7)
para recuperar vi con el objetivo de estimar luego f (·). No obstante, en la
pra´ctica G(·) y g(·) son desconocidas, pero pueden ser estimadas a partir de
las ofertas observadas. Esto sugiere implementar un mecanismo en dos etapas.
En la primera etapa se construye una muestra de pseudo valuaciones privadas
a partir de (7) o (8) mediante el uso de estimadores no parame´tricos para
la distribucio´n y densidad de las ofertas. En el segundo paso se utiliza la
muestra de pseudo valuaciones privadas para estimar no-parame´tricamente la
densidad de los valores privados de los oferentes. A continuacio´n mostramos
como adaptar esta metodologı´a a subastas heteroge´neas. Tambie´n veremos los
encuentran descriptos en folletos gratuitos, por ejemplo. Se asume que ninguna caracterı´stica
relevante esta´ omitida en X`. Por lo tanto la heterogeneidad no observable solamente proviene
de los diferentes valores privados de los individuos, que son variables aleatorias no observadas
en te´rminos del modelo estructural.
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supuestos sobre los kernels y los anchos de banda (bandwidths) que se necesitan
para definir el estimador y obtener optimalidad.
Notar que (8) puede reescribirse como
Vp` ≡ ξ (Bp`,X`,N`) = Bp`+ 1N`−1
G(Bp`,X`,N`)
g(Bp`,X`,N`)
, (9)
con G(b,x,n) = G(b|x,n) fm(x,n) =
∫ b
b(x) g(u,x,n)du.
Por lo tanto, utilizando las observaciones {(Bp`,X`,N`); p = 1, . . . ,N`, ` =
1, . . . ,L}, en la primera etapa se estima el siguiente ratio ψ(·, ·, ·) =
G(·, ·, ·)/g(·, ·, ·) a partir de ψ˜ = G˜/g˜, donde
G˜(b,x,n) =
1
LhdG
L
∑`
=1
1
N`
N`
∑
p=1
1I(Bp` ≤ b) KG
(
x−X`
hG
,
n−N`
hGN
)
, (10)
g˜(b,x,n) =
1
Lhd+1g
L
∑`
=1
1
N`
N`
∑
p=1
Kg
(
b−Bp`
hg
,
x−X`
hg
.
n−N`
hgN
)
, (11)
Los para´metros hG, hGN , hg , y hgN son bandwidths, y KG y Kg son kernels
con soporte acotado. La ecuacio´n (9) revela que naturalmente las valuaciones
privadas Vp` pueden estimarse como,
V˜p` = Bp`+
1
N`−1 ψ˜(Bp`,X`,N`). (12)
Luego estas estimaciones se pueden usar en una segunda etapa para recuperar
la distribucio´n condicional f (v|x).
El problema que existe es que los estimadores kernels no parame´tricos
propuestos esta´n asinto´ticamente sesgados en los extremos del soporte de
(B,X ,N), por lo tanto no es conveniente utilizar ψ˜ . Esta observacio´n lleva a
los autores a proponer un mecanismo de descarte (trimming) para poder evitar
este sesgo que no desaparece con el taman˜o de la muestra.
Por lo tanto en lugar de (12) se utiliza trimming en la zona cercana a los
extremos. No obstante, primero hay que estimar los extremos del soporte de
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(B,X ,N), que son desconocidos. Formalmente, Guerre et al. (2000) proponen
estimar los extremos del soporte de la densidad condicional de B dado (X ,N) =
(x,n) utilizando,
ˆ¯b(x,n) = sup{Bp`, p = 1, . . . ,N`, `= 1, . . . ,L;X` ∈ pik1,...,kd ,N` = n}
bˆ(x,n) = bˆ(x) = ı´nf{Bp`, p = 1, . . . ,N`, `= 1, . . . ,L;X` ∈ pik1,...,kd}. (13)
Dado que b(x,n) = v(x) es independiente de i, no es necesario restringir el
ı´nfimo en (13) a ofertas tal que N` = n. Denotemos por Sˆn(G) al soporte de la
funcio´n G estimado a partir de una muestra de taman˜o n . El estimador para
Sn(G) es Sˆn(G)≡ {(b,x) : b ∈ [bˆ(x,n), ˆ¯b(x,n)],x ∈ [x,x]}.
Para entender como los autores manejan el descarte de observaciones
en la cercanı´a de los extremos (trimming) hay que definir cua´les son las
observaciones “cercanas a los extremos”. Ba´sicamente, para cada n se descartan
observaciones (Bp`,X`,N`) con N`= n que este´n ubicadas cerca de los extremos
del soporte (una distancia de 2h). Esta cercanı´a se define por medio de una
distancia que es funcio´n de los para´metros de suavizacio´n. En lugar de la
ecuacio´n (12) se definen los valores privados de la siguiente manera,
Vˆp` = Bp`+
1
N`−1 ψˆ(Bp`,X`,N`), (14)
donde
ψˆ(b,x,n)≡

ψ˜(b,x,n) si (b,x)+S(2hG)⊂ Sˆn(G) y
(b,x)+S(2hg)⊂ Sˆn(G),
+∞ en otro caso.
(15)
En la segunda etapa se utiliza entonces la pseudo muestra {(Vˆp`,X`), p =
1, . . . ,N`, `= 1, . . . ,L}, para estimar no-parame´tricamente la densidad f (v|x) a
trave´s de fˆ (v|x) = fˆ (v,x)/ fˆ (x), donde
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fˆ (v,x) =
1
Lhd+1f
L
∑`
=1
1
I`
I`
∑
p=1
K f
(
v−Vˆp`
h f
,
x−X`
h f
)
, (16)
fˆ (x) =
1
LhdX
L
∑`
=1
KX
(
x−X`
hX
)
, (17)
h f y hX son bandwidths, y K f y KX son kernels.
Debido a que los kernels tienen soporte compacto, la contribucio´n al
estimador, fˆ (v,x), de valuaciones privadas con valor infinito es nula. Por lo
tanto, la ecuacio´n (15) se interpreta como la regla de descarte o el trimming
para observaciones (Bp`,X`,N`) que esta´n demasiado cerca de los extremos del
soporte estimado SˆN`(G).
Los siguientes supuestos establecen las opciones de bandwidths y kernels.
El supuesto A3 es esta´ndar en la literatura. El orden de los kernels se elige de
acuerdo al grado de diferenciabilidad de las funciones estimadas. En particular
Kg se elige de orden R+ 1 dado que la densidad g(·, ·, ·) admite hasta R+ 1
derivadas parciales continuas.
Supuesto A3:
(i) Los kernels KG(·, ·),Kg(·, ·, ·),K f (·, ·),KX(·) son sime´tricos con soporte
acotado y con derivadas de segundo orden con respecto a los argumentos
continuos.
(ii)
∫
KG(x,0)dx= 1,
∫
Kg(b,x,0)dbdx= 1,
∫
K f (v,x)dvdx= 1,
∫
KX(x)dx=
1.
(iii) KG(·,0),Kg(·, ·,0),K f (·, ·),KX(·) son de orden R+ 1, R+ 1, R, y R+ 1,
respectivamente. Por lo tanto, los momentos de orden estrictamente
menor al orden establecido son iguales a cero.
Supuesto A4:
(i) A medida que L→ ∞, los bandwidths “discretos” hGI y hgI tienden a
cero.
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(ii) Los bandwidths “continuos” hG, hg, h f , y hX son de la siguiente forma:
hG = λG(logL/L)1/(2R+d+2) , hg = λg(logL/L)1/(2R+d+3) ,
h f = λ f (logL/L)1/(2R+d+3) , hX = λX(logL/L)1/(2R+d+2) ,
donde las constantes λ ’s son estrictamente positivas.
(iii) El bandwidth “de la frontera” tiene la siguiente forma h∂ =
λ∂ (logL/L)1/(d+1) si d > 0.
Dados estos supuestos, los estimadores propuestos en (10), (11) y (17) para
G(·, ·, ·), g(·, ·, ·) y f (·), respectivamente, convergen de manera uniforme a la
mejor tasa posible. Si en cambio, las valuaciones privadas se observaran, el
bandwidth o´ptimo para estimar f (·, ·) serı´a de orden (logL/L)1/(2R+d+1), que es
asinto´ticamente menor que la tasa a la que converge h f establecida en A4-(ii).
Por lo tanto esta opcio´n de bandwidth implica “oversmoothing” (suavizar de
ma´s), y en este sentido serı´a sub-o´ptimo. No obstante, las valuaciones privadas
no se observan y por lo tanto dadas las tasas o´ptimas para hG, hg y hX (es
decir los estimadores de la primera etapa), la eleccio´n que hacen Guerre et al.
(2000) para h f es la u´nica posible para alcanzar la tasa de convergencia o´ptima
establecida en el Teorema 2.
Podemos resumir diciendo lo siguiente. El trabajo de Guerre et al.
(2000) muestra que la distribucio´n subyacente de las valuaciones privadas
independientes en un modelo de subastas de primer precio a sobre cerrado,
ya sea con precio de reserva vinculante o no, esta´ identificada a partir de las
ofertas observadas y del nu´mero de jugadores sin tener que recurrir a supuestos
parame´tricos. Ma´s au´n, usando la teorı´a min-max, los autores establecen la
mejor tasa de convergencia uniforme para estimar la distribucio´n latente de
las valuaciones privadas a partir de variables observables. Tambie´n proponen
un estimador no parame´trico en dos etapas que es computacionalmente
conveniente.
En realidad, los resultados de este trabajo pueden extenderse ma´s alla´ del
mecanismo de subasta analizado y del paradigma supuesto. Por ejemplo,
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se puede utilizar esta metodologı´a para el paradigma de valuaciones
privadas independientes pero cuyo mecanismo de asignacio´n sea el de
subastas Holandesas donde solamente se observa la oferta ganadora.
Alternativamente el me´todo pueden extenderse para el caso de valuaciones
privadas interdependientes (afiliadas) que constituyen el modelo ma´s general
de subastas que puede ser identificado (Laffont y Vuong, 1996). En te´rminos
generales, dado que el me´todo propuesto evita la determinacio´n de la estrategia
de equilibrio, este procedimiento es especialmente conveniente cuando dicha
estrategia no tiene una forma analı´tica cerrada como ocurre cuando el juego es
asime´trico.
Finalmente, un aspecto importante de los resultados de identificacio´n
obtenidos es que los mismos nos proveen condiciones necesarias y suficientes
para la existencia de una distribucio´n latente que puede “racionalizar” la
distribucio´n observada de las ofertas. Dado que estas restricciones sobre
las variables observables vienen impuestas desde el modelo teo´rico, pueden
constituir la base para realizar un test sobre dicha teorı´a. Hay dos clases de
restricciones. La primera esta´ relacionada con la independencia de las ofertas
y se refiere al paradigma (IPV o CV) y podrı´a corroborarse con algu´n test
sobre independencia. El segundo tipo de restricciones tiene que ver con la
monotonicidad de la funcio´n estimable lo que puede utilizarse para chequear si
los jugadores adoptan la estrategia sime´trica de equilibrio Bayesiano de Nash.
Aryal et al. (2017) extienden la metodologı´a GPV a un procedimiento
semi parame´trico en dos etapas. En particular estos autores proponen un
me´todo semi parame´trico en dos etapas basado en restricciones de momento
para estimar un conjunto finito de para´metros que caracterizan a la densidad
de las valuaciones privadas en subastas de primer precio. La utilizacio´n de
una metodologı´a semi parame´trica permite acomodar un mayor nu´mero de
variables (caracterı´sticas observables de las subastas) en el ana´lisis, a la vez
que se evita el problema usual de la maldicio´n de la dimensionalidad y los
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problemas de estimacio´n en los extremos asociados a la estimacio´n mediante
kernels del tipo Parzen-Rosenblatt como el que utilizan GPV. En el primer
paso de Aryal et al. (2017) se estima la distribucio´n y densidad de las
ofertas observadas utilizando regresiones por polinomios locales (metodologı´a
no parame´trica que generaliza a los kernels, ver Fan y Gijbels, 1996) que
permite recuperar una muestra de (pseudo) valuaciones privadas. En el segundo
paso se aplica el me´todo generalizado de momentos (GMM) para estimar los
para´metros de intere´s. Los autores muestran que este estimador es consistente,
converge a las tasa parame´trica (
√
n) y es asinto´ticamente normal. Si bien, en
la literatura empı´rica de estimacio´n de subastas varios autores han utilizado
me´todos semi parame´tricos para estimar los modelos, el trabajo de Aryal et al.
(2017) es el primero en establecer formalmente las propiedades asinto´ticas del
estimador. El trabajo tambie´n contiene un experimento Monte Carlo en donde
se muestra que este estimador tambie´n funciona muy bien en muestras finitas
tanto en te´rminos de estimar la densidad como en la eleccio´n del precio de
reserva que maximiza la recaudacio´n.
6. Detectando colusio´n dentro del Enfoque estructural
Las subastas y las licitaciones son mecanismos comu´nmente utilizados en la
pra´ctica tanto por el sector pu´blico como por el sector privado para asignar
bienes y servicios. Desde un punto de vista teo´rico, tı´picamente se asume
que existe competencia entre los participantes para obtener conclusiones sobre
eficiencia. En otras palabras, el disen˜o o´ptimo del mecanismo asume que
no hay colusio´n o comportamiento cooperativo entre los participantes. No
obstante, tanto subastas como licitaciones son susceptibles a la presencia de
ca´rteles, donde los participantes coluden en detrimento de la competencia.
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La evidencia sugiere que este tipo de pra´cticas son ma´s frecuentes de lo que
a uno le gustarı´a. Ofertas acordadas se han encontrado en varios mercados,
como por ejemplo en la obra pu´blica, en el mercado que provee leche para
escuelas, en el mercado de estampillas postales, etc.; ver Asker (2008), Bajari
(2001), Comanor y Schankerman (1976), Feinstein et al. (1985), Harrington
(2008), Lang y Rosenthal (1991), Pesendorfer (2000), Porter y Zona (1993),
Porter y Zona (1999) y en mercados financieros como por ejemplo el de bonos
municipales, entre otros. A pesar de que en los u´ltimos an˜os la imposicio´n
criminal de las leyes antimonopo´licas haya desalentado la fijacio´n de precios
en algunos mercados no ha desalentado la colusio´n (Marshall y Meurer, 2001)
y por lo tanto la importancia de cualquier me´todo para detectar colusio´n no ha
disminuido.
Por lo tanto, surgen las siguientes preguntas importantes: si hubiera colusio´n,
¿podemos detectarla a partir de los datos?, ¿podemos usar esta informacio´n
para disen˜ar mejores reglas?. Dado que la colusio´n disminuye la recaudacio´n
del estado o aumenta el costo de las licitaciones que usualmente son financiadas
a partir de impuestos distorsivos, es que estas pra´cticas derivan tı´picamente
en mayor ineficiencia. Por lo tanto, la mayor recaudacio´n que se destina
a licitaciones debido a la presencia de colusio´n no es simplemente una
transferencia de riqueza desde los contribuyentes a los ca´rteles. Luego, es
importante y urgente poder detectar y detener estas pra´cticas.
Trabajos empı´ricos previos sobre colusio´n se han basado principalmente en
informacio´n proveniente de juicios civiles para estimar el costo social de la
colusio´n o han utilizado te´cnicas de estimacio´n de forma reducida que ignoran
las potenciales interacciones estrate´gicas entre los que coluden, lo cual lleva
a errores de especificacio´n del modelo y en consecuencia a resultados no
confiables. No es una exageracio´n decir que dichos datos son extremadamente
difı´ciles de obtener, y au´n cuando este´n disponibles, en la mayorı´a de los
casos es demasiado tarde. Por lo tanto es deseable tener me´todos que permitan
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determinar si los participantes de un mercado coluden basados en informacio´n
pu´blica sobre las ofertas correspondientes. Otra razo´n importante para estudiar
la posible presencia de colusio´n en subastas o licitaciones radica en que en
estos mecanismos los objetivos de maximizar recaudacio´n (o minimizar costos)
y eficiencia dependen crucialmente de la existencia de competencia entre los
participantes (Ausubel y Milgrom, 2006).
La literatura sobre comportamiento competitivo en subastas y licitaciones ha
desarrollado una serie de herramientas estadı´sticas para intentar captar si el
comportamiento de los agentes econo´micos es consistente con las predicciones
de dicha teorı´a. Al igual que en el caso de la estimacio´n de modelos, las
herramientas utilizadas para testear pueden clasificarse en dos grandes grupos.
En primer lugar, existen los tests de forma reducida, como por ejemplo el test de
Independencia Condicional y el Test de Simetrı´a, desarrollados por Bajari y Ye
(2003). Este tipo de procedimiento es particularmente u´til cuando el analista no
tiene informacio´n sobre quie´nes son los jugadores que podrı´an estar actuando
de manera no competitiva. En otras palabras, estos tests ayudan a identificar
posibles candidatos cuyos comportamientos no se ajustan a lo que se esperarı´a
en un ambiente competitivo.
En segundo lugar existen tests basados en el ana´lisis estructural que intentan
detectar comportamientos no consistentes con competencia a partir de la
formulacio´n de modelos teo´ricos que explican co´mo las firmas forman sus
ofertas (estrate´gicamente) en un ambiente competitivo y co´mo lo harı´an en un
ambiente no competitivo. En este sentido, Aryal y Gabrielli (2013) proponen un
me´todo simple que se implementa en dos etapas con el objetivo de testear si las
ofertas observadas son consistentes con un modelo de colusio´n. En particular,
los autores proponen testear la presencia de colusio´n en licitaciones pu´blicas
mediante un procedimiento no parame´trico con jugadores asime´tricos en un
modelo con costos privados independientes (paradigma IPV con jugadores
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asime´tricos)14. La idea del procedimiento es recuperar los costos privados
subyacentes en un esquema competitivo y en un esquema colusivo. Puesto
que, como se explica ma´s adelante, para una oferta dada (y observada) el costo
recuperado a partir de un modelo con colusio´n debe ser menor al recuperado
en un ambiente competitivo (porque la colusio´n lo que hace es aumentar los
markups o ma´rgenes), la deteccio´n de la colusio´n puede postularse como testear
por la presencia de dominancia estoca´stica de primer orden cuando se compara
la distribucio´n de los costos bajo un esquema competitivo con la que surgirı´a
en un esquema colusivo.
Mostramos la intuicio´n detra´s de esta idea abstraye´ndonos de la asimetrı´a
para facilitar la exposicio´n, en la siguiente seccio´n indicamos co´mo adaptar
los modelos cuando los jugadores son asime´tricos. Sea F(·) la distribucio´n
de los costos privados. Llamemos Modelo A al que utilizamos para describir
un ambiente competitivo y Modelo B al correspondiente a un ambiente con
colusio´n. Dado el argumento anterior sobre los ma´rgenes de beneficio, si hay
colusio´n entonces se tiene que CostoA >CostoB (en sentido estoca´stico) donde
CostoA es el costo recuperado bajo el supuesto de competencia y CostoB es el
obtenido a partir de un modelo con colusio´n. Luego, la hipo´tesis a testear puede
escribirse como
F(t|competencia)≤ F(t|colusion) ∀t.
Es decir, en presencia de colusio´n, la distribucio´n (estimada) de los costos
debe ser mayor (Dominancia Estoca´stica de Primer Orden) que si hay
competencia. Naturalmente, surge el siguiente test:
H0 : FA = FB Competencia
H1 : FA ≤ FB Colusio´n
14Cuando lo que se analiza es un licitacio´n y no una subasta, la variable no observada es
tı´picamente el costo privado de cada jugador, que juega el mismo rol que la valoracio´n privada
en el contexto de subastas.
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Dos tests usualmente utilizados para comparar distribuciones son el test
de Rangos (Mann-Whitney-Wilcoxon) y el test de Kolmogorov-Smirnov.
En este caso se utilizan estos mecanismos para testear las hipo´tesis y en
definitiva discriminar entre Competencia y Colusio´n. En ambos casos rechazar
la hipo´tesis nula implica evidencia en favor de colusio´n y no rechazarla implica
evidencia en favor de un modelo competitivo.
Es importante modelar co´mo se realizan las pra´cticas colusivas. Aryal y
Gabrielli (2013) utilizan el esquema ma´s sencillo posible, que se conoce en
la literatura como colusio´n eficiente y ba´sicamente implica que la firma con el
menor costo es la que participa seriamente en la licitacio´n y las otras firmas que
pertenecen al ca´rtel solo participan (si es que lo hacen) para proveer una oferta
“fantasma” y de esa manera crear la apariencia de competencia. Pero, dado que
la lo´gica de un test de hipo´tesis es similar a la lo´gica que se utiliza en el sistema
judicial, es decir un acusado es inocente hasta tanto se encuentre evidencia
significativa de que es culpable, la hipo´tesis nula del test postula competencia
(i.e. ambas distribuciones son iguales), mientras que la hipo´tesis alternativa
es lo que sucede cuando hay suficiente evidencia en contra de la igualdad
de las distribuciones. En el presente caso, la hipo´tesis alternativa relevante es
la que postula dominancia estoca´stica de primer orden (i.e. colusio´n). Como
mencionamos ma´s arriba, en el ana´lisis estructural la relacio´n entre el modelo
teo´rico subyacente y el modelo econome´trico resultante es un aspecto clave. Es
por esto que a continuacio´n detallamos los aspectos ba´sicos de los modelos que
se utilizan para describir un ambiente competitivo y uno que no lo es.
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6.1. El modelo de competencia (Modelo A)
Un u´nico bien indivisible es licitado (en cada momento del tiempo) a N ≥ 2
firmas o jugadores que se asumen neutrales al riesgo. Se consideran dos tipos
de jugadores (k = 0,1) y en cada subconjunto existen nk firmas de tipo k. Los
jugadores tipo 1 representan firmas grandes que participan frecuentemente y
que tienen una participacio´n de mercado significativa. Las firmas tipo 0 (k= 0),
son las restantes que se tienen en la muestra. Los costos Cik (costo privado de
la firma i que es de tipo k) se distribuyen segu´n la funcio´n Fk(·) (una funcio´n
que es potencialmente diferente para cada tipo de firma) que tiene asociada una
densidad fk(·) que se asume continua y estrictamente positiva. Un supuesto
que se mantiene en este ana´lisis es que la cantidad de jugadores participantes
se determina de manera exo´gena, es decir en cada licitacio´n la cantidad de
jugadores actuales es la misma que la cantidad de jugadores potenciales y
dado este supuesto no se debe modelar una etapa previa en donde las firmas
deciden si participar o no. Cada firma i de tipo k decide la oferta (estrategia
o´ptima) bik como solucio´n a un problema de optimizacio´n en el que maximiza
su beneficio esperado, balanceando el beneficio que obtiene si gana (que es
creciente en su oferta) con la probabilidad de ganar (que es decreciente en su
oferta). Formalmente el problema de optimizacio´n es el siguiente:
ma´x
b
Πk(bi;ci,X`,N`) = ma´x
bi
(bi− ci) ∏
j∈nk\{i}
(1−Fk(s−1k (bi)|X`,N`)) j
∏
j∈nk′
(1−Fk′(s−1k′ (b)|X`,N`)) j
= ma´x
bi
(bi− ci) ∏
j∈nk\{i}
(1−Gk(bi|X`,N`)) j ∏
j∈nk′
(1−Gk′(bi|X`,N`)) j,
donde k 6= k′ ∈ {0,1} y Gk(b|X`,N`) = Fk(s−1k (b)|X`,N`) es la probabilidad de
que el jugador j ∈ nk\{i} de tipo k presente una oferta menor que b y lo mismo
para un jugador de tipo k′. La variable X` representa caracterı´sticas propias
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y exo´genas de la licitacio´n ` (por ejemplo la estimacio´n del gobierno sobre el
costo de la obra en una licitacio´n pu´blica) y N` es la cantidad de participantes en
dicha licitacio´n. La funcio´n sk(·) denota la estrategia de equilibrio de una firma
de tipo k. Este tipo de juego asime´trico y su equilibro (existencia y unicidad)
ha sido caracterizado entre otros por Lebrun (1996), Lebrun (1999), Maskin y
Riley (2000a), Maskin y Riley (2000b), Maskin y Riley (2003). La condicio´n
de primer orden del jugador i ∈ nk` es:
(bki− cki) = 1
(nk`−1) gk(bki|X`,N`)1−Gk(bki|X`,N`) +nk′
gk′ (bki|X`,N`)
1−Gk′ (bki|X`,N`)
.
Esta condicio´n de primer orden junto con las condiciones de frontera sk(c) =
b para k = 0,1 caracterizan la solucio´n del juego. Las primitivas del modelo
son las funciones de distribucio´n de los costos de cada tipo de participante,
Fk(·), con k = 0,1, que son funciones condicionales dadas las caracterı´sticas
especı´ficas de cada subasta X` y la cantidad de jugadores N`. Las variables
condicionantes se incluyen para controlar por el hecho de que las licitaciones
no son homoge´neas, es decir no es exactamente el mismo bien el que se licita
en cada transaccio´n.
A los efectos de lograr identificacio´n de los costos privados (no observados)
a partir de las ofertas (observadas) se asume lo siguiente.
1. En una licitacio´n ` participan n` jugadores neutrales al riesgo, donde n`
es un elemento del conjunto [n,n] y n es un nu´mero mayor o igual a 2.
2. El vector (X`,N`) se distribuye segu´n la funcio´n Qm cuya densidad
asociada es qm para todo `= 1, . . . ,L.
3. Para cada licitacio´n ` y para cada tipo k, las variables Ck` son iid
(independientes e ide´nticamente distribuidas) con funcio´n de distribucio´n
acumulada Fk(·) cuya densidad es fk(·), ambas funciones son funciones
condicionadas a las variables (X`,N`).
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4. Las ofertas de cada tipo de jugador Bk se distribuyen segu´n la funcio´n Gk
con densidad gk para k = 0,1. Estas funciones tambie´n deben entenderse
como condicionadas a (X`,N`).
5. Participacio´n Exo´gena: Las funciones de distribucio´n de los costos
privados no dependen de la cantidad de oferentes, i.e., Fk(c|X ,N) =
Fk(c|X), para todo k = 0,1 y X .
Todos estos supuestos son esta´ndares en la literatura de subastas con entrada
exo´gena. Ma´s au´n este u´ltimo supuesto no requiere que las variables (X`,N`)
sean independientes entre sı´. En otras palabras, el supuesto de entrada exo´gena
es consistente con la presencia de correlacio´n entre X y N. Esto permite
racionalizar, por ejemplo, el hecho de que subastas ma´s atractivas (contratos
de obra pu´blica ma´s grandes, por ejemplo) atraen una mayor cantidad de
participantes. Una vez descripto el modelo, el pro´ximo paso es verificar que
el mismo esta´ identificado. El problema de identificacio´n consiste en establecer
si a partir de los datos observados (ofertas) pueden recuperarse las variables
no observadas (costos privados) que son los elementos estructurales clave que
se necesitan para realizar cualquier tipo de ana´lisis, en particular los tests que
se pretenden implementar. El argumento para identificar los costos privados
(suprimiendo la dependencia con respecto a X y N y obviando los subı´ndices
que indican asimetrı´a) se basa en la siguiente sencilla observacio´n. Dado
que los costos privados y las ofertas observadas esta´n vinculados a trave´s de
una funcio´n estrictamente creciente en equilibrio, la funcio´n sk, se obtiene lo
siguiente,
F(c) = Pr(C ≤ c) = Pr (s(C)≤ s(c)) = Pr (B≤ s(c)) = G(s(c)) .
La clave es la monotonicidad de la estrategia de equilibrio s que permite
identificar a la funcio´n F a partir de la funcio´n G. Si bien la funcio´n G no
es directamente observable, es fa´cilmente estimable a partir de las ofertas
observadas. Este argumento que establece identificacio´n lleva de manera
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natural a un procedimiento de estimacio´n no parame´trico en dos etapas
como el propuesto por Guerre et al. (2000). En particular, se utilizan las
nk ofertas de tipo k para estimar Gk(c|X`,N`) y gk(c|X`,N`) a trave´s de
me´todos no parame´tricos como kernels o polinomios locales. Luego, partir de
las condiciones de primer orden del modelo que caracterizan las estrategias
(ofertas) o´ptimas pueden obtenerse los costos privados. Estos costos dependen
de las funciones de distribucio´n de las ofertas, de las densidades de las mismas
y de la cantidad de participantes. En particular, en este modelo, los costos
privados se obtienen a partir de la siguiente ecuacio´n
cki = b`ki−
1
(nk`−1) gk(b
`
ki|X`,N`)
1−Gk(b`ki|X`,N`)
+nk′`
gk′ (b`ki|X`,N`)
1−Gk′ (b`ki|X`,N`)
. (18)
Una vez obtenida una muestra de (pseudo) costos privados, Guerre et
al. (2000) proponen implementar un estimador no parame´trico para obtener
la funcio´n de densidad estimada fk. De esta manera el procedimiento es
enteramente no parame´trico. Otros autores han propuesto implementar esta
segunda etapa a trave´s de estimadores de Momentos Generalizados (GMM)
lo que mejora las propiedades estadı´sticas del estimador resultante (ver Aryal
et al., 2017).
La principal ventaja de este me´todo indirecto es, por lo tanto, que no se
requiere resolver la ecuacio´n diferencial que caracteriza al equilibrio bayesiano
de Nash, por lo tanto, no es necesaria una solucio´n analı´tica del sistema de
ecuaciones.
Con los costos recuperados en la etapa 1 (ecuacio´n 18) se pueden
implementar los tests (no parame´tricos) para verificar si se rechaza o no
la hipo´tesis nula de ausencia de colusio´n sin necesidad de implementar
estrictamente la etapa 2 del procedimiento. Los costos recuperados a partir
de este modelo se comparan luego con costos provenientes de un modelo de
colusio´n que se describe a continuacio´n.
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6.2. El modelo con colusio´n (Modelo B)
El segundo modelo que se analiza es uno que toma en cuenta el hecho de que un
subconjunto de firmas colude. Es necesario entonces describir la manera en la
cual dicha colusio´n se lleva a cabo. Se asume que las firmas coluden de manera
eficiente y en particular son las firmas de tipo 1 las que actu´an de esta manera15.
Este supuesto implica que el ambiente que se analiza es el ma´s favorable
posible para este tipo de pra´cticas (ver por ejemplo Marshall y Marx, 2007).
La existencia de colusio´n puede generar asimetrı´as entre los participantes. Por
lo tanto, es natural utilizar un modelo con jugadores asime´tricos (esto es con
al menos dos tipos de jugadores) en este contexto. Es importante aclarar que
tanto el modelo de competencia como el modelo de colusio´n permiten que los
jugadores sean ex-ante asime´tricos. No obstante, las fuentes de asimetrı´a en
cada modelo son diferentes. En el Modelo A de competencia, las asimetrı´as
reflejan que los participantes no pueden considerarse iguales, porque son ma´s
grandes, ma´s eficientes, etc. En el Modelo B, ma´s alla´ de que estos factores
pueden estar presentes, el hecho de que existe un ca´rtel operando en el mercado
implica que dichos jugadores son diferentes al resto. En particular, se asume
que el ca´rtel puede controlar las ofertas de sus miembros y puede eliminar toda
competencia proveniente del ca´rtel, es decir que solamente existira´ un u´nico
jugador “serio” en cada licitacio´n que sera´ a su vez la firma ma´s eficiente, es
decir aquella que puede efectuar la oferta ma´s baja dentro del ca´rtel debido a
que es la que tiene los costos ma´s bajos. En te´rminos de la notacio´n desarrollada
esto implica que n1 = 1 (desde la perspectiva de los miembros del ca´rtel, que
se asume son jugadores de tipo 1). Como se menciono´ anteriormente este es el
escenario ma´s propicio para la existencia de colusio´n y a los efectos de verificar
15Se puede asumir que solo un sub grupo dentro de las firmas de tipo 1 colude, con lo cual se
estarı´a ante 3 tipos de jugadores, esto es lo que hacen Aryal y Gabrielli (2013). Para simplificar
la exposicio´n suponemos que todas las firmas de tipo 1 esta´n incluidas en el ca´rtel.
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si los datos son consistentes con este modelo, no es necesario detallar las reglas
exactas que utiliza el ca´rtel para repartir los beneficios entre sus miembros.
Tambie´n se asume que los dema´s jugadores que no pertenecen al ca´rtel no
conocen la existencia del mismo. Los otros aspectos del modelo son los mismos
que los del Modelo A. Cada miembro del ca´rtel sabe que solamente compite
con los jugadores de tipo 0, ya que asumimos que todos los jugadores de tipo
1 esta´n en el ca´rtel. La condicio´n de primer orden para este tipo de jugador es
entonces
1 = (b1i− c1i)
[
n0 f1(s−10 (b1i))
[1−F0(s−10 (b1i))]s′0(s−10 (b1i))
]
.
Esta ecuacio´n junto a la correspondiente para jugadores tipo 0 determinan
un nuevo sistema de ecuaciones diferenciales que, junto a las condiciones de
frontera correspondientes, caracterizan un u´nico equilibrio para las estrategias
o´ptimas en un modelo que incorpora colusio´n. Notar que los jugadores de tipo 0
no cambian su comportamiento entre modelos. Solamente los jugadores de tipo
1 se comportan de manera diferente en cada caso. Utilizando un argumento de
identificacio´n similar al mencionado para el modelo de competencia se obtiene
la siguiente ecuacio´n que caracteriza los costos privados a partir de las ofertas
y de las funciones de distribucio´n y densidad de dichas ofertas.
cˆ1i = ξ1i(·) = b1i− 1
n0`
gˆ0(b1i|·)
1−Gˆ0(b1i|·)
, (19)
donde se abusa de la notacio´n y se utiliza b1i para indicar a la oferta ma´s baja
entre las ofertas de los jugadores de tipo 1, ya que bajo el esquema colusivo las
dema´s ofertas son meramente ofertas “fantasmas” y por lo tanto son arbitrarias,
es decir no proveen informacio´n sobre los costos privados. Por lo tanto, para
estimar el Modelo B se utilizara´ siempre la menor oferta entre los miembros
del ca´rtel. Al igual que con el modelo A, a los efectos de implementar los tests
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no es necesario recuperar la funcio´n F1(·) de distribucio´n de los costos de los
jugadores de tipo 1. Los tests utilizados requieren como inputs a los costos
privados (estimados), en este sentido, estrictamente se utiliza el primer paso de
la metodologı´a indirecta de estimacio´n de Guerre et al. (2000).
6.3. Tests para detectar colusio´n
Como mencionamos anteriormente Aryal y Gabrielli (2013) plantean el
problema de la “colusio´n” como un problema de testear por dominancia
estoca´stica de primer orden, para lo cual utilizan el test de rangos y el test
de Kolmogorov-Smirnov. A partir de cada modelo (competencia y colusio´n)
se pueden obtener los costos privados de cada firma asociados a las ofertas
observadas en los datos y a partir de estos costos se pueden implementar los
tests mencionados. En particular, luego de la estimacio´n de cada modelo se
cuenta con los siguientes conjuntos de datos
MA :=
{
X`,n1`,{cˆA1i}ni`i=1
}
, `= 1,2, . . . ,L,
MB :=
{
X`,n1`,{cˆB1}
}
, `= 1,2, . . . ,L,
donde cˆ j1i y cˆ
j
1 son los costos recuperados a partir de las ecuaciones (18) y
(19), respectivamente. Una importante ventaja de utilizar el enfoque estructural
para analizar este tipo de problema es que permite no solamente establecer
identificacio´n de una manera transparente y por lo tanto se puede relacionar a
los datos con los elementos estructurales sino que tambie´n provee condiciones
necesarias para racionalizar el modelo. En este sentido, elegir entre dos
modelos serı´a equivalente a verificar cua´l de las dos condiciones impuestas
(competencia o colusio´n) se observa en los datos. Dado que en este contexto
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la u´nica diferencia que existe entre los dos modelos son los costos privados
de lo jugadores de tipo 1, es natural pensar que el criterio para diferenciar
los modelos y seleccionar el apropiado debe solamente basarse en estos dos
conjuntos de costos. Bajo los supuestos de Aryal y Gabrielli (2013), en
particular el de entrada exo´gena al juego, y a partir de las ecuaciones (18) y (19)
se advierte que si se observa la misma oferta b el costo implicado bajo colusio´n
debe ser menor al que implica un modelo de competencia, i.e., cA1 ≥ cB1 . En otros
te´rminos, dado que el efecto de la colusio´n es deprimir la competencia en los
mercados, si se observa la misma oferta en ambos esquemas, necesariamente
debe darse la desigualdad mencionada entre los costos. Esto es consistente
con el hecho que bajo colusio´n los ma´rgenes de beneficios (diferencia entre el
menor costo y la oferta realizada) son mayores en relacio´n a los ma´rgenes bajo
competencia. Una implicacio´n necesaria de este feno´meno es que la funcio´n
de distribucio´n de los costos recuperados bajo el Modelo A, MA, deberı´a
dominar en sentido estoca´stico de primer orden a la distribucio´n de los costos
recuperados bajo el Modelo MB.
Para testear por dominancia estoca´stica de primer orden se utiliza el test
de rangos que se basa en estadı´sticos “U”. Para definir el ranking relativo de
las variables aleatorias, sea cA = {cA11,cA12, . . . ,cA1n`1} y c
B = {cB1} para cada
licitacio´n `. A los efectos de utilizar este procedimiento hay que combinar
y ordenar los costos estimados de ambos modelos. Definir U `i = 1 si i
esima
observacio´n es de Modelo A, U `i = 0 en otro caso. Luego el Test de Rangos
de Mann-Whitney-Wilcoxon tiene la siguiente forma
U =
1
L
L
∑`
=1
1
n`1
2n`1
∑
i=1
U `i .
Para implementar el test debemos evaluar Pr(U ≤ t). En muestras grandes, U
es aproximadamente Normal,
Z =
U−µu
σu
⇒ N(0,1),
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con µu = n1n22 y σu =
√
n1n2(n1+n2+1)
12 si no hay empates.
El segundo test que se utiliza para discriminar entre colusio´n y competencia
es el conocido Test de Kolmogorov-Smirnov cuyo estadı´stico se define,
KSL = sup
c∈[c,c]
∣∣∣FA1 (c)−FB1 (c)∣∣∣.
En este caso tenemos que Pr(KSL ≤ t) =
√
2pi
t ∑
∞
k=1 e
−(2k−1)2pi2/(8t)2 . No
obstante, esta distribucio´n no se puede usar porque c es estimado, no observado
directamente. Dado que la distribucio´n asinto´tica es compleja, una alternativa
es utilizar bootstrap.
Cuadro 1. Fraccio´n de decisiones correctas cuando hay Colusio´n
Exponencial Exponencial Exponencial Normal Normal Normal Normal
Tipo 1 1.5 0.8 0.4 (1.5,1.5) (1.5,0.9) (0.9, 1.2) (2.9,0.3)
Tipo 0 0.5 0.5 0.5 (3.5,0.8) (2.5,0.3) (2.8,0.4) (2.5,0.3)
W-MW 1 1 1 1 1 1 1
KS 1 1 1 1 1 1 1
Normal Log Norm Log Norm Log Norm Weibull Weibull Uniforme
Tipo 1 (1.9, 0.3) (1.2, 1.3) (2.0, 0.3) (1.5, 1.0) (3.0, 2.5) (2.5,1.8) (1.0, 4.0)
Tipo 0 (2.5, 0.3) (2.9, 0.7) (2.8, 0.2) (2.5, 0.8) (3.0, 4.0) (2.5,3.0) (1.0,4.0)
W-MW 1 1 1 1 1 1 1
KS 1 1 1 1 0.97 1 1
Nota: proporcio´n de decisiones correctas. Valores p menores a 0.05. Cada test es aplicado 1000
veces para cada para´metro.
Una pregunta natural que surge en este contexto es si los tests utilizados
efectivamente pueden detectar colusio´n cuando e´sta existe en los datos. Para
esto los autores desarrollaron un experimento Monte Carlo en donde el
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verdadero proceso generador de datos contenı´a colusio´n. En particular se
simulan ofertas de subastas con jugadores asime´tricos en donde los jugadores
tipo 1 coluden. El procedimiento utilizado es luego confiable si en este esquema
se rechaza la hipo´tesis nula en favor de la alternativa. Los resultados obtenidos,
porcentaje de rechazo de la hipo´tesis nula, confirman que el poder del test para
detectar colusio´n es alto.
7. Conclusiones
Este capı´tulo intenta describir los aspectos centrales y algunas de las
contribuciones ma´s significativas al Enfoque Estructural para analizar datos
de subastas. Los aportes que se han desarrollado en los u´ltimos 20 an˜os
son numerosos y serı´a imposible citarlos a todos. En particular nos hemos
focalizado en el ana´lisis de subastas o licitaciones de primer precio a sobre
cerrado. Analizar este tipo de mecanismos no es restrictivo. La mayorı´a
de las bases de datos de subastas disponibles para investigacio´n empı´rica
provienen de este formato. Ma´s au´n, otros formatos son estrate´gicamente
equivalentes o posibles de ser analizados desde una perspectiva similar. En el
enfoque estructural para el ana´lisis de subastas el aspecto clave es el vı´nculo
entre el modelo de teorı´a de juegos subyacente y el modelo econome´trico
a estimar. En particular, se supone que las ofertas observadas provienen del
equilibrio bayesiano de Nash. La identificacio´n (no parame´trica) del modelo
le permite al investigador proponer un Modelo Econome´trico Estructural.
Laffont y Vuong (1996) desarrollan una serie de resultados que muestran
en que´ casos los modelos pueden identificarse a partir de las ofertas y la
cantidad de jugadores y en que´ casos esto no es posible. Al respecto el modelo
ma´s general que esta´ identificado es el que considera valuaciones privadas
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afiliadas. En el otro extremo, los modelos con valuaciones comunes no esta´n
generalmente identificados. Una vez que se establece la identificacio´n del
modelo, el siguiente paso es la estimacio´n del mismo. Dentro del enfoque
estructural se distinguen dos tipos de me´todos de estimacio´n: procedimientos
directos e indirectos. Los me´todos directos se desarrollaron primero en
la literatura y abarcan procedimientos de estimacio´n basados en ma´xima
verosimilitud y procedimientos basados en simulaciones. Estos u´ltimos son
computacionalmente ma´s atractivos ya que no necesitan que se resuelva
de manera explı´cita el equilibrio del modelo, algo que puede llegar a ser
altamente demandante en ca´lculos o en algunos casos imposible. Luego Guerre
et al. (2000) introdujeron el uso de los me´todos indirectos que descansan
fundamentalmente en una observacio´n muy simple pero crucial: existe una
relacio´n entre la distribucio´n de las ofertas observadas y la de las valuaciones
privadas a trave´s de la funcio´n que describe a la estrategia de equilibrio
que es estrictamente creciente. Esta observacio´n permite la identificacio´n (no
parame´trica) de los elementos estructurales que caracterizan el modelo (i.e.,
la funcio´n de distribucio´n de las valuaciones privadas) y lleva naturalmente
a proponer un me´todo de estimacio´n que se implementa en dos etapas. Dada
la naturaleza no parame´trica de la estrategia de identificacio´n, los me´todos
indirectos tı´picamente utilizan estrategias de estimacio´n no parame´tricas.
Tambie´n, recientemente se han propuesto estrategias semi parame´tricas que
poseen mejores propiedades estadı´sticas. Finalmente, dado que la colusio´n
(comportamientos cooperativos) es un problema omnipresente en los mercados
de subastas que se traduce en una fuente importante de asimetrı´as es que se han
desarrollado tests dentro de esta lı´nea de ana´lisis para detectar comportamientos
colusivos.
101
M. Florencia Gabrielli
Referencias
Aryal, G. y M. F. Gabrielli (2013). Testing for collusion in asymmetric first
price auction. International Journal of Industrial Organization, 31, 26-35.
Aryal, G., M. F. Gabrielli y Q. Vuong (2017): Semiparametric Estimation of
First-Price Auction Models, http://arxiv.org/abs/1407.7140.
Asker, J. (2008). A study of the internal organization of a bidding cartel.
American Economic Review, 100(3), 724-762.
Ausubel, L. M., y P. Milgrom (2006). The Lovely but Lonely Vickrey Auction,
en P. Cramton, Y. Shoham, y T. Steinberg (eds.), Combinatorial Auctions,
pp. 17–40. MIT Press.
Bajari, P. (2001). Comparing competition and collusion: a numerical approach.
Economic Theory, 18, 187–205.
Campo, S., I. Perrigne y Q. Vuong (1998). Asymmetry and joint bidding in ocs
wildcat auctions. Mimeo, University of Southern California.
Comanor, W.S. y M.A. Schankerman (1976). Identical bids and cartel behavior.
Bell Journal of Economics, 7, 281–286.
Donald, S. y H. Paarsch (1993). Piecewise pseudo-maximum likelihood
estimation in empirical models of auctions. International Economic Review,
34:121–148.
Donald, S. y H. Paarsch (1996). Identification, estimation, and testing in
parametric empirical models of auctions within the independent private
values paradigm. Econometric Theory, 12, 517-567.
Fan, J. y I. Gijbels (1996). Local Polynomial Modelling and Its Applications.
Chapman & Hall.
Feinstein, J.S., M.K. Block y F.C. Nold (1985). Asymmetric information and
collusive behavior in auction markets. The American Economic Review,
75(3), 441-460.
102
Ana´lisis estructural de datos de subastas
Guerre, E., I. Perrigne y Q. Vuong (2000). Optimal nonparametric estimation
of first-price auctions. Econometrica, 68, 525-574.
Haile, P., H. Hong y M. Shum (2003). Nonparametric tests for common values
in first-price sealed-bid auctions. NBER Working Paper Series.
Harrington, J.E. (2008). Detecting Cartels, en Buccirossi, P. (ed.), Handbook in
Antitrust Economics. MIT Press.
Harsanyi, J. (1967). Games with incomplete information played by bayesian
players. Management Science, 14, 159–82, 320–34, 486–502.
Hendricks, K., J, Pinkse y R. Porter (2003). Empirical implications of
equilibrium bidding in first-price, symmetric, common value auctions.
Review of Economic Studies, 70, 115-145.
Ibragimov, I. y R. Has’minskii (1981). Statistical Estimation. Asymptotic
Theory. Springer-Verlag New York, Inc.
Laffont, J. J. y Q. Vuong (1996). Structural analysis of auction data. American
Economic Review, 86, 414-420.
Laffont, J.J., H. Ossard y Q. Vuong (1995). Econometrics of first-price auctions.
Econometrica, 63, 953-980.
Lang, K. y R.W. Rosenthal (1991). The contractor’s game. The RAND Journal
of Economics, 22, 329-338.
Lebrun, B. (1996). Existence of an equilibrium in first price auctions. Economic
Theory, 7, 421-443.
Lebrun, B. (1999) First–price auction in the asymmetric N bidder case.
International Economic Review, 40, 125-142.
Li, T. y Q. Vuong (1997). Using all bids in parametric estimation of first– price
auctions. Economic Letters, 55, 321-325.
Marshall, R., M. Meurer, J. Richard, J. y W. Stromquist (1994). Numerical
analysis of asymmetric first price auctions. Games and Economic Behavior,
7,193-220.
103
M. Florencia Gabrielli
Marshall, R. y L.M. Marx (2007). Bidder collusion. Journal of Economic
Theory, 133, 374-402.
Marshall, R. y M. Meurer (2001). The Economics of Auctions and Bidder
Collusion, en Chatterjee, K., Samuelson, W. (eds.), Game Theory and
Business Applications. Kluwer Academic Publishers, Norwell.
Maskin, E. y J. Riley (2000a). Asymmetric auctions. Review of Economic
Studies, 67, 413-438.
Maskin, E. y J. Riley (2000b). Equilibrium in sealed high bid auctions. Review
of Economic Studies, 67, 439-454.
Maskin, E. y J.Riley (2003) Uniqueness of equilibrium in sealed high-bid
auctions. Games and Economic Behavior, 45, 395-409.
McFadden, D. (1989). A method of simulated moments for estimation of
discrete response models without numerical integration. Econometrica, 57,
995-1026.
Milgrom, P. y R. Weber (1982). A Theory of Auctions and Competitive
Bidding. Econometrica, 50, 1089-1122.
Paarsch, H. (1992). Deciding between the common and private value paradigms
in empirical models of auctions. Journal of Econometrics, 51, 191- 215.
Pakes, A. y D. Pollard (1989). Simulation and the asymptotics of optimization
estimators. Econometrica, 57, 1027-1057.
Pesendorfer, M. (2000). A study of collusion in first-price auctions. Review of
Economic Studies, 67, 381-411.
Porter, R. H. (1995). The role of information in U.S. offshore oil and gas lease
auctions. Econometrica, 63(1), 1-27.
Porter, R. y D. Zona (1993). Detection of bid-rigging in procurement auctions.
Journal of Political Economy, 101, 518-538.
Porter, R. y D. Zona (1999). Ohio School Milk Markets: an analysis of bidding.
The RAND Journal of Economics, 30, 263-288.
104
Ana´lisis estructural de datos de subastas
Riley, J. y W. Samuelson (1981). Optimal auctions. American Economic
Review, 71, 381–392.
Rothkopf, M. (1969). A model of rational competitive bidding. Management
Science, 15(7), 362-373.
Vickrey, W. (1961). Counterspeculation, auctions and competitive sealed
tenders. Journal of Finance, 16(1), 8-37.
Wilson, R. (1969). Competitive bidding with disparate information.
Management Science, 15(7), 446-448.
Wilson, R. (1977). A bidding model of perfect competition. Review of
Economic Studies, 44(3), 511-518.
105

Capı´tulo 4. Fundamentos de econometrı´a espacial aplicada
Marcos Herrera*
1. Introduccio´n
La econometrı´a espacial es una rama econome´trica dedicada al ana´lisis de
efectos espaciales en modelos de regresio´n en datos de corte transversal
y de panel. Anselin (2010) ubica el nacimiento del a´rea en el an˜o 1979
producto de una serie de publicaciones que sentaron las primeras bases
metodolo´gicas (Bartels y Ketellapper, 1979; Bennett, 1979; Hordijk, 1979;
Paelinck y Klaassen, 1979; Cliff y Ord, 1981). Pra´cticamente una de´cada
mas tarde, la publicacio´n del libro Spatial econometrics: Methods and models
(Anselin, 1988) consolida las principales lı´neas metodolo´gicas que marcaron
la primera agenda de investigacio´n dentro del a´rea. Desde los inicios, el
principal me´todo de estimacio´n de los modelos espaciales fue por ma´xima
* Agradezco a Jesu´s Mur por ser mi principal mentor en estos temas. Errores u omisiones son
de exclusiva responsabilidad del autor.
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verosimilitud (ML, Maximum Likelihood). Sin embargo, los aportes realizados
por Kelejian y Prucha (1998, 1999) y Lee (2003) impulsaron la estimacio´n por
el variables instrumentales (IV , Instrumental Variables) y me´todo de momentos
generalizados (GMM, Generalized Method of Moments). Adicionalmente, el
libro de LeSage y Pace (2009) resume los aportes por estimacio´n bayesiana.
Tradicionalmente, los modelos que incorporaban explı´citamente el espacio
(topologı´a geogra´fica) estaban confinados a temas de ciencia regional,
economı´a geogra´fica o urbana. Tal es ası´ que la primera vez que se empleo´ el
te´rmino econometrı´a espacial fue para brindar fundamentacio´n metodolo´gica
a modelos regionales y urbanos (Paelinck, Annual Meeting of the Ducth
Statistical Association, Tilburg, 1974). Sin embargo, el actual entendimiento
del espacio no esta´ restringido a cuestiones geogra´ficas ampliando el uso de
las te´cnicas al espacio econo´mico y social (distancia socio-econo´mica). La
diversidad de aplicaciones que utilizan herramientas de econometrı´a espacial
incluye temas de redes sociales, criminologı´a, finanzas pu´blicas, ciencia
polı´tica, psicologı´a, salud, educacio´n, historia, transporte, marketing, entre
muchos otros.
En este capı´tulo se revisan y organizan los desarrollos ma´s consolidados
de econometrı´a espacial enfatizando un rango de to´picos relativos a la
especificacio´n e interpretacio´n de los efectos espaciales. Estos efectos pueden
dividirse en: (1) dependencia o interaccio´n espacial, generalmente entendida
por su versio´n ma´s de´bil de autocorrelacio´n espacial y (2) heterogeneidad
espacial que es un tipo de inestabilidad estructural proveniente del te´rmino de
error (heteroscedasticidad) o de los coeficientes de las variables del modelo.
Entre estos efectos, la heterogeneidad espacial puede ser resuelta mediante
herramientas econome´tricas esta´ndares. En cambio, la dependencia espacial
es el efecto que mayor dificultad presenta y por eso nos dedicaremos casi
exclusivamente a su tratamiento. Debido a la amplia literatura sobre el tema,
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el intere´s se centrara´ en modelos con variable dependiente continua que buscan
incorporar dependencia espacial.
Dentro del a´rea econo´mica, la econometrı´a espacial adquirio´ mayor
relevancia a partir de la de´cada del 90 por diferentes desarrollos teo´ricos
que involucraron cuestiones geogra´ficas y de interaccio´n social (por ejemplo,
Krugman, 1991; Manski, 1993; Brock y Durlauf, 1995, entre otros avances).
Puede afirmarse que esta demora obedece a cuestiones histo´ricas, la teorı´a
econo´mica minimizo´ la influencia del espacio o lo supuso neutral al
comportamiento de los mercados y a los procesos productivos y distributivos
de bienes. Un simple repaso de los principales libros de texto utilizados en
las carreras de ciencias econo´micas permite comprobar que las principales
corrientes teo´ricas no mencionan casi ningu´n aspecto de la localizacio´n de
los individuos o de los mercados. Dicho olvido se traslada directamente
a la ensen˜anza de la econometrı´a. El ana´lisis econome´trico de datos con
informacio´n georreferenciada no esta´ presente en los libros de econometrı´a
de base y el problema de dependencia es relegado casi con exclusividad a
series temporales. Este u´ltimo punto impulsa el desarrollo del presente capı´tulo
con la intencio´n de cubrir una tema´tica pra´cticamente ausente en cursos de
econometrı´a intermedia y avanzados.
El resto del capı´tulo esta´ organizado de la siguiente manera. En la seccio´n 2
se presentan los principales elementos de econometrı´a espacial. La seccio´n 3
desarrolla los principales modelos espaciales en corte transversal y en datos
de panel. En la seccio´n 4 se discute la interpretacio´n de los modelos que
incluyen efectos espaciales endo´genos. La seccio´n 5 ilustra los desarrollos
teo´ricos mediante dos ejemplos empı´ricos. Finalmente, los comentarios finales
son incluidos en la seccio´n 6.
109
Marcos Herrera
2. Conceptos y elementos espaciales
Esta seccio´n contiene conceptos y temas relacionados a la dependencia espacial
en su versio´n ma´s de´bil de autocorrelacio´n espacial. Antes de explorar la
autocorrelacio´n espacial, se presenta una discusio´n sobre los datos espaciales y
sus particularidades. Este conocimiento nos permitira´ hablar de autocorrelacio´n
espacial de una forma ma´s precisa y entender la necesidad de la matriz de
contactos espaciales, elemento clave en el a´rea.
2.1. Sobre la naturaleza de los datos
El primer aspecto a destacar, y no siempre mencionado, es sobre la naturaleza
de los datos espaciales. Existen diferentes tipos de datos espaciales y esto
conlleva desarrollos estadı´sticos particulares para los mismos.
Cressie (1993) realiza una taxonomı´a de datos segu´n los supuestos
del proceso estoca´stico espacial (spatial random field). Sin una excesiva
formalizacio´n, este proceso estoca´stico puede definirse como un conjunto de
variables aleatorias y, indexadas por localizacio´n i, {yi, i ∈ D} , donde D es
un ı´ndice proveniente de un subconjunto del espacio euclidiano (D ⊂ R2).
Dependiendo del supuesto realizado sobre D, los datos pueden clasificarse
como geoestadı´sticos (geostatistical data), areales o regionales (lattice data)
y de patro´n de puntos (point pattern data).
Los datos geoestadı´sticos son datos provenientes de una superficie continua
ocupando un subconjunto fijo D. Por ejemplo, D puede ser el a´rea de la
Argentina y los datos representan la superficie de precipitaciones. Los datos
regionales provienen de un ı´ndice D fijo, siendo una coleccio´n finita, regular o
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irregular, de puntos o a´reas que particionan al espacio euclidiano. Ejemplo de
este tipo es el a´rea de la Argentina particionada con datos del producto bruto
geogra´fico por provincias. En el caso del patro´n de puntos son datos en donde D
es un proceso puntual en R2. La diferencia de este u´ltimo tipo de datos respecto
a los anteriores proviene del hecho de que los puntos en D son el resultado de
un proceso aleatorio, siendo el principal intere´s la localizacio´n de un evento en
particular. Este u´ltimo tipo de dato espacial es rara vez analizado en nuestra
a´rea. Para mayor detalle sobre estos tipos de datos una excelente referencia es
Cressie (1993).
Las diferencias existentes entre los datos geoestadı´sticos y regionales pueden
relacionarse con la nocio´n de modelos de datos (data models) que son
abstracciones de la realidad en forma manejable y almacenada por medio de los
sistemas de informacio´n geogra´fica (GIS, Geographic Information Systems). El
modelo raster almacena campos (mallas o cuadrı´culas regulares) pertenecientes
a distribuciones espaciales continuas y representadas como superficies. En
el modelo vectorial se almacenan objetos discretos representados por lı´neas,
puntos y polı´gonos. En economı´a, estos objetos pueden corresponder a
jurisdicciones, viviendas, radios censales, etc. Consecuentemente, los datos
regionales y el modelo vectorial se encuentran asociados de una forma natural
y son tı´picamente analizados en econometrı´a espacial.
Sin importar el tipo de dato espacial a analizar, existen problemas que son
comunes a todos. Uno de ellos es el problema de unidad de a´rea modificable
(Modifiable Areal Unit Problem, MAUP), versio´n geogra´fica de la falacia
ecolo´gica, en donde las conclusiones basadas en una agregacio´n particular
de las a´reas o regiones pueden cambiar si se agregan los mismos datos
en un conjunto diferentes de a´reas o regiones (Waller y Gotway, 2004). El
efecto de agregaciones geogra´ficas diferentes fue investigado por Openshaw
y Taylor (1979), con datos electorales de 99 counties en Iowa, incorporando
el te´rmino MAUP para describir el problema. Estos autores construyeron
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todos los posibles agrupamientos en grandes distritos alcanzando diferentes
e inexplicables correlaciones con rangos de valores desde -0.97 hasta +0.99.
El problema tiene dos componentes distinguibles: uno es el efecto escala o
agregacio´n y el otro es el efecto agrupamiento o zonificacio´n (Openshaw
y Taylor, 1979; Openshaw, 1984). El primer efecto radica en la obtencio´n
de distintas inferencias estadı´sticas cuando el mismo conjunto de datos
es agregado en diferentes resoluciones espaciales, especialmente cuando se
agregan pequen˜as a´reas en grandes regiones (por ejemplo, datos de familias
agregados para radios censales o para comunas de la Ciudad Auto´noma de
Buenos Aires). El segundo efecto se refiere a la variacio´n en el resultado debido
al agrupamiento alternativo de las regiones en la misma o similar escala espacial
(por ejemplo, datos de familias agregados por comunas o por distritos escolares
de CABA). Ambos efectos pueden generar errores que afectara´n la validez de
los resultados. El problema, igual que en el caso de la falacia ecolo´gica, no
tiene solucio´n y esto implica la necesaria cautela que debe hacerse al extraer
conclusiones inferenciales, ma´s au´n si son base para la toma de decisiones
polı´ticas (para mayor detalle puede consultarse Arbia, 2012).
Otro problema relacionado a la naturaleza de los datos espaciales, o debido
al proceso de medicio´n, ocurre al integrar diferentes tipos de datos en una
u´nica base de informacio´n. Por ejemplo, es comu´n que la toda informacio´n
no este´ disponible al nivel de escala deseada: imaginemos que deseamos
investigar el impacto de la delincuencia o contaminacio´n ambiental en un
ana´lisis hedo´nico de precio de vivienda. Los datos de ubicacio´n de las viviendas
son una nube de puntos (modelo vectorial) pero los datos de contaminacio´n
es una superficie (campo continuo, modelo raster) o en el caso del ı´ndice
de delincuencia puede estar construido a nivel barrial (polı´gonos, modelo
vectorial). La necesaria transformacio´n de los datos espaciales a la escala de
intere´s genera el problema de cambio de soporte (COSP, Change Of Support
Problem). El te´rmino “soporte” hace referencia al taman˜o y volumen de cada
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base pero tambie´n incluye la forma, el taman˜o y la orientacio´n espacial de
los objetos o campos representados. El paso de un soporte involucra generar
nuevas variables relacionadas a las originales pero con diferencias espaciales
y estadı´sticas. Existen alternativas para atenuar el problema aunque no lo
resuelven completamente. Para conocer el detalle de estas alternativas puede
consultarse el artı´culo de Gotway y Young (2002) y referencias allı´ indicadas.
Una vez revisada la naturaleza de los datos espaciales discutiremos la
definicio´n de dependencia en estos datos y el enfoque ma´s utilizado para
introducir este elemento en la especificacio´n econome´trica.
2.2. Definiendo autocorrelacio´n espacial
Es tı´pico en econometrı´a establecer independencia de las observaciones
permitiendo ası´ un tratamiento estadı´stico manejable. Una implicacio´n de
este supuesto es que los valores observados yi, para un individuo i, son
estadı´sticamente independientes de otros valores y j, para el individuo j,
E (yiy j) =E (yi)E (y j) = 0 donde E (·) es el operador de esperanza, suponiendo
datos centrados en media. Sin embargo, cuando los individuos representan a
periodos temporales o a regiones en el espacio este supuesto es demasiado
restrictivo y debera´ relajarse permitiendo alguna forma de dependencia.
La definicio´n ma´s habitual de dependencia espacial es por medio de la
autocorrelacio´n espacial que puede definirse, vagamente, como la similitud de
valores en localizaciones pro´ximas. La autocorrelacio´n puede ser positiva, en
el sentido que un valor alto (bajo) de una variable aleatoria en una posicio´n
espacial es acompan˜ado por un vecindario de valores altos (bajos). Tambie´n
es posible una autocorrelacio´n espacial negativa con un valor elevado (bajo)
en una posicio´n geogra´fica y valores bajos (elevados) en el vecindario. Ya
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sea si la autocorrelacio´n espacial es positiva o negativa, su existencia implica
que una muestra de datos contiene menor informacio´n que una muestra
no correlacionada. Esta pe´rdida de informacio´n debe ser explı´citamente
considerada en la estimacio´n y este es el problema esencial en temas de
econometrı´a aplicada con datos espaciales.
De manera ma´s formal, la autocorrelacio´n espacial es una versio´n re-escalada
de la siguiente condicio´n de momentos (covarianzas):
Cov(yi,y j) = E (yiy j)−E (yi)E (y j) 6= 0, ∀i 6= j, (1)
donde yi, y j son observaciones de una variable aleatoria en la localizacio´n i y j
en el espacio, es decir, todo par (i, j) posee informacio´n geogra´fica especı´fica
medida por latitud y longitud.
Dada una muestra de n observaciones en un corte transversal, existen(
n2−n)/2 covarianzas a ser estimadas, considerando simetrı´a. Dicha
estimacio´n es imposible de realizar y no puede resolverse incrementando el
taman˜o muestral, siempre habra´ ma´s covarianzas que datos disponibles. Este es
un problema de para´metros incidentales y para resolverlo se necesita imponer
restricciones sobre la forma en que las observaciones interactu´an entre si.
Existen al menos dos enfoques utilizados para estimar la covarianza espacial.
En geoestadı´stica, todos los pares de localizaciones son clasificados segu´n la
distancia que los separa entre si y la covarianza es expresada como una funcio´n
continua de dicha distancia, comu´nmente conocida como variograma o semi-
variograma. Esta alternativa supone que el proceso estoca´stico es continuo en el
espacio (datos geoestadı´sticos). La segunda alternativa supone que el proceso
espacial es discreto (datos regionales) construyendo una medida de similitud
para la variable aleatoria y otra medida de similitud para la localizacio´n. La
similitud de la localizacio´n se materializa en la construccio´n del vecindario
para cada observacio´n bajo una matriz de pesos espaciales. Esta alternativa
es la eleccio´n mayoritaria en econometrı´a espacial y sera´ desarrollada a
continuacio´n.
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2.3. Importancia de la matriz de pesos espaciales
El enfoque preponderante en econometrı´a espacial utiliza la matriz de pesos
espaciales para brindar una medida de similitud de las localizaciones. Esta
matriz comu´nmente se denominada W (es similar a la matriz G en redes
sociales) y describe la conectividad entre n unidades que se encuentran
localizadas en un espacio bidimensional. La construccio´n de W esta´ basada
en al menos dos supuestos clave sobre la estructura espacial: (1) un criterio de
conectividad que define que´ unidades pueden ser consideradas vecinas entre si,
y (2) un supuesto de pesos espaciales que operacionaliza co´mo los vecinos se
afectan entre si.
Para entender co´mo la matriz W permite simplificar el problema de
dependencia espacial formalizaremos la discusio´n. Supo´ngase un proceso
autorregresivo espacial SAR (Spatial AutoRegresive) tal que la variable de
estudio y se distribuye espacialmente en tres regiones de la siguiente forma:
yi = αi jy j +αikyk +ui,
y j = α jiyi+α jkyk +u j,
yk = αkiyi+αk jy j +uk,
ui;u j;uk ∼ i.i.d.
(
0;σ2
)
.
(2)
es decir, en la primera ecuacio´n, el valor y en la regio´n i depende del valor
de y en la regio´n j y k, ma´s un te´rmino aleatorio que se distribuye de manera
ide´ntica e independiente entre las localizaciones. Lo mismo puede decirse de
las regiones j y k.
En te´rminos matriciales, la expresio´n (2) se reduce a:
y = Ay+u, (3)
donde y′ =
[
yi y j yk
]
, u′ =
[
ui u j uk
]
con la matriz A conteniendo los
siguientes elementos:
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A =
 0 αi j αikα ji 0 α jk
αki αk j 0
 .
El problema con el sistema (3) es que, bajo un corte transversal, hay
ma´s para´metros que observaciones (3 observaciones y 7 para´metros). Puede
imponerse simetrı´a, reduciendo el nu´mero de para´metros pero, de todas formas,
no podra´ estimarse. Por lo tanto, es necesario buscar una solucio´n alternativa
para poder estimar la dependencia subyacente en los datos.
La solucio´n radica en imponer un conjunto de restricciones sobre las
relaciones de dependencia. De esta forma, la estructura de la matriz A es
reparametrizada de la siguiente manera:
A = ρW,
donde ρ es un para´metro a estimar que captura el efecto promedio de
interaccio´n entre todas las regiones y W es la matriz de pesos espaciales. Los
elementos de W son:
W =
 0 wi j wikw ji 0 w jk
wki wk j 0
 , (4)
tal que se ha intercambiado a los para´metros α ′s (para´metros originales
del modelo) por wi j (coeficientes exo´genos al modelo) y el modelo queda
expresado como y = ρWy + u, donde Wy es interpretado como el rezago
espacial de y por analogı´a a series temporales1.
1En series temporales, un proceso autorregresivo de orden 1, AR(1): yt = αyt−1 + ut , puede
representarse como y = αLy+u, siendo L el operador de rezagos temporales. La diferencia
entre L y W radica en la multidireccionalidad espacial y esto genera que las te´cnicas estadı´sticas
temporales no tengan las propiedades deseadas en el espacio.
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Generalizando, la matriz W sera´ de orden n×n, siendo n el taman˜o muestral.
Cada elemento de W es denominado peso espacial, wi j. Los pesos espaciales
capturan la vecindad, siendo diferentes de cero cuando las regiones i y j son
consideradas que interactu´an entre si. Por convencio´n, ninguna regio´n puede
interactuar consigo misma, dando como resultado que la diagonal principal de
W contenga todos sus elementos iguales a cero, wii = 0.
La matriz de pesos espaciales ocupa una posicio´n clave y su eleccio´n
condicionara´ al resto del ana´lisis. El problema central radica en co´mo se
construyen los pesos de la matriz W. En la pra´ctica econome´trica, la matriz de
contactos es construida mediante diferentes criterios. Estos criterios van desde
el uso de la posicio´n geogra´fica hasta el uso de flujos que capturan interacciones
sociales y utilizan otras fuentes de informacio´n socio-econo´mica.
La forma ma´s tradicional para construir la matriz es bajo criterios
geogra´ficos, siguiendo la primera ley de la geografı´a (Tobler, 1970): “Todas
las cosas esta´n relacionadas entre sı´, pero las cosas ma´s pro´ximas en el espacio
tienen una relacio´n mayor que las distantes.” Entre los criterios geogra´ficos,
puede definirse vecindad por contigu¨idad, por alguna funcio´n de distancia, por
k vecinos ma´s cercanos o alguna combinacio´n de estas opciones.
El criterio contigu¨idad considera como vecinos a los polı´gonos que
comparten lı´mites. Hay varias opciones dentro de este criterio: tipo torre
(vecinos al norte-sur y este-oeste) o tipo reina (todos los polı´gonos que
comparten lı´mite), nombres alusivos a los movimientos del ajedrez. Cuando la
informacio´n es de tipo puntual (como el caso de viviendas), la aplicacio´n de este
criterio puede realizarse mediante la creacio´n regiones artificiales (polı´gonos
Voronoi o Thiessen).
Una opcio´n ma´s natural para la informacio´n de tipo puntual es utilizar
algu´n criterio de distancia. Es posible construir diversas medidas, por ejemplo:
vecinos son aquellas unidades que se encuentran a una distancia inferior a un
determinado umbral, definido por un radio d∗. Tambie´n es posible usar este
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criterio cuando se cuenta con datos de a´reas, en este caso la distancia entre
polı´gonos se calculara´ utilizando los centroides de los polı´gonos. Dependiendo
de la aplicacio´n empı´rica, es posible cambiar el centroide por otro punto ma´s
relevante del polı´gono. Por ejemplo, si se trabaja con informacio´n de paı´ses
puede usarse la ubicacio´n de cada ciudad capital.
El problema con los criterios de contigu¨idad y de distancia por umbral es
que pueden dar lugar a regiones aisladas que no tienen vecinos. Esto puede
suceder debido a que la densidad de los puntos no es regular en el mapa o, bajo
contigu¨idad, cuando se trabaja con mapas que contienen islas que naturalmente
no comparten lı´mites con otras regiones.
En el caso de contigu¨idad, el problema de regiones sin vecinos puede salvarse
asignando manualmente vecinos a estas unidades. Bajo el criterio de distancia
por umbral, puede determinarse un umbral cuya amplitud asegure que cada
observacio´n contenga al menos un vecino. Este criterio es conocido como max-
min, el umbral sera´ la ma´xima distancia del vecino ma´s cercano de todas las
unidades. Un umbral elevado puede ocasionar que existan regiones con una
excesiva cantidad de vecinos dando lugar a un gran nu´mero de conexiones
irrelevantes.
Otro criterio de uso habitual es el de k vecinos ma´s cercanos. Utilizando
latitud y longitud, se va eligiendo como vecino al punto ma´s cercano hasta
obtener el nu´mero de vecinos establecidos, k. Bajo este criterio todas las
regiones poseera´n la misma cantidad de vecinos evitando el problema de
unidades aisladas o unidades con excesiva cantidad de vecinos.
Una vez definido el criterio de vecindad, resta operacionalizar co´mo los
individuos se afectan entre si. Una forma simple es utilizando una eleccio´n
binaria, con wi j = 1 cuando i y j cumplen con el criterio de vecindad elegido y
wi j = 0 cuando no. Si el criterio utilizado es distancia, los pesos binarios pueden
reemplazarse por alguna funcio´n de distancia entre unidades espaciales. Por
ejemplo, utilizando la funcio´n la inversa wi j = f (di j) = 1/di j, tal que a mayor
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distancia menor relacio´n entre i y j, cumpliendo de esta forma con la ley de
Tobler. La literatura aplicada tambie´n ha combinado los criterios de distancia o
contigu¨idad con otra informacio´n geogra´fica como el perı´metro del polı´gono,
la extensio´n de la frontera en comu´n, y otras caracterı´sticas geogra´ficas.
Otras especificaciones de pesos espaciales combinan informacio´n socio-
econo´mica y con informacio´n geogra´fica. Continuando con el ejemplo de
distancia podrı´a definirse cada peso como wi j =
[∣∣zi− z j∣∣+1]−1 × 1/di j,
donde z es una variable que captura una distancia socio-econo´mica (PBI, flujo
comercial, etc.). En otras aplicaciones, directamente se aplica un concepto
de distancia socio-econo´mica: wi j =
[∣∣zi− z j∣∣+1]−1 con z siendo el ingreso
per ca´pita o el porcentaje de poblacio´n con alguna caracterı´stica (tasa de
pobreza, porcentaje de algu´n grupo e´tnico). El problema con la distancia socio-
econo´mica es que la exogeneidad del peso es dudosa en numerosas ocasiones.
Definidos los pesos espaciales, lo habitual es trabajar con alguna
transformacio´n de la matriz debido a que mejora las propiedades estadı´sticas
de los estimadores. La transformacio´n ma´s utilizada es la normalizacio´n por
fila, en donde los nuevos pesos se obtienen como w∗i j = wi j/∑
j
wi j, tal que la
suma de cada fila de W sera´ igual a la unidad: ∑
j
w∗i j = 1. Esta transformacio´n
tiene implicancias a la hora de interpretar el coeficiente espacial ρ: medira´ el
impacto promedio de los vecinos sobre una regio´n. Otra opcio´n es normalizar
por columna, w∗i j = wi j/∑
i
wi j, en cuyo caso el coeficiente espacial capturara´ el
impacto promedio de la regio´n sobre los vecinos.
Respecto al orden de vecindad, puede ser de intere´s conocer el impacto
de los vecinos de los vecinos. Por ejemplo, bajo el criterio de distancia por
umbral, el vecindario de segundo orden estara´ compuesto por las regiones que
se encuentren a una distancia d∗ < di j ≤ 2d∗. Para estos casos, los ordenes
superiores a 1 se identifican con un supra-ı´ndice: W( j), ∀ j ≥ 2, siendo j el
orden de vecindad.
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Por lo general la eleccio´n del criterio de vecindad es un a priori del
investigador. Aunque existen un conjunto de lineamientos u´tiles para la
eleccio´n de la matriz establecidos por Griffith (1996): (i) Es mejor utilizar una
especificacio´n razonable de la matriz de pesos geogra´ficos que considerar todas
las conexiones nulas; (ii) modelos con bajos ordenes deben ser preferidos por
sobre los modelos de altos ordenes; (iii) en general, es mejor emplear una matriz
de pesos sub-identificada que una sobre-identificada.
Sin importar cua´l sea el caso empı´rico, el desarrollo econome´trico tradicional
supone que W contiene elementos exo´genos a la especificacio´n econome´trica y
la eleccio´n de los vecinos no deberı´a realizarse mediante variables consideradas
en el modelo analizado.
3. Especificaciones espaciales alternativas
La creacio´n de la matriz de pesos espaciales brinda la oportunidad de contrastar
e incluir nuevas variables al modelo econome´trico. A nivel empı´rico, la
inclusio´n de estos efectos espaciales ha sido dirigida por dos tipos de enfoques.
Por un lado, los modelos espaciales pueden especificarse siguiendo una
teorı´a sobre la interaccio´n entre los agentes, enfoque conocido como theory-
driven. Hay numerosas investigaciones que utilizan teorı´as bien establecidas e
incorporan externalidades en forma de spillovers espaciales. En contraposicio´n
a este tipo de enfoque, gran parte de la literatura aplicada ha sido tı´picamente
dirigida por problemas que no tienen un sustento teo´rico formal. Este
enfoque, denominado data-driven, encuentra justificacio´n por problemas ya
mencionados: los datos no se encuentran disponibles en la misma escala y
localizacio´n al proceso espacial de intere´s, existen errores de medicio´n u
omisio´n de variables que generan dependencia espacial. El enfoque data-driven
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busca obtener estimadores consistentes, insesgados y eficientes controlando por
la estructura espacial presente en los datos. En esta seccio´n exploraremos las
alternativas de especificacio´n que han sido utilizadas bajo ambos enfoques.
3.1. Modelos espaciales de corte transversal
Un punto de partida muy utilizado en investigaciones empı´ricas es un modelo
no-espacial, usualmente estimado por mı´nimos cuadrados ordinarios (MCO).
Este modelo lineal no-espacial es un modelo lineal general con la siguiente
especificacio´n:
y = αι+Xβ +u, (5)
siendo la variable dependiente y un vector de dimensio´n (n×1), ι es un vector
(n×1) de unos asociados al te´rmino constante α , X es una matriz de variables
explicativas de orden (n×K), β es un vector de para´metros desconocidos de
orden (K×1) y u = (u1,u2, . . . ,un)′ es un vector de te´rminos aleatorios de
dimensio´n (n×1), donde ui es independiente e ide´nticamente distribuido para
todo i con media cero y varianza constante σ2. Se supone que el modelo cumple
con los supuestos habituales en la parte sistema´tica.
La deteccio´n de efectos espaciales en la ecuacio´n (5) permite introducir
efectos espaciales de diversas formas, tal como puede observarse en la Figura
1. Un recorrido habitual es introducir efectos espaciales secuencialmente
usando como punto de partida el modelo lineal, estrategia “de lo particular
a lo general” (Stge, Specific-to-general). Para aplicar esta estrategia puede
utilizarse una baterı´a de tests estadı´sticos de multiplicadores de Lagrange, LM,
simples y robustos, que permiten detectar las posibles estructuras espaciales
omitidas (consu´ltese Anselin et al., 1996, para mayor detalle). En muchas
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aplicaciones, previo al desarrollo de la estrategia Stge, se realiza un ana´lisis
exploratorio de datos espaciales (mapas, deteccio´n de agrupamientos, test
espaciales univariados, deteccio´n de outliers espaciales, etc.) que permite
establecer conjeturas sobre la importancia del espacio, generalmente bajo el
enfoque data-driven. Anselin (2005) muestra co´mo realizar dicho ana´lisis con
el programa GeoDa, Bivand (2010) ofrece similares alternativas bajo R y
Herrera (2015) presenta las opciones disponibles en Stata.
Figura 1: Modelos espaciales alternativos en corte transversal
Fuente: elaboracio´n propia siguiendo modelos propuestos en Elhorst (2014b).
Otra estrategia de especificacio´n, una vez detectada la importancia del
espacio, es comenzar por un modelo espacial lo ma´s complejo posible,
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estrategia “de lo general a la particular” (Gets, General-to-specific) (Hendry,
1979). En la literatura espacial el modelo ma´s complejo es conocido como
modelo general de Cliff-Ord (modelo 1, Figura 1):
y = ρWy+αι+Xβ +WXθ +u, (6)
u = λWu+ ε,
donde Wy representa el efecto de interaccio´n espacial endo´geno o efecto
espacial sustantivo, WX son los efectos de interaccio´n exo´genos y Wu es
el efecto de interaccio´n espacial en el te´rmino de error o efecto espacial
residual. El para´metro ρ es denominado coeficiente de rezago espacial, λ es
el coeficiente de autocorrelacio´n espacial de los errores y θ son los coeficientes
espaciales de dependencia local.
La ecuacio´n (6) posee una estructura similar al conocido modelo de Manski
(1993) de efectos sociales. En el modelo de Manski las interacciones sociales
son especificadas como el resultado esperado de un equilibrio social. La
similitud entre ambos modelos ha sido destacada por Lee (2004, 2007) entre
otros. La especificacio´n del modelo es:
y = ρmE [y|a]+αι+Xβ +E [X|a]θ +u, (7)
u = λmE [u|a]+ ε,
donde a indexa unidades no-solapadas de vecinos. En la literatura de redes
sociales, ρm captura el efecto endo´geno del resultado esperado de los vecinos
sobre la variable dependiente, θ captura el efecto contextual o exo´geno de las
caracterı´sticas grupales y λm captura el efecto correlacionado de caracterı´sticas
no observables. Luego de algunas manipulaciones, la forma reducida del
modelo puede escribirse como:
y = αι+Xβ +E [X|a] (ρmβ +θ)
1−ρm +
ρm
1−ρm E [u|a]+u, (8)
y esta u´ltima ecuacio´n permite visualizar el problema de identificacio´n
planteado por Manski, “problema de reflexio´n”: no es posible separar el
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efecto endo´geno del efecto exo´geno a menos que se impongan restricciones
adicionales. Los modelos espaciales se diferencian de esta literatura en
el sentido que no se busca estimar el efecto “vecindario” ya que cada
unidad observada se encuentra conectada por una estructura que se supone
conocida por medio de la especificacio´n de W. Salvando esta diferencia, el
modelo general de Cliff-Ord presenta similares problemas de identificacio´n
imposibilitando su uso en la estrategia Gets. Es decir, el modelo espacial ma´s
complejo solo puede incorporar dos efectos espaciales de los tres posibles (ρ ,
λ o θ ) necesitando imponer restricciones en el efecto restante.
Las especificaciones alternativas segu´n la restriccio´n sobre el modelo
de Cliff-Ord se presentan en la Figura 1, modelos (2), (3) y (4). Si se
impone la restriccio´n θ = 0, el modelo resultante es denominado SARAR
(Spatial AutoRegressive with AutoRegressive error), con dependencia espacial
y sustantiva, impulsado principalmente por Kelejian y Prucha (1998) en
sus desarrollos teo´ricos. Este modelo es frecuentemente utilizado en teorı´a
econome´trica ya que contiene los dos te´rminos espaciales ma´s complejos de
estimar. Sin embargo, a nivel empı´rico ha sido escasamente utilizado ya que
proporciona cierta proteccio´n contra la falta de especificacio´n en una parte del
modelo pero contamina las estimaciones de otras partes (Pace y Zhu, 2012).
LeSage y Pace (2009) proponen al modelo espacial de Durbin (SDM, Spatial
Durbin Model) para iniciar la especificacio´n general (modelo 3, Figura 1):
y = ρWy+αι+Xβ +WXθ +u. (9)
Los motivos que llevan a esta eleccio´n son comprensibles: (1) la omisio´n de
un te´rmino relevante en el error solo genera pe´rdida de eficiencia; pero (2) los
costos de ignorar efectos espaciales en la variable dependiente y/o la omisio´n
de variables explicativas espaciales relevantes generan estimadores sesgados e
inconsistente de los coeficientes restantes. Elhorst (2014b) reconoce la ventaja
del modelo SDM, sin embargo, no descarta al modelo SDEM (Spatial Durbin
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Error Model) como una especificacio´n de intere´s y competitiva en te´rminos
predictivos (modelo 2, Figura 1). Los ana´lisis comparativos entre los modelos
SDM y SDEM muestran que son pra´cticamente indistinguibles cuando no
existen motivos teo´ricos para la incorporacio´n de un rezago espacial endo´geno.
Es interesante mencionar que el modelo SDM anida la mayor cantidad de
modelos: si θ = 0 el modelo se reduce a un SLM (Spatial Lag Model), si
ρ = 0 el modelo alcanzado es el SLX (Spatial Lag in X’s), y mediante una
combinacio´n no-lineal (θ = −ρβ ) el SDM puede reducirse a un modelo
SEM (Spatial Error Model). Este u´ltimo resultado se alcanza reemplazando
θ =−ρβ en la ecuacio´n (9):
y = ρWy+αι+Xβ +WX(−ρβ )+u.
Reagrupando te´rminos en la u´ltima ecuacio´n y reemplazando la notacio´n ρ
por λ se obtiene el modelo SEM:
y = α∗ι+Xβ +(I−λW)−1 ε.
Debido a la dificultad de estimar modelo ma´s complejos, en la primera etapa
de desarrollo de econometrı´a espacial los modelos insignia eran el SLM y
el SEM. El modelo de rezago espacial tuvo una presencia preponderante en
esta etapa inicial por dos razones. Por una parte, bajo un esquema econo´mico
de teorı´a de juegos entre agentes, con funciones de pago cuadra´ticas en
sus variables de eleccio´n, el SLM puede ser visto como la condicio´n de
primer orden o funcio´n de reaccio´n que surge del problema de optimizacio´n
simulta´neo de n individuos (Brueckner, 2003). Otra razo´n estaba justificada por
cuestiones de estimacio´n, la inclusio´n de un te´rmino espacial endo´geno evita la
inconsistencia del estimador y, adema´s, el modelo de rezago espacial obtiene
una estimacio´n del spillover espacial que es muy atractiva a nivel empı´rico. El
otro modelo modelo con buena presencia en los inicios fue el modelo SEM que
permite una ganancia de eficiencia respecto al modelo no-espacial. Una crı´tica
empı´rica al modelo SEM sucede cuando la autocorrelacio´n espacial es de´bil:
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los resultados tienden a ser similares a los obtenidos por una estimacio´n no-
espacial robusta. Aunque en te´rminos inferenciales, ignorar la presencia de un
SEM tiende a subestimar la varianza del modelo.
El modelo espacial ma´s simple en te´rminos de estimacio´n es el SLX :
y = αι+Xβ +WXθ +u, (10)
donde θ captura el efecto espacial de las variables explicativas de los vecinos
a cada observacio´n. Estos efectos son conocidos como contextuales en la
literatura de modelos sociales y tienen un impacto local2.
Dentro de la literatura, el SLX no ha sido muy utilizado en aplicaciones
empı´ricas y menos au´n en trabajos teo´ricos. La falta de intere´s en econometrı´a
teo´rica proviene del hecho que no ofrece dificultad en su estimacio´n, el modelo
puede estimarse por MCO. Pero en cuestiones aplicadas Halleck y Elhorst
(2015) aconsejan no descartar los resultados que ofrece este modelo.
3.2. Modelos espaciales en datos de panel
La taxonomı´a de los modelos presentados en la Figura 1 puede extenderse
fa´cilmente a modelos espacio-temporales esta´ticos. Para pasar de informacio´n
de corte transversal a informacio´n de datos de panel solo es necesario
incorporar un sub-ı´ndice t, que va de t = 1, . . . ,T , apilando las observaciones
del corte transversal periodo a periodo. Sin modificar ningu´n supuesto en el
2Este modelo es muy utilizado en ana´lisis de efectos pares o contextuales. Por ejemplo, la
relacio´n entre rendimiento acade´mico (r) y nivel socio-econo´mico (nes) individual y contextual
puede especificarse como r = ια +nesβ1 +nesβ2 +u, en donde nes = W×nes es el efecto
contextual o rezago espacial del nivel socio-econo´mico, siendo W construida en funcio´n de
pertenencia a la misma escuela.
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te´rmino de error, este tipo de extensio´n espacio-temporal da lugar a los modelos
pooled. Por ejemplo, el modelo pooled de Cliff-Ord puede escribirse como:
yt = ρWyt +αι+Xtβ +WXtθ +ut , (11)
ut = λWut + ε t , t = 1, . . . ,T,
donde las unidades de corte transversal (i= 1, . . . ,n) esta´n apiladas por periodo
temporal t y el te´rmino ε t es un vector de dimensio´n n de errores aleatorios
i.i.d.
En econometrı´a espacial se trabaja habitualmente con paneles micro, es decir,
con un nu´mero amplio de unidades de corte transversal y un nu´mero reducido
de periodos temporales. Por otra parte, las te´cnicas espaciales requieren que
los datos de panel se encuentren balanceados en el sentido que las mismas
unidades espaciales deben ser observadas en cada uno de los periodos. Esto
plantea un problema adicional ya que los datos de panel tienden a sufrir el
feno´meno de desgaste muestral, es decir, pe´rdida informacio´n entre diferentes
periodos, ocasionando paneles desbalanceados.
Las crı´ticas a los modelos pooled es que omiten posibles fuentes de
heterogeneidad. Por ejemplo, no consideran particularidades de cada regio´n que
pueden ser especı´ficas e invariantes en el tiempo. Caracterı´sticas como religio´n,
normas jurı´dicas o estructura laboral no muestran variabilidad temporal y su
omisio´n aumenta el riesgo de sesgo en las estimaciones. Una posible solucio´n
es incorporar en los modelos un te´rmino µ , de dimensio´n n, que capture el
efecto especı´fico individual de las regiones. Otra fuente de heterogeneidad
puede provenir de particularidades especı´ficas entre periodos temporales, como
un an˜o de crisis o recesio´n. Estos eventos causara´n diferencias entre periodos
temporales que posiblemente sesgara´n las estimaciones. Como solucio´n a esto
puede an˜adirse un te´rmino φ t que controle por efectos temporales especı´ficos.
Al incorporar los efectos especı´ficos, individuales y temporales, el modelo en
11 es re-expresado como:
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yt = ρWyt +Xtβ +WXtθ +µ+φ tιn+ut , (12)
ut = λWut + ε t , t = 1, . . . ,T.
Los efectos especı´ficos pueden ser considerados como efectos fijos o
aleatorios. En el caso un modelo de efectos fijos, una variable ficticia es
introducida por cada unidad espacial (sin considerar a la unidad base) y otra
variable variable ficticia es utilizada para capturar el efecto temporal especı´fico.
En el caso de los modelos con efectos aleatorios, debe especificarse la
distribucio´n de estos efectos, como por ejemplo: µ ∼ N (0,σ2µIn) , φ ∼
N
(
0,σ2φ It
)
. Entonces, la especificacio´n en el caso de considerar un SDM
con efectos aleatorios sera´:
yt = ρWyt +Xtβ +WXtθ +µ+φ tιn+ ε t︸ ︷︷ ︸
ut
,
ε t ∼N
[
0,σ2ε In
]
, µ ∼N [0,σ2µIn] , φ t ∼N (0,σ2φ) .
En el caso de considerar un SDEM con efectos aleatorios, la especificacio´n
vendra´ dada por:
yt = Xtβ +WXtθ +µ+φ tιn+ ε t︸ ︷︷ ︸
ut
,
ε t = λWε t +η t ,
η t ∼N
[
0,σ2ηIn
]
, µ ∼N [0,σ2µIn] , φ t ∼N (0,σ2φ) .
Estas versiones aleatorias suponen que el te´rmino remanente de error ε t posee
estructura espacial. Otras especificaciones modifican este supuesto tal que el
mismo proceso espacial aplica tanto a los efectos individuales como al error
remanente (ver Baltagi et al., 2003, y para una especificacio´n alternativa a
Kapoor et al., 2007 ).
Respecto a los estadı´sticos para detectar dependencia espacial existen
diversos desarrollos. La presencia de estructura espacial residual y sustantiva
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en modelos pooled puede ser detectada usando las versiones de los tests LM
desarrolladas por Anselin et al. (2008) adaptadas a la estructura espacio-
temporal. Tambie´n existen versiones de los tests LM para modelos no-
espaciales de efectos fijos (Debarsy y Ertur, 2010) y aleatorios (Baltagi et al.,
2003).
Alternativamente, pueden utilizarse otros tests generales que permiten
detectar la presencia de dependencia espacial. Recue´rdese que, bajo un corte
transversal, la dependencia espacial ha sido reducida a la estimacio´n de un
para´metro debido a la insuficiente informacio´n para estimar la correlacio´n
entre pares de observaciones. Con datos de panel, esta limitacio´n es reducida
dependiendo de la longitud de la dimensio´n temporal y es posible obtener
estimaciones de la correlacio´n entre las observaciones del corte transversal. Un
estadı´stico que detecta dependencia de corte transversal es el CD de Pesaran
(2004). Este estadı´stico puede ser aplicado a una amplia variedad de paneles,
incluyendo dina´micos y no-estacionarios, ya sea bajo efectos fijos o aleatorios.
La literatura ra´pidamente ha ampliado el ana´lisis de paneles esta´ticos hacia
paneles dina´micos. La incorporacio´n de dina´mica temporal genera un modelo
ba´sico, que en su forma vectorial puede escribirse, para un periodo t:
yt = τyt−1+Xtβ +µ+φ tιn+ ε t , (13)
con ε t ∼ i.i.d
(
0,σ2ε
)
, con yt e yt−1 de orden n× 1 y efectos especı´ficos
individuales µ ′ = [µ1,µ2, . . . ,µn] y temporales φ t , con t = 1, . . . ,T .
La ecuacio´n (13) permite capturar la persistencia temporal del proceso,
incluyendo la heterogeneidad entre las regiones y entre periodos. Igual que en
los modelos esta´ticos, los efectos especı´ficos pueden ser tratados como efectos
fijos o aleatorios.
Tal como sucedı´a en los modelos esta´ticos, los efectos espaciales pueden
introducirse en la ecuacio´n (13) en diferentes formas. Anselin et al. (2008)
propone un conjunto de especificaciones:
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Modelo simulta´neo espacio-temporal:
yt = τyt−1+ρWyt +Xtβ +µ+φ tιn+ ε t , (14)
Modelo recursivo espacial puro:
yt = γWyt−1+Xtβ +µ+φ tιn+ ε t , (15)
Modelo recursivo espacio-temporal:
yt = τyt−1+ γWyt−1+Xtβ +µ+φ tιn+ ε t , (16)
Modelo dina´mico espacio-temporal:
yt = τyt−1+ γWyt−1+ρWyt +Xtβ +µ+φ tιn+ ε t , (17)
El modelo dina´mico espacio-temporal incorpora todas las alternativas de
rezagos espacio-temporales de la variable dependiente. Las caracterı´sticas de
este modelo fueron analizadas por Yu et al. (2008). El modelo recursivo
espacio-temporal, ecuacio´n (16), ha sido aplicado en cuestiones de predicciones
espacio-temporales (por ejemplo, ve´ase Giacomini y Granger, 2004).
Los modelos previamente mencionados son tipos de modelos espacio-
temporales SLM (dynSLM) ya que solo incorporan elementos dina´micos
espacio-temporales endo´genos. Esta clasificacio´n puede ampliarse hacia
modelos espacio-temporales de Durbin (dynSDM) en diferentes versiones:
yt = τyt−1+ρWyt +Xtβ +WXtθ +µ+φ tιn+ ε t , (18)
yt = γWyt−1+Xtβ +WXtθ +µ+φ tιn+ ε t , (19)
yt = τyt−1+ γWyt−1+Xtβ +WXtθ +µ+φ tιn+ ε t , (20)
yt = τyt−1+ γWyt−1+ρWyt +Xtβ +WXtθ +µ+φ tιn+ ε t , (21)
en donde se han introducido efectos espaciales locales, WXt , adema´s de los
efectos ya presentes en los modelos previos.
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Revisiones relativamente recientes de estos modelos pueden encontrarse en
Anselin et al. (2008), Lee y Yu (2010), Elhorst (2010b) y Lee y Yu (2014).
3.3. Cuestiones inferenciales y asinto´ticas
La estimacio´n de los modelos espaciales no puede realizarse por me´todos
simples. La inclusio´n de variables Wy o Wu provocan que el estimador MCO
sea inconsistente y/o ineficiente, dependiendo del caso (Anselin, 1988, pp.
57-59). Como consecuencia, la literatura ha desarrollado me´todos alternativos
de estimacio´n que incluyen opciones para´metricas, no parame´tricas y semi
parame´tricas. Aquı´ solo se mencionara´n las alternativas ma´s empleadas
como la estimacio´n por ma´xima verosimilitud, ML. Otra alternativa de gran
desarrollo en los 90 estuvo basada en variables instrumentales o me´todo
de momentos generalizados (IV/GMM), y tambie´n puede mencionarse la
estimacio´n bayesiana (LeSage y Pace, 2009, cap. 5).
La estimacio´n de estos modelos presenta una serie de dificultades
relacionadas a los para´metros espaciales y al comportamiento de las matrices
W, (I−ρW)−1 y/o (I−λW)−1 presentes en todos los me´todos de estimacio´n.
Una de ellas es la necesidad de imponer alguna restriccio´n sobre el rango de
valores que puede alcanzar ρ , lo mismo se aplica para λ . Sin restricciones
sobre este para´metro, el espacio parame´trico da lugar a discontinuidades y no
asegura la invertibilidad de la matriz (I−ρW). Para evitar este problema y
tambie´n facilitar la estimacio´n de ρ , Ord (1981) propuso restringir los posibles
valores del para´metro en un rango 1/rmin < ρ < 1/rmax, donde rmin y rmax son
los autovalores, mı´nimo y ma´ximo, de la matriz W. Bajo una matriz espacial
estandarizada por filas automa´ticamente se impone una restriccio´n sobre el
ma´ximo autovalor tal que ρ se encontrara´ restringido entre los valores 1/rmin <
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ρ < 1. Algunos autores como Kelejian y Robinson (1995) han sugerido limitar
el espacio parame´trico de ρ al intervalo (−1,1) en similitud al tratamiento que
se realiza en series temporales, sin embargo este rango de valores puede ser
demasiado restrictivo para el caso espacial.
En el caso de los modelos dina´micos espacio-temporales tambie´n deben
cumplirse con ciertas restricciones de estacionariedad. Como Elhorst (2014b)
explica, la estimacio´n de un modelo dina´mico que incorpore los te´rminos
yt−1, Wyt−1, Wyt sera´ estable si se cumplen las condiciones: |τ| < 1 y
|τ|+ |γ|+ |ρ| < 1. En situaciones en donde esta condicio´n no se cumpla, el
modelo estara´ espacialmente cointegrado y una transformacio´n del modelo sera´
necesaria para su estimacio´n (Yu et al., 2012).
En el caso de la estimacio´n por ML, una dificultad adicional se encuentra en la
maximizacio´n de la funcio´n de log-verosimilitud que involucra al determinante
de una matriz de dimensio´n n× n, ln |I−ρW|. Este determinante debe ser
evaluado repetidamente para cada valor estimado de ρ y el procedimiento
puede ser problema´tico para grandes bases de datos. En la era de big
data, donde puede tenerse millones de observaciones la precisio´n de este
determinante es clave. Una solucio´n propuesta por Ord (1975) es estimar dicho
te´rmino mediante la siguiente transformacio´n:
ln |I−ρW|=
n
∑
i=1
ln(1−ρri) , (22)
siendo ri los autovalores de la matriz W, que reduce la complejidad pero puede
ser problema´tica en tiempo computacional para grandes bases de datos.
Respecto a la estimacio´n por IV/GMM, los principales avances de
este me´todo fueron realizados por Kelejian y Prucha (1998, 1999), con
generalizaciones realizadas por Kelejian y Prucha (2010), Arraiz et al. (2010) y
Drukker et al. (2013). Las condiciones de momentos no incluyen la estimacio´n
del determinante, ecuacio´n (22), estableciendo ventajas computacionales claras
y notorias si nos encontramos con grandes bases de datos. Otra virtud de
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este me´todo es la posibilidad de instrumentalizar otras variables explicativas
endo´genas, adema´s de la endogeneidad espacial. Este es un punto en donde
ML o estimacio´n bayesiana no presentan ninguna solucio´n.
Una potencial desventaja de la estimacio´n por IV/GMM es que no impone
ninguna restriccio´n sobre el espacio parame´trico en el proceso de estimacio´n.
Por lo tanto puede sucede que el valor estimado del coeficiente espacial (ρ o
λ ) se encuentre fuera del rango de estabilidad dando lugar a estimaciones no-
interpretables.
En el caso de la estimacio´n de los paneles espaciales dina´micos
(estacionarios), hay diferentes alternativas que extienden los procedimientos
de ma´xima verosimilitud condicional y no-condicional, ası´ como existen
procedimientos alternativos por IV/GMM. Elhorst (2010a) muestra diferentes
procedimientos basados en ML y Yu et al. (2008) desarrollan un estimador
de cuasi-ma´xima verosimilitud que muestra propiedades comparables a los
estimadores ML.
Respecto a las propiedades asinto´ticas de los estimadores, en econometrı´a
esta´ndar suponer que n→ ∞ no incluye ningu´n tipo de informacio´n adicional.
Pero en el espacio, el incremento del taman˜o muestral necesita especificar
de que´ forma es expandido el taman˜o muestral en el espacio geogra´fico.
Elhorst (2014b, p. 55) comenta que existen dos tipos de asinto´tica comu´nmente
utilizadas en el contexto espacial. Una de ellas es la estructura “infill”, donde
las observaciones espaciales se encuentran delimitadas en el espacio geogra´fico
a medida que n→∞. Otra estructura es “increasing domain”, donde los lı´mites
geogra´ficos de las regiones se expanden cuando n→ ∞. Por otra parte, hay
dos tipos de disen˜o muestral en el espacio: (a) disen˜o estoca´stico donde las
unidades espaciales son aleatoriamente seleccionadas; y (b) disen˜o fijo donde
las unidades espaciales se encuentran relacionadas a un espacio no aleatorio,
posiblemente irregular.
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La literatura de econometrı´a espacial se enfoca principalmente en la
estructura asinto´tica “increasing domain” bajo un disen˜o muestral fijo esto
es debido a que mayoritariamente se utilizan datos areales. Por lo tanto,
una posicio´n con mayor respaldo ha sido la estimacio´n por efectos fijos,
dado que el espacio es usualmente muestreado en forma exhaustiva y la
inferencia realizada puede considerarse como poblacional. De todas formas,
hay argumentos para realizar estimaciones por efectos aleatorios ya que no
todos los estudios utilizan de forma exhaustiva el espacio geogra´fico y, por
otra parte, los datos de panel para un intervalo temporal pueden considerarse
como una muestra representativa de una superpoblacio´n (concepto relacionado
a un proceso generador de datos espacio-temporal, ver Graubard y Korn, 2002,
y referencias allı´ citadas para mayor detalle).
Las propiedades de los estimadores dependen crucialmente de determinadas
condiciones de regularidad que debe cumplir la matriz de pesos espaciales. Un
requisito mencionado por Kelejian y Prucha (1998) establece que la sumatoria
de las columnas y filas de las matrices W, (I−ρW)−1, antes de normalizar
W, debe estar uniformemente limitada en valor absoluto cuando n tiende a
infinito. Adema´s, Lee (2004) establece que la sumatoria de filas y columnas de
W, antes de estandarizar, no debe divergir a infinito a una velocidad igual o
mayor que la tasa a la que crece el taman˜o muestral n. El cumplimiento de al
menos una de las anteriores condiciones permiten que la correlacio´n entre dos
unidades espaciales tienda a cero cuando la distancia que las separa tiende a
infinito y de esta forma limitan la correlacio´n a un rango de valores manejables.
Por ejemplo, si se trabaja con el criterio contigu¨idad la primera condicio´n es
satisfecha automa´ticamente. En cambio, si el criterio utilizado es la inversa de
la distancia la primera condicio´n no es satisfecha pero si satisface la condicio´n
que establece Lee (2004).
Las anteriores condiciones establecen situaciones lı´mites a la conectividad
de la matriz de pesos. Pero au´n cuando se cumplan, las propiedades finitas de
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los estimadores pueden verse afectadas. Smith (2009) muestra que matrices
espaciales fuertemente conectadas (medidas por el nu´mero medio de vecinos),
con una densidad media de vı´nculos de 10% o superior, generan un sesgo
descendente en los para´metros espaciales bajo ML. En todos los casos, este
sesgo implica que la autocorrelacio´n espacial positiva puede no ser detectada
debido a la presencia de matrices densamente conectadas y el estimador ML
tiende sistematicamente a cero cuando n crece. Por lo general, la conectividad
de la matriz por criterios geogra´ficos son poco densas, no superando el
mencionado umbral. El problema puede ser importante cuando la matriz es
construida por criterios de redes sociales o no-espacial.
4. Interpretacio´n de los modelos con rezago espacial endo´geno
Un punto de intere´s, va´lido para los modelos de corte transversal y de datos
de panel, es la interpretacio´n de los resultados obtenidos. Por ejemplo, en
los inicios de la especialidad el modelo SLM fue adoptado como un modelo
central debido a que brinda una estimacio´n de la interdependencia espacial. La
interpretacio´n de los resultados obtenidos era directa, en el sentido que un valor
significativo del para´metro ρ era evidencia de la importancia de los efectos
desbordamiento o contagio. Sin embargo, LeSage y Pace (2009) destacan la
erro´nea interpretacio´n de estos resultados y muestran la necesidad de considerar
derivadas parciales del impacto de un cambio en una unidad de las variables
explicativas.
Para ver ma´s claramente el punto destacado por LeSage y Pace (2009),
debe tenerse presente que los efectos desbordamiento en un modelo SDM, por
ejemplo, se deben a la presencia de Wy (efecto global) y WX (efecto local):
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yt = ρWyt +Xtβ +WXtθ +ut . (23)
Supongamos que se desea analizar el impacto del incremento unitario de la
k− e´sima variable explicativa, este incremento es considerado igual para todas
las localizaciones. Bajo un modelo de regresio´n no espacial, el efecto total sobre
la variable dependiente sera´ igual a la estimacio´n del coeficiente βk, ceteris
paribus, sin importar la localizacio´n. Pero ante un modelo como el presentado
en (23), el efecto total depende de las unidades vecinas de cada localizacio´n y
de la magnitud de los coeficientes que acompan˜an a las variables espaciales.
El efecto total puede ser descompuesto en un efecto directo y otro indirecto.
El efecto directo es el impacto del cambio de la variable explicativa sobre la
variable dependiente en cada localidad, este efecto tendera´ a ser similar al
obtenido por un modelo de regresio´n no espacial si ρ y θk son cercanos a 0.
El efecto indirecto se debe a la dina´mica espacial generada por la presencia de
ρ y θk que afectara´ a todas las unidades el modelo.
Bajo un modelo de Durbin pueden distinguirse dos tipos de efectos indirectos
producto de la interdependencia entre las unidades. Uno es de tipo global,
afectando a todas las unidades: yi aumenta inicialmente βik unidades cuando la
explicativa aumenta en una unidad, y esto genera un nuevo incremento producto
del cambio en las y′js de los S vecinos, capturado por el te´rmino endo´geno
ρWy. Es decir, para cada i− e´sima localidad existira´ un nuevo impacto igual a
ρ
S
∑
j 6=i
wi jβ jk unidades, retro-alimentando el cambio en la variable dependiente y
que solo cesara´ al converger (suponiendo |ρ| < 1). Este efecto es identificado
como un efecto espacial global para distinguirlo del efecto espacial local que
surge del incremento unitario en la k− e´sima variable explicativa de los S
vecinos de la localidad i:
S
∑
j 6=i
wi jθ jk. Este efecto espacial refuerza al efecto inicial
βk y es de tipo local en el sentido que no posee un efecto dinamizador como el
generado por la presencia de ρ .
136
Fundamentos de econometrı´a espacial aplicada
En te´rminos matriciales, y de forma ma´s compacta, el efecto marginal total
en el modelo SDM puede ser representado por la matriz de derivadas parciales
de y respecto al cambio en una unidad de la k− e´sima variable explicativa en
X , dado un periodo t:
[
∂E(y)
∂x1k
. . . ∂E(y)∂xnk
]
t
= (In−ρW)−1t

βk w12θk · · · w1nθk
w21θk βk · · · w2nθk
...
...
. . .
...
wn1θk wn2θk · · · βk

t
,
= St [βkIn+θkW]t , (24)
donde wi j es el elemento (i, j)− e´simo de W , βk es el k− e´simo elemento del
vector β , θk es el elemento k− e´simo del vector θ y St es igual a (In−ρW)−1t .
Obse´rvese que para la estimacio´n de los efectos marginales se utiliza el valor
esperado de la forma reducida del modelo, E (yt) = (I−ρW)−1t [Xtβ +WXtθ ].
En la expresio´n (24) puede observarse la presencia de un efecto directo y otro
indirecto. El efecto directo es representado por los elementos de la diagonal
principal de la ecuacio´n (24). Este cambio sera´ diferente para cada regio´n por
lo que no existe un u´nico efecto directo. Por su parte, el efecto indirecto (spatial
spillover), proviene de los elementos fuera de la diagonal principal de (24) y,
nuevamente, sera´ diferente para cada regio´n. En este caso se tiene un sumatorio
de efectos para cada localidad.
Para el caso de un SLM, yt = ρWyt +Xtβ+ε t , los efectos marginales totales
se simplifican ya que θk = 0 siendo la expresio´n final igual a βkSt . El efecto
directo sera´ igual al que surge en el modelo SDM, pero el efecto indirecto se
torna ma´s simple siendo igual a la suma de los elementos fuera de la diagonal
principal de βkSt , conteniendo solo efectos globales.
Ya sea que se estime un modelo SLM o SDM, siempre se tendra´ un efecto
marginal que no es u´nico para todas las localidades (en contraposicio´n a lo
que sucede bajo un modelo no-espacial). Debido a esta caracterı´stica, LeSage
y Pace (2009) proponen una medida resumen para cada uno de los efectos
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considerando valores promedio. Por ejemplo para un modelo SLM, para cada
periodo temporal se estiman los siguientes efectos:
MTotal =
βk
n
1′nS1n =
βk
n ∑i ∑j
Si, j.
MDirecto =
βk
n
tr(S) =
βk
n ∑i
Si,i.
MIndirecto =
βk
n
1′nS1n−
βk
n
tr(S) =
βk
n ∑i ∑j 6=i
Si, j.
Estos efectos indirectos estimados sirven para conocer si los estos efectos
espaciales son de importancia estadı´stica o no. Para ello, deberı´a estimarse los
intervalos de confianza de estos efectos. El problema es que los mismos surgen
de una combinacio´n de coeficientes y puede suceder que algunos coeficientes
sean significativos y otros no, sin poder determinar la significancia conjunta.
LeSage y Pace (2009) proponen simular la distribucio´n de los efectos directos
e indirectos usando la matriz de varianza-covarianza implicada en la estimacio´n
por ma´xima verosimilitud. Si hemos estimado un SLM, el procedimiento
consiste en extraer una combinacio´n r de para´metros de esta matriz de varianza-
covarianza:
[
αr β ′r ρr σ2r
]′
=
[
α̂ β̂
′
ρ̂ σ̂2
]′
+P′ε,
donde P simboliza matriz triangular superior de la descomposicio´n de Cholesky
de la matriz de varianza-covarianza de los para´metros de ma´xima verosimilitud,
y ε es un vector de nu´meros aleatorios de dimensio´n (K+3), provenientes de
una distribucio´n normal esta´ndar. Si R extracciones para´metros son realizadas
de esta forma, entonces los efectos promedios totales, directos e indirectos para
cada variable explicativa pueden ser aproximados como:
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δ k =
1
R
R
∑
r=1
δ kd ,
t− valork = δ k/
[
1
R
R
∑
r=1
(δ kd−δ k)2
]
,
donde δ k es el efecto promedio de obtenido en R simulaciones, generalmente
R = 1000, y dado el t− valor de los efectos, puede obtenerse la significancia
de cada efecto.
Los efectos directos e indirectos desarrollados para corte transversal o
paneles esta´ticos pueden extenderse hacia paneles dina´micos. La ventaja del
modelo dina´mico es que pueden obtenerse efectos directos e indirectos de corto
y largo plazo. Por ejemplo, bajo un modelo dynSDM3 (ecuacio´n 20), los efectos
de corto plazo se obtienen ignorando τ y γ . La matriz de derivadas parciales de
y con respecto a un cambio en una unidad de la variable explicativa k− e´sima
en las n regiones, para un punto temporal dado puede obtenerse como:
[
∂E(y)
∂x1k
. . . ∂E(y)∂xnk
]
t
= (In−ρW)−1 [βkIn+θkW] . (25)
Para obtener los efectos de largo plazo se puede suponer se alcanza un estado
estacionario (yt = yt−1 = y∗) tal que:
[
∂E(y)
∂x1k
. . . ∂E(y)∂xnk
]
t
= [(1− τ)In− (ρ+ γ)W]−1 [βkIn+θkW] . (26)
Estos resultados permiten determinar los efectos directos en el corto y largo
plazo, y los efectos indirectos del corto y largo plazo (spatial spillovers). Desde
estos modelos pueden obtenerse trayectorias secuenciales periodo a periodo
como las presentadas por Debarsy et al. (2012).
Es importante recordar que estos efectos deben ser cuidadosamente
interpretados y no esta´n libres de controversias ya que su obtencio´n tiene un
fuerte componente causal. La relacio´n sobre la adecuada interpretacio´n de los
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resultados y que´ se entiende por causalidad en el espacio no es un tema banal.
Por ejemplo, algunos autores sugieren que el para´metro espacial ρ del SLM (o
del SDM) es un para´metro causal (Gibbons y Overman, 2012). La posicio´n ma´s
adecuada no es posiblemente esa, ma´s bien el para´metro ρ u´nicamente captura
la dina´mica espacial de la propia variable endo´gena y no deberı´a interpretarse
como causal. Esto proviene de las similitudes espaciales con lo que sucede en
un proceso AR(1) en el tiempo, yt = ρyt−1+εt , en donde ρ nunca se interpreta
como un para´metro causal en series de tiempo. Para una discusio´n sobre este
punto ve´ase Herrera et al. (2014).
5. Aplicaciones empı´ricas
5.1. Modelo de crecimiento (Ertur y Koch, 2007)
Ertur y Koch (2007) investigan la interdependencia tecnolo´gica en el
crecimiento econo´mico entre paı´ses. Basados en un modelo neocla´sico, los
autores consideran una funcio´n de produccio´n Cobb-Douglas que refleja
rendimientos constantes a escala respecto al trabajo y capital fı´sico para el paı´s
i en el periodo temporal t:
Yi(t) = Ai(t)Kαi (t)L
1−α
i (t), (27)
donde Yi(t) es el producto, Ki(t) es el nivel de capital fı´sico, Li(t) es el nivel de
trabajo, y Ai(t) es el nivel agregado de tecnologı´a especificado como:
Ai(t) =Ω(t)k
φ
i (t)
n
∏
j 6=i
Aδωi ji (t). (28)
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El nivel agregado de tecnologı´a Ai(t) de un paı´s i depende de tres elementos.
Primero, una cierta proporcio´n de progreso tecnolo´gico exo´geno e ide´ntico
en todos los paı´ses, Ω(t) = Ω(0)eµt , donde µ es la tasa constante de
crecimiento. Segundo, el nivel tecnolo´gico de cada paı´s crece segu´n el nivel
agregado de capital fı´sico por trabajador kφi (t) = (Ki(t)/Li(t))
φ con φ ∈ [0;1]
capturando la fortaleza de las externalidades dome´sticas de la acumulacio´n
del capital fı´sico. Finalmente, el tercer te´rmino captura el efecto externo de
conocimiento incorporado en el capital localizado en diferentes paı´ses cuyo
impacto trasciende los lı´mites nacionales con una intensidad decreciente, δ ∈
[0;1]. Los te´rminos ωi j representan la conectividad entre el paı´s i y sus vecinos
j.
Siguiendo el desarrollo de Solow, los autores suponen que en cada paı´s i,
una fraccio´n constante del producto si es ahorrada y que la mano de obra crece
exo´genamente a la tasa li. Adema´s, se supone una tasa anual de depreciacio´n
del capital fı´sico constante e ide´ntica para todos los paı´ses. La evolucio´n del
producto por trabajador en el paı´s i es gobernado por la conocida ecuacio´n
dina´mica de Solow que permite obtener el ingreso por trabajador en el estado
estacionario de cada paı´s (Ertur y Koch, 2007, p. 1038, ecuacio´n 9). Luego de
algunas manipulaciones se obtiene el ingreso real por trabajador del paı´s i en el
estado estacionario:
lny∗i (t) =
1
1−α−φ lnΩ(t)+
α+φ
1−α−φ lnsi−
α+φ
1−α−φ ln(li+g+δ )
− αγ
1−α−φ
n
∑
j 6=i
wi jlns j +
αγ
1−α−φ
n
∑
j 6=i
wi jln(l j +g+δ )
+
γ (1−α)
1−α−φ
n
∑
j 6=i
wi jlny∗j (t) . (29)
Este es un modelo de Solow espacialmente aumentado y coincide con el
predictor obtenido por Solow ma´s un efecto espacial. Considerando t = 0
por simplicidad, la anterior ecuacio´n permite encontrar el ingreso real por
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trabajador a lo largo de la trayectoria de crecimiento balanceado:
ln
[
Yi
Li
]
= β0+β1lnsi+β2ln(li+g+δ )
+θ1
n
∑
j 6=i
wi jlns j +ρ
n
∑
j 6=i
wi jln
[
Yj
L j
]
+ εi, (30)
donde 1/(1−α−φ)lnΩ(0) = β0 + εi, i = 1, . . . ,n, siendo β0 una constante y εi
un te´rmino de error con lnΩ(0) reflejando la tecnologı´a, dotacio´n de recursos,
etc. especı´ficas de cada paı´s. Se supone adema´s que g+δ = 0,05. Finalmente,
se tienen las siguientes restricciones teo´ricas entre coeficientes: β1 = −β2 =
α+φ
1−α−φ y θ2 =−θ1 = αγ1−α−φ .
La ecuacio´n (30) coincide con el modelo SDM y es estimada usando
informacio´n del ingreso real, inversio´n y crecimiento poblacional de una
muestra de 91 paı´ses durante 1960− 1995. Respecto a la matriz de pesos
espaciales, se consideran dos matrices con criterios de distancia geogra´fica: la
primera utiliza la funcio´n inversa de la distancia al cuadrado (principal matriz
que refleja una aproximacio´n gravitacional) y la segunda se basa en la funcio´n
exponencial negativa de la distancia al cuadrado (utilizada como prueba de
robustez en la especificacio´n).
Ambas matrices, Winv y Wexp son estandarizadas por filas tal que cada
elemento es transformado como: ωhi j = ω∗hi j/
n
∑
j=1
ω∗hi j; h = inv,exp, en donde
ω∗inv,i j =
{
0 si i = j
d−2i j en otro caso
, ω∗exp,i j =
{
0 si i = j
e−2di j en otro caso
,
(31)
siendo di j la distancia del gran-circulo entre capitales de los paı´ses i y j.
Los autores analizan varias especificaciones siguiendo restricciones teo´ricas
sobre los para´metros, incluyendo modelos espaciales alternativos. En el Cuadro
1 se presentan los resultados del modelo de Solow tradicional estimado por
MCO y los resultados del modelo SDM estimado por ML bajo las dos matrices
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alternativas. La parte superior del Cuadro 1 muestra las estimaciones no
restringidas y la parte inferior muestra los resultados bajo las restricciones
teo´ricas β1 = −β2 y θ2 = −θ1. Para el modelo de Solow, los resultados del
test I de Moran (Moran, 1950) rechaza fuertemente la hipo´tesis nula de no
autocorrelacio´n espacial. Este resultado refleja el error de especificacio´n del
modelo de Solow tradicional.
Las otras columnas del Cuadro 1 muestran el modelo de Solow aumentado.
En los modelos no restringidos los coeficientes tienen el signo predicho por la
teorı´a y el coeficiente de autocorrelacio´n espacial, ρ , es positivo y significativo.
Las restricciones teo´ricas β1 =−β2 y θ2 =−θ1 no son rechazadas por los test
LR (2,07 y 1,88, respectivamente) por lo que los modelos pueden estimarse
bajo la restricciones teo´ricas.
Las estimaciones de los modelos restringidos confirman el error de
especificacio´n del modelo tradicional de Solow mediante los resultados del
test I de Moran. Los modelos de Solow aumentado muestran un α implicado
cercano a un tercio y significativo. Adema´s, el valor estimado de γ es cercano a
0,5 y significativo indicando la importancia de la interdependencia tecnolo´gica
entre paı´ses y la importancia del vecindario en la determinacio´n del ingreso real
(ρ estimado significativo).
Finalmente, los criterios de informacio´n AIC y Entropı´a muestran
preferencia por el modelo bajo Winv y similar evidencia es mostrada por la
probabilidad posterior de la estimacio´n bayesiana. El desarrollo teo´rico del
modelo de crecimiento guı´a la especificacio´n econome´trica pero no resuelve
la incertidumbre sobre (1) el criterio de conectividad que define que´ paı´ses son
vecinos, y (2) el supuesto de pesos espaciales que define co´mo los vecinos se
afectan entre si. Los autores definen un criterio de conectividad basado en la
distancia y plantean cierta incertidumbre sobre la fortaleza de la interaccio´n.
Ertur y Koch usaron el criterio AIC para elegir la primera matriz y, en este
ejemplo, se han agregado dos alternativas que confirman esa eleccio´n.
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Cuadro 1: Estimaciones alternativas
Modelos no-restringidos Solow SDM/Winv SDM/Wexp
constante 4,65∗∗∗ 0,48∗∗∗ 1,81∗∗∗
ln(s) 1,28∗∗∗ 0,82∗∗∗ 0,80∗∗∗
ln(l+0,05) −2,71∗∗∗ −1,50∗∗∗ −1,58∗∗∗
W× ln(s) −0,28∗∗∗ −0,24∗∗∗
W× ln(l+0,05) 0,24∗∗∗ 0,52∗∗∗
W× ln(y) 0,71∗∗∗ 0,62∗∗∗
I Moran(Winv) 0,41∗∗∗
I Moran(Wexp) 0,40∗∗∗
Modelos restringidos
constante 8,38∗∗∗ 2,32∗∗∗ 3,11∗∗∗
ln(s)− ln(l+0,05) 1,38∗∗∗ 0,85∗∗∗ 0,82∗∗∗
W× [ln(s)− ln(l+0,05)] −0,22∗∗∗ −0,19∗∗∗
W× ln(y) 0,71∗∗∗ 0,62∗∗∗
I Moran(Winv) 0,40∗∗∗
I Moran(Wexp) 0,38∗∗∗
Test de restricciones 4,43∗∗∗ 2,07∗∗∗ 1,88∗∗∗
α implicado 0,58∗∗∗ 0,28∗∗∗ 0,30∗∗∗
φ implicado 0,18∗∗∗ 0,15∗∗∗
γ implicado 0,56∗∗∗ 0,51∗∗∗
AIC 97,54∗∗∗ 105,37∗∗∗
Entropı´a 30,83∗∗∗ 34,74∗∗∗
Bayes (prob. post.) 0,98∗∗∗ 0,02∗∗∗
Nota: ∗, ∗∗ y ∗∗∗ denota significancia al 10%, 5% y 1% respectivamente. Co´digo Matlab disponible
en: https://sites.google.com/site/mherreragomez/principal/Codes.
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5.2. Consumo de tabaco en datos de panel
Baltagi y Li (2004) explican la demanda de cigarrillos en 463 estados
norteamericanos en un periodo de 30 an˜os, desde 1963 a 1992. La variable
dependiente, log(c), es el logaritmo de la venta per ca´pita de cigarrillos en
te´rminos reales, medida en paquetes de cigarrillos por personas de 14 o ma´s
an˜os. Las variables explicativas son: log(p), logaritmo del precio de venta
promedio del paquete de tabaco en el estado y log(ing), logaritmo del ingreso
disponible per ca´pita del estado. La matriz de pesos espaciales es especificada
como una matriz de contigu¨idad binaria, estandarizada por fila. Esta base de
datos ha sido utilizada por Debarsy et al. (2012), Elhorst (2014a) y Kelejian y
Piras (2014), entre otros.
La motivacio´n inicial del trabajo fue el efecto contrabando, en donde
compradores de cigarrillos de estados limı´trofes compraban cigarrillos en los
estados vecinos si el precio era ventajoso. Esto podrı´a ser para consumo propio
o para revender en su estado de origen.
El Cuadro 2 presenta los resultados de modelos esta´ticos y dina´micos. De los
dos modelos esta´ticos, el modelo pooled permite una primera aproximacio´n
para detectar la presencia de elementos faltantes como efectos espaciales,
sustantivos y residuales. Esta informacio´n es obtenida por las versiones
robustas de los tests LM, LMrerror y LM
r
lag, que detectan la omisio´n de un
efecto espacial en el error o un efecto espacial en la variable dependiente,
respectivamente. Ambos tests rechazan la hipo´tesis nula de no autocorrelacio´n
residual y sustantiva, permitiendo avanzar en la especificacio´n espacial.
Adicionalmente, se testea en el modelo pooled la significancia conjunto de
efectos fijos individuales y temporales encontrando evidencia a favor de la
inclusio´n de ambos efectos.
3Los estados omitidos son Alaska, Colorado, Hawaii, Carolina del Norte y Oregon.
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Considerando los resultados del modelo pooled, la especificacio´n del modelo
puede seguir la secuencia de abajo hacia arriba de la Figura 1. En nuestro caso
aplicaremos la estrategia de utilizar el modelo esta´tico ma´s complejo posible,
SDM, y a partir de allı´ reducir elementos no significativos.
Los resultados del modelo esta´tico SDM se presentan en la tercera columna
del Cuadro 2. La hipo´tesis nula θ = 0 permite testear si el SDM puede ser
simplificado a un SLM, el test de Wald rechazar dicha hipo´tesis. La posible
reduccio´n del SDM a un SEM (H0 : θ +ρβ = 0) es rechazada por el test de
factores comunes. Finalmente, la significancia del para´metro ρ̂ muestra que no
es posible reducir el modelo SDM en un SLX .
Cuadro 2: Estimaciones alternativas
Modelos
Esta´ticos Dina´micos
Pooled SDM dynSDM1 dynSDM4
log(c)−1 0,87∗∗∗ 0,87∗∗∗
W× log(c)−1 0,02∗∗∗
W× log(c) 0,23∗∗∗ 0,05∗∗∗ 0,03∗∗∗
log(p) −0,86∗∗∗ −1,00∗∗∗ −0,26∗∗∗ −0,26∗∗∗
log(y) 0,27∗∗∗ 0,60∗∗∗ 0,10∗∗∗ 0,10∗∗∗
W× log(p) 0,06∗∗∗ 0,16∗∗∗ 0,16∗∗∗
W× log(y) −0,29∗∗∗ −0,02∗∗∗ −0,02∗∗∗
LMrerror 144,84
∗∗∗
LMrlag 58,26
∗∗∗
Wald (θ = 0) 16,06∗∗∗
Wald ( f act. com.) 8,62∗∗∗
Nota: ∗, ∗∗ y ∗∗∗ denota significancia al 10%, 5% y 1% respectivamente. Modelos SDM incluyen FE.
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Una vez detectado el modelo esta´tico final, puede procederse a interpretar
los resultados. Los coeficientes de las dos variables explicativas tienen el signo
esperado con elasticidad unitaria negativa para el precio y de 0.6 positiva para
el ingreso indicando que un mayor ingreso aumenta la demanda de cigarrillos.
Comparados estos coeficientes con los obtenidos por el modelo pooled parece
claro que existe una correccio´n, sin embargo, esta comparacio´n no es va´lida
debido a la presencia del para´metro ρ . Es necesario computar los efectos
marginales para proveer de una interpretacio´n adecuada. En el Cuadro 3 se
muestran los efectos marginales del modelo esta´tico SDM basados en 1000
repeticiones. Los resultados son interpretados como de largo plazo, una vez que
la dina´mica espacial del consumo converge. El efecto de principal intere´s es el
impacto marginal indirecto del precio y como puede observarse el resultado
es una elasticidad-precio −0,21 y significativo al 5%, evidencia que no es
consistente con la hipo´tesis inicial de Baltagi y Lee. Esto puede ser explicado
por la ausencia de elementos dina´micos temporales.
Para conocer si existe dina´mica temporal, se han estimado dos versiones
dina´micas del modelo SDM: dynSDM1 (ecuacio´n 18) y dynSDM4 (ecuacio´n
21), ambos considerando efectos fijos individuales y temporales. Como se
muestra en el Cuadro 3, ambos modelos detectan una alta persistencia en el
consumo de cigarrillos con un coeficiente del ln(c)−1 de 0.87. Sin embargo,
el modelo dynSDM4 no detecta persistencia espacio-recursiva siendo W×
ln(c)−1 no significativo. Por lo tanto, el modelo ma´s adecuado es el dynSDM1.
Bajo este modelo final, dynSDM1, nuevamente se obtienen los efectos
marginales de las variables explicativas que se presentan en el Cuadro 3. Debido
a la presencia de dina´mica temporal es posible obtener efectos marginales de
corto y largo plazo. Centrando el intere´s en el efecto indirecto del precio, puede
deducirse que el efecto contrabando en el corto plazo, elasticidad-precio 0,15 y
significativa: el incremento del precio en estados vecinos aumenta el consumo
en cada regio´n. Este efecto en el largo plazo continu´a siendo positivo pero no es
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significativo. En conclusio´n, existe evidencia de spillovers espaciales del precio
del cigarrillo a corto plazo.
Cuadro 3: Efectos directos e indirectos de modelos SDM con efectos fijos
Modelos SDM dynSDM1
Corto plazo
efecto directo log(p) −0,26∗∗∗
efecto directo log(y) 0,10∗∗∗
efecto indirecto log(p) 0,15∗∗∗
efecto indirecto log(y) −0,02∗∗∗
Largo plazo
efecto directo log(p) −1,01∗∗∗ −1,94∗∗∗
efecto directo log(y) 0,59∗∗∗ 0,78∗∗∗
efecto indirecto log(p) −0,21∗∗∗ 0,59∗∗∗
efecto indirecto log(y) −0,19∗∗∗ 0,25∗∗∗
Nota: ∗, ∗∗ y ∗∗∗ denota significancia al 10%, 5% y 1% respectivamente. Co´digo Stata disponible
en: https://sites.google.com/site/mherreragomez/principal/Codes.
6. Comentarios finales
El desarrollo de la econometrı´a espacial ha sido muy importante en los u´ltimos
an˜os acompan˜ando la mayor disponibilidad de informacio´n georreferenciada.
El capı´tulo presenta los desarrollos ma´s consolidados dentro del a´rea para
datos de corte transversal y datos de panel destacando to´picos relativos a
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la especificacio´n e interpretacio´n de los modelos espaciales con dependencia
espacial global (no se aborda el tema de la heterogeneidad espacial que da
lugar a tratamientos locales).
Los datos espaciales presentan caracterı´sticas particulares. Los datos pueden
ser continuos o discretos, pueden provenir de agregaciones u observaciones
puntuales en el espacio, la localizacio´n puede ser regular o irregular, y dichas
localizaciones pueden ser consideradas provenientes de un espacio continuo
o discreto. La agregacio´n altera la variabilidad e impacta en la inferencia a
realizar. Tambie´n el soporte de la informacio´n geogra´fica es importante cuando
se combinan diferentes tipos de datos espaciales. Estas caracterı´sticas deben
ser consideradas y las conclusiones inferenciales deberı´an realizarse con suma
cautela teniendo en cuenta la escala de ana´lisis, ma´s au´n si estas conclusiones
son orientadas a acciones polı´ticas.
Un tema central en esta disciplina es la construccio´n de la matriz de
pesos espaciales y los problemas inferenciales que puede generar una mala
eleccio´n. La normalidad asinto´tica y consistencia de los estimadores esta´ bien
establecida bajo el supuesto de una matriz espacial estrictamente exo´gena.
Sin embargo, cuando los pesos espaciales son endo´genos los me´todos no son
va´lidos. Algunos recientes desarrollos flexibilizan este supuesto, por ejemplo,
Kelejian y Piras (2014) proponen una matriz de pesos espaciales endo´genos
instrumentalizada. Cheng y Lee (2017) utilizan esta estrategia para desarrollar
un test de endogeneidad tipo Hausman para los pesos espaciales. Qu et al.
(2017) y Qu y Lee (2017) desarrollan enfoques de estimacio´n permitiendo
correlacio´n entre el te´rmino error y las variables utilizadas en la construccio´n
de los pesos espaciales. Esta endogeneidad es solucionada utilizando el me´todo
de funcio´n de control. Estos modelos son actualmente de frontera y existen
varios avances que flexibilizan la matriz de contactos permitiendo que la misma
cambie entre periodos temporales.
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Los ejemplos empı´ricos presentados en el capı´tulo pretenden mostrar dos
vı´as alternativas habituales en econometrı´a espacial aplicada. El trabajo de
Ertur y Koch (2007) es un buen ejemplo de la aplicacio´n del enfoque theory-
driven y co´mo la estimacio´n final ı´ntegramente vincula la interpretacio´n a la
teorı´a de crecimiento econo´mico. A pesar de ser un modelo derivado desde
la teorı´a, la especificacio´n de la matriz es un a priori de los investigadores y
por ello la necesidad de comparar matrices alternativas. Esta incertidumbre
esta´ presente en todo modelo espacial y existen diferentes alternativas que
ayudan a la eleccio´n de la matriz ma´s adecuada (ve´ase Herrera et al., 2017).
El segundo caso aplicado es un ejemplo del enfoque data-driven, explorando
especificaciones espaciales alternativas y con conclusiones obtenidas del
modelo final. En este caso no hay un desarrollo teo´rico que fundamente el
modelo finalmente estimado, son los datos los que permiten adecuar la mejor
especificacio´n. La interpretacio´n de los resultados son realizados segu´n la
vigente visio´n de efectos marginales simulados. La interpretacio´n de estos
efectos marginales posee un fuerte significado causal que no deja de ser
controvertido y es un tema que merece un mayor debate a futuro.
Finalmente, cabe mencionar las diferentes alternativas computacionales. Bajo
Matlab existe una amplia cantidad de co´digos que cubren todo el rango de
modelos presentados en el capı´tulo. El programa R tiene diferentes paquetes
que permiten estimar modelos de corte transversal y paneles espaciales
esta´ticos. GeoDa es un excelente programa para iniciarse en el ana´lisis espacial,
permitiendo la estimacio´n de modelos de corte transversal y paneles pooled
bajo ML. GeoDaSpace es u´til si se desea estimar modelos de corte transversal
por IV/GMM. Tambie´n existe un conjunto de opciones desarrolladas bajo
Python. Por u´ltimo, la versio´n 15 de Stata trae incorporado un mo´dulo para
ana´lisis espacial y hay una nutrida variedad de comandos desarrollados por
usuarios que cubren todo el espectro de los modelos espaciales aquı´ analizados.
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Capı´tulo 5. Big data y aprendizaje automa´tico: Ideas y desafı´os para
economistas
Walter Sosa Escudero
1. Introduccio´n
Basta ya de la teorı´a del comportamiento humano, desde la
lingu¨ı´stica a la sociologı´a. Olvı´dense de la taxonomı´a, la ontologı´a
y la psicologı´a. ¿Quie´n sabe por que´ la gente hace lo que hace?
El punto es que lo hacen, y podemos monitorearlo y medirlo con
una fidelidad sin precedentes. Con suficientes datos los nu´meros
hablan por sı´ mismos (Chris Anderson, Wired, 23/5/2008).
Con llamativa frecuencia aparecen ideas revolucionarias destinadas a barrer
con el canon de una disciplina. La epistemologı´a ha dedicado un espacio
considerable al estudio de esta dina´mica discontinua y al de las resistencias
internas de las ciencias a abandonar sus paradigmas.
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La econometrı´a no estuvo exenta a esta evolucio´n no lineal. Ası´, la
econometrı´a dina´mica de la escuela de Hendry, el enfoque de cointegracio´n, el
me´todo generalizado de momentos, los modelos estructurales en organizacio´n
industrial empı´rica o los me´todos experimentales y cuasi experimentales
llegaron acompan˜ados de una sensacio´n de cambio permanente, siempre con
un planteo (explı´cito o no) de revolucio´n.
Las ideas asociadas al tı´tulo de este trabajo (big data, aprendizaje automa´tico,
minerı´a de datos, etc.) traen una propuesta concreta de revisio´n sustancial de
los paradigmas metodolo´gicos de la ciencia, a la luz del virtual “diluvio de
datos” provocado por las redes sociales y el uso de dispositivos interconectados,
y que en sus visiones mas extremas prometen cambios radicales como los
pronosticados por Chris Anderson en la cita que da comienzo a este trabajo,
o, en el otro extremo la mera sensacio´n de que se trata de otra moda pasajera.
Si bien lejos del escepticismo extremo, llama la atencio´n que las ideas de
big data o aprendizaje automa´tico encuentren cierta resistencia en la economı´a
y las ciencias sociales en general, sobre todo en comparacio´n con la actitud
optimista prevaleciente en casi todo el espectro cientı´fico.
Este trabajo revisa algunas ideas ba´sicas del paradigma de big data y
aprendizaje automa´tico con el doble propo´sito de diseminar el uso de estas
tecnologı´as, discutir sus ventajas y desventajas y reflexionar sobre las razones
que explican la cautela imperante en economı´a. Se trata de una introduccio´n
te´cnicamente simple, que puede ser pensada como un capı´tulo adicional al
de un texto ba´sico de econometrı´a como el de Wooldridge (2015) o el de
Stock y Watson (2016). El capı´tulo presupone conocimientos del paradigma
cla´sico en econometrı´a, en particular del modelo lineal estimado por el
me´todo de mı´nimos cuadrados. El capı´tulo cubre una mı´nima cantidad de
material, suficiente para apreciar las principales diferencias entre el enfoque de
aprendizaje automa´tico y el cla´sico de la econometrı´a, observar las principales
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desventajas y ventajas y, fundamentalmente, motivar e iniciar al interesado en
esta literatura, priorizando intuiciones y conceptos por sobre tecnicismos.
El capı´tulo se estructura de la siguiente forma. La seccio´n 2 discute las
principales diferencias entre la econometrı´a cla´sica y el enfoque de machine
learning. A esta altura conviene advertir (y tal vez pedir disculpas) sobre
algu´n abuso de terminologı´a en ingle´s, toda vez que no existen traducciones
obvias de muchos neologismos usados en esta tema´tica. La regla a utilizar es
preferir te´rminos en espan˜ol siempre y cuando su uso no lleve a confusiones
innecesarias. La seccio´n 3 introduce algunas ideas ba´sicas (construccio´n de
modelos, complejidad, validacio´n cruzada, etc.) dentro de un contexto familiar
para los econometristas: el modelo de regresio´n lineal. La idea es extendida
en la direccio´n del problema de clasificacio´n en la seccio´n 4, que ocupa
un espacio considerable en esta literatura. La seccio´n 5 discute algunas
estrategias de aprendizaje no supervisado, como la construccio´n de clusters
o el problema de reduccio´n de la dimensionalidad. La seccio´n 6 reflexiona
sobre la reticencia a adoptar te´cnicas de big data en economı´a, a la luz
del paradigma experimental/estructural que domino´ la econometrı´a desde sus
inicios. La seccio´n 7 ofrece una breve guı´a de lectura para los interesados en
ahondar en esta tema´tica.
2. Aprendizaje, estadı´stica y econometrı´a
A fines de resaltar la comparacio´n entre enfoques, es conveniente concentrar la
discusio´n en la herramienta por excelencia de la econometrı´a: el modelo lineal
estimado por el me´todo de mı´nimos cuadrados ordinarios:
yi = x′iβ +ui, i = 1, . . . ,n,
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en donde xi es un vector de K variables explicativas, β es un vector de K
coeficientes y ui es el te´rmino de error del modelo, que representa factores
no observables que impactan en yi pero que no son captados por xi, para una
muestra de i = 1, . . . ,n observaciones. El estimador mı´nimo cuadra´tico de β es
βˆ = (∑ni=1 xix′i)
−1 (∑ni=1 xiyi).
El modelo lineal es una herramienta clave en economı´a y varias ciencias
sociales, “el automo´vil de la estadı´stica moderna” a decir de Stephen Sigler,
el prestigioso historiador de la estadı´stica. Explica su enorme popularidad el
hecho de que bajo algunos supuestos β contiene informacio´n causal acerca
de como x afecta a y (en particular, a su valor esperado). Tal vez la principal
contribucio´n del ana´lisis de regresio´n lineal es que permite al cientı´fico social
medir efectos causales sin necesidad de recurrir a experimentos explı´citos.
Mas concretamente, el modelo lineal reemplaza experimentacio´n por control:
mientras que el experimento mueve causas de a una por vez, el modelo de
regresio´n controla por la presencia de factores que pueden confundir el efecto
puro de una causa con de otros factores concurrentes, sin requerir que estos se
hayan movido de a uno.
No es exagerado decir que la historia de la econometrı´a puede escribirse a
la luz de los intentos de justificar el modelo de regresio´n (y sus variantes)
como una herramienta para la estimacio´n confiable de efectos causales, ya
sea como reemplazo de un experimento explı´cito o como representacio´n de
una teorı´a econo´mica, en una lı´nea argumental que va desde los problemas
de identificacio´n en modelos de ecuaciones simulta´neas a los me´todos cuasi
experimentales de la ası´ llamada “revolucio´n de credibilidad” de las u´ltimas dos
de´cadas, pasando por el me´todo de variables instrumentales o el problema de
selectividad muestral, por mencionar algunas contribuciones de la econometrı´a
al ana´lisis empı´rico.
Lo cierto es que en esta saga el actor fundamental es el vector de coeficientes
desconocido β , que cuantifica la forma en la que x afecta a y, de modo que una
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parte sustancial de la econometrı´a se dedica a establecer condiciones bajo las
cuales es posible recuperar β bajo una variedad de condiciones poblacionales
y muestrales.
2.1. El paradigma inferencial frecuentista en econometrı´a
En la visio´n frecuentista (en oposicio´n a bayesiana) dominante en econometrı´a
el principal objetivo consiste en estimar β de la mejor manera posible, a
la vez de garantizar mecanismos que permitan realiza “inferencias va´lidas”
entendidas como la construccio´n de intervalos de confianza, la medicio´n de
la imprecisio´n implı´cita en la estimacio´n o la implementacio´n de tests de
hipo´tesis.
Focalizando en el problema de estimacio´n, en te´rminos muy generales el
problema de la evaluacio´n de la calidad de un estimador βˆ se reduce a cotejar
cuan “lejos” esta´ de su objetivo β . Dicha comparacio´n es compleja toda vez
que βˆ es una variable aleatoria y β no. Ası´, la nocio´n de insesgadez reduce el
problema a comparar E(βˆ ) con β , dos valores determinı´sticos.
El famoso Teorema de Gauss Markov establece que bajo ciertas condiciones
sobre la estructura probabilı´stica del modelo lineal general, es posible aseverar
que βˆ es o´ptimo si bien en un sentido muy limitado: βˆ tiene varianza mı´nima
en la familia de estimadores lineales e insesgados.
Es crucial remarcar que asociar la calidad de un estimador a la verificacio´n
de ciertas propiedades (insesgadez, varianza mı´nima, etc.) es una tarea ex-
ante, es decir, depende de que valgan ciertos supuestos que no necesariamente
pueden evaluarse empı´ricamente. Mas concretamente, una propiedad como
la de insesgadez es una propiedad del estimador (entendido como una regla
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o algoritmo) y no de la estimacio´n (lo que surge de cargar los datos en el
algoritmo).
Consecuentemente, la evaluacio´n de la calidad de un procedimiento
estadı´stico (un estimador, un test de hipo´tesis) requiere postular un modelo (un
proceso generador de datos) contra el cual cotejarlo. La pra´ctica generalizada
de la econometrı´a frecuentista toma al modelo como dado y focaliza su energı´a
en como estimarlo de la mejor manera posible. Es decir, el modelo no se
construye dentro del proceso de estimacio´n o inferencia sino que viene dado
exo´genamente. Usualmente la relacio´n yi = x′iβ +ui proviene de alguna teorı´a
o “estructura” que relaciona a y con x y u, o de la descripcio´n de un experimento
en donde las variaciones en x se traducen en y.
La econometrı´a cla´sica tiende a limitarse a proveer estrategias de estimacio´n
e inferencia o´ptimas de un modelo dado y en algu´n contexto relevante. A modo
de ejemplo, si xi es aleatoria y E(ui|xi) = 0, βˆ es en general un estimador
consistente. O, adicionalmente, el uso del estimador de Eicker-White para la
varianza de βˆ permite realizar inferencia va´lida independientemente de que
valga o no el supuesto de homocedasticidad, siempre y cuando el taman˜o de la
muestra sea lo suficientemente grande.
Cabe preguntarse cua´l es el rol de la cantidad de datos en el enfoque
frecuentista paradigma´tico de la econometrı´a, y en ese sentido, cual es la
contribucio´n de big data en la direccio´n de “muchos datos”. El grueso
de la pra´ctica favorece, casi lexicogra´ficamente, estimadores insesgados o
consistentes. Por razones complejas de entender cualquier otra propiedad de
un estimador (eficiencia, robustez, etc.) esta subsumida a que el estimador
este centrado en el verdadero valor de los para´metros. Entonces, si los datos
provienen del mismo modelo asumido y son lo suficientemente independientes
y homoge´neos, mas datos se traducen en estimaciones ma´s eficientes (o tests
con mayor potencia) o dotan de mayor confiabilidad a las aproximaciones
162
Big data y aprendizaje automa´tico: Ideas y desafı´os para economistas
asinto´ticas, cuya validez depende de que el taman˜o de la muestra sea lo
suficientemente grande.
A la luz de la fuerte preferencia por la insesgadez, la historia reciente de la
econometrı´a (los u´ltimos 30 an˜os) ha priorizado contextos empı´ricos en donde
los supuestos que garantizan esta propiedad valen, mas alla´ de la cantidad de
datos. A modo de ejemplo, si los datos provienen de un experimento bien
disen˜ado, E(ui|xi) = 0 por construccio´n ya que la variacio´n experimental en xi
no interactu´a con ui. Alternativamente, ciertos episodios institucionales generan
variaciones en x y y que tienen esta propiedad (los ası´ llamados experimentos
naturales), o garantizan la existencia de una variable que puede funcionar como
un instrumento va´lido.
Entonces, la pra´ctica econome´trica ha priorizado el uso de datos en donde
para el problema de intere´s se puede garantizar cierta variacio´n exo´gena que
permita aislar el efecto de x sobre y. Y en pos de este objetivo, se han preferido
bases de datos relativamente pequen˜as por sobre otras mas masivas pero en
donde no es posible garantizar supuestos de exogeneidad. En todo caso, la
profusio´n de datos no fue explotada para construir modelos mas complejos
sino para aislar subconjuntos de datos donde existen garantı´as mı´nimas de
estimacio´n insesgada o consistente. Habiendo sorteado esta barrera inicial,
la existencia de mas datos cumple un rol pasivo, a trave´s de ganancias de
eficiencia o dando mas credibilidad a las aproximaciones asinto´ticas.
2.2. Aprendizaje automa´tico y construccio´n de modelos
La idea de aprendizaje automa´tico o estadı´stico cambia por completo la visio´n
descripta anteriormente, al centrar la atencio´n en Y y no en el modelo. En este
enfoque el principal objetivo es predecir y dado x, de modo que el modelo
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es una suerte de actor secundario introducido solo a los efectos de mejorar la
performance predictiva.
Cuando el intere´s es y parece natural que la evaluacio´n del procedimiento
estadı´stico usado recaiga en la comparacio´n entre y y yˆ (su versio´n estimada o
predicha), en forma ana´loga a la comparacio´n anterior entre β y βˆ .
Una forma simple de realizar esa evaluacio´n es a trave´s del error cuadra´tico
medio de predecir y = y0
ECM(yo) = E(yˆ0− y0)2.
Un importante resultado es el siguiente:
ECM(y0) =V (yˆ0)+ [Sesgo(yˆ0)]
2 ,
en donde Sesgo(yˆ0) = E(yˆ0)− y0. Naturalmente, si el proceso de prediccio´n
es insesgado el problema de minimizar el ECM pasa exclusivamente por
minimizar la varianza. Una de las principales contribuciones de la visio´n de
aprendizaje automa´tico es explotar la idea de que tolerar un sesgo pequen˜o
puede implicar una drama´tica caı´da en la varianza, y tal vez un ECM menor
que el que se obtendrı´a restringiendo el ana´lisis a predictores insesgados como
en la econometrı´a cla´sica. Esta tolerancia (o preferencia) por procedimientos
sesgados es una de las principales diferencias con el paradigma de la
econometrı´a tradicional.
Pero la principal diferencia radica en que el objetivo central del aprendizaje
automa´tico es predecir correctamente fuera de la muestra. Es decir, el objetivo
consiste evaluar la capacidad predictiva del modelo para datos que no son los
usados para estimarlo. A fines de enfatizar la comparacio´n con la pra´ctica
habitual de la econometrı´a, por construccio´n el estimador MCO maximiza
el coeficiente R2, que mide la capacidad de ajuste del modelo a los datos
usados para realizar la estimacio´n, de modo que MCO maximiza la capacidad
predictiva dentro de la muestra para un modelo dado.
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Cuando el objetivo es predecir y la esencia del aprendizaje automa´tico es
construir el modelo a fines de maximizar la capacidad predictiva fuera de la
muestra. Es crucial notar la diferencia con respecto al enfoque cla´sico de la
econometrı´a. En el contexto del modelo lineal estimado por MCO, si el objetivo
fuese maximizar la capacidad predictiva dentro de la muestra, cualquier modelo
que regrese y en K = n variables explicativas no colineales produce un R2 = 1,
es decir, el modelo predice sin error los datos observados. El desafı´o de machine
learning es predecir fuera de la muestra, lo cual elimina estrategias triviales
(llamadas de “sobreajuste”) como la discutida anteriormente.
Entonces, la diferencia fundamental con el enfoque cla´sico es que aprendizaje
automa´tico o estadı´stico es fundamentalmente una estrategia de construccio´n
de modelos (y no de estimacio´n) con el objetivo de predecir correctamente
fuera de la muestra. Consecuentemente, el primer desafı´o consiste en definir
con alguna precisio´n a) que significa “construir un modelo”, b) como se
evalu´a la capacidad predictiva del mismo fuera de la muestra. A la luz de
estas cuestiones, la esencia de machine learning reside en interactuar entre
estas dos actividades: el modelo se construye y reconstruye a la luz de su
capacidad predictiva. Esta interaccio´n entre datos, criterios y modelos es lo
que da sustento a la idea de “aprendizaje”.
La siguiente seccio´n discute algunas ideas ba´sicas de co´mo funciona este
procedimiento iterativo de construccio´n, evaluacio´n y reconfiguracio´n de
modelos.
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3. Regresio´n para la prediccio´n
3.1. Estimar vs. construir modelos
Un resultado cla´sico en probabilidad es que dada una variable aleatoria y, E(y)
es su mejor predictor en error cuadra´tico medio, es decir, E(y) es el valor de m
que minimiza E(y−m)2.
Otro resultado importante dice que para cualquier vector aleatorio x siempre
es posible expresar a y de la siguiente forma
y = E(y|x)+u,
en donde u es una variable aleatoria que satisface E(u|x) = 0. Este resultado
dice intuitivamente que y siempre puede descomponerse en dos partes: una
relacionada con el mejor predictor en base a x (E(y|x)) y otra ortogonal a esta y
basada en factores no observables. Entonces el problema de predecir y en base
a x pasa por estimar E(y|x), entendida como el mejor predictor (en ECM) de
y. El te´rmino u es la parte irreducible de y con respecto a la cual nada puede
hacerse ya que se basa en factores no observables.
Es importante mencionar que si bien siempre es posible descomponer a y
como la suma de dos te´rminos no relacionados como E(y|x) y u, esto no
implica que E(y|x) sea una relacio´n causal que describe la forma en la que
movimientos exo´genos de x son capaces de alterar y. Es decir, E(y|x) contiene
informacio´n predictiva sobre y, no necesariamente causal, para lo cual habrı´a
que explicitar que significa que una cosa cause a la otra. La idea de “causalidad
por contrafactuales” es una alternativa posible. Ver Angrist y Pischke (2009)
para una extensa discusio´n sobre el tema.
A modo de ejemplo extremo, y podrı´a ser la cantidad de lluvia en un dı´a en
un barrio, y x la proporcio´n de personas que llevan un paraguas. Siempre es
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posible descomponer a y en una parte relacionada con el uso de paraguas y
otra ortogonal a esta, y en base a esta conjetura puede ser posible predecir la
cantidad de lluvia en base a la intensidad de uso de paraguas, aun cuando resulte
claro que los paraguas no causan lluvia. Esta discusio´n dista de ser trivial e
intenta enfatizar las enormes diferencias que hay entre un modelo predictivo y
otro que representa una relacio´n causal.
Consecuentemente, el ejercicio de predecir y en base a x consiste en estimar
E(y|x) en base a una datos (xi,yi), i= 1, . . . ,n. Una estrategia obvia consiste en
proponer
yi = x′iβ +ui
y usar el estimador de MCO, de modo que
yˆi = x′iβˆ .
Las enorme diferencia entre la econometrı´a cla´sica frecuentista y el
aprendizaje automa´tico es que la primera considera al modelo yi = x′iβ + ui
como dado y concentra sus esfuerzos en estimar β de la mejor manera posible,
en donde “mejor” hace referencia a un conjunto de propiedades que refieren
a la relacio´n entre βˆ y β , tales como insesgadez y varianza mı´nima. Por el
contrario, el aprendizaje automa´tico o estadı´stico ve a x′iβ como una de las
posibles configuraciones de una relacio´n gene´rica f (xi), candidatas a predecir
correctamente a y fuera de la muestra. Es decir, el objetivo consiste en construir
y estimar un modelo con fines predictivos sin necesariamente pensar que existe
tal cosa como un verdadero proceso que genera los datos.
A modo de ejemplo, pensemos que xi es un vector de K regresores. La
econometrı´a cla´sica toma a la dimensio´n de este vector como dada, proveniente
de la teorı´a, es decir, es esta u´ltima la que dice ex-ante que estas K variables
explicativas pertenecen al modelo. Un resultado conocido de la econometrı´a es
que la eliminacio´n de variables del modelo esta sujeta a un trade off entre sesgo
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y varianza: un modelo que incluye todas las variables es posiblemente menos
sesgado pero mas ineficiente que uno con menos variables. Los intentos de
priorizar la insesgadez llevan al analista a preferir modelos “grandes” al costo
de sacrificar eficiencia. Aquı´ es crucial resaltar que los costos de insesgadez o
eficiencia se refieren a βˆ en relacio´n a β , el actor protago´nico de la econometrı´a
tradicional.
3.2. Complejidad y eleccio´n de modelos
Cuando el foco pasa de β a y, una enorme diferencia introducida por machine
learning es que quiza´s cierto sesgo ocurra a costa de una drama´tica caı´da en
la varianza. En el contexto discutido anteriormente, al no considerar al modelo
como dado, la lo´gica de aprendizaje estadı´stico se permite eliminar variables
siempre y cuando el sesgo inducido por hacerlo se traduzca en una caı´da
significativa en la varianza de modo que esta u´ltima mas que compense el sesgo
haciendo ası´ caer al ECM.
En este marco un modelo es mas complejo si tiene mas variables y en base a
la lo´gica anterior, un modelo mas complejo es menos sesgado y mas erra´tico.
Consecuentemente, si la insesgadez no es un objetivo primordial no hay en
machine learning una preferencia obvia por la complejidad, sino que, todo
lo contrario, se trata de elegir una complejidad o´ptima. Una parte sustancial
del aprendizaje automa´tico (y de la ciencia de la computacio´n) se dedica a
generalizar estas ideas de complejidad y optimalidad.
Volviendo al ejemplo simple en donde complejidad es nu´mero de variables
explicativas, el desafı´o es proponer una forma de medir la performance
predictiva de un modelo y en base a ella poner a competir modelos alternativos
que difieren en su complejidad, de modo de elegir el mejor.
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Como resalta´semos anteriormente, el desafı´o de machine learning es de
prediccio´n fuera de la muestra. Herramientas cla´sicas como el R2 no funcionan
porque miden la performance predictiva dentro de la muestra. A modo de
ejemplo, un resultado conocido es que el R2 es no decreciente en la cantidad de
regresores (complejidad), de modo que trivialmente siempre el modelo elegido
seria el que incorpora mas variables. Interesantemente, viejas estrategias como
el R2 ajustado o los criterios de Schwartz o Akaike (populares en series
temporales) van en la direccio´n correcta, en el sentido de que penalizan tanto
la falta de capacidad predictiva como la complejidad.
Un contexto ideal en donde esta cuestio´n puede ser resuelta es si existiese un
grupo de datos con los cuales realizar la construccio´n del modelo y otro para
evaluarlo. A la primera muestra se la llama muestra de entrenamiento y a la
segunda de evaluacio´n. En esta circunstancia la pra´ctica consistirı´a en construir
un modelo en base a la muestra de entrenamiento de modo de maximizar su
performance predictiva en los datos de evaluacio´n.
Hay dos problemas con esta lo´gica. En primer lugar, no resulta obvio que
exista una particio´n de datos que deban ser usados para estimar y otros
para evaluar. En segundo lugar, dejar de lado informacio´n implica un costo
de eficiencia, es decir, la capacidad predictiva deberı´a mejorar cuanta mas
informacio´n se utilice, de modo que reservar un subconjunto de datos a fines de
evaluar el modelo implica un costo de eficiencia.
3.3. Validacio´n cruzada
Una solucio´n inteligente a este problema es la te´cnica de validacio´n cruzada,
que consiste en lo siguiente
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1. Partir la muestra original en J grupos disjuntos.
2. Elegir uno de estos grupos y reservarlo como muestra de evaluacio´n.
Estimar el modelo con los datos de los J−1 grupos restantes.
3. Evaluar la capacidad predictiva con los datos del grupo dejado fuera de
la estimacio´n.
4. Repetir J veces el procedimiento reemplazando en cada iteracio´n el
grupo de evaluacio´n.
En cuanto a la eleccio´n de J existe amplio consenso empı´rico en usar J = 5 o
J = 10. Es importante observar que una vez terminado el algoritmo, todas las
observaciones fueron usadas tanto para estimar el modelo como para evaluarlo,
justamente porque el me´todo “rota” los roles en cada paso.
La estimacio´n del error predictivo por validacio´n cruzada es
CV ( fˆ ) =
1
n
n
∑
i=1
(yi− yˆ−(xi))2
en donde yˆ−(xi) es la prediccio´n de yi en base al modelo estimado cuando la
i-e´sima observacio´n no fue utilizada para estimar.
Entonces, una estrategia posible para elegir un modelo serı´a estimar todos los
modelos posibles y elegir aquel que tiene menor error predictivo por validacio´n
cruzada.
Salvo casos particulares, la cantidad de modelos posibles a estimar es
extremadamente elevada. Por ejemplo, con K = 10 la cantidad de modelos
posibles es 3.628.800, que habrı´a que estimar J veces a fines de computar el
error por validacio´n cruzada. K = 10 es una magnitud ı´nfima en relacio´n al
esta´ndar en bases de datos de big data. A modo de ejemplo, en una base de datos
de informacio´n gene´tica de individuos, la cantidad de variables explicativas se
cuentan de a millones.
Un ejemplo simple en donde es relevante computar todos los modelos
posibles es cuando se plantea una relacio´n polino´mica entre y y x, es decir
y = β0+β1x+β2x2+ · · ·+βpxp+u.
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En este caso la complejidad del modelo se refiere al ma´ximo grado del
polinomio. Consecuentemente, una estrategia simple para elegir el grado
adecuado es estimar el modelo con una cantidad creciente de potencias de x,
computar para cada uno de ellos el error esta´ndar por validacio´n cruzada, y
luego elegir el modelo que lo minimiza.
Ejemplo: Validacio´n cruzada. El gra´fico muestra la estimacio´n
del error predictivo por validacio´n cruzada para una sucesio´n de
modelos de regresio´n en donde el grado ma´ximo del polinomio de
la variable explicativa aumenta de a uno. Claramente el mı´nimo
se corresponde con un polinomio de grado 3, a partir del cual si
bien el ajuste dentro de la muestra es no decreciente, la capacidad
predictiva fuera de la muestra empeora.
Lamentablemente en la mayorı´a de las situaciones pra´cticas resulta
impra´ctico estimar todas los modelos posibles. Algunas estrategias cla´sicas
consisten en estimar modelos incorporando progresivamente variables o,
al reve´s, comenzando con un modelo gene´rico e ir reduciendo variables.
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Afortunadamente, existen me´todos modernos de llevar a cabo esta tarea, como
el LASSO, discutido a continuacio´n.
3.4. Regularizacio´n: LASSO y ridge
Una estrategia muy popular en aprendizaje automa´tico es el LASSO introducido
por Robert Tibshirani (1996). Esta te´cnica resuelve en un solo paso el problema
de estimar un modelo y elegir que variables retener (reducir su complejidad), en
forma similar a la pra´ctica informal (y peligrosa) de estimar un modelo y luego
eliminar variables insignificantes. El LASSO provee una forma ordenada y
eficiente de realizar esta tarea con el propo´sito de estimar un modelo predictivo
con menor ECM fuera de la muestra que uno que incorpora todas las variables
explicativas.
El LASSO se basa en resolver el siguiente problema de optimizacio´n. Para
un valor dado λ ≥ 0, minimizar
L(βˆ ) =
n
∑
i=1
(yi− x′iβˆ )2+λ
K
∑
s=2
|βˆs|,
con respecto a βˆ , en donde xi es un vector de K variables explicativas con su
primer elemento igual a uno, de modo que β1 es el intercepto del modelo.
Si λ = 0 la solucio´n a este problema esta dada por el estimador MCO. En el
otro extremo, cuando λ = ∞ la solucio´n consiste en fijar todos los coeficientes
βˆs en cero.
Consecuentemente cualquier valor intermedio 0 < λ < ∞ produce una
estimacio´n βˆ que esta contenida entre la mı´nimo cuadra´tica y 0. Es decir,
para cualquier λ intermedio el LASSO es “sesgado” hacia cero en relacio´n
al estimador MCO.
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¿Cua´l es la ganancia de introducir este sesgo? Las razones son dos. En primer
lugar, si λ es elegido apropiadamente, el aumento en el sesgo puede ser mas
que compensado con una dra´stica caı´da en la varianza. En segundo lugar, la
estructura no diferenciable del problema de optimizacio´n de LASSO implica
“soluciones de esquina” de modo que ciertos coeficientes son igualados a cero.
Es decir, el LASSO “elige” que variables entran al modelo y cuales no.
El procedimiento por el cual opera este mecanismo es particularmente afı´n
al tipo de razonamiento de los economistas, y vale la pena explorarlo. Sin
demasiada pe´rdida de generalidad, consideremos el caso en donde hay una sola
variables explicativa (K = 1) y que supondremos estandarizada (con media 0 y
varianza 1). El problema de optimizacio´n ahora se reduce a minimizar
L(βˆ ) =
n
∑
i=1
(yi− xiβˆ )2+λ |βˆ |,
con respecto a βˆ , para un λ > 0 dado. Notar que el primer sumando penaliza
la falta de ajuste tal como lo hace el me´todo de MCO. El segundo sumando
penaliza el mero hecho de que βˆ sea no nulo. Esto introduce una suerte de
trade off en la eleccio´n de βˆ el primero sumando tiende a elegirlo libremente a
fines de minimizar el error agregado, pero el segundo tiende a llevarlo a cero.
La funcio´n objetivo de LASSO no es diferenciable lo cual complica discutir
el estimador resultante en te´rminos sencillos. Ası´ y todo, es posible caracterizar
a la solucio´n a trave´s de una intuicio´n simple. El problema puede ser visto de
la siguiente forma. El investigador parte de βˆ = 0, y procede a cambiar esta
estimacio´n inicial si los beneficios de hacerlo mas que compensan los costos.
Es fa´cil ver que el estimador MCO (βˆ ) (correspondiente a λ = 0) es igual a
βˆmco =
n
∑
i=1
yixi
ya que las x′is fueron estandarizadas (y por lo tanto ∑
n
i=1 x
2
i = 1). Supongamos
momenta´neamente que βˆmco > 0. Consecuentemente, si empeza´cemos con βˆ =
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0 y λ fuese 0 inmediatamente querrı´amos llevar βˆ a βˆmco. Cuando λ > 0, el
beneficio marginal de mover βˆ de cero a la derecha (en la direccio´n de βˆmco) es
∂L(βˆ )
∂ βˆ
∣∣∣∣∣
βˆ=0
=
(
−2∑(yi− xiβˆ ) xi+λ
)∣∣∣
βˆ=0
=−2 βˆmco+λ .
Es relevante remarcar que la anterior es en realidad una derivada direccional,
desde βˆ = 0 a la derecha (la funcio´n objetivo no es diferenciable en βˆ = 0).
Entonces, partiendo de βˆ = 0, el beneficio marginal de moverlo a la derecha
es 2βˆmco (la caı´da en la suma de los errores al cuadrado) mientras que el
costo de hacerlo es λ . Y aquı´ es donde conviene razonar como economistas: la
funcio´n de “beneficios”
(
∑(yi− x′iβˆ )2
)
es decreciente y estrictamente co´ncava
en 0 (porque hemos supuesto que tiene su minimizador a la derecha de
0). Por otro lado, la funcio´n de penalidad es lineal (λβˆ ) con pendiente λ .
Consecuentemente, si en βˆ = 0 los costos marginales de moverlo a la derecha
(λ ) superan a los beneficios (2βˆmco), llevarlo mas au´n a la derecha solo
aumentara la diferencia entre los primeros y los segundos ya que costo marginal
constante y el beneficio marginal decreciente. Entonces, si en βˆ = 0
−2 βˆmco > λ ,
LASSO elige dejar βˆ en cero: la variable “no entra” en el modelo estimado.
La intuicio´n es clara: LASSO ofrece una beneficio marginal decreciente y
una penalizacio´n marginal constante por mover βˆ de cero, de modo que si la
primera supera a la segunda, convendra´ dejar βˆ = 0.
Mas au´n, en este ejemplo simple LASSO elije βˆ = 0 si βˆmco no es lo
suficientemente grande. Es en este sentido que LASSO formaliza la idea de
eliminar variables que no son lo suficientemente significativas.
Afortunadamente este caso simple y las ideas que conlleva son
generalizables. En primer lugar, cuando βˆmco < 0 el argumento funciona
exactamente igual pero en forma sime´trica (el problema ahora es mover βˆ desde
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cero a la izquierda). En segundo lugar, la idea de “dejar en cero los coeficientes
de variables insignificantes” se aplica de la misma manera al caso en donde
hay K > 1 regresores. Ver Hastie et al. (2015) para un tratamiento detallado (y
te´cnico).
Resta por resolver el problema de eleccio´n o´ptima de λ , que hasta ahora
hemos tratado como dado. Una estrategia comu´nmente utilizada es apelar al
me´todo de validacio´n cruzada, que en este caso consiste en: 1) partir de una
grilla lo suficientemente grande y fina de valores posibles para λ , 2) estimar
todos los modelos posibles para todos los valores alternativos de λ fijados en
el paso anterior y computar el ECM por validacio´n cruzada para cada uno de
ellos, 3) elegir el λ correspondiente al modelo con menor ECM.
Dada la naturaleza no diferenciable de la funcio´n objetivo de LASSO, resulta
complejo observar en que sentido una eleccio´n inteligente de λ redunda en un
ECM menor que el de mı´nimo cuadra´tico.
Una forma simple de apreciar esta ganancia es considerar una variante de
LASSO, conocida como ridge, que se basa en minimizar
L(βˆr) =
n
∑
i=1
(yi− x′iβˆr)2+λ
K
∑
s=2
βˆ 2rs.
El u´nico cambio en relacio´n a LASSO es que ridge penaliza el cuadrado
de los coeficientes en vez del valor absoluto. Este cambio aparentemente
menor tiene implicancias profundas para el algoritmo. En particular, y a
diferencia de LASSO, la funcio´n objetivo es ahora diferenciable y el estimador
correspondiente puede ser fa´cilmente derivado en base a te´cnicas de calculo
diferencial.
En particular, para el caso de K = 1 y xi estandarizada es muy fa´cil mostrar
que
βˆr =
βˆmco
1+λ
.
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Notar que en forma ana´loga al caso de LASSO, el estimador ridge es del de
MCO “corrido hacia cero”.
Para este caso simple es fa´cil mostrar que E(βˆr) = β/(1+ λ ) y V (βˆr) =
σ2/(1+λ )2. Recodar que estos valores para MCO son β y σ2 respectivamente,
ya que es insesgado. Consecuentemente ridge es sesgado pero tiene menor
varianza. El ECM (la suma del sesgo al cuadrado y la varianza) de ridge es
ECM(βˆ ) =
[
β − β
1+λ
]2
+
σ2
(1+λ )2
mientras que el ECM para βˆmco es naturalmente σ2. Un resultado crucial (y de
simple verificacio´n algebraica) es que es suficiente que λ < 2σ2/β 2 para que
ECM(βˆr) < ECM(βˆmco). Este resultado es crucial ya que dice que para todo
β y para todo σ2 siempre es posible encontrar un valor de λ tal que ridge es
mejor que MCO en error cuadra´tico medio. Este es el sentido en el que ridge
mejora la performance predictiva de MCO introduciendo un sesgo que es mas
que compensado por una caı´da en la varianza.
Este resultado es generalizable al caso de K > 1 regresores, el cual provee una
aproximacio´n al resultado esperable para el LASSO (para el cual no es posible
derivar analı´ticamente un resultado similar, como aclara´semos anteriormente),
en el sentido de que ambos me´todos logran bajar el ECM introduciendo un
sesgo que permite una drama´tica caı´da en la varianza.
Tanto LASSO como ridge atacan el trade off entre sesgo y varianza a trave´s
de un proceso de regularizacio´n, captado en ambos casos por el sumando
adicional que se agrega a la funcio´n de perdida (i.e., λ ∑ |βs| para LASSO).
Este te´rmino penaliza la incorporacio´n innecesaria de variables en el modelo,
y en este sentido “regulariza” la complejidad del modelo, estableciendo una
suerte de preferencia ex-ante por modelos simples (con menos variables, en
este caso).
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Ejemplo: MCO vs. LASSO. El gra´fico muestra resultados para un
modelo de prediccio´n de salarios de jugadores de be´isbol (ver
James et al. (2014) para una discusio´n de esta base de datos) sobre
la base de 19 variables explicativas. El eje horizontal contiene
a cada una de las variables explicativas (las variables 14 y 15
se encuentran fuera del rango). Los cı´rculos sin relleno son los
valores absolutos de la estimacio´n por MCO de cada coeficiente.
Los cı´rculos rellenos son las las estimaciones por LASSO. Notar
que a) las estimaciones por LASSO son en general menores en
valor absoluto que las de MCO, b) LASSO elimina 6 variables,
llevando sus coeficientes exactamente a cero.
177
Walter Sosa Escudero
4. Clasificacio´n
4.1. Riesgo, probabilidades y clasificacio´n
Cuando la variable objetivo y es binaria, se dice que el problema de prediccio´n
es uno de clasificacio´n. Sin perdida de generalidad supongamos que y toma
solo valores {0,1} en donde 1 denota pertenencia a un grupo y 0 lo contrario.
Por ejemplo, en una muestra de n personas, yi = 1 podrı´a corresponder a las que
habiendo solicitado un cre´dito lo pagaron y yi = 0 a las que no. El problema
consiste en predecir y en base a un vector x de caracterı´sticas observables. En
el ejemplo anterior x podrı´an ser caracterı´sticas de las personas como su status
laboral, su ingreso, educacio´n, etc.
Denotemos con yˆ a la prediccio´n de y. Naturalmente, si y toma valores 0 o 1,
yˆ tambie´n lo hara´. Consecuentemente el problema consiste en elegir si yˆ = 1,
o yˆ = 0. Llamemos p ≡ Pr(y = 1|x) a la probabilidad de que y sea 1 dadas las
caracterı´sticas x. Obviamente 1− p es la probabilidad de que y sea 0 dado x.
Denotemos con λ (i, j) a la “penalidad” de haber elegido yˆ = i cuando y = j,
para i = {0,1} y j = {0,1}. El riesgo esperado de realizar la prediccio´n i es
igual a
R(i) = (1− p) λ (i,0)+ p λ (i,1), i = 0,1,
es decir, el riesgo esperado de predecir y = i es el promedio ponderado de las
penalidades asociadas a los dos valores que puede tomar y (0 con probabilidad
1-p y 1 con probabilidad p).
Consecuentemente, si R(1) < R(0) sera conveniente predecir yˆ = 1, y yˆ = 0
en caso contrario. Una funcio´n de pe´rdida simple es
λ (i, j) = 1[i 6= j],
178
Big data y aprendizaje automa´tico: Ideas y desafı´os para economistas
en donde 1[i 6= j] es una funcio´n indicadora que toma valor 1 si i 6= j y 0 cuando
i = j. Es decir, esta funcio´n de penalidad “castiga” con 1 cuando yˆ no coincide
con y, y con 0 cuando lo hace. Reemplazando en la funcio´n de riesgo esperado
definida anteriormente, R(0) = p y R(1) = 1− p. Es fa´cil verificar que en este
caso, R(1)< R(0) siempre que p> 0,5.
Entonces, cuando la penalizacio´n es del tipo binario (0 bajo acierto y 1
cuando no), a los efectos de minimizar el riesgo esperado la regla sugiere
predecir la accio´n mas probable. A esta regla de clasificacio´n se la llama
clasificador de Bayes.
Consecuentemente, bajo la estrategia de clasificacio´n de Bayes, hemos
reducido el problema de clasificacio´n al siguiente procedimiento
1. Construir p (la probabilidad de que y = 1 dado x).
2. Predecir yˆ = 1 si p> 0,5, y yˆ = 0 en caso contrario.
Es decir, en este marco el problema de clasificacio´n pasa primero por predecir
probabilidades y luego tomar decisiones de clasificacio´n en base a estas
probabilidades predichas.
4.2. Regresio´n logı´stica y alternativas
Un popular modelo para estas probabilidades es el logit, o modelo de regresio´n
logı´stica,
p = F(x′β ),
con
F(z) =
exp(z)
1+ exp(z)
.
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Es fa´cil verificar que F(z) es mono´tona y creciente en z y que toma valores
estrictamente en el intervalo (0,1), de modo que para cualquier valor de x y β ,
F(z) siempre arroja valores compatibles con los de una probabilidad. El vector
de para´metros β puede ser estimado consistentemente por el me´todo de ma´xima
verosimilitud en base a una muestra ide´ntica e independientemente distribuida
(xi,yi), i = 1, . . . ,n.
El modelo probit es una alternativa popular en econometrı´a, que curiosamente
recibe muy poca atencio´n en la literatura de machine learning y corresponde a
F(z) =
∫ x
−∞
φ(z) dz,
en donde φ(z) es la funcio´n de densidad para una variable aleatoria normal
esta´ndar. Una tercera alternativa es el modelo lineal de probabilidad, (MLP)
F(z) = z,
de modo que p = x′β . Este modelo no es otra cosa que el modelo de regresio´n
lineal aplicado sobre una variable dependiente binaria. Claramente, el rango de
variacio´n de F(z) no esta contenido en (0,1), lo que en la pra´ctica puede dar
lugar a predicciones de probabilidades menores que cero o mayores que uno,
argumento usado en la pra´ctica de machine learning para evitarlo. Ası´ y todo,
autores como Angrist y Pischke (2009) han argumentado vehementemente que
en la pra´ctica econome´trica esto es muy raro que ocurra, sen˜alando tambie´n
que las diferencias empı´ricas entre el MLP y estrategias no lineales como logit
y probit son mı´nimas en la pra´ctica. La ventajas del MLP es que su tratamiento
ocurre dentro del marco de mı´nimos cuadrados ordinarios, lo que conduce a
ra´pidas extensiones como modelos para paneles o variables instrumentales, de
mas compleja implementacio´n (cuando no inexistente) para el caso no lineal
como probit o logit. Es decir, la pra´ctica econome´trica reciente es mucho mas
permisiva con el MLP, a diferencia de la de machine learning, que lo ignora
por completo.
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4.3. Categorı´as mu´ltiples
La extensio´n al caso de mas de dos categorı´as es delicada. A modo de ejemplo,
el problema podrı´a consistir en predecir si un alumno pude ser clasificado como
regular, bueno o excelente, o si un una persona prefiere mu´sica, literatura, cine
o teatro como su esparcimiento favorito entre esas cuatro categorı´as. Estos
dos problemas tienen en comu´n que intentan clasificar persona en mas de
dos categorı´as (tres en el primer ejemplo y cuatro en el segundo). Ası´ y todo
difieren en un hecho importante: en el primer caso las categorı´as son ordenables
(regular, bueno, excelente) y en el segundo no.
El tipo de modelo usado para clasificar en mas de dos categorı´as depende de
esta distincio´n. Una estrategia simple para el caso no necesariamente ordenable
es el modelo logı´stico multiple, que opera en forma muy similar al logit. Es
importante remarcar que este modelo implica algunos supuestos fuertes en
te´rminos del tipo de relacio´n entre las distintas alternativas (el ası´ llamado
supuesto de “independencia de alternativas irrelevantes”) lo que limita su uso.
Otra alternativa gene´rica es el modelo de ana´lisis discriminante. Este modelo
es fa´cil de generalizar al caso de mas de dos categorı´as, pero descansa en
supuestos fuertes acerca de la distribucio´n del vector x. En particular, presupone
que x tiene distribucio´n normal multivariada, lo que puede ser restrictivo en
muchas situaciones pra´cticas, al punto de ser inutilizable cuando x incluye
variables binarias.
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4.4. A´rboles
Una tecnologı´a flexible para modelos de regresio´n y clasificacio´n es la
de arboles, conocida como CART (Classification and Regression Trees).
Explica su popularidad el hecho de que en sus versiones mas simples tiene
considerables ventajas expositivas.
Supongamos que la variable a predecir (y) es binaria y que solo hay dos
variables explicativas, x1 y x2. Los datos (x1i,x2i), i = 1, . . . ,n pueden ser
ubicados en un plano, naturalmente de dimensio´n dos.
El primer objetivo de CART es partir este plano en dos semiplanos. Si bien
existen infinitas formas de hacerlo, CART se concentra solo en un tipo de
particio´n: en base a una sola de las variables explicativas. A modo de ejemplo,
supongamos que y es un indicador binario de si una persona que vive con sus
padres esta empleada, y que x1 es su edad y x2 es el ingreso de sus padres.
Una particio´n posible de los datos podrı´a ser “menores o mayores de 24 an˜os”
(en base a la edad) o “cuyos padres ganan mas o menos que 10.000 pesos por
mes” (en base al ingreso de sus padres). Dada una particio´n, CART procede
a predecir por mayorı´a. A modo de ejemplo, si la particio´n es la del primer
ejemplo mencionado, si dentro del grupo de personas menores a 24 an˜os la
proporcio´n de jo´venes empleados es 0.4, CART predice que nadie en este grupo
empleado, usando la regla de Bayes mencionada anteriormente, que sugiere
predecir 0 si p< 0,5 y 0 en caso contrario.
Si este fuese el problema, el objetivo consiste en elegir la mejor particio´n
posible. A tal efecto CART divide a cada variable en una grilla fina y procede
a considerar todas las particiones posibles, computar para cada particio´n el
error de prediccio´n y elegir la particio´n que mejor predice. Nuevamente, la
evaluacio´n de la capacidad predictiva fuera de la muestra puede realizarse a
trave´s de una te´cnica como validacio´n cruzada.
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Una vez partido el espacio inicial en dos planos. El algoritmo procede a partir
nuevamente estos dos planos en otros dos planos, usando la misma lo´gica.
Es fa´cil ver que la idea es generalizable a cualquier cantidad de variables
explicativas. El algoritmo CART, entonces, hace la siguiente tarea
1. Partir los datos en dos grupos en base a una sola variable explicativa,
eligiendo la que predice mejor de entre todas las particiones posibles. La
“mejor” se refiere a la que tiene mejor capacidad predictiva.
2. Continuar el proceso de particio´n anterior dentro de cada una de las
particiones obtenidas en el paso anterior.
Resulta claro que este proceso de particio´n recursiva puede continuar hasta
el extremo en donde hay tantas particiones como observaciones. Es decir, el
procedimiento empieza con un solo grupo (todas las observaciones) y parte
sucesivamente en “ramas” hasta que, en el limite, las ramas jera´rquicamente
mas debajo contienen una sola observacio´n. Bajo esta estructura, la idea de
complejidad se refiere a mas ramas, y en forma ana´loga a la discusio´n de la
seccio´n 3.2, mayor complejidad “sobreajusta” los datos dentro de la muestra
pero no necesariamente fuera de ella. Es decir, en el extremo en el que los datos
son partidos en n ramas (una por observacio´n), el a´rbol predice perfectamente
las observaciones disponibles, pero su performance puede ser muy mala fuera
de la muestra.
En la tecnologı´a de a´rboles el ana´logo de eliminar variables del modelo es
eliminar ramificaciones. Es decir, el problema de complejidad o´ptima pasa
por decidir cuando parar de subdividir las ramas, de modo de minimizar el
ECM. A la accio´n de detener el proceso de sub ramificacio´n se la llama
(apropiadamente) “poda”. Un ejercicio comu´n es ajustar un a´rbol con muchas
ramificaciones y proceder a “podarlo” (agrupar subdivisiones) de modo de
dejar solo unas pocas ramas activas, que predigan ma´s apropiadamente. Una
parte relevante de esta literatura se dedica a examinar cual es un mecanismo
apropiado para “podar” a´rboles.
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Ejemplo: CART y el hundimiento del Titanic (tomado de Varian,
2013). El gra´fico muestra resultados de un modelo para predecir
que pasajeros murieron en el accidente del Titanic. La variable
“clase” se refiere a la categorı´a en la que viajaban los pasajeros,
cuanto mas alta peor (primera, segunda, etc.). El primer nodo
predice que si la clase es mayor que 2.5 los pasajeros fallecen (la
probabilidad estimada en esta “particio´n” es 370/501 = 0,74 >
0,5. En el grupo de las clases mejores es posteriormente partido en
grupos de edad, prediciendo que los mayores a 16 an˜os sobreviven.
En el grupo restante se predice que los que mueren son los de la
peor clase. El factor mas relevante para la prediccio´n es la categorı´a
(clase) y el segundo es la edad.
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Este ejemplo simple ilustra varias ventajas de CART como estrategia
de clasificacio´n. En primer lugar, las variables mas importantes aparecen
mas arriba en el a´rbol, resultante de que fueron las primeras elegidas por
el algoritmo para particionar en forma o´ptima. En segundo lugar, CART
provee una forma muy dida´ctica de “explicar” jera´rquicamente el proceso de
prediccio´n, similar a muchos mecanismos decisorios comu´nmente utilizados.
En el caso del Titanic, el proceso primero pregunta en que clase viajaba la
persona e inmediatamente ofrece una prediccio´n si responde que en una clase
mala, y ası´ sucesivamente. En tercer lugar, notar el cara´cter marcadamente
no lineal de CART. A modo de ejemplo, en el caso de Titanic la variable
“edad” solo opera si la persona viajaba en una clase relativamente buena. Es
decir, la edad interactu´a con la clase. CART puede ser visto como una forma
conveniente de modelar estas interacciones.
CART provee un muy buen ejemplo del tipo de ganancia que la masividad de
datos ofrece a las estrategias de machine learning. Cada particio´n deja dentro
del grupo cada vez menos datos. Es decir, ramificar el a´rbol implica ganar en
sesgo pero perder en varianza. Cuando el objetivo es predictivo, el me´todo
explota la masividad de datos (locales) para reducir el ECM estimando un
modelo mas complejo y preciso. Es decir, la existencia de mucha informacio´n
permite construir un modelo mas fino y que predice mejor. Esta es una
importante diferencia con la visio´n cla´sica de la estadı´stica, en donde el
aumento en la informacio´n solo impacta en el ECM a trave´s de la reduccio´n
de la varianza y no necesariamente a trave´s de la reformulacio´n del modelo.
En general, los modelos de machine learning son altamente no lineales (como
CART) y no parame´tricos, por lo cual son muy demandantes en te´rminos de
datos, lo que explica las enormes ventajas de la existencia de big data en este
campo.
Lamentablemente las ventajas expositivas de CART no se traducen en
ganancias predictivas en forma simple. Un a´rea activa de investigacio´n son
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variaciones de CART que aleatorizan el paso predictivo (como random forests)
con una notable mejora en la performance predictiva, al precio de sacrificar
simplicidad expositiva.
5. Aprendizaje no supervisado: clusters y dimensionalidad
Todas las situaciones discutidas en la seccio´n anterior son de aprendizaje
supervisado, es decir, tanto en el problema de regresio´n como en el de
clasificacio´n, es posible observar y para un conjunto de datos, de modo que el
problema consiste en “entrenar” al modelo en base a la informacio´n de y y x y
luego utilizarlo para predecir y en base a los nuevos x. A modo de ejemplo, si el
problema fuese el de clasificar a una persona como merecedora de un cre´dito,
la construccio´n (entrenamiento) del modelo se basa en observaciones previas
de y (individuos que pagaron o no un cre´dito y sus caracterı´sticas x). Una vez
construido el modelo, las caracterı´sticas de un nuevo individuo (su situacio´n
financiera, ingreso, educacio´n, etc.) son introducidas en el mismo, que propone
una prediccio´n para esta persona (pagara o no el cre´dito).
Se habla de aprendizaje no supervisado cuando los datos previos no
ofrecen informacio´n acerca del resultado a predecir. Un ejemplo ayudara a
aclarar esta cuestio´n. Supongamos que se observan datos sobre caracterı´sticas
sociodemogra´ficas de un conjunto de personas, tales como su edad, educacio´n,
caracterı´sticas de su vivienda, etc. y que el objetivo consiste en clasificar a los
individuos en “pobres” y “no pobres”. De no existir ninguna definicio´n obvia
de que significa ser pobre, la tarea de agrupar a los individuos en dos categorı´as
(pobre o no pobre) es un ejercicio “no supervisado”, es decir, debe proceder
sin observar el resultado deseado: ser pobre. Abusando de algunas cuestiones
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notacional, en aprendizaje automa´tico es como si quisie´semos asignarle a cada
persona una prediccio´n de y observando X pero nunca y.
En este breve capitulo introductorio nos referiremos a dos situaciones
comunes en aprendizaje no supervisado: al ana´lisis de clusters (al que se refiere
el ejemplo utilizado) y el problema de reduccio´n de dimensionalidad.
5.1. Clusters
El principal objetivo del ana´lisis de clusters consiste en agrupar observaciones.
A modo de ejemplo, supongamos que disponemos de una muestra de las
calificaciones en 10 exa´menes para 40 alumnos de una escuela, y el objetivo
es formar dos grupos de alumnos. Central al objetivo del ana´lisis de clusters (y
a la nocio´n de aprendizaje no supervisado) es que la informacio´n disponible no
incluye ninguna variable que indique a que grupo pertenece cada alumno.
Un cluster es un grupo que satisface dos criterios: 1) los individuos dentro de
un grupo se parecen entre si, 2) los individuos entre grupos son esencialmente
diferentes. Entonces, la idea de cluster se relaciona con este doble criterio de
similitud dentro del grupo y disimilitud entre grupos. Es importante remarcar
que ası´ entendida, la nocio´n de cluster solo garantiza la existencia de grupos
en base a esta nocio´n de similitud/disimilitud sin que necesariamente estos
grupos tengan a priori ninguna interpretacio´n adicional. A modo de ejemplo,
en base al criterio de similitud/disimilitud tal vez la particio´n o´ptima resulte en
un grupo de pe´simos alumnos y otro con el resto, o tambie´n en que uno de los
grupos contenta a los alumnos muy buenos y el otro al resto. El objetivo de un
algoritmo de clusterizacio´n consiste en encontrar la forma o´ptima de agrupar
datos en base a esta nocio´n de similitud/disimilitud.
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A fines de explicitar un algoritmo para este problema, supongamos que X es
una matriz n×K de K variables para n observaciones (en nuestro ejemplo, las
K = 10 calificaciones para los n = 40 alumnos. Notar que x′i es la i−e´sima fila
de la matriz X, con i = 1, . . . ,n.
El insumo fundamental del ana´lisis de clusters es la matriz de distancias, D,
una matriz n×n cuyo elemento (i, j) es igual a
Di, j = d(xi,x j), i, j = 1, . . . ,n,
en donde d(xi,x j) es la distancia entre los vectores xi y x j. Es importante ver
que para cualquier nocio´n de distancia D es una matriz sime´trica (Di, j = D j,i)
y con diagonal principal nula (Di,i = 0).
Un aspecto delicado del ana´lisis de cluster es la eleccio´n de la nocio´n de
distancia. Una alternativa popular es la distancia euclı´dea
d(xi,x j) =
[
K
∑
s=1
(xis− x js)2
]1/2
.
Supongamos que el objetivo es partir las n observaciones en g = 1, . . . ,G
grupos disjuntos. Un algoritmo de cluster es un mecanismo C(i) que asigna
cada observacio´n i a un u´nico cluster g
C(i) : {1, . . . ,n}→ {1, . . . ,G}.
Consideremos la siguiente funcio´n de perdida:
W (C) =
1
2
K
∑
k=1
[
∑
i, j/C(i)=C( j)=g
d(xi,x j)
]
.
Intuitivamente, para una clasificacio´n C esta funcio´n agrega las disimilitudes
dentro de cada cluster. Un importante resultado es el siguiente
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T =
1
2∑i, j
di j
=
1
2
G
∑
g=1
[
∑
i, j/C(i)=C( j)=g
d(xi,x j)+ ∑
i/C(i)=g, j/C( j)6=g
d(xi,x j)
]
= W (C)+B(C)
T es la suma de todas las distancias entre todas las observaciones (la
disimilitud total). Este resultado dice que T es la suma de las disimilitudes
dentro del cluster (W (C)) y entre clusters (B(C)). Como la eleccio´n de una
clusterizacio´n no afecta a T , minimizar W (C) con respecto a C implica
maximizar B(C). Este resultado es crucial, ya que implica que el doble
propo´sito de minimizar la distancia intracluster y maximizar la distancia
entre clusters puede ser alcanzado resolviendo solo uno de los problemas de
optimizacio´n.
Entonces, el problema de elegir la clusterizacio´n o´ptima sera resuelto a
trave´s del problema de elegir C de modo de minimizar W (C). Un algoritmo
muy popular para minimizar W (C) es el de K-medias, que sin entrar en
formalidades, hace lo siguiente
1. Empezar con una clusterizacio´n inicial C y computar para cada cluster el
vector de promedios de las K variables.
2. Reasignar los puntos al cluster mas cercano en base a la cuadrado de la
distancia euclı´dea con respecto a las medias calculadas anteriormente.
3. Iterar hasta que no haya reasignaciones.
Se trata de un algoritmo muy popular si bien no exento de problemas. Es
posible mostrar que el algoritmo converge, pero solo a un mı´nimo local.
Consecuentemente, la clusterizacio´n inicial cumple un rol importante. A modo
de ejemplo, Stata y R eligen G observaciones al azar y las toma como si fuesen
las medias de cada grupo. Adicionalmente, la media es sensible a outliers, por
lo que algunos investigadores prefieren reemplazarla por la mediana.
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Hasta ahora el me´todo presupone que el numero de grupos es conocido de
antemano. No existe ninguna forma comu´nmente aceptada para determinar el
numero o´ptimo de grupos. Trivialmente, aumentar el numero de grupos reduce
la disimilitud dentro del cluster, de hecho si K = n, W (C) = 0. Intuitivamente,
el estadı´stico “gap”, propuesto por Tibshirani (2001) se basa en aumentar
progresivamente la cantidad de grupos, y detener el proceso cuando la caı´da
en W (C) es insignificante.
Ejemplo: Clusters y pobreza. Caruso et al. (2015) usan me´todos
de clusters para clasificar a los hogares argentinos en “pobres” y
“no pobres”, en base a 19 variables indicadoras del bienestar. El
estadı´stico gap de Tibshirani sugiere que la particio´n en dos grupos
es apropiada. El hecho de que es imposible rearmar los grupos en
base a una sola variable (como el ingreso) sugiere que el bienestar
y la pobreza son feno´menos claramente multidimensionales.
5.2. Reduccio´n de dimensionalidad
Otro interesante problema no supervisado es el de reduccio´n de la
dimensionalidad. A modo de ejemplo, supongamos que se dispone de 5
variables socioecono´micas para un grupo de 200 personas. Estas variables se
relacionan con el bienestar de una personas, tal como el ingreso, su educacio´n,
etc. Una pregunta relevante es si es posible construir una suerte de indice que
permita resumir las 5 variables en una sola, que pueda ser utilizada para medir
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el bienestar de las personas. Un ejemplo obvio es construir un indice tomando
el promedio simple de las 5 variables. El problema consiste en elegir la mejor
forma de construir el indice combinando linealmente las variables iniciales.
Formalmente, supongamos que X es una matriz n×K que contiene a las n
observaciones de las K variables. Denotemos con Σ a la varianza de X. Notar
que por definicio´n se trata de una matriz K ×K. El indice en cuestio´n, que
llamaremos h, tiene la siguiente forma
h = Xδ
en donde δ es un vector de K nu´meros reales. El problema entonces consiste
en elegir δ o´ptimamente. Notar que
V (Xδ ) = δ ′Σδ
La propuesta consiste en elegir δ de modo de maximizar V (Xδ ). Maximizar la
varianza puede resultar extran˜o dentro de la lo´gica de la econometrı´a cla´sica,
pero vale recordar que aquı´ el objetivo no es estimar ningu´n para´metro sino
buscar la forma mas fehaciente de reproducir la variabilidad de K variables a
trave´s de una sola. Vale recordar que el me´todo de mı´nimos cuadrados hace
exactamente lo mismo: elige βˆ de modo que minimizando la suma de errores
al cuadrado, maximiza la variabilidad de yˆ.
El problema de maximizar δ ′Σδ tiene una solucio´n obvia, que consiste
en llevar δ a infinito. Consecuentemente, la pra´ctica esta´ndar consiste en
normalizar δ , es decir maximizar δ ′Σδ sujeto a que δ ′δ = 1. Llamemos δ ∗
a la solucio´n a este problema. El indice resultante sera
h∗ = Xδ ∗,
que es la mejor combinacio´n lineal que representa la variabilidad contenida en
X. h∗ es el primer componente principal.
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Un poco de a´lgebra permite entender con claridad la naturaleza de la solucio´n
a este problema. La funcio´n de Lagrange para el problema de optimizacio´n
restringida es
L(δ ,λ ) = δ ′Σδ +λ
(
1−δ ′δ) ,
en donde λ es el para´metro de Lagrange correspondiente a la restriccio´n
de normalizacio´n de δ . Las condiciones de primer orden para un punto
estacionario requieren
Σ δ = λ δ .
Entonces, en el o´ptimo, δ es el autovector correspondiente al autovalor λ de Σ.
Premultiplicando por δ ′:
δ ′Σδ = λ ,
ya que δ ′δ = 1 bajo la restriccio´n de normalizacio´n.
Entonces, a fines de maximizar δ ′Σδ debemos elegir λ igual al ma´ximo
autovalor de Σ y δ igual al autovalor correspondiente. Consecuentemente,
el problema de encontrar la mejor combinacio´n lineal que reproduce la
variabilidad en X se reduce a encontrar el mayor autovalor de Σ y su
correspondiente autovector.
El vector h∗ es el primer componente principal. El segundo componente
principal es la solucio´n al siguiente problema: ¿cua´l es la mejor combinacio´n
lineal (normalizada) de las variables X (en el sentido de varianza ma´xima
discutida anteriormente) que es ortogonal al primer componente principal?
Intuitivamente, el segundo componente principal es la “segunda mejor”
combinacio´n lineal de X, basada en informacio´n no contenida en el primer
componente principal. En base a esta lo´gica, para una matriz de K variables
es posible encontrar K componentes principales, cada uno de ellos ortogonales
entre si (por construccio´n) y en importancia decreciente.
Una interesante propiedad de este procedimiento es que la variabilidad
total en X es la suma de los K autovalores de V (X) = Σ. Por la forma
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en la que fueron construidos los componentes principales, el primero de
ellos se corresponde con el autovalor mas alto, el segundo con el que le
sigue y ası´ sucesivamente. Entonces, en la pra´ctica el objetivo es retener una
cantidad mı´nima de componentes principales que sea capaz de reproducir una
proporcio´n considerable de la variabilidad total de X. Una regla comu´nmente
utilizada es retener solo los componentes cuyo autovalor es mayor que uno.
Ejemplo: Indices de pobreza multidimensional. Gasparini et
al. (2013) utilizan me´todos de componentes principales para
investigar la dimensionalidad relevante del bienestar. Partiendo de
datos de 12 indicadores de bienestar, muestran que su variabilidad
puede ser reproducida razonablemente por solo tres componentes
principales. El primero de ellos (el mas importante) resulta ser una
combinacio´n lineal de ingresos y activos de los hogares, sugiriendo
que si bien el bienestar es multidimensional, el ingreso cumple un
rol importante en representarlo.
6. Epı´logo: la lenta introduccio´n de big data en la economı´a
“Cuando se tiene un martillo todos los problemas se parecen a un clavo”, dice la
ası´ llamada ley del instrumento, enunciada por el filo´sofo americano Abraham
Maslow en relacio´n a la sobreconfianza en una herramienta, ya sea porque el
analista invirtio´ demasiado en ella o porque esta´ de moda. Y si de modas se
trata, de ser big data un martillo muchas a´reas del conocimiento creen nadar en
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un oce´ano de clavos, como sugiere la cita de Chris Anderson de la Introduccio´n
a este capı´tulo.
La economı´a y en general las ciencias sociales parecen ser una excepcio´n
a esta tendencia: so´lo recientemente las ideas de big data han invadido sus
dominios. Lo cual es llamativo en el caso de la economı´a, a la luz de su histo´rica
afinidad para con lo nume´rico y lo computacional.
Como adelanta´semos en la Introduccio´n, big data se refiere a la masividad de
datos producidos por las interacciones electro´nicas asociadas a circunstancias
mundanas como el uso de tele´fonos celulares, las transacciones online o las
provenientes de las redes sociales.
La mera idea de “big” remite a muchos datos, pero los desafı´os y problemas
de esta nueva tecnologı´a se relacionan con otras cuestiones que van ma´s alla´
de la masividad. En las antı´podas del big data parece estar el small data, idea
asociada a la tradicio´n de la estadı´stica cla´sica, la de las encuestas de opinio´n,
los sondeos de mercado, los ana´lisis de laboratorio y el propio desarrollo
de la econometrı´a. A la luz de los -hasta hace poco- elevados costos de
relevamiento, el desafı´o (mayormente de posguerra) consistio´ en recabar la
menor cantidad de datos que permitiese hablar confiadamente de una poblacio´n
de referencia. La respuesta cientı´fica a este problema consistio´ en estructurar
los datos, es decir, en indagar la realidad en forma sistema´tica de modo que unas
pocas observaciones contuviesen suficiente informacio´n sobre una poblacio´n de
intere´s.
Las encuestas estructuradas son un claro ejemplo de esta estrategia: un
cuidadoso disen˜o muestral permite aprender acerca de la poblacio´n a trave´s de
pocos datos. A modo de ejemplo, la Encuesta Permanente de Hogares (EPH),
elaborada por el Indec argentino, es la principal fuente de informacio´n social
del paı´s, y cifras cruciales y pole´micas como el desempleo o la pobreza se
calculan sobre la base de ella. Muchos se sorprenden de que a fin de dar cuenta
de los casi cuatro millones de hogares del Gran Buenos Aires so´lo se encuesten
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3.029, segu´n datos de la ultima encuesta disponible. Interesantemente la
proporcio´n de hogares entrevistados no es muy diferente de la de sangre
extraı´da para un ana´lisis clı´nico en relacio´n al total que circula por el cuerpo
humano.
Consecuentemente la informacio´n proveniente de las fuentes cla´sicas no es
simplemente de pocos datos sino de datos cuidadosamente estructurados para
representar en forma adecuada una poblacio´n relevante.
Desde esta perspectiva big data no es so´lo ma´s datos del tipo de los que
ya habı´a sino un diluvio de datos sin estructura. Y justamente sus enormes
desafı´os se relacionan con suplir esta falta de estructura, y su contraindicacio´n
es creer que ma´s es necesariamente mejor. A modo de ejemplo, usando te´cnicas
de posicionamiento geogra´fico se podrı´a recabar informacio´n milime´trica de
los usuarios de una autopista (el tipo de autos utilizados, el uso en horarios pico
o el nu´mero de ocupantes, etc.), pero muy posiblemente a fines de la polı´tica
pu´blica la informacio´n crucial sea la de los que no la usan. Big data puede
proveer mucho de lo primero y nada de lo segundo, relativizando la importancia
de contar con muchos datos.
Y por esta razo´n los economistas y los cientı´ficos sociales tardaron en abrazar
la tecnologı´a de big data. La irrupcio´n del feno´meno se dio justo cuando
el intere´s metodolo´gico de la profesio´n estaba puesto en otros problemas. El
grueso de la economı´a empı´rica de los u´ltimos veinte an˜os se dedico´ a evitar
la falacia de la correlacio´n, es decir, a no caer en la banalidad de fomentar
el uso de paraguas a fin de resolver una sequı´a sobre la base de la mera
observacio´n de que siempre que la gente anda con paraguas llueve. Para eso,
la ası´ llamada “revolucio´n de credibilidad” (ver Angrist y Pischke, 2010) en
economı´a priorizo´ el uso de datos experimentales, o sea, de datos provenientes
de experimentos apropiadamente disen˜ados en donde, por ejemplo, un plan de
entrenamiento laboral es administrado al azar a un grupo de individuos y no
a otro, de modo que la diferencia de performances se deba al entrenamiento y
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no a otra cosa, tal como lo harı´a un me´dico probando la eficacia de una droga.
Esta forma creı´ble de generar y analizar datos derivo´ en un plan sistema´tico
de “evaluaciones de impacto”: dotar a las polı´ticas pu´blicas de una evaluacio´n
cuasi experimental que permita aislar y juzgar su efectividad.
Este tipo de razonamiento ocupo´ una buena parte de la literatura acade´mica
y de la polı´tica pu´blica de los u´ltimos 20 an˜os, priorizando disponer de
unos pocos datos apropiadamente obtenidos (preferentemente a trave´s de
un experimento) por sobre muchos datos ana´rquicos. Consecuentemente, el
problema que preocupo´ a los economistas no era que habı´a pocos datos,
sino que eran datos malos: se trataba de datos que no provenı´an de ningu´n
experimento, sino de la mera observacio´n, como los de los paraguas y la
lluvia, y como los que promete big data copiosamente. Esta reticencia a confiar
ciegamente en los datos explica por que´ los economistas entraron tarde al juego
de la minerı´a de datos.
Ası´, la economı´a no se ha quedado afuera del carro de moda, sino que solo
en forma reciente le ha perdido el miedo. A modo de ejemplo, el artı´culo de
Cavallo y Rigobon (2016) ilustra sobre la conveniencia de construir ı´ndices de
precios sobre la base de te´cnicas de scraping, es decir, “chupando” precios de
sitios de venta online. Los ma´s optimistas creerı´an que el ı´ndice de precios
oficial podrı´a ser ra´pidamente reemplazado por robots computacionales que
toman informacio´n de Internet. Los ma´s cautos sen˜alan sus limitaciones,
empezando porque los me´todos de scraping se focalizan so´lo en alimentos u
otros objetos que se pueden comprar online, sesgando la muestra. O el hecho de
que una buena parte de los movimientos del ı´ndice se relaciona con los bienes
tarifados, que trivialmente no son captables a trave´s de plataformas online, entre
otras dificultades.
Otro ejemplo relevante lo constituye el trabajo de Blumenstock et al. (2015),
que en base a una pequen˜a encuesta de bienestar en Ruanda construye un
modelo para medir la pobreza sobre la base de la intensidad de uso de tele´fonos
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celulares. Es decir, la tecnologı´a permite medir espacial y temporalmente la
pobreza en un paı´s acuciado por este flagelo, y en donde por sus caracterı´sticas
geogra´ficas e institucionales resulta impensable una estrategia sistema´tica
similar a la de nuestra EPH.
So´lo el futuro dira´ si el diluvio de datos traera´ cambios radicales en la forma
en la que los economistas perciben la realidad, similares a los aportados por
los experimentos y las evaluaciones de impacto en los u´ltimos veinte an˜os. Se
trata de proceder con cautela. Subirse al tren de big data porque esta´ de moda
es tan necio como no hacerlo por la misma razo´n, y es crucial sopesar sus
ventajas y desventajas. En este sentido, el objetivo de este capitulo es motivar
al lector a interesarse en esta tema´tica y realizar una evaluacio´n honesta de sus
oportunidades y desafı´os.
7. Bibliografı´a sugerida
Naturalmente, la bibliografı´a sobre este tema es dina´mica y creciente
cuando no cao´tica, de modo que cualquier tratamiento (exhaustivo o no)
esta prematuramente condenado a una temprana obsolescencia. Nuevamente,
adoptaremos un criterio de mı´nima: un pequen˜o numero de referencias
recientes que permitan al interesado interiorizarse en las nuevas ideas de
aprendizaje automa´tico partiendo de la estadı´stica cla´sica y la econometrı´a.
Una introduccio´n moderna y accesible a la econometrı´a cla´sica es Wooldridge
(2015) o Stock y Watson (2014). Un tratamiento mas te´cnico puede hallarse
en Davidson y MacKinnon (2003) o Hansen (2017). En el marco de la
econometrı´a, una discusio´n detallada sobre el uso causal de los modelos de
regresio´n es Angrist y Pischke (2009). A la fecha son escasos los textos
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que incorporan ideas de machine learning en econometrı´a. Una notable y
recomendable excepcio´n es Elliott y Timmermann (2016).
Muchas ideas de aprendizaje automa´tico se derivan de la literatura cla´sica
sobre ana´lisis multivariado. Un texto recomendable es Hardle y Simar (2007).
Sobre las relaciones entre la estadı´stica cla´sica y el paradigma de aprendizaje,
una excelente referencia es el texto reciente de Efron y Hastie (2016) y el
artı´culo cla´sico y premonitorio de Breiman (2003).
Las distinciones entre machine learning y aprendizaje automa´tico son sutiles,
tal vez la primera enfatiza cuestiones computacionales y la segunda se deriva
de la estadı´stica cla´sica. Un texto recomendable en la primera tradicio´n es el
de Murphy (2012). En el segundo grupo se encuentra el libro de Hastie et al.
(2016) y tambie´n el de James et al. (2015), de un nivel te´cnico mas accesible y
con numerosos ejemplos.
Las cuestiones computacionales son centrales a esta literatura. R es un
lenguaje de programacio´n flexible y gratuito con una extendida red de usuarios.
Se encuentra disponible en https://cran.r-project.org, en donde se puede hallar
una interesante coleccio´n de documentacio´n tanto para iniciados como para
expertos. Una buena introduccio´n a los me´todos de aprendizaje en base a R es
Kuhn y Johnson (2014) con una gran cantidad de ejemplos empı´ricos. Python
es tambie´n una alternativa relevante. Una introduccio´n accesible y con ejemplos
es Muller y Guido (2016).
En lo que se refiere al uso de big data e ideas de aprendizaje en economı´a,
algunos artı´culos introductorios muy recomendables son Varian (2014) y Einav
y Levin (2014). Un muy buen artı´culo sobre los usos causales y predictivos de
modelos en econometrı´a esta en Kleinberg et al. (2015).
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