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We study the topological phase diagram of a setup composed of two nanowires with strong Rashba
spin-orbit interaction subjected to an external magnetic field and brought into the proximity to a
bulk s-wave superconductor in the presence of a supercurrent flowing through it. The supercurrent
reduces the critical values of the Zeeman energy and crossed Andreev superconducting pairing
required to reach the topological phase characterized by the presence of one Majorana bound state
localized at each system end. We demonstrate that, even in the regime of the crossed Andreev
pairing being smaller than the direct proximity pairing, a relatively weak magnetic field drives the
system into the topological phase due to the presence of the supercurrent.
I. INTRODUCTION
The idea of realizing topological phases of matter such
as Majorana bound states (MBSs) in condensed matter
setups has been attracting substantial attention in recent
years. Zero-energy MBSs occur in topological supercon-
ductors and obey non-Abelian statistics, which makes
them potential building blocks for a topological quantum
computer [1–3]. This can be achieved, for example, by
coupling them to quantum dots to provide missing quan-
tum gates [4–6]. One of the most well-studied platforms
for realizing MBSs is based on the proposal of semicon-
ducting nanowires (NWs) with strong spin-orbit interac-
tion (SOI) proximitized with an s-wave superconductor
and subjected to an external magnetic field [7–18]. Zero-
bias conductance peaks consistent with the predicted sig-
natures of the MBSs were observed in such setups ex-
perimentally [19–23]. However, such zero-bias conduc-
tance peaks can also arise due to, for example, the pres-
ence of Andreev bound states [24–32], which motivates
the search for alternative systems such as, for example,
atomic chains [33–41].
One of the main challenges in realizing MBSs in 1D
NWs is the need to apply relatively strong magnetic
fields in order to enter the topological phase. First, mag-
netic fields have detrimental effects on the bulk super-
conductor needed to proximitize the NWs. Second, if
the coupling between a NW and a bulk superconduc-
tor is strong, an initially large g-factor in the NW is
strongly suppressed [42–52]. Moreover, the orbital ef-
fects due to the applied magnetic field [53–55], usually
neglected, also start to play a role, making it more diffi-
cult to achieve the topological phase. To mitigate these
conflicting requirements on the magnetic field, alterna-
tive setups based on two semiconducting NWs [56–60], as
shown in Fig. 1, have been proposed to realize Kramers
pairs of MBSs [61–69] in the absence of magnetic fields.
In such a double-NW setup, there are two types of prox-
imity effects induced by the bulk superconductor: the
direct pairing with the amplitude ∆ and the crossed An-
dreev pairing with the amplitude ∆c [70–76]. Only if
∆c > ∆, the system hosts a Kramers pair of MBSs ap-
pearing at each system end. However, to achieve such a
regime, strong electron-electron interactions are required
[58]. We note that crossed Andreev pairing also lies the
foundations for Cooper pair splitters [71], which recently
implemented experimentally in double-NW setups [77],
opening a path for studying topological properties of such
systems. Moreover, the presence of crossed Andreev pair-
ing, even if it is still weaker than the direct pairing, can
help to reduce the critical magnetic field needed to enter
the topological phase [78]. Similarly, a supercurrent flow-
ing through the bulk superconductor was proposed as a
means allowing smaller magnetic field values in the single
NW setup [79–82] or in an array of magnetic adatoms
deposited on the surface of a bulk s-wave superconduc-
tor [83,84].
In this work, we consider a double-NW setup consist-
ing of two parallel NWs with Rashba SOI in proximity to
a bulk s-wave superconductor, see Fig. 1. The magnetic
field is applied parallel to the NWs and perpendicular
to the SOI vectors. A supercurrent is induced in the
bulk superconductor that gives rise to a spatial gradi-
ent of the phase of the direct as well as of the crossed
Andreev pairing gap. This phase gradient breaks time-
reversal symmetry in the system even at zero magnetic
field. Thus, our setup cannot host Kramers pairs of MBSs
anymore. In general, we find that the supercurrent flow-
FIG. 1. Schematics of the double-NW setup consisting of
two semiconducting Rashba NWs (blue strips), aligned along
x-axis, placed in proximity to a bulk s-wave superconductor
(green strip). The two NWs are labeled by the index τ = 1 (1¯)
corresponding to the upper (lower) NW. An external magnetic
field B is applied along the x-axis and the SOI vectors ατ
point along the z-axis in both NWs. The supercurrent Is
along x-axis is generated in the bulk s-wave superconductor,
which causes a spatial gradient in the phases of the proximity-
induced direct and crossed Andreev pairing amplitudes.
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2ing in the bulk superconductor lowers the critical values
of the Zeeman energy and crossed Andreev pairing for re-
alizing the topological phase with one MBS at each end
of the double-NW setup. Moreover, in the presence of
the supercurrent the one-MBS phase can be entered at
very low values of the magnetic field even in the regimes
where the crossed Andreev pairing amplitude is smaller
than the direct one.
The paper is organized as follows. In Sec. II, we present
a model of our setup consisting of two parallel NWs with
Rashba SOI in proximity to a bulk superconductor. We
study the effect of the supercurrent on the topological
phase diagram in Sec. III A. We take into account the
finite interwire tunneling and demonstrate that it can be
compensated by the appropriate tuning of the chemical
potential in Sec. III B. The effect of a finite chemical po-
tential on the topological phase diagram is discussed in
Sec. III C. We summarize our results in Sec. IV.
II. MODEL FOR DOUBLE NW
We consider a double-NW system consisting of two
parallel semiconducting Rashba NWs labeled by the in-
dex τ = 1 (upper NW) and τ = 1¯ (lower NW), see Fig. 1.
The NWs, aligned along the x-axis, are proximity cou-
pled to the same bulk s-wave superconductor. Both NWs
are subjected to an external magnetic field B that is
applied along the axis of the NWs. The Rashba SOI
vector ατ points along the z-axis. In an effective one-
dimensional continuum model, this double-NW setup is
described by the Hamiltonian [57,78]
H = Hkin +Hso +HZ +Hd +Hc +HΓ, (1)
where the individual terms correspond to the kinetic en-
ergy, the SOI, the Zeeman energy, the direct and crossed
Andreev pairing, and the interwire tunneling, respec-
tively. Below, we describe each of these terms in detail.
The kinetic energy is given by
Hkin =
∑
τ,σ
∫
dx ψ†τσ(x)
[
(−i ~ ∂x)2
2m
− µτ
]
ψτσ(x), (2)
where ψτσ(x) is the annihilation operator acting on an
electron of band mass m and spin projection σ = ±1
along the z-axis located at position x in the τ–NW. Here,
µτ is the chemical potential of the τ–NW. The SOI term
is given by
Hso = i
∑
τ,σ,σ′
ατ
∫
dx ψ†τσ(x) (σz)σσ′ ∂xψτσ′(x), (3)
with ατ being the SOI strength in the τ–NW and σx,y,z
being the Pauli matrices acting on spin space. The
energy spectrum for different spin components is split
by the SOI, giving rise to two spin-polarized bands
Eτσ = ~2 (k − σ kso,τ )2/2m, with the SOI wavevector
kso,τ = mατ/~2. The chemical potential µτ is tuned
close to the crossing point of the two spin-polarized bands
at zero momentum [85], i.e. to the spin-orbit energy
Eso,τ = ~2 k2so,τ/2m. The third term in the Hamiltonian
is the Zeeman term,
HZ =
∑
τ,σ,σ′
∆Zτ
∫
dx ψ†τσ(x) (σx)σσ′ ψτσ′(x), (4)
where ∆Zτ = gτµBB/2 is the Zeeman energy, with gτ
the g-factor of the τ–NW and µB the Bohr magneton.
In the double-NW, as discussed previ-
ously [57,58,78,87], we have two types of proximity-
induced superconductivity giving rise to direct [∆τ (x)]
and crossed Andreev [∆c(x)] pairing amplitudes. The
direct (intrawire) pairing term Hd finds its origin in
tunneling of both electrons of a Cooper pair into one of
the two NWs, and it is given by
Hd =
1
2
∑
τ,σ,σ′
∫
dx
[
∆τ (x)ψτσ(x) (iσy)σσ′ ψτσ′(x) + H.c.
]
.
(5)
If the two electrons of a Cooper pair get split and tun-
nel into two different NWs, the crossed Andreev pairing
(interwire) term is generated and given by
Hc =
1
2
∑
τ,σ,σ′
∫
dx
[
∆c(x)ψτσ(x) (iσy)σσ′ ψτ¯σ′(x) + H.c.
]
.
(6)
In the presence of a supercurrent Is flowing along the
x-axis in the bulk s-wave superconductor (see Fig. 1)
both the direct and crossed Andreev pairing amplitudes
acquire a position-dependent phase ϕ(x) [79],
∆τ (x) = ∆τe
−iϕ(x), (7)
∆c(x) = ∆ce
−iϕ(x), (8)
where ϕ(x) is the same for all pairing amplitudes. In the
following, we work with a uniform supercurrent such that
the phase ϕ(x) changes linearly as a function of position
x and has a form ϕ(x) = x/ξ, where ξ is a characteristic
lengthscale. We assume that the supercurrent (Is ∝ 1/ξ)
stays always smaller than the critical current (Ic ∝ 1/ξsc)
in the bulk s-wave superconductor characterized by the
coherence length ξsc  ξ [79].
Finally, we also consider the interwire tunneling, which
has the following form
HΓ = −Γ
∑
τ,σ
∫
dx ψ†τσ(x)ψτ¯σ(x), (9)
where Γ is the tunneling strength. In what follows, we
assume ∆Zτ , ∆τ , ∆c, and Γ to be real and non-negative
without loss of generality. For simplicity, we also assume
that ∆1 = ∆1¯ ≡ ∆ and ∆Z,1 = ∆Z,1¯ ≡ ∆Z . In terms of
the Pauli matrices τx,y,z, ηx,y,z, and σx,y,z, which act in
the NW, particle-hole, and spin spaces, respectively, we
write for the Hamiltonian, H =
∫
dxΨ†HΨ/2, where the
Hamiltonian density H has the form
3H = −~
2∂2x
2m
ηz − µ1 1 + τz
2
ηz − µ1¯
1− τz
2
ηz + iα1
1 + τz
2
σz∂x + iα1¯
1− τz
2
σz∂x − Γτxηz
+ ∆Zηzσx − i∆
[
eiϕ(x)η+σy − e−iϕ(x)η−σy
]
− i∆c
[
eiϕ(x)τxη+σy − e−iϕ(x)τxη−σy
]
. (10)
In what follows, we use the basis Ψ= (ψ1↑, ψ1↓, ψ
†
1↑,
ψ†1↓, ψ2↑, ψ2↓, ψ
†
2↑,ψ
†
2↓)
T . Here, we have introduced the
notation η± = (ηx± iηy)/2. To simplify analytical calcu-
lations, it is convenient to get rid of the spatially-periodic
phase ϕ(x) in the pairing terms. This can be achieved by
a unitary transformation U = eiϕ(x)ηz/2 [79], leading to
the new Hamiltonian density H′ = U†HU that restores
the translation invariance. As a result, H′ can be easily
rewritten in momentum space representation as
H′(k) = ~
2
2m
(
k +
ηz
2ξ
)2
ηz − µ1 1 + τz
2
ηz − µ1¯
1− τz
2
ηz − α1
(
k +
ηz
2ξ
)
1 + τz
2
σz
− α1¯
(
k +
ηz
2ξ
)
1− τz
2
σz − Γτxηz + ∆Zηzσx + ∆ηyσy + ∆cτxηyσy. (11)
In the absence of a supercurrent and at zero mag-
netic field, the Hamiltonian H′ is time-reversal sym-
metric, T †H′(k)T = H′(−k), where T = −iσyK and
K is the complex conjugation operator. The finite
phase gradient ∂xϕ(x) breaks time-reversal symmetry in
such a way that, in contrast to Ref. [78,87], the effec-
tive time-reversal symmetry operator cannot be defined.
The Hamiltonian H′ still obeys particle-hole symmetry,
P †H′(k)P = −H′(−k), where P = ηx is the particle-hole
operator. As a result, H′ can be classified to belong to
the topological symmetry class D characterized by a Z2
topological invariant [88].
III. TOPOLOGICAL PHASE DIAGRAM
In this section, we study the topological properties of
the double NW in the presence of a supercurrent and
crossed Andreev pairing. We demonstrate that, depend-
ing on the values of the parameters, the system can be (1)
in a gapped trivial phase hosting no bound states (BSs)
or hosting one fermion bound state (FBS), (2) in a gap-
less phase, and (3) in a gapped topological phases hosting
one or two MBSs at each end of the setup. The number
of MBSs, being a topological invariant, cannot change
without closing of the bulk gap of the double-NW sys-
tem, therefore, the topological phase transition is associ-
ated with closing and reopening of the gaps in the energy
spectrum. Thus, potential boundaries between different
gapped phases can be identified by the bulk gap closing at
zero momentum. However, one needs to check explicitly
if the system is still gapped for a given set of parameters.
The transition to the gapless phase occurs due to the
bulk gap closing at finite momentum and can be found,
in general, only numerically. Thus, in addition to our
analytical calculations, we study the phases also numer-
ically by diagonalizing the corresponding ‘tight-binding’
model [i.e. the discretized version of H′ in real space]
with hopping amplitude t = ~2/2ma2 = 25 meV, where
m = 0.015me is the effective mass, a = 10 nm the effec-
tive lattice constant, and N = 1000 number of sites.
Our main focus is the topological phase with one MBS,
which we aim to achieve at the lowest possible strengths
of the crossed Andreev pairing amplitude ∆c and the
Zeeman energy ∆Z . We note that the topological phase
with two topologically protected MBSs occurs only in two
special cases. First, in the absence of the supercurrent
and magnetic field, the system is time-reversal invariant
and hosts Kramers pair of MBSs, if the crossed Andreev
pairing dominates over the direct one [57,78]. Second, in
the absence of any coupling between the two NWs, i.e.
in the absence of crossed Andreev pairing and interwire
tunneling, the two NWs can be treated independently.
If both of the NWs are in a topological phase hosting
one MBS each, together they host two MBSs [78], which
are protected from any hybridization due to their spa-
tial separation. However, if in such a system one adds
a weak coupling between the two NWs as caused by ∆c
or Γ, these two MBSs at the same end of the system hy-
bridize into a single FBS. We also note that the gapless
phase, characterized by zero-energy bulk modes at finite
momentum, can emerge only in the presence of a phase
gradient [79] or of strong magnetic fields suppressing the
superconducting pairings. Obviously, there are no BSs
in such a gapless regime and it can, thus, be considered
as a trivial phase.
A. Effect of the phase gradient: topological phase
at smaller values of Zeeman energy and of crossed
Andreev pairing
The main goal of this work is to demonstrate that the
topological phase characterized by the presence of one
MBS at each end of the system can be achieved at much
lower magnetic fields if one induces supercurrents in the
s-wave bulk superconductor. To shed light on this effect,
we first consider the simplest analytical model given by
4Eq. (11), where the chemical potential is tuned to the
crossing of the spin-polarized bands at k = 0 and, thus,
we set µτ = 0 in Eq. (11). The case with µτ 6= 0 will
be discussed further below in following sections. Also,
for the moment, we assume that there is no interwire
tunneling, Γ = 0, as it was demonstrated before that
any finite Γ can be compensated by tuning the chemical
potential to a sweet-spot [78]. In the next section, we
demonstrate that such a compensation can be achieved
also for the present setup. We also focus first on the
generic case α1 6= α1¯ and comment on the special case
α1 = α1¯ in the next subsection.
Analyzing Eq. (11), we find that the gap in the bulk
spectrum of the double NW is closed at k = 0, if ∆Z =
∆˜Z,±, where ∆˜Z,± is a real non-negative solution of
∆˜2Z,± = ∆
2 + ∆2c −
(
β2 + 1
)
Eso,1 δ/2 + δ
2/16 (12)
±
√
4 ∆2∆2c + (β
2 − 1)2E2so,1 δ2/4− (β − 1)2∆2c Eso,1 δ,
where β = α1¯/α1 ≥ 1 and δ = ~2/2mξ2. In what fol-
lows, we focus on the part of the phase diagram obtained
for ∆Z ≥ 0 as a function of the crossed Andreev pairing
∆c ≥ 0, see Fig. 2.
To begin, let us remind how the phase diagram looks
like in the regime β  1 and in the absence of su-
percurrents [78], δ = 0, see Fig. 2. In this case,
∆˜Z,± = |∆ ± ∆c|. The system hosts one MBS at each
system end, if ∆˜Z,− < ∆Z < ∆˜Z,+. Otherwise, the
system is either in a trivial phase, hosting no BSs [if
∆Z < ∆˜Z,− and ∆c < ∆] or in a topological phase
with two MBSs at each system end [if ∆Z > ∆˜Z,+
or if ∆Z < ∆˜Z,− for ∆c > ∆]. However, this two-
MBSs phase, occurring due to the presence of an effec-
tive time-reversal symmetry, is unstable against changes
in the magnetic field and SOI vector directions, as well
as against disorder [78] and can be referred to as a trivial
phase. We also note that, for δ = 0 and ∆Z = 0, the gap
in the bulk spectrum can also close at a finite momen-
tum at ∆∗c ≡ ∆
√
1 + (β2 − 1)2E2so,1/∆2, see Ref. [78].
Here, we have focused on the regime ∆c  ∆∗c (or
β − 1 >∼ ∆/2Eso,1) and we comment later on the regime
of equal SOI strengths in the two NWs, i.e. β ≈ 1.
Notably, in the absence of supercurrent, there is one
point at each coordinate axis where all three phases come
together. Such points are often referred to as bifurcation
points in the phase diagram [15,90]. The first point is
∆c = ∆ and ∆Z = 0 and the second one ∆Z = ∆ and
∆c = 0. These points describe a critical value of ∆Z or
∆c required to enter the topological phases in the absence
of the other one. Further below, we demonstrate that
these bifurcation points disappear, if one applies a finite
supercurrent, see Fig. 2. In particular, in the absence of
magnetic field (crossed Andreev pairing), the bulk gap at
k = 0 closes twice at ∆c = ∆
±
c (∆Z = ∆
±
Z ).
First, we consider a set of parameters for which ∆˜Z,+ is
always well-defined. Later, we show numerically that if it
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FIG. 2. Phase diagram of the double-NW system as func-
tion of Zeeman energy ∆Z/∆ and crossed Andreev pairing
amplitude ∆c/∆. The phase boundaries between different
gapped phases in the absence of supercurrent (δ = 0, black
dashed line) and in the presence of supercurrent (δ/∆ = 0.04,
blue solid line) are found from Eq. (12). The number of BSs
is indicated directly in the plot and refers to a given end of
the double NW. For finite supercurrent, the topological phase
characterized by the presence of one MBS extends to weaker
magnetic fields and weaker crossed Andreev pairings. For
δ = 0, the one-FBS phase becomes a two-MBSs phase, which
is also the case for ∆c = 0 and ∆Z > ∆
+
Z (green solid line)
and finite δ. In the absence of supercurrent, δ = 0, and in the
absence of magnetic field (crossed Andreev pairing), the bulk
gap at k = 0 closes at ∆c = ∆ (∆Z = ∆). For finite δ and in
the absence of magnetic field (crossed Andreev pairing), the
bulk gap at k = 0 closes twice at ∆c = ∆
±
c (∆Z = ∆
±
Z ). In the
presence of supercurrent, the system is in the gapless phase
at ∆Z = 0 and ∆
−
c ≤ ∆c ≤ ∆+c (orange solid line). Other
parameters are fixed as µ1 = µ1¯ = 0, Γ = 0, Eso,1/∆ = 6.25,
β = 1.4.
is not the case, which would correspond to large values of
supercurrent, the system is in the gapless phase. At the
same time, ∆˜Z,− is not defined for some range of crossed
Andreev pairings, ∆−c < ∆c < ∆
+
c . As a result, Eq. (12)
implicitly determines the boundaries between different
gapped topological phases, see Fig. 2. The system is
in the trivial phase without any BSs inside the gap for
∆Z < ∆˜Z,−, provided that ∆c < ∆−c . The system is in
the trivial phase with one FBS localized at each double-
NW end if ∆Z > ∆˜Z,+ or if ∆Z < ∆˜Z,−, provided that
∆c > ∆
+
c . Finally, the system is in the topological phase
with one MBS localized at each end of the system, if
∆˜Z,− < ∆Z < ∆˜Z,+, provided that ∆c < ∆−c or ∆c >
∆+c , or if ∆Z < ∆˜Z,+, provided that ∆
−
c < ∆c < ∆
+
c .
Next, we focus on the parameter regime when ξ 
ξsc. This allows us to introduce a small parameter,
5- 1.0
- 0.5
0
0.5
- 0.10 - 0.05 0 0.05
FIG. 3. Bulk energy spectrum E/∆ as a function of mo-
mentum k/kso,1 for ∆Z = 0 and different values of ∆c. In the
trivial phase, ∆c < ∆
−
c (∆c/∆ = 0.1), the spectrum is gapped
for all momenta (green dot-dashed line). For ∆−c < ∆c < ∆
+
c
(∆c/∆ = 0.9), the spectrum is gapped at k = 0 but there is
no gap at some finite momentum (red solid line). Thus, the
system is in the gapless phase without any BSs in the spec-
trum. In the one-FBS phase, ∆ > ∆+c (∆c/∆ = 1.7), again,
the energy spectrum is gapped for all values of k (blue dashed
line). Other parameters are the same as in Fig. 2.
√
Eso,1δ/∆ 1. Under this approximation we find that
∆±c ≈ ∆± (β + 1)
√
Eso,1δ/2, (13)
∆−Z ≈ ∆− β2Eso,1δ/2∆, (14)
∆+Z ≈ ∆− Eso,1δ/2∆. (15)
Here, we note that ∆±c = ∆ for δ = 0, as expected. At
finite values of the supercurrent, ∆±c split away from ∆
symmetrically. At the same time, ∆±Z < ∆. This ensures
that the boundary between the topological and trivial
(without BS) phase gets pushed down to smaller values of
both Zeeman energy and crossed Andreev pairing. This
means that MBSs can be observed experimentally at re-
duced magnetic fields and for crossed Andreev pairings
that could be substantially weaker than ∆, see Fig. 2.
In the above analysis, we have focused on the gap clos-
ing at k = 0. This allowed us to find boundaries between
different gapped phases. At the same time, we still need
to check numerically if the system is gapped for which
we need to study the spectrum for all values of momenta.
However, for non-zero phase gradients the condition on
the system being gapped can, in general, be determined
only numerically [79]. For example, we checked that for
the system parameters used in Fig. 2 the system is al-
ways gapped except at the phase boundaries or along
the line ∆Z = 0 and ∆
−
c < ∆c < ∆
+
c , see Fig. 3. Fixing
∆Z = 0 and increasing ∆c, the gap at k = 0 gets smaller
and smaller until it closes at ∆−c . Increasing ∆c further,
one reopens the gap at k = 0, however, the spectrum of
the system stays gapless at some finite momentum ±kg,
which first grows and later shrinks as a function of ∆c un-
til it comes back to k = 0 at ∆c = ∆
+
c . For ∆c > ∆
+
c we
enter the gapped phase, hosting one FBS at each system
end.
In the regime of substantially different SOI energies,
β  1, we can find analytically the values of the momen-
tum kg for which the spectrum is gapless by linearizing
the Hamiltonian H in Eq. (10) around the Fermi points
kF = 0,±2kso,τ (see Ref. [91]):
(kg/kso,1)
2
=
[
2β2Eso,1δ − 2β∆2c −
(
β2 + 1
)
∆2
+ (β + 1)∆
√
(β − 1)2∆2 + 4β∆2c
]
/8β2E2so,1. (16)
In the special case ∆c = ∆, the gap in the bulk spectrum
closes at the maximum value of the momentum, kg =
1/2ξ.
As already follows from Eqs. (13)-(15), applying a su-
percurrent, we can reach the topological phase at smaller
values of Zeeman energy and crossed Andreev pairing.
Thus, it is beneficial to work with large values of su-
percurrent. However, one should note that if the su-
percurrent is too strong, δ > δg, the system becomes
gapless. To demonstrate this, we focus the topological
phase diagram as a function of ∆Z/∆ and δ/∆ for the
fixed value of crossed Andreev pairing, see Fig. 4. The
phase boundaries between gapped phases in the pres-
ence of supercurrent are given by Eq. (12) provided that
∆˜Z,± are well-defined. The system is in the trivial phase
with no BSs, if ∆Z < ∆˜Z,−, or in a one-FBS phase, if
∆Z > ∆˜Z,+. Finally, the system is in the topological
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FIG. 4. Phase diagram of the double NW as function of Zee-
man energy ∆Z/∆ and phase gradient δ/∆ for fixed crossed
Andreev pairing (∆c/∆ = 0.5). The number of BSs in the
corresponding phases is indicated directly in the figure. If the
supercurrent is too strong δ > δg, the system is in the gapless
phase (orange area). Generally, the supercurrent helps to en-
ter the topological phase hosting one MBS at lower values of
∆Z . If δc < δ < δg, already a relatively weak magnetic field is
sufficient to achieve the topological phase, however, if ∆Z = 0,
the system is in the gapless phase (orange line). The phase
boundaries between gapped phases (blue solid lines) are given
by Eq. (12). In the special case δ = 0, a zero-energy FBS is
composed of two MBSs (green line) [78]. Other parameters
are the same as in Fig. 2.
6phase hosting one MBS at each end if ∆˜Z,− < ∆Z <
∆˜Z,+ provided that δ < δc or 0 < ∆Z < ∆˜Z,+ pro-
vided that δc ≤ δ < δg. In the regime of weak super-
current
√
Eso,1δ/∆  1, δc can be approximated using
Eq. (13) as δc ≈ 4 (∆−∆c)2 / (β + 1)2Eso,1. In the ab-
sence of magnetic fields, ∆Z = 0, the spectrum is gap-
less for δ ≥ δc. However, in this regime, already a very
weak magnetic field drives the system into the topological
phase with one MBS. Thus, supercurrents make it easier
to generate MBSs. However, there is also a critical value
δg such that for δ > δg, the system becomes gapless. The
precise value δg can be found only numerically, however,
we can estimate it to be such that
√
Eso,1δg/∆ = O(1).
To conclude, we find that in the presence of a super-
current in the system, the critical values of the Zeeman
energy and crossed Andreev pairing amplitudes for enter-
ing the topological phase characterized by the presence
of one MBS at each system end could be substantially
reduced.
B. Effects of interwire tunneling
In this subsection, we take into account the finite inter-
wire tunneling Γ, which was neglected so far, and study
its effect on the topological phase diagram. We show
that the effect of the interwire tunneling at small values
of the Zeeman energy can be compensated by tuning the
chemical potential to µτ = Γ [78].
First, we discuss the case of different SOI strengths in
both NWs, β >∼ 1+∆/2Eso,1. The phase diagram for the
case µτ = Γ = 0 was described in detail in the previous
subsection, see Fig. 2. Here, we assume the chemical
potentials in both NWs to be tuned to the interwire tun-
neling Γ such that µ1 = µ1¯ = Γ. The gap at k = 0 in the
bulk spectrum is closed, if ∆Z =
˜˜∆Z,± , where
˜˜∆Z,± is a
real non-negative solution of
˜˜∆2Z,± = ∆
2 + ∆2c − δ
[
Γ + (β2 + 1)Eso,1
]
/2 + δ2/16
+ 2Γ2 ±
{
4Γ4 − 2Γ3δ − 2Γδ∆∆c +
(
β2 − 1)2E2so,1δ2/4
+ Γ2
[
δ2 + 32∆∆c − 4(β − 1)2Eso,1δ
]
/4
−∆2c
[
(β − 1)2Eso,1δ − 4∆2
] }1/2
. (17)
In the absence of crossed Andreev pairing, the bulk gap at
k = 0 closes at ∆¯±Z . In the regime
√
Eso,1δ/∆,
√
Γδ/∆
1 we find that
∆¯−Z ≈ ∆− (β + 1)2Eso,1δ/8∆, (18)
∆¯+Z ≈
√
∆2 + 4Γ2 (19)
− [4Γδ + (3β2 − 2β + 3)Eso,1δ] /8√∆2 + 4Γ2.
We note that the prefactor in the second term in ∆¯−Z is
slightly modified compared to ∆−Z given by Eq. (14) for
Γ = 0 case and since ∆¯−Z > ∆
−
Z , the phase transition to
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FIG. 5. Phase diagram as function of Zeeman energy ∆Z/∆
and crossed Andreev pairing amplitude ∆c/∆. The phase
boundaries between different gapped phases for µτ = Γ ≡ 0
[µτ = Γ ≡ 1.1∆] are given by Eq. (12) [Eq. (17)] and shown
by black dashed line (blue solid line) for two cases: (a) β =
1.4 and (b) β = 1. The effect of interwire tunneling Γ can
be compensated by tuning µτ to a sweet-spot, µτ = Γ, for
small values of ∆Z . Note that the phase transition from the
topological phase hosting one MBS at each system end to
the trivial one-FBS phase is pushed to higher values of the
Zeeman energy. For µτ = Γ and ∆c = 0, the bulk gap at
k = 0 closes at ∆Z = ∆¯
±
Z . In the finite Γ regime [panel (a)],
the gapless phase (orange area) appears at large values of ∆gc ,
while it is absent in the Γ = 0 case in the same parameter
range. In both cases, there is a gapless phase along ∆Z = 0
axis (orange line). In the case β = 1 [panel (b)], a gapless
phase (orange area) appears in the system both for zero and
finite values of Γ and extends over a large range of magnetic
field. In contrast to the case described in panel (a), there are
no BSs in the system for ∆Z < ∆˜Z,−|β=1 given that ∆c >
∆+c |β=1. Other parameters are the same as in Fig. 2.
a one-MBS topological phase is slightly shifted to higher
values of magnetic field. By comparing Eq. (19) with
Eq. (15), we note that ∆¯+Z  ∆+Z , so the phase boundary
between a topological one-MBS and a trivial one-FBS
phase is shifted to much higher values of the magnetic
field. In general, for small values of the magnetic field
the phase boundaries remain almost the same for both of
the cases when µτ = Γ is zero and finite, see Fig. 5(a).
We also note that for µτ = Γ, system becomes gapless
when crossed Andreev pairing ∆c > ∆
g
c (where ∆
g
c can be
found only numerically) for all values of Zeeman energy.
In contrast to that, as described in the Sec. III A for zero
interwire tunneling, the gapless phase is not present in
the same range of parameters, see Fig. 2.
We also consider here the regime of identical NWs with
equal SOI strengths, β = 1. First, we discuss the phase
diagram in the absence of the interwire tunneling and
zero chemical potential. As was shown in Refs. [78, 89]
for δ = 0, the gap in the bulk energy spectrum closes
at finite momentum for all values of Zeeman energies if
∆c = ∆. For δ 6= 0, we find numerically that the en-
ergy spectrum is gapless for ∆−c <∼ ∆c <∼ ∆+c [and all
values of magnetic field for a chosen set of parameters,
see Fig. 5(b)]. Therefore, the region of the gapless phase
is substantially larger for β = 1 and it is better to work
with setups that have sufficiently different values of SOI
energy in the two NWs. Generically, the phase diagram
7remains almost the same as in the case β > 1 discussed
in Sec. III A. The only exception is the trivial one-FBS
phase region determined by the condition ∆Z < ∆˜Z,− for
∆c > ∆
+
c , which transforms into the trivial phase host-
ing no BSs, if β = 1. In addition, as follows from Eqs.
(14) and (15), ∆−Z = ∆
+
Z such that the bifurcation point
is still present in the phase diagram and, as a result, the
one-MBS phase is absent when ∆c = 0.
Next, we include the effect of the interwire tunneling on
the topological phase diagram. We assume both the in-
terwire tunneling Γ and the chemical potentials µτ to be
finite and equal, µτ = Γ. Inserting β = 1 in Eq. (17), we
find that the boundaries between different gapped phases
are given by ∆Z =
˜˜∆Z,±|β=1, where
˜˜∆2Z,−|β=1 = (∆−∆c)2 − Eso,1δ + δ2/16,
˜˜∆2Z,+|β=1 = (∆ + ∆c)2 − Eso,1δ + (δ − 8Γ)2/16. (20)
Comparing this result with Eq. (12) for the case β = 1, we
can see that ˜˜∆Z,−|β=1 = ∆˜Z,−|β=1, while ˜˜∆Z,+|β=1 
∆˜Z,+|β=1. Thus, the phase boundary between a one-
MBS and one-FBS phase is shifted to higher values of
magnetic field. The bulk gap at k = 0 closes at ∆¯±c |β=1
(∆¯±Z |β=1) in the absence of the magnetic field (crossed
Andreev pairing). Examining the gap closing points
and comparing them with the ones found for Γ = 0
[see Eqs. (13)-(15)], we find that ∆¯±c |β=1 = ∆±c |β=1,
∆¯−Z |β=1 = ∆−Z |β=1, and ∆¯+Z |β=1 > ∆+Z |β=1, where, in
the regime
√
Eso,1δ/∆,
√
Γδ/∆ 1,
∆¯+Z |β=1 ≈
√
∆2 + 4Γ2 − (Γ + Eso,1)δ
2
√
∆2 + 4Γ2
. (21)
Again, we find numerically that there is a gapless phase
appearing due to the gap closing at finite momentum in
the bulk energy spectrum, see Fig. 5(b). This gapless
phase is present in both cases, namely, when interwire
tunneling is zero or finite.
C. Phase diagram at finite values of chemical
potential
So far, we have worked in the regime in which the
chemical potentials µτ in both NWs are tuned to the
most optimal point (µτ = 0 or µτ = Γ). However, ex-
perimentally it could be quite challenging to control the
position of µτ precisely, so it is important to demonstrate
that the topological phase is stable against deviations of
the chemical potential from the optimal value. Thus,
in this section, we explore two parameter spaces of the
topological phase diagram: µ1¯-∆Z and µ1¯-∆c.
In the parameter space µ1¯-∆Z , we show that the pres-
ence of supercurrent allows one to lower the values of the
magnetic field required for entering the topological phase
with one MBS also at finite chemical potential, see Fig. 6.
For zero chemical potential in the 1–NW, µ1 = 0, and for
zero interwire tunneling Γ (which, as shown above, can
always be achieved effectively by tuning µτ to Γ), the
bulk gap closes at k = 0, if ∆Z = ∆Z,±, where ∆Z,± are
real non-negative solutions of
∆2Z,± = ∆
2 + ∆2c − (1 + β2)Eso,1δ/2 + µ21¯/2− µ1¯ δ/4
+ δ2/16±
{
∆2c
(
4∆2 + µ21¯ + 2βEso,1δ
)
+
[
µ1¯(δ − 2µ1¯) + 2(β2 − 1)Eso,1δ
]2
/16
− (β2 + 1)∆2cEso,1δ
}1/2
. (22)
For well-defined values of ∆Z,±, Eq. (22) implicitly gives
the boundaries between different gapped phases, see
Fig. 6. The system is in the trivial phase without BSs,
if ∆Z < ∆Z,−. If ∆Z,− < ∆Z < ∆Z,+ the system
is in the topological phase hosting one MBS at each
end. If ∆Z > ∆Z,+, the system hosts one FBS. Again,
we note that, in the absence of the supercurrent, i.e.
δ = 0, the trivial phase with one FBS turns into the
topological phase with two MBSs at each end of the sys-
tem due to the presence of an additional symmetry [78].
The minimal value of ∆Z,−|δ=0 to enter the topologi-
cal phase is achieved, as expected, for µ1¯ = 0. Since
∆Z,− < ∆Z,−|δ=0, the phase gradient lowers the critical
values of the Zeeman energy for entering the topological
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FIG. 6. Phase diagram of the double NW as function of chem-
ical potential µ1¯/∆ and Zeeman energy ∆Z/∆ for different
values of the phase gradient: δ = 0 (green dot-dashed line),
δ/∆ = 0.01 (blue dashed line), and δ/∆ = 0.04 (red solid
line). All lines are obtained analytically from the gap closing
condition at k = 0 given by Eq. (22). The area correspond-
ing to the topological phase increases with the correspond-
ing increase in the supercurrent strength δ, thus allowing
one to apply weaker magnetic fields to achieve the one-MBS
phase. However, the topological phase at ∆Z = 0 remains
out of reach as the gapless phase (orange) [shown here for
δ/∆ = 0.04] appears at high values of δ. The number of BSs
is indicated in the plot. Other parameters are fixed as µ1 = 0,
Γ = 0, Eso,1/∆ = 6.25, β = 1.4, and ∆c/∆ = 0.5.
8■■■■■■■ ■■■■■■■■■■■■ ■ ■■■■■■■■■■■■■■ ■■
■■■■■■■■■■■■■■■■ ■■ ■■■■■■■■■■■■■■■■■■ ■■ ■■■■■■■■■■■■■■■■■■■■■ ■■ ■■■
■■■■■■■■■■■■■■■■■■■■ ■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■ ■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■ ■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■ ■■■■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■ ■ ■■■■■■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■ ■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■ ■■ ■■■■ ■■■■■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■ ■ ■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■ ■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■ ■ ■ ■■■■■■■■■ ■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■ ■■ ■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■ ■■■■■ ■■■■■■■ ■ ■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■ ■■■■■■■■■■■ ■■ ■■■■ ■■■■■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■ ■■■■■■■■■■■■ ■ ■ ■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■ ■■■■■■■■■■■ ■■ ■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■ ■■■■■ ■■■■■■■ ■ ■ ■■■■■■■■■ ■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■ ■■■■■■■■■■■ ■■ ■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■ ■■■■■ ■■■■■■■■ ■ ■ ■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■ ■■■■■■■■■■■■ ■■ ■■■■ ■■■■■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■ ■■■ ■■■■■ ■■■■■■■■■ ■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■ ■■■ ■■■■■■■■■■■■■ ■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■ ■■■■■ ■■■■■■■■■ ■■■■■■■ ■■■■
■■■■■■■■■■■■■■■■■■■■■■ ■■■ ■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■ ■■■■■■■■■ ■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■ ■■■■■■■■■
■■■■■■■■■■■■■■■■■■■■ ■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■
■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■
0
0.5
1.0
1.5
2.0
- 4 - 2 0 2 4
1 FBS
0 BS
■■■■■■■■■■■■■■■
■ ■■■■■■■■■ ■■■■■■■■■■■■■ ■■■■■■■■■■■■■■ ■■■■■■■■■■
■■■■■■ ■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■
■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■
■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■
■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■
■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
■■■■
■■■■
■■■■
■■■■
■
0
0.5
1.0
1.5
2.0
1 FBS
1 MBS
- 4 - 2 0 2 4
0 BS
FIG. 7. Phase diagram of the double NW as function of chem-
ical potential µ1¯/∆ and crossed Andreev pairing potential
∆c/∆. (a) For ∆Z = 0, the phase boundary between the
trivial and two-MBSs phase for δ = 0 given by Eq. (25) is
shown by the black dashed line. In the presence of supercur-
rent, δ/∆ = 0.04, a gapless phase emerges (orange region).
The one-MBS topological phase can be achieved only for fi-
nite magnetic fields. (b) At ∆Z = 0.5∆, the topological phase
emerges at lower values of the crossed Andreev pairing in the
presence of δ [here, δ/∆ = 0.04; blue solid line is determined
from the gap closing condition at k = 0] compared to the case
δ = 0 (black dashed line). The number of BSs is indicated
in the plot. Other parameters are chosen as µ1 = 0, Γ = 0,
Eso,1/∆ = 6.25, β = 1.4, ∆c/∆ = 0.5.
regime with one MBS. Moreover, ∆Z,+ < ∆Z,+|δ=0, re-
sulting in the trivial one-FBS phase for smaller values of
magnetic field. We note again that if the supercurrent
is too strong, the gap in the bulk spectrum can close at
finite values of the momentum, see Fig. 6. As demon-
strated previously in Figs. 2 and 4, one cannot reach the
topological phase in the absence of magnetic fields ∆Z ,
see Fig. 7(a). However, with finite supercurrents, we can
shift the topological transition into a region of relatively
weak magnetic field.
Next, we explore the phase diagram in the parameter
space of µ1¯-∆c. In the absence of supercurrent, δ = 0,
and of magnetic field, ∆Z = 0, the gap in the bulk spec-
trum closes at k = ± kt,
kt =
2m
~2
√
(β + 1)2α21 + 4µ1¯~2/m− (β + 1)α1
4
, (23)
at the critical value of the crossed Andreev pairing ∆c =
∆c,t. In the strong SOI regime, Eso,1  ∆, µ1¯, kt and
∆c,t are given by
kt ≈ µ1¯
(β + 1)α1
, (24)
∆2c,t ≈ ∆2 +
µ21¯
(β + 1)2
. (25)
For ∆c < ∆c,t the system is in the trivial phase. For
∆c > ∆c,t, the system is in the topological phase host-
ing two MBSs protected by time-reversal symmetry. For
µ1¯ = 0, the topological phase transition takes place for
∆c,t = ∆. However, for non-zero values of µ1¯, the topo-
logical phase transition to the two-MBSs phase is shifted
to higher values of ∆c,t [see Fig. 7(a)]. In the presence of
supercurrent, the bulk gap closes at smaller values of the
crossed Andreev pairing, resulting in a lower threshold to
leave the trivial phase compared to the case without su-
percurrent. However, the system, instead of entering the
topological phase, remains gapless. As a result, the sys-
tem develops a bulk gap only at high values of ∆c > ∆c,t,
for which it enters a trivial phase hosting one FBS at each
system end, see Fig. 7(a).
To achieve the topological phase hosting one MBS,
one needs to apply a magnetic field, see Fig. 7(b).
In the presence of supercurrent, similar to the previ-
ous sections, the threshold of the magnetic field and the
crossed Andreev pairing to enter the topological phase
can be lowered, see also Figs. 2, 4, and 6. However,
generally, the system is gapless for a large range of pa-
rameters. For δ = 0, the gap in the bulk spectrum
closes at zero momentum provided that ∆c = ∆˜c,t,
∆˜2c,t = ∆
2 + ∆2Z ±
√
µ2
1¯
(∆2Z −∆2) + 4∆2∆2Z , deter-
mining the boundaries between different gapped phases.
Again, the gap closing at finite values of the momentum
can be found only numerically. In the presence of mag-
netic fields, the effect of supercurrent is less damaging
such that the gapless phase is not present at small val-
ues of µ1¯. Importantly, the threshold for the amplitude
of the crossed Andreev pairing required for entering the
one-MBS topological phase is decreased compared to the
δ = 0 case, see Fig. 7(b). Furthermore, the upper thresh-
old in ∆c to leave the topological one-MBS phase and to
enter into the trivial one-FBS phase is increased, which
results in an enlarged regime of topological phase. Thus,
the presence of the supercurrent is again shown to be
beneficial for realizing the one-MBS phase.
IV. CONCLUSIONS
We studied a double-NW setup consisting of two
parallel NWs with Rashba SOI proximitized with a
supercurrent-carrying bulk s-wave superconductor and
subjected to a magnetic field. In the presence of the su-
percurrent, the direct ∆ and crossed Andreev ∆c pairing
amplitudes acquire a phase gradient, which serves as an
additional parameter to tune the system into the topo-
logical phase. Importantly, the system enters the topo-
logical phase, characterized by the presence of one MBS
at each system end, at lower values of the magnetic field
compared to standard single-NW setup or double-NW
setup without phase gradient. Thus, such supercurrents
in combination with crossed Andreev pairing allows one
to work at smaller magnetic fields, making the double-
NW setup more attractive than a single-NW one.
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