In the real-time outdoor application of computer vision-based systems, haze removal, a preprocessing technique that can recover clear images from foggy ones, is necessary for object detection. Therefore, in this paper, an efficient haze removal method suitable for hardware design is proposed to obtain high quality fog-free images. Based on the atmosphere scattering model and the dark channel prior method, the atmospheric light of the whole image and the transmission map could be extracted. These are important and necessary parameters of the recovery model. Instead of using single global atmospheric light to restore foggy image, a local atmospheric light estimation method is applied in the proposed design to achieve optimal results. To ensure that the overall image is consistent without block artifacts, dynamic adjustment of local atmospheric light is made based on global atmospheric light. Additionally, to obtain a transmission map, a refined estimation method is performed to ease the halo effect. In terms of both quantitative and qualitative evaluations, the simulation results indicate that the proposed design exhibits superior performance without color oversaturation and distortion. To meet the requirements of real-time applications, a six-stage very-large-scale integration (VLSI) architecture for the proposed algorithm is implemented by using TSMC 0.13-um technology. The synthesis results show that the design yields a processing rate of approximately 200 Mpixels/s, which is rapid enough to facilitate Full HD resolution at 30 fps in real time.
I. INTRODUCTION
Along with the rapid growth of human-computer interaction technology and intelligent assistant systems, the demand for cameras and intelligent surveillance systems for executing real-time recording and monitoring in private or public areas continues to increase. For example, in the intelligent transportation system, cameras are used to monitor the road or street to detect traffic flow or identify a car for certain special applications, such as ETC. Besides, the videos from road monitors can provide important information related with vehicle crashes or accidents [1] - [3] , including car license numbers. Such information is highly beneficial for the police in investigating and resolving road events and traffic violations. For real-time surveillance and safety applications, a fast and efficient illumination adjustment algorithm for image enhancement and its VLSI architecture is proposed in [4] .
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When applied to personal use, the dashboard cameras can record road situations while driving. Then, the advanceddriver assistance systems (ADASs) [5] can perform realtime analysis of the recordings to maintain driving safety. Therefore, the quality of the video plays an important role in this application. However, the image quality taken by outdoor devices may be degraded because of bad weather conditions such as fog or haze. Consequently, the images taken lose contrast and form a dim color, which affect the visual quality of the objects in the scene. This problem can affect the reliability of these systems. Hence, it is important to develop defogging technology that can enhance the visibility of the corrupted image.
Based on fog composition and the imaging principle, Koschmieder [6] proposed a simple optical model, shown in Fig. 1 , to describe the phenomenon of atmospheric scattering, refraction, and reflection. In the description, the observed light is absorbed and scattered by turbid media such as airborne particles or raindrops under adverse foggy VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. The explainable diagram of optical model [6] . I is the hazy image. J is the haze-free image. A is the atmospheric light which can be seen as sunlight.
environments. This model describes the formation of haze or fog on an object in a blurred image. Based on this formation, a simplified mathematical expression which is common applied recently is proposed in [7] as follows:
where I (x) is the haze image in the red (R), green (G), and blue (B) color channels. J (x) is the scene without haze. t(x) is the transmission coefficient denoting the percentage of light that can penetrate the fog, x is the image coordinate, and A is the atmospheric light. Numerous single-image processing defogging algorithms, such as those in [8] - [24] , are based on this model. Although multiple-image processing method [25] also exist, obtaining many images of the same scene under different weather conditions may be difficult. Therefore, we focus on the design of single-image defogging algorithm only in this paper. Reference [8] and [9] adopt Markov random fields to calculate the depth map. Reference [10] - [12] use a window-based method to calculate the depth map which requires complex post-processing to eliminate the deviation. Reference [13] applies a statistical measurement that involves an exhaustive examination to estimate the atmospheric light. Reference [14] employs a complex iterative post-processing method to eliminate the halo artifact on the edge of the processed object. To preserve the local consistency features of the transmission map, a learned difference-structure-preservation dictionary is adopted in [15] . [16] employs a multiscale opening dark channel model which can adaptively make use of different patch sizes. To prevent halo artifacts, [17] reduces the patch size and refines the transmission by fast average filter. Reference [18] employs the Convolution Neural Network (CNN) to obtain a better transmission map. Reference [19] adopts CNN to generate both transmission and atmospheric light. Reference [20] and [21] obtain the defogging image by end-toend CNN without calculating transmission and atmospheric light. To meet the requirements of real-time applications, an efficient hardware implementation involving very-largescale integration (VLSI) design should be a good solution. The haze removal algorithms mentioned above require very intensive computations, hence they are not suitable for VLSI implementation.
Reference [22] proposes an efficient VLSI hardware architecture for haze removal. But, the reconstructed image histogram is concentrated only on the low (dark) side of the gray scale. Reference [23] adopts a weighting technique and a contour preserving estimation approach to construct a haze removal circuit. To simplify the estimation of the atmospheric light and transmission, a hardware architecture based on an approximate method is proposed in [24] . However, the image quality of these haze removal circuits [22] - [24] is still flawed.
In this paper, a fast and efficient haze removal darkchannel-based algorithm suitable for VLSI design is proposed. In our algorithm, a local area adjustment technique is employed to refine darker or brighter defects for obtaining a better image with higher contrast. It also executes an edge-preserving transmission estimation process with a modified dark channel to reduce the halo effect on object contours. The experimental results indicate that the proposed algorithm exhibits superior performance to existing hardware designs [22] - [24] in terms of both quantitative and qualitative evaluations.
As an intellectual property (IP) core, a six-stage pipeline hardware architecture is implemented for the proposed algorithm and synthesized by using Verilog HDL with a SYNOP-SYS design compiler and an Altera FPGA device. Because this design can process one pixel per clock cycle at a rate of approximately 200 Mpixels/s, it can process a video with full HD resolution (1920 × 1080) at almost 100 fps in real time. This defogging circuit can be implemented with a dedicated chip or integrated with other image processing components on a single chip.
The rest of this paper is organized as follows. Section II introduces the dark channel prior method and related hardware implementation algorithms. The proposed defogging method is presented in Section III. Section IV describes the hardware architecture. The results of the simulation and hardware synthesis are presented in Section V. Final conclusions are then presented in Section VI.
II. RELATED WORK
The methods described in the Introduction section involve a search for atmospheric light and the extraction of a transmission map by using relatively complex calculations; these methods are, therefore, not suitable for hardware design. Thus, lower complexity approaches need to be considered.
Based on sensor image research [26] and the simple optical model proposed by Koschmieder [6] , He et al. [14] proposed the dark channel prior method as an easier way to recover foggy images. Compared with other techniques, this method can produce recovered scenes with best quality. In this algorithm, He et al. made two assumptions based on experimental observations of more than 5000 natural pictures. They then integrated these two assumptions into the dark channel to complete defogging procedures.
As the basis of the defog algorithm in [14] , the dark channel of an input image I (x) is given by
where (x) is a local window centered at the x-axis, I c denotes the R, G, B color channel of input image I , and min in the equation is the minimum operator for searching the minimum value among both local window and three color channels. Based on their experimental results, He et al.'s first assumption was that the dark channel value is low and tends to move toward zero at the haze-free part of an outdoor image. Thus, the fog covering the image can be easily distinguished.
This assumption can be represented as bellow:
Based on this principle, the atmospheric light in [14] is estimated from the 0.1% brightest pixel in the dark channel I dark .
The second assumption is that the transmission in a local window is constant. We can combine (1) and (3) together, the transmission can subsequently be computed as
where ω is a constant parameter (0 < ω <= 1) used to keep a small amount of haze and A c indicates the R, G, B color channel of the atmospheric light. However, in some critical cases, such as the pixel at the contour of objects, the second assumption might fail and lead to halo artifacts. To prevent the artifacts generated in a recovered scene, soft matting [27] is applied to optimize the transmission. Finally, scene J c (x) can be calculated by using the following formula derived from (1):
where t 0 is a lower transmission bound to restrict value of t(x) for preventing the mathematical factor error and noise. However, the method proposed by [14] takes approximately 10-20s to process a 600 × 400 image. This algorithm is time consuming because it requires extensive and complex soft matting process to refine the image. Besides, sorting dark channel pixels during the estimation of atmospheric light is also associated with a long execution time.
To mitigate the disadvantages of the algorithm presented in [14] , the researchers in [22] set only the pixel which uses the largest dark channel value as the atmospheric light and scale down the window size to 3 × 3. This approach is feasible under certain conditions that entail ignoring the effect of sunlight. However, under the conditions involving outdoor scenes, the effect of sunlight should be considered. Therefore, the brightest pixels of the entire image may be brighter than atmospheric light. According to the results presented in [22] , a lower atmospheric light value yields brighter reconstructed images, whereas a higher atmospheric light value results in the opposite effect. Although [22] counters the disadvantages of [14] to speed up processing and reduces computational requirements, it still suffers from dimmer results. Hence, refining the estimation of A to derive brighter and highvisibility results is imperative. In [23] , a mixed weighting technique is proposed to determine an appropriate weighting value for different atmospheric light levels in bright and dark portions. Appropriate atmospheric light is generated by combining the light in dark and bright portions within the weight. However, as shown in Fig. 2 , the bright portion becomes oversaturated following the repair of the dimmer dark part in [22] . Moreover, the hardware cost of [23] is greater than that of [22] . Hence, [24] presents a high throughput method by applying mathematical derivations to set some parameters as constant and by changing the A value calculation to increase throughput. Reference [24] also decreases the cost of estimating the transmission map by using a bright channel in the bright part. However, the restored images of [24] may exhibit serious color distortion.
Thus, we preserve the advantages of [22] and [23] and propose a novel defogging method. Our method can adjust the atmospheric light dynamically and produce moderate brightness and high contrast images. Besides, our design can meet the requirements of real-time applications since it requires low complexity computations. Fig. 3 presents the flow diagram for the proposed defogging algorithm. The operating procedure of the algorithm can be separated into three main parts: dynamic atmospheric light estimation (DALE), transmission map estimation (TME), and scene recovery (SR). First in DALE, the pixel that has the maximum dark channel value is set as the global atmospheric VOLUME 7, 2019 light. The local atmospheric light used to reconstruct the image is then obtained by using the linear-weighted technique. Therefore, the proposed method need to scan image twice for complete DALE calculation. Second, object contours are detected in TME, and a simple and efficient method is alternately applied to estimate and refine the transmission map. Finally, the image through SR is recovered by substituting the atmospheric light and transmission value into equation (5) . The details of each process are as follows.
III. PROPOSED METHOD

A. DYNAMIC ATMOSPHERIC LIGHT ESTIMATION
Atmospheric light A plays an essential role in haze removal. According to [7] , A is used in both (4) and (5) to estimate the transmission map, and it is also the key factor in recovering the reconstructed image. A suitable method for estimating atmospheric light can adjust the brightness of the recovered scene.
Observations of the methods in [22] - [24] suggest that using only global atmospheric light to recover the image cannot be considered comprehensive. If the A value is higher, the dark portion becomes darker, and vice versa. Therefore, in this paper the concept of dynamic local atmospheric light is proposed to adjust the changes in brightness of the details without losing the homogeneity of the image.
First, to retain the basic atmospheric light of the whole image, global atmospheric light is calculated. The proposed method applies a 3×3 patch size to reduce memory cost. The pixel with the maximum dark channel value is then selected as global atmospheric light to avoid sorting the top 0.1 value. The process can be expressed as the following equation:
where LOCATE function represents the coordinate of the pixel which has the highest dark channel value. To achieve a better restoration result in each pixel, an adaptive adjustment according to the feature of patch is proposed after estimating global atmospheric light. After further examination, it is observed that the high visibility area is less affected by fog; therefore, its dark channel value is lower. Conversely, the low visibility area is more affected by the fog; thus, its dark channel value is higher. Given this property, the first step is to set a threshold that can divide the image into low-visibility and high-visibility parts. The definition of the threshold Th dark can be shown as
If the dark channel of the pixel is lower than the threshold, it will be classified as a dark part, which means a lower dark channel value; conversely, a bright part if the dark channel is greater, which means a higher dark channel value.
After classifying patches into dark or bright parts, local atmospheric light can be applied to restore the image. When the pixel is located in the bright part, we use the bright part atmospheric light, which is the same as global atmospheric light, as the local atmospheric light. On the other hand, when the pixel is classified into the dark part, the dark part atmospheric light which is the same as 75% global atmospheric light is treated as the local atmospheric light. The equation for classification and local atmospheric light assignment is described below:
However, this will make the local atmospheric light of patches change so violently that positions on the dark channel map near Th dark appear to block the effect, as shown in Fig. 4(b) . To resolve the block effect problem, an interpolation method is used. This method can progressively change the local atmospheric light based on content feature, and its formula is modified from equation (8) below:
where α represents the weight of dark channel beyond the darkness threshold and its equation is described as follow:
The linear interpolation of local atmospheric light will occur in the interval between Th dark and 2 × Th dark . Overall, local atmospheric light can be classified into three conditions. One is beyond the maximum value of the linear interpolation interval. In this case, the bright part of atmospheric light is chosen as local atmospheric light. Another is in the linear interpolation interval. The linear interpolation is thus used to calculate local atmospheric light. The other is below the linear interpolation interval. In this case, we choose the dark part atmospheric light as local atmospheric light. As shown in Fig. 4(c) , local atmospheric light can be adjusted smoothly by using equation (9) to avoid the block effect.
B. TRANSMISSION MAP ESTIMATION
A transmission map represents the rate of penetration of object-reflected light that is obstructed by the mist in a scene and is also attenuated exponentially with the depth of objects. Therefore, estimating the transmission for haze removal based on an optical model is imperative. According to equation (1) and the features of the dark channel, the transmission can be easily derived as shown in equation (4) . Specifically, the transmission map estimation is straightforward based on equation (4) and the aforementioned atmospheric light estimation procedure.
To estimate the transmission based on dark channel, the transmission in a local square window (x) is assumed to be constant. This assumption is not always true in the real world, particularly when the window lies across object contours. Two adjacent pixels lying on an object contour may be located at different distances away from the camera. Consequently, the transmission within the window is inconsistent. However, this assumption means that a pixel far away from the camera can be recovered by using the same value as that used near the camera. This erroneous estimation results in the occurrence of halo artifacts in pixels that lie on contours with a very high brightness contrast caused by the residual fog on the restored result.
To reduce the halo artifacts, an edge detection is needed because the halo artifacts usually occur at the contour. Both [22] and [23] employed a more complicated detection method to evaluate whether a pixel lies on the object contours. To reduce the complexity of the hardware, a simpler but efficient edge detection method with 3×3 mask is used in our design. Let e represent the intensity of current pixel. Those pixels' intensities around the current pixel is denoted as a, b, c, d, f , g, h and i respectively as shown in Fig. 5 . The edge detection can be defined as follow: 
where e th is the threshold for determining whether a pixel is on object contours. Obviously, e th affects the quality of a restored image. However, it is not easy to derive an optimal threshold through analytic formulation. According to our extensive experimental results, we set e th as 20. If one of the four edge cases is true, then the pixel lies on the edge. The equation for determining edge is expressed as ED = true, Edge 1 or Edge 2 or Edge 3 or Edge 4 false, otherwise,
where ED denotes whether the pixel is on the edge. When an edge is detected, a proper refined method should be employed to reduce the halo effect. In [22] and [23] , a 3 × 3 low-pass filter to preserve edges in detail areas is applied. Another 3 × 3 mean filter is used for pixels that don't lie on the edge. The main drawback is that their designs require higher hardware cost and might reduce the sharpness of the image. In this paper, we adopt an efficient and lowcomplexity method suitable for VLSI realization. The modified dark channel is given as 
If the current pixel lies on the edge, we didn't use any filter but directly adopt the original pixel values in R, G and B color channel (I c (x)). The value of the traditional dark channel, calculated with a 3 × 3 patch, is used for pixels that don't lie on the edge. Obviously, our method requires less operations, thus the hardware implementation cost is lower. To summarize transmission estimation, the equation is systematically presented as
The result shows that the image quality of this proposed method is comparable with that of [22] and the halo effect can be eliminated more thoroughly as shown in Fig. 6 .
C. SCENE RECOVERY
After inferring the local atmospheric light and the transmission map, the scene J c (x) can be reconstructed by substituting local atmospheric light (A c local ) and transmission map t(x) into equation (5) . Then the equation for recovering the fog pixel is shown as follow:
When t(x) is close to zero, the thickness of the fog is so high that it blocks object-reflected light. However, this is unrealistic in practice. Moreover, t 0 needs to be set at a lower value to prevent the penetration rate from reaching zero, thus to avoid noise and mathematical error. For this reason and for the experiment, t 0 is fixed at 0.25 as this is easy to implement.
IV. HARDWARE ARCHITECTURE
As mentioned, those previous hardware designs [22] - [24] adopted global atmospheric light to restore foggy image. In order to obtain better images with higher contrast, we employ an efficient local atmospheric light estimation method to refine darker or brighter defects in this paper. The operations of the proposed method are designed and realized with the lower-complexity manners to reduce the hardware implementation cost. The fixed point number representation is used to perform all addition, subtraction and multiplication operations in our design. Besides, we adopt an approximation and lower-cost method mentioned in the following subsection to avoid the possible division operation used in local atmospheric light estimation (see (10) ). Finally, we employ a lookup table to calculate the reciprocal of t(x) (see (15) ) instead of a higher-cost divider. Fig. 7 depicts the overall block diagram of the proposed 6-stage pipelined VLSI architecture for our algorithm. Each stage needs one clock cycle to finish its operations and a defogging pixel will be generated in each clock cycle after the pipeline is full. Because global atmospheric light need to scan image once, the defogging result is generated in the second scan. Assume that an image is composed of w × h pixels where w and h represent the width and height respectively. In the second image scan, the actual defogging pixel will output after 2 × w + 6 clock cycles since two line buffers are used for each color channel.
The circuit shown in Fig. 7 is divided into four parts: memory buffer (MB), DALE, TME, and SR. The MB contains a register bank (RB) unit and six line buffers (LBs) since two are required for each of R, G and B color channels. The RB unit provides nine pixel values in the current 3 × 3 window for the DALE and TME processes, and the LBs are used to store the pixel values of two rows in the source image for processing a 3 × 3 patch in the design. The following sections describe the units in the DALE, TME, and RS parts in detail.
A. DALE PART
This part comprises two units: global atmospheric light calculation (GALC) unit and local atmospheric light calculation (LALC) unit. The main function of the DALE part is to compute a relatively suitable atmospheric light for the foggy image. 
1) GALC UNIT
This unit is used to estimate atmospheric light, and its architecture is shown in Fig. 8 . In stage 2, based on (6), the dark channel is determined by the patch value from the RB. In stage 3, the temporary max value Max(t) is retained or replaced by comparing it with the dark channel value from stage 2. After scanning the whole image, the Max(t) represents the maximum brightness of the dark channel in the image, which is also the atmospheric light.
2) LALC UNIT
This unit is used to adjust global atmospheric light to obtain a proper local value based on the patch feature, and its architecture is illustrated in Fig. 9 . The adjustment method is based on the linear interpolation equation (9) .
In stage 2, the minimum value of global atmospheric light is determined. The dark threshold and the atmospheric light of the dark part is produced in stage 3. In the same stage, the current pixel is checked to ascertain whether its dark channel is in the linear interpolation interval. If it is, a suitable weight value for the interpolation is calculated to compute local atmospheric light. However, computing the weight using the traditional division approach based on (10) is extremely complex.
To avoid division operations, an approximation method that references the Euclidean algorithm is proposed to reduce computational complexity. The α calculation unit is the hardware design used to realize this method. The hardware structure of α calculation unit is shown as Fig. 10 . This divides the interval into 127 equal segments and then uses a Bisection (Mutual Division) method, which applies a shifter to compute the percent. To make a clearly introduction, the pseudo-code of the process in α calculation is as follows: B. TME PART Fig. 11 shows the hardware architecture of the TME part. This part contains a three-channel edge detection (TCED) unit, a modified dark channel calculation (MDCC) unit and a transformation calculation (TC) unit. The MDCC unit comprises a traditional dark channel calculation and an edge dark channel calculation, which is the original values of the center pixel. As shown in the Fig. 11 , the MDCC unit changes the corresponding input by signal produced from ED unit to reduce the hardware cost. The ED unit, as shown in Fig. 12 , conducts a edge detection process in a 3×3 patch to determine whether the center pixel of the patch is on the edge for one color channel. If it is, the original values of the center pixel is used to calculate the transmission. If it is not, the traditional dark channel is used. Additionally, to avoid using a divider to compute the reciprocal of t(x), a look-up table (LUT) is constructed and used in TC unit which is shown in Fig. 11 . This LUT records the possible value of the reciprocal of t(x). Hence the size of LUT can be reduced by simplified the equation for t(x). After expanding equations from (11) to (13) , the computation of the reciprocal of t(x) can be described as below:
Observing (16) , we found the size of the look-up table can be decreased by recording the denominator (A c local −I dark (x)) only. Fig. 13 illustrates the hardware architecture of the restoration unit, which is the only unit in this part. The LUT in the TE part provides the 1/t value from the look-up table. The 1/t is a multiple of (I -A) calculated from Stage 5. Moreover, the final results are shifted 8 bits to the left to drop the decimal, thus matching the accuracy of the LUT. The output pixel is arranged with the order of input pixel that is form the left-top corner to the right-bottom corner and construct the restored image within raw image format to store and display.
C. SR PART
V. EXPERIMENT RESULT
Because the testing images and comparison measures used in the previous research are different, it is difficult to justify the quality of the defogging images. For fair comparison, we have implemented our method and those hardware methods presented in [22] - [24] respectively with C++ language on visual studio 2015. To verify the performances of various defogging algorithms, we compare 10 testing images (https://tinyurl.com/y4v4wswm) used in [22] - [24] in terms [22] , (c) result of [23] , (d) result of [24] , (e) proposed result. of subjective (visual quality) and objective testing (quantitative evaluation). Table 1 lists these testing images.
In order to explore the visual quality, we show the defogging images of different methods in Fig. 14-17 . Obviously, the simulation results show that the proposed design can produce better image quality. Besides, we employ two objective measures, colorful and object visibility, to explore the quantitative evaluation of different methods. Details of them are explained as follows.
The method that can integrate colorfulness into image quality evaluation framework called CM [28] is used to confirm that the restored images are genuinely colorful. Based on a psychophysical experiment, a CM that measures colorfulness is estimated by the mean and standard deviations of two axes in a simple opponent color representation given as α = R−G and β = 0.5 × (R + G) − B, where R, G, and B denote the red, green, and blue components of an image in the RGB color space. The metric is then defined as
where σ α and σ β are standard deviations of α and β, respectively, and µ α and µ β are the means of the pixel cloud along directions α and β, respectively. In this comparison, the ratio of CMs between the haze-free image and the original image is employed to observe the color enhancement factor (CEF). If the CEF value is larger, the result is more colorful. Table 2 present the test results of the CEF of the proposed hardware method compared with other hardware methods. They show that the CEF of the proposed method is higher than that of the other three methods. However, the object in a haze-free image should be clearer and sharper than it is in a foggy image. This means that the object visibility and the contrast in the image may increase if the haze removal method is more efficient. The visible edge restoration rate (VER) [29] applied in previous research is used to compare visibility. This measurement considers the number of detectable edges in both the foggy image and the reconstructed image. It calculates the growth rate of the effective edge after image defogging. A higher value indicates that the fog is removed cleanly. The edge restoration rate can be calculated by using the following equation:
where ve o is the number of visible edges in the foggy image, and ve r is the number of visible edges in the restored image. Table 3 presents the test results for the edge restoration rate of the proposed method compared with the other methods. As shown in Table 3 , [24] has a better edge restored rate in the image 6, 9, and 10, but the restored images have an obvious halo effect. Fig. 18 shows the halo effect area of [24] and the same area for the proposed method.
To implement the proposed method with hardware circuit, we realize most operations with the lower-complexity manners. The fixed point number representation is used to perform all addition, subtraction and multiplication operations in our hardware design. A low-cost approximation method mentioned in Algorithm 1 is used to perform α calculation. Besides, we employ a look-up table to calculate the reciprocal of t(x) instead of a higher-cost divider as mentioned in subsection IV.B. Obviously, the lower-complexity approximation techniques will damage the defogging effects.
The hardware architecture of the proposed design is realized with Verilog HDL in Register Transfer Level (RTL). Then, we use SYNOPSYS design compiler to synthesize the design and translate the RTL code into Gate Level code by using the TSMC 0.13-µm cell library. For further verification, the proposed design is also implemented by using Quartus design software on Altera FPGA Stratix EP1S10F780C6 device. Table 4 summarizes the implementation results compared with that of other hardware designs with TSMC 0.13-µm cell library. Since [24] reported their FPGA synthesis result only, we compare our circuit with it by using the same FPGA device as shown in Table 5 . While using six line buffers for dealing with window-based defog filter method, the synthesis results revealed that the proposed circuit contained 18.6 K gate counts and 3196 logic elements in FPGA. The hardware resource costs of the proposed design are larger than those of [22] and [24] because the proposed design contained the LALC unit, which is used to find and tune a suitable local atmospheric light estimation. However, the quality of restored images 1-5 and 7-8 restored by it is better than that of the compared hardware method according to Table 2 and 3 . Furthermore, the latency based on the pipeline stage of the proposed circuit is the smallest.
The proposed design can also work with a clock period of 5 ns and can achieve a processing rate of 200 Mpixels/s, which is fast enough to process full HD resolution (1920 × 1080) at 30 fps in real time
VI. CONCLUSION
In this paper, a real-time and highly efficient method based on the concept of dark channel prior is presented. This algorithm can produce more colorful images without degrading the bright part or dark part while the opposite part is well. The proposed method comprises three characteristics: First, it applies the local atmospheric light estimation to restore the object within different ranges of visibility. It is noncomplex and suitable for hardware implementation as compared to previous methods [8] - [21] . Second, it dynamically refines local atmospheric light with global atmospheric light to avoid the possibility of a block effect. Third, it employs a simple and efficient method to calculate the transmission map. The experimental results show that the proposed algorithm can produce images that are more colorful than those produced by using previous hardware. Moreover, a six-stage pipelined hardware architecture is proposed to implement the process and achieve real-time processing of full HD resolution (1920 × 1080) at 30 fps. This is fast enough to meet the expected requirements. This demonstrates that it is a good candidate for haze removal for producing high image quality and thus a form of hardware that can be implemented as a real-time application.
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