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Abstract
Let (un) be a sequence of real numbers. We obtain some Tauberian-like conditions in terms of the general control modulo of
integer order to retrieve subsequential convergence of (un) from the boundedness of (un).
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1. Introduction
Bolzano–Weierstrass theorem [1] states that every bounded sequence possesses at least one accumulation point.
However there are some bounded sequences such as (sin(log n)) whose accumulation points lie on a finite interval and
all points in this interval are accumulation points of the sequence. This motivates the following definition given in [2]
for different purposes. A sequence u = (un) is called subsequentially convergent if there exists a finite interval I (u)
such that all accumulation points of (un) are in I (u) and every point of I (u) is an accumulation point of (un). It is
clear from the definition that subsequential convergence implies boundedness. But the converse is not true in general.
For example, ((−1)n) is bounded but is not subsequentially convergent.
The first theorem which reveals that the converse is true under some additional condition was obtained by Dik [2]
as stated below.
Theorem 1.1. Let (un) be a bounded sequence. If (un) is pseudo-Cauchy, then (un) is subsequentially convergent.
We remind that a sequence (un) is called pseudo-Cauchy if limn 1un = 0.
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Using Theorem 1.1 we can easily show that the sequence (un) = (sin(log n)) is subsequentially convergent. Indeed,
the sequence (un) is bounded. From the fact that
|1un| = |1 sin(log n)| = | sin(log n)− sin(log(n − 1))|
≤ | log n − log(n − 1)| = o(1), n →∞
it follows that (1un) is pseudo-Cauchy. Thus by Theorem 1.1 the sequence (un) is subsequentially convergent.
In order to establish that the subsequential convergence of (un) is retrieved from the boundedness of (un) under
the condition in terms of the general control modulo of integer order we shall need the following auxiliary result.
Lemma 1.2 ([3]). Let (un) be (C, 1) limitable. If (un) is slowly oscillating, then (un) converges to limn σn(u).
Mimicking classical Tauberian theorems, Dik et al. [4] obtained a Tauberian-like condition generalizing the
Littlewood Tauberian condition [5] to retrieve subsequential convergence of a real sequence out of the boundedness
of (un). One may notice that the condition in the main theorem in [4] is exactly given in terms of the classical control
modulo of the oscillatory behavior of the sequence. In this paper we obtain subsequential convergence under weaker
conditions, so called the general control modulo of the oscillatory behavior of integer order of the sequence, out of
boundedness of (un).
2. Definitions and notations
The classical control modulo of the oscillatory behavior of (un) is denoted by ω
(0)
n (u) = n1un and the general
control modulo of the oscillatory behavior of order m of (un) is defined by ω
(m)
n (u) = ω(m−1)n (u) − σn(ω(m−1)(u))
for each integer m ≥ 1 and for all nonnegative integers n where
1un =
{
un − un−1, n ≥ 1
u0, n = 0 and σn(u) =
1
n + 1
n∑
k=0
uk .
We define inductively, for each integer m ≥ 1 and for all nonnegative integers n,
(n1)mun = n1((n1)m−1un) where (n1)0un = un .
It is proved in [6] that, for each integer m ≥ 1,
ω(m)n (u) = (n1)mV (m−1)n (1u)
where
V (m)n (1u) =

σn(V
(m−1)(1u)), m ≥ 1
1
n + 1
n∑
k=0
k1uk, m = 0.
A sequence (un) is slowly oscillating [7] if limλ→1+ limn maxn+1≤k≤[λn] |uk − un| = 0 where [λn] denotes the
integer part of λn. By the definition of slow oscillation it easily follows that every convergent sequence is slowly
oscillating.
A sequence (un) is called pseudo-slowly oscillating if (1un) is slowly oscillating. A sequence (un) is called (C, 1)
pseudo-Cauchy if (σ (1)n (u)) is pseudo-Cauchy. A sequence (un) is (C, 1) pseudo-slowly oscillating if (1σ
(1)
n (u)) is
slowly oscillating. It is clear that every slowly oscillating sequence is pseudo-Cauchy and every (C, 1) pseudo-Cauchy
sequence is (C, 1) pseudo-slowly oscillating. A sequence (un) is called (C, 1) limitable if limn σn(u) exists.
The Kronecker identity
un − σn(u) = V (0)n (1u) (2.1)
is well-known and will be extensively used.
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3. The results
We are now ready for our theorem.
Theorem 3.1. Let (un) be a bounded sequence and m be a nonnegative integer. If (w
(m)
n (u)) is (C, 1) pseudo-slowly
oscillating, then (un) is subsequentially convergent.
Proof. Suppose that (w(m)n (u)) is (C, 1) pseudo-slowly oscillating. Since (un) is assumed to be bounded,
((n1)mV
(m)
n (1u)) is bounded for every nonnegative integer m. Thus, we have
1
n
n∑
k=1
1((k1)mV
(m)
k (1u)) =
(n1)mV
(m)
n (1u)
n
= o(1), n →∞.
Applying Lemma 1.2 to (1((n1)mV
(m)
n (1u))) we obtain that
1((n1)mV
(m)
n (1u)) = o(1), n →∞.
By Theorem 1.1 we deduce that ((n1)mV
(m)
n (1u)) is subsequentially convergent. From the identity
1((n1)m−1V (m−1)n (1u)) =
(n1)mV
(m)
n (1u)
n
+1((n1)mV (m)n (1u)),
it follows that
1((n1)m−1V (m−1)n (1u)) = o(1), n →∞.
Continuing in this manner, we obtain that
1V (0)n (1u) = o(1), n →∞.
Using (2.1), we have
1un = V
(0)
n (1u)
n
+1V (0)n (1u) = o(1), n →∞.
By Theorem 1.1 we have the proof. 
If we take m = 0 in Theorem 3.1, we obtain Theorem 1.1. Indeed, if 1un = o(1), n → ∞, it follows from the
identity
1un − V
(0)
n (1u)
n
= 1V (0)n (1u)
that
1V (0)n (1u) = o(1), n →∞
which means that (w(0)n (u)) is (C, 1) pseudo-Cauchy. By noticing that every (C, 1) pseudo-Cauchy sequence is (C, 1)
pseudo-slowly oscillating we get Theorem 1.1.
Note that a Tauberian condition [8] for Abel limitable method is also a Tauberian condition to recover the
subsequential convergence of (un) out of the boundedness of (un) as shown in the next corollary.
Corollary 3.2. Let (un) be a bounded sequence and m be a nonnegative integer. If (w
(m)
n (u)) is (C, 1) slowly
oscillating, then (un) is subsequentially convergent.
Proof. Proof follows from the fact that limn 1un = 0 for every slowly oscillating sequence (un). 
Theorem 3.3. Let (un) be a bounded sequence, m be a nonnegative integer and (An) be a sequence such that
1
n
n∑
k=1
|Ak |p = O(1), n →∞, p > 1. (3.1)
If w(m)n (u) = O(An), n →∞, then (un) is subsequentially convergent.
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Proof. As proved in Theorem 1 in [4], we have Ann = o(1), n →∞ from (3.1). Since w(m)n (u) = O(An), n →∞,
n1((n1)m−1V (m−1)n (1u)) = O(An), n →∞.
Thus, we have
1((n1)m−1V (m−1)n (1u)) = o(1), n →∞.
The rest of the proof is as in the proof of Theorem 3.1. 
Setting m = 0 in Theorem 3.3, we get Theorem 1 in [4]. In the next theorem we show that choosing the sequence
(un) by u = (un) = (σn(ω(m)(u))) for any nonnegative integer m in Hardy–Littlewood Tauberian condition [9]
Vn(|1u|, p) = 1n
n∑
k=1
k p|1uk |p = O(1), n →∞, p > 1
gives subsequential convergence of (un) out of boundedness of (un).
Theorem 3.4. Let (un) be a bounded sequence and m be a nonnegative integer. If
1
n
n∑
k=1
|k1σk(ω(m)(u))|p = O(1), n →∞, p > 1, (3.2)
then (un) is subsequentially convergent.
Proof. In Theorem 3.3 if we choose An to be n1σn(ω(m)(u)), then we have that (w
(m)
n (u)) is (C, 1) slowly oscillating.
The proof is complete by Corollary 3.2. 
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