Abstract: Sensor alignment plays a key role in the accurate estimation of the ballistic trajectory. A sparse regularization-based sensor alignment method coupled with the selection of a regularization parameter is proposed in this paper. The sparse regularization model is established by combining the traditional model of trajectory estimation with the sparse constraint of systematic errors. The trajectory and the systematic errors are estimated simultaneously by using the Newton algorithm. The regularization parameter in the model is crucial to the accuracy of trajectory estimation. Stein's unbiased risk estimator (SURE) and general cross-validation (GCV) under the nonlinear measurement model are constructed for determining the suitable regularization parameter. The computation methods of SURE and GCV are also investigated. Simulation results show that both SURE and GCV can provide regularization parameter choices of high quality for minimizing the errors of trajectory estimation, and that our method can improve the accuracy of trajectory estimation over the traditional non-regularization method. The estimates of systematic errors are close to the true value.
Introduction
In the field of aerospace, an accurate trajectory is required for testing the performance of a new type of ballistic vehicle. Many sensors such as radars and telescopes are deployed to track the vehicle and collect the measurements of the trajectory. Then, these multi-sensor measurements are fused to acquire the optimal trajectory estimation [1] [2] [3] [4] . Two types of errors exist in the measurements, affecting the accuracy of the trajectory estimation. The first are the random errors generated by the environmental noise. These errors fluctuate around zero randomly and cannot be removed. The second are the systematic errors that primarily originate from the misalignments of the sensor axes, the range offset errors, and the timing errors. Systematic errors lead the measurements to deviate from the true value with a constant or slowly varying amount, and thus can be removed. Sensor alignment aims at estimating and correcting the systematic errors by using the multi-sensor measurements. If these errors are not removed, a significant bias between the estimated trajectory and the true value can be caused, and consequently, the performance of trajectory estimation is degraded. Therefore, the sensor alignment is very important for improving the accuracy of ballistic trajectory estimation.
In the literature, there are typically two batch methods to address the sensor alignment for ballistic trajectory estimation: the error model best estimation of trajectory (EMBET) method [4] and the reduced parameter model (RPM) method [2] [3] [4] [5] . The EMBET method estimates the trajectory and the systematic errors simultaneously using the least squares estimation. The drawback of this method is that the number of trajectory parameters to be estimated is very large, leading to low accuracy of trajectory estimation. The RPM method can be seen as an improvement of the EMBET method. In order to reduce the number of parameters to be estimated, the RPM method represents the trajectory by B-spline function. This paper is devoted to investigating the RPM method.
As the number of systematic errors to be estimated increases, the accuracy of the trajectory estimation of the RPM method can drop dramatically. Thus, this number should be decreased as much as possible by diagnosing which measurements have systematic errors. However, the diagnosis process needs the complicated man-machine conversation. In the area of signal processing, the sparse regularization is widely used for the reconstruction of sparse signals [6] [7] [8] [9] [10] . By appending the prior information of sparsity into the estimation model via a constraint term, the sparse regularization can overcome the ill-posedness of the model, and thus improves the performance of signal recovery. According to the historic data, only a few measurements contain systematic errors. Considering this property, Liu proposed a sensor alignment method based on the sparse regularization [11] . He modified the RPM method by adding a sparse constraint term on the systematic errors into the objective function. Then, the manual judgment on which measurements have systematic errors is omitted. However, to promote the performance of trajectory estimation, this regularization method requires the selection of a suitable regularization parameter, which is not studied in his paper. That is what we focus on. There are several methods for the selection of regularization parameters, e.g., L-curve method [12] [13] [14] , Stein's unbiased risk estimator (SURE) method [14] [15] [16] [17] , and general cross-validation (GCV) method [14, 16, [18] [19] [20] . The L-curve method considers the corner of an L-shaped curve (regularization term versus data misfit term) as the good parameter choice balancing the data misfit and the regularization errors. This method is non-convergent in a certain statistical sense and may choose a smaller parameter than the optimal one [14, 21, 22] . The SURE method chooses the regularization parameter by minimizing the SURE which is constructed as an unbiased estimator of predictive mean square error (MSE). For Gaussian noise, the SURE method can unbiasedly minimize the predictive MSE. However, this method requires the knowledge of noise variance. GCV is defined based on the principle that if one arbitrary data point is left out, the missing data can be predicted well by the solution from the residual data. The minimizer of GCV is determined as a suitable parameter choice. The advantage of the GCV method is that the noise variance is not required. However, this method does not have the unbiased property as does the SURE method. The GCV method can only asymptotically minimize the predictive MSE for specific regularization problems such as spline smoothing [18] . The SURE and GCV methods are developed for linear measurement models [14] [15] [16] [17] [18] [19] [20] . For the nonlinear model of trajectory estimation, the construction and computation of SURE and GCV are more complicated.
In this paper, we propose a sparse regularization based sensor alignment method involving the selection of a regularization parameter for ballistic trajectory estimation. The sparse regularization model is established by adding the sparse constraint of systematic errors into the traditional model of trajectory estimation. By solving this regularization model, the trajectory and the systematic errors are estimated simultaneously. SURE and GCV methods are used to choose an appropriate regularization parameter for optimizing the performance of trajectory estimation. The construction and computation of SURE and GCV under the nonlinear measurement model are investigated. The performance of our method is evaluated through a simulation experiment.
Estimates of Trajectory and Systematic Errors via Sparse Regularization
For a ballistic target, the trajectory x(t) = (x(t), y(t), z(t),
z(t))
T at time t includes the Cartesian components of the position (x(t),y(t),z(t)) and the velocity ( .
x(t),
.
y(t),
. z(t)) in the Earth-centered fixed coordinate system (ECF-CS). The measurement type of sensors involves azimuth, elevation, range, and range rate of target in the sensor's East-North-Up coordinate system (ENU-CS). The detailed description of the ECF-CS and ENU-CS is given in [23] . The true azimuth A(t), elevation E(t), range R(t), and range-rate . R(t) at time t can be computed by
where (x s (t),y s (t),z s (t)) and (
z s (t)) are the position and velocity of the target in the ENU-CS, which can be acquired by the ECF-to-ENU coordinate transformation of the trajectory x(t). Thus, the true measurements are nonlinear functions of the trajectory. Given the whole sampling moments
T denote the vector of entire trajectory to be estimated and Y = (y 1 , y 2 , · · · , y n )
T denote a batch of n measurements of all sensors. Then, the nonlinear measurement model for trajectory estimation can be expressed as
where
T is the vector of true measurements as a nonlinear function of
T is the vector of systematic errors as a function of
T is the vector of measurement noise. We assume that ε is an i.i.d zero-mean Gaussian random vector with the covariance matrix σ 2 I, i.e., ε∼N(0,σ 2 I). In the ballistic target tracking system, the systematic errors of sensors are usually constant or drift very slowly. Consequently, E(α) is often a linear function of α. The trajectory X can be represented by a B-spline function as follows [2] :
where B is a q by q matrix constructed by the B-spline bases, and θ = (θ 1 , θ 2 , · · · , θ q ) T is the vector of B-spline coefficients. Then, the measurement model (1) becomes
where T(θ) is the vector of errors caused by the fitting errors of B-spline function. The formula of T(θ) is unknown, but its value is very tiny. In the following paper,
According to the RPM method, the estimationθ andα for θ and α can be obtained simultaneously by solving the following optimization problem:
Then, the estimates of trajectory and systematic errors are given byX = Bθ andÊ = E(α).
If we know which measurements have systematic errors, the optimization problem (2) becomes
where α I is a subset of α indicating that the corresponding measurements contain systematic errors. Solving the optimization problem (3) instead of (2) can improve the accuracy of the trajectory estimation since the number of parameters to be estimated is reduced. However, we hardly know which measurements contain systematic errors beforehand in practice.
By analyzing the historical data, it is found that there are only a few measurements having the systematic errors, which means the systematic errors are sparse. The performance of trajectory estimation can be promoted by adding this prior information of sparsity as a constraint term into the optimization problem (2), i.e., constructing the following sparse regularization model:
The first term in the right side of (4) is the data misfit term measuring the misfit between the model and the measurements. The second term is the regularization term or the constraint term measuring the sparsity of systematic errors. The l p -norm in (4) is defined as ||Cα||
1/p where C is a l by l diagonal weighting matrix with positive diagonal elements (c 1 , c 2 , · · · , c l ), and the constant p should satisfy 0 < p ≤ 1 for guaranteeing the sparsity of systematic errors. The diagonal weighting matrix C is used to lessen the gap in dimension between different measurement types. The large diagonal element in C should be chosen for the small dimension quantity of the corresponding measurement and vice versa. The regularization parameter λ is a positive constant which balances the misfit and the sparsity. In the optimization problem (4), the l p -norm is non-differentiable around the origin when p ≤ 1. In order to apply the derivative based optimization method for finding the solution, we take the following smooth approximation for the l p -norm [14] :
where δ is a small positive constant.
Then, the above problem can be solved by the Newton algorithm [24] which has the following iteration formula:β
λ is the solution obtained in the ith iteration, H(β) is the Hessian matrix
The iteration is terminated until the l 2 -norm of Γ(β) is close to zero. It can be seen that the smaller δ is, the closerβ λ is to the solution of the model (4). However, if δ is set to be too small, the number of iterations can be very large. We empirically choose δ = 1e-6 for a compromise between the accuracy of solution and the computational amount.
According to (5), we can get
The second term in the right side of (7) can be omitted for reducing the computational complexity.
Regularization Parameter Selection
The solution of the regularization model depends on the regularization parameter λ. The small λ emphasizes the fitness between the model and the measurements, while the large λ emphasizes the prior information of systematic error sparsity. An appropriate λ should be chosen to balance the fitness and the sparsity. Two methods, SURE and GCV, are presented for selecting a regularization parameter in this section.
SURE Method
The SURE method attempts to find the optimal regularization parameter by minimizing the predictive MSE. Denoting g(β) = F(θ) + E(α) and g i (β) = f i (θ) + e i (α), i = 1, 2, · · · , n, the predictive MSE for the estimationβ λ is defined by
One may choose the parameter λ that minimizes R(λ). However, this strategy is infeasible since the true trajectory X and the true coefficients of systematic error α in (8) are unknown. Instead of directly minimizing R(λ), the SURE method determines the parameter λ by minimizing an unbiased estimator of R(λ). This estimator can be constructed by using the following theorem which is proposed by Stein [25] .
T be an i.i.d Gaussian random vector with the mean ξ and the covariance matrix σ 2 I, i.e., Z~N(ξ,σ 2 I), and
Considering the estimate Z + P(Z) for ξ, we have
The unbiased estimator of the predictive MSE R(λ) is given by the following proposition:
Proposition 2. Regard the estimateβ λ as an implicit function of the measurements Y = (y 1 , y 2 , · · · , y n ) T , and suppose that g(
T is almost differentiable for Y and satisfies
is an unbiased estimator of R(λ).
Proof of Proposition 2. According to (1) , Y ∼ N(F(X) + E(α), σ 2 I). From the assumptions in the proposition, we can conclude that g(β λ ) − Y is also almost differentiable for Y and satisfies
By using Theorem 1, we have
n Etr(
Therefore, U(λ) is an unbiased estimator of R(λ).
We call the estimator U(λ) SURE. The suitable regularization parameter λ U can be found by minimizing the SURE, i.e., λ U = argmin λ U(λ). We employ the golden section search to acquire λ U .
According to (9), we can see that the SURE method requires the knowledge of noise variance σ 2 .
Because g(β λ ) is an implicit function of Y, we cannot calculate ∂g(β λ )/∂Y directly. Sinceβ λ is the minimizer of S(β), we have ∂S(β) ∂β β=β λ = 0 By using the chain rule of derivation, we get
where H(β) is given by (7) . According to (6), ∂ 2 S(β)/∂β∂Y in (10) has the following formula
T By using the chain rule again, we have
Finally, we obtain ∂g(β λ )/∂Y by submitting (10) into (11).
GCV Method
The GCV method is another popular strategy to determine the regularization parameter, which does not require the knowledge of noise variance. This method chooses the regularization parameter by minimizing the GCV, which is derived as a rotational invariant version of the ordinary cross-validation (OCV) [18] . The original GCV is designed for linear measurement models. We should construct the GCV adapting to the nonlinear measurement model of trajectory estimation.
The basic idea of OCV is that the estimation obtained by using the measurements with an arbitrary one left out will predict the missing one. Let S k (β) be the objective function of (5) with the kth measurement y k omitted for k = 1, 2, · · · , n, i.e.,
andβ k λ be the minimizer of S k (β), i.e.,β
Then, the OCV is defined as
and
Let
According to (12) and (13), we can infer that
By using the Taylor expansion, we can get the linearized approximation formula for g k (β k λ ) as follows:
Replacing ∂g k (β λ )/∂y k in the denominator of (14) by tr(∂g(β λ )/∂Y)/n for the rotational invariant consideration as in [18] , the GCV is defined as
The computation method for ∂g(β λ )/∂Y is the same as SURE. Then, the regularization parameter determined by GCV is given by λ V = argmin λ V(λ), which also can be solved through the golden section search.
The detailed construction and computation of SURE and GCV for the linear measurement model is given in [14] . Here, our SURE and GCV are able to manage the nonlinear measurement model of trajectory estimation, and the computation of SURE and GCV is more complicated than [14] .
Simulation Example
This section presents a tracking scenario of a boost phase ballistic target to demonstrate the performance of our method. The true trajectory with a period of 94 s is generated by the integral of the dynamics equations from [26] . The target has a staging event at about 33.4 s. There are twenty-seven radars and twelve telescope relays tracking the target. At any time, nine radars and four telescopes measure the trajectory simultaneously. The types of radar measurement are range and range-rate, and for optical sensors are azimuth and elevation. The standard deviations for the noise of range and range-rate are 8.3 m and 0.05 m/s, respectively, and the azimuth and elevation noise has the same standard deviation 5". The systematic errors of measurements are all constant. Three radars have the systematic errors 20 m and 0.2 m/s for the range and range-rate, respectively, three radars have the systematic errors −15 m and −0.1 m/s, and one radar has systematic errors 25 m and 0.3 m/s. One telescope has the systematic errors −30" and 30" for the azimuth and elevation, respectively. The left measurements have no systematic errors. Thus, the number of systematic errors to be estimated is sixteen. We use the B-spline of order four to represent the trajectory. This spline can fit the ballistic trajectory very well and is widely used in the literature [2] [3] [4] [5] . The spline knots are selected by using the knots insertion approach in [11] , and the number of the B-spline coefficients θ is 344 which is determined by the number of the selected knots. Here, we consider the sparse regularization with p = 1. Figure 1 shows the SURE U(λ) and the GCV minus σ 2 (denoted by V(λ) − σ 2 ) versus the regularization parameter λ in the logarithmic scale. It can be seen that the U(λ) and V(λ) curves have quite similar shapes. The minimizers of U(λ) and V(λ) are λ U = 36.1620 and λ V = 36.1581, respectively. They are quite close. Figure 2 shows the predictive MSE R(λ) versus λ in the logarithmic scale. We can see that the curve trend is consistent with SURE and GCV. The minimizer is λ R = 31.0215, and it is close to λ U and λ V , indicating that both SURE and GCV methods can give good parameter choices for minimizing the predictive error. However, we aim at choosing the suitable parameter to minimize the errors of trajectory estimation not the predictive error of measurements. The performance of the trajectory estimation obtained by SURE and GCV approaches should be examined. Given the true trajectory ( 
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The mean errors of position and velocity estimates for the entire sampling moments 1 2 , , , M t t t are defined as However, we aim at choosing the suitable parameter to minimize the errors of trajectory estimation not the predictive error of measurements. The performance of the trajectory estimation obtained by SURE and GCV approaches should be examined.
Given the true trajectory ( ( ), ( ), ( ), ( ), ( ), ( )) x t y t z t x t y t z t and the estimated trajectory ˆˆ( ( ), ( ), ( ), ( ), ( ), ( )) x t y t z t x t y t z t at time t, the errors of position and velocity estimates are defined as
t x t y t y t z t z t
The mean errors of position and velocity estimates for the entire sampling moments 1 2 , , , M t t t are defined as Figure 4 shows the errors of position estimates versus time when λ is set to λU, λpos, and 0. Λ = 0 means that all the potential systematic errors are estimated without sparse regularization. It can be seen that the errors of position estimates for λ = λU and λ = λpos are very close, and much smaller than that of λ = 0. λU and λV are so close that the error curves corresponding to λU and λV are coincident. Thus, we did not plot the curve for λ = λV in Figure 4 However, we aim at choosing the suitable parameter to minimize the errors of trajectory estimation not the predictive error of measurements. The performance of the trajectory estimation obtained by SURE and GCV approaches should be examined. Given the true trajectory (x(t), y(t), z(t), .
x(t),
y(t),
. z(t)) and the estimated trajectory (x(t),ŷ(t),ẑ(t),ˆ. x(t),ˆ. y(t),ˆ. z(t)) at time t, the errors of position and velocity estimates are defined as
The mean errors of position and velocity estimates for the entire sampling moments t 1 , Figure 3 shows the mean errors of position estimates versus λ in the logarithmic scale. The minimizer is λ pos = 31.6718. It is close to the minimizers of SURE and GCV. Figure 4 shows the errors of position estimates versus time when λ is set to λ U , λ pos , and 0. Λ = 0 means that all the potential systematic errors are estimated without sparse regularization. It can be seen that the errors of position estimates for λ = λ U and λ = λ pos are very close, and much smaller than that of λ = 0. λ U and λ V are so close that the error curves corresponding to λ U and λ V are coincident. Thus, we did not plot the curve for λ = λ V in Figure 4 The above results suggest that both SURE and GCV methods can provide good parameter choices for minimizing the errors of trajectory estimation, and that our method can improve the precision of trajectory estimation over the traditional RPM method without regularization.
The ratio of estimation error to true value for each item of the systematic errors is defined by  | |/| | δ δ δ , where δ and δ are the true value and the estimate for systematic error. Figure 7 shows the ratios of all the systematic errors when λ is set to λU. The maximum ratio is 4.78%, suggesting that our method can achieve the accurate estimates of systematic errors. 
Conclusions
The key contribution of this paper is a sparse regularization based sensor alignment method involving the selection of a regularization parameter for ballistic trajectory estimation. The sparse regularization model, which combines the traditional model of trajectory estimation with the sparse constraint of the systematic errors, is established. By using the Newton algorithm, the regularization model is solved to obtain the estimates of the trajectory and the systematic errors simultaneously. The SURE and GCV are constructed to select the suitable regularization parameter for optimizing the estimation performance. The computation method for SURE and GCV are also studied. The major improvement for SURE and GCV is that they can manage the nonlinearity of the measurement model. Simulation results show that both SURE and GCV methods can provide the The above results suggest that both SURE and GCV methods can provide good parameter choices for minimizing the errors of trajectory estimation, and that our method can improve the precision of trajectory estimation over the traditional RPM method without regularization.
The ratio of estimation error to true value for each item of the systematic errors is defined by |δ − δ|/|δ|, whereδ and δ are the true value and the estimate for systematic error. Figure 7 shows the ratios of all the systematic errors when λ is set to λ U . The maximum ratio is 4.78%, suggesting that our method can achieve the accurate estimates of systematic errors. The above results suggest that both SURE and GCV methods can provide good parameter choices for minimizing the errors of trajectory estimation, and that our method can improve the precision of trajectory estimation over the traditional RPM method without regularization.
The key contribution of this paper is a sparse regularization based sensor alignment method involving the selection of a regularization parameter for ballistic trajectory estimation. The sparse regularization model, which combines the traditional model of trajectory estimation with the sparse constraint of the systematic errors, is established. By using the Newton algorithm, the regularization model is solved to obtain the estimates of the trajectory and the systematic errors simultaneously. The SURE and GCV are constructed to select the suitable regularization parameter for optimizing the estimation performance. The computation method for SURE and GCV are also studied. The major improvement for SURE and GCV is that they can manage the nonlinearity of the measurement model. Simulation results show that both SURE and GCV methods can provide the regularization parameter nearly minimizing the error of the trajectory estimates, and that our method outperforms the traditional non-regularization method in terms of the estimation accuracy. The accurate estimates of systematic errors are achieved. 
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