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Utilization of amorphous metallic alloy has received much attention for use in 
numerous microelectronic and electrochemical devices since they provide unique 
electrical, thermal conductivity, and magnetic properties. To develop these functional 
properties, it is essential to understand the amorphous structure and the property 
relationships. First principles calculations provide insight into the structure, 
thermodynamic stability, electronic and magnetic properties of amorphous alloys. 
For Ru- and Co-based alloys, the thermodynamic stability was examined by 
calculating the mixing energy along with those of crystalline counterparts. The 
amorphous RuP, CoP, RuB, and CoB alloys, become energetically more favorable than 
their crystalline counterparts at moderate P(B) content.  The atomistic structures have 
well-defined local structures depending on the atomic size ratio and electronic 
interactions between constituent elements.  Their local ordering is attributed to strong p-d 
hybridization, which contributes to stabilizing the Ru(Co)-P(B) alloys.  Surface 
segregation of P(B) and interfacial adhesion with copper were also studied.  
 viii 
Li-X (X: Si, Ge, and Sn) were examined when 1 or 2 Li atoms are inserted into 
the interstitial sites.  Li insertion in the tetrahedral site, which is the most preferable site 
in the diamond matrix, causes outward displacement and charge localization around the 
X neighbors, thereby weakening of the covalent bonds leading to destabilization of the 
host matrix.  We present the energetics, structure, electronic and mechanical properties of 
crystalline and amorphous Li-X (X: Si, Ge, Sn, and Si+Sn) alloys. Our calculations show 
that the incorporation of Li leads to disintegration of the tetrahedrally-bonded X 
network 
 
into small clusters of various shapes.  Electronic structure analysis highlights 
that the charge transfer leads to weakening or breaking of X bonds with the growing 
splitting between s and p states, and consequently the Li-X alloys softens with increasing 
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Chapter 1:  
Introduction 
 
1.1 Amorphous Alloy  
An amorphous solid has a disordered atomic-scale structure. Generally, 
amorphous solids can be obtained during very rapid cooling from the liquid. However, 
there are several methods besides extremely rapid cooling (on the order of  106 K/s), 
including physical vapor deposition [1], solid-state reaction [2], ion irradiation [3], melt 
spinning [4], mechanical alloying [5], and electrochemically driven solid state  
amorphization [6].  The alloys contain atoms of significantly different sizes, leading to 
low free volume in the liquid state. It is possible to achieve formation of an amorphous 
structure even during slower cooling.  In this case the alloy has to be made of three or 
more components, leading to complex crystal units with higher potential energy and a 
lower chance of formation. The first reported amorphous alloy was Au75Su25 produced by 
Klement et al. in 1960 [7]. Subsequent research has yielded multicomponent alloys based 
on lanthanum [8], magnesium [9], zirconium [10], palladium [11], iron [12], copper, and 
titanium, with critical cooling rates between 1 K/s to 100 K/s, comparable to oxide 
glasses. The best glass-forming alloys are based on zirconium and palladium, but alloys 
based on iron, titanium, copper, magnesium, and other metals are also known [13].  
The disordered amorphous structure gives them unique properties, the most 
distinctive of which is the glass transition. A crystal will melt at a specific temperature 
when heated. A glass will not melt: instead, it gradually softens, changing from solid to 
liquid over a range of temperatures. This can be very useful for processing glasses into 
complex shapes. The material structure also results in low shrinkage during cooling and 
resistance to plastic deformation. The absence of grain boundaries leads to better 
resistance to wear and corrosion. Considerable interest in amorphous alloys also exists in 
many applications including: lightweight cars, aircraft turbine blades in corrosive 
environments, magnetic devices, and microelectronic devices. 
 
 2 
1.2 The Formability of Amorphous Alloy 
One important question about amorphous alloys is with what compositions do 
bulk alloys form. It has been known that heat of formation and atomic size difference are 
the key parameters for the formation of amorphous alloys [14]. 
The stability of an alloy material can be obtained by the optimization of the Gibbs 
free energy, G(x,T), which allow for the calculation of the alloy’s equilibrium properties 
for any concentration, x, and temperature, T.  The determination of G(x,T), however, is 
not an easy task: we have to deal with a many-body problem and therefore, 
approximations have to be made, which must be tested carefully with respect to their 
validity. 
Generally, empirical and theoretical investigations are used to approach the phase 
stability, alloy formation, and geometric structure. The empirical model for predicting 
solid solution formation is the set of Hume-Rothery rules [15]. Hume-Rothery studied 
solid solutions of binary systems in the early 1930’s and he proposed three factors 
controlling the extent of solid solubility, namely atomic size, electronegativity and the 
number of valence electrons of the two elements. Another semi-empirical approach to 
alloy formation is Miedema’s atomic cell model [16]. He proposed an approach to 
calculating enthalpies in various binary systems for both the liquid and solid state. In the 
late 1980’s, this approach was first used to predict the composition range in binary 
transition-metal amorphous alloys. In the 2000’s, Inoue et al [17] suggested that the 
atomic radius of the components has to be significantly different (over 12%), to achieve 
high packing density and low free volume and the combination of components should 
have a negative heat of mixing, thereby inhibiting crystal nucleation. Schwarz and 
Johnson [18] first reported the amorphization by interdiffusion between crystalline 
metallic layers in the La-Au system and claimed that a large negative mixing energy and 
a large size difference between the constituent metals are necessary for solid-state 
amorphization (SSA).  
Theoretical investigations based on quantum mechanics are very useful in 
understanding material properties. Specifically, DFT (density function theory) 
 3 
calculations, which are called ‘first principles calculations’ in the sense that no empirical 
parameters are necessary for a given crystalline lattice, are the most accurate and efficient 
techniques for describing atomic energies and configurations. One application of these is 
to supplement phase diagram information, by energetics of the both stable and metastable 
phases [19, 20]. This is particularly useful for ternary systems where experimental 
information is limited. This has also been used to study local structures and dynamics in 
liquid metals and alloys [21, 22].  
In order to solve problems connected to alloy formation, phase stability and 
geometric structure, we will employ i) the formation energy (or mixing energy) for 
evaluating the formability of an amorphous alloy, ii) Voronoi tessellation method and 
pair distribution function  for analyzing the short and medium range ordering in an 
amorphous structure, and iii) the empirical model, for instance, the Egami’s model [23], 
which correlates the minimum concentration required to make a disordered structure with 
atomic volume ratio in a binary system.  
In addition, dynamic properties are also predicted by an ab initio MD simulation, 
and where possible, experimental results are also presented for comparison to verify my 
results. 
Quantum-mechanical approaches based on density functional theory (DFT) not 
only allow us to establish a realistic description of an amorphous structure, but also to 
develop a detailed understanding of the origin of short and medium range order often 
seen in amorphous alloy structures.  
In this research, DFT calculations are utilized to understand the formability of an 
amorphous alloy, phase stability, and structural properties for amorphous alloys in the 
fields of metal barriers [24-29] and the anode in the lithium ion battery (LIB) [6] along 






1.3 Applications of amorphous alloys  
1.3.1 Meal barrier or seed layer in microelectronic devices 
The amorphous Ru- and Co-based alloys can be used as a metal barrier or seed 
layer in microelectronic devices.  Ruthenium has been considered for a number of 
microelectronic applications including serving as a Cu diffusion barrier and Cu seed layer 
due to its low resistivity (~7 μΩ cm), chemical stability, and low solubility with Cu [24]. 
However, thin Ru films are polycrystalline and are structured with columns, which 
impose limitations on their use as a copper diffusion barrier. Fast copper diffusion occurs 
more frequently through grain boundaries than in the bulk [25]. To improve barrier 
properties, controlling the microstructure of the Ru film is essential: changing it from 
polycrystalline or columnar to amorphous by employing chemical alloying elements such 
as P and B in the CVD process [25, 26]. Phosphorus plays an important role in creating 
an amorphous RuP film. It was observed that films containing ~17% of P remain 
amorphous upon annealing to 635 K. It has also been shown that 5 nm thick amorphous 
RuP films function as Cu diffusion barriers [26].  First principles calculations can provide 
many valuable insights into the bulk structural and electronic properties of RuP alloys as 
well as interfacial interactions between the RuP alloy and the substrate (SiO2), and the 
RuP alloy and copper.  
In addition, as another barrier material, cobalt-based alloy are considered as an 
excellent Cu diffusion barrier due to its insolubility with Cu and low resistivity (~6 μΩ 
cm ). Although cobalt or cobalt alloys such as Co-Mo and Co-P are capable to use as a 
copper diffusion barrier [26-28], structural and electronic properties of the Co alloys have 
not been investigated.  
The overall objective of this work is to develop a quantitatively understanding of 
the microstructure of metal alloys: that is, how the metal alloys are stabilized in the alloy 
system, and how the local structures affect the alloy formability.  
In addition to the bulk alloys properties, the interface chemistry will be presented 
and show how the interface chemistry affects adhesion between Ru(P)-Cu and Ru(P)- a-
SiO2.  
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1.3.2 Li-X (X: Si, Ge, Sn) anode materials in Lithium ion battery. 
The second research focus is on the semiconductor based anode material in the 
lithium ion battery (LIB). This is because the formation of amorphous materials by an 
electrochemically-driven solid-state amorphization (SSA) reaction can be observed at the 
anode side [6].  
Silicon-based materials have recently emerged as a promising candidate for 
anodes in lithium-ion batteries because they exhibit a higher energy-storage capacity than 
the conventional graphite anode.  Silicon (Si) has a theoretical lithium (Li) capacity of 
Li4.4Si ≈ 4200 mAh/g, which is more than ten times greater than that of graphite (372 
mAh/g) [29-31]. Moreover, Si is safer, less expensive, and far more abundant than 
graphite.  However, the practical use of Si as an anode material is hampered by its low 
intrinsic electrical conductivity and poor cycling performance [32-35] In particular, the 
volume changes up to 400% during lithiation and delithiation can cause severe cracking 
and pulverization of the Si electrode, and consequent capacity fading arising from the 
loss of electrical contacts.  Considerable efforts have been made to overcome these 
problems, for instance, through structural modifications, such as amorphous phases [36, 
37], nanoparticles [38, 39], nanowires [40] and alloying with active/inactive elements, 
such as silicon-tin [41] and silicon-metal [42-46] composites.  In addition, first principles 
calculations have recently been applied to investigate fundamental aspects of the 
structural changes and lithiation behavior of Si-based materials, yet many still remain 
unclear. 
Recent studies [47-52] have provided evidence for the formation of various stable 
lithium silicide crystalline phases, such as, Li12Si7, Li7Si3, Li13Si4, Li15Si4 and Li22Si5 
during high-temperature lithiation.  However, room-temperature Si lithiation frequently 
leads to amorphous lithium silicides (a-Li-Si) [6]. It is therefore necessary to better 
understand the nature of amorphous Li-Si alloys, with comparisons to their crystalline 
counterparts.  Very recently some theoretical efforts have been undertaken to understand 
the structure and properties of amorphous lithium silicides [53, 54].  Nonetheless, our 
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understanding regarding the nature and properties of Li-Si alloys as well as Ge-Li, Sn-Li, 
and Si-Sn-Li alloys is still limited.  
The objective of this work is to develop a quantitatively understanding of the 
microstructure of Li-Si (Ge, Sn) alloys: that is, how the Li atoms behave in the diamond 
host matrix and how the local structures affect the electrochemical performance. The 
fundamental findings assist in understanding the nature of Li-Si (Ge, Sn) alloys further, 
and the present work can also provide a framework for the study of various lithiated 
alloys. 
 
1.4 Objective and Outline 
This work develops a fundamental understanding of amorphous alloys using first 
principles density functional theory calculations. In investing the amorphous alloy 
properties, first principles calculations have proven to be quite successful. 
Ruthenium (Ru) has been considered as an effective metal barrier and seed layer 
in the copper (Cu)-based interconnect, and silicon-based materials have recently emerged 
as a promising candidate for anodes in lithium-ion batteries (LIB). The objectives of this 
research are: i) to present a detailed atomic-level understanding of how Ru- and Co- 
based amorphous alloys are stabilized depending on the atomic size ratio between two 
constituents and different chemistry of the alloying component (here phosphorus 
(P)/boron (B) in Ru (and Co); and, ii) to elucidate the structural and electronic properties 
of Si(Ge, Sn)-based Li alloys depending on the Li content. 
In the first part of this dissertation, the influence of P or B, which differ in atomic 
size and chemistry, on the amorphous phase stability is investigated. Different atomic 
size ratio and chemistry lead to different types of short-range order as well as the nature 
of the medium-range order. To gain an understanding of the nature, forming ability and 
properties of amorphous Ru-P and Ru-B alloys, research focused on geometric and 
electronic structure analysis. The amorphous Ru-based alloy structure is thought to be 
mediated by substituting P and B alloying components with different atomic size. The 
total energy difference between a pseudo-crystalline and an amorphous alloy is used to 
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explore a series of open questions as to how amount of P or B are required to create an 
amorphous structure.  The mixing enthalpy is regarded as an indicator of alloy stability; 
hence, the stability and forming ability of an amorphous alloy can be evaluated by the 
mixing enthalpies of both crystalline compounds and amorphous alloys at a selected 
composition of P or B atoms. The Voronoi tessellation method [55, 56] and pair 
distribution functions (PDF) are used to elucidate the short-to medium range details and 
local nearest-neighbor coordination. Density of state (DOS) is also used to understand the 
electronic properties of different amorphous alloys with P or B. 
Furthermore, the surface and interface property prediction of amorphous alloys 
will be covered as well.  The surface segregation behavior at the a-Ru-P and a-Ru-B 
surfaces is investigated using ab initio molecular dynamics simulations within density 
functional theory. In this research, atomistic details of the segregation by elements (P and 
B) are explored. 
The interfacial interaction between RuP and Cu, by calculating the adhesion 
energy (the ideal work of separation) is also studied. Chemically different elements (P or 
B) influence the adhesive interaction at the interface between alloy and Cu layer. This is 
addressed by investigating the adhesion energy between interfacial layers and electronic 
properties around the interface. 
In the second part of this dissertation, the influence of Li content on the 
amorphous phase’s stability is investigated in terms of thermodynamic and kinetic points 
of view. The silicon matrix is easily destroyed by Li insertion. Over a limited 
composition and film thickness Si can remain amorphous during lithiation/delithiation. 
While experiments have made much progress in understanding the behavior of Li in 
Si(Ge, Sn), a detailed understanding of how Li interacts with Si(Ge, Sn) is lacking. This 
work, therefore, provides detailed understanding of the phenomena. In addition, 
compared with binary alloys; which are prone to form intermetallic compounds, a ternary 
system reduces this chance, and in turn stabilizes an amorphous structure. This is also 
addressed by investigating the atomic-level structure and properties for ternary systems 
including Si and Sn in the Si-Sn-Li alloy system. 
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This dissertation is organized as follows: 
In chapter 2, I present the basis for density functional theory (DFT) and various 
techniques we used within DFT for extracting the fundamental data we need.  
In chapter 3, I present the structure and electronic properties for the bulk Ru-P, Ru-B 
alloys.  
In chapter 4, the surface segregation of P and B on the Ru-P and Ru-B alloy surfaces, 
respectively, is presented. 
In chapter 5, the interface interaction between RuP-Cu will be presented. 
In chapter 6, the interface interaction between Ru-a-SiO2 will be presented. 
In chapter 7, I present the structural and electronic properties for the CoP and CoB bulk 
alloys with the same scheme as Ru-P (Ru-B) alloys.  
In chapter 8, the nature of 1 or 2 Li in Si is explored. 
In chapter 9, the structure and properties of Li-Si alloys is presented. 
In chapter 10, I present the structure and properties of Li-Si, Li-Ge, and Li-Sn alloys. 
In chapter 11, I present the structure and properties for ternary a-Li-Si-Sn alloys. 
In chapter 12, I summarize the contributions of this thesis on furthering an understanding 














Chapter 2:  
Theoretical Background 
 
2.1 Introduction to Density Functional Theory  
For the past 40 years density functional theory (DFT) has been widely used for 
energy, structures, and properties of many solid-state and molecular systems. The 
theoretical focus of DFT is the electron density, ρ, rather than the wavefunction, ψ; the 
Hohenberg-Kohn [57] theorem states that the ground-state properties of a substance are 
uniquely determined by the electron density and the ground-state energy is a functional of 
the electron density. The ground-state energy of an n-electron molecule is represented as  
][)( ,;,; ρρ XCeePNePK EEEEE +++=      (2-1)  
where EK is the total electron kinetic energy, Ep;e,N the electron-nucleus potential energy, 
Ep;e,e the electron-electron potential energy, and EXC[ρ] the exchange-correlation energy, 
which takes into account all the effects due to spin. The orbital used to construct the 
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where first term in the Hamiltonian operator is the kinetic energy, the second term is the 
electron-nucleus attraction, the third term is the electron-electron repulsion, and the 







V =      (2-4) 
Thus Kohn-Sham equations are solved iteratively and self-consistently: first, 
guessing the electron density; second, calculating the exchange-correlation potential by 
assuming an approximate form of the dependence of the exchange-correlation energy on 
the electron density, and next, solving the Kohn-Sham equations to obtain an initial set of 
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orbitals. This set of orbitals is used to obtain a better approximation to the electron 
density in Equation (2-2) and the process is repeated until the density and the exchange-
correlation energy are constant to within some tolerance. 
There are general forms to obtain the EXC[ρ]: first, the local density 
approximation (LDA), which is given by    
∫= drrrE XCXC )]([)(][ ρερρ      (2-5) 
where εXC[ρ(r)] is the exchange-correlation energy per electron for a uniform electron gas 
of density of ρ: the electron energy at each point in the system is the same as that of a 
uniform gas of the same density [59]  





















V      (2-6) 
It is common to split εXC into exchange and correlation potentials,  
)()( ρερεε cxXC +=      (2-7) 






ρε −=      (2-8) 
The value of εC(ρ) has been determined by Quantum Monte Carlo calculations 
[60].  
Second, the generalized gradient approximation (GGA) suggested by Purdue and 
Yue [61, 62], which is given by  
∫ ∇= drrrrE XCXC )](),([)(][ ρρερρ     (2-9) 
This leads to an energy functional that depends on both the density and its 
gradient. The Kohn-Sham equations have the same structure as the Hartree-Fock 
equations with the non-local exchange potential replaced by the local exchange-
correlation potential VXC. 
In comparison with LDA, GGA method tends to improve the total energies, 
structural difference, and energy barriers [63]. 
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2.2  Pseudopotential and the projector augmented-wave method 
Density functional theory calculation employs a plane-wave basis set and the 
pseudopotential (PP) approximation. Physical properties of solids are strongly correlated 
with the valence electrons to a greater degree than that of the tightly bound core electrons. 
The most common pseudopotentials used in DFT are the ultrasoft pseudopotential (US-
PP) introduced by Vanderbilt [64].  Vanderbilt’s pseudopotential approximation is now 
adapted quite widely and especially for the 3d transition-metals saving in computation 
time, and improvements in the accuracy can be significant. But the success of the method 
is partly hampered by the rather difficult construction of the pseudopotentials, i.e., too 
many parameters (several cutoff radii) must be chosen and therefore tests are required in 
order to obtain an accurate and highly transferable PP.   To overcome these disadvantages, 
Blöchl has further developed the US-PP concept by combining ideas from 
pseudopotential and linearized augmented-plane-wave methods (LAPW) into the 
projector augmented-wave (PAW) method [65].  
Blöchl introduced a linear transformation from the pseudo soft (PS) to the all 
electron (AE) wave function and derived the PAW total energy functional in a consistent 
manner applying this transformation to the PS functional. The construction of PAW 
datasets is easier because the pseudization of the augmentation charges is avoided, i.e., 
the PAW method works directly with the full AE wave functions and AE potentials. 
Therefore the PAW method has two main advantages: a) it is possible to obtain the true 
“all electron” wavefunction, b) the convergence is comparable to an ultrapseudopotential 
one.  
For reference, the all electron eigenvalues of an atom is determined using the 






     (2-10) 
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where AElΨ  is the wavefunction for the all-electron system with angular component l. 
The resulting valence eigenvalues are substituted back into the Schrödinger equation, but 
with a parameterized pseudowavefunction of the form: 
∑ ==Ψ linpsi ji α1      (2-11) 
where lj  are spherical Bessel functions. 
In my work, first principles calculations are performed based on (spin polarized, if 
necessary) DFT within the generalized gradient approximation (GGA), as implemented 
in VASP (Vienna Ab initio Simulation Package, ver. 4.62) [21, 66, 67]. Vanderbilt type 
US-PPs or PAW method is used in different system  
2.3  Ab initio molecular dynamic simulation  
A major breakthrough for the realistic sumulation of materials using electronic 
structure calculations was achieved by Car and Parrinello [68] A possible strategy for 
combining electronic structure with molecular dynamics is the following: for a given set 
of initial nuclear positions NRR ...,,1 , minimize the energy functional to obtain the ground 
state density )(0 rn  and corresponding orbitals )(),...,(
)0()0(
1 rr nψψ . Given these quantities, 







−=      (2-12) 
The forces are then fed into a numerical integration procedure together with a set 
of initial velocities for the nuclei, and a step of molecular dynamics (MD) is carried out, 
yielding a new set of positions and velocities. At the new nuclear positions, the energy 
functional is minimized again and a new set of forces is obtained and used to perform 
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another step of MD propagation. This procedure is repeated until an entire trajectory has 
been generated.  
This dynamical procedure is constructed in such a way that if the orbitals are 
initially chosen corresponding to the ground state density at the initial nuclear 
configuration, they will remain approximately in the ground state as the nuclear 
configuration evolves in time. In the original formulation of the Car-Parrinello scheme, 




gi ecr)(ψ      (2-13) 
where igc are the expansion coefficients. (This form of the plane wave expansion is 
actually a special case of a more general plane-wave expansion, in which the orbitals are 
assumed to be Blöchl functions, )(, rkiψ . Here, the choice )0,0,0(=k , the so called 
gamma point has been made.) The fictitious adiabatic dynamics is then formulated for the 
coefficients by introducing a set of velocities ig
i
cg cv
−= and an associated mass parameter 
u  (having units of energy × (time)2).  
Further development of ab initio total energy algorithms allowed efficient 
simulations using ab initio molecular dynamics on the Born-Oppenheimer surface. Here, 
for each time step first the electronic ground state is determined and atomic forces are 
calculated, then the Newtonian equations of motion are solved [69].  
In my research, the Nose-Hoover thermostat (NVT) for constant temperature and 
velocity rescaling method in the molecular dynamics simulations are performed to 
investigate the atomic rearrangement and kinetic properties. For all ab initio molecular 
dynamic (AIMD) calculations, the NVT ensemble is used.  
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2.4 Nudged elastic band method 
To find the transition (saddle point) pathway, the nudged elastic band method 
(NEBM) [70-72] is widely used. In order to implement NEBM we first determined the 
final and initial state of the system and determined the eight configurations between the 
final and initial states. Once all configurations are determined, the path is then optimized 
by moving the atom within the respective image so as to minimize the forces. However, 
each image is under the constraint that the images are only allowed to move orthogonal to 
the moving pathway. The images are kept on a smooth continuous pathway by adding a 
spring force, which attracts neighboring images to each other, and the minimum energy 
pathway is determined. A recent improved NEBM called climbing NEBM results in 
improved convergence to the true saddle point by allowing the highest energy images to 
be exposed to the total true force. For the analysis of the Li mobility in the Li-Si alloy 
system the climbing NEBM method is used. 
2.5 Output from the calculations 
2.5.1 Lattice parameter, bulk modulus, and the cohesive energy 
The lattice constant is usually determined by calculating the total energy of the 
bulk system at several values of the lattice constant and performing a fit to the resulting 
points by using the Murnaghan equation [73], which yields a bulk modulus. In our 
calculations, uniform tensile and compressive stresses were normally imposed on the 
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where E and Eo refer to the total energies of a given system at volume V and Vo 
(equilibrium), respectively, B is the bulk modulus, and B' is the pressure derivative of the 
bulk modulus.   
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2.5.2 Formation energy (mixing energy) 
The formation energy (or the enthalpy of mixing) is regarded as an indicator of an 
alloy stability; hence, the stability of an amorphous alloy can be described by calculating 







=∆      (2-15) 
where E(AmBn)  is the total energy per atom of the alloy examined, x is the number 
fraction of B  in the alloy, and EA and EB are the total energies per atom of pure A and B 
atoms, respectively. It is defined as the energy gain or loss per atom with respect to the 
bulk constituents at their equilibrium lattice constants. A sign of positive ΔEf stands for 
phase separation, while a negative sign of ΔEf means ordering or mixing. The formation 
energy concept also holds for random alloy structure.  Then, ΔEmix is called the mixing 
enthalpy per atom and is given by  
])1()([1 1 BAxxmix xEExBAEN
E −−−=∆ −      (2-16) 
with N being the total number of atoms in the disordered alloy.  
2.5.3 Density of States 
The density of states (DOS) describes how many electronic states are located 
inside an infinitesimally small region dE around a given energy E.  The local density of 
states (LDOS) also can provide useful information for determining the properties of the 
bonding mechanism between the host and guest atoms or solute and solvent atoms in the 
alloy system. From the analysis of the LDOS decomposed at each atom and the angular 
momentum channels l,m are presented. 
2.5.4 Charge density 
DFT calculations provide the ground state charge density in a system, where 
charge distribution describes if the electrons are evenly distributed as in a metal system, 
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or highly concentrated around anionic species as in ionic system. Even more interesting is 
the charge density difference between charge densities of two species. The charge density 
difference (∆ρ) is calculated by subtracting the charge densities of  A atoms and the B 
atoms from the total charge density of the A-B atoms with no atomic displacement for the 
binary system, i.e., ∆ρ = ρ(A/B) – ρ(A) – ρ(B).  This charge density difference can be 
used to understand the bonding mechanism and charge transfer. 
2.5.5 Mean square displacement 
Mean square displacement (MSD) of atoms can be computed by its definition 
>−=< 2|)0()(| RtRMSD      (2-17) 
where <...> denotes the average over all the atoms, and R(t) is the atomic position at time 
t.  The MSD contains information on the atomic diffusivity. If the system is solid, MDS 
saturates to a finite value, while if the system is liquid, MSD grows linearly proportional 



















First principles investigations of bulk properties of amorphous 
Ru-P (ruthenium-phosphorus) and Ru-B (ruthenium-boron) alloys. 
 
3.1 Introduction 
Metallic glasses have been studied extensively because of their scientific interest 
and technological importance. Unlike a well defined crystalline structure, the atomic 
short and medium range order in amorphous alloys remains unclear. For instance, a 
metal-metalloid glass, in which the chemical short-range order is strong, is not well 
defined by Bernal’s dense random packing of hard spheres [74]. The forming ability of 
amorphous alloy is strongly related to the short and medium range ordering, which is 
governed by the atomic size ratio and different chemistry. The details of how the atoms 
are packed in amorphous alloys and how the short and medium range ordering are related 
to the forming ability of amorphous alloys are far less understood.  
Ruthenium has been considered as an effective metal barrier and seed layer in Cu-
based interconnects [24]. To improve barrier properties, controlling the microstructure of 
the Ru film is essential: changing it from polycrystalline or columnar to amorphous by 
employing a chemical alloying element, phosphorus (P), in the CVD process [25, 26]. 
Phosphorus plays an important role in creating an amorphous RuP film. Films containing 
~17% of P are observed to remain amorphous upon annealing to 635 K. It has also been 
shown that 5 nm thick amorphous RuP films function as Cu diffusion barriers [26]. Ab 
initio molecular dynamics calculations [25] showed that Ru-P alloy with 20% P can 
result in an amorphous structure exhibiting the topological and strong short-range order. 
To investigate the structure and stability of the amorphous Ru-P alloy, we first develop 
the amorphous Ru-P alloy models with varying P content. Then, we analyze the short 
range order as well as medium range order and calculate the energetic and chemical 
bonding properties.  
Generally, the atomic size ratio and negative formation energy are considered to 
be the main parameters to promote the properties of amorphous alloys. To gain 
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quantitative understanding  on the effects of the atomic size ratio (λ) and different 
chemistry on the forming ability of amorphous alloys we employed boron (B), which is 
different in atomic size and chemistry with P, in creating amorphous Ru alloy as an 
alternative to a-Ru-P alloys. In a different environment, we will elucidate how the short 
and medium range order affect the forming ability and alloy properties. 
In this chapter, we use well established methods based on first principles density-
functional theory calculation to predict the 3D amorphous alloy structures and bonding 
properties of Ru-P and Ru-B alloys. In particular, we examine different types of short 
range order as well as the nature of the medium range order found in Ru80P20 and Ru87B13 
alloys.  
Analyzing the details of the structure changes in the different alloy system, we 
find that icosahedra dominate the medium range ordering in both systems, while the short 
range ordering is primarily governed by the atomic size ratio. Overall comparison of our 
results with previous experimental modeling [75] and available theoretical studies [76] 
shows reasonable agreement for our models. Our findings provide realistic 
characterization of glassy structures but also a detail understanding of the origin of short 
and medium-range ordering of amorphous alloys.  
 
3.2 Method 
All atomic structures and properties reported herein were calculated using the 
plane-wave-basis pseudopotential method with the generalized gradient approximation 
(GGA) [63] to density functional theory (DFT) [57] using the well established Vienna ab 
initio Simulation Package (VASP) [21]. A plane-wave basis set for valence electron 
states and Vanderbilt ultrasoft pseudopotentials for core-electron interactions were 
employed. A plane-wave cutoff energy of 300 eV is used and the Brillouin zone 
integration was performed using one k-point (at Gamma) for the molecular dynamical 
simulation and 2×2×2 k-points for the geometric optimization step. For the construction 
of model alloys, Ru-P and Ru-B structures used in our analysis, we begin by randomizing 
72-Ru atoms in a periodic supercell and then replace a given fraction of Ru with P or B. 
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Next, the alloy was melted at high temperature (3500 K) for 3 picoseconds (ps) with a 
time step of 1 femtosecond (fs), using ab initio molecular dynamic simulation (AIMD) 
within a Born-Oppenheimer frame work, and then quenched to 500 K at a rate of 1.5 K/fs, 
followed by static structural optimization. Here the temperature was controlled using 
velocity rescaling. The structures of crystalline Ru-P and Ru-B, as well as ruthenium, 
phosphorus and boron, are summarized in Table 3.1.   
For further structural and electronic property analysis, the Ru80P20 and Ru87B13 
alloy structures were modeled using 144-atoms (consisting of 115 Ru and 29 P atoms in 
Ru80P20, 125Ru and 19 B in Ru87B13) in a periodic supercell volume of 2 nm3 at 0 K. 
While no simulation study has been reported for the Ru-P and Ru-B system, our Ni80P20 
structure obtained using the same procedure shows excellent agreement with that from 
previous extensive ab initio MD simulations [76]. This confirms the soundness of our 
approach.   
 
Table 3.1. Equilibrium lattice parameters for crystalline Ru-P and Ru-B alloys obtained 











a: Ref.[77], b: Ref. [78], c: Ref. [79]. 
 
3.3 Results and Discussion 
3.3.1 Stability of amorphous RuP and RuB alloys 
Phase Space group Lattice constants  (Å) Volume ( Å3) K-Points #Ru #P(B) Ref.
Ru P6-3/mmc(194) a=2.732, c=4.290, γ=120 27.65 96 2
P P2/c (13) a=9.274,b=9.260, c=24.159, β=105.74 2009.85 4 84
B R-3m(166) a=10.738,b=11.385,c=26.249 1062.56 4 141
Ru2P Pnma(62) a=5.595(5.902),b=3.968(3.859),c=7.181(6.896) 159.43 64 8 4 a
RuP Pnma(62) a=5.553(5.52),b=3.197(3.168),c=6.197(6.12) 110.01 216 4 4 b
RuP2 Pmmn(59) a=5.140(5.117),b=4.526(5.893),c=3.923(2.871) 91.26 216 2 4 c
Ru23B6 Fm-3m(225) a=11.319 362.68 216 23 6
Ru3B I-4(82) a=9.17, c=4.59 195.19 105 12 4
Ru7B3 Cmc2-1(36) a=7.519,c=4.749, γ=120 233.65 216 14 6
Ru11B8 Pbam(55) a=11.673,b=11.940,c=2.886 399.45 27 22 16
RuB Amm2(38) a=2.877,c=2.867, γ=120 81.10 216 1 1
Ru2B3 Cmcm(63) a=2.924,c=12.833, γ=120 95.70 216 4 6
RuB2 Pmmn(59) a=4.675,b=2.879,c=4.051 81.10 216 2 4 c
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To examine the relative stability of amorphous versus ordered RuP and RuB 
alloys, we first calculated the total energy with varying composition ratios of P and B 
atoms particularly in the P(B) low content region (below 30 at. % of P and 20 at. % of B), 
where the transition from a more stable crystalline to amorphous phase was found. The 
result is summarized in Fig. 3.1, which demonstrates that the RuP (RuB) amorphous 
phase becomes energetically more favorable than its ordered counterpart when the P (B) 
content is above 20 (10) at. %.  Here, the ordered alloys were calculated by replacing Ru 
with P or B, starting with the hexagonal close packed structure of pure Ru (with a lattice 
constant of 2.73 Å). Both ordered and amorphous alloys were modeled using a 72-atom 
supercell, and the atomic positions and the supercell volume were optimized to minimize 

















Figure 3.1. Variation in the mixing enthalpy for amorphous and crystalline Ru-P and Ru-
B alloys as a function of P(B) content (at. %).  The values for amorphous alloys are 
averaged based on 3 different 64-atom supercells. 
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Fig. 3.2 shows the predicted volume change exhibiting a distinctive nonlinear 
trend for the Ru-P alloy but a linear decrease for Ru-B alloy. The Ru-P alloy volume 
becomes a minimum at 20%, yielding the highest packing density, while the Ru-B alloy 
volume decrease, leads to increased packing density as B content increases. This is 
largely due to the large atomic size difference between Ru and B atoms. As expected, the 
crystalline phase is slightly denser than the amorphous alloy of corresponding 
composition.  The smaller atomic size of B than P atom decreases the composition limit 












Figure 3.2. Variation in volume for a-RuP and a-RuB as a function of P(B) content. 
 
For the sake of comparison, we also evaluated the crystalline-to-amorphous 
transition using the following universal correlation between glass formability and atomic 
volume ratio in a binary alloy [23]:  
Cmin= 0.1/|γ3-1|     (3-1) 
where Cmin is the minimum concentration of solute element needed to produce the 
amorphous phase and γ (=Rb/Ra) is the radius ratio of the solute (Rb) to the solvent (Ra).  
The elastic model has been widely adopted in predicting the structural instability of a 
crystalline binary alloy (as a function of solute concentration) due to the size difference 
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between solvent and solute atoms.  Taking 1.338 Å [80], 1.06 Å [81], and 0.82 Å [82] for 
Ru, P, and B atomic radii, the required minimum concentrations for P (in an amorphous 
Ru-P alloy) and B (in an amorphous Ru-B alloy) are estimated to be 19.5 at. % and 11.5 
at. %, respectively, which is in good agreement with our DFT calculation results.  These 
results unambiguously demonstrate that the amorphization of binary alloys is mainly 
driven by the elastic strain contribution arising from the atomic size difference between 
Ru and P (B) atoms.  
Fig. 3.3 shows a variation in the mixing enthalpy for amorphous and crystalline 
Ru-P(B) alloys as a function of the Ru:P(B) composition ratio, with respect to crystalline 
Ru (c-Ru) and crystalline P(B)(c-P(c-B)).  The mixing enthalpy per atom (ΔEmix) is given 
by:   
∆Emix = E(alloy) – (1 – x)ERu –xEP(B) 
where E(alloy) is the total energy per atom of the Ru-P alloy examined, x is the number 
fraction of P(B), and ERu and EP(B) are the total energies per atom of crystalline hcp Ru 
and P(B) (c-Ru, c-P or c-B), respectively.    
The results indicate that the Ru-P alloy forms the most favorable structure when 
the P content is around 40-60 at. %, with an energy gain of ~ 0.3 eV/atom, while the 
mixing enthalpy for the Ru-B alloy gradually decreases with increasing B content and 
exhibits a minimum value of ~ -0.2 eV/atom at 50 at. %.  For the Ru-P alloy, the large 
negative mixing enthalpies suggest that P atom can easily be incorporated into the 
amorphous Ru matrix from the P content of 20 at. %.  This characteristic was also noticed 
in the previous study of amorphous RuP thin film, in which the measured P content for 
the amorphous film determined by X-ray photoelectron spectroscopy (XPS) shows 
approximately 13~28 at. % [26].  It is also noted that the mixing enthalpy become 
positive when the P content is small, which might indicate the presence of a barrier for 
incorporation of P into pure Ru atoms.  
For crystalline phases, a distinct mixing enthalpy minimum is found at 50 at. % P, 
and on average the total energies are ~ 0.3 eV/atom lower than their amorphous 


















Figure 3.3. Variation of the mixing energy of amorphous Ru-P alloys(a) and amorphous 
Ru-B alloys(b) in terms of the P(B) content, with respective to crystalline Ru and P(B) 
structures. 
 
as evidenced by previous experiments, that showed 30 nm thick ~ 15 % alloy remained 
amorphous upon annealing at 635 K for 3 hr but crystallized upon annealing at 775 or 
975 K [26]. The sizable energy gain of the c-RuP, relative to the Ru80P20 structure, 
suggests that the Ru-P alloys with a low P content (~ 20 at. %) may undergo 
decomposition into c-Ru and c-RuP during high temperature thermal treatment. 
Based on the thermodynamic point of view, the amorphous structure forming 
ability is predicted by the comparison of the mixing enthalpy and mixing enthalpy 
difference between crystalline and amorphous phases. The lower the mixing enthalpy, the 
higher the glass forming ability, and the lower the mixing enthalpy difference between 
crystalline and amorphous phase, the higher the glass forming ability. Based on this 
x in Ru1-xP(B)x












correlation, the lower mixing enthalpy and lower mixing enthalpy difference for Ru-P 
alloy than Ru-B alloy may enhance the glass forming ability.  
 
3.3.2 Structures  
To gain understanding of the structural stability and electronic structure 
relationship between constituent atoms, we explored the atomic distribution and 
electronic properties of selected Ru80P20 and Ru87B13 alloys. 
We looked at the structural property of amorphous Ru80P20 and Ru87B13 alloys.  
Figure 3.4 shows a set of the partial pair distribution functions from our simulations, 
together with corresponding crystalline structures for comparison.  The amorphous 
structures were characterized using the pair distribution function (PDF, g(r)), which is 
defined as [83] 
 
where n(r) represents particles in a shell within the region r ± Δr/2, where Δr is the shell 
thickness; N denotes the number of particles in the model volume V.  
The pair distribution function g(r) was computed using 3 different 144-atom 
supercells for good statistics. No sharp second-neighbor peak is present, which confirms 
the amorphous nature (i.e., a lack of long-range order) of the Ru-P and Ru-B alloys. The 
first peak in gRu-Ru (r) of a-Ru80P20 is around 2.7 Å, which nearly corresponds to the bond 
distance of amorphous Ru (2.7 Å), while the first peak of gRu-Ru (r) in a-Ru87B13 is 2.6 Å, 
which indicates that the a-Ru87B13 is more closely packed than a-Ru80P20 even at lower B 
content than P content.  
For the partial pair distribution functions for P(B), the statistics for the gP-P(r) and 
gB-B(r) are not good compared with the crystalline counterparts with CN = 0; the small 
intensity of a partial peak and a calculated coordination number of 0.85 (at cut-off of 3.27 
Å) and 0.44 (at cut-off of 3.03 Å) for P and B, respectively, describe the existence of 
dimers (P2 and B2). The partial pair distribution functions between Ru and P(B), gRu-P(r) 
and gRu-B(r), are also shown in Fig. 3.4. The first peaks in a-Ru80P20 and a-Ru87B13 are at 
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2.4 Å and 2.3 Å, respectively, and yields high intensity. This suggests the strong 
intermixing between the Ru and P(B) atoms, namely, a strong chemical short-range order. 
This result is similar to the model proposed by Lee et al. for the Au-Si alloy, which 




















                               (a)                                                      (b)     
Figure 3.4. Partial pair distribution function, g(r), of the a-Ru80P20 (a) and a-Ru87B13 (b) 
alloys at the ground state. 
 
For the total pair distribution function, the a-Ru80P20 and a-Ru87B13 alloys show 
distinct amorphous character as evidenced by the split second peak, where the average 










































From these features of g(r), we can estimate that the structures of the amorphous 
alloys are governed by a chemical ordering effect due to the chemical interaction between 
the Ru and the P(B) atoms. More insight into the structural changes is gained by 
analyzing the structures and characterizing the local environment surrounding P(B) atom 
by Ru atoms. As displayed in Table 3.2, we calculated the first-neighbor coordination 
number (CN) of the Ru atoms around P and B at selected Ru80P20 and Ru87B13 alloys as a 
function of the normalized cutoff radius, r*. With increasing r*, the average coordination 
number increases.  
 
Table 3.2.  Average coordination number of P and B atoms as a function of cutoff radius. 
Here, the cutoff radius (r*) is normalized with respect to 2.4 Å, which was the average 
nearest neighbor Ru-P distance in the RuP alloy considered. The upper insets show the 
simulated structures of Ru, a-Ru80P20, and a-Ru87B13 alloys in the amorphous state. The 
large, green balls represent Ru atoms; small, purple balls represent P atoms; and small, 













These results also show that pure Ru is less closely packed than the alloys. This 
finding is attributed to the relatively smaller size of P or B atoms comparing to the Ru 
atoms. The CN of Ru80P20 is somewhat lower than that of Ru87B13 within the nearest 



























somewhat greater than that of the Ru87B13. The radius of B is smaller than that of P; 
therefore the average CN of Ru around the B atoms within the nearest neighbor distance 
is lower than that of Ru around the P atoms.  
 
3.3.3 Voronoi analysis 
Disordered atomic configurations are used to explore the short and medium range 
details by using the tessellation method [55, 56], which characterizes the local atomic 
environment. The RuP or RuB alloy with a moderate P or B content results in a glassy 
structure exhibiting a distinct topological and chemical short-range order. The type of 
coordination polyhedron around a P(B) atom can be specified using the Voronoi index  
<i3,i4,i5,i6,…>, where in indicates the number of n-edged faces of the Voronoi 
polyhedron and Σin is the total CN, to designate and differentiate the type of coordination 
polyhedron surrounding the center of solute atoms. For a-Ru80P20 structure (Fig. 3.5a), 
the solute coordination polyhedra form the TTP (tri-capped trigonal prism packing), 
which corresponds to a Voronoi index of <0,3,6,0> ; mono-capped square Archimedean 
antiprism (slightly distorted from the TTP), which corresponds to a Voronoi index of 
<0,5,4,0>; and CN (coordination number) 10 polyhedra, which has a Voronoi index of 
<0,4,6,0>. For a-Ru87B13 structure (Figure 5-5b), the solute coordination polyhedra form 
the CN8 Kasper polyhedron, with a Voronoi index of <0,4,4,0>, and CN9 TTP (tri-
capped trigonal prism packing), which corresponds to a Voronoi index of <0,3,6,0>. The 
dominant polyhedra of the solute in alloys are shown in Table 3.3. 
Voronoi analysis indicates that the average CN is 9.3 for the RuP alloy, and 8.4 
for the RuB alloy, which corresponds to the average CN calculated from the integration 
of PDF first peak.  
It is well known that the preference polyhedra and CN are governed by the 
effective atomic size ratio, λ between solvent and solute atoms [76]. For instance, an 
earlier study shows that with decreasing λ, the preferred polyhedra changes from the 
Frank-Kasper type (for λ >1.2) to the icosahedral type (λ =0.902), and then to the BASP 
type (λ =0.835), and then to the TTP type (λ = 0.732). Considering the dominant CN of 9, 
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we can expect that the polyhedron with a Voronoi index of <0,3,6,0>, TTP phase found 
in the RuP alloy is similar to that found in Ni81B19, while the polyhedron, <0,4,4,0> 
found in the RuB alloy, which has the CN of 8, is also a part of polyhedra found in NiB 
alloy. While no simulation study has been reported for RuP and RuB, we also calculated 
the Ni80P20 and Ni80B20 as part of the verification of RuP and RuB. The dominant 
polyhedra found in the Ni80P20  and Ni80B20 alloys in my present work are [<0,2,8,0> , 
<04,6,0> , <0,2,8,1>] and [<0,3,6,0> , <04,4,0> , <0,2,8,0>], respectively. In addition, the 
average CN of the P and B atoms is 10.5 and 9.1 for NiP and NiB, respectively. These are 
very similar to previous findings [76], that show the dominant polyhedra in Ni80P20 and 
Ni80B20 are <0,2,8,0> and <0,3,6,0>, respectively. Therefore, it is evident that our 
approach to elucidate the short range order and coordination number for RuP and RuB is 
sound in predicting the glass properties as well. 
 
Table 3.3. The dominant polyhedra of the solute atoms in the metallic alloy. The values 
are the fraction of solute atoms in the metallic alloys and only the polyhedra relevant to 
our work are shown.   
 
                                                      Voronoi index   
                      <0,4,4,0>  <0,3,6,0>  <0,5,4,0>  <0,2,8,0>  <0,4,6,0>  <0,2,8,1> 
 a-Ru80P20        0.05            0.24            0.24               -             0.24           - 
 a-Ru87B13        0.6              0.4                -                  -                -              - 
 a-Ni80P20          -                   -                 -                 0.7            0.1          0.1 
 a-Ni80B20        0.21            0.43            0.07             0.21            -              - 
  
 
As is also shown in Fig. 3.5, the formation of ‘quasi-equivalent’ P-centered Ru 
clusters arising from topological and chemical short-range order is also likely to lead to 
the medium- range order in the binary alloy. In fact, the short-to-medium range order is 
seen in other metallic glasses, particularly in transition metal-metalloid and transition 











  (a)                                            (b)                                                    (c) 
Figure 3.5. The packing of the solute atoms-centered clusters with an icosahedral 
ordering of the Ru80P20(a), Ru87B13(b) and Ni80B20(c) alloys. Inner five dark atoms 
represent P in (a), B in (b) and (c). 
 
In Ni80P20 [76], the P atom-centered clusters (Fig 3.5c) are packed with the 
icosahedral order, which is very similar to the topological configuration with the ab initio 
MD (AIMD) simulation. In the same manner, RuP has shown the icosahedra type 
regardless of the type of short-range order. These results indicate that the medium-range 
order found in the metal-metalloid binary alloy has the icosahedral ordering, which has 
the most stable packing in metallic glasses.    
 
3.3.4 Electronic properties 
To incorporate the chemical effect in Ru-P and Ru-B alloys, electronic interaction 
analysis between Ru and P(B) atoms is performed. Here, we explore the nature of those 
bonds in terms of their electronic structures. Bulk bonding is dominated by the strong 
covalent bonding between the Ru d-orbital and the P p-orbital. The p-d bonding is most 
clearly seen in the electronic density of states (DOS). The Fermi level is used as the 
reference energy state. In the partial DOS in Fig. 3.6 (a), the peaks of occupied state 
densities between -7.0 ~ -4 eV mainly originate from the P 3p and Ru_4d intermixing, 
resulting in high degree of Ru 4d and P 3p hybridization. It is apparent that the strong p-d 


















that the DOS of P atom accumulated at the Fermi level indicates that the RuP alloy is 
metallic. 
The calculated DOS for the RuB as shown in Fig. 3.6 (b) shows no gap at the 
Fermi level, indicating that the RuB alloy is also metallic. In the energy range between -2 
eV and -7 eV, we can also see a hybridization of Ru 3d with B 2p states. However, its 
intensity of intermixing is relatively lower than that of RuP, implying that the Ru and B 
tend to be less attractive. Those electronic interactions are expected to be negative in the 













Figure 3.6. Total and local DOS of Ru80P20 and Ru87B13 along with crystalline phases.  
 
3.4 Summary 
Our ab initio molecular dynamics (AIMD) study shows that Ru-P and Ru-B 
alloys with moderate P(B) content can result in glassy structure exhibiting the topological 
and strong chemical short and medium range order. Amorphous phases above ~20 at. % 
of P and ~ 10 at. % of B are energetically more favorable in the P(B) low content region 
than the crystalline counterparts for for Ru-P and Ru-B alloys, respectively. In the region 




















crystalline phases are more favorable than the amorphous phases, however amorphous 
phases tend to remain due to the negative mixing energy. 
In the Ru80P20 structure, the P-centered polyhedra prefer the TTP phase with 
Voronoi index <0,3,6,0>, while in the Ru87B13, the B-centered polyhedra prefer the 
<0,4,4,0>. In addition, the Ru-P and Ru-B systems show the icosahedral medium range 
ordering arising from packing the ‘qusai-equivalent’ P-centered (B-centered) clusters in 
three dimensional spaces. Our findings provide insight into the nature of local packing in 
Ru-P and Ru-B amorphous structures arising from the significant hybridization between 























The nature and Origin of P(B) Surface segregation in Amorphous RuP 
and RuB alloys 
 
4.1 Introduction 
The surface enrichment of a solute in binary alloy system is known as surface 
segregation and the energy cost of transferring a solute atom from the bulk to the surface 
is called surface segregation energy [87].  The surface segregation energy can be easily 
calculated by the total energy difference between the total energy of alloy having a solute 
in the bulk and in the surface. However, it is not clear how the surface segregation affects 
behavior of P or B in amorphous Ru alloys, and the atomic details of the segregation, 
structure and mechanism remain for the highly concentrated Ru-P and Ru-B alloys. 
In this chapter, we use density function theory based ab initio molecular dynamics 
(AIMD) to determine the surface properties of an amorphous Ru-P and Ru-B alloys.  
 
4.2 Method 
AIMD and static structural optimization were performed using the planewave 
program VASP (Vienna Ab initio simulation package) [21, 66, 67]. We used the 
generalized gradient approximation (GGA) derived by Perdew and Wang (PW91) [65] to 
density functional theory (DFT). Vanderbilt-type ultrasoft pseudopotentials [6] were 
employed to describe the ion-electron interaction with valence configurations of 4d75s1 
for Ru, 3s23p3 for P and 2s22p for B. Outer electron wave functions were expanded using 
a planewave basis set with a kinetic energy cutoff of 300 eV. The Briliouin zone 
integration was performed using one k-point (at Gamma). All atoms were fully relaxed 
using the conjugate gradient method until residual forces on constituent atoms become 
smaller than 5 × 10-2 eV/Å. 
For models, we prepared a roughly 23 Å-thick slabs of amorphous Ru80P20 with 
115 Ru and 29 P and Ru85B15 with 122 Ru and 22 B. The initial slab structures were 
created by inserting a vacuum layer (10 Å) into the bulk a-Ru80P20 and a-Ru85B15 that 
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was generated using combined modified embedded atom method (MEAM) and AIMD 
simulations [84], followed by AIMD annealing and quenching for surface relaxation. 
Initial content of P and B were distributed uniformly throughout the slab. 
AIMD simulation was performed in the canonical ensemble with varying 
temperature. All atoms were allowed to rearrange at 2000 K for 2 ps and subsequently 
quenched to 300 K with a rate of 1.6 K/fs, followed by relaxation at 300 K for 1 ps, and 
followed by geometric optimization at 0 K.  
 
4.3 Results and discussion 
4.3.1 Surface segregation energy 
The difference in the total energies of the system with the impurity in a surface 
layer and in the bulk is used to calculate the surface segregation energy as is defined by; 
E_segr  = E_surface – E_bulk     (4-1) 
where E_surface and E_bulk are the total energies of the model with the impurity in a 
surface and in the bulk, respectively. The negative segregation energy indicates the 
segregation of the impurity (solute) towards the surface of the host, and the positive 
segregation energy means the antisegregation of the impurity where impurity prefers to 
remain in the interior of the host. A database of surface segregation energies in transition 
metal alloys has been established by Christensen et al. [87, 88].  Using the first principles 
total-energy calculations based on density-functional calculations, we calculated the 
surface segregation energy of P and B in amorphous Ru-P and Ru-B alloys.   
The calculated segregation energy of the P and B atoms in the RuP and RuB 
alloys exhibit -3.2 eV and 1.0 eV, respectively. According to the criteria in the reference 
[87, 88] the P has strong segregation energy and tends to segregate at the surface, while 
the B atoms with a strong antisegregation energy, tend to stay in the bulk.  
The segregation energy is obtained for single impurities at closed packed surfaces, 
however, the segregation energy at other surfaces for example, different composition and 
surface direction, may be quite different. 
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To see the behavior of P or B atom in an amorphous Ru-P(B) alloy surface, we 
performed the ab initio molecular dynamic simulation in the canonical ensemble. 
 
4.3.2 Surface segregation in the RuP and RuB alloys 
Fig. 4.1 shows the variation in the P and B content along the direction 
perpendicular to the slab (z direction in the model slab structure). This result indicates 
that the P atom undergoes surface segregation while being depleted at the slab center. 
The side-view snapshot before and after the atomic rearrangements also clearly 


















Figure 4.1. Initial and steady state RuP and RuB alloy structures in the presence of the 
flat surface for the results of MD simulation, which illustrate changes of the atomic 
distribution of P atom near the surface starting from the well distributed P 20 at. %, B 16 
at. % at the initial stage.  
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This result is in good agreement with the XPS depth profiles that showed a large 
enrichment of P atoms at the surface of the film (~ 30 at. %) compared to the bulk 
content (~ 20 at. %) at 575 K [25]. However, the B does not show the same trend in 
content distribution, instead, B enrichment appeared around the third subsurface layer 
during thermal treatment, meaning that the surface segregation is not likely to occur. This 
result is consistent with the negative mixing enthalpy of amorphous Ru-B alloys that 
shows the negative mixing enthalpy at around 40 ~ 50 at. %. More details on the RuB 











Figure 4.2. Side view of the thin a-Ru80P20 slab (a) before and (b) after P surface 
segregation. Initially, 115 Ru and 29 P atoms were almost uniformly distributed in the 23 
Å thick slab. The big green and small purple balls represent Ru and P atoms, respectively.  
 
4.3.3 Electronic structure 
To gain an understanding of the surface segregation/antisegregation cause for the 
a-Ru80P20 and a-Ru85B15 slab alloys, we examined how the P (B) affects the surface 
electronic structure of these alloys. To understand the possible correlation of the 
electronic structure change and the surface segregation, we calculated changes in the 
partial density of states (PDOS) of Ru and P(B) atoms with varying Ru/P(B) distributions 




Z: vacuum (10 Å)Initial Final
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Fig. 4.3a shows the Ru 4d states in the near-surface and center regions of an 
amorphous Ru (a-Ru) slab. The main changes in the Ru 4d state at the surface relative to 
center are the narrowing of the d band due to the reduced coordination of the surface 
atoms and the depletion of the peak position 5.5 eV below the Fermi level. In addition, 
the DOS has an overall metallic character. However, it appears that there is a minimum at 
the Fermi level. This accounts for the electronic conductivity barrier. Here the Fermi 
level is used as the reference energy state, which is set to be zero. Fig. 4.3b presents the 
Ru 4d DOS for the surface and center of the a-Ru80P20 alloy slab. Ru atoms in the surface 
layer showed important features with the segregated P compared with the clean surface; 
the surface states -6 eV below the Fermi level is a region of increased charge as P atoms 
are enriched at the surface. The shift of the surface 4d features to higher binding energies 
indicates increased stabilization of the surface structure, thereby lowering the total energy. 
On the other hand, the depletion of P atoms (~ 10 at. %) in the center region makes the 
charge move into the higher binding energy region from the peak state (~ 5.5 eV), 
suggesting that the P atoms in the bulk tend to be stabilized without decomposition into 



























Figure 4.3. Density of states (DOS) of the surface and center layers of the (a) a-Ru slab 
structure, b) a-Ru80P20 alloy slab, and c) a-Ru85B15 alloy slab. The dotted line indicates 
the Fermi level. 
  
Fig. 4.3c shows the 4d DOS of Ru in the surface and center regions of the a-
Ru85B15 slab, together with a clean a-Ru slab. The most distinctive features relative to the 
result of the Ru-P slab alloy is that the change in the 4d state of Ru at the surface seems 
not to be significant. This result suggests that the effect of compositional change of B 
atoms across the slab is not likely to be preferred. However, the effect of B in the center 
region is quite similar with that of P in the Ru-P alloy, which tends to be stabilized with 
high binding energy.  
Our results demonstrates that the P atoms have a tendency to remain at the surface 
while the B atoms preferred to remain in the center region with  high binding energies 
relative to a clean surface and pure center. 
 
4.4 Summary 
Using AIMD and static calculation within the density function theory, we 
identified the surface segregation and its related electronic property changes of Ru-P and 







Ru-B alloy slabs. For a thin Ru80P20 layer which initially has a uniform P distributions at 
20 at. % across the slab layers, our AIMD results clearly showed a large enrichment of P 
atoms at the surface of the film (~ 30 at. %) compared to the bulk content (~ 10 at. %). 
However, the B does not likely to enrich at surface, indicating that the surface 
segregation is not likely to occur. By analyzing the electronic structure we also elucidated 
that surface electronic structure change into high binding energy make the P atoms 
remain at the surface, while the increased binding energy of B atom in the center region 





























In microelectronics devices, copper is widely used as an interconnect to enhance 
operating speed and reliability. While Cu provides several advantages over the Al metal, 
such as lower resistivity and higher electromigration resistance, a diffusion barrier is 
needed since Cu readily diffuses into silicon to act as an impurity or to form a silicide. 
Currently, Ta or TaN is deposited on an interlayer dielectric to serve as the Cu diffusion 
barrier. However, Ta or the TaN may not be extendable to the 32 nm generation of 
devices and beyond to ultra-thin (< 3 nm) devices. In addition, Ta or TaN films have poor 
interfacial adhesion to the copper film. These defects have motivated studies on new 
barrier layer materials, such as WN, TiSiN, and Ru. Ruthenium has been considered for a 
number of microelectronic applications including serving as a Cu diffusion barrier and 
Cu seed layer due to its low resistivity (~7 μΩ cm), chemical stability, and low solubility 
with Cu [89]. However, ruthenium films, which are structured with columns, impose 
some barrier limitations on the diffusion. Fast copper diffusion occurs more frequently 
through grain boundaries than in the bulk [90]. To improve barrier properties, we control 
the microstructure of Ru film changing it from polycrystalline or columnar to amorphous 
by employing the cis-RuH2(PCH3)4 precursor in the CVD process [91]. This precursor 
with phosphorus plays an important role in making amorphous RuP film. We find that 
this film remains amorphous upon annealing to 635 K; thus, there is no diffusion of Cu 
into the Si substrate. 
Cu adhesion strength on the metal surface is also of particular interest. Based on 
our experiments, we estimate that the adhesion strengths are in the order of CVD RuP > 
PVD Ta > PVD TaN [92]. However, indirectly assessing adhesion strength using 
low/energy ion scattering spectroscopy (LEISS) and X-ray photoelectron spectroscopy 
(XPS) may require more accurate calculations or experiments. In addition, understanding 
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of the electronic properties of the interfaces is typically incomplete because of the 
complexity of the phases between the two interfaces.  
This work focuses on understanding how the interface chemistry and morphology 
affect adhesion. We theoretically calculate the ideal work of separation for 
Cu(111)/Ru(0001), Cu(111)/a-Ru, and Cu(111)/a-RuP. We explore the relation between 
the energetics and the details of the atomic and electronic structures of the Cu/Ru, 
Cu/RuP since microscopically; adhesion is related to the strength of the electronic bond 
between atoms at the interface with different phases and the P impurity.  
 
5.2 Calculation Method 
Static optimization and ab-initio molecular dynamic were performed using the 
well-established planewave program VASP (Vienna ab-initio Simulation Package). [21, 
66] We used the generalized gradient approximation (GGA) derived by Perdew and 
Wang (PW91) to density functional theory (DFT). Vanderbilit-type ultra 
pseudopotentials were employed to describe the ion-electron interaction with valence 
configurations of 4d75s1 for Ru, 3d104s1 for Cu, and 3s23p3 for P. Outer electron wave 
functions were expanded using a plane-wave basis set with a kinetic energy cutoff of 300 
eV.  The Brillouin zone integration was performed using a Monkhorst-Pack 9 × 9 × 1 k-
points mesh for the interface structure and 3 × 3 × 3 for crystalline and amorphous 
structures.  All atoms were fully relaxed using conjugate gradient method until residual 
forces on constituent atoms become smaller than 5 × 10-2 eV/Å.  
For the crystalline-crystalline interface model, the lattice parameters of bulk 
ruthenium and copper obtained in the GGA [61] from calculated energy-volume curves 
[Murnaghan equation of state [73] are a(Ru) = 2.73 Å and c/a (Ru) = 1.57  [a(Ru)(exp) = 
2.71 Å, c/a = 1.58 [93]] and a(Cu) = 3.64 Å [a(Cu)(exp) = 3.61 Å [93]. The interface 
system of the Cu film on the Ru substrate is modeled by periodic boundary conditions for 
all directions, where Ru film is composed of five atomic (0001) layers (stacking in A-B-
A-B-A), and the Cu film is composed of seven atomic (111) layers (stacking in A’-B’-C’-
A’-B’-C’-A’).    
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Fig. 5.1a displays a top view of the interface cells of Cu(111)/Ru(0001) 
containing one layer of Cu and three layers of Ru, superimposed and aligned in which the 
close-packed Cu(111) planes are parallel to the close-packed Ru(0001) planes, and the 
closed-packed directions of Cu(1-10) are parallel to the close-packed direction in Ru(10-
10). The translations considered here are (1) top positions, where Cu atom is situated 
above a Ru atom (this is expected to be the least stable configuration), 2) Cu on a FCC 
position, and (3) Cu on a HCP position as shown in Fig. 5.1b. Accommodating the lattice 
misfit at the plane of x and y axis requires strain of the softer Cu(111) slab than the harder 
Ru(0001) slab and also results in axial compressive strain of Cu(111). The optimized slab 
distance was determined by calculating the total energy of the slab structure at several 
values of the distances as shown in Fig. 5.2. The minimum of the total energy can be used 




































Figure 5.2. The interfacial binding energies (the negative Wsp) for a thin Ru(0001) film on 
a Cu(111) substrate.  
 
For the crystalline-amorphous interface model, we prepared an amorphous Ru 
(hereafter a-Ru) with 56 atoms and crystalline Cu (111) with 48 atoms. A small a-Ru 
supercell, which can be matched with Cu slab in the direction of Cu(1-10) and Cu(11-2), 
is truncated from the 144-supercell from the previous work [92]. Five different samples 
of a-Ru containing 56 atoms in a periodic supercell volume of 0.8 nm3, were generated 
by melting at 3,500 K for 2 ps with a time step of 1 fs, and then quenching to 300 K at a 
rate of 1.5 K/fs using ab initio MD (AIMD) simulation within a Born-Oppenheimer 
framework, followed by static structural optimization. The crystalline Cu(111) includes 
48 atoms (4 layers) that are matched with the optimized amorphous Ru slab by 
calculation of the minimum energy in terms of the distance between two slabs. After 
matching two slabs, AIMD simulation also was performed at 1000 K for 1ps, followed by 
300 K for 1ps to explore the bonding properties at the interface between crystalline Cu 
and amorphous Ru.  
To further evaluate the effect of P content in the interface Cu(111)/a-Ru(P), we 
constructed different a-RuP supercell, which have different content of P in a a-Ru cell, by 
replacing Ru with P, followed by MD annealing at 3500 K for 4 ps, and then rapidly 
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quenched at a rate of 1.5 K/fs. Finally, we refined the quenched structures with careful 
volume optimization and matched with the Cu(111) slab. Therefore, the supercells 
explored in this study are Cu(111)/Ru(0001), Cu(111)/a-Ru, and Cu(111)/a-RuP with 
16.7 at. % P, 33 at. %, and 45 at. %, as shown in Fig. 5.3. 
The adhesion strength of the interfaces is quantitatively established by calculating 
the ideal work of separation, Wsp, which is defined as the reversible work needed to 
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Figure 5.3. Cu(111)/a-Ru (a) interface model structures and Cu(111)/a-RuP (b,c,d) with 
different P content (25 at. %, 27 at. %, and 36 at. %) at the interface, respectively. The 
gold color represents Cu, purple represents P and dark green represents Ru atoms. Large 
grey (yellow) and dark grey (green) balls represent Cu and Ru atoms, respectively, and 
small black (orange) balls indicate P atoms.  
 
Wsp = (E1 + E2 - E12)/2A     (5-1) 
where E12 is the total energy of the combined supercell considered; E1 and E2 represent 
the total energies calculated by fixing one pure material part as indicated, while the other 




supercell model. It is known that the energy needed in cleavage experimental will always 
exceed Wsp, but the greater Wsp, the greater the energy needed to cleave the interface [96], 
so it is considered as a useful quantity to measure the mechanical stability and chemical 
bonding at the interface. Wsp is obtained by rigidly (‘unrelaxed’ in this work) separating 
the thin film or monolayer from the substrate without allowing for further relaxation of 
the cleaved sublattices. The unrelaxed Wsp is optimized with respect to the interfacial 
distance (Δ) by calculating Wsp as a function of ‘Δ’. For comparison, a calculation of 
relaxed Wsp in this work is performed for the most stable interface so that the effect of 
relaxation can be estimated.  
It is noted that the work of separation, Wsp, does not give the relative 
thermodynamic phase stability in terms of the interface free enthalpies including 
chemical reactions, diffusion, and surface segregation. The surface stability of a thin film 
is described by the energy balance as is given by [97]   
δ = γf + γi - γs     (5-2) 
where γf  and γs  are the free surface energies of film and substrate, respectively, and γi is 
the film/substrate interface energy. Thin-film growth by the formation of three-
dimensional (3D) crystals, known as the Volmer-Weber growth mode, is obtained when δ 
> 0. The layer-by-layer growth, known as the Frank-van-der-Merwe (FM) mode and the 
mixed or Stranski-Kranstanov (SK) growth mode are obtained when δ ≤ 0. This is also 
the condition for complete wetting and coverage of the substrate by the film.  
To evaluate the thermodynamical stability of the thin film and ML of Cu on Ru 
substrate, we calculate the interface energy calculated using (5-2) for the film and 
monolayer. The interface energy is defined as the total energy difference per interface 
area between a configuration that includes an interface and one in which the same 
number of atoms are in their respective bulk environments. The thermodynamical 
quantities that need to be determined are Gibbs’ free energy of the interface, and the 
chemical potentials of fcc Cu and hcp Ru. In the current study, both are approximately by 
the total energies at zero temperature, which are readily obtained from the ab initio 
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calculations. Under these assumptions and in the case of periodic slab geometry, the 
excess interface energy can be expressed as 
γ = (E – ,212/)( spii WAunE −+=−= ∑ σσγ      (5-3) 
where E is the total energy of the supercell system, and ni and µi are the number of atoms 
and chemical potential of species i and σ1, σ2 are surface energies of the two slabs.  
For the interface models the Cu is strained in order to make the Cu(111) planes 
commensurate to the Ru(0001) planes; this form of γ includes the strain energy 
contribution, which scales with the number of atomic layers of Cu. An alternative 
approach is to substitute for μ the energy μ’ of a Cu atom in a bulk configuration strained 
in exactly the same manner as in the interface model. As a same consequence, same 
strain energy is contained in the two terms in the numerator of (5-3) and will therefore 
cancel. The resulting strain-free excess energy γ’ only includes the energies resulting 
from purely chemical contributions or bonding contributions. 
 
5.3 Results and Discussion 
5.3.1 Bulk and Surface  
The surface energies were calculated by either keeping atoms in their ideal bulk 
positions (“unrelaxed” energy) or allowing all atoms to relax (“relaxed” energy), with the 
exception of the central layer (two central layers). The lattice constant of Ru (relatively 
more rigid than Cu) is fixed at the equilibrium bulk value obtained with the relevant 
GGA functional method. However, due to the lattice misfit between Cu(111) and 
Ru(0001), the Cu lattice parameter is expanded by 5.8 % relative to the calculated 
equilibrium lattice parameter of Cu, a = 3.64 Å. Therefore, the Cu(111) model is strained 
laterally by e|| (0.06, 0.06) in the [1-10] and [11-2] directions; as a result, it will contract 
normally to the interface. This resulted in a reduced Cu interplanar separation in the (111) 
direction of the commensurate FCC lattice by almost 10 %, d111 = 0.9 × d0111. From our 
first principles calculations, the free surface energy of a relaxed Ru(0001) surface is γ = 
2.546 J/m2 (unrelaxed Ru(0001) surface energy is calculated to be 2.606 J/m2), compared 
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with the experimental value of 3.043, 3.050 J/m2 [98] and other theoretical values of  
3.928 J/m2 [20], 3.0~ 4.3 J/m2 [99].  
The relaxed surface energy of Cu(111) is calculated to be γ = 1.301 J/m2 
(unrelaxed γ = 1.302 J/m2), compared with the experimental value of 1.79 J/m2 [22], and 
a theoretical value of 1.952 J/m2 [98]. For a fcc Cu film at the commensurate interface, 
which is under lateral tensile and axial compressive strains, the relaxed surface energy of 
the strained Cu(111) is calculated to be γ = 1.300 J/m2 (unrelaxed γ = 1.302 J/m2). 
For the amorphous Ru slab optimized to fit the Cu slab, which is regarded as a 
relaxed slab, the lattice parameters of Cu surface commensurate with a-Ru surface 
maintain its equilibrium states in this system. The surface energy of a-Ru is calculated to 
be γ = 2.5 ± 0.3 J/m2. The optimized distance between slabs, interface interlayer 
separation is shown in Table 1. The Cu(111)/a-Ru has the shortest interlayer distance, 
while the top position of Cu has the longest interlayer distance.   
 
5.3.2 Ideal work of separation (Wsp)   
We investigated how the ideal work of separation in the different interfaces 
between Cu and Ru changes with two variables, different interface morphology 
(crystalline and amorphous) and amorphous phases with different phosphorus content. 
The resulting ideal work of separation for all strained Cu(111) films on unstrained 
Ru(0001) and unstrained Cu(111) and strained a-Ru(P) substrate is summarized in Table 
5.1. For all crystalline interfaces considered, the most stable interface configurations are 
obtained when the Cu atoms are on hcp sites positions. The on-top sites of the fcc Cu, on 
the other hand, have more than 1.2 J/m2 lower Wsp than the other interfacial translations. 
The optimum Δ of the crystalline-crystalline interface is somewhat closer than the 
amorphous-crystalline interface, while the optimum Δ of Cu(111)/a-RuP shows longer 
distance than the distance of crystalline-crystalline interface, indicating that the doped P 
at the interface decrease the adhesion strength between Cu and Ru. These results suggest 
that P terminates strong Cu-Ru bonds at the interface, which is corresponding to the 
increase of separation distance. From the Cu(111)/Ru(0001) contact angle value reported 
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[100], the adhesion energy is determined to be 2.94 J/m2, assuming the surface energy of 
Cu is 1.38 J/m2. Calculations show that bonding strength of the crystalline interface has 
the highest value in the Cu(111) on the hcp site of Ru(0001), while the on-top site 
translation has the lowest value in Wsp, which is not likely to form. It is also noted that the 
relaxation effect is significant in the Cu(111) at hcp site of Ru(0001) compared with the 
top and fcc site placement for the crystalline-crystalline interface system. This result 
illustrates that the atomic position of Cu is strongly allowed to relax when placed on the 
hcp site of the Ru(0001) surface. 
Next, to assess the effect of the P content on adhesion strength between Cu and 
Ru, we calculated the total energies by varying the P content at the interface of the 
Cu/RuP. The resulting ideal work of separation (Wsp) and separation distance (Δ) are 
given in Table 5.1. As the P content increases and the separation distance increases, the 
ideal work of separation decreases, as a result of the fact that the P atom at the interface 
significantly proscribes the Cu-Ru bonding.  
 
Table 5.1. The calculated ideal work of separation. Experimental values are calculated 
using the contact angle method [101, 102]. Wsp(unrelaxed) is calculated with respected to 
rigidly cleaved interface, while Wsp(relaxed) is calculated with respected the relaxed Cu 
and Ru free surfaces with the same strain as in the interface. Δ for the 

















Cu(111)/Ru(0001) - on Top 2.56 4.30 4.24
Cu(111)/Ru(0001) - on FCC 2.19 5.60 5.43
Cu(111)/Ru(0001) - on HCP 2.10 6.06 5.78
2.94
Cu(111)/a-Ru 1.90 3.03 2.67
Cu(111)/a-RuP(25 at.%) 2.11 2.60 2.35
Cu(111)/a-RuP(27 at. %) 2.34 2.52 2.23
Cu(111)/a-RuP(36 at. %) 2.37 2.37 1.91
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The relaxation effect is also seen in this system, showing that the atomic position 
and the energetics of the crystalline Cu change with relaxation much large than that of 
amorphous Ru. Therefore, the mechanical bonding strength is in the order of Cu(111)/a-
RuP(44 %) < Cu(111)/a-RuP(35 %) < Cu(111)/a-RuP(16.7 %) < Cu(111)/a-Ru. < 
Cu(111)/Ru(0001). 
 
5.3.3 Themodynamical stability 
To investigate the thermodynamical stability of the Cu film on the Ru substrate, 
we calculate the excess interfacial energies using Eqn. 5-3 for the thin film and 
monolayer, which are summarized in Table 5.2. Note that the in the case of ML of Cu on 
the Ru substrate, the excess interfacial energy calculated from (5-3) contains the excess 
energies due to the free surface of the monolayer to vacuum and due to the interface 
between the monolayer and substrate, γML = γf + γi. Results show that ML of Cu on the 
Ru substrate is stable for all but the on-top translation site since the excess interfacial 
energy does not exceed the free surface of Ru(0001), γs = 2.5 J/m2, resulting in δ (5-2) < 
0, which describes complete wetting. This is consistent with experimental data [103]. The 
thin film is also stable due to the negative interfacial energy, meaning that the film is well 
wetted to the Ru substrate. Our results for the interface energies show that the Cu/Ru 
system has noticeably lower interface energy than the free surface of the Ru substrate. 
The combination of low interface energy and high work of separation, giving a high 
wettability of Cu to the Ru, should lead to continuous thin film of Cu on the Ru substrate. 
This result is comparable with the result of Cu/Ta(110)  that shows a monolayer of Cu on 
Ta(110) is stable thermodynamically, while the Cu film dewets on Ta(110) forming 
three-dimensional islands on top of the Cu monolayer [104]. 
 
5.3.4 Electronic properties 
The results discussed above show that the Cu/Ru and Cu/RuP adhesion is mainly 
due to the strong electronic bonds between the Cu and Ru or P atom. Here we explore the 
nature of those bonds using the projected partial DOS (Fig. 5.4) for the Cu(111)/c-Ru2P 
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interface. Compared to the middle layer of atoms, interface atoms have some interesting 
features in the projected partial DOS of the interface system. 
 
Table 5.2. The excess interface energies at equilibrium separation for the interface of Cu 
on the Ru(0001) surface. Primed quantities refer to excess energies calculated with 
respect to strained bulk Cu.  
 
 
System                       Thin film                           Monolayer 
                               γ             γ'                            γ             γ'  
Top                       0.31      -0.15                       3.10        2.97 
FCC                   - 0.65      -0.98                       2.06        1.93 
HCP                   - 0.85      -1.18                      1.98         1.85 
 
First, the Cu-d and Ru-d PDOS are significantly intermixed from -6 eV to Ef, 
which results in high adhesive energy between Ru and Cu atoms. Second, in contrast, a 
small amount of electrons of the Cu-d orbital intermix with the electrons of the P 3p 
orbital, indicating no significant intermixing between Cu 3d and P 3p. Third, the P 3p and 
Ru 4d orbital between the interface and bulk are significantly shifted up, while the Cu 3d 
orbital is shifted down, displaying that the interaction between two interfaces somewhat 
increases. However, the existence of P at the interface reduces the chance to interact 
between Ru and Cu, thus, the adhesion strength may be decreased. Such a significant 
rearrangement of the electronic structure results in a strong interaction between the Cu 
and RuP layers.  
To examine the degree to which changes in bonding properties are confined to the 
interface, and to observe the effect of P in charge transfer in detail, we calculate the 
charge density difference along the z direction,  
Δρ(z) = ρIF(z) – [ρRuP(z) + ρCu(z)],     (5-4) 
where ρIF(z), ρrup(z), and ρCu(z) are the charge densities of the Cu/a-RuP interface, the 



























Figure 5.5. Planar-averages change in electron density of RuP-Cu at 33 at. % and 44 
at. % of P as a function of the depth z from the substrate surface. The positions of each 
atom are designated by solid circles for Cu atoms; open circles for RuP atoms. 
 
The intensity of the charge density difference at 25 at. % of P is lower than that at 




























prohibited by the P atom at the interface due to the weak interaction between Cu and P 
atoms. At both cases, electron gains occur at the interface, while the electron loss can be 
seen around the surface layer of RuP and Cu. 
 
5.4 Summary 
A theoretical method has been developed and applied to explain the variation in 
adhesion strength between the Cu (111) and different phases of Ru substrates (crystalline 
and amorphous Ru and P-doped a-Ru). This approach provides a basis for a fundamental 
understanding of mechanical stability and adhesion properties of interfaces in Cu 
interconnect applications. This method is also useful for engineering better interfaces by 
selective investigation of heterogeneous and/or doped interfaces that would otherwise be 




















Interface investigations for Ruthenium and amorphous SiO2  
 
6.1 Introduction 
Ruthenium has been considered for a number of microelectronic applications 
including serving as a Cu diffusion barrier and Cu seed layer [25, 26, 105]. Here, the 
issue is the interactions between the barrier metal and the oxide substrate. In particular, 
the Ru and amorphous SiO2 (hereafter referred to as a-SiO2) interfacial structure and 
electronic properties are of fundamental interest. However, little is understood about the 
atomic level interactions at such interfaces.  
Previous first-principles work on the metals/SiO2 [106, 107] used α-cristobalite or 
β-cristobalite as the model for a-SiO2 because of the difficulty in making a-SiO2 and 
because their local structures are similar to the amorphous SiO2. However, matching 
lattice constants in two crystalline slabs is not simple due to high strain when two slabs 
meet. In addition, using the crystalline structures results in artificial configurations at the 
interface. Therefore it is realistic to create the model using the a-SiO2 because this 
technique might reduce the strain energy arising from lattice mismatch and achieve the 
real interfacial configuration.  
In this work, we investigate the interfacial structure combining Monte Carlo and 
density functional theory calculations. Using the continuous random network (CRN) 
model [108, 109], we first generate the a-SiO2 within the periodic supercell matched with 
Ru slabs and finally optimize the interfacial structures using the ab initio calculation. We 
find that optimum interfacial structure is obtained at the number of non-bridging oxygen, 
6, which is consistent with experiment [110]. We also find that the adhesive energy of the 
most stable Ru/a-SiO2 is found to exist between Ru and a-SiO2 with an adhesive energy 
of approximately 4.242 J/m2. This finding is related to the strength of the local electronic 
bond between Ru and non-bridging oxygen at the interface. Local density of states and 
charge density difference demonstrate that the interfacial Ru-O bonds are strongly 
hybridized at the Ru 3d and O 2p orbital. Our calculations allow us to elucidate the role 
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of local electronic interaction in binding metal film to glass, but also the disordered 
interfacial configuration. 
 
6.2 Computational Method 
Amorphous SiO2 is generated within the boundary of the crystalline Ru structure 
using the MC method. To model Ru/a-SiO2, we use a 10 Å vacuum layer, which keeps 
the interactions between the surfaces in neighboring supercells minimal. We finally 
anneal the interfacial structural using ab initio molecular dynamics (AIMD) within the 
Born-Oppenheimer framework, followed by static structural optimization. Most of the 
interfaces are well reconstructed within a time scale of 5 picoseconds at 1,000 K. We 
generated four representative interfaces corresponding to the possible terminations of 
bulk a-SiO2, namely those with non-bridging oxygen (NBO) and bridging oxygen (BO) 
at the interface as shown in Fig. 6.1. Table 6.1 gives the most probable numbers of non-
bridging and bridging oxygen, which can be used for evaluating structural and electronic 
properties at different phases. 
The calculations reported herein were performed on the basis of density 
functional theory (DFT) within the generalized gradient approximation (GGA-PW91) 
[65], as implemented in the Vienna Ab initio Simulation Package (VASP) [21, 66]. The 
projector augmented wave (PAW) method with a planewave basis set was employed to 
describe the interaction between ion cores and valence electrons.  The PAW method is, in 
principle, an all-electron frozen-core approach that considers exact valence wave 
functions.  Valence configurations employed are: 5s14d7 for Ru, 3s23p2 for Si and 2s22p4 
for O. An energy cutoff of 300 eV was applied for the planewave expansion of the 
electronic eigenfunctions.  During geometry optimization, all atoms were fully relaxed 
using the conjugate gradient method until residual forces on constituent atoms become 
smaller than 5×10-2 eV/ Å.  A (2×2×1) k-point mesh in the scheme of Monkhorst-Pack 



















Figure 6.1. Four relaxed structures of the Ru/a-SiO2 interfaces. The large balls are Ru 
atoms, the middle sized balls are Si atoms, and the smallest balls are oxygen atoms. 
 
6.3 Results and Discussion 
6.3.1 Interface geometry 
We consider the situation in which Ru is deposited on top of an amorphous SiO2 
surface. The structural possibilities for constructing a Ru/a-SiO2 interface are immense. 
The key objective is to match lattice vectors in the interface plane of each film so that the 
overall strain is small when the interface is formed. Amorphous SiO2 created through 
Monte-Carlo (MC) simulation can be easily matched with the well-defined crystalline Ru 
(0001) surface. 
The number of bonds for each interface is based on the number of matches with 
the 12 Ru atoms. Experiment [110] shows that in the fully hydroxylated state of the a-
SiO2 , approximately one OH group corresponding to one Si atom at the surface is the 
most probable terminated phase at the surface. The bond-angle distortion of the a-SiO2 at 
Model 1
Model 3 Model 4
Model 2
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the interface as shown in Table 6.1, shows a little deviation from the bulk a-SiO2 , which 
is because it has more flexibility than the Ru layer. To confirm this result, we compared 
the a-SiO2 slab stability by calculating the total energy of the un-relaxed and relaxed a-
SiO2. At the highest number of NBO, 7, the a-SiO2 slab has the highest energy difference 
between the un-relaxed and relaxed states, indicating that high strain energy decreases the 
total energy of this model, which leads to the unstable configuration. The preferable 
configuration is dependent on the number of Si atoms at the interface because NBO is 
fully covered when one NBO corresponds to one Si atom. For four models, the number of 
Si at the interface is 5 or 6 atoms, which is consistent with the experimental result that 
indicates that the most probable OH group numbers is equivalent to the number of Si 
atom at the interface. To evaluate the partially terminated NBO, we select another 
configuration with 4 NBO, as shown in Model 3. 
As shown in Table 6.1, the interfacial bond lengths are comparable to the values 
found in other calculations. The significant reconstruction at the interface is not observed 
in these models, but Model 1 is similar to the reference data [106], which means its 
structure is the most stable interface structure. The probable maximum number of NBO 
in my model is 4 due to the same number of Si atoms at the interface. Therefore Model 1 
may be the most stable interface structure without much strain energy of the a-SiO2 slab 
even though Model 4 has the highest number of NBO, which leads to high adhesion 
energy.  
Table 6.1. Interfacial bond numbers and average bond length and angle of a relaxed 
Ru(0001)/ a-SiO2  
 
          No. of     Ru-O(Å)       Si-O(Å)             O-O(Å)       O-Si-O(º) 
     NBO(BO)              present exp[112] present ref.[113] present ref.[113] 
 Model 1   6(1)         2.079      1.619    1.61 2.992   3.00        108.3 109±6 
 Model 2   7(2)         2.126      1.579       2.589                  110.4 
 Model 3   4(3)         2.129      1.570       2.759                  112.6 
 Model 4   5(2)         2.143      1.636       2.566        101.9 
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The shortest O-Ru distances across the interface for the structures in Fig. 6.1 are 
approximately 2.0~2.13 Å, as shown in Table 6.1. For comparison, the smallest bulk 
cation-cation lengths are d (Ru-Ru) = 2.73 Å in the Ru structure and d (Si-O) = 1.61 Å in 
the a-SiO2 bulk structure. We also see that the Ru atom closest to the interface generally 
induces some distortion. This finding suggests a strong hybridization may have formed. 
To further investigate the bonding, we display the density of state and charge density 
difference in Section 6.3.3. 
 
6.3.2 Adhesion energy 
We calculate the adhesion energy for the four representative Ru/a-SiO2 interface 
models. We explore the variation in adhesion energy as a function of the number of NBO. 
Before calculating the adhesion energy, we calculate the adsorption energy of non-
bridging oxygen, which has 3.9 eV/atom on top of the Ru atom, suggesting that the 
binding energy is strong. In addition, the adsorption energy between the bridging oxygen 
and Ru is 0.5 eV/atom. Comparing the adsorption energy of NBO-Ru, the adsorption 
energy of bridging oxygen to Ru is very low, indicating that the bridging oxygen involves 
in adhesion with Ru atom to a small degree. Therefore, the adhesion energy increases 
upon increasing the number of NBO at the interface, as shown in Table 6.2.   
The adhesion energy variation for a-SiO2 forced into registry with the Ru atoms is 
significantly larger than that of Ru atoms. In reality, only partial registry at the a-SiO2 
/Ru interface is likely to be present due to the lattice mismatch between Ru and a-SiO2. 
Our calculations suggest that high registry is expected with high adhesion energy but 
leads to high strain of the a-SiO2, which may reduce the total energy of the interface 
model. The calculated adhesion energies and the strain energies of the a-SiO2 and Ru are 






Table 6.2. Adhesion energy for Ru/a-SiO2 and strain energies of the a-SiO2 and the Ru 
layers. 
                Eadh      Strained of a-SiO2        Strained of Ru  
                J/m2       J/m2              J/m2 
Model 1        4.242          1.070             0.052 
Model 2        4.624          1.465             0.009 
Model 3        3.138          0.669             0.004 
Model 4        4.047          1.139             0.011  
 
We calculate adhesion energy that is needed to form the interfaces with Ru and a-
SiO2 surfaces by subtracting the energies calculated for the Ru and a-SiO2 slabs, as 
described below: 
AEEEE SiOaRuSiOaRuadh /)( 22/ −− −−=      (6-1) 
where A is interface area; 
2/ SiOaRu
E −  is the total energy of the total system; RuE and 2SiOaE −  
are the total energies of the isolated Ru slab and a-SiO2 slab, respectively.  This adhesive 
energy includes not only the chemical bonding but also the interfacial strain contribution. 
The strain energy of a-SiO2 is the difference between the energy of the isolated slab and 
the energy of the relaxed slab. Even though the a-SiO2 slab is strained, arising from 
registry to the Ru layer, the adhesion energy has strong adhesive strength. The strain 
could deteriorate the adhesion in the crystalline system, but in the amorphous system, the 
strain could enhance the possibility of making NBO and registering with the Ru layer, 
which leads to a higher adhesive interface.  The most probable interfacial geometry could 
be dependent on the number of NBO, which can stabilize the interface with low strain 
energy and high adhesive energy as shown in Model 2.  We also verify the effect of the 
number of the NBO at the interface; just as the adhesion energies are exactly functions of 
the number of NBO. The highest number of NBO is 6, which is the most preferable 
model. However, depending on the interfacial geometry, two NBO with one Si bonding 
might occur because of the high adhesive energy between NBO and Ru even though the 
a-SiO2 has small strain energy, as indicated in Model 2. For the lowest number of NBO, 
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shown in Model 3, the strain energy is lowest, which means that the slab does not need to 
register to Ru atoms to meet; instead, it remains in the preferable stable state like the state 
of the original a-SiO2.  
 
6.3.3. Electronic properties  
To examine the charge transfer between the Ru and a-SiOx layer, we calculate the 
charge density difference perpendicular to the slab structure. Fig. 6.2 shows the planar-
averaged charge density difference for the four models. The charge density difference is 
evaluated by subtracting the sum of the isolated slab charge densities from the total 
interface charge density as is defined by; 
Δρ(z) = ρIF(z) – [ρRu(z) + ρSiOx(z)],  (6-2) 
where ρIF(z), ρRu(z), and ρSiOx(z) are the charge densities of the Ru/a-SiOx interface, the 












Figure 6.2. Planar-averaged charge density difference for the Ru/a-SiO2 interface along a 
direction perpendicular to the interface. Solid circles give the location of the Ru atoms; 
open circles represent the oxygen atoms. 
 
The charge density difference shows regions of charge depletion between the Ru 
layer and the oxygen layer with a charge of -0.017 ~ -0.025 e/Ǻ3, while the charge 







Table 6.3. Local charge transfer for the optimal O and Ru atoms at the interface 
compared with the middle layer of O and Ru atoms. The plus values indicate the electron 
loss, while the minus values indicate the electron gain. 
 
                 Interface            Middle layer  
                 NBO (BO)          Ru     O     Ru 
Model 1       -1.283 (-1.542)  0.277   -1.564  0.117 
Model 2       -1.309 (-1.499)   0.248   -1.566  0.117 
Model 3       -1.315 (-1.530)    0.200   -1.560  0.117 


















Figure 6.3. Site-projected, orbital-resolved local densities of states for Ru and O atoms at 
the Ru/a-SiO2 interface. 
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The charge difference in Models 1 and 2 show significant charge transfer between 
Ru and NBO. The charge transfer in Models 3 and 4, which have 4 or 5 NBO at the 
interface, is not significant, suggesting that the charge transfer is strongly dependent on 
the number of NBO at the interface. The charge depletion represents the formation of an 
ionic bond between Ru and O atoms, which will be verified by subsequent analyses of the 
local electronic transfer by using the Bader method [72] and density of state analyses. 
We perform a Bader analysis using the Bader code with high FFT grid in the VASP 
package. The first result made clear by our Bader analyses is that there is a net charge 
transfer from the Ru layer to the oxide 
We find about 0.2 ~ 0.4 electrons (e)/atom transfer from the Ru layer to the oxide. 
Comparable to the middle oxygen, the NBO loses their electrons about 0.3e/atom. 
However, NBO continues to gain electrons at the interface. It is also interesting to note 
that the bridging oxygen at the surface lose their electrons with a charge of 0.02 ~ 0.08 
e/atom, indicating BO affects the bonding between Ru and O at the interface, but the 
charge is very low. In addition, the second Ru layer affects the charge transfer at the 
bonding with aSiO2 with a charge of 0.1 e/atom, which is also consistent with the result 
of charge density difference. 
In order to further investigate the bonding, we display in Fig. 6.3 the site-
projected local density of states (LDOS) for the interfacial Ru and O atoms. Figure 6-3 
exhibits the Ru 3d and O 2p states. We see that the strong mixing occurs between O 2p 
and Ru 3d occupied states. Additionally the presence of corresponding antibonding states 
above the Fermi level suggests Ru-O covalent bonding. The strong mixing between Ru 
3d and O 2p supports the idea that Ru-O bonding leads to strong adhesion between the 
Ru layer and a-SiO2.  
 
6.4 Summary 
A theoretical method has been developed and applied to explain the variation in 
adhesion strength between the Ru(0001) and different content of NBO and BO of a-SiO2 
substrate. This approach provides a basis for a fundamental understanding of mechanical 
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stability and adhesion properties of interfaces in barrier applications. This method is also 
useful for engineering better interfaces by selective investigations of heterogeneous 





























The Structure and Bulk Properties of Amorphous Co-P (cobalt -
phosphorus) and Co-B (cobalt - boron) alloys 
 
7.1 Introduction 
Cobalt or cobalt-based alloys have been widely studied in the application of Cu 
IC, for example, Cu seed layer, barrier, and dielectric capping layer [114] because the Co 
or Co-based alloys provides several advantages such as high bonding strength with Cu, 
low bulk resistivity and low solubility in Cu. However, Co itself is a very poor barrier to 
Cu diffusion in the back-end fabrication process due to the existence of fact diffusion 
paths along the crystalline boundaries of Co films. Therefore, alloying the Co film is 
essential to overcome these disadvantages. Recently, Henderson et al., have grown the 
amorphous Co(P) film by chemical vapor deposition (CVD) and shows that films 
displayed good thermal stability, maintaining their amorphous nature [26-28].  
Unlike the well defined crystalline structure, the atomic short and medium range 
order in amorphous alloys remains unclear. For instance, a metal-metalloid glass, in 
which the chemical short-range order is strong, is not well defined by Bernal’s dense 
random packing of hard spheres [74]. The forming ability of amorphous alloy is strongly 
related to the short and medium range ordering, which is governed by the atomic size 
ratio and different chemistry. The details of how the atoms are packed in amorphous 
alloys and how the short and medium range ordering are related to the forming ability of 
amorphous alloys are far less understood.  
To investigate the structure and stability of the amorphous Co-P alloy, we develop 
the amorphous Co-P alloy models with varying P content. Then, we analyze the short and 
medium range orders and calculate the energetic and chemical bonding properties.  
Generally, the atomic size ratio and negative formation energy are considered to 
be the main parameters to promote the properties of amorphous alloys. To gain 
quantitative understanding the effect of atomic size ratio (λ) and different chemistry on 
the forming ability of amorphous alloy we employed boron (B), which is different in 
 63 
atomic size and chemistry with P, in creating amorphous Co alloy as an alternative of a-
Co-P alloy. In a different environment, we will elucidate how the short and medium 
range order affect the forming ability and alloy properties. Co or Co-based alloys are 
ferromagnetic. The magnetization of the ions, which is generated by the relative shift 
among the two spin populations, is due, to a large extent, to the d states. Thus, the same 
electrons which are responsible for the metallic behavior, also give rise to the magnetic 
properties of this material. Therefore, charactering the atomic arrangement in atomic 
scale disorder is strongly relying on electronic and magnetic properties. 
In this chapter, we use well established methods based on first principles density-
functional theory calculation to predict the 3D amorphous alloy structures and bonding 
properties of Co-P and Co-B alloys. In particular, we examine different types of short 
range orders and evaluate the electronic and magnetic properties amorphous Co80P20 and 
Co86B14 alloys. 
Our findings provide realistic characterization of glassy structures but also a detail 
understanding of the origin of short range ordering of amorphous alloys.  
   
7.2 Method 
The calculations reported herein were performed on the basis of density 
functional theory (DFT) within the generalized gradient approximation (GGA-PW91 
[65]), as implemented in the Vienna Ab initio Simulation Package (VASP) [21, 66, 106]. 
The projector augmented wave (PAW) method with a plane-wave basis set was employed 
to describe the interaction between ion cores and valence electrons.  The PAW method is, 
in principle, an all-electron frozen-core approach that considers exact valence wave 
functions.  Valence configurations employed are: 4s23d7 for Co, 3s23p3 for P, and 3s22p1 
for B. A plane-wave cutoff energy of 300 eV is used and the Brillouin zone integration 
was performed using one k-point (at Gamma) for the molecular dynamical simulation and 
Co-P and Co-B structures used in our analysis, we begin by randomizing 72-Co atoms in 
a periodic supercell and then replaced a given fraction of Co with P or B. Next, the alloy 
was melted at high temperature (3,500 K) for 3 picoseconds (ps) with a time step of 1 
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femtosecond (fs), using ab initio molecular dynamic simulation (AIMD) within a Born-
Oppenheimer frame work [115], and then quenched to 300 K at a rate of 1.5 K/fs, 
followed by static structural optimization. Here the temperature was controlled using 
velocity rescaling. The structures of crystalline Co-P and Co-B, as well as cobalt, 
phosphorus and boron, are summarized in Table 7.2 [116-121].   
For further structural, electronic, and magnetic property analysis, the amorphous 
Co80P20 and Co86B14 alloy structures were modeled using 144-atoms (consisting of 115 
Co and 29 P atoms in Co80P20, 124 Co and 20 B in Co86B14) in a periodic supercell 
volume of 1.6 nm3 and 1.5 nm3, respectively, at 0 K.  
 
7.3 Results and Discussion 
7.3.1 Bulk properties of the constituent system 
The lattice constant is obtained by calculating the total energy for different unit 
cell volume. This method yields results identical to experimental values. Under ambient 
conditions, Co crystallizes in the hexagonal-close-packed (hcp) structure. Therefore, for 
further calculation, hcp Co structure will be used.  
 
Table 7.1. Calculated equilibrium properties of Co both in hcp and fcc phase. 
 
 Phase           lattice constant    c/a    Bulk modulus   µB (per Co) 
                            a                  (GPa)   
 HCP    this work    2.52         1.63     196.1             1.77 
 (εCo)    exp.a        2.51         1.62      191.0              1.58  
 FCC    this work  3.58                206.0                1.64 
 (αCo)    exp.b        3.54               198.0                1.61 
 
 a: ref. [122], b:ref. [123-125] 
 
7.3.2 Stability of amorphous CoP and CoB alloys 
To examine the relative stability of amorphous versus ordered CoP and CoB 
alloys, we first calculated the total energy with varying composition ratios of P and B 
atoms particularly in the P(B) low content region (below 30 at. % of P and 20 at. % of B, 
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where the transition from a more stable crystalline to amorphous phase was found). The 
result, which is summarized in Fig. 7.1, demonstrates that the CoP (CoB) amorphous 
phase becomes energetically more favorable than its ordered counterpart when the P (B) 
content is above 20 (10) at. %.  Here, the ordered alloys were calculated by replacing Co 
with P or B, starting with the hexagonal close packed structure of pure Co (with a lattice 
constant of 2.52 Å). Both ordered and amorphous alloys were modeled using a 72-atom 
supercell, and the atomic positions and the supercell volume were optimized to minimize 
the total energy.  
 
Table 7.2. Calculated equilibrium properties of crystalline Co-P and Co-B compounds. 
 
Fig. 7.2 shows the predicted volume change exhibiting a distinctive nonlinear 
trend for the Co-P alloy but a linear decrease for Co-B alloy. The Co-P alloy volume 
becomes a minimum at 25%, yielding the highest packing density, while the Co-B alloy 
volume decrease, leads to increased packing density as B content increases. This is 
largely due to the large atomic size difference between Co and B atoms. As expected, the 
crystalline phase is slightly denser than the amorphous alloy of corresponding 
composition.  The smaller atomic size of B than P atom decreases the composition limit 
to form an amorphous structure.  
For the sake of comparison, we also evaluated the crystalline-to-amorphous 
transition using the following universal correlation between glass formability and atomic 
volume ratio in a binary alloy [23]:  
Cmin= 0.1/|γ3-1|  (7-1) 
Phase Space group Lattice constants  (Å)
Volume                 
( Å3)
#Co/P(B) K-Points Ref.
Co P6-3/mmc(194) a=2.495(2.507), c=4.037(4.070), γ=120 21.76 2/0 [15×15×15] 118
P P2/c (13) a=9.274,b=9.260, c=24.159, β=105.74 2009.85 0/84 [2×2×2]
B R-3m(166) a=10.738,b=11.385,c=26.249 1062.56 0/141 [2×2×2]
Co2P Pnma(62) a=5.518(5.640),b=3.514(3.509),c=6.596(6.605) 127.89 8/4 [11×11×11] 120
CoP Pnma(62) a=5.076(5.065),b=3.275(3.276),c=5.556(5.579) 110.01 4/4 [11×11×11] 119
CoP3 Im32(204) a=7.735(7.707) 231.43 4/12 [11×11×11] 121
Co3B Pnma(62) a=5.147(5.225),b=6.602(6.629),c=4.402(4.408) 149.55 12/4 [4×4×4] 116
Co2B I4/mcm(140) a= 4.952 (5.016), c=4.241 (4.220) 106.18 8/4 [4×4×4] 117
CoB Pbmn a=5.166(5.253),b=3.060(3.043),c=3.914(3.956) 62.00 4/4 [4×4×4] 117
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Figure 7.1. Variation in total energy for amorphous and crystalline Co-P and Co-B alloys 










Figure 7.2. Variation in volume for a-CoP and a-CoB as a function of P(B) content (at%). 
 
amorphous phase and γ (=Rb/Ra) is the radius ratio of the solute (Rb) to the solvent (Ra).  
The elastic model has been widely adopted in predicting the structural instability of a 
crystalline binary alloy (as a function of solute concentration) due to the size difference 
between solvent and solute atoms.  Taking 1.251 Å [80], 1.06 Å [81], and 0.82 Å [82] for 
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Co, P, and B atomic radii, the required minimum concentrations for P (in an amorphous 
Co-P alloy) and B (in an  amorphous Co-B alloy) are estimated to be 25.5 at. % and 13.9 
at. %, respectively, which is somewhat closed to our DFT calculation results.  These 
results unambiguously demonstrate that the amorphization of binary alloys is mainly 
driven by the elastic strain contribution arising from the atomic size difference between 
Co and P(B) atoms.  
Fig. 7.3 shows a variation in the mixing enthalpy for amorphous and crystalline 
Co-P(B) alloys as a function of the Co:P(B) composition ratio, with respect to crystalline 
Co (c-Co) and crystalline P(B)(c-P(c-B)).  The mixing enthalpy per atom (ΔEmix) is given 
by:  
∆Emix = E(alloy) – (1 – x)ECo –xEP(B)     (7-2) 
where E(alloy) is the total energy per atom of the Co-P alloy examined, x is the number 
fraction of P(B), and ECo and EP(B) are the total energies per atom of crystalline hcp Co 
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The results indicate that the Co-P alloy forms the most favorable structure when 
the P content is around 40-60 at. %, with an energy gain of ~ - 0.3 eV/atom, while the 
mixing enthalpy for the Co-B alloy gradually decreases with increasing B content and 
exhibits a minimum value of ~ -0.2 eV/atom at 50 at. %.  For the Co-P alloy, the large 
negative mixing enthalpies suggest that P atoms can easily be incorporated into the 
amorphous Co matrix above 20 at. % of P. This characteristic was also noticed in the 
previous study of amorphous CoP thin film, in which the measured P content for the 
amorphous film determined by X-ray photoelectron spectroscopy (XPS) shows 
approximately 13~28 at. % [26].  It is also noted that the mixing enthalpy become 
positive when the P content is small, which might indicate the presence of a barrier for 
incorporation of P into pure Co atoms.  
For crystalline phases, a distinct mixing enthalpy minimum is found at 50 at.% P, 
and on average the total energies are ~ 0.3 eV/atom lower than their amorphous 
counterparts; hence a-Co-P alloys may undergo recrystallization at elevated temperatures, 
as evidenced by previous experiments, that showed 30 nm thick ~ 15 % alloy remained 
amorphous upon annealing at 635 K for 3 hr but crystallized upon annealing at 775 or 
975 K [26] . The sizable energy gain of the c-CoP, relative to the Co80P20 structure, 
suggests that the Co-P alloys with a low P content (~ 20 at %) may undergo 
decomposition into c-Co and c-CoP during high temperature thermal treatment. 
Based on the thermodynamic point of view, the amorphous structure forming 
ability is predicted by the comparison of the mixing enthalpy and mixing enthalpy 
difference between crystalline and amorphous phase. The lower the mixing enthalpy, the 
higher the glass forming ability, and the lower the mixing enthalpy difference between 
crystalline and amorphous phase, the higher the glass forming ability. Based on this 
correlation (3), the lower mixing enthalpy and lower mixing enthalpy difference for Co-P 
alloy than Co-B alloy may enhance the glass forming ability. This trend is consistent with 
both Co-P and Ru-P [126]. Higher annealing temperature of ~ 500 0C in CoP alloys to 
form crystallite than the temperature of ~ 350 0C in RuP alloys is strongly due to the 
lower resistance (∆Hinter-∆Hamor) to forming CoP alloy than RuP alloy.   
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   GFA α      (7-3) 
  
7.3.3 Structure  
To gain understanding of the structural stability and electronic structure 
relationship between constituent atoms, we explored the atomic distribution and 
electronic properties of selected Co80P20 and Co86B14 alloys.             
We looked at the structural property of amorphous Co80P20 and Co86B14 alloys. 
Fig. 7.4 shows a set of the partial pair distribution functions from our simulations, 
together with corresponding crystalline structures for comparison.  The amorphous 
structures were characterized using the pair distribution function (PDF, g(r)), which is 
defined as [26] 
     (7-4)  
where n(r) represents particles in a shell within the region r ± Δr/2, where Δr is the shell 
thickness; N denotes the number of particles in the model volume V.  
The pair distribution function g(r) was computed using a 144-atom supercell. No 
sharp second-neighbor peak is present, which confirms the amorphous nature (i.e., a lack 
of long-range order) of the Co-P and Co-B alloys.  
Fig. 7.4a displays the calculated total X-ray PDF for a-Co80P20, which is almost 
identical to the crystalline Co2P and are very similar to those obtained from the RDF 
from experimental X-ray scattering data for Co78P22 alloy [127].  Fig. 7.4b displays the 
calculated total X-ray PDF for a-Co86B14, which is also in good agreement with the 
crystalline Co3B alloy, and compares it to experimental data of Co81.5B18.5 [128]. We can 
see that the calculated PDF is in good agreement with experimental data as well. 
For the total pair distribution function, the a-Co80P20 and a-Co86B14 alloys show 
distinct amorphous character as an evidenced by the split second peak, where the average 
coordination number (CN) of Co around P and B are 9.31 and 9.35, respectively. For 
comparison, the CN of Co around P and B in c-Co2P and c-Co3B are both calculated to be 
9 at cutoff radius of 3.1 Å. The first peaks in gCo-Co(r) of a-Co80P20 and a-Ru86B14 are 
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around 2.5 Å, which nearly corresponds to the lattice constant of HCP Co (2.52 Å). The 
partial pair distribution functions between Co and P(B), gCo-P(r) and gCo-B(r), are also 
shown in Fig. 7.3. The first peaks in a-Co80P20 and a-Co86B14 are 2.2 Å and 2.1 Å, 
respectively, and yield high intensity. This suggests the strong intermixing between the 
Co and P(B) atoms, namely, a strong chemical short-range order. For the partial pair 
distribution functions for P(B), the statistics for the gP-P(r) and gB-B(r) are not good 
comparing with the crystalline counterparts with CN = 0, but the small intensity of a 
partial peak and a calculated coordination number of 0.62 (at cutoff radius of 3.1 Å) and 
0.40 (at cutoff radius of 3.1 Å) for P and B, respectively, describe the existence of dimers 
(P2 and B2). This result is similar to the model proposed in our previous result for the Ru-
P and Ru-B alloys, which show strong short-range order with the negative mixing 
enthalpy [126].  
From these features of g(r), we can estimate that the structures of the amorphous 
alloys are governed by a chemical ordering effect due to the chemical interaction between 































Figure 7.4. Partial pair distribution function, g(r), of the a-Co80P20 (a) and a-Co86B14 (b) 
alloys at the ground state. 
 
7.3.4 Voronoi analysis 
Disordered atomic configurations are used to explore the short and medium range 
details by using the tessellation method [55, 56], which characterizes the local atomic 
environment. The CoP or CoB alloy with a moderate P or B content results in a glassy 
structure exhibiting a distinct topological and chemical short-range order. The type of 
coordination polyhedron around a P(B) atom can be specified using the Voronoi index  
<i3,i4,i5,i6,…>, where in indicates the number of n-edged faces of the Voronoi 
polyhedron and Σin is the total CN, to designate and differentiate the type of coordination 
polyhedron surrounding the center of solute atoms. For a-Co80P20 structure (Fig. 7.5a), 
the solute coordination polyhedra form the mono-capped square Archimedean antiprism 
(slightly distorted from the tri-capped trigonal prism packing (TTP)), which corresponds 
to a Voronoi index of <0,5,4,0>; and CN(Coordination number) 10 polyhedra, which is a 
 72 
Voronoi index of <0,4,6,0>. For a-Co86B14 structure (Figure 5b), the solute coordination 
polyhedra form the TTP (tri-capped trigonal prism packing), which corresponds to a 
Voronoi index of <0,3,6,0> and the CN 10 polyhedra with Voronoi index of <0,2,8,0>.  
Voronoi analysis indicates that the average coordination number is 9.8 for the 
Co80P20 alloy, and 9.3 for the Co86B14 alloy, which corresponds to the average CN 
calculated from the integration of PDF first peak.  
It is well known that the preference polyhedra and CN are governed by the 
effective atomic size ratio, λ between solvent and solute atoms [76]. For instance, an 
earlier study shows that with decreasing λ, the preferred polyhedra changes from the 
Frank-Kasper type (for λ >1.2) to the icosahedral type (λ =0.902), and then to the BASP 
type (λ =0.835), and then to the TTP type (λ = 0.732). Considering the dominant CN of 
10 in the Co80P20 alloy, we can expect that the polyhedron with a Voronoi index of 
<0,4,6,0> is similar to that found in Ni80P20, while the polyhedron, <0,3,6,0> found in the 















Figure 7.5. The packing of the solute atoms-centered clusters with an icosahedral 
ordering of the (a) CoP and (b) CoB alloys.  
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As is also shown in Fig. 7.5a and 7.5b, the formation of ‘quasi-equivalent’ P- and 
B-centered Co clusters arising from topological and chemical short-range order is also 
likely to lead to the medium- range order in the binary alloy. In fact, the short-to-medium 
range order is seen in other metallic glasses, particularly in transition metal-metalloid and 
transition metal-transition metal systems where the chemical short-range-order is 
significant [75, 85, 86].   
 
7.3.5 Electronic and magnetic properties 
To incorporate the chemical effect in Co-P and Co-B alloys, electronic interaction 
analysis between Co and P(B) atoms is performed. Here, we explore the nature of those 
bonds in terms of their electronic structures. Bulk bonding is dominated by the strong 
intermixing between the Co d-orbital and the P p-orbital. The p-d bonding is most clearly 
seen in the electronic density of states (DOS). The Fermi level is used as the reference 
energy state. In the partial DOS in Fig. 7.6a, the peaks of occupied state densities 
between -7.0 ~ -4 eV mainly originate from the P 3p and Co 3d intermixing, resulting in 
high degree of Co 3d and P 3p hybridization. It is apparent that the strong p-d 
hybridization mainly contributes to stabilizing the a-Co80P20 alloy structure. It is also 











Figure 7.6. Site and spin projected density of states (DOS) of spin polarized a-Co80P20 (a) 
and a-Co86B14 (b) alloys. 
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The calculated DOS for the a-Co86B14 alloy as shown in Fig. 7.6b shows no gap at 
the Fermi level, also indicating the metallic character. In the energy range between -4 eV 
and -7 eV, Co 3d – B 2p hybridization can be observed. However, its intensity of 
intermixing is relatively lower than that of CoP, implying that the Co and B tend to be 
less attractive.  
The magnetization is determined by the energy shift between spin up (↑) and 
down (↓) populations. The magnitudes of spin splitting are proportional to the magnetic 
moments. The magnetization is described in terms of Bohr magneton (µB). The Bohr 
magneton of Co in hcp (εCo) and fcc(αCo) are given in Table 7.1. The P and B contents 
in the a-Co-P and a-Co-B alloys affect the stabilities against crystallization as well as 
some of their magnetic properties. The Bohr magnetons of a-Co-P and a-Co-B alloys 
decrease as P(B) content increase as shown in Fig. 7.7. Co-P alloy result agrees well with 
the experimental data [127]. The magnetic moment of CoP alloy more rapidly decreases 
than that of Co-B alloy as the solute content increases due to the filling of the Co (3d ↑), 
suggesting that P atom may enhance the chemical interaction with Co while B atom 
remains in its isolated character. The sizable different µB between a-Co70P30 and c-Co2P 
indicates that the charge filling of Co from the P may be restricted by the disordered 
structure in amorphous phase. However, the Co-B alloys do not show the different µB 
between crystalline and amorphous phases, meaning that the charge filling of Co from B 
is not significant with regards to the structure disordered. In addition, the B is not 
involved much in charge filling to the Co atom as an evidence of the higher µB than the 
values in Co-P alloys. Our calculations support that the magnetic moment of amorphous 
a-Co-P and a-Co-B alloys decrease nearly proportional to P(B) content until ~ 30 at. % 
and abruptly reach to zero at around ~ 50 at. % of P(B). In addition, a-Co80P20 and a-
Co86B14 alloys are ferromagnetic. As also shown in Table 7.3, the magnetic moments per 
Co atom of crystalline phases at 0 K decrease with increasing P (B) content. Cop, CoP3, 




Table 7.3. Calculated Bohr magnetons (μB) of crystalline Co-P and Co-B alloys. 
 
Phases      Co2P   CoP   CoP3   Co3B   Co2B   CoB   a-Coa 
µB (per Co)   0.21    0.0   0.0     1.20    1.03    0.0     1.86 
a
















Figure 7.7. Magnetization in Bohr magnetons per Co atom for (a) Co-P alloys and (b) 
Co-B alloys.  
 
7.4 Summary 
Our ab initio molecular dynamics (AIMD) study shows that Co-P and Co-B 
alloys with moderate P (B) content can result in glassy structure exhibiting the 
topological and strong chemical short and medium range order.  
Amorphous phases above ~20 at. % of P and ~ 10 at. % of B are energetically 
more favorable in the P(B) low content region than the crystalline counterparts for Co-P 
and Co-B alloys, respectively. In the region where the crystalline phases of Co-P and Co-
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B alloys exist, the sizable energy gain of crystalline phases are more favorable than the 
amorphous phases, however amorphous phases tend to remain as itself due to the 
negative mixing energy. 
In the Co80P20 structure, the P-centered polyhedra prefer the TTP phase with 
Voronoi index <0,4,6,0>, while in the Ru86B14, the B-centered polyhedra prefer the 
<0,3,6,0>. In addition, the Co-P and Co-B systems show the icosahedral medium range 
ordering arising from packing the ‘qusai-equivalent’ P-centered (B-centered) clusters in 
three dimensional spaces. We have also studied the electronic and magnetic properties of 
amorphous Co-P and Co-B alloys. The p-d hybridization between Co and P(B) is 
dominant in both alloys, and the amorphous Co80P20 and Co86B14 are all ferromagnetic 
with magnetic moments of ~ 1.3 and ~ 1.5 μB/Co atom, respectively. Our findings 
provide insight into the nature of local packing in Co-P and Co-B amorphous structures 
and understanding of the electronic and magnetic properties arising from the short and 


















On the Nature and Behavior of Li atoms in Si 
 
8.1 Introduction 
Silicon-based materials have recently emerged as a promising candidate for 
anodes in lithium-ion batteries because they exhibit a higher energy-storage capacity than 
the conventional graphite anode.  Silicon (Si) has a theoretical lithium (Li) capacity of 
Li4.4Si ≈ 4200 mAh/g, which is more than ten times greater than that of graphite (372 
mAh/g) [29, 31, 129].  Moreover, Si is safer, less expensive, and far more abundant than 
graphite.  However, the practical use of Si as an anode material is hampered by its low 
intrinsic electrical conductivity and poor cycling performance [32-35].  In particular, the 
volume changes up to 400 % during lithiation and delithiation can cause severe cracking 
and pulverization of the Si electrode and consequent capacity fading arising from the loss 
of electrical contacts.  Considerable efforts have been made to overcome these problems, 
for instance, through structural modifications such as amorphous phases [36, 37, 130], 
nanoparticles [38, 39], nanowires [40] and alloying with active/inactive elements such as 
silicon-tin [41] and silicon-metal [42-46] composites.  In addition, first principles 
calculations have recently been applied to investigate fundamental aspects of the 
structural changes and lithiation behavior of Si-based materials, yet many of which still 
remain unclear.  
Recent studies [47-52] have provided evidence for the formation of various stable 
Li silicide crystalline phases such as Li12Si7, Li7Si3, Li13Si4, Li15Si4, and Li22Si5 during 
high-temperature lithiation.  The Li-rich LiSi alloys no longer exhibit a continuous Si 
tetrahedral network; instead containing discrete Si fragments (Sin, n ≤ 5) depending on 
the Li/Si composition ratio.  While the Si network can be easily disintegrated by lithiation, 
it has also been reported that the lithiated Si at room temperature tends to exhibit no 
crystalline phases [6], possibly because of a kinetic barrier to crystallization.  The kinetic 
effect can be more important at the onset of lithiation because the introduction of Li into 
a rather rigid Si network would be thermodynamically more unfavorable and thus the 
 78 
lithiated structure of Si would be more kinetically controlled, compared to a highly 
flexible Li-rich LiSi alloy.  However, thus far there has been no comprehensive study as 
to the dynamic behavior of Li in Si-based materials and also the influence of Li 
introduction on the stability of the host lattice, particularly in the early stages of lithiation. 
In this chapter, we examine the structure, diffusion, and interaction of Li atoms in 
Si and how Li incorporation affects the nature of the Si bonding network using density 
functional theory calculations.  We first present the atomic structure, stability and 
bonding mechanism of interstitial Li in crystalline Si (c-Si).  The result also shows how 
Li introduction leads to weakening of nearby Si-Si bonds in c-Si.  Next, Li diffusion rates 
and Li-Li interactions in the neutral and positive charge states are estimated.  The 
calculation results provide some insight into the dynamic behavior of Li atoms and the 
effect of Li incorporation on destabilization of the Si lattice, particularly in the early 
stages of lithiation. 
 
8.2 Computational methods 
The calculations reported herein were performed on the basis of density 
functional theory (DFT) within the generalized gradient approximation (GGA-PW91 
[65]), as implemented in the Vienna Ab initio Simulation Package (VASP) [131].  Spin 
polarization of the Li/Si system was also examined, but appears to be zero.  The projector 
augmented wave (PAW) method with a planewave basis set was employed to describe 
the interaction between ion cores and valence electrons.  The PAW method is, in 
principle, an all-electron frozen-core approach that considers exact valence wave 
functions.  Valence configurations employed are: 1s2 2s1 for Li and 3s2 3p2 for Si.  An 
energy cutoff of 300 eV was applied for the planewave expansion of the electronic 
eigenfunctions.  The Si host is modeled using a 216-atom supercell with a fixed lattice 
constant of 5.457 Å; the effect of volume relaxation was also checked, and turns out to be 
unimportant as the 216-atom supercell is large enough to accommodate one or two Li 
atoms with no significant volume change (less than 1%).  For geometry optimization and 
energy calculations, all atoms were fully relaxed using the conjugate gradient method 
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until residual forces on constituent atoms become smaller than 5×10-2 eV/ Å; but the 
convergence criterion was tightened to 1×10-6 eV for vibrational frequency calculations.  
A (2×2×2) k-point mesh in the scheme of Monkhorst-Pack was used for the Brillouin 
zone sampling [111].  Diffusion pathways and barriers were determined using the 
climbing-image nudged elastic band method (c-NEBM) with eight intermediate images 
for each hopping step.  
 
8.3 Results and Discussion 
8.3.1 Structure and stability. 
First we determined the atomic structure and stability of interstitial Li in c-Si in the 
neutral (Li0) and positive (Li+) charge states.  For both charge states, the tetrahedral (T) 
interstitial configuration (see the illustration above Table 8.1) is identified to be 
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Table 8.1. Optimized distances (in Å) between the Li interstitial and neighboring Si 
lattice atoms for both positive and negative charge states.  For comparison, corresponding 
distances are also presented before the Si lattice relaxation.  This clearly demonstrates an 
outward relaxation of the four Si first neighbors upon the Li insertion. 
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The Li insertion at the T site leads to a slight outward relaxation of the four Si first 
neighbors, i.e., 0.08 (0.07) Å displacement from their crystalline positions in the neutral 
(positive) case. 
We examined other possible minimum-energy configurations for a Li interstitial.  
The hexagonal (H) state that is often another important local minimum for some 
interstitial atoms such as Si turns out to be a saddle point as detailed later.  The <110>-
split state in which Li and Si atoms are aligned in the <110> direction while sharing a 
lattice site also appears to be unstable, while the <110>-split dumbbell structure has been 
identified to be energetically most favorable for neutral Si and positively charged As-Si 
interstitial pair.31  In addition, our calculation confirmed that the <111> bond-centered 
state in which Li is located between two lattice Si atoms while the lattice Si atoms are 
substantially displaced outward in the <111> direction is highly unlikely.   
Fig. 8.1 shows the relative formation energy of Li+ with respect to Li0 at the T site, 
which is computed by Ef+ – Ef0 = q(εF - μi).   The Fermi level (εF) is given relative to the 
valence band maximum (EV).  The ionization level (μi) is approximated by E+ + (Ev+ + μi) 
= E0, where E+ and E0 refer to the total energies of the positive and neutral states of the 
Li-containing supercell, and Ev+ is the position of the valence band maximum in supercell 
E+.  In the periodic approach, a homogeneous background charge is included to maintain 
the overall charge neutrality of a charged supercell.  Hence, to account for the 
electrostatic interaction with the background charge, a monopole correction was made to 
the total energy of the charged system [132].  For a point-like +1 charge in the 216-atom 
Si supercell, the monopole correction is approximated to be 0.11 eV.  This approach 
seems to be reasonable considering the estimated charge state of Li+ is +0.83 (vide infra), 
while the correction might be larger than the required adjustment if the charge on the 
impurity is significantly delocalized.   
The predicted first donor (+/0) level is located near the conduction band minimum 
(Ec), i.e., Ec – 0.02 eV for the computed Si bandgap of 0.62 eV.  The result suggests that 
Li interstitials might act like a shallow donor in c-Si.  This is not surprising considering 
that Li has one valence electron ([He]2s1) with a low electronegativity of 0.98, and can 
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thereby be easily ionized via electron donation to the Si matrix (whose electronegativity 
is roughly scaled at 1.90).  Our DFT-GGA calculations as a whole agree well with 
previous experiments [133] demonstrating that a Li atom introduced to c-Si remains at an 
interstitial site with Td symmetry and behaves similarly to group-V shallow donors. 
 
 
Figure 8.1. Variation in the relative formation energy of Li+ with respect Li0 as a 
function of the Fermi level (εF) relative to the valance band maximum (EV) for the 
computed Si gap of 0.62 eV.       
 
8.3.2 Bonding mechanism 
The amount of electron transfer from the inserted Li0 to the Si matrix is estimated to 
be 0.83e from the grid-based Bader charge analysis [72], special care was taken to ensure 
convergence with respect to the grid size.  Likewise, in the positive charge system (Li+), 
the Li charge state is also estimated to be +0.83.  Analysis of the electronic density of 
states (DOS) for the Li0/Si system [Fig. 8.2(a)] shows a shift of the Fermi level above the 
conduction band minimum of Si (while there is no noticeable change in the Li+/Si case 
[Fig. 8.2(b)]).  This indicates that the transferred charge from Li0 partially fills the anti-
bonding sp3 state of neighboring Si atoms, which in turn weakens corresponding Si-Si 
bonds.  The results clearly support that the Si network can be destabilized by lithiation, 
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Figure 8.2. Electronic density of states (DOS) for the host Si matrix with (a) Li0, (b) 
Li+, and (c) no Li.  The vertical dotted line indicates the Fermi level (εF) position.       
 
We analyzed the bonding mechanism for Li0 in the T configuration by calculating 
charge density differences before and after the Li insertion.  As presented in Fig. 8.3, our 
calculation demonstrates charge accumulation in the region between the Li and each of 
its four nearest Si neighbors with a noticeable shift towards the Si atom.  This suggests 
that the Si-Li bond can be characterized by polar covalent.  Another important feature is 
that electron densities are noticeably depleted in the nearby Si-Si covalent bonding 
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regions, especially between the first and second nearest Si atoms.  The charge depletion 
in the middle region between two Si-Si atoms is indicative of a weakening of its covalent 
bond, as also demonstrated by the aforementioned LDOS analysis.  In addition, the 
charge density difference plot in Fig. 8.3 shows that the charge transferred from the Li0 is 
largely localized within the first nearest Si lattice atoms, which in turn effectively screens 
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Figure 8.3. Valence charge density difference plot for Li0 insertion.  The charge 
density difference (∆ρ) is calculated by subtracting the charge densities of an isolated Li0 
and the Si matrix (with no Li0) from the total charge density of the Li0/Si matrix with no 
atomic displacement, i.e., ∆ρ = ρ(Li0/Si) – ρ(Li0) – ρ(Si).  The positions of the Li, and its 
first and second Si nearest neighbors (NN) are indicated.  The dark gray and light grey 




As illustrated in Fig. 8.4, a Li interstitial may undergo migration by jumping between 
adjacent T sites via the H site which turns out to be a saddle point.  The transition H state 
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is predicted to be 0.60 (0.62) eV above the local-minimum T state in the neutral 








Figure 8.4. Predicted diffusion path for Li in c-Si.  The energy variation is given in 
eV; the diffusion barriers for Li0 and Li+ are predicted to be 0.60 eV and 0.62 eV, 
respectively.  The black (red) and light grey balls represent Li and Si atoms.    
 
We evaluated the temperature-dependent diffusion coefficients of Li0/Li+ using 
the Arrhenius equation, D = D0 exp(-Ea/kBT), where Ea refers to the activation barrier for 
diffusion, kB is the Boltzmann constant, and T is the temperature.  Within harmonic 
transition state theory, the prefactor (Do) can be derived by D0 = (1/2α) λl2 v0, where α is 
the dimensionality of the diffusion space (which is 3 in the three-dimensional system 
considered), λ is the number of equivalent diffusion paths, l is the jump length between 
two adjacent local minima, and v0 is the attempt frequency [135, 136].   
For the T → H → T diffusion event, there are four equivalent routes with a jump 
length of 2.36 Å.  Using the Vineyard equation [135], we can estimate the attempt 














ΠΠ= , where *iv  and **iv  are the harmonic vibrational 
frequencies at the minimum and saddle points, respectively.  
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Table 8.2.  Predicted values of the attempt frequency (v0) and activation energy (Ea) for 
Li diffusion.  Here, the prefactor (D0) and diffusivity (D) are estimated by: D0 = (1/2α) 
λl2 v0 where α is the dimensionality of the diffusion space (which is 3 in the three-
dimensional system considered), λ is the number of equivalent diffusion paths, and l is 
the jump length between two adjacent minima; and D = D0 exp(-Ea/kBT), where kB is the 
Boltzmann constant and T is the temperature.  Previous calculation and experimental 













a: Ref. [134], b:Ref. [137]. 
 
The vibrational frequencies were determined by diagonalizing a Hessian matrix 
obtained from numerical differentiation of forces that were calculated by displacing 28 
non-frozen atoms surrounding the diffusing Li in the ±x, ±y, and ±z directions by 0.02 Å.  
At the saddle point, there was one imaginary frequency at around 307i cm-1 for Li0 (312i 
cm-1 for Li+1).  
As summarized in Table 8.2, v0 and D0 for Li+ diffusion are estimated to be 8.57 
THz and 3.18 ×10-3 cm2/sec, in good agreement with v0 = 10.11 THz and D0 = 3.72 × 10-3 
cm2/sec from previous calculations [134].  For the Li0 case, v0 and D0 values are 
estimated to be 8.59 THz and 3.19×10-3 cm2/sec, close to the Li+ case.  Taking the 
prefactors and activation barriers, Li diffusion coefficients are estimated to be D = 1.04 × 
10-13 cm2/sec and 2.27 × 10-13 cm2/sec at 298 K in the positive and neutral charge states, 
respectively.  The predicted diffusivities are close to previous theoretical results (e.g., 
5.78 × 10-13 cm2/sec for Li+) [134] and also within the range of experimental values 























8.3.4 Li-Li interaction. 
Finally, we looked at the interaction between two Li0 interstitials in c-Si.  Fig. 8.5 
shows the variation in the relative energies with respect to the fully separated state [(d)] 
for various Li-Li distances; one Li was at a T site and the other was placed at the first 
[(a)], second [(b)], or third [(c)] nearest T site.  The relative energies for (a), (b), and (c) 
are 0.19 eV, 0.06 eV, and 0.04 eV higher compared to (d).  The total energy increase with 
decreasing the Li-Li distance is apparently caused by the repulsive interaction between 
the positively ionized Li interstitials; however, the force of repulsion tends to rapidly 
diminish as a result of effective screening as discussed earlier.  Owing to the repulsive 
interaction, the diffusion barrier for (a) → (b) is lowered to 0.45 eV, as opposed to 0.6 eV 
for the non-interacting case.  This finding also implies that Li interstitials favorably 
remain isolated, rather than clustered, at sufficiently low concentrations.  For comparison, 
we also looked at the Li+-Li+ interaction; the result looks similar to the Li0-Li0 case, as 













Figure 8.5. Variation in the total energy as a function of the distance between two Li0 
interstitials with respect to the fully separated state [(d)].  The black (red) and light grey 
balls represent Li and Si atoms.  For comparison, diffusion barriers for the Li+-Li+ case 

































Our calculations also show that the Li-Li distances are 2.59 Å, 3.91 Å, and 4.58 Å 
respectively for the (a), (b), and (c) cases, which are larger than 2.36 Å, 3.86 Å, and 4.52 
Å for corresponding first, second, and third nearest T sites in c-Si (with no Li interstitial).  
This is not surprising considering the volume expansion of the Si structure upon Li 
introduction.  The results clearly demonstrate that lithiation will rather easily lead to 
destabilization of the host Si network and subsequent formation of new Si-Li alloy phases, 
accompanied with significant volume expansion.  
 
8.4 Summary 
Using DFT-GGA calculations we examined the structure, stability, diffusion, and 
bonding mechanism of a single Li interstitial atom in c-Si in the neutral and positive 
charge states.  We also looked at the interaction between two Li interstitials and the effect 
of Li incorporation on the stability of the Si lattice.  For both Li0 and Li+, the tetrahedral 
(T) state turns out to be energetically most favored.  The first donor (+/0) level is 
predicted to be at Ec – 0.02 eV for the computed Si bandgap of 0.62 eV, suggesting that 
interstitial Li would act as an effective donor in c-Si.  Our DFT calculation shows that 
interstitial Li may undergo diffusion with a moderate barrier of ≈ 0.6 eV.  Taking the 
computed prefactor of ≈ 3×10-3 cm2/sec, the Li diffusion coefficient is estimated to be on 
the order of 10-13 cm2/sec at room temperature, while there is no significant difference 
between Li0 and Li+.  We find that the interaction between Li0 interstitials is repulsive 
due to their positive ionization; the placement of two Li0 atoms at adjacent T sites is 0.19 
eV less favorable compared to when they are fully separated.  This implies that Li 
interstitials favorably remain isolated, rather than clustered.  The incorporation of Li0 at 
the T site results in noticeable outward displacement of the four Si first neighbors by 0.08 
Å from their crystalline positions.  Our calculation also shows that the charge transferred 
from Li0 is largely localized within the first nearest Si lattice atoms, which in turn 
effectively screens the positively ionized Li interstitial.  Our analysis of electronic density 
of states (DOS) highlights that the electron transfer leads to partial filling of the anti-
bonding sp3 states of neighboring Si atoms, which in turn weakens corresponding Si-Si 
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bonds.  This also clearly indicates that the host Si lattice can be easily destabilized by Li 
insertion.  The fundamental findings assist in understanding the dynamic behavior of Li 
atoms and the nature of their interaction with the host Si matrix, particularly during the 




























The Structure and Properties of Li-Si Alloys 
 
9.1 INTRODUCTION 
Silicon-based materials have recently emerged as a promising candidate for 
anodes in lithium-ion batteries because they exhibit a higher energy-storage capacity than 
the conventional graphite anode.  Silicon (Si) has a theoretical lithium (Li) capacity of 
Li4.4Si ≈ 4200 mAh/g, which is more than ten times greater than that of graphite (372 
mAh/g) [29, 31, 129].  Moreover, Si is safer, less expensive, and far more abundant than 
graphite.  However, the practical use of Si as an anode material is hampered by its low 
intrinsic electrical conductivity and poor cycling performance [32-35].  In particular, the 
volume changes up to 400 % during lithiation and delithiation can cause severe cracking 
and pulverization of the Si electrode, and consequent capacity fading arising from the 
loss of electrical contacts.  Considerable efforts have been made to overcome these 
problems, for instance, through structural modifications such as amorphous phases [36, 
37, 130], nanoparticles [38, 39], nanowires [40] and alloying with active/inactive 
elements such as silicon-tin [41] and silicon-metal [42-46] composites.  In addition, first 
principles calculations have recently been applied to investigate fundamental aspects of 
the structural changes and lithiation behavior of Si-based materials, yet many of which 
still remain unclear. 
Recent studies [47-52]  have provided evidence for the formation of various stable 
lithium silicide crystalline phases such as Li12Si7, Li7Si3, Li13Si4, Li15Si4 and Li22Si5 
during high-temperature lithiation.  However, room-temperature Si lithiation frequently 
leads to amorphous lithium silicides (a-Li-Si) [6]. It is therefore necessary to better 
understand the nature of amorphous Li-Si alloys, with comparisons to their crystalline 
counterparts.  Very recently some theoretical efforts have been undertaken to understand 
the structure and properties of amorphous lithium silicides.  Chevrier et al. [53, 54] used 
a protocol in conjunction with density functional theory (DFT) to analyze the energetic 
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and structural properties of disordered lithiated Si.  Nonetheless, our understanding 
regarding the nature and properties of Li-Si alloys is still limited. 
In this chapter, we examine the energetics, structure, electronic and mechanical 
properties of Li-Si alloys using DFT calculations.  We first evaluate the relative stability 
of the alloys in both crystalline and amorphous phases by calculating the mixing 
enthalpies.  Next, the structural evolution in terms of Li content and temperature are 
analyzed.  The Bader charge analysis is applied to estimate the charge states of Li and Si 
for various Li/Si composition ratios.  While the Si network and electronic structure 
undergo considerable changes when alloyed with Li, bulk moduli of Li-Si alloys are 
calculated to assess the effect of increasing Li content on mechanical properties.  In 
addition, ab initio molecular dynamics (AIMD) simulations are performed to look at the 
dynamic behavior of a few selected Li-Si alloys at finite temperatures. 
 
9.2 COMPUTATIONAL METHODS 
The model structures of amorphous Li-Si alloys were created using AIMD 
simulations based on the atomic configurations of Au-Si alloys that were previously 
obtained using combined modified embedded atom method (MEAM) and AIMD 
simulations (see Ref. [84] for detailed computational methods).  According to the 
previous study [84], Au and Si atoms in the bulk Au-Si amorphous alloy are overall well 
mixed with no segregation.  The Au-Si interaction differs from the Li-Si interaction in 
nature, and thus the local atomic configurations (or short-range order) of the alloys tend 
to be dissimilar.  Nonetheless, the Au-Si structure is likely a good starting configuration 
for the Li-Si amorphous structure (where Li and Si atoms are overall well distributed as 
well); in particular, the high mobilities of Li and Si at high temperatures (> 1000 K) 
allow facile local structure rearrangements.  With Au-Si alloy configurations, after all Au 
atoms were replaced with Li atoms, the alloys were annealed at 1,500 K to accelerate 
melting for 2 picoseconds (ps) with a time step of 1 femtosecond (fs), and then rapidly 
quenched to 300 K at a rate of 0.6 K/fs, along with volume optimization.  Here, the 
temperature was controlled via velocity rescaling. Each model structure contains a total 
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of 64 Li and Si atoms. To change the Li/Si composition ratio, Li sites are chosen at the 
fully scattered position in the Si matrix because the intermixing of Li and Si is preferable.  
This approach can provide reasonable Li-Si amorphous structures at significantly reduced 
computational burden compared to starting with crystalline initial configurations.  The 
crystalline Li-Si structures considered are summarized in Table 9.1.  
The calculations reported herein were performed on the basis of density 
functional theory (DFT) within the generalized gradient approximation (GGA-PW91 
[65]), as implemented in the Vienna Ab initio Simulation Package (VASP) [21, 66]. Spin 
polarization of the Li-Si system was also examined, but appears to be insignificant.  The 
projector augmented wave (PAW) method with a planewave basis set was employed to 
describe the interaction between ion cores and valence electrons.  The PAW method is, in 
principle, an all-electron frozen-core approach that considers exact valence wave 
functions.  Valence configurations employed are: 1s22s1 for Li and 3s23p2 for Si.  An 
energy cutoff of 350 eV was applied for the planewave expansion of the electronic 
eigenfunctions.  During geometry optimization, all atoms were fully relaxed using the 
conjugate gradient method until residual forces on constituent atoms become smaller than 
5×10-2 eV/ Å.  A (2×2×2) k-point mesh in the scheme of Monkhorst-Pack was used for 
the Brillouin zone sampling [111] for all amorphous structures and (3×3×3) ~ 
(11×11×11) were used for crystalline structures as shown in Table 9.1.    
Table 9.1.  Equilibrium lattice parameters for crystalline Li-Si alloys obtained from 
PAW-GGA calculations.  
Phases Space group Lattice constants (Å) Volume( Å3) # Li/Si k-point mesha Ref.
Li Im-3m(229) a=3.438 (3.436) 325.2 16/0 δ b
Si Cm(8) a=5.457 (5.430) 4387.6 0/216 α c
LiSi I41/a(88) a=9.353 (9.353), c=5.753 (5.743) 31.5 8/8 χ d
Li12Si7 Pnma(62)
a=8.546 (8.600), b=19.665 
(19.755), c=14.327(14.336) 43.0 96/56 β e
Li7Si3 C2/m(12) a=4.3973,c=17.928, γ=120 50.0 40/16 χ f
Li13Si4 Pbam(55) a=7.9195, b=15.1057, c=4.4423 66.4 26/8 χ g
Li15Si4 I-43d(220) a=10.623 (10.685) 74.9 60/16 χ h
Li22Si5 F23(196) a=18.651 81.1 88/20 β i  
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 a α = (2×2×2), β = (3×3×3), χ = (5×5×5), δ = (11×11×11) 
b,c:Ref. [138], d: Ref. [49, 51], e: Ref.[139], f: Ref. [140], g:Ref. [141], h:Ref. [50], i: 
Ref.  [142]. 
Experimental values are supplied in parentheses whenever available.  
 
9.3 RESULTS AND DISCUSSION 
9.3.1 Structures and Stabilities 
Fig. 9.1 shows a variation in the mixing enthalpy for amorphous and crystalline 
Li-Si alloys as a function of Li:Si composition ratio, with respect to crystalline Si (c-Si) 
and body-centered cubic Li (bcc-Li).  The mixing enthalpy per atom (ΔEmix) is given by:  
 
where  is the total energy per atom of the Li-Si alloy examined; x is the atomic 










Figure 9.1. Variation in the mixing enthalpy for amorphous and crystalline Li-Si alloys as 
a function of Li content (at. %).  The values for amorphous alloys are averaged based on 
5 different 64-atom supercells. 
 
For amorphous phases at low Li content, the mixing enthalpy is positive in value 
and peaks around 25 at.% Li.  As the Li content increases, this value drops and changes 
from positive to negative at 40 at.% Li.  Above this Li content, the mixing enthalpy 
continues to decrease and falls to a valley plateau between 60 to 80 at.% Li.  The positive 
value of mixing enthalpy at Li contents < 40 at.% may indicate the presence of an initial 






















at Li contents > 40 at.% suggests favorable alloy formation.  According to the trend, 
amorphous Li-Si alloys with 60 ~ 80 at.% Li are most stable with an energy gain of 
0.16−0.18 eV/atom with respect to c-Si and bcc-Li.  Our calculations are consistent with 
previous experiments that evidenced the formation of a-Li2.1Si (≈ 68 at.% Li) with an 
energy gain of 0.12 eV [6].  For crystalline phases, a distinct mixing enthalpy minimum 
is found at 71 at.% Li, and on average the total energies are ~ 0.1 eV/atom lower than 
their amorphous counterparts; hence a-Li-Si alloys may undergo recrystallization at 
elevated temperatures, as evidenced by earlier experiments [30].   
We looked at the structural evolution of the amorphous LiySi alloy with varying 
Li contents from y = 0 to 4.4.  Figure 9.2 shows a set of the amorphous structures from 
our simulations, together with corresponding crystalline structures for comparison.   
The amorphous structures were characterized using pair distribution function 
(PDF, g(r)), which is defined as [83] 
 
where n(r) represents particles in a shell within the region r ± Δr/2, where Δr is the shell 
thickness; N denotes the number of particles in the model volume V.  
Fig. 9.3 shows the pair-distribution functions for selected amorphous LiySi alloys; 
for each composition five independent 64-atom samples were used to obtain good 
statistics.  No sharp second-neighbor peak is present, which confirms the amorphous 
nature (lack of long-range order) of the LiySi alloys.  The total g(r) of the Li0.78Si 
structure exhibits two distinct peaks at 2.4 and 2.7 Å, which are different from that of the 
remaining LiySi structures.  The first peak originates from Si-Si pairs, whereas the second 
peak is attributed to a combination of Si-Li and Li-Li pairs.  As the Li content increases, 
the second peak becomes stronger while the first peak dwindles.  Furthermore, with 
increasing Li content, the Si-Si peak position shifts to larger pair distance while the 
opposite trend is found for the Li-Li peak.  This is indicative of the weakened Si-Si 
bonds; note that the charge transferred from Li fills up the anti-bonding sp3 states of Si 






Figure 9.2. Schematic structures of amorphous and crystalline Si-Li alloys from low to 
high Li content y in LiySi.  The darker (yellow) and light grey (white) balls represent Si 






























Figure 9.3. Total and partial pair-distribution functions for selected a-LiySi; for each 



















































Table 9.2 lists the calculated average and standard deviation values for the 
coordination number (CN) of Si in the selected alloys as a function of cut-off radius (r).  
At r ≤ 2.6 Å, the average CN decreases from 3.34 to 2.33 with increasing y from 0.5 to 
4.33, and an opposite trend is observed for r ≤ 3.1 Å, where CN increases from 6.54 to 
9.97.  Considering the Si-Si bond length of ≈ 2.5 Å in a-Si and the Li-Si bond length of 
2.57 − 3.09 Å in c-LiySi alloys, the CN at r < 2.6 Å represents the number of Si neighbors 
and CN at r ≤ 3.1 Å represents the number of Si and Li neighbors combined.  The a-Si 
structure is composed of sparse Si network, but as Li content increases, the Li-Si alloy 
becomes more densely packed as evident by the increasing CN.  We also find that at r = 
3.1 Å, the CN of Si is 10.04 in a-Li3.57Si and 9.97 in a-Li4.33Si, indicating the former is 
more highly packed (albeit to a small degree).  Note that the more densely packed a-
Li3.57Si also has a slightly lower mixing enthalpy than a-Li4.33Si, and the same 
relationship is found for their crystalline counterparts, suggesting energetically a-Li3.57Si 
might be more favorable than a-Li4.33Si. 
 
Table 9.2.  Average and standard deviation of the calculated average coordination 












Based on the model structures, the variations in volume and density as a function 
of Li content were calculated as shown in Fig. 9.4; the volume of each alloy is 
y r  = 2.5 r = 2.6 r  = 2.7 r  = 2.8 r  = 2.9 r  = 3.1
0.33 2.92 (0.01) 3.36 (0.02) 3.77 (0.02) 4.45 (0.02) 4.88 (0.02) 5.68 (0.01)
0.78 2.61 (0.21) 3.26 (0.15) 4.42 (0.05) 5.47 (0.13) 6.32 (0.09) 7.50 (0.22)
1.00 2.28 (0.17) 3.44 (0.05) 5.01 ( 0.02) 6.31 (0.18) 7.39 (0.16) 8.41 (0.09)
1.67 2.20 (0.07) 3.28 (0.14) 4.95 (0.04) 6.64 (0.12) 7.59 (0.30) 9.12 (0.29)
2.56 1.69 (0.29) 3.18 (0.38) 5.27 (0.21) 6.62 (0.44) 7.80 (0.55) 9.15 (0.69)
3.00 1.65 (0.22) 2.78 (0.05) 5.16 (0.01) 6.91 (0.06) 8.04 (0.28) 9.69 (0.22)
3.57 1.19 (0.06) 2.84 (0.26) 5.40 (0.27) 7.31 (0.38) 8.66 (0.35) 10.04 (0.37)
4.33 1.23 (0.33) 2.33 (0.30) 5.28 (0.07) 7.17 (0.44) 8.58 (0.22) 9.97 (0.29)
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normalized with respect to that of c-Si (in which each Si occupies a volume of ≈ 20.47 
Å3).  For both crystalline and amorphous phases, the volume increases nearly linearly 
with Li content, and the opposite trend is true for the density values.  As expected, the 
crystalline phase is slightly denser than the amorphous alloy of corresponding 
composition.  The fully lithiated a-Li4.33Si (c-Li4.4Si) phase is predicted to yield a 334 
(296) % volume expansion, which is in good agreement with ≈ 300% from previous 












Figure 9.4. Variation in volume (solid circle and square) and density (open circle and 
square) of amorphous and crystalline Li-Si alloys as a function of Li content.  The 
volume (per LiySi) of each alloy is normalized with respect to that of c-Si. 
 
It was also found that the tetrahedrally-bonded network of Si is disintegrated into 
smaller Si fragments with increasing Li content.  In crystalline phases, the diamond cubic 
structure of c-Si breaks up into small clusters in various shapes [49, 51, 52].  For instance, 
c-LiSi has a threefold-coordinated Si network that consists of interconnected chains and 
puckered eight-membered rings; c-Li12Si7 has two types of clusters, Si5 rings and Si4 
stars; c-Li7Si3 has Si2 dumbbells; c-Li13Si4 has a mixture of Si2 dumbbells and Si atoms; 
and c-Li15Si4 and c-Li22Si5 have only single Si atoms.  Likewise, in amorphous phases, 
the disintegration of a-Si into low-connectivity Si clusters also occurs as the Li content 
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increases.  Fig. 9.5 (lower panel) shows the Si-Si coordination number versus Li content 
(y) for various a-LiySi and c-LiySi alloys, together with representative Si clusters found in 
the amorphous phases (upper panels).  a-LiSi has Si3 and Si4 coordinated network; a-
Li1.67Si has mixed Si4 ~ Si6 strings and rings (as also reported in Ref. [144]); a-Li2.56Si 
has Si3 clusters, Si2 dumbbells and Si atoms; a-Li3.57Si has Si3 and Si4 strings; a-Li4.33Si 
has Si2 dumbbells and Si atoms.  As summarized in Fig. 9.5, in amorphous phases, 
roughly 30 ~ 40% of Si atoms still form Si-Si pairs even in highly lithiated states (a-
Li3.57Si and a-Li4.33Si); however, in crystalline phases (c-Li15Si4 and c-Li22Si5), all Si 


















Figure 9.5. (Lower panel) Si-Si coordination number (CN) versus Li content (y) for 
various a-LiySi and c-LiySi alloys; (Upper panels) representative Si clusters found in the 
amorphous phases. The darker (yellow) and light grey (white) balls represent Si and Li 






















9.3.2 Dynamic behaviors at finite temperatures   
We performed ab initio molecular dynamics (AIMD) simulations in the canonical 
(NVT) ensemble to examine the dynamic behavior of Li and Si in Li1.67Si and Li3.57Si 
alloys.  Three simulation temperatures were chosen; 300 K and 500 K in amorphous state 
and 1,050 K in liquid state.  For the amorphous cases, the alloy density was kept constant 
regardless of the temperature variation (see Fig. 9.4 for the density values).  In the liquid 
state, the experimental densities for Li-Si alloys of similar compositions and temperature 
were used (minor scaling was done as needed).  For each alloy, the internal pressure as a 
function of cell volume was verified to ensure that the chosen density is reasonable.  For 
the short-range order analysis, all three alloys examined were equilibrated at 300 K and 
500 K for 2 ps, and 1,050 K for 6 ps; 5 different configurations were used for each alloy 
to produce averaged PDFs as shown in Fig. 9.6.  When the temperature increases, atoms 
spread around their average positions as the PDF peaks broaden and shrink in intensity.  
At 1,050 K, the first peak is more broadened, but there is no significant deviation from 
the PDF profiles at 500 K; this may suggest the short range order of Li-Si alloys is 
maintained even in the liquid state.   
To better understand the dynamic properties, AIMD simulations were also 
performed to estimate Li and Si mobilities in molten LiSi, Li1.67Si, and Li3.57Si alloys at 
1,050 K.  The MD duration of 6 ps appears to be sufficient to obtain well converged 
results, and for each alloy, 5 samples were averaged to calculate the mean-square 
displacements (MSD).  Fig. 9.7 shows the variations in MSD (insets) and diffusion 
constant of Si and Li as simulation time progresses.  The MSDs are linearly proportional 
to time as can be expected from a liquid phase.  The diffusion constants of Si and Li were 
calculated based on the Einstein relation: 
 
where Ri is the atomic position, broken brackets denote thermal averages and t is the time. 
For LiSi, the diffusion coefficients were predicted to be DLi= 0.45 ± 0.04 10-4 and 

























Figure 9.6. Pair distribution functions for (a) LiSi , (b)Li1.67Si, and (c) Li3.57Si at 300 K 
(blue), 500 K (green) and 1,050 K (red). 
 
0.07 × 10-4 cm2/sec, which are comparable to the values reported in previous DFT 
calculations, DLi= 0.94 × 10-4 and DSi = 0.42 x 10-4 cm2/sec [144].  For Li3.57Si, the 
diffusivities increase to DLi= 0.73 ± 0.06 × 10-4 and DSi = 0.33 ± 0.05 × 10-4 cm2/sec.  
Note that despite the change in alloy composition, the diffusion coefficient ratio between 
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the mass dependence of diffusivity in a liquid-like phase, i.e., D2/D1 ~ (m1/m2)1/2 for a 
disparate-mass binary mixture.  Given the atomic mass for Li and Si are 6.94 amu and 
28.09 amu, respectively, our calculation result is consistent with what would be expected 
from the mass-dependency, i.e., DLi/DSi ≈ (28.09/6.94)1/2 = 2.0.  Our calculations also 
show that Li mobility tends to be hindered by the heavier and slower Si atoms.  At the 
highly lithiated case (Li3.57Si) the diffusivity of Li is enhanced relative to that in LiSi or 
Li1.67Si, while the diffusivity of Si also increases as facilitated by the fast diffusing Li.   
For reference, the experimental self-diffusion coefficients for Li at 470 K and Si 
at 1,687 K were reported to be DLi ≈ 0.65×10-4 cm2/sec [145] and DSi ≈ 4.00×10-4 cm2/sec 
[146].  Since there is no experimental data available, we approximated DLi and DSi at our 
simulation temperature of 1,050 K using analytical models [147-152] that have been 
proposed to describe the temperature-dependence of liquid diffusivity.  Here, Si is 
assumed to be liquid at 1,050 K for comparison purpose; although a-Si might start to melt 
above 1480 ± 50 K [153].  From these models, the Li and Si self-diffusion coefficients at 
1,050 K were roughly estimated to be 0.65 ~ 3.24×10-4 and 1.55 ~ 4.00×10-4 cm2/sec, 
respectively [154], greater than the predicted values in the Li-Si alloys.  The lower 
diffusivities might be attributed to the interaction between Li and Si; this is not surprising 
considering that the alloys are more stable than their pure counterparts as evidenced by 
the negative mixing enthalpy values presented earlier. 
 
9.3.3 Electronic and mechanical properties  
We calculated the charge states of Si and Li in c-LiySi and a-LiySi using the grid-based 
Bader analysis [72], special care was taken to ensure convergence with respect to the grid 
size.  As summarized in Table 9.3, the Si charge state significantly varies from −0.84 to 
−3.31 with increasing Li content from y= 1 to 4.4 in c-LiySi, while the Li charge state 
remains nearly unchanged (+0.8 ~ +0.82).  For highly lithiated amorphous phases (a-
Li3.57Si and a-Li4.33Si) where Si2 dimers and single Si atoms are prevailing, the charge 
states of Si and Li are estimated to be −2.38 (± 0.41) for Si 2 dimers, −3.61 (± 0.23) for Si 
monomers, and +0.8 (± 0.02) for Li.  The charge states of Si can be explained by general 
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Zintl rules [155] with the consideration that only partial charge is transferred from Li to 
Si.  For instance, the calculated charge states of Si dimers (in c-Li7Si3) and monomers (in 
c-Li22Si5) are −2.05 and −3.31, while if were in perfect Zintl phases (transfer completes 
the octet shell of Si), these values should be close to −3.0 and −4.0, respectively.  
 
Table 9.3.  The charge states of Si and Li in c-Li-Si alloys calculated using the grid-based 












   (R): ring, (SC): string center, (ST): string terminal, (D): dumbbell, (M): monomer 
 
Fig. 9.8 shows the electron density of states (DOS) projected on Si atoms in 
selected amorphous and crystalline Li-Si alloys, along with the DOS of pure Si for 
comparison; the analysis could demonstrate how the Si-Si bonding property changes as a 
function of Li content.  The Fermi level is used as a reference energy, which is set to be 
zero.  As expected, pure Si exhibits strong s-p hybridization leading to the tetrahedral sp3 
structure, while the amorphous phase yields a larger band gap than the crystalline phase.  
As Li content increases, the degree of s-p hybridization decreases; note that the splitting 
between 3s and 3p states grows larger going from LiSi to their higher lithiated states.  As 
the Li content increases, the Li-Si alloy bandgap gradually diminishes, showing more 
metallic character.  In addition, the distributions of the 3s and 3p states get narrower with 
increasing Li content, which is apparently attributed to the decreasing Si-Si bonding 
interaction, as the Si network loses its connectivity and disintegrates into smaller 
fragments, as discussed earlier.  We can also notice that the DOS profiles for the 
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Figure 9.7. The variation in mean square displacement (shown in insets) and diffusion 
constant of Si and Li in liquid (a) LiSi, (b) Li1.67Si, and (c) Li3.57Si alloys at 1,050 K as 
simulation time progresses.  The blue and dotted-red lines represent Li and Si profiles, 
respectively. 
 
composition, which is mainly due to variations in the Si cluster shape (such as pairs, 
strings, rings, etc).  For instance, a-Li1.67Si has broader peaks than its crystalline 
counterpart (c-Li12Si7) because Si3 ~ Si4 strings and rings in the former phase allow 
stronger Si-Si interaction than the Si4 stars and Si5 rings in the later phase.  Likewise, a-
Li3.57Si that also consists of a fair amount of Si2 dimers has broader peaks than c-Li15Si4 
containing only Si monomers.   
Our calculations clearly demonstrate the gradual structural transformation as well 
as the softening of Si-Si bond strength as the Li content increases.  Finally, we looked at 





















of Li-Si alloys.  Here, we only calculated the bulk modulus (B) for each alloy, which can 
be determined by fitting the Murnaghan equation of state [73] to the corresponding 
energy versus volume curve.  In our calculations, uniform tensile and compressive 
stresses were imposed on the alloys to achieve ±10 % volume variation. 
 
where E and Eo refer to the total energies of a given LiSi supercell at volume V and Vo 
(equilibrium), respectively, B is the bulk modulus, and B' is the pressure derivative of the 



















Figure 9.8. The electron density of states (DOS) projected on Si atoms in various Li-Si 
alloys in both amorphous and crystalline phases, along with the DOS of pure Si for 
comparison.  The Fermi level is used as the reference energy state, which is set to zero. 
 

























Fig. 9.9 shows the variation in bulk moduli for c-Li-Si and a-Li-Si alloys.  The 
calculated bulk moduli for c-Si and bcc-Li are Bc-Si = 87.8 GPa and Bbcc-Li = 12.7 GPa, in 
good agreement with the experimental values of Bc-Si = 100.0 GPa [156] and Bbcc-Li = 11.6 
GPa [157]. The dotted line connecting the bulk moduli of c-Si and bcc-Li represents a 
linear relation between the bulk modulus and the Li concentration (x).  For both 
amorphous and crystalline Li-Si alloys, the bulk moduli indeed decrease with increasing 
Li content in a nearly linear manner leading to significant elastic softening.  For a given 













Figure 9.9. Variation in bulk moduli for c-Li-Si and a-Li-Si alloys as a function of Li 
content; the dotted line connecting the bulk moduli of c-Si and bcc-Li represents a linear 
relation between bulk modulus and x. The calculated bulk modulus for a-Si is Ba-Si= 74.5 
± 14.9 [158] and experimental value for a-Li is Ba-Li≈12.0 GPa [157]. 
 
9.4 SUMMARY 
Using DFT-GGA and AIMD calculations, we examined the energetics, structure, 
electronic and mechanical properties of crystalline and amorphous Li-Si alloys.  
According to our mixing enthalpy calculations, the favorable alloy formation occurs 
around 71 at. % Li for the crystalline phase and 60 - 80 at. % Li for the amorphous phase, 
and c-Li-Si alloys are approximately 0.1 eV more favorable than their amorphous 
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counterparts.  With increasing Li content, we find that: i) the tetrahedrally bonded Si 
network undergoes disintegration into low-connectivity clusters of various shapes; ii) the 
a-Li-Si becomes more densely packed as evidenced by the increasing CN; iii) Si-Si PDF 
peaks shift toward larger r values as a result of weakened Si-Si bonds.  Bader charge 
analysis shows that while the charge state of Li remains nearly unchanged around +0.80 
to +0.82, that of Si varies significantly from −0.46 to −3.31 depending on the number of 
Si neighbors as can be understood by Zintl rules.  Our electronic DOS analysis illustrates 
that towards higher lithiated states, the Si s-p splitting grows larger accompanied by 
weakening/breaking of Si-Si bonds and changes in the alloy structure.  Due to the 
softening of the Si network, the bulk modulus decreases almost linearly with increasing 
Li content.  The electronic analysis also reveals the band gap narrowing with increasing 
degree of lithiation, showing more metallic character.  According to AIMD calculations 
at finite temperatures, the short range order of Li-Si alloys tends to be maintained even in 
the liquid state; due to the Li-Si interaction, a drop in Li and Si diffusivities is seen when 
alloyed with each other.  The fundamental findings assist in understanding the nature of 
















The Structure and Properties of Li-Si, Li-Ge, and Li-Sn Alloys 
 
10.1 Introduction 
Semiconductor or semiconductor alloy materials have recently emerged as a 
promising candidate for anodes in lithium-ion batteries because they exhibit a higher 
energy-storage capacity than the conventional graphite anode.  However, the practical use 
of a pure semiconductor (Si, Ge, Sn) as an anode material is hampered by their low 
intrinsic electrical conductivity and poor cycling performance [32-35].  In particular, the 
volume increasing up to 200 % (for Sn), 250% (for Ge), and 300 % (for Si) during 
lithiation can cause severe cracking and pulverization of the electrode and consequent 
capacity fading arising from the loss of electrical contacts.   
Considerable efforts have been made to overcome these problems, for instance, 
through structural modifications such as amorphous phases [36, 37, 159], nanoparticles 
[38, 39], nanowires [40] and alloying with active/inactive elements such as silicon-tin 
[41] and silicon-metal [42-46] composites. Here the two issues can be combined into both 
amorphous phase and alloy. The amorphous semiconductor alloy (silicon and tin) 
provides several advantages over the binary Si-Li, Ge-Li, and Sn-Li system such as 
homogeneous lower volume expansion than the pure Si and flexibility for Li to diffuse 
in/out. Recently, Dahn et al. sputtered the amorphous Si-Sn film and then showed that the 
electrochemical reaction with Li is reversible for long cycles [41, 44, 159, 160].  Before 
foregoing our work focusing on the effective alloy, it is necessary to investigate 
fundamental aspects of the structural changes and lithiation behavior of amorphous Si-Li, 
Ge-Li, and Sn-Li system.  
While the tetrahedral network in the covalent bond system can be easily 
disintegrated by lithiation, it has also been reported that the lithiated Si at room 
temperature tends to exhibit no crystalline phases [6], possibly because of a kinetic 
barrier to crystallization.  The kinetic effect can be more important at the onset of 
lithiation because the introduction of Li into a rather rigid tetrahedral network would be 
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thermodynamically more unfavorable and thus the lithiated structures of Si (Ge, Sn) 
would be more kinetically controlled, compared to a highly flexible Li-rich alloy. 
However, thus far there has been no comprehensive study as to the dynamic behavior of 
Li in Ge (Sn)-based materials and also the influence of Li introduction on the stability of 
the host lattice, particularly in the early stages of lithiation. 
Very recently some theoretical efforts have been undertaken to understand the 
structure and properties of amorphous lithium silicides.  Chevrier et al. [53, 54] used a 
protocol in conjunction with density functional theory (DFT) to analyze the energetic and 
structural properties of disordered lithiated Si.  Nonetheless, our understanding regarding 
the nature and properties of Li-Ge and Li-Sn alloys are still limited. 
In this chapter, we examine the structure, diffusion, and interaction of Li atoms in 
Si, Ge, Sn and how Li incorporation affects the nature of the tetrahedral bonding network 
using density functional theory calculations.  In the first part, we present the atomic 
structure, stability and bonding mechanism of interstitial Li in crystalline host matrix.  
The result also shows how Li introduction leads to weakening of nearby bonds in host 
matrix.  Next, Li diffusion and Li-Li interactions in the neural states are estimated.  
In the second part, we evaluate the relative stability of the alloys in both 
crystalline and amorphous phases by calculating the mixing enthalpies. Next, the 
structural evolution in terms of Li content is analyzed.  The Bader charge analysis is 
applied to estimate the charge states of Li and Si (Ge, Sn) for various Li/Si(Ge, Sn) 
composition ratios.  While the tetrahedral network and electronic structure undergo 
considerable changes when alloyed with Li, bulk moduli of Li-Si, Li-Ge, and Li-Sn 
alloys are calculated to assess the effect of increasing Li content on mechanical properties.   
The calculation results provide some insight into the effect of Li incorporation on 
destabilization of the Si (Ge, Sn) lattice, particularly in the early stages of lithiation. In 
addition, the alloy calculations provide some insight into the thermodynamical stability of 





The model structures of amorphous Li-Si, Li-Ge, and Li-Sn alloys were created 
using AIMD simulations based on the atomic configurations of Au-Si alloys that were 
previously obtained using combined modified embedded atom method (MEAM) and 
AIMD simulations (see Ref. [143] for detailed computational methods).  According to the 
previous study [84], Au and Si atoms in the bulk Au-Si amorphous alloy are overall well 
mixed with no segregation.  The Au-Si interaction differs from the Li-Si interaction in 
nature, and thus the local atomic configurations (or short-range order) of the alloys tend 
to be dissimilar.  Nonetheless, the Au-Si structure is likely a good starting configuration 
for the Li-Si amorphous structure (where Li and Si atoms are overall well distributed as 
well); in particular, the high mobilities of Li and Si (Ge, Sn) at high temperatures (> 1000 
K) allow facile local structure rearrangements.  With Au-Si alloy configurations, after all 
Au atoms were replaced with Li atoms and Si atoms were replaced with Ge for Li-Ge or 
Sn for Li-Sn, the alloys were annealed at 1,500 K for 2 picoseconds (ps) with a time step 
of 1 femtosecond (fs), and then rapidly quenched to 300 K at a rate of 0.4 K/fs, along 
with volume optimization.  Each model structure contains a total of 64 Li and Si (Ge or 
Sn) atoms.  Here, the temperature was controlled via velocity rescaling.  This approach 
can provide reasonable amorphous structures at significantly reduced computational 
burden compared to starting with crystalline initial configurations.  The crystalline Li-Si, 
Li-Ge, and Li-Sn structures considered are summarized in Table 10.1.  
The calculations reported herein were performed on the basis of density 
functional theory (DFT) within the generalized gradient approximation (GGA-PW91) 
[65], as implemented in the Vienna Ab initio Simulation Package (VASP) [21, 66]  Spin 
polarization of the Li-Si system was also examined, but appears to be insignificant.  The 
projector augmented wave (PAW) method with a planewave basis set was employed to 
describe the interaction between ion cores and valence electrons.  The PAW method is, in 
principle, an all-electron frozen-core approach that considers exact valence wave 
functions.  Valence configurations employed are: 1s22s1 for Li, 3s23p2 for Si, 3d104s24p2 
for Ge, and 4d105s25p2 for Sn.  An energy cutoff of 350 eV was applied for the planewave 
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expansion of the electronic eigenfunctions.  During geometry optimization, all atoms 
were fully relaxed using the conjugate gradient method until residual forces on 
constituent atoms become smaller than 5×10-2 eV/ Å.  A (2×2×2) k-point mesh in the 
scheme of Monkhorst-Pack was used for the Brillouin zone sampling38 for all amorphous 
structures and (3×3×3) ~ (11×11×11) were used for crystalline structures as shown in 
Table 10.1.     
 
Table 10.1. Optimized lattice parameters for crystalline Li-Ge and Li-Sn alloys 
considered in this work, together with crystallographic description. For each structure, the 





























α α = (2×2×2), β = (3×3×3),χ = (5×5×5),δ = (11×11×11) 
j: Ref. [141], a ~ i and k ~ l : Ref. [161-171]. 
Phases Space group Lattice constants  (Å) Volume ( Å3) #Li/Sn k-pointsα Ref.
Sn Fd-3m (227) a=4.70 (5.43), b=4.70 (5.43),c=4.70 (5.43) 73.29 0/2 χ l
Li2Sn5 P4/mbm(127) a=10.460 (10.274), b=10.460(10.274),c=3.080 (3.125) 336.99 4/10 χ g
LiSn P2/m (10) a=5.197 (5.17), b=3.121(3.18),c=7.856 (7.74), β=104.5 125.40 3/3 χ f
Li7Sn3 P2-1/m(11) a=8.53 (8.56), b=4.71 (4.72), c=9.44(9.45), γ=105.95 364.62 14/6 χ h
Li13Sn5 P-3m1(164) a=4.69 (4.74), b=4.69 (4.74), c=17.04(19.83), γ=120 322.82 13/5 χ i
Li7Sn2 Cmmm(65) a=8.578(9.8), b=15.996(13.8), c=4.714(4.75) 646.84 28/8 β j
Li22Sn5 F23(196) a=19.66(19.7), b=19.66(19.7), c=19.66(19.7) 1900.79 88/20 α k
Phases Space group Lattice constants (Å) Volume ( Å3) # Li/Ge k-points meshα Ref.
Ge Cm(8) a=5.75 (5.66) 47.52 0/2 δ a
LiGe I41/a(88) a=9.846 (9.75),b=9.846 (9.75), c=5.810 (5.78) 564.34 16/16 δ b
Li7Ge2 Cmmm(55) a=8.179 (9.24), b=15.135 (13.21), c=4.508(4.63) 558.12 28/8 χ c
Li15Ge4 I-43d (220) a=10.698 (10.72) 1224.41 60/16 χ d
Li22Ge5 F23(196) a=18.859 (18.75) 1676.92 88/20 β e
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10.3 RESULTS AND DISCUSSION 
10.3.1 Structure and Stability 
In order to probe the lattice disturbance induced by Li interstitials in different host 
materials, a comparative study on the displacements of nearest neighbors (NNs) and 
relative formation energy were performed with the consideration of possible effects from 
volume relaxation.  Li was inserted in the tetrahedral interstitial position (T-site), which 
has been identified as the most favorable insertion site in diamond Si [143].  For the 
volume-relaxation calculation, the unit-cell volume and atom positions of the host lattice 
were allowed to relax after lithium insertion whereas for the constant-volume calculation, 
only the atom positions were allowed to relax.  Lithium insertion imposes a strain field on 
the surrounding atoms, leading to a slight outward relaxation of the nearest neighbors 












Figure 10.1.  First and second nearest neighbor displacements upon one Li T-site 
insertion in Si, Ge and Sn 216-atom cells. 
 
The atomic displacements for the 2nd NNs are significantly smaller than that of 
the 1st NNs, indicating the strain imposed by Li insertion falls off quickly beyond the 
nearest neighbor distance.  Among host lattices considered, Si has the largest and Sn the 
smallest atomic displacement.  This trend could be explained considering the outward 
Å
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relaxation is highly dependent on both the atomic size and modulus of a host material.  If 
the host atoms were smaller in size, greater atomic displacement could be expected 
simply due to the geometrical effect.  Greater atomic displacements could also be 
expected from a host material of smaller cohesive energy, thus weaker bond strength, 
lower modulus and more compliant.  Given the atomic radii of Si (1.11 Å ) < Ge (1.22 Å) < Sn 
(1.40 Å), and the cohesive energies (bulk moduli) of Sn [3.14] < Ge [3.83] < Si [4.68 eV/atom]  (Sn 
[43] < Ge [75] < Si [98 GPa]), it is reasonable to find Si with the highest and Sn with the lowest 
atomic displacement/volume variation. Note that the effect of volume relaxation does not 
lead to significantly different results, and the variation in cell volume due to one Li 
insertion is less than 0.4 %.  
Next, the formation energy of T-site Li with respect to c-Si (Ge, Sn) and bcc-Li 
(body-centered cubic Li) is determined in order to evaluate the relative ease of Li 
insertion.  The formation energy is defined by the equation below, and comparative 
results are shown in Fig. 10.2.  
     








Figure 10.2.  Calculated relative formation energies of one T-site Li in Si, Ge and Sn 




As shown in Fig. 10.2, Li incorporation in Sn requires the lowest formation 
energy among the three host materials considered.  The bigger atomic size and softer 
matrix of Sn permit larger interstitial space and less resilience to structural expansion, 
thus incorporation of Li in Sn is favorable and causes only minor disturbance to the host 
lattice.  Contrarily, due to the size and modulus effect, more severe lattice disturbance is 
expected in Si and therefore the positive formation energy.  
 
10.3.2 Bonding Mechanism 
Fig. 10.3 shows the electron density of states (DOS) of the pure host materials and 
the projected DOS on Si, Ge and Sn as one T-site Li is inserted in 216-atom cells. The 
Fermi level is used as a reference energy, which is set to be zero.  The analysis could 
provide some insight on how the bonding property changes upon Li insertion.  In all three 
host materials, Fermi level shifts above the original conduction band minimum, indicate 
the transferred charge from Li to the host lattice.  The amounts of electron transfer to Si, 
Ge and Sn matrixes are estimated to be 0.83e, 0.85e and 0.87e from the grid-based Bader 
charge analysis [72], special care was taken to ensure convergence with respect to the 
grid size.  In the case of Li in Si lattice, previous study has shown that the transferred 
charge is highly localized within the first nearest Si atoms.  In order to determine whether 
this transferred charge localization is also seen in the other host lattices, we calculated the 
nearest neighbor electron gain (per atom) in Si, Ge and Sn; results are shown in Fig. 10.4.  
Compared to Ge and Sn, a more rapid drop in electron gain is seen in Si; from 0.24e (1st 
NN), 0.1e (2nd NN) to 0.01e (3rd NN), and there is no indication of electron gain beyond 
the 3rd NN.  For Li in Ge, the electron gain drops less rapidly from 0.13e, 0.06e to 0.05e 
at the 3rd NN.  In the case of Sn, although the electron gain decreases from 0.15e, 0.04e to 
0.03e at the 3rd NN, the analysis indicates still 0.02e gain at the 4th NN, suggesting the 
transferred charge is more itinerant and farther spread in Sn.  Based on these results, we 
see the transferred electron is highly localized in Si and more itinerant in Sn; the 
positively ionized Li interstitial may be effectively screened by the transferred electron in 
Si and less so in Sn. 
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Figure 10.3.  The electron density of states (DOS) projected on Si, Ge and Sn as one T-
site Li is inserted in 216-atom cells, along with the DOS of pure host materials for 













Figure 10.4.  The electron gain (per atom) by the 1st, 2nd, 3rd and 4th nearest neighbors 
in Si, Ge and Sn matrices; the charge transfer is estimated using grid-based Bader charge 
analysis. 
 
10.3.3. Li-Li Interaction 
Next, we look at the interaction between two Li interstitials in crystalline Si, Sn 
and Ge.  Fig. 10.5 shows the variation in the relative energies with respect to the fully 
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2nd 0.1 0.06 0.04





















Figure 10.5.  Variation in the relative energy with respect to the fully separated state for 
various Li-Li distances.  Li and the host atoms are represented in red and white, 
respectively.  One Li is at T-site while the other is placed at the first (a), second (b) or 
third (c) nearest neighboring T-site.   
 
at the first (a), second (b) or third (c) nearest neighboring T-site.  The Li-Li distances 
were normalized to their respective self-interstitial distances.   
The relative energy drops with increasing Li-Li separation distance; the value and 
rate of the descending energy plot provide insight into the repulsive Coulomb interaction 
in different matrices. Three features in Fig. 10.5 are worth noting. First, the Li-Li 
distances in configuratios (a), (b), and (c) are predicted to be the large than the distances 
between the corresponding 1st, 2nd , and 3rd nearest T-site self-interstitials attributed to 
both the repulsive interaction between Li and the outward relaxation of the host lattice 
upon Li insertion. Second, based on the Coulomb potential, the repulsive interaction 
between Li cations are expected to be stronger in Si than Ge and Sn due to its lower 
electrical permittivity; however, the repulsion seems to be the highest in Ge instead of Si. 
This is reasonable accounting for the beforementioned strong screening effect in Si; as Li 
cations are more effectively shielded, the repulsive interaction in reduced more greatly in 








relative energy, we see the repulsive interaction drops most rapidly in Si, consistent with 
its ability to shield Li cations.  
 
10.3.4 Diffusion 
Comparison of the Li ion mobility in materials of potential application as 
secondary battery electrode is of vital interest.  As previously identified, the most 
favorable diffusion path of Li in c-Si is for Li to jump between adjacent T-sites via the H-
site [143].  In this work, we look into the variations in Li migration barrier as the host 










Figure 10.6.  The Li (red atom) diffusion pathway in Si, Ge or Sn (white atoms).  Li 
jumps from T-site (a) to the adjacent T-site (c) via H-site (b).  
 
As Li tends to lose an electron to its nearest neighbors, the cation diffusion model 
proposed by Sharma and Kasir may be applied in aid to understand the contributing 
factors to affect the barriers.  According to this model, cation diffusion is analogous with 
a hard sphere passing through a square, which has some flexibility to expand or contract.  
The diffusion barrier is the difference in energy when the ion is at the saddle point 
position, S, and when it is at the site B.  This energy difference actually consists of two 
parts.  The first part, E1, is associated with the electrostatic (Madelung) work that can 








mechanical work due to outward lattice relaxation for the ion to pass through.  This 
relation is described as [129]  
 
where αS and αB are the Madelung constants of the cation at positions S and B, e is the 
electronic charge, a is the nearest cation-cation distance, K is the bulk modulus, δ is the 
volume dilation and Vo is the atomic volume. 
In the case of a single Li diffusion, only the mechanical work part attributes to the 
difference in barrier as the host material changes.  The calculated diffusion barriers of Li 
in Si, Ge and Sn are 0.62, 0.44 and 0.39 eV, respectively.  As expected, the diffusion 
barrier is the largest in Si, which is the stiffest among the host materials considered.  Li 
diffusion in the presence of the second Li nearby is slightly more complex, and the Li-Li 
interaction (Madelung potential) can also affect the barrier value.  A diffusion pathway of 
two Li interstitials is shown in Fig. 10.7.  The diffusion barriers for Li in Si, Ge and Sn 
are lowered to 0.47, 0.35 and 0.33 eV under the influence of the Li repulsive potential.  
This prediction also implies it is more favorable for Li interstitials to remain isolated 











Figure 10.7.  The diffusion pathway of Li (red atom) with another Li nearby in a single 
element lattice, Si, Ge or Sn (white atoms).  Li jumps from (a) to the next interstitial site 




















(eV) D” ∆E1 ∆E2 
Si 0.47 0.19 0.04 
Ge 0.35 0.27 0.15 
Sn 0.33 0.08 0.01 
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10.3.5 Alloys Stabilities and Structures 
Fig. 10.8 shows a variation in the mixing enthalpy for crystalline and amorphous 
Li-Si (a), Li-Ge (b) and Li-Sn (c) alloys as a function of Li:Si(Ge,Sn) composition ratio, 
with respect to crystalline Si, Ge, Sn and bcc-Li.  The mixing enthalpy per atom (ΔEmix) 
is given by:  





  is the total energy per atom of the Li-X alloy examined (X = Si, Ge or Sn); 
x is the atomic fraction of Li; XE  and ELi are the total energies per atom of c-X and bcc-


















Figure 10.8. Variation in the mixing enthalpy for amorphous and crystalline Li-Si 
alloys as a function of Li content (at. %).  The values for amorphous alloys are averaged 
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The mixing enthalpy profiles for all three alloys share a common trend described 
in the previous work on Li-Si alloys [172].  The initially positive mixing enthalpy in Li-
Si and Li-Ge alloys at < 40 at.% and 25 at.% Li decreases with increasing Li content and 
falls to a valley between 60 ~ 80 at.% Li; for crystalline phases, distinct minima are 
found at 71 at.% Li, and on average the crystalline phases have total energies ~ 0.05 to 
0.1 eV/atom lower than their amorphous counterparts.  A different characteristic is found 
in Li-Sn alloys in which the mixing enthalpies are negative even at very low Li contents.  
The mixing energy decreases in the order of Si (-0.17 eV/atom), Ge (-0.29 eV/atom), and 
Sn (-0.33 eV/atom), which is consistent with the trend predicted in the formation energy 
calculations, suggesting the incorporation/alloying of Li in Sn is particularly favorable. 
Based on the calculated mixing enthalpy values of Li-X amorphous and intermetallic 
compounds, we further expend the comparison to the alloys' glass forming ability (GFA), 
which can be expressed by 
 
   GFA α   
 
where ΔHamor and ΔHinter are the formation enthalpies of amorphous phase and 
intermetallic compounds, respectively. 
The higher the absolute value of ΔHamor and the smaller the enthalpy difference 
between the intermetallic phase and the amorphous phase are, the better the GFA is [172].  
We find the glass forming ability increases in the order of Li-Si, Li-Sn, and Li-Ge, and 
for all three alloys, the GFA values are particularly high ~ 80 at.% Li. 
Structurally, a general trend can also be observed in LiyX alloys with varying Li 
contents (X = Si, Ge, Sn and y = 0 to 4.4).  For crystalline phases, as Li content increases, 
the original tetrahedrally-bonded diamon network disintegrates into small clusters of 
different shapes [49-51].  As reported in the previous study, depending on the Li content, 
Li-Si alloys show various types of Si clusters, such as threefold-coordinated Si network, 
Si5 rings and Si4 stars , Si7~3 string cluster, Si2 dumbbells and single Si atom.  Likewise, 
similar structural changes and clusters are to be expected in Li-Ge and Li-Sn alloys.   
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Next, we look at the structural evolution of the amorphous LiyX alloy with 
varying Li contents from y = 0 to 4.4.  The amorphous structures were characterized 
using pair distribution function (PDF, g(r)), which is defined as  
 
 
where n(r) represents particles in a shell within the region r ± Δr/2, where Δr is the shell 
thickness; N denotes the number of particles in the model volume V.  
Fig. 10.9 shows the pair-distribution functions for selected amorphous LiyX alloys 
with the coordination numbers of corresponding cut-off radius presented in the insets; for 
each composition five independent 64-atom samples were used to obtain good statistics.  
No sharp second-neighbor peak is present, which confirms the amorphous nature (lack of 
long-range order) of the LiyX alloys.  As Li content increases, both X-Li and Li-Li peaks 
shift to shorter pair distance, as indicative of the increasingly favorable intermixing 
between Li and Si (Ge and Sn).  The partial gX-X(r) of LiyX alloys each exhibits a distinct 
first peak at 2.43 and 2.63, and 3.03 Å, which correspond to the presences of Si-Si, Ge-
Ge and Sn-Sn dimers as their bond distances are 2.37, 2.49 and 2.80 Å, respectively.  In 
all three LiyX alloys, the intensity of the first gX-X(r) peak attenuates with increasing Li 
content; nevertheless, the presence of these peaks at y = 3.57 supports the existence of Si-
Si, Ge-Ge and Sn-Sn dimers even in highly lithiated phases.  Furthermore, it is noticed 
that the reduction in the first peak intensity is especially pertinent in LiSn alloys, 
suggesting the likelihood of Sn encaged by Li.  A clearer comparison is shown in Fig. 
10.10, in which the number of Si-Si, Ge-Ge and Sn-Sn neighbors is plotted as a function 
of Li content.  
Based on the model structures, the variations in volume as a function of Li 
content were calculated as shown in Fig. 10.11; the volume of each alloy is normalized 
with respect to that of their crystalline phases.  In both phases, volume increases nearly 
linearly with Li content.  As expected, the crystalline phases are slightly denser than the 
amorphous counterparts.  It is noticed that the volume deviation between crystalline and 
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amorphous phases is more significant in Li-Sn alloys, possibly due to the strong 
















Figure 10.9.  Partial pair-distribution functions for selected a-LiySi, a-LiyGe, and a-LiySn 












Figure 10.10. Variation in volume (solid circle and square) and density (open circle and 
square) of amorphous and crystalline Li-Si alloys as a function of Li content.  The 


























































































































Figure 10.11. Coordination number of X(Si, Ge, and Sn) around X. 
 
 At highly lithiated state, volume expansion predicted in the order from small to 
larger is a-Li4.33Sn (200 %), a-Li4.33Ge (280 %), and a-Li4.33Si (334 %); attributed to the 
larger atomic size and hence the larger interstitial sites, Sn can more easily accommodate 
Li with less degree of lattice distance and volume expansion. 
 
10.3.6. Electronic properties and elastic constants of alloys  
We calculated the charge states of Si, Ge, Sn, and Li in c-LiySi, c-LiyGe and c-
LiySn using the grid-based Bader analysis [72]; special care was taken to ensure 
convergence with respect to the grid size.  As summarized in Table 10.2, the Si charge 
state significantly varies from −0.84 to −3.08 with increasing Li content from y= 1 to 
3.57, while the Li charge state remains nearly unchanged (+0.82 ~ +0.84).  For all c-LiSi, 
c-LiGe, and c-LiSn alloys are composed of three-dimensional networks with each X 
connected to three other X atoms and receives 0.84~0.85 e from Li atom. For highly 
lithiated crystalline phases (c-Li15Si4, c-Li15Ge4, and c-Li7Sn2), both Si and Ge atoms are 
mostly isolated by 12 Li atoms, while Sn has two cases, one is one Sn and 12 Li atoms, 
another is 14 Li atoms as neighbors. In c-Li7Sn2 phase, Sn dimer may be given the charge 
from the Li leading to decreasing the charge gain. The charge states of Si, Ge, and Sn can 
be explained by general Zintl rules with the consideration that only partial charge is 
transferred from Li to Si.   
y in a-LiyX
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Table 10.2.  The charge states of X and Li in c-Li-X alloys calculated using the grid-
based Bader charge analysis. 
Element\Phases c -LiSi c -LiGe c -LiSn c -Li15Si4 c -Li15Ge4 c -Li7Sn2
Si,Ge,Sn - 0.84 - 0.84 - 0.85 - 3.08a -3.08a - 3.30/-2.46b
Li + 0.84 + 0.84  + 0.85 + 0.82 + 0.82 + 0.82
a: In Li15Si4, and Li15Ge4, each atom(Si or Ge) has 12 Li neighbors
b: In Li7Sn2, two different culsters are existed, one Sn atom has 14 Li neighbors, 
















Figure 10.12. The electron density of states (DOS) projected on X atoms in various Li-X 
alloys in both amorphous and crystalline phases. The Fermi level is used as the reference 
energy state, which is set to zero. 
 
Fig. 10.12 shows the electron density of states (DOS) projected on Si atoms in 
selected crystalline Li-Si alloys. The Fermi level is used as a reference energy, which is 
set to be zero.  At high Li content for all phases, there is no trace of s-p hybridization and 


























Sn bonding interaction, as the covalent network loses its connectivity and disintegrates 
into smaller fragments.  
Finally, we calculated the elastic constants of several crystalline phases of low 
and high Li contents to evaluate the effects on mechanical properties.  Elastic constants, 
Cij can be obtained by computing the energies of deformed unit cells.  For cubic phases 
(LiGe, Li15Si4 and Li15Ge4), orthorhombic, isotropic and monoclinic distortions were 
applied to obtain three independent elastic constants, C11, C12 and C44 (expressed using 
Voigt notations [173]).  For tetragonal phases (LiSi, Li2Sn5 and Li7Sn2), six independent 
deformation modes were applied to calculate C11, C12, C13, C33, C44 and C66.  Self-
consistent relaxation are allowed in all strained unit cells, and the total energy change 
with respect to the strain tensor gives [173]   
 
where E0 and E(eij) are the internal energies of the initial and strained lattices, 
respectively; V is the volume of the unstrained lattice; P(V) is the pressure of the 
undistorted lattice at volume V; ΔV is the change volume; eij is the strain tensor;  
indicates the neglected terms in the polynomial expansion. 
The parameterizations of strains used are shown in Table 10.3.  For each of the 
strains, we performed calculations for seven values of γ ranging from −0.01 to 0.01.  
Elastic constants calculations require a high degree of precision because the energy 
variation involved is very small; the geometry optimization were performed at cutoff 
energy of 350 eV and force tolerance of 0.005 eV.  Once Cij values are known, the bulk 
modulus can be calculated as  
B = 1/9(C11 + C22 + C33 + 2C12 + 2C13 + 2C23).   
The computed elastic constants and bulk moduli are summarized in Table 10.4.  
The calculated Bc-SiLi = 64.78 GPa and Bc-Si15Li4i  = 32.36 GPa are in good agreement with 
the theoretical value of 53.0 GPa and 30.0 GPa [173], respectively.  The bulk moduli 
indeed decrease with increasing Li content leading to significant elastic softening.  For a 
given Li content, Li-Ge and Li-Sn alloys tend to be softer than the Li-Si alloy. 
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Table 10.4 shows the elastic parameters for c-LixSi and c-LixGe, and c-LixSn 
alloys at selected compositions of x = 0.4~1 and x = 3.5~3.75.  The calculated bulk 
moduli for Bc-SiLi = 64.78 GPa and Bc-Si15Li4i  = 32.36 GPa are in good agreement with the 
theoretical value of 53.0 GPa and 30.0 GPa [173], respectively. The bulk moduli indeed 
decrease with increasing Li content leading to significant elastic softening.  For a given 
Li content, the Ge and Sn alloys tends to be softer than the Si-Li alloy.    
 
Table 10.3.  Parameterizations of the strains used to calculate elastic constants of cubic 






















Phase C11 C33 C12 C13 C44 C66 B
c -LiSi 109 71.67 24.92 39.03 54.58 37.93 55.07
c -LiGe 72.1 43.48 27.24 30.45 23.78 13.91 40.44
c -Li2Sn5 96.41 136.39 111.87 28.75 112.75 9.31 74.22
c -Li15Si4 55.87 20.61 33.93 32.36
c -Li15Ge4 43.1 19.78 30.98 27.55
c -Li7Sn2 61.49 88.56 22.08 3.286 63.30 40.89 29.87
Strain Parameters (unlisted eij=0) ΔE/V 
cubic phase 
1 e1 = e2 = γ, e3= (1 + γ)-2 − 1 3(C11 − C12)γ2 
2 e1 = e2 = e3 = γ 3/2(C11 + 2C12)γ 
3 e6 = γ, e3 = γ2(4 − γ2)-1 1/2C44γ2 
tetragonal phase 
1 e1 = 2γ, e2 = e3 = −γ 1/2(5C11 − 4C12 − 2C13 + C33)γ2 
2 e1 = e2 = −γ, e3 = 2γ (C11 + C12 − 4C13 + 2C33)γ2 
3 e1 = e2 = γ, e3 = −2γ, e6 = 2γ (C11 + C12 − 4C13 + 2C33 + 2C66)γ2 
4 e1 = γ 1/2C11γ2 
5 e3 = γ 1/2C33γ2 




Using DFT-GGA calculations we examined the structure, stability, diffusion, and 
bonding mechanism of a single Li interstitial atom in c-X in the neutral charge states.  
We also looked at the interaction between two Li interstitials and the effect of Li 
incorporation on the stability of the X lattice.  The tetrahedral (T) state turns out to be 
energetically most favored.  Our DFT calculation shows that interstitial Li may undergo 
diffusion with a moderate barrier of ≈ 0.62, 0.44, and 0.39 eV in Si, Ge, and Sn matrix, 
respectively. We also find that the interaction between Li0 interstitials is repulsive due to 
their positive ionization; the diffusion barriers for Li in Si, Ge, and Sn are lowered to 0.47, 
0.35, and 0.33 eV under the influence of the Li repulsive potential. This implies that Li 
interstitials favorably remain isolated, rather than clustered.  The incorporation of Li0 at 
the T site results in noticeable outward displacement of the four X first neighbors by ~ 
0.08 Å from their crystalline positions.  Our calculation also shows that the charge 
transferred from Li0 is largely localized within the first and second nearest Si lattice 
atoms, while the charge transferred from Li0 in the Ge and Sn matrix spread to the 3rd and 
4th nearest neighbors, respectively. This result indicates that the positively ionized Li 
interstitial may be effectively screened by the transferred electron in Si and less so in Sn.   
Our analysis of electronic density of states (DOS) highlights that the electron 
transfer leads to partial filling of the anti-bonding sp3 states of neighboring Si atoms, 
which in turn weakens corresponding X-X bonds.  This also clearly indicates that the host 
X lattice can be easily destabilized by Li insertion.  
In the second part, we examined the energetics, structure, electronic and 
mechanical properties of crystalline and amorphous Li-X alloys.  According to our 
mixing enthalpy calculations, the mixing energy decreases in the order of Si (-0.17 
eV/atom), Ge (-0.29 eV/atom), and Sn (-0.33 eV/atom), which is consistent with the trend 
predicted in the beforementioned formation energy calculations, suggesting the 
incorporation/alloying of Li in Sn is particularly favorable.  
With increasing Li content, we find that: i) the tetrahedrally bonded Si network 
undergoes disintegration into low-connectivity clusters of various shapes; ii) the a-Li-Si 
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becomes more densely packed as evidenced by the increasing CN; iii) Si-Si PDF peaks 
shift toward larger r values as a result of weakened X-X bonds.  Bader charge analysis 
shows that while the charge state of Li remains nearly unchanged around ~ +0.84, that of 
Si varies significantly from −0.85 to −3.30 depending on the number of X neighbors as 
can be understood by Zintl rules.  Our electronic DOS analysis illustrates that towards 
higher lithiated states, the Si s-p splitting grows larger accompanied by 
weakening/breaking of X-X bonds and changes in the alloy structure.  Due to the 
softening of Si network, the bulk modulus decreases almost linearly with increasing Li 
content.  The electronic analysis also reveals the band gap narrowing with increasing 
degree of lithiation, showing more metallic character.  The fundamental findings assist in 
understanding the dynamic behavior of Li atoms and the nature of their interaction with 
the host X matrix particularly during the early stages of lithiation and the nature of Li-Si 



















The Structure and Properties of amorphous Li-X (X; Si, Sn, Si0.75Sn0.25) 
system. 
 
11.1 Introduction  
Li-X (Si, Sn and Si+Sn) alloys have great promise as anode materials for the 
lithium ion battery (LIB). There can be several reasons for enhancing the demand for 
specific capacity, rate capability, and a low voltage. The amorphous phase, which has 
superior features over crystalline phase, in anode materials, has the potential to expand 
the volume homogeneously and show smooth voltage profiles. Specifically, amorphous 
SiSn alloy creates large specific capacities over many cycles reversibly. The reason for 
good cycling capacity of this alloy is attributed to the absence of the phase transformation 
undergone by most tin-containing materials. This lithiation reaction is estimated to give 
volume expansion on the order of 250% for Li4.33Si0.75Sn0.25, which is compared to the 
volume expansions, 300 % and 200 % for Li4.33Si and Li4.33Sn, respectively. The 
amorphous silicon-tin alloy provides several advantages over the binary Si-Li and Sn-Li 
system such as homogeneous lower volume expansion than the pure Si and flexibility for 
Li to diffuse in/out. Recently, Dahn et al. sputtered the amorphous Si-Sn film and then 
showed that the electrochemical reaction with Li is reversible for long cycles [41, 44, 159, 
160]. Understanding of the structural evolution during lithiation/delithiation for alloys is 
lacking due to the features of amorphous. In this chapter, we focus on the amorphous 
structural stability of host semiconductor alloys, Si-Sn, and amorphous Li-Si-Sn 
structural evolution as Li content increase.  Density functional theory (DFT) is used to 
examine the Li-Si-Sn ternary system and morphology changes that occur in amorphous 
Li-Si-Sn alloy as it react with lithium.  
 
11.2 Computational method 
The model structures of amorphous Li-Si-Sn alloys were created using AIMD 
simulations based on the atomic configurations of Li-Si alloys that were previously 
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obtained using combined modified embedded atom method (MEAM) and AIMD 
simulations (see Ref. 5 for detailed computational methods).  According to the previous 
study [84], Au and Si atoms in the bulk Li-Si amorphous alloy are overall well mixed 
with no segregation.  The Li-Si interaction differs from the Li-Si interaction in nature, 
and thus the local atomic configurations (or short-range order) of the alloys tend to be 
dissimilar.  Nonetheless, the Li-Si structure is likely a good starting configuration for the 
Li-Si-Sn amorphous structure (where Sn and Si atoms are overall well distributed as 
well); in particular, the high mobilities of Li and Si at high temperatures (> 1000 K) 
allow facile local structure rearrangements.  With Li-Si alloy configurations, Si atoms 
were replaced with Sn atoms, the alloys were annealed at 1,000 K for 2 picoseconds (ps) 
with a time step of 1 femtosecond (fs), and then rapidly quenched to 300 K at a rate of 0.4 
K/fs, along with volume optimization.  Each model structure contains a total of 64 Li, Si, 
and Sn atoms.  Here, the temperature was controlled via velocity rescaling.  This 
approach can provide reasonable Li-Si-Sn amorphous structures at significantly reduced 
computational burden compared to starting with crystalline initial configurations.  
The calculations reported herein were performed on the basis of density functional 
theory (DFT) within the generalized gradient approximation (GGA-PW91 [65]), as 
implemented in the Vienna Ab initio Simulation Package (VASP) [21, 66, 67].  Spin 
polarization of the Li-Si system was also examined, but appears to be insignificant.  The 
projector augmented wave (PAW) method with a planewave basis set was employed to 
describe the interaction between ion cores and valence electrons.  The PAW method is, in 
principle, an all-electron frozen-core approach that considers exact valence wave 
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functions.  Valence configurations employed are: 1s22s1 for Li, 3s23p2 for Si, and 
4d105s25p2 for Sn. An energy cutoff of 350 eV was applied for the planewave expansion 
of the electronic eigenfunctions.  During geometry optimization, all atoms were fully 
relaxed using the conjugate gradient method until residual forces on constituent atoms 
become smaller than 5×10-2 eV/ Å.  A (2×2×2) k-point mesh in the scheme of 
Monkhorst-Pack was used for the Brillouin zone sampling [111] for all amorphous 
structures.  
 
11.3 Result and Discussion 
11.3.1 Amorphous Si0.75Sn0.25 
Silicon or Sn pulverize rapidly when cycled during lithiation/delithiation due to 
the large volume change. This structural rearrangement leads to the mechanical stress on 
the host structure. Therefore, the host alloying materials should be chosen to improve the 
dimensional stability and thus the reversibility for higher lithium uptakes.  Recently, the 
Si-Sn alloy has been shown to have good electrochemical properties.  
Beaulieu et al. studied about the amorphous Si-Sn alloy, which have been 
prepared by sputtering Si and Sn targets in radio-frequency magnetron sputtering 
equipment. All samples sputtered by RF with n < 0.36 in SnxSi1-x are amorphous and all 
samples with n > 0.4 show evidence for crystalline Sn precipitates [44]. They also found 
that the film with n = 0.36 can undergo reversible colossal volume expansion; thus, 
improved charge-discharge cycling behavior. Maruyama et al. also studied thin films of 
amorphous Si-Sn, which have been prepared by sputtering Si and Sn targets with radio-
frequency magnetron sputtering equipment. They found that the film of n < 0.28 is 
amorphous but that crystalline β-Sn is formed in the amorphous film for x > 0.28 [174].  
We select the composition of Si0.75Sn0.25 as a model structure to ensure the 
amorphous phase. The host amorphous structure is modeled by adopting a 64 amorphous 
Si atom supercell constructed from the continuous random networking (CRN) model. The 
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Sn concentration (25 at. %) is modeled by distributing Sn atoms in the substitutional site 
of Si, which maximizes the Sn-Sn bond length within the supercell. This configuration is 
found to be preferable energetically. The topology of our model is determined through 
the pair distribution function (PDF), rigidity and optimized volume. The PDF for the 
model structure consisting of 25 at. % of Sn in the 64-supercell is shown in Fig. 11.1. The 
total coordination number around Si and Sn at the cutoff radius of 3.15 Å and 3.50 Å are 
predicted to be 4 and 4, respectively, demonstrating that both Si and Sn maintain 
tetrahedral network as shown in the inset of Fig. 11.1. From the integration of the first 
peak of partial PDF, the partial coordination number around Si is calculated to be 2.83 of 
Si neighbors, 1.17 of Sn neighbors, while the partial coordination number around Sn is 
3.5 of Si neighbors and 0.5 Sn neighbors. The small intensity of first peak in gSn-Sn(r) is 
















Figure 11.1. Total and partial distribution function for a-Si0.75Sn0.25. 
 
To evaluate the topological rigidity of tetrahedral lattice, we used the parameter 
: 1.17
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a** which is defined by Cai and Thrope [175, 176]. It is a measure of force required to 
produce a unit displacement. For a rigid lattice, 0 ≤ a** ≤0.5 (a** = 0 is a perfectly rigid 
lattice), and for a soft lattice, 0.5 ≤ a** ≤ 1 (a** = 1 is the floppy limit).     
For SnnSi1-n alloys the definition of the topological rigidity parameter a** can be 
shown as  
<LSiSi> = Le – n a**(L0SnSn-L0SiSi), 
<LSnSn> = <LSiSi> + a**( L0SnSn-L0SiSi), 
<LSnSi> = ½(<LSiSi> + <LSnSn>), 
Le = n L0SnSn + (1-n) L0SiSi, 
L0SiSi and L0SnSn are the Si-Si and Sn-Sn bond lengths calculated for crystalline Si 
and amorphous Sn, respectively, and <LSiSi>, <LSiSn>, and <LSnSn> are the Si-Si, Si-Sn, 
and Sn-Sn mean bond lengths in SnxSi1-x alloy of composition x.  The calculated mean 
bond lengths are Si-Si: 2.35 Å, Si-Sn: 2.58 Å, and Sn-Sn: 2.81 Å. By fitting the 
calculated data with these expressions the topological rigidity parameter a** determined 
is 0.67 for a-Si0.75Sn0.25, which is compared to the calculated a** of 0.69, 0.63 for 
SnnGe1-n, SinGe1-n, respectively. The soft lattice of a-Si-Sn may enhance the Li mobility 
in the host structure during lithiation/delithiation.  
 
11.3.2 Formation energy and electrochemical analysis for the a-LixSi0.75Sn0.25 
Fig. 11.2a shows the variation in formation energy as a function of Li content for 
an amorphous Li-Si-Sn alloy system with respect to the bulk crystalline Si, Sn, and Li. 
The Gibbs free energy, ΔG, is given by: 
 
ΔG = ΔE + PΔV –TΔS (11-1) 
 
While the internal energy term (ΔE) is  ~ 1 eV per Li atom, the contributions from 
work (PΔV) and entropy (TΔS) terms are only in the magnitude of  ~ 10-5 eV and the 
thermal energy (kBT) of  ~ 2.5 x 10-2 eV at 298 K, respectively. Hence, a fair 
approximation of ΔG ≈ ΔE can be made.  The formation energy per Si atom (Ef) is 
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computed by: 
Ef(x) = ELixSi0.75Sn0.25 – (xELi + 0.75ESi +0.25ESn),       (11-2) 
which has been used in the reaction for  
LixSi0.75Sn0.25 + ΔxLi → Li(x+Δx)Si0.75Sn0.25   (11-3) 
where Δx is the number of lithium transferred, ELixSi0.75Sn0.25 is the total energy of the 
LixSi0.75Sn0.25 structure divided by the numbers of Si and Sn atoms, x is the atomic 
fraction of Li, ELi is the total energy of a single Li atom in bcc Li, ESi is the total energy 
of a single Si atom in a diamond lattice, and ESn is the total energy of a single Sn atom in 
a diamond lattice. For comparison, the formation energies per Si atom for a-LixSi and a-















Figure 11.2. a) The variation in formation energy as a function of Li content for an 
amorphous Li-Si-Sn alloy system with respect to the bulk crystalline Si and Li. b) 
Calculated voltage profile of a-LixSi0.75Sn0.25. 
 
Overall, the formation energies approach a minimum close to x = 4.  The 
















closely to Li-Si than Li-Sn, indicating that the Li and Si or Sn has an intermixing 
interaction and the system will be randomly alloyed. This fact is compared with an 
experimental study about the reaction of Li with amorphous Si0.66Sn0.34 alloy [[44].  From 
in situ X-ray diffraction (XRD), they found that this material remains amorphous 
throughout all portions of the charge and discharge profile, in the range 0 < x < 4.4 in 
LixSi0.66Sn0.34.  The formation energy of LixSi0.75Sn0.25 shows the similar trend with that 
of LixSi with an energy gain of 0.1 eV/formula. It is also noted that the formation 
energies for LixSn have relatively lower values than those of LixSi and LixSiSn. The 
strong attractive interaction between Sn and Li may enhance the Li trap around Sn atoms, 
instead of Si atoms; thus it may localize the Si and Sn clusters.  
Incorporation of Li atoms into the Si (Sn) anodes leads to an increase in the 
chemical potential and subsequently a decrease in voltage. Using the definition of Gibbs 
free energy and the Nernst equation, the electric potential of a LixSi(Sn) anode can be 
approximated by Equation (11-4) [177, 178]. 
With the calculated formation energy, the cell voltage is also defined as 
 
   V = - ΔEf(x)/Δx    (11-4) 
 
This approach has been successfully applied to compute the potential variation as 
a function of Li content in a variety of electrode materials including Li-Si alloys and Li-
Sn alloys. The voltage profile presented in Fig.11.3b seems to be in good agreement with 
the experimental result, and all of our data points fall within the experimental 
lithiation/delithiation curve reported in the recent literature [44]. 
Figure 11.2b shows the potential vs. composition curve constructed using 
Equation (11-6) and numerical regression method. The fitted curve for a-Li-Si has a 
deviation at the region of x = 2~3. The formation energy of a-Li2.56Si is somewhat higher 
than that of the neighboring alloys (a-Li1.67Si and a-Li3.0Si) as shown in Fig. 11.4. This 
leads to smoothly varying voltage profile near x = 2 and subsequent voltage drop near x = 
3. However, in our study we used one secondary equation to compare the results for three 
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systems.  The fitted curves of a-LixSn and a-LixSi-Sn are all well fitted with a secondary 
equation. The parameters in a secondary equation, y= y0 + γ(x-x0)2, are summarized in 
Table 11.1. 
 
Table 11.1. The computed parameters for a-LixSi, a-LixSn, and a-LixSi0.75Sn0.25. 
 
                                     γ               y0           x0 
a-LixSi                      0.078      - 0.812        3.9  
a-LixSn                     0.082      - 1.500        4.5 
a-LixSi0.75Sn0.25            0.060      - 0.909        4.3 
 
As shown in Fig. 11.2, the a-LixSi0.75Sn0.25 has lower slope in the voltage profile 
than the a-LixSi and a-LixSn. This result indicates that the a-LixSi0.75Sn0.25 may be 
possible to extend the electrical performance during lithiation/delithiation  
 
11.3.3 Amorphous structures analysis for a-LixSi0.75Sn0.25 
We looked at the structural evolution of the amorphous LixSi0.75Sn0.25 alloy by 
varying Li content at x = 1, 1.67, and 3.57.  Fig. 11.3 shows the total and partial pair-
distribution functions for the optimized configurations at selected Li contents; for each 
composition five independent 64-atom samples were used for good statistics.  In the 
analysis, we notice several features with increasing Li contents: i) the higher peak at x = 
3.57 in the total distribution function is due to the correlations from first-neighbor Li 
atoms. ii) the Si-Si peak gradually becomes smaller with slightly increasing bond 
distance while the Li-Li peak gradually becomes stronger; iii) the Si-Si and Sn-Sn peaks 
gradually becomes distinctive, and the Sn-Sn first peak at x = 3.57 disappear. 
In the amorphous phase, Si atoms still form Si-Si pairs even in highly lithiated a-
Li3.57Si0.75Sn0.25, instead of remaining completely isolated as seen in the crystalline 
counterparts (c-Li15Si4, c-Li22Si5, and c-Li22Sn5).  However, Sn atoms are fully 
surrounded by Li atoms as an evidence of disappearance of first nearest peak in PDF and 
the calculated partial coordination number of 0 for the Sn atom.  
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It is believed that the tetrahedral network in the ternary alloy (Li-Si-Sn) is more 
prominent than the binary alloy (Li-Si) in highly lithiated phase. To verify the evolution 
of the covalent bonded network between Si-Si and Si-Sn depending on the Li content, we 
integrated the first peak of the partial PDF to calculate the coordination number. As 
shown in Fig. 11.4, initial host matrix of Si, Sn, and Si0.75Sn0.25 have 4 Si, Sn, and Si+Sn  
neighbors, respectively, around Si, i.e., CNSi-Si = 4, CNSn-Sn = 4, and CNSi-(Si+Sn) = 4, while 
there are CNSi-Si = 2.23 and CNSi-Sn = 0.6 at x = 1, CNSi-Si = 2.11 and CNSi-Sn = 0.43 at x = 
1.67, and CNSi-Si = 0.76 and CNSi-Sn = 0.24 at x = 3.57. In highly lithiated phase of a-
Li3.57Si0.75Sn0.25, the Si atom has 1(0.76(Si)+0.24(Sn)) nearest neighbor. This result is 



















Figure 11.3. Total and partial pair-distribution functions for a-LixSi0.75Sn0.25 with x = 1, 
















Figure 11.4. Coordination number of Si and Sn around Si 
 
At x = 1, which is considered as initial lithiation (or final delithiation), the Si atom 
has 2.83 Si and Sn neighbors, which is also below the coordination number of Si in the 
binary Si-Li system. In terms of structural effects, the low coordination number at x = 1 
leads to smoothness that make a room for Li atoms to move more freely than in the 
binary Si-Li system, which has CN of 3. The closer network of the host matrix in a-
Li3.5Si0.75Sn0.25 and sparser network of the host matrix in a-LiSi0.75Sn0.25 may enhance the 
structural stability during lithiation/delithiation.  
Fig. 11.5 shows the variation of the number of Li neighbors around Si and Sn at 
selected Li content. As Li content increases from x = 1 to x = 3.57, the Li neighbors 
increase from 6.73 to 9.88 around Si, while from 8.1 to 11.2 around Sn. For comparison, 
on average the Li neighbors around Si are 5.29 and 10.7 in a-LiSi and a-Li3.5Si, 
respectively, while the Li neighbors around Sn are 7.49 and 11.61 in a-LiSn and a-Li3.5Sn 
[174], respectively.  
Higher Li neighbors at x = 1 and lower Li neighbors at x =3.57 in the ternary 
system than in binary system indicate that the ternary system provides opportunity for Li 
atom to be more released from the host matrix at x = 1 and more room for Li atom to be 
stored in the host matrix at x = 3.57. 
This is believed to be extendable in the electrochemical performance in the 













Figure 11.5. Coordination number of Li around Si and Sn 
 
As shown in Fig. 11.6, we estimated a change in the volume of a-LixSi0.75Sn0.25 as 
a function of Li content.  The volume expansion for an alloy anode is normalized with 
respect to the host lattice: atomic volume in diamond Si for a-LixSi, atomic volume in 
diamond Sn for a-LixSn, and atomic volume of a-Si0.75Si0.25 for a-LixSi0.75Sn0.25.   
The predicted volume expansion from the amorphous host structure (Si0.75Sn0.25) 
of ≈ 279 % for fully lithiated Li4.4Si0.75Sn0.25 is in good with the experimental result of 






























11.3.4 Electronic properties and bulk moduli of a-LixSi0.75Sn0.25 
Fig. 11.7 shows the electron density of states (DOS) projected on Si atom and Sn 
atoms in selected amorphous Li-Si-Sn alloys. The analysis could demonstrate how the Si-
Si and Sn-Sn bonding property changes as a function of Li content.  The Fermi level is 
used as a reference energy, which is set to be zero.  As expected, the degree of s-p 
hybridization decreases; note that the splitting between s and p states in a-LiSi0.75Sn0.25 is 
larger than that in a-Li3.57Si0.75Sn0.25, as a result of the decreased Si-Si and Sn-Sn bonding 
interaction. In addition, the degree of s-p hybridization of Sn in a-Li3.57Si0.75Sn0.25 is 
relatively smaller than that of Si, due to the smaller amount of Sn dimers than Si dimers 













Figure 11.7. Density of State for a-LixSi0.75Sn0.25 
 
As mentioned in our previous calculations, the gradual structural transformation is 
due to the softening of Si-Si bond strength as the Li content increases.   
Finally, we looked at how the changes in the atomic and electronic structures 
affect the mechanical properties of Li-Si-Sn alloys.  Here, we only calculated the bulk 
modulus (B) for the selected alloy, which can be determined by fitting the Murnaghan 








calculations, uniform tensile and compressive stresses were imposed on the alloys to 
achieve ± 10 % volume variation.  
The calculated bulk moduli for c-Si and bcc-Li are Bc-Si = 87.8 GPa and Bbcc-Li = 
12.7 GPa, in good agreement with the experimental values of Bc-Si = 100.0 GPa [140] and 
Bbcc-Li = 13.3 GPa (78 K) [179].  The bulk moduli of a-LiSi0.75Sn0.25 and a-Li3.57Si0.75Sn0.25 
are computed to be 32.05 ± 0.26 and 19.39  ± 1.59 GPa, respectively, which are 
compared with the moduli of a-LiSi (32.95 ± 1.08 GPa) and a-Li3.57Si (21.16 ± 3.93 GPa), 
respectively. The bulk moduli decrease with increasing Li content leading to significant 
elastic softening.  For a given Li content, the ternary alloy tends to be slightly softer than 
the binary alloy.   
 
11.4 Summary 
Using DFT-GGA and AIMD calculations, we examined the energetics, structure, 
electronic and mechanical properties of amorphous Si0.75Sn0.25 and LixSi0.75Sn0.25 alloys. 
The model which is considered as an amorphous semiconductor is well defined by the 
pair distribution in which the coordination number of Si and Sn are 4 neighbors. In 
addition, the amorphous Si0.75Sn0.25 is predicted to be soft. 
The electrochemical experiment showed that the thin Si0.75Sn0.25 film remained 
amorphous phases during lithiation by the evidence of no sharp peak in the differential 
capacity. The calculated potential vs. composition curve seems to be in good agreement 
with the experimental result, and all of our data fall within the experimental 
lithiation/delithiation curve. The agreement with experiment confirms that the amorphous 
models presented in this study are correctly captured.  
According to our mixing enthalpy calculations for a-LixSi0.75Sn0.25 alloys, the 
favorable alloy formation occurs around 60−80 at. % Li. With increasing Li content, we 
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find that: i) the tetrahedrally bonded Si network undergoes disintegration into low-
connectivity clusters; ii) the a-Li-Si-Sn becomes more densely packed as evidenced by 
the increasing CN; iii) Si-Si PDF peaks shift toward larger r values as a result of 
weakened Si-Si bonds, also Sn-Sn bond length increase. The sparser network of the host 
matrix at x=1.0, the closer network of host matrix at x=3.57 may enhance the structural 
stability during lithiation/delithiation. 
Our electronic DOS analysis illustrates that towards higher lithiated states, the Si s-p 
splitting grows larger accompanied by weakening/breaking of Si-Si bonds (Sn-Sn bonds) 
and changes in the alloys structure.  Due to the softening of Si and Sn network, the bulk 
modulus decreases almost linearly with increasing Li content.  The electronic analysis 
also reveals the band gap narrowing with increasing degree of lithiation, showing more 
metallic character.  The fundamental findings assist in understanding the nature of Li-Si-
Sn alloys further, and the present work can also provide a framework for the study of 














Conclusions and Recommendations for Future Work 
 
12.1 Conclusion 
The first part of this thesis covers the formability of amorphous alloys and 
examined the bulk, surface, and interfaces of the amorphous alloys to provide structural 
and electronic properties for the applications as microelectronic devices.  First, we 
investigated the formability of amorphous alloys (RuP, RuB, CoP, and CoB) by 
calculating two quantities, the total energy difference and the mixing enthalpy. The study 
describes the stability of amorphous alloys compared to the crystalline counterparts and 
the results are related, where possible to experimental results. The amorphous alloys, RuP, 
CoP, RuB, and CoB, become energetically more favorable than its crystalline counterpart 
when the solute content is above 20 at. %, 20 at. %, 10 at. %, and 10 at. %, respectively, 
meaning that they can retain their amorphous structures at moderate conditions.  The 
forming ability of Ru-based alloys is mainly governed by the elastic atomic size ratio, 
while that of Co-based alloys is determined by both elastic atomic size ratio and heat of 
mixing. 
Second, we analyzed the atomistic structures of the selected Ru80P20, Co80P20, 
Ru87B13, Co86B14 alloys.  Their structures turn out to have well-defined local structures 
depending on the atomic size ratio and electronic interactions of the host and solutes 
atoms. The icosahedral ordering as a medium-range order is predicted to be the stable 
packing in metallic glasses. From the calculated DOS of Ru 4d (Co 3d) and P 3p (B 2p), 
we can see a high degree of p-d hybridization, which contributes to stabilizing the 
Ru(Co)-P(B) alloy structure. However, B containing alloys (Ru-B and Co-B) do not have 
much electronic interaction between the metal and B as a result from the less filled 
valence electron of B. 
Third, we investigated the surface and interface interactions between these alloys 
and Cu or a-SiO2. The P atom undergoes surface segregation, while the B atom does not 
in high temperature annealing.  A Cu film and monolayer (ML) of Cu on the Ru substrate 
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are predicted to be wetted well by the thermodynamic stability calculation. The Ru 
substrate has good adhesion properties with Cu, because Cu and Ru have a strong 
electronic intermixing to enhance the chemical bonding strength. However, P does not 
associate with Cu, because P and Cu have a weak electronic intermixing, resulting in 
degradation of the adhesion strength of two films of RuP/Cu. We also investigated the 
interaction between a-SiO2 and Ru in terms of adhesion properties and interfacial 
chemical bonding. At optimum contents of the non-bridging oxygen, Ru has a good 
adhesion energy with a-SiO2, while, at low contents of non-bridging oxygen at the 
surface, it has poor adhesion strength. However, if the oxygen is surplus at the interface, 
the Ru may be oxidized; thus, their adhesion strength may be decreased due to the poor 
adhesion between oxygen atoms.  
The second part of this thesis focused on the Si (Ge, Sn) based anode materials. 
We examined the structure, stability, diffusion, and bonding mechanism of a single Li 
interstitial atom in i) c-Si in the neutral and positive charge states and ii) c-Ge and c-Sn in 
the neutral states.  We also looked at the interaction between two Li interstitials and the 
effect of Li incorporation on the stability of the diamond Si (Ge, Sn) lattice. The 
tetrahedral (T) state turns out to be energetically most favored. Our result shows that 
interstitial Li may undergo diffusion with a moderate barrier of ≈ 0.6, 0.44, and 0.39 eV 
in c-Si, c-Ge, and c-Sn, respectively. We also find that the repulsive interaction between 
Li0 interstitials can make Li interstitials isolated, rather than clustered.  The incorporation 
of Li0 at the T site results in noticeable outward displacement of the four first neighbors, 
leading to charge localization within the first nearest atoms and weakening of covalent 
bonds.  
We examined the energetics, structure, electronic and mechanical properties of 
crystalline and amorphous Li-X (X: Si, Ge, and Sn) alloys.  According to our mixing 
energy calculations, the mixing energy decreases in the order of Si (-0.17 eV/atom), Ge (-
0.29 eV/atom), and Sn (-0.33 eV/atom), suggesting the incorporation/alloying of Li in Sn 
is particularly favorable. With increasing Li content, we find that: i) the tetrahedrally 
bonded Si network undergoes disintegration into low-connectivity clusters of various 
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shapes; ii) the a-Li-Si becomes more densely packed; iii) X-X PDF peaks shift toward 
larger r values as a result of weakened X-X bonds.  Bader charge analysis shows that 
while the charge state of Li remains nearly unchanged around ~ +0.84, that of Si varies 
significantly from −0.85 to −3.30 depending on the number of M neighbors as can be 
understood by Zintl rules.  Our electronic DOS analysis illustrates that towards higher 
lithiated states, the Si s-p splitting grows larger accompanied by weakening/breaking of 
X-X bonds and changes in the alloy structure.  
The mobility of Li in the different host matrix increases in the order of Si, Ge, and 
Sn, as the atomic size increase. Due to the softening of Si network, the bulk modulus 
decreases almost linearly with increasing Li content.  The electronic analysis also reveals 
the band gap narrowing with increasing degree of lithiation, showing more metallic 
character.  
Next, the mixing energy of ternary Li-Si-Sn alloy showed that these alloys are 
well mixed. The ternary system enhances structural stability during charge/discharge by 
maintain high Si-Si connectivity at high Li content, and by lowering the Si-Si 
connectivity at low Li content, which enhances Li mobility. The bulk moduli decrease 
almost linearly with increasing Li content in the ternary system.  
The fundamental findings assist in understanding the dynamic behavior of Li 
atoms and the nature of their interaction with the host M matrix particularly during the 
early stages of lithiation and the nature of Li-Si alloys further, and the present work can 
also provide a framework for the study of various lithiated alloys. 
 
12.2 Future work 
In addition to above semiconductor-based alloys, the litihiated alloys including an 
inactive material (for examples, C, Cu, Co, Pd, Pt, Fe, Ni,…), which stabilizes the 
connectivity of the host structure during charge/discharge without reaction, will be 
necessary in order to improve the cycle performance of the LIB. In this thesis, some 
preliminary progress toward explaining the ternary system is presented. However, 
understanding of the electronic and magnetic properties of alloys including inactive 
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materials will be necessary to optimize the electrochemical performance. It is believed 
that the cycling ability increases as the inactive component increases, while the specific 
capacity decreases. In order to probe the effective interaction between active and inactive 
material, a formation energy database is essential as a useful indicator of the magnitude 
of the effective interactions. The stronger the interaction, the more rapid the drop of 
specific capacity is likely to be; the weaker the interaction, the more limited the 
improvement in the cycling performance over the pure active material has been suggested. 
Based on this analysis, the inactive alloys which have the intermediate interaction with 
active material should be chosen.  
Li ions easily diffuse into the Si matrix thereby weakening the covalent bond, and 
subsequently disordering the Si network. However, when the Li ion is extracted from the 
Si matrix, electrochemical cycling appeared to be limited by the difficulty of 
reincorporating the covalent bond. The electrochemical performance degradation may be 
strongly related to the covalent bond recovery efficiency during discharge of Li ions. It 
has been commercially reported that the cobalt (Co) sustained the Sn matrix (in 
‘Nexelion’) with a consistent coordination number of Co around Sn during 
charge/discharge, suggesting that the consistent structural change will be valuable to 
optimizing the electrochemical performance [180]. To understand in detail how the 
broken bonds recover in the semiconductor based alloy, ab initio molecular dynamics 
(AIMD) simulations will be necessary. 
In addition to above future work, it is essential to investigate the surface structure 
and surface segregation phenomenon. Surface segregation describes the deviation of the 
chemical composition in the near-surface layers, compared to bulk, and plays a 
technologically important role, as it may strongly influence electrochemical process. 
Since finely dispersed Li reactive particles may enhance the capacity and cycle 
performance, it seems like that the Li enrichment at surface, influenced by the surface 
segregation during thermal treatment, and may become less likely. With higher Li 
concentration at the surface, Li clustering (Li dendrite) may be possible.  To understand 
this phenomenon, AIMD simulation will be necessary. 
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