Compressive sensing (CS) is a new signal acquisition technique for sparse and compressible signals. Rather than uniformly sampling the signal, CS computes inner products with randomized basis functions; the signal is then recovered by a convex optimization. Random CS measurements are universal in the sense that the same acquisition system is sufficient for signals sparse in any representation. This paper examines the quantization of strictly sparse, power-limited signals and concludes that CS with scalar quantization uses its allocated rate inefficiently. The results complement related work on the quantization of CS measurements of compressible signals.
subspaces of dimension K onto the M -dimensional measurement space. The measurements are subsequently quantized using an L-level scalar quantizer. The projected subspaces intersect only
of the L M quantization cells defined by the scalar quantizer. The rate-use efficiency is upper bounded by
Similarly, the worst case quantization error is lower bounded by:
where B = M log 2 L is the allocated bit rate. For comparison, assuming the sparsity basis is known in advance, the signal can be encoded using transform coding with worst case error ǫ B = o(N/(2 B/K K)). The inefficiency in the rate use and the gap in the error bounds is the cost for the universality of compressive sensing.
Assuming uniform quantization and reconstruction using linear programming, the reconstruction error is upper bounded by
The factor of (K log 2 (N/K)) 1/2 is explained by the use of scalar instead of vector quantization to quantize the M -dimensional sampling space, whereas the factor of log 2 (N/K)) is due to the inefficiency of the recovery process. Similar factors have been observed for other signal models in the CS literature.
