ISBN 978-1-937284-51-0 (Volume 2) iv Preface: General Chair Welcome to the 51st Annual Meeting of the Association for Computational Linguistics in Sofia, Bulgaria! The first ACL meeting was held in Denver in 1963 under the name AMTCL. This makes ACL one of the longest running conferences in computer science. This year we received a record total number of 1286 submissions, which is a testament to the continued and growing importance of computational linguistics and natural language processing.
However, in psychology, the view has become popular that at the earliest stage of lexical processing in reading, a morpho-orthographic decomposition into morphemes would necessarily take place. Theorists ascribing to obligatory decomposition appear to have some hash coding scheme in mind, with the constituents providing entry points to a form of table look-up (e.g., Taft & Forster, 1976) .
Leaving aside the question of whether such a hash coding scheme would be computationally efficient as well as the question how the putative morpho-orthographic representations would be learned, my presentation focuses on the details of lexical processing as revealed by an eye-tracking study of the reading of English compounds in sentences.
A careful examination of the eye-tracking record with generalized additive modeling (Wood, 2006) , combined with computational modeling using naive discrimination learning (Baayen, Milin, Filipovic, Hendrix, & Marelli, 2011) revealed that how far the eye moved into the compound is co-determined by the compound's lexical distributional properties, including the cosine similarity of the compound and its head in document vector space (as measured with latent semantic analysis, Landauer & Dumais, 1997) . This indicates that compound processing is initiated already while the eye is fixating on the preceding word, and that even before the eye has landed on the compound, processes discriminating the meaning of the compound from the meaning of its head have already come into play.
Once the eye lands on the compound, two very different reading signatures emerge, which critically depend on the letter trigrams spanning the morpheme boundary (e.g., "ndb" and "dba" in "handbag"). From a discrimination learning perspective, these boundary trigrams provide the crucial (and only) orthographic cues for the compound's (idiosyncratic) meaning. If the boundary trigrams are sufficiently strongly associated with the compound's meaning, and if the eye lands early enough in the word, a single fixation suffices. Within 240 ms (of which 80 ms involve planning the next saccade) the compound's meaning is discriminated well enough to proceed to the next word.
However, when the boundary trigrams are only weakly associated with the compound's meaning, multiple fixations become necessary. In this case, without the availability of the critical orthographic cues, the eye-tracking record bears witness to the cognitive system engaging not only bottom-up processes from form to meaning, but also top-down guessing processes that are informed by the a-priori probability of the head and the cosine similarities of the compound and its constituents in semantic vector space.
These results challenge theories positing obligatory decomposition with hash coding, as hash coding predicts insensitivity to semantic transparency, contrary to fact. Our results also challenge theories positing blind look-up based on compounds' orthographic forms. Although this might be computationally efficient, the eye can't help seeing parts of the whole. In summary, reality is much more complex, with deep pre-arrival parafoveal processing followed by either efficient discrimination driven by the boundary xv trigrams (within 140 ms), or by an inefficient decompositional process (requiring an additional 200 ms) that seeks to make sense of the conjunction of head and modifier. 
Abstract
The backbone of the Facebook social network service is an enormous graph representing hundreds of types of nodes and thousands of types of edges. Among these nodes are over 1 billion users and 250 billion photos. The edges connecting these nodes have exceeded 1 trillion and continue to grow at an incredible rate. Retrieving information from such a graph has been a formidable and exciting task. Now it is possible for you to find, in an aggregated manner, restaurants in a city that your friends have visited, or photos of people who have attended college with you, and explore many other nuanced connections between the nodes and edges in our graph given that such information is visible to you.
Graph Search Beta, launched early this year, is a personalized semantic search engine that allows users to express their intent in natural language. It seeks answers through the traversal of relevant graph edges and ranks results by various signals extracted from our data. You can find "tv shows liked by people who study linguistics" by issuing this query verbatim and, for the entertainment value, compare the results with "tv shows liked by people who study computer science". Our system is built to be robust to many varied inputs, such as grammatically incorrect user queries or traditional keyword searches. Our query suggestions are always constructed in natural language, expressing the precise intention interpreted by our system. This means users would know in advance whether the system has correctly understood their intent before selecting any suggestion. The system also assists users with auto-completions, demonstrating what kinds of queries it can understand.
The development of the natural language interface encountered an array of challenging problems. The grammar structure needed to incorporate semantic information in order to translate an unstructured query into a structured semantic function, and also use syntactic information to return grammatically meaningful suggestions. The system required not only the recognition of entities in a query, but also the resolution of entities to database entries based on proximity of the entity and user nodes. Semantic parsing aimed to rank potential semantics including those that may match the immediate purpose of the query along with other refinements of the original intent. The ambiguous nature of natural language led us to consider how to interpret certain queries in the most sensible way. The need for speed demanded state-of-the-art parsing algorithms tailored for our system. In this talk, I will introduce the audience to Graph Search Beta, share our experience in developing the technical components of the natural language interface, and bring up topics that may be of interesting research value to the NLP community. 
Language comprehension is a complex cognitive process which requires tracking and integrating multiple variables. Thus, it is not surprising that language abilities (e.g., reading comprehension) vary widely even in the college population, and that language and general cognitive abilities (e.g., working memory capacity) co-vary. Although it has been widely accepted that improvements in general cognitive abilities enable (or give rise to) increased linguistic skills, the fact that individuals who develop bilingually outperform monolinguals in tests of executive functioning provides evidence of a situation in which a particular language experience gives rise to improvements in general cognitive processes. In this talk, I will describe two converging lines of research investigating individual differences in working memory capacity and reading ability in monolinguals and improved executive functioning in bilinguals. Results from these investigations suggest that the functioning of the fronto-striatal loops can explain the relation between language and non-linguistic executive functioning in both populations. I then discuss evidence suggesting that this system may function to track and route "variables" into prefrontal control structures.
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