Abstract -Early detection and prediction of the size and the peak time of an epidemic outbreak (malicious or natural) is of crucial importance for a timely medical response (quarantine, vaccination, etc). A conventional approach to this problem is based on large scale agent-based computer simulations. This paper proposes an alternative framework formulated in the context of stochastic nonlinear filtering. The framework is based on the stochastic SIR epidemiological model of infection dynamics, with syndromic (often non-medical) observations of the number of infected people (e.g. visits to pharmacies, sale of certain products, absenteeism from work/study etc.). The unknown parameters of the SIR epidemic model are estimated via the sequential Monte Carlo method, with the prediction based on the dynamic model. The numerical results indicate that the proposed framework can provide useful early prediction of the epidemic peak if the uncertainty in prior knowledge of model parameters is not excessive.
Introduction
Epidemics can impose significant challenges on modern societies. Not only can they affect the health of the general population, but also they can cause negative trends in the economy by increasing the costs of immunisation, follow-up medical treatments, absenteeism from work, preparedness efforts, missed business opportunities, etc. The ongoing epidemics of AIDS, tuberculosis and the recent outbreaks of SARS and H1N1 (swine flu) provide some revealing examples. In the absence of a cure against many diseases, the best approach to mitigate an epidemic outbreak (malicious or natural) resides in the development of capability for its early detection and for prediction of its further development [6] , [12] , [3] . Such a capability would allow c Commonwealth of Australia making any countermeasures (quarantine, vaccination, medical treatment) much more effective and less costly [25] . Conventional approach to early detection and prediction of an epidemic is often based on massive scale agent-based simulation programs, like EpiSim [23] , [24] .
One of the promising methods for early detection of epidemics, which has recently attracted significant attention by scientists and practitioners, is the so-called method of syndromic surveillance (specific patterns of symptomatic behavior), for more details see [12] and [5] . The main idea of this method rests on the reasonable assumption (in some cases validated by field studies) that an increase in the number of infected people in the community is usually associated with the changes of some other indicators, which can be easily measured/estimated by "non-medical" means (e.g. number of visits to pharmacies, sales of a particular product, number of hits of a particular web site, absenteeism from work/school etc).
In general, in order to plausibly predict the existence and further development of an epidemic based on syndromic surveillance data, the latter should be somehow assimilated into a feasible, preferably analytical, epidemiological model. Then from this model the amplitude (the size) and the peak time of the epidemic (the two most important parameters for medical response to the epidemic) can be estimated by employing a suitable estimation algorithm. Unfortunately, a straightforward application of this framework to the traditional epidemiological (or compartmental) models runs into problems. Firstly, the traditional (compartmental) epidemiological models, such as the SIS (susceptible-infectious-susceptible) model, SIR (susceptible-infectious-removed) model and SEIR (susceptible-exposed-infectious-removed) model are based on the so-called well-mixed population assumption. This is, however, a highly idealised assumption in which population is perfectly mixed to a uniform state after each social contact [8] . A reconciliation of a syndromic surveillance data obtained from the realistic scenarios (i.e. for communities with inhomogeneous mixing) with such idealised epidemiological models results in poor estimates of the amplitude or the peak time of an epidemic [21] , [20] . Secondly, quantitative characteristics of social mixing (i.e. interactions of individuals in a community) are strongly non-universal (i.e. may significantly vary for different communities) and are very rarely known beforehand. This makes the calibration of the epidemiological models for a given community quite a challenging task. Moreover, when some characteristics of social interactions are known (or can be initially postulated with some degree of uncertainty) they still may change significantly after an epidemic outbreaks (as a result of self-isolation, school closures, cancellation of pubic gatherings, etc). As a consequence, a "generic" estimation algorithm based on syndromic surveillance data ideally should be able to deal with the intrinsic uncertainty in intensity of social interactions as well as with its possible variations.
A simple way to overcome the first issue was proposed in the recent paper [23] (for further references see also [14] ), where a new "inhomogeneity" parameter was heuristically introduced into the SIR epidemiological model. It was suggested [23] and also validated by numerical simulations that with the new parameter, the modified epidemiological model can capture the inhomogeneity of social interactions. The model reduces to the conventional SIR model for a particular value of the "inhomogeneity" parameter (details below).
The second issue was addressed in [17] , where it was proposed to incorporate the "mixing" parameter in the state vector and to estimate it recursively in conjunctions with other unknown parameters of the epidemiological model. The assumption was that we have a relatively tight prior probability density function on the "mixing" parameter. In [17] we showed using a deterministic SIR model and a theoretical Cramér-Rao bound based analysis that the peak and the size of an epidemic can be predicted, with accuracy dependent on the prior knowledge of unknown model parameters and the time span of available observations of infected people. Also, the SIR dynamic model was verified against the agent-based simulation data.
As an extension of the initial work presented in [17] , this paper presents a framework for early detection and prediction of an epidemic, where a stochastic SIR epidemic model is used to describe the dynamics of the disease spread. Assuming the measurements are syndromic observations, a particle filter is developed to estimate the state of the dynamic model and to predict the size and the peak of an epidemic.
Model Formulation
This section introduces two mathematical models. The first is the dynamic model of an epidemic; the second is the observation model of symptomatic behavior resulting from the epidemic outbreak.
Epidemic Outbreak Model
To describe the dynamics of an epidemic outbreak we employ the stochastic SIR epidemic model [9] , [8] , [1] , [7] . According to this model, the population can be subdivided into sets of distinct compartments in relation to the disease: susceptible (S), infectious (I) and recovered (R). Susceptible individuals have never come into contact with the disease. They are able to catch the disease and thus to move to the I compartment. Eventually the infectious individuals recover and thus move into the R compartment.
An outbreak of an epidemic is usually far more rapid than the vital dynamics of a population. Hence we can neglect the birth-death process to state that S +I +R = P , where P is the (constant) number of people in the population (assumed to be known). For simplicity and without loss of generality we can consider a normalised system where s = S/P , i = I/P and r = R/P . The stochastic SIR model can be expressed by two stochastic differential equations [2] , [9] , [8] :
where the last equation is simply due to the "conservation" law for the population. Here q ≡ q(s, i) is a nonlinear mixing term, describing social contacts between individuals; β = const is the recovery rate (a disease specific parameter); ξ, ζ are two uncorrelated white Gaussian noise processes, both with zero mean and unity variance. The terms σ q ≡ σ q (s, i) and σ β ≡ σ β (s, i) are introduced to capture the so-called stochasticity of the real social network (random variations in the contact rate q and in the recovery time β between individuals), for details see [9] , [8] .
In the deterministic SIR model with homogeneous mixing q(s, i) = α i s, with α = const, [13] , [7] . A simple phenomenological extension of the SIR model to the non-homogeneous mixing case was proposed in [23] with
Here a parameter, ν, describes a mixing inhomogeneity, with a particular value ν = 1 corresponding to the uniform mixing scenario. In general, ν can be treated as another fitting parameter of the model (for a theoretical derivation of ν see [14] ). Indeed the behavior of the modified model is very sensitive to the variations of the inhomogeneity parameter ν, so it is reasonable to expect that PDF of its observable values still has a decent peak around its "well-mixed" value ν = 1. We will use this fact as prior information in our estimation framework (see Sec. 4). Note that an epidemic (effectively a chain reaction due to the interaction of people) will happen only if the ratio ρ = α/β is greater than unity 1 [1] , [13] . The amplitude of noise terms can be established from a scaling law of Gaussian fluctuations generated by the random contact rate q and recovery rate βi. Thus for a dynamical system (1) consisting of a large number of individuals P we can write (for details see [9] , [8] )
Although stochastic Eqs (1) - (6) form a closed system, which is sufficient to formulate an estimation problem, they are still too complex for development of plausible estimation algorithms for operational applications and require further simplifications. To achieve computational efficiency and peak performance, which are critical for the syndromic surveillance systems, we propose the following approximation to the model (1) - (6) 
With further reasonable assumptions s 0 ≈ 1, r 0 ≈ 0, i 0 ≈ 1/P , where s 0 , i 0 , r 0 initial values of s, i, r and ν ≈ 1 Eqs. (7), (8) can be reduced to
The effect of this approximation will be discussed in Sec.3.
Model of Syndromic Observations
For syndromic observations we employ a linear model. This means that each syndrome (number of visits to pharmacies, calls to "hot lines", sales of a particular product, visits of particular web sites, etc [5] , [12] ) is a linear function of the number of infected people. The observation model is then
where z j is the observable syndrome index j = 1, . . . , N z ; b j , σ j = const (different for different syndromes); η j is zero-mean, unit variance white Gaussian noise (since z j ≥ 0, η j is actually a truncated Gaussian), associated with syndrome j; η j is assumed to be uncorrelated to other syndromes and noises ξ and ζ. 1 In epidemiology ρ is called the basic reproduction number [1] , [13] .
For other, possibly more complex and nonlinear functional forms of z j , we assume that model (10) still holds at least as the first (linear) approximation. This implies that more complex forms of z j at least can be linearized and expressed in terms of (10) for small values of i. Note that at initial stages of an epidemic (when detection and prediction are most important), we indeed deal with small values of i.
An important advantage of model (10) is that it preserves its functional form in the case of symptoms with delays. Indeed for delayed symptoms we can write
where c j = b j (1 − τ j (α − β)) = const, τ j are time delays (symptom specific parameters), ω j is the "renormalised" noise component. We observe that syndromic observations in this case still follow a linear model. For derivation of (11) we used (2), (4) and the assumptions of short delays (i.e. τ j are shorter than time of epidemic outbreak) and low fraction of initially infected population i 0 (i.e. s 0 ≈ 1).
It is worth noting that with the introduced normalisation for i (i = I/P ) we have the obvious constraint on the values of parameters b j in (10): b j ≤ 1, since the number of observable cases of a particular syndrome should not be greater than the number of infected individuals (at the same time one individual still can show many different symptoms). This constraint is used later in our numerical simulations.
Early detection and prediction
The problem of early detection and prediction of an epidemic will be formulated in the framework of sequential Bayesian estimation for stochastic dynamic systems. We adopt the state-space approach and for the purpose of estimation define the state vector and its initial (prior) PDF. Finally using the time-discretised dynamic model, we estimate sequentially the state vector, as the measurements become available. The estimated state vector is eventually predicted for future times using the dynamic model.
Adopted framework
The state vector is adopted based on the epidemic model (1)- (2) . We assume that the process noise statistics are known and adopt the state vector as follows:
where denotes matrix transpose. Neglecting for the moment the process noise terms, the evolution of the epidemic state can be written according to (1)- (2), (4) τ g(x(t) ). The state-evolution in discrete-time t k can then be expressed as:
where and σ ν = 10 −5 . Note that in the numerical implementation of (13) one has to make sure that conditions 0 ≤ i, s, r ≤ 1 and i+s+r = 1 are always satisfied. The red line in Fig.1 shows the i(t k ) curve in the absence of process noise w k . Early detection and prediction refers to the time instant in the first half of the time interval before the peak of i(t k ). We have validated the approximation (9) numerically and generally found that it is in good agreement with the solutions of the full system (1), (4), (5),(6) for a wide range of parameters, during the early stages of an epidemic (although the approximation becomes less accurate as the time progresses).
The syndromic observations are assumed to arrive at irregular intervals. Let z j denote an observation available at time t from a syndromic source j. We will assume for convenience that t is a multiple of τ (a reasonable approximation for very small integration time τ ), that is = t /τ . The measurement is in a linear relationship with the state vector, i.e.
where
The set of all observations (from all sources of syndromic surveillance), accumulated from time 0 to τ is denoted by z 0: .
Algorithm
In the sequential Bayesian estimation/prediction framework [11] , [16] the goal is to estimate the probability density function (PDF) p(x k |z 0: ), with ≤ k. This is done in two steps, namely prediction and update. Suppose the posterior PDF at time t = τ is denoted by p(x |z 0: ). This PDF is predicted to future time t = τ , with > , in ( − )/τ prediction steps:
where t k = τk and k = , + 1, · · · , − 1. If at time t = τ an observation z j becomes available, then the predicted PDF is updated via:
For the purpose of sequential Bayesian estimation via (16) and (17), one requires the initial (prior) PDF p(x 0 ), the transitional PDF p(x k |x k−1 ) and the likelihood p(z j |x ). The transitional PDF and the likelihood can be easily worked out from (13) and (15), respectively. The initial PDF is adopted as follows:
The PDFs p(i 0 ) and p(s 0 ) will be constructed using the first available measurement z j 0 , j ∈ {1, . . . , N z } and assuming that initially r 0 ≈ 0. We adopt the truncated Gaussian PDF for this purpose (truncation in interval 
The estimation-prediction in the sequential Bayesian framework is implemented using the sequential Monte Carlo method or particle filter [11] , [16] . In the particle filter framework the PDF p(x |z 0: ) is approximated by a set of N weighted random samples (or particles)
, where the weights w i sum up to one. The initial set of particles is generated by sampling N times from p(x 0 ),
and the weights are uniform, w i 0 = 1/N . The pseudocode of a single cycle of the bootstrap particle filter is given in Algorithm 1.
Algorithm 1 Pseudo-code of the bootstrap particle filter for early detection/prediction of an epidemic 1: Input: 2: • New measurement (time and value): t ; z j ;
3:
• Previous time particle set: t ; {1/N,
4: % Prediction to t :
Propagate all particles according to (13) 7: end for 8: %The resulting set of particles is {1/N, x i * } 9: % Update: 10: for i = 1, . . . , N do
11:
Compute unnormalised weightsw i = p(z j |x i * ) 12: end for 13: for i = 1, . . . , N do Normalise weights 14:
15: end for 16: Resample N times from {w i ,
17: % The resulting set of particles {1/N, x i } is used in the next cycle 18: % Predict the epidemic peak (time and amplitude) 19: for i = 1, . . . , N do 20: Predict forward particle x i using (13)
21:
if peak exists then
22:
Find peak amplitude A i max and timing t i max
23:
end if 24: end for
The input to the algorithm is the set of particles at the previous update time t and the received observation z j at the new (update) time t . The prediction of particles is described in lines 4 to 7 of Algorithm 1. The update based on the new measurement is described in lines 9 to 17. After the update, the particles are predicted forward to find the peak of the epidemic (size and timing), see lines 19-24 in Algorithm 1 (if there is no peak, then there is no epidemic). This method of computation of the peak amplitude A max and timing t max can be computationally intensive. An alternative is to derive analytic expressions. From asymptotic formulas for the epidemic curve of well-mixed population [18] , we can write in the limit s 0 ≈ 1:
where G(ρ) is a known function of ρ = α/β (tabulated in [18] ) with the maximum G ≈ 0.4 at 1 ≤ ρ ≤ 2 and the saturation limit G ≈ 0.25 as ρ → ∞. From analysis of (1) - (3) it can be shown that as a first approximation the mixing inhomogeneity can be incorporated in (19) , (20) by a simple substitute β → β 1/ν . We found approximation (19) quite reasonable for a wide range of parameters. It is most useful when applied in the two-stage approach to our estimation problem. At the first stage of this approach we provide the fast estimates based on approximation (19) which are then refined at the second stage with the "forward particle predictions". This two-stage approach offers a flexible balance of accuracy and performance efficiency in the context of the problem under consideration. The accuracy and performance efficiency are two of the most important parameters for design and evaluation of any operational system for syndromic surveillance and approximations like (19) provide a revealing example of trade-off strategy in this domain.
Since the proposed estimation framework produces the posterior PDF p(x |z 0: ) we can easily extract the PDF of the marginals of the state vector x at any point of time. The most important marginal PDF for epidemiologists and medical practitioners is PDF of infected people
. It is worth emphasizing that by continuous estimation of p(i(t k )) our approach essentially provides a so-called "situation awareness" capability for a syndromic surveillance system. This capability includes computing run-time estimates of the probabilities such as P r{i(t k ) > γ} and based on that making conscious decisions on more extensive (and, perhaps, more intrusive) data collection and appropriate mitigation actions (e.g. quarantine, vaccination, etc). Such contingent actions are typically agreed beforehand and are based on several critical γ values (or agreed thresholds) for different interventions. For example, a small value of γ can be selected for a mild action such as "special blood tests", while a higher value of γ can be adopted for a more drastic measure such as "bulk vaccination".
Numerical Results

Experimental data set
The prediction of epidemic peak will be carried out using an experimental data set obtained using a largescale agent based simulated population model [20] , [21] of a virtual town of P = 5000 inhabitants, created in accordance with the Australian Census Bureau data. The agent based model is rather complex and takes a long time to run. It includes typical age/sex breakdown and family-household-workplace habits with the realistic day-to-day people contacts for a disease spread. The blue line in Fig.2 shows the number of people of this town infected by a fictitious disease, reported once per day during a period of 154 days (only first 120 days shown). The dashed red line represents the deterministic SIR model fit (using the entire batch of 154 data points, and setting w k = 0 in (13)), with estimated parametersα = 0.2399,β = 0.1066,ν = 1.2042. The parameter estimates were obtained using the progressive correction algorithm [15] . Fig.2 serves to confirm that the modified SIR model, although very simple and fast to run, is remarkably accurate in explaining the data obtained from a very complex simulation system (for further details see [23] ). 
Results and discussion
In predicting the peak and the amplitude of the epidemic, we used the prior PDF with the following parameters: α 1 = 0.2, α 2 = 0.5, β 1 = 0.1, β 2 = 0.15, and ν 1 = 0.9, ν 2 = 1.3. Note that this prior will lead to an epidemic, because α/β > 1 (hence in this example we are not interested in detection of an epidemic, only in its prediction). A synthetical dataset for syndromic observations (four sources) was generated based on algorithm (10) and i(t) provided by our agent-based model. Parameters b j and σ j took values from {0.3, 0.5, 0.7, 0.9} and {0.005, 0.006, 0.007, 0.008} for j = 1, 2, 3, 4 correspondingly. Then this dataset was used to validate the proposed estimation/prediction framework. The observations were available on a daily basis (every 6 hours one source would report its observation count). Fig.3.(a) shows the histograms of the particle filter estimated values from α, β and ν, after using the data collected in the first 25 days of syndromic surveillance. The particle filter used N = 5000 particles. Fig.3.(b) depicts the estimated histogram (pdf) for the infected individuals in the community at t = 25 days. Fig.3.(c) shows: 20 overlayed predicted epidemic curves (corresponding to randomly chosen 20 particles, shown with blue lines); the "true" proportion of infected people (in fact the experimental curve from Fig.2 , shown here in red) and the measurements collected over the surveillance period (green dots).
The numerical results in Fig.3.(a) indicate that parameters α and β can be estimated fairly accurately using the observations collected during the early stages of the epidemic. However, it appears that parameter ν cannot be estimated and therefore for its value one has to rely purely on prior knowledge. While this is unfortunate, it does not appear to be a serious problem since the prior on ν in practice is tight (ν ≈ 1). As a consequence, the prediction results shown in Fig.3.(b) are quite useful. The timing of the peak appears to be very accurate, while the amplitude is approximately in the interval from 0.15 to 0.22 (the true amplitude is 0.18).
In studying an epidemic outbreak it is often of interest to know when the epidemic actually started. Using the SIR dynamic model one could easily estimate this parameter via "retradiction" (or "back-tracking"). Indeed the uncertainty in the estimate will correspond to the amount of process noise w k in (13) .
In summary, it is worth noting that the mathematical models like (1) with non-linear "mixing" and "network" noise are quite general and are very common for the systems with the "supply and demand" constraitns resulting in the "logistic" growth. In addition to the celebrated examples from epidemiology, it is widely used to describe cooperative phenomena and collaborative behavior in complex physical and biological systems (computer worm propagation, wireless sensor network, phase transition, coupled chemical reactions, ecological competition, quorum sensing, tumor growth, community response to significant social events, etc, see [13] , [10] , [19] , [4] , [22] ). With a straightforward change of notation the proposed algorithm can be easily employed for estimation problems in all these areas.
Conclusions
The paper studied the problem of predicting the dynamics of an epidemic (in particular the timing and the size of its peak). Typically the prediction of an epidemic is carried out using large scale agent-based simulations, which are rather costly to develop and run. In this paper we proposed an alternative framework formulated in the context of stochastic nonlinear filtering. This framework is based on a highly nonlinear SIR epidemic model with imprecisely known model parameters. The measurements of the number of infected people are very noisy, assumed to be collected by non-medical (syndromic only) means. The numerical results suggest that the adopted approach can provide very useful early predictions about the epidemic. Further work is required to verify the method using various experimental data sets.
