Nonlinear variational inequalities and differential games with stopping times  by Bensoussan, Alain & Friedman, Avner
JOURNAL OF FUNCTIONAL ANALYSIS 16, 305-352 (1974) 
Nonlinear Variational Inequalities and Differential 
Games with Stopping Times 
ALAIN BENSOUSSAN 
University of Paris IX and IRIA 
AND 
AVNER FRIEDMAN 
Northwestern University, Ewanston, Illinois 
Communicated by J. L. Lions 
Received January 4, 1974 
Differential games with stopping times are introduced. The upper value 
satisfies a variational inequality of the first order. Next, stochastic differential 
games with stopping times are introduced and studied using nonlinear para- 
bolic variational inequalities. The behavior of the value is studied as the 
coefficient of the diffusion matrix goes to zero. 
INTRODUCTION 
In this paper we consider variational inequalities in a strip 
R” x (0, T,,), of the form 
((&/at) +F(x, t, 24, 24,)) (0 - u) < 0 a.e. 
tJfJIBl<fJ<&, 
(1) 
g,<u<g,, 
GF + is1 %5 & t-w 4 w, WJ (w - w) < 0 ) a.e. I 3 
v~Igld~Gg2, g1 GwGg2 
(2) 
where (Q) is a positive definite matrix, g, > g, , and F is a nonlinear 
function satisfying certain growth conditions. Denote by u, the 
solution of (2) when ati = + ~“8,~ , g2 s co. 
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It will be shown that the problem (2) has a unique solution. As for 
(1), it generally has an infinite number of solutions. One of the main 
results of the present paper is that when g, = co there exists a 
solution V+ of (1) such that 
%(X, q - V’(x, q as c-+0. (3) 
The solution V+ is obtained as the upper value of a certain model of 
differential game with stopping time. Thus in order to prove (3), we 
first develop the theory of such games. When comparing U, with V+, 
we resort to a method of penalty, i.e., we consider V+ as a limit of 
upper values of differential games with increasing penalty (but without 
stopping times); U, can also be considered as a limit of nonlinear 
parabolic equations with penalty. We then apply, for the ap- 
proximating models with penalty, known results on differential games. 
In Section 1 we introduce the model of differential games with 
stopping times and prove that an upper value Vf exists. If the controls 
appear separated in both the dynamics and the payoff, then the value 
is shown to exist, i.e., V+ = V-. 
In Section 2 we derive for V+ the variational inequality (1) with F 
being the upper Hamiltonian function H+(x, t, U, p). 
In Section 3, following Fleming [6] we write a general function 
F(x, t, U, p) satisfying some growth conditions as H+(x, t, zl, p) of a 
certain differential game for u andp in some region 1 zl 1 ,< JZ, ( pi < ,U 
and prove that 1 V+ 1 < M, j aV+/& / < p. Consequently V+ is a 
solution of (1). 
In Section 4 w-e study the problem (2), and prove that it has a 
unique solution; here we extend the methods of Bensoussan-Lions 
[I, 21 and Friedman [14, 151, who dealt with the case where 
H+(x, t, U, p) is linear in U, p or when there is only a one side inequality 
(g, ZE -co). 
Section 5 is concerned with an application of the results of Section 4 
to stochastic differential games with Markov stopping times and 
Markov strategies. It generalizes some results of Bensoussan-Lions 
[l] and Friedman [14, 151 ( w h ere no control functions are present). 
In Section 6, we prove (3) in the case where there is only one 
player, i.e., in the case of a control problem. Thus F satisfies rather 
restrictive conditions and g, E - co. In this case, however, the proof 
of (3) is extremely simple. 
In Section 7 we prove (3) in the general case. We introduce an 
auxiliary differential game without stopping time, but with a penalty 
of magnitude l//3. We rely heavily on the theory of differential games 
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[4, 13, 161. Th ere is, however, one new and crucial estimate that is 
derived here, namely, 
1 V” - P-06 1 < c/3 for all 6, (6) 
where V*, ‘I/s8 are the upper &values for the games with stopping times 
and with /3 penalty, respectively. Finally, an application of (3) to 
differential games is given, namely, a proof of existence of value for a 
deterministic differential game with stopping times. 
1. DIFFERENTIAL GAMES WITH STOPPING TIMB 
Let Y and 2 be compact subsets of some Euclidean spaces Rp and 
RQ respectively. Let 0 < Z”,, < fco. Consider a differential system 
of m equations 
dx/dt = f(X, 4 y, x>, U-1) 
and assume: 
(A) f(~, t, y, x) is continuous in (x, t, y, x) E R” x [0, To] x 
Y x Z and 
x -f(~, t, Y, 4 < &)(l + I x 12>, s” k(t) dt < +a; 
0 
further, for any R > 0 there is a function &(t) such that 
I f(% 4 Y> 4 - f(% 4 y, z)I d kR(t)l x - x I, 1” I+(t) dt < 00. 
0 
A measurable function y(t) with values in Y is called a control 
function for the player y. Similarly, a measurable function x(t) with 
values in 2 is called a control function for the player x. For any initial 
condition 
w  = I (0 d 7- < To) (1.2) 
and for any control functions y = y(t), z = x(t) in [T, T,], there exists 
a unique (absolutely continuous) solution x(t) of (1. l), (1.2). 
In the theory of differential games [II], we associate with the 
system (l.l), (1.2) a payoff 
J’cT(~, 4 = Jr0 &, t, Y, 4 exp [f &, s, Y, 4 ds] dt 7 7 
+ gWo)) exp [Lro +, s, Y, 4 ds]; 
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in fact, one usually deals with the case where k = 0, but the theory 
extends with trivial changes to general k. 
In the model that we shall now introduce, the player y is going to 
choose both a control function y(t) and a stopping time S, and the 
player x is going to choose both a control function z(t) and a stopping 
time T. What this in effect means is that the payoff will be 
+ xTca,(4T), T) exp [LT k(x, sy 3 4 d-j (14 
where S A T = min(S, T) and 
1 if S<T 1 if T<S 
X&T = I 0 if S>T’ xT<S = I 0 if T>,S’ 
The numbers S, T are any numbers in the interval [T, T,,]. 
The player y wishes to maximize the payoff, and the player x wishes 
to minimize the payoff. We shall assume: 
(B) the functions h(x, t, y, x), k(x, t, y, x) and gr(x, t), g,(x, t) 
are continuous in (x, t, y, x) E R” x [0, T,,] x Y x 2, and 
g&h 4 G&G t>* U-5) 
Analogously to the theory of differential games (when the payoff 
is given by (1.3)) we introduce a sequence of upper &games. Let 
6 = (T,, - 7)/N where N = 2”, n = 1, 2 ,..., and let Ij = 
{t; tjml < t < tj> where ti = 7 + j8. Let Yj be the set of all measurable 
functions yj(t) defined on Ii with values in Y. Similarly define 2, . 
Let B, be the set consisting of two functions defined on Ii : ZJ~ = 0 
and 6, E 1. Similarly, let C, be the set consisting of two functions 
defined on Ij : Cj = 0 and cj = 1. Let 
Yj = Yj X Bj , Zj = Zj X Cj * 
An upper S-strategy fs for the player y is a vector (fbJ,..., f”*N) 
where f’Q is a mapping from & x Yr x *me x Zjel + Pjml x Zj 
into Pj. 
A lower a-strategy 6, for the player x is a vector (d,,, ,..., d,,,) 
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where A,,, is an element from .!?r , and & is a mapping from 
21 x Pl x *-a x .Zj-r x Pjel into Zj . 
Similarly, one defines a lower a-strategy f’8 = (fs,i ,..., f8,N) for y 
and an upper S-strategy A8 = d8y1,..., a8pN) for z. 
A vector (68 , fa) determines an outcome 9, 1 of controls; j(t) = 
(y(t), b(t)), s(t) = (z(t), c(t)), where y(t), x(t) are control functions. 
We refer to j(t), Z?(t) as control functions with stopping times, or, 
briefly, also as control functions. 
Denote by S the first time tie1 such that b(t) E 1 on Ij and denote 
by T the first time t,-, such that c(t) s 1 on II . Thus, the first 
interval Ij where b(t) = 1 corresponds to y stopping at time t,-l , and 
the first interval I, where c(t) z 1 corresponds to z stopping at the 
time t,-, . 
We can now correspond to 9, P the pairs (y, S) and (z, T) where 
y = y(t) and x = x(t). We define 
where the right-hand side is given by (1.4). For simplicity, we shall 
often omit the subindices [, T, i.e., we shall write 
DEFINITIONS. We denote the above scheme by G8 and call it an 
upper S-game. The upper S-value is the number 
Similarly we define lower a-games G, and the lower S-value 
As in [II], one can show that 
V([, T) = inf su 
‘8 ’ 
DEFINITIONS. The set G = {{G8}, (G*}} is called the dijferential 
game with stopping time associated with (1. I), (1.2), (1.4). If 
\T V”(f, T) (6 = (To - 7)/2%, n -+ +co) 
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exists, then we say that the game G has an upper value V+(f, T), 
where V+(t, T) = lim,,, P(.$, T). Similarly, we define the lower value 
Since clearly P([, 7) 2 V,(t, T), we have 
v+g, 7) 3 V-(5, 7) (14 
when both limits exist. If in (1.9) we have equality, then we say that 
the game has value V(t, T) where V([, T) = V+([, T) = V-(t, T). 
THEOREM 1.1. If (A) and (B) hold, then V+( 6, T) and V-(6, T) 
exist. 
Proof. It is enough to prove the existence of V+(f, T). Let 6 = 
(To - 7)/2", 6’ = (T,, - 7)/2%+l, N = 2". By (1.8), for any E > 0 
there exists a lower a-strategy As’ such that 
V” + E 3 P[&, P] for any P. (1.10) 
We shall use A,E in order to construct a “good” F-strategy & for z. 
Let Ii1 = (tjel , tie1 + a/2], Ii2 = (timI + 612, tj]. Denote by Yj,l 
and Yj,a the spaces of all measurable functions defined on 1,,r and 
I.,, respectively, with values in Y. Similarly, define B5,1, Bi,, , l?j,1 , 
+ j.2 y zj 1, zj 2 9 cj 1, Cj 2 3 2j 1, zj 2 - 
Each control j which arises from a $-game can be viewed as a vector 
(j$ , jJz ,..., $N) where jJj = (yi , bJ E Yj . (1.11) 
One can correspond to it a vector which arises in a #-game, namely 
(81.1 9 A.2 ? A.1 9 A.2 Pa.., 9~,~ ? 9N.2) where A,i = (hi , h) E pj.i . (1.12) 
The converse is not always true. In fact, a control function given by 
(1.12) can be an outcome of a &game if and only if 
b.1 = h,z for j = 1, 2 ,..., N. (1.13) 
The same discussion holds, of course, also for control functions 3. 
Let j be any control function given by (1.12) (i.e., which arises in 
a 6’-game). Define 
by, = by, = 
I 
0 if j = 1 or if b,,l = b,,, = 0 for all 1 < i < j, 
1 otherwise 
3 
yi* = on Ll 
on Ij,8 ’ bi* = I 
bit, on 4.1 
b;, on Ij,, ’ 
j$* = (yj*, b,*). (1.14) 
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Then jij* E pi. We now define 
&*, = the restriction & of $Ea,r to I;,r (1 = 1, 2). 
Let 
(1.15) 
Next we define 
62 s~,l+2(4*1 ? A,1 3 4,2 3 91.2) = restriction of &(& , jr*) to I,,, (E = 1,2) 
(1.16) 
where jr*, $r are given by (1.14), (1 .lS) respectively, If ,& , 1,,, are 
such that their second components are not equal (i.e., cl,r # ~a) 
then the right-hand side of (1.16) does not make sense. But in this 
case it is irrelevant how one defines the left-hand side; thus we take 
an arbitrary definition, such as 
where f is a constant function with values in 2. We now proceed in 
general. For any Z+ (1 < i < j) in .& , if 
we define 
& 6’*2+23+2 (a A A A 11 9 Yll 9 32 P Y12 ,*-*, ,& , jJjl , sj2 , gj2) = restriction of 
&,j+1(4 , A*,..., 4 9 hi*) to h+l.l (I= 1,2) (1.17) 
where $$* is defined by (1.14); if c$r # ci2 for at least one i < j, we 
define b 8~, 1+2j+2 (v-s) in an arbitrary way. 
Now, (1.10) implies (see [ll, p. 2121) that 
‘vs + E 3 qy, &(l>) for any control $‘, (1.18) 
where &c(j) is the $ resulting when y is playing 9 and x is playing 
with the a-strategy aaC. If 3 is any vector given by (1.12) (i.e., any 
outcome of a #-game), then the vector $* with components as in 
(1.14) satisfies 
s < s* < s + 1j2n (1.19) 
where S, S* are the stopping times for 9 and p* respectively. Denote 
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by T and T* the stopping times for dsE($) and 6,Q*) where 9 is 
given by (1.12). It is then clear from (1.17) that T* = T. Hence 
+ xr<s&W, T) [=P Jr+ 
7 
If T < S, then the right-hand sides of (1.20), (1.21) agree. Now, 
since g, > g, , we have 
If S < T < S*, the right-hand side of (1.22) is 
Jr,‘h [exp Lt k] at +gAW, T) [exp S,‘k] > ~(9, &w) - CP 
(C constant). 
If S < S* < T, then 
Hence in all cases we have 
qg*, &c9*>> 3 w, &(9>) - C/2”. (1.23) 
Since (1.18) holds with 3’ = j*, we conclude from (1.23) that 
va + E > P($ &(j)) - C/2”. 
Since 3 is an arbitrary control in a %-game, it follows (cf. [lo, p. 2121) 
that 
va + f > V8’ - C/2”. 
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Taking E + 0 and setting U, = V6, U,,, = P’, we get 
un 2 7-J,, - w, 
but then, the sequence (U, + l/ 12 is monotone decreasing for large n. )
Consequently Iim U, exists. This completes the proof of the theorem. 
We shall now assume 
f(X, 4 Y, z) = f(x, t, y) + f”(% 4 z), 
h(x, 4 Y, 4 = 4% t, y) + &, 4 4. 
(1.24) 
THEOREM 1.2. Let (A), (B) and (1.24) hold. Then V+(& T) = 
V-(6,7), i.e., the vaZue V(e, T) exists. 
Proof. The proof is similar to the proof of Theorem 2.3.1 of 
[ll, p. 391. First, for any E > 0, there exist f*d and A*8 such that 
I’s 6. P[d ,^ , P*g + E 
,. 
for all ds, (1.25) 
v, 3 P[f* , d*q - E for all P, . (1.26) 
We now modify A*6 = (62l,..., 0”;“) into A$, = (A$$ ,..., a$) as 
follows. If 
then 
where 1.” = 3 (xj , ci*) and 
c.* = 
I 
cj if b, = 0, I 1 if bj=l. 
Thus if T and T* are the stopping times corresponding to 6,*(j) 
and &&(j) respectively, and if S is the stopping time for 3, then 
T<S implies T* = T < S, 
S<T implies T* = S. 
(1.27) 
From the form of (1.4) it is clear that 
(1.28) 
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We now play an upper S-game as in [IO, p. 391. Fix 9, = (zr , cr) 
with cr - 0. Next, let PI = I=‘;’ i1 . Setting .~?,~(t) = sk(t + 6) on 
IkeI , we take 
qt> = d$$‘(j, , a;,... , $j-2 , q-1 , 9jj-1) (t - 6) for tEIi, 
pj(t) = PJ($ 19 9 1 ,.", %-1 ,JLl 3 4) (t) for tEIj. 
Denote the outcome by g*(t), Z,(t) and the corresponding stopping 
times by S*, T8 . By (1.25), 
va < IQ”, &) + E. (1.29) 
Next we play a lower &game: y will choose the components j$ 
at each interval Ij , and x will choose {I = o^“;i i1 and, in general, 
Denote the outcome for z by ,P. Then, by (1.26), (1.28) 
v, 3 qp*, 9) - E. (1.30) 
As in [ll, p. 401, we have 
a&t) = ayt - 6). 
Hence the stopping time T6 of J?? satisfies T8 = T8 - 8. Since, by 
(1.27), T8 < S, we have T6 < 5’. Using the fact that ( T8 - T, 1 = 6, 
the inequality g, > g, , and Lemma 2.3.1 of [l I], we conclude that 
where $8) + 0 if 6 -+ 0. Using this in conjunction with (1.29), 
(l-30), we get 
V8 < V8 + 2E + ,@). 
Taking E + 0, 6 -+ 0, the assertion of the theorem follows. 
Remark. Following Friedman [ 111, we can introduce the concept 
of a strategy f = {fs) for y and a strategy d = (Jb} for x, and the 
concept of a saddle point. One can then prove that, under further 
assumptions on f, h, there exists a saddle point for the differential 
game with stopping time. 
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2. THE HAMILTON-JACOBI VARIATIONAL INEQUALITY FOR Vf 
As in [I 1, p. 541, we have 
where 
Vs([, T) = inf sup *** inf sup P&, 2) (2.1) 
4 Yl jN $N 
We shall assume: 
(C) I 4% t, y, 4 - 4% f, y, x)l < %(I x - 2 I + I t - f I), 
I h(x, t,y, 4 - 4% KY, %>I < &l(I x - 5 I + I t - f I), 
I g&G t) - g@, f)l < &(I x - f I + I t - 2 I), i = 1, 2, 
where B, is a constant. 
THEOREM 2.1. Let (A), (B) and (C) hold. For any R > 0, E > 0, 
there is a positive cd&ant C,,, such that 
for all 0 < T, d < T, - E, / 5 I < R, j [ 1 < R. 
Proof. Suppose first that f(x, t, y, Z) is uniformly Lipschitz 
continuous in t. As in [l 1, p. 531, we can form a one-to-one mapping 
# from the space of controls 9 in a &game over [T, Z’s] onto the space 
of controls for y in the interval [b, Z’,,]; similarly for Z. Denote the 
trajectory corresponding to @, $2 by #JX (where x is the trajectory 
corresponding to 9,s). If S < T(S > T) then clearly $S < #T 
($S > $T). Hence, the estimates of [ll, pp. 53-561 can also be 
applied here to deduce that 
Using (2.1), the assertion (2.2) follows. 
If f(x, t, y, a) is not Lipschitz continuous in t, we can still prove 
the Lipschitz continuity of V+(.$, T) in f  as before. The proof of the 
Lipschitz continuity in 7 requires a different argument, similar to the 
one given in [16, Sect. 21. 
Remark. If V+ is Lipschitz continuous then, by a theorem of 
Rademacher (see [l 11) it h as a total derivative almost everywhere. 
Later on we shall need the following. 
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COROLLARY 2.2. Suppose (A), (B) hold and suppose that 
If(~,~~Y,~>-f(~,~t,Y,~>ld~I~--xI, 
I h(x, t, Y, 4 - h(x; t, y, 41 < L I x - 5 I, 
+, t, y, x> = &, y, 4 
I &(X9 t> - g&c 01 GL I * - 5 I, i= 1,2, 
then 
(2.3) 
I v+(t, d - Jf+(4, 4 G (To + W I e - E I exp{(L + K)T,) (2.4) 
where 
s 
To 
K= 
0 [ ’ 
“,y w, Y, 41 fit. 
This follows by comparing the payoff P[,($, Z), Pz,(9, a), noting that 
the corresponding trajectories x(t) and Z(t) satisfy 
I x(t) - WI < I 5 - t I ewPTol. 
THEOREM 2.3. Let (A), (B) hold. Then 
g1(5,4 < v+ttf, 7) <gg,(f, 4. 
Proof. Consider an upper a-game with 
A,* = (S& ,..., A&) 
such that &, = (x1 , 1). Thus, T = T. Then for any 9, 
P-5) 
Since g, > g, , we get 
SUP w,d ,^*(9)) =g,(E, 7). 
F 
This implies (cf. [ll, p. 2121) that 
qt, 4 G ge(S, 4. 
The proof that Va(r, T) > g,(f, 7) is similar. In fact, taking 
f,” = (ly,..., f2”) 
with f’:l, whose range is a fixed element &(t), 1) (so that S = T), we 
get 
Jyf*V), 4 = a(& 7) for all 1. 
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This yields that 
THEOREM 2.4. Let (A), (B), (C) Izold. Then, almost ewerywhere, 
(aJ’+/W + ye% yEay” W’+/%) -f(5, t, Y, 4 + Ir+K(& t, Y, 4 
+ q5, t, Y, 41 b 0 (2.6) 
ifv+ >gr, 
(av+/W + ye% ysy We+/%) -f(t, t, Y, 4 + v+k(S, t, Y, 4 
+ 45, 4 Y, 4>< 0 (2.7) 
qv+ <g,. 
Finally, then 
v+(t, 7) --+gdk To) if T+To. (2.8) 
We refer to (2.6), (2.7) as the Hamilton-Jacobi inequalities. 
Proof. A part of the proof is similar to the proof of Theorem 4.2.1 
of [I 11, where the inequalities in (2.6), (2.7) are replaced by equalities. 
We let E = kS and divide the s-strategies f, , a8 into two parts 
(cf. [II, p. 1271): (f, = (I’, , f,), ds = (as, d6). We then have 
Consider all the a-strategies 
iTso = (ip,..., i&y) 
such that their images (& ,..., a,) are always such that cl = O,..., ck z 0 
(where 4(t) = @&), c,(t))), i.e., T > r + E. Then, by (2.9), 
V*(t, T) < sup inf inf sup P[&O, & , rB, jTc6]. Pa ii,0 A,Pa (2.10) 
Consider P[if80, a, , Fe, fs]. Supp ose P is such that, for its image 9, 
one of the bz is EZ 1, i.e., S < r + E. Since T > r + E, S < T. Hence 
P@fa”, & , pa, r81 = g&(S), S) exp [J’” k dt] 
+ s” h(x, t, Y, a;exp [j: k A]dt. (2.11) 
7 
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Now, if V+(.$, T) > g,(S, T) then 
for some Q: and all 6 sufficiently small. Hence, if E is sufficiently small, 
the right-hand side of (2.11) is < g,( 6, T) + 42 d Vs(t, 7) - 42. 
Therefore 
inf sup s;F P[d,D, 6, , fs, F] < Vs([, T) - 42. 
A&’ A, 
Comparing this with (2.10) it is clear that the suprs can be reached 
only when ps is such that stopping for y occurs at some time 
S 3 7 + E. Therefore 
V6 < sup inf inf sup P[***] = “,“g i$ i;f s;r P[*..] 
rs Aa0 A, rs 0 8 6 (2.~2) 
< inf sup inf sup P[**.] 
ii,O ros A, Fs 
where p,,” runs over the &strategies fs for which stopping occurs at 
SOme time > 7 + C. 
Now, for a given pair dso, To” 
(2.13) 
To every a-strategy a,0 there corresponds a a-strategy A,* in the 
sense of Friedman [II] ( i.e., without stopping), as follows. 
where & = (ai , 01, Pi = b’i , 0). Th is mapping is one-to-one and 
onto the space of all lower s-strategies of z on the open interval 
(7, T + E), Similarly th ere is a correspondence fos + r*B. 
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It is clear that 
$f yg Q[-m-1 = inf sup Q[**.] 
8 0 A8* l-.8 
for any bounded payoff Q. Hence from (2.12), (2.13) we get 
319 
(2.14) 
where da*, r,8 now vary on the sets of S-strategies, for z and y 
respectively (defined in the sense of Friedman [ll], i.e., without 
stopping times), over (T, T + E). 
The relation (2.14) is similar to the relation (4.2.6) in [II], except 
that instead of equality we now have ineqaulity. The proof of the 
derivation of the Hamilton-Jacobi equation from (4.2.6) as given in 
[ll], pp. 12%1301, can also be applied in the present context to yield 
the Hamilton- Jacobi inequality (2.6), p rovided (f, T) is a point where 
V+ has a total derivative. 
The proof of (2.7) is similar. Finally, the proof of (2.8) is obvious. 
3. EXISTENCE OF A SOLUTION FOR FIRST-ORDER 
NONLINEAR VARIATIONAL INEQUALITY 
We shall now consider the variational inequality 
(WW +qx, 4 % u&T) >, 0 if u>g,(O<t<T,,,xERm) 
(WW ++, 4 % %) < 0 if u<g,(O,<t<T,,xeRm) (3.1) 
u(x, To) = g(x> T,). 
We assume: 
(F) F(x, t, U, p) is continuous in (x, t, II, p) E @ x [0, T,,] x 
R x Rm and satisfies a Lipschitz condition in (x, U, p) and, 
almost everywhere, 
14% 6 0, WI < & I 
where B, , Kl are positive constants. 
580/x6/3-6 
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((3 g1(4 4, g,(x, 4 are continuous in (x, t E Rm x [0, To] and 
gdx2 To) = g,(x, To) (x E R”) (3.3) 
I g&9 t> - g& 91 < L, I x - f I, for i = 1, 2, (3.4) 
where L, is a positive constant. 
Following Fleming [6], we shall write F(x, t, U, p) as an upper 
Hamiltonian function of a differential game, for ) u 1 < M, j p 1 < ,u, 
and suitable M, CL. Thus, we shall exhibit functions f, A, K and control 
sets Y, Z such that 
qx, 4 u, p) = $9 yG?$f(x, 4 y, 4 * p + k(x, t, y, a + h(% 4 y, 4). (3.5) 
We take 
y =(Y’,Y”), ly’l dB,, Iy”l <B, (Y’ E 4 y” E R”), 
z = (2, Z”), 1 z’ ) < M, 1 ZN ) < /A (z’ER,.#ER~); 
(3.6) 
the numbers B, , M, p will be determined later on. Next, 
f(x, t, Y, 4 = w? 4 z’, a”)/( 1 + I xv I”) + y” 
k(x, t, y, 4 = Y’, (3.7) 
h(x, t, y, 2) = F(x, t, z’, z”) * a”/(1 + 1 as 1”) - y’z’ - y” ’ ZH. 
Let K = K(K, , M) be a constant such that 
K,(l + M + I z” I)/(1 + I z” I”) d K. 
BY (3.2) 
Ifz I GK I h, I < K. (3.8) 
LEMMA 3.1. Given any positive number M, there is a positive 
number B, = B,(B, , M) depending on B, , M, such that for any 
positive constant p, (3.5) holds. 
A similar lemma with the order of min, maxy interchanged was 
proved by Fleming [6]. The present lemma can be proved by the 
same arguments. 
Now consider the differential game with stopping time associated 
with f, k, kg,, g2 - Denote by V+(x, t) its upper value, when the 
initial condition is x(t) = X. We shall prove 
I v++, t)l < w (3.9) 
[ V$+(x, t)l < IV* a.e. (3.10) 
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where N = max(sup 1 g, 1, sup 1 g, I) and N* = N*(B, , Kr , M) is 
a positive constant. 
To prove (3.9) let fs be a a-strategy for y for which the stopping 
time is S = T (when the initial condition is X(T) = [). Then 
1 qfyq a)1 < N. 
It follows that V8 > -N, hence V+ > -N. Similarly, let 6, be a 
a-strategy for z for which T = 7. Then 
This yields V* < N, hence V+ < N. 
As for the estimate (3.10), this follows from Corollary 3.2 and the 
inequalities in (3.8). 
We now choose M=N+l, B,=B,(B,,N+l) and CL= 
N*(B, , G, N + 1). By L emma 3.1, for almost all (x, t), the equality 
(3.5) holds for u = V+,p = V,+. Applying Theorem 2.4 we then 
obtain the following result. 
THEOREM 3.2. Let (F), (G) hold. Then there exists a solution of the 
variational inequality (3.1), namely u = V+, where V+ is the upper 
value of the dtTerentia1 game with stopping time corresponding to f, k, h, 
g, , g, and Y, Zgiven by (3.6), (3.7). 
Remark. Suppose one of the constraints is missing; for instance, 
g, and T do not appear and xSGT is replaced by 1. All the results of the 
previous sections also extend to this case. The only result which 
requires a new argument is Theorem 3.2. Thus, the proof of the 
inequality 
V8 < N (3.11) 
is no longer valid when z does not use stopping times. We now 
proceed to define 
& by As(j) = 0. Then h = 0. 
Consequently, if we assume, in addition to (3.2), that 
then we get 
I J-(x, 4 4 O)l < B, , (3.12) 
W, &9) < N, 
where N is a positive constant depending only on B, . This yields 
(3.11). 
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4. NONLINEAR PARABOLIC VARIATIONAL INEQUALITIES 
Let E > 0. We consider the following problem. 
(Wt) + (q4 Au + F(x, 4 u,u,)>,f if u>O(O<t<T,,xERm), 
@~/at> + (c2/2) Au + F(x, t, u,u,)<f if u<g(O<t<T,,xEZ?), 
4% To) = g(x, To) (x E W, (4-l) 
0 d 4% t> ,< g(x, 4 (o,<t<T,,,x~R~). 
In the case F(x, t, U, p) is linear in u and in p the existence, unique- 
ness and regularity of the solution were established by Bensoussan- 
Lions [l] and Friedman [ 14, 151. In the present section we shall 
employ the notations and techniques of Friedman [15]. Thus we 
work with norms 
and denote the corresponding spaces by WiJ’+(G), WiJ’+, Here p is 
any nonnegative number, and p > 2. 
The spaces W$P*‘(G) are the completion in WQ’+(G) of the C” 
functions with compact support in G. 
We shall need the following assumptions. 
(F,) F(x, t, U, p) is continuous in (x, t, u, p) E P x [0, To] x 
R x P, Lipschitz continuous in (x, U, p) and, almost 
everywhere, 
lF(x, t, u* P)I < cc1 + I u I + I P I), 
I Ft(x, 4 % PII < cc1 + I ZJ I + I P I), 
I F7d-T 6 u, PI < c> 
I Fll(x, 4 u, P)l < c> 
where C is a constant. 
(Go) 6) dx, t) is measurable and > 0 for (x, t) E P x [0, TJ; 
(ii) g, g, , gxi , g,,,j belong to Lp(O, To ; W”*p+‘) n 
P(O, To ; W”,2*@); 
(iii) g,, eL2(0, To ; W”p2+); 
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(iv) g(x, To) E W--Z/~~p~r r\ Wr*2+; 
(v) f”DJ”d 2 ; wgy2(0, To ; way, 
IE 90; ,2,L1 , 
where p is a positive number > 2. 
Notice that (ii) implies that 
g E C([O, To]; WOy”+ n W@*+). 
Also, (v) implies that 
fE C([O, To]; w-). 
Observe finally that in (iv) we are using Wrap+ where 1 is not necessarily 
an integer. The definition of WrJ’ is standard, and the definition of 
Wzfp+ is obtained from’the definition of IWp in the obvious way. 
THEOREM 4.1. If (F,), (Go) hold then there exists a unique solution u 
of (4.1) in the following seme: 
II EL~(O, To ; wllz,u) n Lp(O, To ; W2-) n L2(0, To ; W2,2+), 
h/at ~b(0, To ; W”pp+)‘n L2(0, To ; W”y2+), (4.2) 
0 < u <g a.e., (4.3) 
((ih/&) + (e2/2) AU + F(x, t, u, us) - f) (w - 24) < 0 a.e. for all 2), 
0 < v <g a.e., (4.4) 
u(x, To) = g(x, To) ax. (4.5) 
Proof. Let &(x) be a nonnegative C” function such that 5s = 1, 
if 1x1 <R-l,cR=Oif 1x1 >R, /D,@~,[ <C'a(O<~a~ <2) 
where C, is a constant independent of R. Set gR = {Rg, tR = &&. 
Consider the initial-boundary value problem: 
;+f‘+-g,)+++++,t,u,u,)=f (4.6) 
a.e. (X E QR , 0 < t < To), 
u(t) e wi’“(sR) ax!., (4.7) 
UP’,) = k’R(To), (4.8) 
where gR = gR(t) = gR(‘, t) and & = {x; 1 x 1 < R}. By either Lions 
[17] or Friedman [9] and Fleming [5] one can show the existence of a 
unique solution of (4.6)(4,8) for any R > 1, fl > 0. 
324 BENSOUSSAN AND FRIEDMAN 
We next establish several inequalities. 
Let us multiply (4.6) by -p” 1 u Lopez u where p = exp(-p f x I). 
We get, after integrating over Q, and using the first inequality in (F,), 
Since 
- 
s p” 1 u I”-” ududx 
RR 
= lnR [(P- 1)~~ l~l”-~ j g je -PPP” 14p-zu~~$-]d~, 
we get, for any y > 0, 
-;;j=RP14’dr+~ 
*R 
pp ) u lp-2 1 E 1’ ((p- 1) $ - $y - $) dx 
-C~~RP’~lfl+C)I~lp-l~~+~~Rlpl’/ul~(C+~+~)ds 
<;~oRpp(/fl +C)pdx+ [ 
RR 
pp,u~p(p~+C+~+~)dx. 
Choosing y so that 
(4.9) 
(P - 1) (EV) - (c2/4) Pw - CYP > 0 
and setting 
(b(t) = J-, pp I u(x, 0” dx, 
we get from (4.9) that 
-b’(t) < V(t) + Cl 
where 8, C, are positive constants. It follows that +(t) < const, i.e., 
I 
p’, 11(x, t)l” dx < C. (4.10) 
OR 
Since the above analysis also applies for p = 2, we get 
s 
p2 ) 24(x, t)12 dx < c. 
DR 
(4.11) 
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Taking p = 2 in (4.9) and integrating with respect to t, we get, after 
using (4.1 l), 
joTo/QRpz~;~dxdt<C 
for some positive constant C. Together with (4.11) this yields 
(4.12) 
Next we multiply (4.6) by -p”[(u - g,)+]p-l and integrate with 
respect to X, t. Using the relations 
TO 
IS 0 saR p” ; [(u - gR)+]9-1 dxdt 
TO 
= 
IS P’ 0 OR 
‘(’ ;tgR)+ [(u - gR)+]P-l dxdt 
+ foTO s 
RR 
p” $f [(u - g,)+]“-1 dxdt 
1 =-- 
P f 
P9'E(u(X, t) -&'R(X, t)>+]" dx 
fJR 
+fTO[ P" 
0 J-JR 
$$ [(u - gR)+]9--l dxdt, 
To 
If ppdu . [(u - gR)+]“-l dxdt 0 OR 
4 
CL== 
ss 
pp.+ - &) ’ [(U - &)+I’-’ dxdt 
0 fJR 
+LTOf p9dgR * [(U - &)+I’-’ dxdt 
QR 
=- ~ToI,R(P - lb'" [(U --k'g~)~]'-~ 1; (U -&'R)+ I'da& 
3-j+ ~Toj-RP9[(u -gR)+19-1~ & & (u - gR)+dxdt 
+ foTO 6, 
pPdgR ’ [(U - &$]‘-I dxdt, 
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x [j,” j 
QR 
p”[(u - gR)+]p dxdt]‘s-l”p, 
TO 
s s 
,&[(u - g,)+]‘-’ dxdt 
0 OR 
d [JOT0 j-, P” I k Ip hdt]l” 
4 
[I I 1 
(P-1)/P 
X p “[(u - g,J+]p dxdt 
0 nR 
for k = f and k = Ag, + 8gR/at, and noting that 
TO 
ss 0 
nRfp[(u - gR)+l'-' 5 & (u - gR)+ dxdt 
& [s” 1 
Y 0 nR 
p”[(u - g,)+]p dxdt]“-1’1’ 
+ $ /oToj+Rpp / & @ --gR)'I' [b -gR)+lp-' 
we arrive at the inequality 
$ IoTo j-R~p[(~ - gR)+lp dmft 
,( C (1 + ST0 1 
0 nR 
p” 1 $ 1’ dxdt)“’ [joTo J’o, p”[(u - gR)+]’ dxdt]‘pl)‘p; 
here we have used (G,) (ii), (v). It follows that 
I" (1; b -RR)+ j. p .)' dt < C + C 1” I ,L+’ 1; 1’ dxdt. (4.13) . . nR 
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Similarly, if we multiply (4.6) by -$(Q-l and integrate, we get 
Jb” (I f u- lo 9 .)” dt 6 C + C s,” j., pp j g jy dxdt. (4.14) 
9 > 
From (4.6) and (4.13), (4.14) it follows that 
Friedman [15] has extended the standardLP elliptic estimates to the 
case of increasing domains QR , with constants independent of R. The 
idea is to use a special partition of unity and then apply the estimatei 
in each small domain. 
We shall now do something similar for the IP parabolic estimate of 
Solonnikov [ 181, in the special case of the operator (au/at) + (e2/2) AU. 
For a fix domain QR and for a function u vanishing for x E aQR , 
0 < t < T,, , the estimate asserts that 
TO 
5 s pp[l u I” + I ut I” + 1 u, I9 + I usz PI daft 0 QR 
(4.16) 
wherepz I,7 =O. 
Now we take a partition of unity of sZR , say (&j, as in [15], and 
apply (4.16) (with p = 1) to u& exp(--l*. 1 xi I), where xt is a point in 
the support of 4c . The constant C can now be taken to be independent 
of i, R. Summing the resulting inequalities over i, we end up with the 
inequality (4.16) (for p = exp(-p 1 x I)) with constants C and r) that 
are independent of R. 
Evaluating the right-hand side of (4.16) by (4.15), and using the 
inequality (see, e.g. [lo]) 
j- 
*R 
b,IpdJE<~~ 
QR 
I%xzlpd~+;~ lul”dx 
*R 
which holds for any h > 0 with a constant C independent of A, R, we 
obtain, after recalling (4.10), 
TO 
s I PP(l ZJ I” Jr- I % I” + I % I9 + I %2 I”) ant < c (4.17) 0 RR 
where C is a constant independent of j3, R. 
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If we use (4.17) in (4.13), (4.14), we get 
We need one more estimate. Differentiate (4.6) with respect to t, 
multiply by p2(&/at) and integrate with respect to (x, t). Using the 
last two inequalities in (F,), we get 
where 
1 G [ < cs”j- p2[l ut I(1 + I ZJ I + I Ut I + I ux I + I uxt I) + lft I”ldxdt. 
t *R 
Now, 
TO 
ss 
p2 a(u - gR)+ au f2 a(u -gR)+ a@ --RI+ dxdt 
t 
“R 
j!J at 
atdxdt=/Toj 
t flR 
7 at at 
+ ITo sn, $ a@ atgR)+ ?$ dx& > 1" Ia, $ a(u atgR)+ $ dxdt 
=- 
s 
*R 
f  (U - g,)+ 2 dx - s,” IQ, $ (U - g,)+ f$ dxdt. 
Similarly, 
TO 
- 
ss t 
p” g 2 dxdt > - ITo s 
&JR 8 at at fJR 
$ (u-)” dxdt. 
I p2 I ut (x, T,)12 dx < C. 
JaR 
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Using these relations in (4.20), and using (4.18), (4.19), we get 
Integrating with respect to s, and using (4.18), we get 
s,” j- p2 ] ut I2 dxdt + ; j-‘” [(-’ JnR p2 I uzt I2 dxdt] ds < C. (4.21) 
QR 
Now, for any 7 > 0, all the functions given in Theorem 4.1 can be 
extended to --r) < t < 0 such that all the conditions in (G,), (F,,) 
remain valid in the interval [-7, T,,] instead of [0, T,,]. We can 
therefore carry out all the previous analysis in the interval C-7, T,,]. 
In particular, (4.21) yields 
s” [s”j- p2)u,,12dxdt] ds<C. 
--n s BR 
Hence 
s p2 1 u,, I2 dxdt 3 ds < C, 
RR 
i.e., 
To 
ss 
p2 I u,. I2 dxdt < C, 
0 -QR 
(4.22) 
with a different constant C. 
Denote the solution of (4.6)-(4.8) by UR . Extend u, to Zz, defined on 
O<t<T,,,xERm, suchthat&=Oif)z) >R+l,and 
Using Sobolev’s compact imbedding theorem (see, e.g. [lo]), we 
obtain a sequence {CR*} which is strongly convergent and a.e. con- 
330 BENSOUSSAN AND FRIEDMAN 
vergent in compact subsets of P x [0, T,,] to a function U, together 
with its first x-derivative. Hence 
We may further assume that 
ziRn -+ u in Lp(0, T,, ; W2,P+) n L2(0, To ; W232+) weakly, 
?iR, -+ u in Lm(O, T,, ; W@p@) weak star, 
wwRn -+ (au/at) in La(O, T,, ; WOJ’+) n L2(0, To ; W032,u) weakly. 
Taking R = R, --+ CO in (4.6), we find that 
(&/at) + $ flu - $ (u - g)+ + $ u- + F(x, t, U, u,) = f a.e. (4.23) 
Further, 
s ,'" (I u 12.zd" cd G c, s” (I u 12.2.J2 dt G C, I u(t)l 1,2.& G C? o
Denote this function u by u, . From (4.18), (4.19) we have 
s:” (; I@&) - g(t))’ Io.~.,)” dtG C, 
jo” (; I v(Olo,,,,)2 dt d C. 
(4.24) 
(4.25) 
We now extract a subsequence /3 = ,6,& --f 0 such that 
u, + u in LP(0, To ; W2~@,u) n L2(0, To ; W2,2+) weakly, 
uB + u in Lm(O, To ; VT~) weak star, 
au,@ --+ au/at in Lp(0, To ; W”,p+) n L2(0, To ; WOl2+) weakly, 
us -+ u in L2(0, To ; ‘W1y2(G)) strongly for any bounded domain G, 
us -+ u a.e. in (x, t,) 
a2+/ax4 au/ax a.e. in (x, t). 
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As in Bensoussan-Lions [I] it follows from (4.24), (4.25) that 
[u(t) - g(t)]f = 0, u-(t) = 0. 
Now let 0 < e, < g. Multiplying (4.23) by z, - us and noticing that 
KwJ- - (1 /B) (% - d’l (v - 4 2 0 
we get an inequality. If we multiply this inequabty by a nonnegative 
function 4(t) in Csm(O, Z’s), and integrate with respect to (x, t) E G x 
(0, Z’,,), we get, after taking /3 = & -+ 0, 
I” is, [g + f Au + F(x, t, u, u,) - f] (w - u) ds! +(t) dt >, 0, 
0 
where G is any bounded domain. This implies (4.4). It is also clear 
that (4.3), (4.5) and (4.2) hold. 
To prove uniqueness, we suppose that ul , u2 are two solutions of 
(4.2)-(4.5). We write (4.4) first for u = u1 , z, = ua and then for 
u=u2,v=u~, and take the sum. Employing the uniform Lipschitz 
continuity of F(x, t, U, p) in U, p, we easily obtain (cf. [I] and [15]) 
-Wt) (I u,(t) - u&>lo,uJ2 G Nl ul(t> - u&)lo,d2, 
where /3 is a positive constant. Since ui( T,,) - u2( 7’s) = 0, we conclude 
that u1 = us a.e. . 
We shall state a generalization of Theorem 4.1. First we need some 
assumptions. 
(D) (i) aU(x, t), au&x, Q/ax,, b,(x, t), c(x, t) and their first 
t-derivatives are measurable and bounded functions in 
R” x [O, TOI. 
(ii) For all 0 < t < To , x E Rm, t E R”, 
icl %dx, t, f&j 3 O1 I f I2 (a > 0). 
Set 
LUE 5 
i,i=l 
aij s + 2 6, Y& + CU. 
* 3 i=l 
(G) (i) The function g, is a measurable function in 
(x, t) E ZP x [0, To] and 
g, ELP(0, To ; w-+) n L2(0, To ; u12,2+) n Lm(O, To ; n-2+), 
ag,/at E Lp(O, To ; WO.P+) n L2(0, To ; WOy2+); 
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(ii) the function 
f(t) =f(t) - (%/W --L& -f% 4 g, > %l/W 
satisfies: 
j%LP(O, T,, ; WOJ’+) nL2(0, T,, ; W”,2+), aflat E L2(0, To ; W”p2+); 
(iii) the function g = g, - g, satisfies the conditions in 
(GOWW 
THEOREM 4.2. If the conditions (D), (F,), (G) hold, then there 
extits a unique solution of the nonlinear parabolic variational inequality: 
u ELP(O, To ; W2pp+) n L2(0, To ; W212+) n Lm(0, To ; Wlg2), 
au/at ELP(O, To ; W”y”+) n L2(0, To ; W”,2+), 
(4.27) 
g, <u <g2 a4 (4.28) 
((ik/at) + Lu + F(x, t, u, u,) - f) (v - u) < 0 a.e. for all w, 
(4.29) 
gl < v < g2 a4 
4x, To) = gdx, To) 0.e. (4.30) 
To prove the theorem, we first notice that Theorem 4.1 holds when 
(e2/2) AU is replaced by Lu, provided (D) holds. The proof, in fact, is 
similar to the proof of Theorem 4.1, except for some changes (as 
in [15]) arising from the fact that the aii are not constants. Once 
Theorem 4.1 is known for L, Theorem 4.2 follows by applying 
Theorem 4.1 with g = g, - g, and f replaced by5 
Remark 1. In [ 151 a result similar to Theorem 4.1 was proved for 
F linear in U, u, provided ag(x, t)/at > 0. However there is an error 
in [15] in the assertion that [a(u - g)+/at] [&/at] > 0. This last 
inequality holds, in general, only if 8g/8t = 0, i.e., g = g(x). Thus, 
this assumption must be incorporated into [15]. Notice though that 
the solution u established in [15] is in L”(0, To ; VtP*IL n V*2+). 
If, in particular, p > n then, for almost all t, u,(x, t) is Holder con- 
tinuous in x E Rm. The method of Friedman [15] extends to the case 
where F(x, t, u, us) is a nonlinear function of U, uz satisfying (F,). 
Thus, if g,(x, t) - g,(x, t) = g(x), and if 
gl EL~(O, To ; W2- n W2g2+), 
and @at belong to Lm(O, To ; W”rp*u n W”v2+), 
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then the solution u of Theorem 4.2 satisfies: 
u E L*(O, To ; WQ,” n Wz?2*“), 
au/at EL-qO, To ; WOJ’+ n W”,2+). 
Remark 2. Brezis [3] considered linear parabolic variational 
inequalities with time dependent constraints (i.e., with g = g(x, t)) 
in a cylinder with bounded base. Our estimates, when specialized to 
p = 2 and to a cylinder with a bounded base, coincide with his 
estimates. 
5. STOCHASTIC DIFFERENTIAL GAMES WITH STOPPING TIMES 
We consider a stochastic differential system described by 
dx = f(x, t, y, x) dt + u(x, t) dw, (5.1) 
$7) = 5, (5.2) 
where w(t) is m-dimensional Brownian motion, T E [0, T,), 6 E R”, f is 
m vector and u = (CTJ is m x m matrix. We are going to introduce a 
concept of differential game with Markov stopping times S, T 
associated with (5.1), (5.2) and a payoff 
+ [exp lr 4x, t, Y, 4 dt] g2(x(T), T)XT<S 
where xa is the indicator function of a set A, and k, h, g, , g, are given 
functions. 
The model will be a generalization of that introduced by Friedman 
[12] in case S 3 T E To . 
Setting 
aij = c *ikaki , 
k 
we shall need the conditions: 
c a&, t) i% > 01 I 5 I29 a > 0, 
aij , aa,/ax, , a2ai,/ax,at are continuous and bounded in 
(x, t> E R” x [O, Tl, 
(5.4) 
(5.5) 
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f, afh , aflay, afta z are continuous and bounded in 
(x> t)~p x LO, To], 
h, k, f are continuous functions with their (x, t) first 
derivatives, and 
I~l+I~~I+l~I+l~,I+lfl+lf,l+lf,I~’C, 
(5.6) 
(5.7) 
I gl I + I g2 I < C(l + I x Is), for SOme P > 0. 
Let Y, 2 be compact sets in some euclidean spaces. 
A control function for y is a measurable function y(x, t) with values 
in Y. Similarly, a control function for x is a measurable function 
x(x, t) with values in Z. 
For any pair of control functions y = y(x, t), x = x(x, t) there is a 
unique solution x of (5.1), (5.2) in the sense of Stroock-Varadhan [19] 
(under the assumptions that (5.4) holds, (Q) is continuous and f is 
continuous and bounded). 
On the other hand if we restrict ourselves to control functions which 
are Lipschitz continuous in X, then there exists a unique solution of 
(5.1), (5.2) in th e sense of Ito (provided we also assume thatf(x, t, y, x) 
is Lipschitz continuous in X, y, 2). 
Remark. For simplicity we shall usually assume that (5.6) holds. 
Then we can take the solution of (5.1), (5.2) in either sense. However 
all the results in this section and in the following ones remain valid 
when the condition (5.6) is omitted, provided the solution of (S.l), 
(5.2) is taken in the Stroock-Varadhan sense. 
The stopping times S, T are taken with respect to the u-algebra 
gl generated by x(s), T < s < t. We assume that 
The player y tries to choose y(x, t), S so as to maximize the payoff, 
and the player z tries to choose x(x, t), T so as to minimize the payoff. 
The system made up of (5.1), (5.2), (5.3) and Y, Z will be referred 
to as a stochastic dz#erential game with stopping time. 
DEFINITION. A pair {(y*(x, t), S*), (z*(x, t), T*)) is called a 
saddle point if 
P(Y, 8; z*, T*) < Ply*, S”; z*, T*) < P(y*, s*; z, T) (5.8) 
for all controls y, x and stopping times S, T. 
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Lu=i,f aij*. 
2,3=1 axiaxj 
Notice that (5.7) implies the condition (F,) for the function F = H. 
We shall now assume: 
the functions g, , g, satisfy all the conditions in (G), with F = H 
and L given by (5.10). (5.11) 
Then we can apply Theorem 4.2 to conclude that there exists a 
unique solution u of the variational inequality: 
u ELP(O, T, ; W2JynL2(0, To ; W2J+)nLm(O, To ; ivy, 
au/at dqo, TO ; wo~p~~) n L~(o, T, ; way, (5.12) 
w/at) + LU + H(X, t, 24, 24,)) (v - u) < 0 a.e. for every w, 
g, < v <g2 a.e. (5.13) 
g, < u <g, a.e. in (x, t), (5.14) 
UVO) = &(To)* (5.15) 
We shall now assume that 
p > m. (5.16) 
By Sobolev’s inequality it then follows that the functions g, , g, and 
u are continuous in (x, t) E P x [0, To]. Notice that under the 
conditions of Remark 1 at the end of Section 4, if p > m then, for 
almost all t, u,(x, t) satisfies a Holder condition in x with coefficient 
and exponent which do not depend on t. 
Let y*(x, t) and z*(x, t) be any measurable functions which render 
maxr, and min, in (5.9) when u = u(x, t), p = u,(x, t). 
Define sets 
Cl = {(x, t); 4% t) > ‘cl@, 9, 
c2 = {(x, t); 4% t) < g2@, a-. 
(5.17) 
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Denote by S* and T* the first hitting times of the sets Rm\C, and 
Rm\C, respectively. We shall show that {(y*, S*), (x*, T*)) is a 
saddle point. 
Before we do that we wish to point out that if y*(x, t), x*(x, t) are 
only known to be measurable functions (and not Lipschitz in AT) then 
we must take the meaning of (5.1), (5.2) in the sense of Stroock- 
Varadhan [19]. If however they are Lipschitz in x, we can take (5.1), 
(5.2) in the sense of Ito, and restrict all control functions to be 
Lipschitz continuous in x. 
THEOREM 5.1. Let the conditions (5.4)-(5.7), (5.9), (5.11), (5.16) 
hold. Then {(y*, S*), (x*, T*)} is a saddle point of the stochastic 
dzfleerentialgame with stopping time (5.1)-(5.3). 
Proof. We shall prove the second inequality in (5.8). Let z(x, t) 
be a control function for z and T a stopping time for the process x” 
determined by (5.1), (5.2) h w  en z = x(x, t), y = y*(x, t). Denote by 
x* the process determined by (5.1), (5.2) when z = x*(x, t), y = 
y*(x, t). If we apply Ito’s formula to the function 
f@, t)[exp j’ Nx, 5Y*@, 4, 2*(x, s)) ds] 7 
and the process x”, formally, then we get 
+ 4% 4 y*, 4 +~ew, 91 q. (5.18) 
Suppose for the moment that (5.18) can be rigorously justified. 
Notice that 
if t<S*/j T<P then @(t), t) > gl(qt)t t); 
hence 
[(au/at) +Lu + H(x, t, u, %)I (W), t) 2 0. 
From the definition of y* we then have 
[(au/at) + Lu + h(% t, y*(% t), 4 + % *f(.% 6 Y*(% 03 4 
+ 4% t, y*(% $41 w, 4 > 0 (5.19) 
for every x E 2, with equality when x = 2*(x, t). 
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Taking x = z(x”(t), t) in (5.19) an d using the resulting inequality in 
(5.18), we get 
with equality when z = x*(x, t). 
Noticing that 
+qs* A T), s* A T) < xs*(Tgl(~(s*), s*> + XT<S*g2(qq, T) 
with equality when x = H*(x, t), T = T*, the second inequality in 
(5.8) follows. 
In order to justify (5.18) ri g orously we introduce the fundamental 
solution ~(7, 5, t, y) of L, and interpret the integral 
E,, j-Ts*AT W(t), t) dt 
on the right-hand side of (5.18) as 
ss R~ 7To #(Y, t> TAT, 5, t, Y) WXSVT I a(t) = Y> dydt. 
With this interpretation (5.18) can be justified as in Bensoussan- 
Lions [l]. We can then proceed, as before, to verify the second 
inequality in (5.8). 
The proof of the first inequality in (5.8) is similar. 
Remark. Suppose we restrict the Markov times S, T to be hitting 
times of domains of the form 
G = ((x, t)l x E B, , T < t < To} 
with smooth lateral boundary &,G, then we can interpret (5.8) as 
follows. Let G,* be the domain whose hitting time is S*. Let G, be 
any domain whose hitting time is T. Let w  be a solution of 
(WW + Lv + (WW *f(x, 4 Y*(x, t), ~(2, t)) + k(x, t, y*(x, t), x(x, t))v 
= h(~, t, Y*(x, t), X(X, t)) in Gr,,S* z Gr n Gs*, 
u =g1 on (WT,W) n Gs*, 
v =g, on (W'T,G*)~ GT, 
v =L?1 on t=T,. 
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Then 
Letting z, = V* when T = T*, the second inequality in (5.8) means 
that 
v*(t, 7) < v(& T). (5.20) 
Thus (z*, T*) is a solution of a certain deterministic problem in which 
the controls are both some coefficients of the parabolic equation and 
the domain where the parabolic initial boundary value problem is 
solved. 
6. CONVERGENCE OF u, TO V IN CASE OF CONTROL THEORY 
We specialize the results of Section 5 to the case where f, h, k do not 
depend on y and g, does not appear. Thus, we are dealing with the 
case of one player z, who tries to minimize the payoff. 
We define 
fq% 4 % P) = $p(% 4 y, z> + p ..f(X, c Y, 4 + uw t, y, 41 
and assume: 
(6-l) 
The functions f, k, h, g, satisfy all the conditions in (5.6), 
(5.3, and (G,) holds for g = g, , F = H. (6.2) 
Set g = g, . Then, by Theorem 4.2 (slightly modified) there exists 
a unique solution u, of the variational inequality: 
u, eL”(O, To ; W2p9+) r-i L2(0, To ; W232+) n L=‘(O, T,, ; W1,-), 
c3uJat E Lp(O, T,, ; W”-) n L2(0, To ; W”~2+), 
(pw) + (42) due + H(x, 4 u, , WW) (v - %) d 0, 
(6.3) 
a.e. for any v, v <g a.e., 
24, <g a.e. 
Uo) = ATo). 
We now consider the first order variational inequality 
((aV/at) + H(x, t, V, aV/&)) (v - V) < 0 a.e. for all v; 
v <g a.e., 
V <g a.e., (6.4) 
Wo) = g(To) 
V locally Lipschitz continuous. 
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It follows from Theorems 2.3, 2.4 (specialized to the case where g, 
and S do not appear and xTcS is replaced by 1) that I’+ is a solution 
of (6.4). We shall write V = v+. 
Let (Q, 9, P) b e a fixed probability space and let si be an in- 
creasing family of sub a-algebras of 9. Following Fleming and 
Rishel [8] we define admissible nonanticipative control and stopping 
time as a pair (x(t), T) w  h ere .z is a stochastic process and T a random 
time defined on (Q, 9, P) and having the following properties. 
z(t) E 2, for t E [T, TO], T < T < TO ; (6.5) 
z(t) is nonanticipative with respect to & and T is a stopping 
time with respect to .Z+$ ; (6.6) 
given 6 E R”, there exists a Brownian motion b(t) such that 
the stochastic differential equation (6.7) 
ax, = f(Xc 7 t, x) dt + Edb 
Xc(T) = t 
has a solution which is unique in probability. 
[If we take this equation in the sense of Stroock-Varadhan [19], we 
may choose Sz = C(T, T,, ; R”), gi the u-algebra generated by 
wQ , s < t, and x, T any process and stopping time satisfying (6.5), 
(6.6)]. We will denote @T by the class of admissible nonanticipative 
controls and stopping times. 
We now define, for (x(*), T) E a7 , 
W+*), T) = Et, IL’ [exp Lt h,(s), s, 4 ds] h(x&), t, z) dt 
We have 
(6.8) 
LEMMA 6.1. Let (6.2) hold. Then 
(6.9) 
Proof. Apply Ito’s formula to u,(c, T) and the process xc(t) as in 
the proof of (5.8). 
LEMMA. 6.2. Let (6.2) hold. Then 
(6.10) 
580/16/3-S 
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Proof. We know already that 
(6.11) 
where g7 is the class of deterministic measurable functions from 
(7, T,,) into 2, and T E [T, T,,]. Since clearly &T C %T , we have 
Now for w  fixed, z(t, UJ) and T(w) belong to &r . Therefore 
I”“’ [exp 1” h(x(s, w), s, z(w)) ds] h(x, t, Z(W)) dt 
7 7 
+ ,&V(w)), T(w)) [exp ~rT’w’ k(x,t,Z(W)) dt] 3 W, ~1, 
and by taking the mathematical expectation, we get 
P,“~(z(.), T) 3 v(E, 4, for every (4-h T)E f% 
which with (6.12) implies (6.11). 
THEOREM 6.1. Let (6.2) hold. Then, for each (5, T) E Rm x [0, T,,], 
%(t, T) -+ v(t> T> as E-+0. (6.13) 
Proof. As easily verified, for any (z(e), T) E 9& we have 
where C(E) -0, if e-0; C( E is independent of (x(e), T). But this ) 
and Lemmas 6.1, 6.2 imply that 
which proves the theorem. 
Remark. When there is no stopping time, Theorem 6.3 is just 
the classical result of stochastic control theory, due to Fleming [7]. 
Fleming also states conditions on a function F(x, t, U, p) in order that 
it has the form of a Hamiltonian of a control problem. When this is the 
case, Theorem 6.1 shows that the solution U, of the nonlinear parabolic 
variational inequality (6.3) (with H = F) has a limit V, as E + 0, 
and the limit is a solution of the first order nonlinear variational 
inequality (6.4). 
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7. CONVERGENCE OF u, TO I;/‘+ IN THE GENERAL CASE 
In Section 1 we let both players choose stopping times. In this 
section we let only one of the players choose a stopping time. For 
definiteness, let y choose a stopping time. Denote by V+(c, T) the 
corresponding upper value. We shall prove that V+(c, T) is the limit 
of solutions u,( 6,~) of nonlinear parabolic variational inequalities as in 
Theorem 4.2 with F = H+, L = (l/2) ~~4, g, = co. Using Theorem 3.2 
(or, rather, the remark following it), we can look upon this result also 
in a different manner, namely: 
The solution u, in Theorem 4.2, with L = (l/2) ~~4, g, E co has a 
limit as E ---f 0, the limit V+ being a particular solution of the limiting 
first order nonlinear variational inequality. Further, V+ is the upper 
value of a certain differential game with stopping time (for y only) 
whose dynamics and payoff can be expressed explicitly in terms of F. 
Let f, K, h, gr be given as in Section 1. Set 
We shall assume: 
f, k, h, g, are continuously differentiable and 
If I> If* I, Ift Is I k I, I k, Is I& I, I h I, I4 I, I h, I, lg, I, 
(7.2) 
are bounded. 
These conditions imply, of course, the conditions analogous to 
(A), (B), (Cl of S ec ion 1 with g, missing. Consequently, V+(x, t) is t’ 
Lipschitz continuous in (x, t), uniformly in compact subsets of 
[0, T,) x A”, and, a.e., 
(av+/at) + H+(X, t, V+, (a/ih)V+) = 0 if V+ > g, , (7.3) 
(av+/at) + H+(x, t, v+, (a/ax)v+) < 0 if V+ > g, , (7.4) 
The condition (7.2) implies the condition corresponding to (F,) 
for F = H+ and g, missing. 
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Next we assume: 
g, E Lp(O, T,, ; W2,P,“) n L2(0, To ; W2,2+) 
agl/at EL~(O, To ; W”,e+) n L2(0, To ; W0,2+) 
azg,/at2 EL2(0, To ; W”,2+), 
g, E Lm(O, To ; W1s2,“), 
(7.6) 
dg, and F(., a, g, ,(a/ax)g,) belong to L*(O, To ; WOpQ+) n L2(0, To ; WO~Q) 
and their first t-derivatives belong to L2(0, To ; WO~2+), 
p > m. 
Here p is any positive number. Notice that the condition (G) in 
Section 4 (with g, missing) follows from (7.6). Therefore, when 
(7.2), (7.6) hold, there exists (by the proof of Theorem 4.2) a unique 
solution of the nonlinear parabolic variational inequality: 
U, ELP(O, To ; W2~p+) n L2(0, To ; W2v2+) n La(O, To ; W1y2+), 
au,jat ~Lp(0, To ; WO$P+) n L2(0, To ; W”~2+), 
a, 3gl a.e., 
(7.7) 
[(au,/at) + (E2/2) h, + H+(x, t, 24, a2qax)l (V - 24,) SZ 0 a.e. 
for any v, v >gr a.e., 
u,(x, To) = gl(x, To) a.e. 
Notice that since p > m, U(X, t) is continuous in (x, t) E P x [0, T,]. 
Let R* be a positive number such that all the solutions of (1. I), 
(1.2) satisfy / x(t)/ < R* if 7 < t ,< 2’s . We shall need the following 
condition: 
h + agliat + adax .f+ kg, G 0 if 1 x 1 6 I?*, T < t < T,, . (7.8) 
The main result of this section is the following theorem. 
THEOREM 7.1. Let (7.2), (7.6) and (7.8) hold. Then, for any 
(5,~) E Rm x [Q ToI, 
u,(E, 4 -+ V’(6, T> us E-+0. (7.9) 
We need an auxiliary model of a game with a penalty /I, /3 > 0. To 
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each pair of controls j(t) = (r(t), b(t)), a(t) as in Section 1 we 
correspond a payoff 
- fexp ]j-” [k(x, s, y, z) - f$$] dsl/ dt 
7 
+ gMTd, To) exp f/T” [k(x, t, Y, 4 - y] dt/. 
(7.10) 
Consider the differential game of fixed duration associated with (1 .I), 
(1.2), (7.10), Denote its upper a-value by Vf18. Thus, 
Notice that here d,(j) is a control function, x(f) (not Z(t) =(x(t), c(t))). 
THEOREM 7.2. Under the conditions of Theorem 7.1, 
1 VB8 - VJ 1 < q? 
where C is a positive constant independent of 6, /I. 
(7.12) 
PYOO~. For simplicity we take T = 0. We also write gl(t) = 
gl(x(t), t). Denote by I’($, 2) the payoff given by (1.4). We first prove 
the inequality 
T/a > V68 - cp. (7.13) 
For any cy > 0 there is a lower a-strategy 6,E such that 
V8 3 syp P[A$, P] - a. 
Therefore, 
v-8 > P(f, A6N(Y)) - a for any control 9. (7.14) 
We modify dsa into 6,~ as follows. 
Denote by S the stopping times corresponding to y. Then, 
de&(y) coincides with ABU(j) if t < S + 6 and is a constant function 
Zift>S+6. 
v” > w, &(j)) - 01 for any j(e). (7.15) 
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Let us introduce the control JJ(*) which is a modification of 9(s) 
obtained by taking b,, = 1 if 1 > j = 1 + S/S; thus PI(-) = (Ye, 
b,( -)), where n( -) = y( -) and b,( -) has the components 
bu = 0 if l<j, 
b,$ = 1 if l>j. 
Notice that y( -) and j&( -) h ave the same stopping time S. 
Set 
Clearly 
Consider now 
and 
= 6 h [exp jot Ads] exp (- y) dt 
+ JsTo $f [exp JOt kds] [exp (- y)] dt 
+ g,(T,) [exp i’ MS] exp (- v) - g,(S) exp LS R & (7.17) 
and, by integration by parts, 
= Jr0 (A + g,’ + kg,) [exp J,’ Ads] [exp (- y)] dt. 
s 
DIFFERENTIAL GAMES WITH STOPPING TIMES 345 
Since 
C depending on initial conditions but not on the controls y(s), x(e)), 
and since 
JS’exp (- 7) dt = B [l - exp (- y)], 
we get 
WI ! &W) 2 p&i > 4V3) - CF. 
From (7.17) and (7.18) it then follows that 
V” >, P,(f, , &(fl>> - CP - 01. 
Now 
(7.19) 
+ fro (h + +-) [exp 1: MS] [exp (-:ji F)] dt 
+ g,(TJ [exp r kds] [exp - jsro --!$-)I 
= is h [exp JOt MS] dt + g,(S) [ exp S,’ MS] (7.20) 
+ s,” (h + 811 + W [ev lot kd] [exp (- J: F)] dta 
Similarly 
pa 2 &w 
+ JoTop +g; + w [expj:hd] [exp (- y)] & (7.21) 
From the assumptions (7.8), we get 
~‘,a~ , dm>) a P,(Y, kw) 
and thus from (7.19) it follows 
v8 > P,(Y, &m - CP - a. 
This implies (7.13). 
(7.22) 
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Let us now prove that 
V8 < Vf18 -( cp. (7.23) 
For any (Y > 0, there exists pa’,” such that 
V8 < P(2, Q(8)) + a, for every f. (7.24) 
We shall modify l=‘Es into fti8 as follows: denoting by S, the stopping 
time for fE8(5!), 
if S, = (j- l)S, then we take b,= 1, Z>j+ 1, 
without changing the y(a) (notice that bi = 1); 
We have 
for every x, 
hence from (7.24) 
V” < P(z, f)(I)) + 01 for every z. (7.25) 
Proceeding analogously to the derivation of (7.19), we find that 
V” < P&f, La(z)) + CP + % 
and (7.23) follows. 
Let us now consider u,@, the approximation of the solution of 
U, of (7.7) obtained by penalizing the constraint, i.e., u,~ is the unique 
solution of 
u,, EL~(O, To ; Wz~,+) n L2(0, To ; W2q2+) n Lm(O, T,, ; W1f2+), 
au&t E Lp(O, To ; WO,p+) A L2(0, To ; WOJ+), (7.26) 
@4,/w + (42) 4, + H+(x, 4 u,,, ada + us (G - ifI)- = 0, 
%(To) = gdT0). 
Notice that u,~ , &,/ax are bounded functions in compact subsets 
(cf. Remark I at the end of Section 4.) From the (1 + S)-estimate and 
from the Schauder type interior estimates for parabolic equations (see 
Friedman [9]) it then follows that, for any R > 0, 6 > 0, 
1 2(x, t) - 2(x; t)] < C(l t - t p/2 + 1 x - E I+) 
for 2 = u,, , au,,/ax, auJat, a2t+/a2, provided I x I < R, I f I -c R, 
0 < t, t < To - 6, (7.27) 
where C = C(E, fl), 0 < ~11 < 1, 01 = OI(E, /I). 
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Now from Elliott-Kalton [4], Friedman [13], [16], u,~ can be 
considered as the value of a certain stochastic differential game 
without stopping times (not in the sense of Section 5). In that context, 
it is important to introduce the sequence V$ which plays for the 
stochastic differential game the same role as VB6 does for the deter- 
ministic game with payoff (7.10). Since it would be too lengthy to 
describe completely the stochastic differential game for which u,~ 
is the value, we shall only present those results which we will use later 
Let 
ti = Sj. 
For a starting point (c, tj) one defines two sets: 
Bj which is a set of stochastic strategies for the minimizer, and 
Zj which is a set of stochastic controls for the maximizer. 
Any element D of sj together with a control 9 in Zj determine a 
control x for the minimizer. Now, 3 and z are actually a pair (y, b) 
and x as we know it in the deterministic case, but depending on a 
stochastic parameter. The first result we will use is that 
where x in (7.28) is determined by D and j, and 
qt; $4 = E sp 1 [WC WI, 4 Y(C WI, x(c WI) 
(7.29) 
where x6( t; o) is a stochastic process defined by y, x (independent of b) 
and Friedman’s stochastic model [16]. 
Furthermore 
(7.30) 
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where z, and yj are any measurable mappings from (ti , $+r) into 2 
and Y respectively and bj are identically equal to 0 or 1. 
The second important feature is that V,8(tj , [) = V&($ , 6). This 
is just a consequence of the fact that the relations (7.30) make sense 
for E = 0 and then coincide with the recurrence relationships satisfied 
by Gs(5> ~1. 
We have 
LEMMA 7.1. 
I E&9 4) - .vss(& 4)l < cc 
where C does not depend on j, 5, 6 and /3. 
Proof. Since from (7.28) and Vg6 = V& we have 
(7.31) 
it is enough to compare P& and F$‘j for fixed 9, z, provided we get an 
estimate uniform in 5, x. But 
+s ro bg1’*t)9 t, [exp it (k,(s) - i) ds] 85 > 
(7.32) 
where we have written k,(s) for K(x,(s), s, y(s), z(s)). 
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Since 
we get for the first integral on the right-hand side of (7.32) an estimate 
independent of #?, which can be treated by the same methods as in 
Friedman [16]. The same is true for the last term 
Next we have 
which comes from 
(cf. [16]), and the Lipschitz properties of g, and k. Since 
we can estimate the right-hand side of (7.33) by CE. 
This completes the proof of the Lemma. 
We shall now prove Theorem 7.1. For simplicity we shall establish 
(7.9) for 7 = 0. 
From Theorem 7.2, we know that 
(7.34) 
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From the general results of differential games without stopping times 
(see [4], [13] and [16]), we have 
where OBE(S) + 0 when 8 = (T,,/2”) --+ 0 (for fixed j?, E). 
From the proof of Theorem 4.2 and the fact that p > m we know 
that 
for all (x, t), as /3-+ 0. 
Therefore, 
I % - % I G fk I4 
where 
4% B> - 0 when t9- 0, for fixed z. 
From (7.34), (7.35), (7.36) and (7.31) it follows that 
(7.36) 
By letting 8 + 0, we get 
1 v+ - ur I d cp + cc + q% B)* (7.38) 
Therefore, by letting /3 --t 0, we get 
[ v+ - u, I < cc 
which ends the proof of Theorem 7.1. 
In Section 1 we have defined I’+ as lim V8 where 6 = (T - 7)/2”. 
The definition of V” makes sense for any 6 = (T - 7)/N, where N is 
a positive integer. The proof of Theorem 7.1 shows that 
lim sup Vs < 24, + CE, 
lim inf V, 2 u, - CE 
where 6 = (T - 7)/N, N = 1, 2 ,.... Hence: 
COROLLARY 7.3. Under the assumptions of Theorem 7.1, lim V8 
exists as 6 = (T - 7)/N, N = 1, 2 ,..., N -+ CO. 
Remark. Given a general function F as in Section 3, consider the 
nonlinear parabolic variational inequality as in Theorem 4.2, with 
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L = G/24, g, = CO. Denote the solution by W, . Suppose that F 
satisfies also (3.12) and the conditions: 
Then f, k, h (as defined in Section 3) satisfy the conditions in (7.2). 
Suppose also that g, is a function satisfying the conditions in (7.2), 
(7.6), (7.8). Then Th eorem 7.1 can be applied. It follows that 
lj+~ W(x, t) exists. 
Further, we can characterize the limit V+ as the upper value of a 
certain game with dynamics, payoff and control sets which depend on 
F. Finally, V+ satisfies the limiting nonlinear variational inequality. 
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