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Resumen
El presente trabajo se inscribe en el campo de la computación paralela y,
más en concreto, en el desarrollo y utilización de modelos computaciona-
les en arquitecturas paralelas heterogéneas para la resolución de problemas
aplicados. En la tesis abordamos una serie de problemas que están relacio-
nados con la aplicación de la tecnología en el ámbito de las explotaciones
agrícolas y comprenden: la representación del relieve, el manejo de infor-
mación climática como la temperatura, y la gestión de recursos hídricos. El
estudio y la solución a estos problemas en el área en la que se han estudiado
tienen un amplio impacto económico y medioambiental. Los problemas ba-
san su formulación en un modelo matemático cuya solución es costosa desde
el punto de vista computacional, siendo incluso a veces inviable. La tesis
consiste en implementar algoritmos paralelos rápidos y eficientes que resuel-
ven el problema matemático asociado a estos problemas en nodos multicore
y multi-GPU. También se estudia, propone y aplican técnicas que permi-
ten a las rutinas diseñadas adaptarse automáticamente a las características
del sistema paralelo donde van a ser instaladas y ejecutadas con el objeto
de obtener la versión más cercana posible a la óptima a un bajo coste. El
objetivo es proporcionar un software a los usuarios que sea portable, pero
a la vez, capaz de ejecutarse eficientemente en la ordenador donde se esté
trabajando, independientemente de las características de la arquitectura y
de los conocimientos que el usuario pueda tener sobre dicha arquitectura.
Palabras Clave : Computación de altas prestaciones, computación pa-
ralela, autooptimización, arquitectura paralela heterogénea, multicore, multi-
GPU.

Abstract
This work is in the field of parallel computing and, in particular, in the
development and use of computational models in heterogeneous parallel ar-
chitectures to solve applied problems. We address a number of problems
that are related to the application of technology in the field of agricultural
engineering. The problems are: landform representation, processing climate
information (for example, temperature), and water resources management.
The study and the solution of these problems in the geographical area in
question may suppose an important economic and environmental impact.
The problems are formulated in a mathematical model whose solution is
computationally costly, and sometimes the solution in a reasonable time is
not possible. Our work deals with the implementation of fast and efficient
parallel algorithms to solve the associated mathematical problems in mul-
ticore and multi-GPU nodes. In addition, some techniques are proposed,
studied and implemented to automatically adapt the routines to the para-
llel system where they are installed, with the aim of obtaining executions
close to the optimum and at a low computational cost. The objective is to
provide the users with portable software able to run efficiently on the target
computer, regardless of the characteristics of the architecture and the user
knowledge of it.
Keywords: High performance computing, parallel computing, autoop-
timization, heterogeneous parallel architecture, multicore, multi-GPU.

Resum
Aquest treball s’inscriu en el camp de la computació paral.lela i, més en
concret, en el desenvolupament i utilització de models computacionals en
arquitectures paral·leles heterogènies per a la resolució de problemes apli-
cats. En la tesi abordem una sèrie de problemes que estan relacionats amb
l’aplicació de la tecnologia en l’àmbit de les explotacions agrícoles i com-
prenen: la representació del relleu, el maneig d’informació climàtica com la
temperatura, i la gestió de recursos hídrics. L’estudi i la solució a aquests
problemes en l’àrea en la qual s’han estudiat tenen un ampli impacte eco-
nòmic i mediambiental. Els problemes basen la seva formulació en un model
matemàtic la solució del qual és costosa des del punt de vista computacional,
sent fins i tot de vegades inviable. La tesi consisteix a implementar algoris-
mes paral·lels ràpids i eficients que resolen el problema matemàtic associat
a aquests problemes en nodes multicore i multi-GPU. També s’estudia, pro-
posa i apliquen tècniques que permeten a les rutines dissenyades adaptar-se
automàticament a les característiques del sistema paral·lel on van a ser ins-
tal·lades i executades amb l’objecte d’obtenir la versió més propera possible
a l’òptima a un baix cost. L’objectiu és proporcionar un programari als
usuaris que sigui portable, però alhora, capaç d’executar-se eficientment en
l’ordinador on s’estigui treballant, independentment de les característiques
de l’arquitectura i dels coneixements que l’usuari pugui tenir sobre aquesta
arquitectura.
Paraules clau : Computació d’altes prestacions, computació paral·lela.
autooptimització, arquitectures paral·leles heterogènies, multicore, multi-
GPU.
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Planteamiento y ámbito del trabajo 1
En este capítulo describimos el contexto en el que ha sido realizado este tra-
bajo. Parte de la motivación que ha conducido a la realización del mismo
radica en este contexto. A partir de ambos: contexto y motivación, explica-
mos el objetivo de la tesis. Repasamos también el estado del arte, resumimos
las principales aportaciones y presentamos el resto del documento.
1.1 Contexto y objetivo de la tesis
A continuación mostramos, en los puntos siguientes, el contexto que enmar-
ca a esta tesis. Tres aspectos diferentes pero que confluyen en un objetivo
concreto que se especifica al final de la sección.
El área agrícola del Rio São Francisco
Entre las motivaciones existentes para realizar esta tesis queremos mencio-
nar en primer lugar la búsqueda de respuestas a problemas reales existentes
en una importante área de Brasil. El trabajo comenzó a gestarse en el Cen-
tro de Computación Agrícola de la UNIVASF (Universidade do Vale do
Rio São Francisco), donde se estudian problemas de ingeniería agrícola ta-
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les como el diseño de las plantaciones para optimizar los recursos hídricos,
la logística de almacenamiento de la producción, o la minimización de los
efectos de la erosión. La universidad está localizada en una región agrícola
conocida con el nombre de Valle del Rio São Francisco.
El área del Valle del Rio São Francisco destaca como una de las más
grandes comarcas vinícolas y frutícolas de Brasil, cuya producción se dedica
casi exclusivamente a la exportación. La región bajo estudio tiene un forma-
to de círculo de alrededor de 250 km de radio, con centro muy próximo a la
ciudad de Petrolina, uno de los municipios de la provincia de Pernambuco
más poblados. La cuenca del Rio São Francisco tiene una extensión total
de 2863 km, una superficie media de 640000 km2, y un caudal medio de
2943 m3/s. Los valores de precipitación para el periodo entre 2010 y 2014
oscilaron alrededor de los 2200 mm anuales. Es un río de gran importancia
económica, social y cultural para las provincias que recorre. Según la cla-
sificación climática, el clima del área se presenta como tropical semi-árido,
tipo seco y templado en la parte norte y semi-árido estepario cálido en la
parte sur, caracterizado por la escasez e irregularidad de las precipitaciones
con lluvias en verano y fuerte evaporación a consecuencia de las altas tem-
peraturas. De hecho, la mayor parte de esta región pertenece al territorio
brasileño conocido como Semi-árido Nordestino.
El trabajo realizado en esta tesis pretende contribuir en cierta medida
a solucionar los problemas que se estudian en el Centro de Computación
Agrícola de la UNIVASF, problemas que hoy más que nunca preocupan
al gobierno brasileño, pues la deforestación y otras actividades humanas
descontroladas están modificando seriamente el clima de la zona y afectando
por consiguiente a la producción agrícola y su futuro económico.
El modelado matemático de problemas científicos
El modelado de problemas científicos aplicados es de gran importancia pa-
ra entender, predecir y controlar los procesos físicos que tienen lugar en
un determinado campo de la ciencia. La dificultad de realizar ensayos de
laboratorio, así como el coste económico de llevar a cabo mediciones experi-
mentales en campo, hacen del modelado de problemas científicos aplicados
una herramienta muy útil. El modelado numérico presenta, además, la ven-
taja de poder estudiar el impacto que puede provocar una futura actuación
de la ingeniería, y permite evaluar diferentes escenarios para compararlos.
El coste temporal y económico de las soluciones numéricas puede ser muy
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bajo en comparación. Pero la creciente necesidad de potencia computacio-
nal de las simulaciones hace necesario avanzar en la búsqueda de técnicas
que hagan disminuir el tiempo de respuesta y hagan, por tanto, viables y
útiles estas soluciones.
Los problemas aplicados estudiados en este trabajo forman parte de
un conjunto de modelos computacionales que nacieron dentro del mundo
de la ingeniería agrícola con el objetivo de abordar problemas que ésta, de
forma aislada, no podía resolver. El desarrollo práctico y la aplicación de
estas técnicas de modelado de problemas reales fue retrasada debido al pro-
blema computacional que enfrentaban. Las cantidades de datos manejadas
eran demasiado grandes y las técnicas de resolución necesitaban de un ni-
vel de computación mayor al prestado por los ordenadores disponibles en
su momento. Soluciones tales como los clusters de ordenadores eran costo-
sas y añadían la dificultad de su programación y de contar con personal
especialista.
La computación de altas prestaciones
Los entornos de programación secuencial avanzan con paso sostenido ofre-
ciendo cada vez mejores prestaciones gracias a avances tecnológicos y ar-
quitectónicos en los diseños de los procesadores. Sin embargo, siempre se
han vislumbrado en el horizonte limitaciones físicas que hacen pensar que
por aquí se llegará al final tarde o temprano. La solución de reunir varios
dispositivos para seguir progresando por el camino de aumentar las presta-
ciones siempre ha estado presente. Tampoco es difícil pensar que podemos
avanzar en paralelo por ambos caminos, dado que la agregación de recursos
para resolver juntos un mismo problema siempre es una opción interesante.
De hecho, la computación paralela ha estado presente a lo largo de toda
la historia de la computación de altas prestaciones, y ha dado lugar a una
disciplina de programación en sí misma.
Lo que ha cambiado significativamente el panorama de la computación
paralela en los últimos años ha sido la incorporación de aceleradores hard-
ware en los nodos de cómputo. Esta incorporación ha traído consigo va-
rias ventajas tales como un incremento muy significativo en la capacidad
computacional teórica del nodo, una relación entre las prestaciones medi-
das en FLOPS y el consumo de energía muy favorable, y el acercamiento
de la computación de altas prestaciones a un gran número de usuarios.
Los aceleradores hardware a los que nos referimos son básicamente tarjetas
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gráficas (GPU–Graphics Processing Unit) como las existentes en cualquier
equipo y que, además, se pueden adquirir a precios asequibles, sobre todo
si comparamos el precio con sus prestaciones.
El inconveniente viene por la parte de la programación, de la dificultad
que supone extraer el máximo rendimiento de estas configuraciones. Obte-
ner las mejores prestaciones en entornos paralelos siempre ha resultado una
tarea difícil para los programadores. Ahora, el carácter heterogéneo aña-
de una gran complejidad añadida a la propia dificultad que tiene el diseño
de aplicaciones para estos aceleradores gráficos. Sin embargo, la experien-
cia y el uso de herramientas adecuadas abren continuamente la puerta a
soluciones reales y útiles basadas en estos dispositivos a problemas compu-
tacionalmente costosos.
Objetivo de la tesis
El trabajo tiene su enfoque en el campo de la computación paralela, en el
desarrollo y utilización de modelos computacionales de sistemas paralelos
para la resolución de problemas aplicados utilizando entornos heterogéneos.
La propuesta consiste en examinar distintas posibilidades de mejora de las
prestaciones de las aplicaciones de modelado que nos fueron facilitadas des-
de el Centro de Computación Agrícola de la UNIVASF para resolver sus
problemas agrícolas. Entre estas propuestas, está la de realizar implemen-
taciones de la aplicación o, al menos, de parte de la misma en GPU para
acelerar cálculos. En nuestra búsqueda preliminar no hemos encontrado
adaptaciones de estas aplicaciones para este tipo de dispositivos. Nuestra
idea va más allá porque trata de hacer funcionar la aplicación eficientemente
en entornos heterogéneos, es decir, aquellos que combinan los procesadores
multicore y varias GPUs (multi-GPU). La tesis también pretende aportar
técnicas que permitan el desarrollo de rutinas paralelas que puedan adap-
tarse automáticamente a las características del sistema paralelo donde se
ejecutan, de manera lo más próxima a la óptima en cuanto a tiempo de
ejecución se refiere. De esta forma se proporcionaría a los usuarios rutinas
capaces de ejecutarse eficientemente en el sistema donde se esté trabajando,
independientemente de las características del sistema y los conocimientos
que sobre computación paralela tengan los mismos. Los sistemas utiliza-
dos son representativos de las configuraciones más actuales utilizadas en el
mundo de la computación científica de alto rendimiento.
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Figura 1.1: Problemas a tratar en esta tesis.
1.2 Los problemas agrícolas del Río São Francisco
Los problemas que muestra la Figura 1.1 han sido elegidos por su importan-
cia, su coste computacional, pero también por su idoneidad al existir una
posibilidad clara de realizar aportaciones significativas. Esperamos que la
metodología desarrollada sirva para abordar problemas similares. Estos son
los problemas abordados en la tesis:
Representación del relieve: El problema de la representación del relie-
ve [1] se basa en una representación computacional matemática de la
distribución espacial de un fenómeno que ocurre dentro de una región
de la superficie de la Tierra. Según este modelo se puede representar
distinta información geográfica de una superficie así como informa-
ción geológica o geofísica. Mediante esta técnica se representa una
superficie con un polinomio bidimensional que describe la variación
de los datos de una muestra. La utilidad de esta técnica está limitada
por la gran necesidad computacional requerida para realizar la regre-
sión en un conjunto de datos muy grande. También vamos a tratar el
problema inverso, que consiste en la formación del relieve de un área
basándonos en el conocimiento que tengamos del mismo a través de
su polinomio matricial.
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Representación de variables meteorológicas del clima: La represen-
tación de variables meteorológicas del clima [2] es una técnica para
conseguir simulaciones del clima de alta resolución a partir de bases
de datos ya existentes. Las simulaciones climáticas que tratamos aquí
se centran en la temperatura. En base a una red de estaciones meteo-
rológicas físicas instaladas a lo largo de la región, el reto consiste en
predecir la temperatura exacta en otros puntos contenidos dentro del
mismo territorio que no están amparados por una estación. El alto
coste computacional de las simulaciones climáticas limita su resolu-
ción espacial y obliga a buscar constantemente un equilibrio entre la
longitud del periodo simulado, los recursos computacionales con los
que se cuente, y el tiempo o el plazo de ejecución de que se disponga.
Modelo hídrico de ríos: El modelado hídrico de ríos [3] es una técnica de
análisis que permite establecer criterios para comparar cuencas de dis-
tintas dimensiones eliminando la terminología subjetiva. Además del
interés puramente geomorfológico de este tipo de trabajos, esta técni-
ca presenta la utilidad adicional de intentar relacionar los parámetros
morfométricos con el funcionamiento hidrológico de las cuencas de los
ríos. Los datos morfológicos y la dinámica de fluidos que se represen-
tan y estudian con estos modelos son de vital importancia en un área
tan dependiente de los recursos hídricos. La solución del problema
pasa por resolver un sistema de ecuaciones sin demasiado coste, pero
la construcción del propio modelo, que conduce a dicho sistema de
ecuaciones, sí tiene un alto coste computacional.
1.3 Estado del arte
En este apartado tratamos de contextualizar un poco más el trabajo realiza-
do en la tesis enumerando algunos de los trabajos que nos han parecido más
significativos. El estado del arte relacionado lo clasificamos en dos temas de
interés que están en la base de la tesis:
 la computación paralela heterogénea, y
 las técnicas de autooptimización de rutinas paralelas.
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La Computación Paralela Heterogénea
La computación paralela es una solución evidente a los problemas que re-
quieren gran capacidad computacional y que no pueden ser abordados por
la tradicional máquina secuencial. Durante años se han sucedido las es-
trategias de configuración de entornos de computación paralela. Estas son
clasificadas fundamentalmente, desde el punto de vista físico (hardware),
en entornos de memoria compartida y de memoria distribuida dando lugar
a sus correspondientes modelos de programación. Estos modelos difieren en
la forma en la que se comunican los recursos computacionales, pueden eje-
cutar el mismo algoritmo o no, operar de forma síncrona o asíncrona, etc.
Existen, por tanto, diversas formas de concebir la programación paralela
y de construir modelos para resolver un problema mediante computación
paralela.
De manera natural, tanto las soluciones basadas en máquinas paralelas
como la problemática asociada a las mismas, se ha ido trasladando a los
sistemas heterogéneos, es decir, entornos de computación formados por re-
cursos computacionales diferentes [4]. El concepto de sistema heterogéneo
se aplica a sistemas compuestos por múltiples recursos computacionales co-
nectados. Debido a las diferencias entre los recursos que forman el sistema,
es probable que las velocidades de cómputo de los recursos sean distintas y
los tiempos de transferencia de datos también pueden ser diferentes en las
comunicaciones entre ellos. La naturaleza de este tipo de entorno es dinámi-
ca y depende de qué recursos se utilicen en cada momento para resolver un
problema y cuáles sean sus características. Mirando al trabajo que nos ocu-
pa, vemos que incluso ya existen algunos trabajos relacionados con los que
estudiamos en esta tesis, sobre arquitecturas paralelas heterogéneas [5, 6].
Como la programación es dependiente de la arquitectura subyacente
tenemos una dificultad añadida en este tipo de sistemas, lo que conduce de
manera habitual al desarrollo de modelos analíticos con los que predecir el
rendimiento de un sistema paralelo [7, 8, 9, 10, 11, 12, 13, 14] y, de forma
general, de un sistema paralelo heterogéneo. Sin embargo, se hace necesario
revisar los modelos propuestos en este último caso [15, 16]. En los últimos
10 años se han publicado muchos trabajos que analizan los entornos hetero-
géneos y los parámetros que deben considerarse en el uso de estos sistemas.
Algunos de los mejores trabajos realizados sobre sistemas heterogéneos po-
demos encontrarlos en [17, 18]. En [19] los autores describen diferentes tipos
de heterogeneidad que pueden encontrarse en un sistema y estudian la mayo-
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ría de las situaciones que surgen en plataformas heterogéneas para cómputos
regulares e irregulares. Debido a los diferentes tipos de heterogeneidad los
autores en [20] realizan una simplificación del problema al tener en cuenta
solo la heterogeneidad producida por la diferencia entre las velocidades de
procesamiento de los recursos computacionales. Sin embargo, es un hecho
probado que la heterogeneidad en la velocidad de los recursos puede tener
un impacto significativo en la sobrecarga de las comunicaciones [21], aún
cuando las capacidades de comunicación en la red sean las mismas para
todos los procesadores. En [22] los autores dan una definición formal de
una plataforma heterogénea como un grafo dirigido donde cada nodo es un
recurso de computación y los arcos son los enlaces de comunicación entre
ellos. En [23] los autores realizan un estudio sobre estrategias de planifica-
ción teniendo en cuenta distintas plataformas heterogéneas en estrella o en
árbol, considerando, además, diferentes niveles de paralelismo interno en los
procesadores. En [24] se puede encontrar una heurística que proporciona la
distribución de la carga óptima para los procesadores mediante el uso de
programación dinámica.
Como se ha enunciado anteriormente, los sistemas paralelos heterogé-
neos han recibido atención por parte de los especialistas en computación
paralela, aunque este interés puede considerarse marginal si lo comparamos
con la cantidad de trabajos publicados para sistemas homogéneos. Sin em-
bargo, esto ha cambiado radicalmente en los últimos años con la aparición
de aceleradores gráficos como las GPUs. Por su naturaleza, los aceleradores
gráficos son dispositivos de alta potencia computacional pero muy diferen-
tes en su concepción a los procesadores de propósito general que podemos
encontrar en los nodos de cómputo habituales. Además, estos aceleradores
actúan como coprocesadores matemáticos y, por tanto, aparecen conecta-
dos a un sistema ordinario mediante el bus PCI. Incluso el más reciente
diseño de Intel, el Xeon Phi, que puede ejecutar todo un sistema operativo
en sí mismo, no puede trabajar de manera aislada sin estar conectado a
un procesador de propósito general. Así pues, la computación paralela he-
terogénea está hoy más que nunca en el punto de mira de la computación
de altas prestaciones. También para este tipo de configuraciones podemos
encontrar modelos analíticos con los que predecir el rendimiento del siste-
ma paralelo [25, 26]. La literatura es amplia en cuanto a aplicaciones que
corren en este tipo de dispositivo, sin embargo, poco se ha realizado en lo
que respecta a los procesos que hemos tratado en particular en la tesis. Solo
en el caso de algunas librerías de propósito general que ya se encuentran
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implementadas para GPUs las hemos utilizado para completar la aplicación
que se ha desarrollado. Estas librerías se especifican en el capítulo siguiente.
Técnicas de autooptimización de rutinas paralelas
El tiempo de ejecución de una rutina matemática, por ejemplo, puede ser
diferente según una serie de parámetros que permiten su ajuste tales como,
por ejemplo, el tamaño de los datos, y que dependen del entorno. La varia-
ción del valor de estos parámetros no afecta al resultado pero sí al tiempo
de ejecución, por lo que interesa conocer su valor para una determinada ar-
quitectura. En pocas palabras, podríamos decir que la autooptimización es
una herramienta mediante la cuál se determina el valor de estos parámetros
de manera automática y, por lo tanto, un determinado software es capaz
de “autoadaptarse” al entorno en el que va a ser instalado. Este objetivo
científico ha motivado la elaboración de un gran número de trabajos, de los
cuáles destacamos el de A. Kerr et. al [27], aunque enumeramos algunos más
por considerar la existencia de GPUs en el sistema [28, 29, 30, 31, 32]. Estas
técnicas se utilizan en la solución de gran cantidad de problemas aplicados,
y en nuestro caso se adapta perfectamente por caracterizar problemas de
alto coste computacional. Permiten el desarrollo de rutinas paralelas que
puedan adaptarse automáticamente a las características del sistema parale-
lo donde se ejecutan, de manera cercana a la óptima en cuanto a tiempo de
ejecución. De esta forma se proporcionaría a los usuarios rutinas capaces de
ejecutarse eficientemente en el sistema donde se esté trabajando, indepen-
dientemente de las características del sistema y de los conocimientos que
sobre computación paralela tenga el usuario.
Un ejemplo de software lo encontramos en el campo de las ecuacio-
nes diferenciales para diferentes plataformas paralelas. En el trabajo de
Brewer [33] se presenta una arquitectura de un sistema de gestión de una
librería de alto nivel donde, automáticamente, se selecciona la mejor imple-
mentación entre varias disponibles en esta librería, para resolver un proble-
ma dado. Además, el sistema puede determinar el valor óptimo de una serie
de parámetros específicos de la implementación escogida. Otro ejemplo lo
encontramos en el proyecto FFTW [34], donde el principal objetivo es la
minimización automática del tiempo de resolución de transformadas rápidas
de Fourier (FFT, fast Fourier transforms). La idea se basa en un generador
de código que, durante la instalación, genera automáticamente trozos de
código especializados en resolver la FFT de un determinado tamaño fijo.
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Estos trozos de código son teóricamente óptimos según un modelo analítico
del tiempo de ejecución donde queda recogida la utilización de la memoria
de la plataforma así como la cantidad de cálculo a realizar.
Un ejemplo muy significativo y utilizado es el de la optimización ba-
sada en kernels de álgebra lineal. La idea consiste en crear núcleos (ker-
nels) secuenciales muy ajustados a bajo nivel. Un ejemplo es la librería
BLAS [35] y una de sus implementaciones: la Math Kernel Library [36] de
Intel. Estos núcleos constituyen una base sobre la que se van construyendo
los sucesivos niveles superiores de rutinas de álgebra lineal. Las librerías
LAPACK [37] y ScaLAPACK [38] son proyectos construidos sobre el nivel
BLAS, e incluso se proyectan futuras versiones con esta idea sobre entornos
heterogéneos [39]. Otro proyecto que va en la misma dirección es BLIS (new
BLAS-like API) [40]. BLIS es un software ideado para crear instancias de
alto rendimiento de rutinas tipo BLAS. Está escrito en C99 y permite el
acceso libre al código.
En otro proyecto similar, el proyecto LAWRA (Linear Algebra With
Recursive Algorithms) [41], el estudio se centra en mejorar el uso de la je-
rarquía de memoria de las plataformas computacionales cuando ejecutan
rutinas de álgebra lineal. Los autores de LAWRA plantean usar ese formato
por bloques, teniendo como base la librería BLAS como formato general
de almacenamiento para los datos de matrices y vectores densos. De esta
manera las rutinas de BLAS llamadas recibirían sus operandos en el for-
mato que precisan. También para álgebra lineal encontramos el proyecto
ATLAS [42, 43], que se caracteriza por ser una versión de BLAS con auto-
optimización. En tiempo de instalación se determinan experimentalmente
algunos parámetros, entre ellos el tamaño de bloque y el nivel de bucles
necesarios, para ofrecer las máximas prestaciones.
En el contexto de entornos heterogéneos podemos citar el proyecto mpC
(The mpC parallel programming language) [4, 44], un lenguaje paralelo que,
entre el usuario y el código final de las rutinas paralelas, permite la codifi-
cación de software sobre sistemas paralelos heterogéneos sin que el usuario
tenga que manejar mucha información de cada plataforma donde se puede
ejecutar. Las rutinas escritas se adaptan automáticamente a las condicio-
nes del sistema en el momento en que se ponen a funcionar, realizando un
chequeo para ver los procesadores disponibles, las prestaciones de sus en-
laces con la red y la carga que cada procesador soporta. Basado en mpC,
la herramienta llamada HeteroMPI (Heterogeneous MPI) [45, 46, 47], per-
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mite automatizar el proceso de transferencia de una aplicación paralela de
un cluster homogéneo a un entorno heterogéneo. HeteroMPI ofrece un len-
guaje reducido para especificar el modelo de rendimiento de la aplicación.
Basándose en esta información, el runtime de HeteroMPI selecciona au-
tomáticamente un subconjunto de procesos MPI de forma óptima tal que
puedan ejecutar el algoritmo homogéneo de la forma más eficiente posible
en un cluster de nodos heterogéneo. El proyecto HeteroMPI habilitó la crea-
ción del proyecto HeteroScaLAPACK [48], como versión heterogénea de su
homólogo ScaLAPACK. La tecnología basada en mpC/HeteroMPI propor-
ciona la ventaja de reutilizar el software eficientemente diseñado para redes
homogéneas de una manera sencilla.
Por último, también podemos hablar de una herramienta llamada Fla-
mingo (Auto-tuning framework) [49] que presenta un marco de propósito
general para ajustar automáticamente parámetros de rutinas paralelas que
utilizan GPUs. La herramienta utiliza técnicas heurísticas y ciertas carac-
terísticas de estos entornos heterogéneos para reducir significativamente el
número de pruebas que se deben ejecutar para encontrar los parámetros
óptimos y, por lo tanto, la cantidad de tiempo requerido para obtener la
optimización.
El desarrollo de rutinas de optimización automática para álgebra lineal
densa para plataformas paralelas [50] tiene como principal característica la
elección apropiada de una serie de parámetros ajustables como son el nú-
mero de procesadores a utilizar, la topología lógica de éstos, el tamaño del
bloque de cálculo, la distribución del trabajo a realizar entre los procesa-
dores de la plataforma, la selección de la librería básica de donde tomar la
rutina para llevar a cabo cada operación y la elección del mejor algoritmo
con el que resolver un problema de entre varios equivalentes. En un princi-
pio, estos tipos de aplicaciones hacen uso de un modelo analítico del tiempo
de ejecución de cada rutina. De esta manera se consigue que el método de
ajuste automático realice una búsqueda de la mayor optimización posible
del tiempo de ejecución.
Clasificación de trabajos bibliográficos
En la Tabla 1.1 se muestran de manera esquemática las características de
algunos de los trabajos más significativos, anteriormente descritos y cla-
sificados en tres grupos, cada uno de ellos caracterizado por el objetivo
concreto perseguido en el proceso de reparto de tareas y/o autoajuste en
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Tabla 1.1: Clasificación de trabajos bibliográficos.
Referencias Descripción G1 G2 G3
[5, 6] Aplicaciones • — •
[17, 18, 19, 20, 21, 22, 23] Arquitecturas • — •
[24] Heurísticas • — —
[7, 8, 11, 12] Modelos Analíticos • — •
[42, 43] Proyecto ATLAS — • •
[45, 46, 47, 51] Proyecto HeteroMPI — • •
[4, 44] Proyecto mpC — • •
[49] Proyecto FLAMINGO — • •
[9, 10, 25, 26] Modelos de Rendimiento • • •
[27, 29, 31] Herramientas — • •
plataformas heterogéneas. Podemos encontrar tres grupos:
Grupo 1 (G1)
Este grupo lo forman aquellos trabajos que persiguen repartir tareas
para optimizar en arquitecturas heterogéneas.
Grupo 2 (G2)
Este grupo lo forman aquellos trabajos que tratan de obtener los mejo-
res valores para una serie de parámetros ajustables, elegir qué recursos
utilizar, balancear el trabajo, elegir el algoritmo concreto a utilizar en-
tre varios posibles o bien escoger de entre varios recursos disponibles
más apropiados para ser ejecutados.
Grupo 3 (G3)
El último grupo, en el que se inscribe nuestra propuesta, resume todas
las optimizaciones perseguidas que se materializan en una metodología
basada en el modelo analítico del tiempo de ejecución de la rutina a
la que se le añaden las características del sistema heterogéneo.
Podríamos decir que el grupo G3 trata de ser una recopilación de los
modelos presentados en la literatura actual aplicados a problemas aplicados
de altas prestaciones. En esta tesis se propone un modelo de prestaciones
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descrito mediante de un algoritmo híbrido con particionamiento irregular
de los datos, donde existe un conjunto de tareas simétricas o no, asignadas
a más de un recurso computacional. La gran mayoría de las estrategias
propuestas en la literatura sugieren que el reparto del trabajo puede incluir
una distribución heterogénea de los datos, que supone una recodificación
total de las rutinas. Sin embargo, si el reparto del trabajo se hace mapeando
heterogéneamente habrá una recodificación mínima. Luego, si únicamente
se realiza una selección de recursos a utilizar de entre los de mayor capacidad
de cómputo no será necesario ninguna recodificación.
1.4 Aportaciones de la tesis
Las aportaciones hechas por este trabajo y que tienen un carácter novedoso
se pueden clasificar en los siguientes puntos:
 En una primera aportación hemos realizado una implementación del
método de regresión polinomial utilizado para resolver el problema
de la representación del relieve para GPUs. La solución que hemos
aportado es eficiente en un sistema heterogéneo que utiliza todos sus
aceleradores gráficos y cores CPU en la resolución del problema.
 La segunda aportación consiste en la implementación de un algoritmo
recursivo para evaluar polinomios matriciales en GPUs. A pesar de
la utilidad que tiene este algoritmo en un amplio espectro de aplica-
ciones, no hemos encontrado nada parecido en la bibliografía hasta el
momento.
 La tercera aportación ha consistido en el desarrollo de algoritmos pa-
ralelos, tanto para CPUs como para GPUs, para la representación de
variables meteorológicas del clima. De hecho, solo tenemos constan-
cia de que se hayan estudiado y desarrollado algoritmos en secuencial
para modelos pequeños utilizando el método de interpolación espacial
del inverso de la potencia de la distancia.
 Como cuarta aportación hemos acelerado el proceso de construcción
de la matriz del sistema que describe el modelo hídrico de ríos me-
diante la utilización de cores CPU y GPUs.
14 Planteamiento y ámbito del trabajo
 Consideramos la última de las aportaciones de la tesis como una de las
más significativas debido al impacto real que puede tener en el futuro
aprovechamiento de este trabajo. Aquí se han desarrollado modelos
paralelos autooptimizados capaces de encontrar el mejor conjunto de
valores para unos parámetros bajo los que se describe perfectamente
una plataforma de ejecución. Con ello logramos una adaptación auto-
mática del software a la arquitectura destino que los usuarios finales
puedan utilizar de manera sencilla y eficiente.
1.5 Estructura de la memoria
La tesis doctoral se estructura en 9 temas. El primer capítulo introduce al
lector en el problema a abordar.
El Capítulo 2 es meramente descriptivo y sirve para mostrar las ar-
quitecturas heterogéneas, los compiladores, librerías y otras herramientas
software utilizadas para realizar los experimentos. También se describen las
métricas de rendimiento que hemos utilizado para medir y comparar.
El Capítulo 3 presenta un modelo para representar el relieve de un
determinado territorio. Se trata de una herramienta utilizada para simplifi-
car esta representación y permite, básicamente, reducir su almacenamiento
en memoria. Como consecuencia, la demanda computacional aumenta sig-
nificativamente. Nosotros tratamos de optimizar este problema.
En el Capítulo 4 se propone resolver el problema inverso al tratado en
el capítulo anterior. Una vez calculados los coeficientes del polinomio que
representa una superficie, se trata de reconstruir la misma de la manera
más rápida posible. Como resultado, hemos diseñado una rutina rápida
para evaluar polinomios de matrices con un amplio abanico de aplicaciones
que van más allá de la reconstrucción de superficies.
El Capítulo 5 presenta un modelo para la representación de variables
meteorológicas del clima, utilizando el método de ponderación del inver-
so de la potencia de las distancias, optimizado a través de un modelo de
computación paralela que utiliza multicores y GPUs.
En el Capítulo 6 hemos tratado el tercero de los problemas agríco-
las abordados en esta tesis. Trabajamos sobre un modelo computacional
hídrico de ríos, mostramos cómo hemos optimizado la aplicación y cómo
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la hemos adaptado para ser ejecutada eficientemente en entornos paralelos
heterogéneos basados en multicore y en multi-GPU.
En el Capítulo 7 tratamos el problema de la autooptimización de apli-
caciones y la utilizamos en los tres problemas agrícolas. Proponemos un
modelo de asignación de recursos que realiza la asignación de una aplica-
ción paralela a recursos computacionales para obtener el mejor rendimiento
posible. Según nuestra propuesta, la rutina se adapta de manera automática
a las características del sistema de cómputo multicore y multi-GPU.
El Capítulo 8 recoge las principales conclusiones obtenidas con re-
lación a esta tesis, el entorno donde se ha trabajado, los proyectos y las
aportaciones realizadas a lo largo de este trabajo. Finalmente, se relacionan
algunas posibles líneas futuras de trabajo.
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Herramientas computacionales 2
Este capítulo es meramente descriptivo y tiene como objetivo especificar las
diferentes herramientas computacionales, tanto hardware como software,
utilizadas en el desarrollo de este trabajo. También describimos de manera
teórica las métricas y los diferentes estimadores de rendimiento que serán
utilizados a lo largo del trabajo.
2.1 Introducción
Las configuraciones paralelas heterogéneas están formadas básicamente por
elementos hardware distintos entre sí. Pero también el software puede consi-
derarse elemento básico que caracteriza a una plataforma heterogénea. Las
plataformas heterogéneas son las que se han utilizado en este trabajo, esen-
cialmente multiprocesadores de memoria compartida que integran además
varias GPUs (Graphics Processing Units).
En este capítulo describimos este tipo de dispositivos, concretamente
en la Sección 2.2. La Sección 2.3 se dedica a la descripción de compiladores,
entornos y librerías utilizadas para programar los dispositivos mencionados
en la sección anterior. Terminamos el capítulo describiendo las métricas
utilizadas en los experimentos (Sección 2.4).
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2.2 Herramientas de hardware
En este trabajo se han utilizado máquinas formadas por nodos multiproce-
sador con un número de cores que varía entre 4 y 12, algunos con Hyper-
Threading activado. Por lo tanto, el esquema básico de programación parale-
la estará basado en el modelo de memoria compartida, pues los procesadores
o cores comparten la memoria física. Los entornos de experimentación uti-
lizados son los siguientes:
MICROMACHIN
La plataforma MICROMACHIN (micromachin.iteam.upv.es) está forma-
da por un nodo biprocesador Intel Xeon E5530 a 2,40 GHz y con 48 GB
DDR3 de memoria principal. Cada procesador contiene 4 cores con 8 MB
de memoria cache L3. La plataforma dispone de 4 GPUs NVIDIA Tesla
C2070 con 12 Stream Multiprocessors (SM) y 20 Stream Processors (SP)
lo que da un total de 240 procesadores o cores. La memoria global de cada
dispositivo es de 4 GB. Cada SM posee 12 unidades de load/store y 32K
de memoria shared configurable. La SM tiene unidades en coma flotante de
simple y doble precisión. La aritmética es IEEE 754-2008. Esta plataforma
pertenece al Interdisciplinary Computation and Communication Group [52]
de la Universidad Politécnica de Valencia, España.
ELEANORRIGBY
La plataforma ELEANORRIGBY (eleanorrigby.iteam.upv.es) está for-
mada por un nodo biprocesador Intel Xeon X5680 a 3,33 GHz y con 96 GB
DDR3 de memoria principal. Cada procesador contiene 6 núcleos con 12
MB de memoria cache L3. La plataforma contiene 2 GPUs NVIDIA Tesla
C2070 con 14 Stream Multiprocessors (SM) y 32 stream processors (SP) lo
que da un total de 448 procesadores o cores. Otras características son que
posee 16 unidades de load/store y 64K de memoria shared configurable. La
memoria global de cada dispositivo es de 6 GB. Cada SM tiene unidades de
ejecución en coma flotante de simple y doble precisión. Las operaciones en
coma flotante siguen el estándar IEEE 754-2008. Esta plataforma pertenece
también al Interdisciplinary Computation and Communication Group [52]
de la Universidad Politécnica de Valencia, España.
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GPU
La plataforma GPU (gpu.dsic.upv.es) tiene un procesador Intel Core(TM)
i7-3820 con cuatro cores a 3,60 GHz, 16 GB DDR3 de memoria principal
y 16 MB de memoria cache. La plataforma tiene 2 GPUs NVIDIA Tesla
K20c. Cada GPU posee 12 Stream Multiprocessors (SM) y 24 Stream Pro-
cessors (SP) por multiprocesador lo que da un total de 2496 cores. Cada
SM posee 12 unidades de load/store y 128K de memoria shared configura-
ble. La memoria del dispositivo es de 4,8 GB. Esta plataforma pertenece al
Departamento de Sistemas Informáticos y Computación de la Universidad
Politécnica de Valencia.
2.3 Herramientas de software
Las herramientas software utilizadas en el presente trabajo se están consti-
tuidas por lenguajes de programación y por librerías.
Como lenguajes, se ha utilizado ANSI C/C++. Para la programación
de los procesadores (nodo) se ha utilizado la herramienta OpenMP, mientras
que para la programación de GPUs se ha utilizado la herramienta CUDA.
OpenMP (Open Multi-Processing)
Para la programación en memoria compartida dentro del nodo de compu-
tación se ha utilizado OpenMP [53]. OpenMP es un estándar actual para
la programación utilizando el modelo de memoria compartida, que utilizan
los sistemas multicore y ordenadores de alto rendimiento. OpenMP es un
lenguaje de macros mediante las que el programador expresa el paralelismo
de la aplicación en función de un conjunto de hilos concurrentes. Constitu-
ye, por tanto, una capa por encima del estándar POSIX-threads. OpenMP
define también una API para llamadas a funciones de biblioteca que au-
mentan la funcionalidad del programa y permiten, por ejemplo, la creación
y gestión de semáforos, medir tiempos, establecer y/o averiguar el número
de threads, etc.
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CUDA (Compute Unified Device Architecture)
El lenguaje de programación utilizado para programar las GPUs ha sido
CUDA [54] dado que todas las tarjetas son de NVIDIA y CUDA es un
lenguaje de programación diseñado para estas GPUs. Se trata de una ex-
tensión de C++ que permite la definición de kernels, que son las unidades
de proceso que ejecuta cada uno de los cores de la GPU. Este lenguaje per-
mite seleccionar un subconjunto de threads y configurarlos en bloques que,
a su vez, forman una malla o grid, y que serán mapeados convenientemen-
te en la GPU para que ejecuten el kernel. El modelo de programación es
completamente paralelo, y es similar al modelo SIMD (Simple Instruction,
Multiple Data) [55], solo que en el caso de CUDA éste ha sido denominado
como SIMT (Simple Instruction, Multiple Threads) dado que es ligeramen-
te diferente por basarse en la programación de threads. Este modelo supone
un cambio conceptual radical en la forma de concebir un programa paralelo
y de estructurar los datos sobre los que operan los cores de la GPU, pero
es, a su vez, un modelo muy potente que persigue como objetivo que la
escalabilidad hacia futuras GPUs más potentes (con más SMs y/o SPs) sea
automática.
BLAS: Basic Linear Algebra Subprograms
Colección de rutinas para realizar operaciones básicas con matrices y vec-
tores [56].
 En los nodos, provistos de procesadores Intel en todos los casos, se han
utilizado la versiones optimizadas en Intel, la Math Kernel Library
(MKL) [36].
 En las GPUs, todas de NVIDIA, hemos utilizado CUBLAS [57], una
implementación de BLAS para GPUs de NVIDIA. Esta librería per-
mite crear matrices y vectores en memoria de la GPU, transferir los
datos entre la memoria del nodo o Host y la memoria del dispositivo
o GPU, e invocar funciones de BLAS para realizar operaciones.
LAPACK: Linear Algebra PACKage
Librería que contiene rutinas desarrolladas en lenguaje FORTRAN para re-
solver problemas comunes del álgebra lineal tales como sistemas de ecuacio-
nes lineales, problemas de mínimos cuadrados lineales o problemas de valo-
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res propios y problemas de valores singulares [37]. Hemos utilizado siempre
versiones optimizadas para el procesador del nodo. Estas versiones están
contenidas también en la libraría MKL. En caso de las GPUs no hemos
necesitado utilizarla.
2.4 Métricas de rendimiento utilizadas
En esta sección se especifican algunas de las métricas empleadas para ana-
lizar el rendimiento en arquitecturas heterogéneas y que serán utilizadas a
lo largo del trabajo.
Tiempo de ejecución paralelo
Se denomina tiempo de ejecución paralelo, tparalelo, al tiempo transcurrido
desde el comienzo de la ejecución paralela hasta el momento del término en
el último proceso [58]:
tparalelo(i) = max
r−1
i=0 (tabsoluto(i)) ,
donde tabsoluto(i) es el tiempo empleado por la ejecución paralela desde su
inicio hasta el término del proceso i para un numero de recursos r.
Potencia computacional
La potencia computacional en un sistema heterogéneo puede ser definida
como la cantidad de trabajo realizada por un proceso durante una unidad de
tiempo [59]. La potencia computacional depende de las características físicas
del recurso computacional, pero también de la tarea que se esté ejecutando
en él. Esto significa que este valor puede variar para diferentes aplicaciones y,
debido a las limitaciones del tamaño de memoria, caché y otros componentes
hardware, la velocidad de cómputo puede cambiar también al modificar el
tamaño del problema de la aplicación.
En el mundo del cálculo científico, tradicionalmente el parámetro de
mayor interés es la potencia computacional de un recurso en operaciones de
coma flotante, estimada en FLOPS. Se puede definir esta magnitud como
el número de operaciones en coma flotante por segundo que es capaz de
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ejecutar un recurso computacional [4].
A partir de esto, el primer paso para la implementación paralela he-
terogénea consistió en desarrollar una metodología simple que permitiera
medir las potencias relativas de cómputo de las máquinas pertenecientes a
un grupo de recursos computacionales con características heterogéneas. La
técnica desarrollada consistió en un conjunto de experimentaciones con la
rutina secuencial sobre un conjunto de recursos computacionales, midien-
do sus respectivos tiempos absolutos, a través de la razón entre el tiempo
experimental y el comportamiento asintótico de la rutina (O):
tabsoluto(i) =
texperimentacio´n(i)
O
.
Después de estimados los tiempos absolutos de cada máquina se cal-
culan los tiempos relativos, estos tiempos se expresan en porcentajes, y se
denominan potencias relativas de cómputo. La potencia relativa de cómputo
se define como la razón entre el respectivo tiempo absoluto de cada recurso
y el sumatorio de todos los tiempos absolutos del grupo de cómputo.
Potencia(i) =
tabsoluto(i)∑r
i=1 tabsoluto(i)
∗ 100 %.
Esta medida nos sirve como una herramienta valiosa para la asignación
de trabajos de manera eficiente, ya que en función de las características
heterogéneas de las máquinas se consigue obtener un mayor balanceo de las
cargas a ser computadas. En lugar de obtener índices absolutos de potencia
para cada recurso basados en referencias de fabricación, trata de obtener
una medida de la ejecución en tiempo real con la aplicación, y así obtener la
capacidad de cómputo relativa. Al final, estas pruebas ofrecerán para cada
recurso computacional un valor característico expresado en porcentajes de
capacidad de cómputo real para cada máquina perteneciente al conjunto de
computación elegido.
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Heterogeneidad
Otra de las métricas que pueden ser utilizadas en un sistema es su nivel de
heterogeneidad. Este parámetro ofrece un valor de la similitud o diversidad
de las máquinas del sistema. Por ejemplo, cuando un número pequeño de
recursos es mucho más rápido o más lento que la mayoría se considera que
es un sistema con una heterogeneidad alta. Se calcula en función de la po-
tencia computacional de sus máquinas: escalando los valores obtenidos de
las potencias computacionales para los recursos, de modo que a aquellos que
sean más rápidos se les asigne un valor proporcional a la potencia compu-
tacional entre 0 y 1, donde cuanto más cerca del valor 1, más heterogéneo
es el entorno [4].
Coste de las comunicaciones
Otra de las métricas importantes que debemos considerar es el coste de
las comunicaciones entre los recursos. Un modelo habitual utiliza βij y αij
(latencia y tiempo de transferencia respectivamente entre dos recursos i y
j) para representar el coste de las comunicaciones mediante el modelo lineal
clásico: tc(n) = βij + αij ∗ n.
Para modelar estas comunicaciones se han medido los parámetros β y
α mediante experimentos de tipo ping-pong [60]. Se ha utilizado la función
cudaMemcpy, teniendo en cuenta las direciones en que se hacen las transfe-
rencias, definidas en el estándar de la librería CUDA. Al final se realiza un
ajuste lineal de los tiempos de envío en función del tamaño del mensaje.
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Representación del relieve 3
En este capítulo estudiamos un modelo utilizado para representar el relieve
de una determinada área de terreno. La herramienta utilizada consiste en
simplificar la representación del suelo utilizando un método de regresión
polinomial bidimensional. Optimizamos la aplicación mediante la utilización
de un modelo de computación paralela basado en multicores y GPUs.
3.1 Introducción
Avances recientes en el campo de la computación han propiciado el desa-
rrollo de aplicaciones orientadas a representar recursos geofísicos de una
manera diferente y más óptima. Entre éstas, destaca la representación del
relieve a través de polinomios bidimensionales [1]. El problema de la repre-
sentación del suelo a través de un polinomio ha sido previamente estudiado
en diversos trabajos como, por ejemplo, en [61]. Sin embargo, el problema
de esta aproximación radica en la gran carga computacional subyacente a
este método ya que cuanto más grande es la información a reproducir, más
cálculos son requeridos. La información necesaria es proporcional al área de
suelo que se desea representar y a la precisión requerida. Una precisión muy
alta requiere manejar polinomios con un alto grado. De esta manera, los
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recursos computacionales disponibles o el tiempo, pueden limitar el grado
del polinomio que puede ser estimado y/o también el tamaño de la zona a
representar.
Son muchas las motivaciones para estudiar y representar el relieve del
suelo de manera eficiente dada su amplia aplicabilidad. Tenemos como apli-
caciones, por ejemplo, el diseño de plantaciones para la optimización de los
recursos hídricos, la logística de almacenaje de la producción o la minimi-
zación de los efectos de erosión, entre otras. Por lo tanto, el proceso de
representación del relieve se convierte en una herramienta esencial e indis-
pensable en el funcionamiento eficiente de la agricultura en general, pero de
una manera muy especial en la región agrícola localizada en el Valle del Rio
São Francisco, que destaca como una de las más grandes áreas de vinicultu-
ra y producción de frutas para exportación en Brasil. Uno de los principales
problemas que impiden una mayor eficiencia de los factores de la producción
agrícola en este área es el uso inapropiado de técnicas de optimización en
el modelado matemático de representación del relieve.
Este capítulo de la tesis aporta una optimización del método de re-
gresión polinomial basada en el diseño de algoritmos paralelos específicos
capaces de obtener el máximo rendimiento de nodos multicore con GPUs.
El capítulo se estructura en cuatro secciones. La siguiente sección explica el
modelo matemático utilizado para representar el relieve. La Sección 3.3 pre-
senta el modelo computacional propuesto para la resolución del problema.
La Sección 3.4 muestra los resultados experimentales obtenidos mientras
que la última sección enumera las conclusiones del capítulo.
3.2 Modelado matemático de representación del
relieve
Un modelo matemático del suelo es una representación computacional mate-
mática de la distribución espacial de un fenómeno que ocurre dentro de una
región de superficie de la Tierra [1]. Este modelo puede ser personalizado
para representar determinadas características de la información geográfica
de los distintos terrenos, tales como propiedades geológicas, geofísicas, la
altitud, etc. Una de las técnicas para lograr esta representación de la super-
ficie consiste en un modelo de malla rectangular, donde el mapeado de la
superficie se realiza con un ajuste global a través de la técnica de regresión
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Figura 3.1: Modelo de malla rectangular.
polinomial. Esta técnica ajusta el polinomio bidimensional que mejor des-
cribe la variación de los datos de una muestra, en la malla espacial definida.
La Figura 3.1 ilustra un ejemplo de una representación en malla regular
generada a partir de una muestra regularmente espaciada que simboliza
la información de altitud del terreno, donde se observan varias etapas que
tienen el siguiente significado:
Etapas de 1-3: Las primeras etapas se caracterizan por la generación de
una malla (conjunto de vértices) de tamaño predeterminado.
Etapas de 4-6: Las etapas siguientes generan la malla de tal forma que
existe un número más grande de vértices concentrados cerca del cen-
tro. Cuanto más grande es la distancia al centro, más pequeño es el
número de vértices presentes. Así pues, cuanto más lejos del centro,
más pequeña será la necesidad de renderizar el suelo con una alta
fidelidad.
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Etapas de 7-8: Y por último, con el mapa de altitud originado, se recons-
truye el terreno como una malla que es generada a medida que se
mueve por el suelo.
La regresión polinomial es un modelado matemático que trata de des-
cribir la relación entre los fenómenos observados mediante un polinomio.
De acuerdo con Rawlings et al. [62], el modelado se refiere al desarrollo de
un modelo analítico matemático que describe el comportamiento de varia-
bles aleatorias de interés. Este modelo es utilizado para describir el com-
portamiento de las variables independientes cuya relación con la variable
dependiente está mejor representada de una manera no lineal.
La relación entre las variables está descrita por funciones polinomiales
bidimensionales, donde la fluctuación de la variable dependiente está rela-
cionada con variables independientes. Específicamente, en el estudio desa-
rrollado en este capítulo, la regresión no lineal se utiliza para describir la
relación entre dos variables independientes (latitud y longitud) y una va-
riable dependiente (altitud). El modelado matemático desarrollado permite
que los coeficientes de dos dimensiones en una función polinomial de grado
diferente en x y en y represente la variación en la altitud de un área.
Cuando se utilizan modelos matemáticos de regresión, el método de
estimación de los parámetros más utilizado es el método de los mínimos
cuadrados, que consiste en estimar una función para representar un conjun-
to de puntos minimizando el cuadrado de las desviaciones. Consideramos
un conjunto de coordenadas geográficas (x, y, z), donde la altitud (z) es
estimada en función de los puntos x e y con polinomio de grado r en x y
de grado s en y conforme a la ecuación
ẑ = f(xi, yj) =
r∑
k=0
s∑
l=0
aklx
k
i y
l
j ,
con un error εij estimado por la ecuación
εij = zij − ẑij ,
con 0 ≤ i ≤ m y 0 ≤ j ≤ n. De forma particularizada consideramos
que, para la representación del relieve, los valores de m y n son iguales
por el recorte de la muestra analizada, siendo definido como el valor de la
longitud de la suma de los términos de la representación matricial que será
3.2. Modelado matemático de representación del relieve 29
presentada. En los experimentos, el rango de este valor varía de 1.3 a 25.4
millones de términos.
Los coeficientes akl (k = 0, 1, . . . , r y l = 0, 1, . . . , s) que minimizan
el error de la función estimadora f(x, y) pueden obtenerse solucionando la
siguiente ecuación
∂ξ
∂acd
= 0 , (3.1)
para c = 0, 1, . . . , r y d = 0, 1, . . . , s, donde
ξ =
m∑
i=0
n∑
j=0
ε2ij =
m∑
i=0
n∑
j=0
(zij − ẑij)2 . (3.2)
La Ecuación 3.1 se desarrolla en las cinco siguientes ecuaciones:
ε2ij = (zij −
r∑
k=0
s∑
l=0
aklx
k
i y
l
j)
2 ,
ξ =
m∑
i=0
n∑
j=0
(zij −
r∑
k=0
s∑
l=0
aklx
k
i y
l
j)
2 ,
∂ξ
∂acd
= 2
m∑
i=0
n∑
j=0
[(zij −
r∑
k=0
s∑
l=0
aklx
k
i y
l
j))x
c
iy
d
j ] , (3.3)
2
m∑
i=0
n∑
j=0
[(zij −
r∑
k=0
s∑
l=0
aklx
k
i y
l
j))x
c
iy
d
j ] = 0 ,
m∑
i=0
n∑
j=0
[zijx
c
iy
d
j − (
r∑
k=0
s∑
l=0
aklx
k+c
i y
l+d
j )] = 0 .
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A continuación se muestra un ejemplo del polinomio que quedaría en
el caso particular r = s y n = m:
Ẑij(xi, yi) = a00x
0y0 + a01x
0y1 + a02x
0y2 + a10x
1y0 + · · ·+ annxnyn .
La resolución final se resume en la representación en formato matri-
cial Ax = b, donde la matriz A = [Akl]k,l=0,...,(s+1)2−1 y el vector b =
[bk]k=0,...,(s+1)2−1 se definen como:
Akl =
m∑
i=0
n∑
j=0
xαi y
β
j , (3.4)
bk =
m∑
i=0
n∑
j=0
zijx
α
i y
β
j , (3.5)
con α = k div(s+1)+l div(s+1) y β = k mod(s+1)+l mod(s+1). El vector
x = [xl]l=0,...,(s+1)2−1 contiene los elementos del polinomio [acd]c,d=0,...,s de
tal forma que xl = acd, siendo c = l div(s + 1) y d = lmod(s + 1). La
estimación consta de dos partes principales:
1. La construcción de la matriz A y del vector b por medio de la Ecua-
ción 3.4 y la Ecuación 3.5, y
2. la solución del sistema lineal de ecuaciones Ax = b.
3.3 Modelo computacional de representación del
relieve
Lo primero que cabe destacar es que esta técnica de modelado de una super-
ficie está limitada por la gran demanda computacional exigida para realizar
la regresión en un conjunto de datos muy grande. En realidad, el coste
computacional más grande del algoritmo de representación del relieve está
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Algoritmo 3.1 Rutina matrixComputation para la construcción de la
matriz A.
1: int N = (s+1) * (s+1);
2: for( int k = 0; k < N; k++ ) {
3: for( int l = 0; l < N; l++ ) {
4: int exp1 = k/s + l/s;
5: int exp2 = k%s + l%s;
6: int ind = k + l*N;
7: for( int i = 0; i < q; ++i ) {
8: A[ind] += pow(x[i],exp1) * pow(y[i],exp2);
9: }
10: }
11: }
en la construcción de la estructura matricial A. El esquema de construcción
de esta matriz se muestra en el Algoritmo 3.1. Vemos que la relación entre
el tamaño de la matriz N×N y el grado del polinomio s es N= (s+ 1)2. Los
vectores x y y han sido previamente cargados desde un archivo y almacena-
dos de manera que se hace una suma de orden cuadrático de tamaño n. La
rutina matrixComputation recibe los vectores como argumentos (x y y), el
tamaño de la suma (q) y el orden polinomial (s), devolviendo a la salida la
matriz A. Como la construcción de la matriz A (Ecuación 3.4) es la par-
te más costosa del proceso global1, se puede observar que existe una gran
oportunidad de paralelismo en este cálculo. No es difícil ver que todos los
elementos de la matriz se pueden calcular de forma simultánea. Además, ca-
da término de la suma puede ser calculado de forma independiente. Nuestro
algoritmo paralelo se basa en estas observaciones y en que el valor del orden
del polinomio s posee valores experimentales que van desde 2 hasta 40, lo
que produce matrices cuyo orden va desde 9 hasta 441 (variable N). Además,
la longitud de la suma (q) se encuentra en un rango que va desde los 1.3
hasta los 25.4 millones de términos, dependiendo de las características de
la malla deseadas [1].
La formación de la matriz A se basa en el particionado de la suma
representada en la Ecuación 3.5, cada trozo o parte de esta suma puede tener
1Consideramos implícitamente que la carga de trabajo consiste tanto en la construc-
ción de la matriz A como en la construcción del vector b. En la implementación real,
ambos cálculos se han separado en dos partes con el fin de distribuir su cómputo entre
los cores CPU.
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Figura 3.2: Estructuras matriciales particulares que presentan los cálculos
en trozos de las matrices, siendo representado por la suma de los términos de
A, para la partición de carga de trabajo entre los multicores y multi-GPU.
un tamaño dado diferente del resto de los trozos. Esto es lo que representa
la Figura 3.2.
La aplicación diseñada es un programa escrito en C que ejecuta la CPU
y que puede observarse en el Algoritmo 3.2. El programa genera primero un
número de hilos o threads (nthreads) en las líneas 3 y 4 mediante la utiliza-
ción de la directiva parallel de OpenMP. Cada hilo trabajará con diferen-
tes sumas, es decir, calculará una de las partes en las que se ha particionado
la suma total para producir la matriz A_[thread_id] como resultado (esta
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Algoritmo 3.2 Rutina de computación utilizando multicore y multi-GPU
para la representación del relieve.
ENTRADA
numberCPUcores /* numero de cores de CPU utilizados */
numberGPUs /* numero de GPUs utilizados */
sizeGPU /* tamanos de problema asignados a cada GPU */
problemSize /* tamano de problema total, para ser divido
entre CPU y GPU */
SALIDA
/* Superficie que mejor ajusta los puntos de la malla regular. */
1: nthreads = numberCPUcores + numberGPUs;
2: sizeCPU = (problemSize-numberGPUs*sizeGPU)/numberCPUcores;
3: omp_set_num_threads(nthreads);
4: #pragma omp parallel
5: {
6: thread_id = omp_get_thread_num();
7 if(thread_id < numberGPUs) { /* computacion con la GPU */
8: first = thread_id * sizeGPU;
9: cudaSetDevice(thread_id);
10: matrixGPU(thread_id, first, sizeGPU);
11: } else { /* computacion con la CPU */
12: first = numberGPU*sizeGPU + (thread_id-numberGPU)*sizeCPU;
13: matrixCPU(thread_id, first, sizeCPU);
14: }
15:}
matriz y otras están ocultos en otras partes del código y no aparecen en
el Algoritmo 3.2). Consideramos A_[thread_id] como un puntero a una
matriz de longitud N×N. El resultado, la matriz A, es la suma de todas estas
matrices de tal forma que A = A_[0] + A_[1] + . . .+ A_[nthreads-1]2.
La rutina matrixComputation puede ser fácilmente modificada para traba-
jar sobre estructuras matriciales particulares que presentan los cálculos en
trozos (Figura 3.2).
El desarrollo de una versión de las rutinas para varios threads es muy
simple ya que en los sistemas actuales tenemos cores distribuidos entre los
procesadores de la CPU y las GPUs, pero la explotación eficiente de todo
2Toda discusión para el cálculo de la matriz A es extrapolable para el cálculo del
vector b, incluyendo su cómputo en la misma rutina.
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el sistema no es una tarea trivial. Para los experimentos consideramos un
sistema heterogéneo con multicore y multi-GPU idénticas.
Tanto el Algoritmo 3.2 como la Figura 3.2 muestran el esquema uti-
lizado para la distribución de la carga de trabajo entre CPU y GPU por
medio de la estructura condicional if que comienza en la línea 7. La idea es
gestionar cada uno de los threads vinculados, bien a un core CPU o bien a
una de las GPUs existentes en el nodo, dando como número total nthreads.
Los primeros threads se asocian a los dispositivos GPUs, mientras que el
resto a los cores. A veces, se obtienen mejores resultados cuando el número
de cores se sobreescribe, es decir, cuando utilizamos una cantidad de threads
mayor que el número de cores CPU existentes en el sistema debido a que el
Intel Hyper-Threading [63] está activado. Para enviar los datos y las tareas
a los cores CPU y a las GPUs hemos empleado una estrategia estática. Esto
quiere decir que el porcentaje de carga de trabajo asignado a cada sistema
es una entrada para el algoritmo, es decir, es equilibrado por el usuario en la
llamada al programa. El usuario de la rutina especifica el porcentaje desea-
do de computación que será asignado a cada tipo de dispositivo. A través
de este dato se calcula el balanceo de las tareas, teniendo como base el ta-
maño de los datos, antes de llamar al Algoritmo 3.2. La variable sizeGPU
almacena el número de términos de la suma que será asignada a cada GPU
mientras que la variable sizeCPU almacena la cantidad total de términos a
calcular por cada core CPU del sistema multicore.
Cada thread trabaja en una parte diferente de los vectores x, y y z. Las
rutinas matrixCPU y matrixGPU son adaptaciones del Algoritmo 3.1 que re-
ciben punteros a la ubicación adecuada en la matriz para los vectores x, y
y z (almacenados en la variable first en las líneas 8 y 12) y la longitud
de la suma. La matriz A y el vector b son la salida del Algoritmo 3.2. Con-
tienen la suma total computada (Ecuación 3.4 y Ecuación 3.5). Se utilizan
vectores para el almacenamiento de las matrices que representan las sumas
parciales y que se han obtenido de manera independiente por cada uno de
los subsistemas del nodo. Una vez que los threads terminan en el punto de
sincronismo implícito de la línea 15, el thread maestro lleva a cabo la suma
total de estos resultados parciales.
Kernel CUDA para la representación del relieve
El cálculo en cada GPU es llevado a cabo por un kernel (matrixGPU) al
que se llama en la línea 10 del Algoritmo 3.2. Esta rutina lleva a cabo, en
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primer lugar, operaciones habituales de asignación de tareas en la GPU y la
carga de los datos de la memoria del nodo a la GPU. En la descripción de
la implementación del kernel, las estructuras matriciales A, x e y han sido
previamente cargadas con los datos, es decir, los datos están en la memoria
global de las GPUs.
El grado de paralelismo intrínseco a la operación de construcción de la
matriz A es utilizado para implementar el kernel en CUDA. Por un lado,
todos los elementos de la matriz A pueden ser computados concurrentemen-
te. Por otro lado, los términos de la suma pueden ser calculados de manera
independiente. A fin de explotar toda esta concurrencia hemos utilizado un
grid de bloques de threads. Cada bloque de threads tiene tres dimensiones:
BLKSZ_X×BLKSZ_Y×BLKSZ_Z. Los valores concretos son constantes definidas
como macros de C en las tres primeras líneas del Algoritmo 3.3. Cada thread
se encuentra en un bloque a través de las 3 coordenadas representadas por
tres variables, respectivamente (líneas 5–7). El grid o malla de bloques de
threads se ha gestionado como tridimensional pero con la primera dimensión
establecida a 1, por lo que es en realidad de dos dimensiones. Las otras dos
dimensiones son dN/BLKSZ_Ye y dN/BLKSZ_Ze, siendo N la dimensión de la
matriz A. El siguiente código está dentro de la rutina matrixGPU y muestra
esta distribución y la llamada al kernel:
1: dim3 dimGrid(1,idiv(N,BLKSZ_Y),idiv(N,BLKSZ_Z));
2: dim3 dimBlock(BLKSZ_X,BLKSZ_Y,BLKSZ_Z);
3: kernel<<<dimGrid,dimBlock>>>(...);
La rutina idiv devuelve la longitud entera de las dos últimas dimen-
siones. El objetivo es que todos los threads dentro de un bloque puedan
calcular simultáneamente las instrucciones asignadas (línea 22). Al thread
con las coordenadas correspondientes se le asigna el cálculo de los términos
de la suma X+i, con i = 0 :BLKSZ_X: n. Esta operación se realiza en un bucle
que se cierra en la línea 24. Los exponentes exp1 y exp2 dependen de la línea
k y la columna l indexadas en la matriz A. Estos índices se calculan en las
líneas 5 y 6, basándose en las coordenadas Y y Z del thread. Todos los bloques
de threads almacenan las informaciones en los vectores x e y. La memoria
compartida es un espacio de rápido acceso desde todos los threads dentro
del bloque. Cada thread en la dimensión Y=0 y Z=0 realiza la carga de cada
elemento de los vectores x e y en los vectores sh_x e sh_y (líneas 17–20) en
la memoria compartida. Más tarde, en el bucle de las líneas 29–30 todos los
términos de la suma asignados al thread se calculan y almacenan en la varia-
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Algoritmo 3.3 Rutina con el kernel CUDA para la representación del
relieve.
1: #define BLKSZ_X 128
2: #define BLKSZ_Y 2
3: #define BLKSZ_Z 2
4: __global__ void kernel( double *A, *x, *y, int s, n, N ) {
5: int k = blockIdx.y * blockDim.y + threadIdx.y;
6: int l = blockIdx.z * blockDim.z + threadIdx.z;
7: int X = threadIdx.x, Y = threadIdx.y, Z = threadIdx.z;
8: __shared__ double sh_x[BLKSZ_X], sh_y[BLKSZ_X];
9: __shared__ double sh_A[BLKSZ_X][BLKSZ_Y][BLKSZ_Z];
10:
11: if( k < N && l < N ) {
12: int exp1 = (k/s) + (l/s);
13: int exp2 = (k%s) + (l%s);
14: for( int K = 0; K < n; K += BLKSZ_X ) {
15: int i = X+K;
16: if( i < n ) {
17: if( Y == 0 && Z == 0 ) {
18: sh_x[X] = x[i];
19 sh_y[X] = y[i];
20: }
21: __syncthreads();
22: a += pow(sh_x[X],exp1) * pow(sh_y[X],exp2);
23: }
24: }
25: sh_A[X][Y][Z] = a;
26: __syncthreads();
27: if( X == 0 ) {
28: a = 0.0;
29: for( int i = 0; i < BLKSZ_X; i++)
30: a += sh_A[i][Y][Z];
31: A[k + N*l] = a;
32: }
33: }
34: }
ble a. Este valor se almacena, a su vez, en memoria compartida. Por tanto,
todo el vector tridimensional sh_A de tamaño BLKSZ_X×BLKSZ_Y×BLKSZ_Z
acabará almacenado en la memoria compartida en este punto.
Tenemos que imaginar la información almacenada en la memoria com-
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partida, sh_A, como un cubo tridimensional donde cada elemento contiene
la posición de cada suma parcial de la suma total. Existe una suma para
cada elemento en la línea y columna r×c de la matriz A. En otras palabras,
un elemento sh_A[i][Y][Z], para todo i, contiene la suma parcial que co-
rresponde a un elemento dado r×c, teniendo en cuenta la correspondencia
entre la matriz y las coordenadas de los threads en la línea 25. Seguidamen-
te, es necesario añadir todas las sumas parciales en la dimensión X. Esta
operación (líneas 27–32) es llevada a cabo solo por los threads en los cuales
X=0. Una vez que la suma se ha calculado, el resultado es guardado en la
memoria global (línea 31).
Los puntos de sincronización dentro de la rutina se indican con la pala-
bra reservada syncthreads(), que sirve para asegurarnos de que los datos
están en la memoria compartida antes de su lectura [54]. El uso de la memo-
ria compartida se restringe a tamaños pequeños que necesitan ser asignados
estáticamente. El tamaño de memoria compartida de las GPUs utilizadas
es de 48 KB. Esto limita el número máximo de threads a 1024 en el entorno
de experimentación utilizado. La cantidad total de memoria compartida es-
tá realmente determinada por el tamaño del bloque. De todos modos, la
limitación del número de threads por bloque se puede superar fácilmente
aumentando el número de los bloques. Los valores más típicos en el ejemplo
y entorno utilizados son los que se muestran en la línea 1. Experimental-
mente hemos comprobado que las dimensiones Y y Z podrían ser iguales,
y que éstas a su vez están relacionadas directamente con N, el tamaño de
la matriz A. La dimensión X está relacionada con el valor de n, que es el
tamaño de los vectores x e y. Los valores de N varían de 9 hasta 441, mien-
tras que los valores de n están en un rango que va desde los 1.3 a los 25.4
millones de términos en nuestros experimentos. Dada la desproporción que
existe entre N y n, está claro que existe más oportunidad de concurrencia en
el valor de la dimensión del tamaño de la variable X que en las dimensiones
correspondientes al tamaño de la matriz A. Hemos elegido la primera di-
mensión “más grande” debido a los límites que impone la GPU en cuanto al
tamaño máximo de las dimensiones, y hemos variado el número de bloques
de threads entre 64 y 1024.
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3.4 Resultados experimentales
En esta sección se van a describir diversos experimentos mediante los cua-
les se estudian los algoritmos propuestos anteriormente. Se pretende es-
tudiar los costes de las diferentes partes de dichos algoritmos, así como
realizar comparaciones entre ellos, variando el tamaño del problema. Para
ello es necesario aplicar los esquemas propuestos de representación del relie-
ve creados previamente. Se incluyen estudios experimentales, explicaciones
y comentarios detallados de la optimización para el entorno de ejecución
ELEANORRIGBY descrita en la Sección 2.2.
Análisis de la representación del relieve
Con el fin de validar la metodología presentada mostramos la optimización
del modelo de regresión polinómica bidimensional aplicada a la represen-
tación del relieve de una región del Valle del Rio São Francisco. La fuente
con los datos de la zona elegida viene de un Modelo Digital del Terreno
(DTM3) [64], en la forma de una matriz regular, con espaciamiento de apro-
ximadamente 900 metros en las coordenadas geográficas. Los datos de las
elevaciones indican una dispersión de 1 a 2863 metros. El DTM con 1400
puntos tiene solamente 722 puntos dentro de la región, los demás puntos
están fuera del área.
Utilizando todos los puntos que representan los datos de la forma de
la representación del relieve de la zona y la Ecuación 3.3, calculamos los
coeficientes del polinomio para representar la variación de altitud del te-
rreno. La estimación de un polinomio de grado alto necesita gran potencia
de cálculo y puede necesitar, por tanto, un largo tiempo de procesamiento
pero también se obtiene más exactitud en la descripción de la forma del
suelo logrando, de esta manera, un nivel más satisfactorio de detalles. A
partir de las ecuaciones que se presentan en la Sección 3.2 y del índice de
correlación R2 se ha determinado que el polinomio para un nivel considera-
do óptimo tendría un grado del orden de 500, y la representación del relieve
para el Valle del Rio São Francisco se ha ajustado con un índice de correla-
ción R2 = 0,99. Un cálculo estimativo del coste de obtener este polinomio
arroja un valor de aproximadamente 45 años como tiempo necesario para
generar todos los coeficientes de los polinomios del sistema de ecuaciones
3DTM = Digital Terrain Model.
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Tabla 3.1: Estimación del tiempo necesario en meses y/o años para obtener
el resultado de la representación del relieve frente a la correlación R2 y al
grado del polinomio deseado.
Grado Tiempo R2 Grado Tiempo R2
30 10.7 meses 0.70 225 14.5 años 0.90
40 11.3 meses 0.73 250 18.8 años 0.91
50 1.2 años 0.77 300 20.9 años 0.93
60 3.1 años 0.80 350 28.4 años 0.95
70 5.7 años 0.81 375 37.5 años 0.96
80 7.2 años 0.82 400 39.2 años 0.97
90 8.3 años 0.86 450 40.3 años 0.98
100 12.6 años 0.89 500 45.9 años 0.99
lineales mediante un cálculo secuencial (Tabla 3.1). Esta estimación fue rea-
lizada considerando una plataforma formada por un nodo con 1 procesador
Intel Pentium M 755 Dothan con 512 Mb DDR. Analizando la Figura 3.3
observamos que existe una gran diferencia entre las superficies cuanto más
alto es el grado del polinomio y que, por tanto, para generar una superficie
con una fidelidad suficientemente representativa, es necesario estimar con
un grado alto.
Utilizando las informaciones del DTM, obtuvimos la solución para el
modelo desarrollado, mostrado en los mapas de elevación 3D (Figura 3.3) y
en la proyección 2D de tonos de grises (Figura 3.4). También se puede obser-
var que la región estudiada tiene una topografía muy desigual, lo que hace
más necesario el grado alto del polinomio para alcanzar una representación
exacta de la superficie.
Estudio experimental
En esta sección se muestran los resultados experimentales obtenidos con
la implementación del algoritmo paralelo cuyo esquema se ha propuesto
en la Sección 3.3 para construir el mapa de la superficie analizada con
un ajuste global mediante la técnica de regresión polinomial. El algoritmo
paralelo es heterogéneo ya que utiliza tanto los cores CPU como las GPUs
disponibles en el nodo. Las rutinas se han compilado con el compilador
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Figura 3.3: Visión 3D de la representación del relieve del Valle del Rio São
Francisco para polinomios de grados 2, 4, 6 y 20.
de CUDA nvcc. En los experimentos, primero incrementamos el número
de CPU threads desde 1 hasta 24 para obtener el número que minimiza el
tiempo de ejecución en el caso de utilización de la CPU únicamente. Luego
añadimos 1 y 2-GPUs, respectivamente, al número de threads obtenidos en
la prueba anterior. El grado del polinomio es requerido como entrada y se
han utilizado en los experimentos los valores: 8, 12, . . . , 40. El rendimiento
de los algoritmos se analiza en la Tabla 3.2 y en la Figura 3.5.
La ejecución utilizando solamente un thread se ha denotado como “Se-
cuencial (S)”, mientras que la denominación “CPU cores (OMP)” denota la
computación con el uso de múltiples threads en los cores CPU, donde los
hilos han sido generados mediante la directiva OpenMP correspondiente, es
decir, la versión OMP distribuye el cálculo matricial entre los cores CPU
únicamente. Por el contrario, las versiones 1-GPU y 2-GPUs representan
ejecuciones en una y dos GPUs, respectivamente, sin utilizar cores CPU.
El modelo paralelo híbrido “multicore+multi-GPU” muestra los valores má-
ximos de speedup obtenidos experimentalmente utilizando los parámetros
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Figura 3.4: Tonos de grises de la representación del relieve del Valle del Rio
São Francisco para polinomios de grados 2, 4, 6 y 20.
óptimos para el sistema de ejecución. Los parámetros óptimos obtenidos
para el entorno de ejecución utilizado son: 2-GPUs + 2-Procesadores Hexa-
core (número de procesadores utilizados = 24), y con una carga de trabajo
asignada de la siguiente manera: (GPU, GPU, CPU) = (45%, 45%, 10%).
En este modelo, los threads son ejecutados por todos los cores de la má-
quina, teniendo el número adecuado de procesadores de los multicore y las
dos GPUs como parámetro de ejecución. Los resultados de los experimentos
muestran que el algoritmo en multicore (OMP) reduce significativamente el
tiempo de ejecución con respecto a la versión secuencial. Como puede verse
en la Tabla 3.2, la aceleración máxima es de alrededor de 12, que coincide
con el número de cores CPU.
La Figura 3.5 muestra los rendimientos obtenidos a través del speedup.
Debe tenerse en cuenta que, en general para polinomios de grado pequeño,
el rendimiento de OMP es mayor que el rendimiento con 1-GPU (grado
<= 10). Esto es debido al sobrecoste introducido por la transferencia de
datos entre la CPU y la GPU. Del mismo modo, el rendimiento de 1-GPU
es más grande que el rendimiento con 2-GPUs también para tamaños muy
pequeños. Aunque en este caso se debe al tiempo de configuración necesario
en la selección de los dispositivos que, en particular en nuestra máquina,
es muy alto ≈ 4,5 seg. El mejor resultado se ha obtenido con todos los
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Tabla 3.2: Tabla con los tiempos de ejecución (en segundos) variando el
tamaño del problema (grado del polinomio).
Grado S OMP 1-GPU 2-GPUs multicore+multi-GPU
8 84.49 12.32 12.44 14.19 13.61
12 386.17 41.85 21.36 19.39 18.04
16 1166.88 114.55 43.31 31.48 25.53
20 2842.52 268.32 90.57 57.03 89.29
24 5916.06 544.93 172.71 101.08 118.72
28 11064.96 1011.42 310.53 276.88 219.67
32 24397.66 1777.25 521.63 385.07 322.82
36 30926.82 2700.00 828.50 450.67 448.16
40 46812.70 4252.69 1261.09 666.77 600.90
recursos disponibles en el sistema heterogéneo. El incremento de velocidad
aumenta con el grado del polinomio llegando a un máximo de 78, un núme-
ro que se ha obtenido mediante la comparación de la aceleración de 1-GPU
con respecto a 1 core de la CPU. El uso de la GPU como una herramienta
independiente proporciona beneficios, pero no permite alcanzar el rendi-
miento potencial que podría obtenerse mediante la adición de más GPUs y
el sistema multicore.
3.5 Conclusiones
Entre las herramientas de desarrollo más importantes utilizadas para obte-
ner el máximo rendimiento de los sistemas computacionales utilizados, se
puede destacar OpenMP y CUDA, y haciendo un análisis comparativo en-
tre ellos y teniendo como base el problema de la representación del relieve,
es evidente que las aplicaciones heterogéneas utilizando cores CPU y GPUs
tienen un enorme potencial. El desarrollo de aplicaciones computacionales
para estos sistemas, aunque más complejo, da al programador más control
sobre el algoritmo diseñado y más potencial para aprovechar al máximo los
recursos disponibles. Los resultados experimentales obtenidos en este estu-
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Figura 3.5: Gráfico con el speedup variando el grado del polinomio.
dio demuestran que es posible utilizar este método de modelado para la
representación del relieve y obtener representaciones del terreno bastante
precisas en un tiempo razonable. Para ello, ha sido necesario diseñar una
aplicación heterogénea que realiza una clasificación de tareas eficiente y un
kernel apropiado para la resolución del problema en GPUs. Se ha utiliza-
do como ejemplo el área del Valle del Rio São Francisco pero es evidente
que esta solución es válida para representar el relieve de cualquier área de
terreno.
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Evaluación de polinomios matriciales 4
Motivados por la experiencia en el trabajo realizado en el capítulo anterior,
hemos decidido abordar, en esta parte de la tesis, el problema de la recons-
trucción de una superficie de la que se posee almacenada la información en
forma de polinomio bidimensional. A través de polinomios matriciales se
pueden describir las superficies espaciales de manera más reducida y, por lo
tanto, ahorrando memoria. Sin embargo, la reconstrucción de la superficie
en base a los coeficientes del polinomio requiere un alto coste computacio-
nal. A pesar de tratarse de un problema fácilmente definible y de amplia
aplicabilidad, no hemos encontrado trabajos que traten este problema en
el caso matricial. Parte de la investigación en este campo se quedó en tra-
bajos antiguos para polinomios escalares en los que, por ejemplo, se reduce
el número de operaciones para evaluar un polinomio [65]. También antiguo
y célebre es el trabajo realizado en [66] en el que se trata la evaluación
eficiente y paralela de polinomios escalares. Nosotros hemos revisado estos
trabajos y los hemos ampliado al caso matricial utilizando entornos hete-
rogéneos. Basado en la idea de Paterson–Stockmeyer [65], proponemos en
este capítulo un algoritmo recursivo y una implementación eficiente para
GPUs utilizando OpenMP para la gestión de los threads CPU que manejan
las GPUs.
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4.1 Introducción
El cálculo de polinomios matriciales ha recibido un amplio impulso en el
pasado ya que ésta es una operación de base para calcular las funciones
de la matriz [67]. La evaluación de un polinomio matricial es un proceso
básico para el cálculo de funciones de matrices por el método de Taylor.
El primer contacto de nuestro grupo de investigación con el tema surgió al
desarrollar un modelo para la representación del relieve mediante polino-
mios bidimensionales (Capítulo 3). Pero también muchos otros fenómenos
de la ingeniería y la física se rigen por sistemas de ecuaciones diferenciales
ordinarias lineales de primer orden de ecuaciones con coeficientes constantes
cuya solución se da en términos de una exponencial de matriz. La exponen-
cial de una matriz juega un papel muy significativo en muchas áreas de
la ciencia y la tecnología como la teoría de control, electrodinámica sobre
medios estratificados, líneas de energía eléctrica multimodo, etc [68, 69, 70].
Otras funciones de matriz como la función del signo o la función logaritmo
aparecen, por ejemplo, en la teoría de control [67, pp 39]. Además, algu-
nos otros procesos de ingeniería son descritos por ecuaciones diferenciales
de segundo orden, cuya solución exacta se da en términos de las funciones
trigonométricas matriciales del seno y el coseno. Todo lo anterior sirve de
motivación añadida para trabajar en métodos rápidos que permitan evaluar
polinomios matriciales.
Hay diferentes técnicas para calcular o aproximar funciones de matri-
ces. Algunas de ellas son métodos generales pero otras son aplicables solo
a funciones particulares. Existen dos técnicas ampliamente utilizadas para
aproximar una función matricial. Una se basa en aproximaciones polinómi-
cas y la otra se basa en aproximaciones racionales. Al contrario de lo que
se pensaba en el pasado, es posible obtener mayor precisión con aproxima-
ciones polinómicas que con aproximaciones racionales, incluso con un coste
computacional similar o inferior [71, 72, 73, 74].
Definimos un polinomio matricial P de grado d como
P =
d∑
i=0
αd−iXd−i = αdXd + αd−1Xd−1 + · · ·+ α1X + α0I , (4.1)
donde X, I ∈ Rn×n, siendo I la matriz identidad.
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También definimos el vector α¯ como α¯ = [αi]i=0,...,d por conveniencia
para futuras descripciones. La idea principal es mostrar cómo evaluar po-
linomios de matrices en problemas de gran escala. Consideramos aquí que
un problema es de gran escala cuando el tamaño de la matriz, el grado
del polinomio, o bien ambas cosas son grandes. Por ejemplo, los problemas
de representación del relieve vistos en el capítulo anterior son problemas de
gran escala dado que las matrices representan toda el área del Rio São Fran-
cisco, y para obtener un nivel aceptable de precisión en la representación
necesitamos que el grado del polinomio sea alto.
Hemos diseñado y evaluado varios algoritmos para evaluar polinomios
utilizando GPUs. El método propuesto en esta tesis está basado en POSIX
threads, cada uno de ellos vinculado a una de las GPUs del nodo. Los hilos
son lanzados utilizando directivas OpenMP.
En primer lugar, proponemos y evaluamos experimentalmente una pa-
ralelización simple con el objeto de comparar con otras opciones más so-
fisticadas. La siguiente sección describe esta paralelización utilizando tanto
una como dos GPUs, para mostrar después los resultados en la Sección 4.3.
En la Sección 4.4 estudiamos e incorporamos un método para reducir el
número de operaciones necesario para evaluar polinomios: el método de
Paterson–Stockmeyer method [65]. Hemos adaptado dicho método al caso
de polinomios matriciales dando como resultado un algoritmo bastante sim-
ple en su concepción. Su simplicidad está basada, en parte, en su naturaleza
recursiva, derivada de la regla de Horner, una regla que permite reducir el
número de multiplicaciones de matrices en la evaluación del polinomio [75].
En la misma sección explicamos cómo aplicar este método al diseño de un
algoritmo paralelo que utilice dos GPUs. Los resultados experimentales de
esta aproximación están explicados en la Sección 4.5.
4.2 Un algoritmo sencillo para evaluar polinomios
matriciales
Un algoritmo para evaluar la Ecuación 4.1 puede ser expresado de muchas
maneras. El diseño mostrado en la función EVALUATE (Algoritmo 4.1)
ayuda al usuario a implementarlo fácilmente en CPU utilizando BLAS, dado
que los espacios de trabajo A, B y P han sido expresamente introducidos
para este fin. Un algoritmo para una GPU (1-GPU) también es fácil de
48 Evaluación de polinomios matriciales
Algoritmo 4.1 Algoritmo para la evaluación de un polinomio matricial.
1: function evaluate( n, X, d, α¯ ) return P
2: P ← α0I
3: P ← P + α1X
4: B ← X
5: for i← 2, d do
6: A← B
7: B ← A ·X
8: P ← P + αiB
9: end for
10: end function
implementar utilizando las rutinas del paquete CUBLAS, una vez la matriz
X ha sido cargada en la memoria global de la GPU.
La evaluación de polinomios matriciales en 2-GPUs en más complica-
da. Las dos GPUs trabajan concurrentemente y esto se ha de expresar en
el código de alguna manera. La naturaleza asíncrona de la ejecución de ker-
nels CUDA con respecto al nodo o host permite implementar una solución
basada, por ejemplo, en llamadas replicadas, es decir, una llamada a cada
kernel o rutina por GPU. En esta tesis proponemos un modelo diferente de
lo usual y sencillo con objeto de gestionar esta concurrencia. Hemos optado
por un modelo de programacion SPMD (Single Program, Multiple Data)
para implementar el programa en GPU. Este modelo es fácil de entender y
muy utilizado en contextos de memoria distribuida donde los programado-
res utilizan el modelo de Paso de Mensajes. Bajo este paradigma, las dos
GPUs comparten exactamente el mismo código, salvo pequeñas partes que
son específicas para cada GPU. La estrategia consiste en lanzar dos PO-
SIX threads utilizando OpenMP, en particular, por medio de la directiva
parallel for. De esta manera, cada GPU ejecuta una iteración del bucle
sobre sus propios datos. Dado que el código puede ser largo, todo el proceso
se ha dividido en varios bucles paralelos. La creación/destrucción de hilos
concurrentes conlleva la creación/destrucción de variables locales a dichos
hilos. Sin embargo, la información que almacenan algunas de estas variables
debe persistir entre varias regiones paralelas. Para conservar esta informa-
ción hemos utilizado la característica de OpenMP threadprivate, la cuál
fue introducida en la especificación V3.0 de esta herramienta con el objeto
de calificar variables cuyo contenido debía persistir de manera estática a lo
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Algoritmo 4.2 Algoritmo para el cálculo de las potencias de X utilizando
2-GPUs.
1: function compute_powers( d, X ) return (A, m)
2: #pragma omp parallel for
3: for g ← 0, 1 do
4: m = d/2 + g · mo´d (d, 2)
5: A(0)← X
6: A(1)← X ·A(0) . A(1) = X2
7: if g = 0 then
8: A(0)← A(1) . A(0) = X2 si g = 0
9: end if
10: A(2)← A(0) ·A(1) . A(2) =
{
X4 if g = 0
X3 if g = 1
11: for i← 3,m do
12: A(i)← A(1) ·A(i− 1) . A(i) = X2 ·A(i− 1)
13: end for
14: end for
15: end function
largo de toda la ejecución del programa. Una vez creadas las variables al
inicio de una región paralela, ésta es replicada por cada uno de los hilos y
pertenece a dicho hilo durante toda la ejecución. Además, el valor de esta
variable se conserva entre la destrucción y creación de los threads, esto es,
entre regiones paralelas consecutivas. Lógicamente, el modelo es fácilmente
extensible al caso de tener más de dos GPUs, incluso a otros aceleradores
hardware diferentes que puedan existir en un contexto heterogéneo.
Hemos dividido el proceso de evaluar un polinomio en dos partes: a) el
cálculo de las potencias de la matriz X (Ecuación 4.1), y b) la propia eva-
luación del polinomio. Este método es más difícil de ser programado que el
método descrito en el Algoritmo 4.1, donde no se distinguen ambos cálculos.
Sin embargo, estructurando el proceso de esta manera obtenemos la venta-
ja de poder evaluar más de un polinomio del mismo orden una vez estén
calculadas las potencias de X. Otro inconveniente de esta opción está en
el espacio de memoria que se necesita para almacenar explícitamente estas
potencias. Sin embargo, este segundo problema se puede aliviar utilizando
paralelismo.
El Algoritmo 4.2 describe el primer paso, el cálculo de las potencias de
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matriz utilizando la mencionada directiva de OpenMP para crear un bucle
paralelo. Las dos GPUs ejecutan el mismo código, solo que cada GPU ejecu-
ta una iteración distinta de las dos existentes. En concreto, cada GPU está
al cargo de calcular un conjunto diferente de potencias de X. Denotamos
en el texto como GPU0 la primera GPU y mediante GPU1 a la segunda, de
manera que la GPU0 (con índice g = 0 en el bucle del algoritmo) calcula
las potencias pares de X mientras que la GPU1 (con índice g = 1) calcula
las impares.
Las potencias de la matriz X están almacenadas en un vector o array
de matrices A,
A = [A(i)]i=0,...,m, A(i) ∈ Rn×n ,
siendo m = d2 + g · mo´d (d, 2), donde g ∈ {0, 1} representa el número de
dispositivo. El valor de este array para cada GPU después de la ejecución
del Algoritmo 4.2 es
A =
{ (
X2 X2 X4 X6 X8 . . .
)
if GPU0(
X X2 X3 X5 X7 . . .
)
if GPU1
.
Las matrices A(0) y A(1) han sido utilizadas de una manera especial en
ambos dispositivos tal que los productos matriciales pueden ser llevados a
cabo mediante la rutina correspondiente de CUBLAS, permitiendo trasladar
el Algoritmo 4.2 directamente a CUDA. Esto implica que la GPU1 tiene que
calcular X2 (línea 6) aunque no es una potencia impar porque se necesita
para calcular el resto de potencias. También, la GPU0 tiene que almacenar
X2 en A(0) (línea 8) aunque este término ya está en A(1) dado que los
argumentos que son punteros a matrices en la multiplicación de CUBLAS
no pueden referenciar a la misma posición de memoria.
La segunda etapa es la evaluación del polinomio, y puede verse en el
Algoritmo 4.3. El algoritmo se basa en la misma idea utilizada anteriormente
en el Algoritmo 4.2, que consiste en un bucle paralelo, donde cada GPU
ejecuta una iteración. Cada GPU utiliza la matriz A calculada en la etapa
anterior. El algoritmo recibe un grado de polinomio q como argumento que
será d como argumento actual para la solución de la Ecuación 4.1. La GPU0
calcula los términos pares de la Ecuación 4.1 en la matriz B, mientras que
la GPU1 calcula los impares en su propia matriz B. La matriz hB es un
vector de dos matrices alojada en el host. La matriz hB(0) es para la GPU0
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Algoritmo 4.3 Algoritmo para la evaluación de polinomios matriciales en
2-GPUs.
1: function evaluate2( n, q, α¯, A ) return P
2: #pragma omp parallel for
3: for g ← 0, 1 do
4: m = q/2 + g · mo´d (q, 2)
5: if g = 0 then
6: B ← α0I
7: else
8: B ← α1A(0)
9: end if
10: for i← 1 + g,m do
11: B ← B + α2i−gA(i)
12: end for
13: hB(g)← B
14: end for
15: (host) P ← hB(0) + hB(1)
16: end function
y la hB(1) es para la GPU1. Cada GPU carga su propia matriz B en la
componente correspondiente de la matriz hB (línea 15). El último paso lo
lleva a cabo el host para formar el resultado final, esto es, la evaluación del
polinomio de matrices P (Ecuación 4.1). Por simplicidad en la descripción de
los algoritmos hemos omitido las transferencias host-GPU que son necesarias
antes de los cálculos.
4.3 Resultados de la evaluación de polinomios ma-
triciales
Los resultados experimentales que se muestran en este apartado han sido
obtenidos en el entorno de ejecución GPU (Sección 2.2). En primer lugar
mostramos en la Figura 4.1 el tiempo de ejecución (arriba) y speedup (aba-
jo) para la evaluación de un polinomio, teniendo como base la Ecuación 4.1,
y para diferentes grados entre 4 y 20. La matriz X posee un tamaño fijo
de n = 4000 en este ejemplo. Ambos gráficos muestran cómo la GPU su-
pera claramente las prestaciones de la CPU en nuestro sistema por lo que
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Figura 4.1: Tiempo de ejecución y speedup para evaluar un polinomio ma-
tricial con matriz de tamaño n = 4000 y variando el grado.
omitiremos los resultados en la CPU en el resto del análisis.
La Figura 4.2 muestra el incremento de velocidad logrado usando dos
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Figura 4.2: speedup para la evaluación de polinomios matriciales en 2-GPUs
con respecto a 1-GPU.
GPUs con respecto a una sola. El incremento de velocidad aumenta con
el grado del polinomio y también con respecto a los tamaños de la matriz.
Sin embargo, el incremento con el aumento del tamaño de la matriz es
menor que el obtenido con el aumento del grado del polinomio. También se
observa una forma de diente de sierra en las gráficas. Esto es debido a que
la carga de trabajo está desequilibrada, el tiempo de ejecución depende de
la paridad del grado. Si el grado es impar una de las dos GPUs realiza una
multiplicación de más que la otra.
También presentamos la relación entre el tiempo para calcular las po-
tencias de matrices en el polinomio y el tiempo de evaluación (Figura 4.3).
El primer paso posee un coste cúbico mientras que el segundo es cuadrático.
La figura muestra claramente la diferencia de tiempos entre ambos pasos.
Por último, hemos forzado al sistema a realizar un cálculo maximizando el
tamaño de problema y el grado. El tiempo obtenido para evaluar un polino-
mio de grado 6 con un tamaño de matriz n = 11000 fue de 13,50 segundos
con una GPU y de 8,43 segundos con dos GPUs.
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Figura 4.3: Relación entre el cálculo de las potencias de matrices y la
evaluación de polinomios matriciales (en porcentaje) en 2-GPUs.
4.4 Un algoritmo paralelo eficiente
Existe una conocida técnica que permite reducir el número de cálculos nece-
sarios (productos de matrices) para evaluar un polinomio como el mostrado
en la Ecuación 4.1 [76]. Por concisión, en lo sucesivo llamaremos a esta técni-
ca encajonamiento.Demostraremos esta técnica a través de un ejemplo. Su-
pongamos que el grado d del polinomio para evaluar es 14. La Ecuación 4.1
puede expresarse de la siguiente manera usando la propiedad asociativa.
P =
14∑
i=0
α14−iX14−i (4.2)
= α14X
14 + α13X
13 + α12X
12 + α11X
11 + α10X
10 + α9X
9 + α8X
8
+ α7X
7 + α6X
6 + α5X
5 + α4X
4 + α3X
3 + α2X
2 + α1X + α0I
= X12
(
α14X
2 + α13X + α12I
)
+X8
(
α11X
3 + α10X
2 + α9X + α8I
)
+ X4
(
α7X
3 + α6X
2 + α5X
1 + α4I
)
+
(
α3X
3 + α2X
2 + α1X + α0I
)
.
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Sea Qq(α¯,X) el polinomio de grado q en X con coeficientes dados por
el vector α¯ = {αq, αq−1, . . . , α1, α0},
Qq(α¯) = Qq(α¯,X) = αqX
q + αq−1Xq−1 + · · ·+ α1X + α0I , (4.3)
entonces el polinomio de la Ecuación 4.2 puede ser reescrito así:
P = X12Q2(α¯14:12) +X
8Q3(α¯11:8) +X
4Q3(α¯7:4) +Q
3(α¯3:0) (4.4)
= X4(X4(X4(Q2(α¯14:12)) +Q
3(α¯11:8)) +Q
3(α¯7:4)) +Q
3(α¯3:0) .
El ejemplo utiliza un tamaño de “encajonamiento” de b = 3, lo que
quiere decir que el tamaño del polinomio más grande en la expresión de la
Ecuación 4.4 es de 3. El tamaño de encajonamiento b también quiere decir
que la potencia b+ 1 de la matriz X (X4 en el ejemplo) es utilizada como
factor común para derivar la Ecuación 4.4. Es fácil observar que el número
de operaciones en la Ecuación 4.4 is menor que en la Ecuación 4.1.
El Algoritmo 4.4 muestra el proceso de evaluación de un polinomio
utilizando encajonamiento. En las líneas 2-5 se rellena el vector A de tamaño
b+ 1 con las potencias de X de manera que
A = [Xi+1]i=0,...,b =
(
X X2 X3 . . . Xb−1 Xb Xb+1
)
. (4.5)
El vector A será utilizado para evaluar polinomios del tipo Qq(α¯,X)
en la expresión de la Ecuación 4.3. Este algoritmo es equivalente al Algo-
ritmo 4.1 dado que ambos resuelven el mismo problema. Una vez que el
vector A ha sido calculado, el Algoritmo 4.4 (línea 6) llama a la rutina
encajonamiento (Algoritmo 4.5).
El Algoritmo 4.5 es recursivo y evalúa polinomios usando el método que
presenta la Ecuación 4.4. Suponiendo que el factor de encajonamiento es b,
para el caso general, calcula una matriz Pi tal que
Pi ← Xb+1Pb+i+1 +Qb(α¯b+i:i) = Xb+1Q1 +Q2 , (4.6)
para i = 0, b + 1, 2(b + 1), 3(b + 1), . . . El caso base de esta recursión es
alcanzado cuando d− i ≤ b, lo que quiere decir que ya no hay posibilidad de
realizar más “encajonamiento”. En este caso, el algoritmo evalúa el polinomio
Qq(α¯q+i:i), siendo q = d− i. Se puede demostrar fácilmente que la recursión
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Algoritmo 4.4 Algoritmo para la evaluación de un polinomio de matrices
utilizando encajonamiento.
1: function box_eval( n, X, d, α¯, b ) return P
2: A(0) = X
3: for i← 1, b do
4: A(i)← A(i− 1) ·X
5: end for
6: P ← encajonamiento( n, d, b, 0, α¯, A )
7: end function
Algoritmo 4.5 Algoritmo recursivo para evaluar polinomios de matrices
utilizando encajonamiento.
1: function encajonamiento( n, d, b, i, α¯, A ) return P
2: q ← d− i
3: if q ≤ b+ 1 then
4: P ← eval( n, q, α¯q+i:i, A )
5: else
6: Q1 ← encajonamiento( n, d, b, i+ b+ 1, α¯, A )
7: Q2 ← eval( n, b, α¯b+i:i, A )
8: P ← A(b) ·Q1 +Q2
9: end if
10: end function
de la Ecuación 4.6 aplicada al ejemplo de la Ecuación 4.4 da
P = P0 = X
4P4 +Q
3(α¯3:0)
P4 = X
4P8 +Q
3(α¯7:4)
P8 = X
4P12 +Q
3(α¯11:8)
P12 = Q
2(α¯14:12) .
La función recursiva encajonamiento hace uso de otra función lla-
mada eval. La función eval( n, q, α¯, A ), mostrada en el Algoritmo 4.6,
calcula Qq(α¯q+i:i) siendo que q ≤ b+ 1.
Ahora vamos a desarrollar el coste teórico de los algoritmos en térmi-
nos de productos de matrices dado que esta es de lejos la operación más
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Algoritmo 4.6 Dados las b + 1 potencias de una matriz X almacenadas
en el vector A tal como muestra la Ecuación 4.5, este algoritmo evalúa un
polinomio de matrices.
1: function eval( n, q, α¯, A ) return R
2: R← α0I
3: for i← 0, q − 1 do
4: R← R+ αi+1A(i)
5: end for
6: end function
costosa para evaluar el polinomio. Sea d el grado del polinomio, entonces
el Algoritmo 4.1 realiza d−1 productos matriciales. Supongamos que b es el
factor de encajonamiento, esto es, el grado del polinomio de encajonamien-
to, entonces el número de productos necesarios para obtener las potencias
de X (Ecuación 4.5) es b− 1, a las cuáles añadimos una más para obtener
Xb+1, dando lugar a un total de b productos de matrices (Algoritmo 4.4).
Por simplicidad asumimos que d + 1 = k · (b + 1), siendo k un entero po-
sitivo. Entonces, el Algoritmo 4.5 realiza k − 1 productos matriciales en la
recursión (Ecuación 4.6). El número total de productos de matriz realizados
por el Algoritmo 4.4 es, entonces,
b+ k − 1 = b+ d+ 1
b+ 1
− 1 . (4.7)
Un número mínimo de productos de matriz realizados por el método del
encajonamiento se deriva de la expresión de la Ecuación 4.7, dando lugar
a un valor de b como el entero más cercano a
√
d+ 1 − 1. Utilizando este
valor, el speedup alcanzable puede ser calculado como
speedup =
d− 1
2
(√
d+ 1− 1) ,
y no es difícil demostrar que
√
d+1
2 es una cota inferior para el speedup
teórico, para d ≥ 3.
El speedup del Algoritmo 4.2 para 2-GPUs crece con el grado del poli-
nomio (Figura 4.2). Cuando se utiliza el encajonamiento, el grado b del po-
linomio de encajonamiento suele ser pequeño, limitando así la oportunidad
de acelerar la aplicación. Por este motivo, proponemos una aproximación
58 Evaluación de polinomios matriciales
diferente al problema de incrementar las prestaciones de la evaluación de
polinomios en dos GPUs. Nuestra solución está basada en el particiona-
do de las matrices con la intención de que las dos GPUs participen en la
multiplicación de cada par de matrices.
Considérense las siguiente particiones:
Xp−1 =
(
X1 X2
)
,
Xp =
(
Y1 Y2
)
,
donde X1, Y1, X2, Y2 ∈ Rn×(n/2) (se asume por simplicidad que n es par),
entonces
Xp = X ·Xp−1 = X ·( X1 X2 ) = ( X ·X1 X ·X2 ) = ( Y1 Y2 ) ,
probando que el cálculo de cada potencia p de X puede ser llevado a ca-
bo realizando dos productos independientes de matrices, siempre y cuando
cada GPU tenga toda la matriz X y las dos mitades de la partición de la
potencia p − 1 de X. El Algoritmo 4.7 realiza el cálculo de las potencias
de X utilizando esta partición de las matrices. Al principio (línea 5), las
dos GPUs reciben toda la matriz X del host (esta matriz se denota por
hX). El símbolo ⇐ representa transferencias host-GPU, GPU-host o entre
GPUs distintas. Una mitad del factor X es copiada en la primera matriz
del vector, esto es, A(0) (línea 6). A continuación, por medio del bucle de
las líneas 7 a 9, el algoritmo calcula una mitad de cada potencia de X. La
GPU0 calcula las primeras n/2 columnas de estos factores y las almace-
na en las matrices A(i) ∈ Rn×n/2, i = 0, . . . , b − 1. De manera similar, la
GPU1 almacena las n/2 + mod(n, 2) columnas desde la n/2 a la n − 1 de
las potencias de matrices correspondientes A(i) ∈ Rn×n/2+mod(n,2).
Para evaluar los polinomios de encajonamiento de grado b es necesa-
rio también que las dos GPUs tengan todo el factor Xb+1. Cada GPU ha
calculado solo una mitad de este factor que ha sido almacenado en la co-
rrepondiente mitad de B (línea 10). Ahora se necesitan intercambiar estas
partes del factor B de manera que, al final, las dos GPUs tengan el fac-
tor Xb+1 almacenado en B. En la línea 11, la GPU g envía las columnas
ig : jg a la otra GPU. El índice de la otra GPU es identificado por g¯, donde
g¯ = 1 − g. La matriz B¯ se refiere a la matriz B en la otra GPU. Hemos
utilizado la rutina CUDA cudaMemcpyPeerAsync para realizar esta comuni-
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Algoritmo 4.7 Algoritmo para calcular las b + 1 potencias de la matriz
X en dos GPUs.
1: function compute_powers2( n, b, hX ) return (A, X, B)
2: i0 = 0, j0 = n/2− 1, i1 = n/2, j1 = n− 1
3: #pragma omp parallel for
4: for g ← 0, 1 do
5: X ⇐ hX
6: A(0)← X(:, ig : jg)
7: for k ← 1, b− 1 do
8: A(k)← X ·A(k − 1)
9: end for
10: B(:, ig : jg)← X ·A(b− 1)
11: B(:, ig¯ : jg¯)⇐ B¯(:, ig¯ : jg¯)
12: end for
13: end function
cación entre iguales (peer-to-peer) entre las dos GPUs. Esta función permite
realizar copias de memoria entre dos dispositivos diferentes evitando el al-
macenamiento intermedio en la memoria del host. La rutina no comienza
hasta que todas las instrucciones emitidas previamente a cada dispositivo
se hayan completado, siendo a su vez asíncrona con respecto al host.
El algoritmo para evaluar el polinomio (Ecuación 4.1) utilizando enca-
jonamiento en dos GPUs está descrito en el Algoritmo 4.8. Antes de la utili-
zación de este algoritmo se supone que ya se ha ejecutado el Algoritmo 4.7,
cuya función compute_powers2 ha permitido calcular las potencias 1
a b+ 1 de X, y éstas están almacenadas en ambas GPUs. Los argumentos
A y B son factores previamente almacenados en la memoria del dispositivo.
El argumento i del Algoritmo 4.8 es utilizado para indexar el vector α¯ y
también para controlar la recursión. La matriz resultado P , que contiene la
solución del polinomio, es una matriz local a cada GPU de n/2 columnas
(o n/2 + 1 en el caso de la GPU1 si n es impar). Asimismo, las matrices au-
xiliares Q1 y Q2 poseen el mismo tamaño que P . Éstas son utilizadas para
realizar el producto de la línea 11, que corresponde a la operación mostrada
en la recursión descrita por la Ecuación 4.6. La Figura 4.4 muestra gráfica-
mente la disposición de este producto entre las dos GPUs. Todo el proceso
de evaluación es llevado a cabo en paralelo entre ambos dispositivos sin
que medie ninguna comunicación. Solo al terminar, el sistema CPU recibe
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Algoritmo 4.8 Algoritmo recursivo para evaluar un polinomio de matrices
utilizando encajonamiento en dos GPUs.
1: function encajonamiento2( n, d, b, i, α¯, A, B ) return P
2: #pragma omp parallel for
3: for g ← 0, 1 do
4: q ← d− i
5: if q ≤ b+ 1 then
6: P ← eval( q, α¯q+i:i, A ) . Algoritmo 4.6
7: else
8: Q1 ← encajonamiento2( n, d, b, i+ b+ 1, α¯, A, B )
9: Q2 ← eval( n, b, α¯b+i:i, A ) . Algoritmo 4.6
10: P ← B ·Q1 +Q2
11: end if
12: end for
13: end function
Algoritmo 4.8
←
B Q1 Q2
g = 0 g = 1
P
g = 0 g = 1
· +
g = 1g = 0g = {0, 1}
Línea 10
Figura 4.4: Multiplicación de 2 matrices en 2 GPUs.
los fatores P de ambas GPUs para contruir la matriz cuadrada final que
representa la solución al polinomio. Esto se efectúa después de la ejecución
del Algoritmo 4.8.
4.5 Resultados de la evaluación utilizando encajo-
namiento
A continuación se muestran los diferentes aspectos del comportamiento del
algoritmo utilizando encajonamiento. Primero, en la Figura 4.5 se traza la
evolución del tiempo en relación con el factor de encajonamiento b utilizado.
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Figura 4.5: Gráficas de tiempo de ejecución para la evaluación de un poli-
nomio con tamaño de matriz n = 6000 para distintos grados de polinomio
en función del factor de encajonamiento b en 1-GPU.
Según los experimentos se comprueba que el valor b = b√d+ 1c − 1 obte-
nido a través de la derivación teórica es la mejor opción en caso de 1-GPU.
Analizamos el comportamiento de las dos GPUs para ver si el producto
matricial puede dar lugar a un resultado diferente. El tiempo para obtener
la matriz resultado P se divide en dos pasos: el cálculo de las potencias de
la matriz X (términos del polinomio Qb(α¯) – Ecuación 4.3), y la evaluación
del polinomio utilizando la función recursiva encajonamiento2 descrita
en el Algoritmo 4.8. Este tiempo se muestra en la Figura 4.6. El cómputo
de las potencias crece linealmente con el factor de encajonamiento b y es
exactamente el mismo para todos los grados de polinomio puesto que solo
depende de b. La carga de trabajo a realizar para evaluar el polinomio me-
diante el Algoritmo 4.8 se reduce a medida que b crece dado que el número
de términos Pi en la recursión (Ecuación 4.6) decrece. El mejor factor de
encajonamiento está alrededor del cruce entre las líneas que muestra la Fi-
gura 4.6. La Figura 4.7, que muestra el tiempo total para la evaluación del
polinomio en dos GPUs, tiene el mismo aspecto que la Figura 4.5 en una
GPU.
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Figura 4.6: Gráficas de tiempo de cálculo de potencias de X y evaluación
de un polinomio con tamaño de matriz n = 6000 para distintos grados de
polinomio en función del factor de encajonamiento b en 2-GPUs.
El siguiente experimento muestra el speedup del algoritmo utilizando
encajonamiento. La Figura 4.8 muestra el incremento en velocidad alcan-
zado por el uso de las dos GPUs y cómo esta mejora crece a su vez con
el tamaño del problema gracias a la paralelización de la multiplicación de
matrices. El grado del polinomio no infiere una gran diferencia en el incre-
mento de velocidad debido al pequeño peso que tienen las comunicaciones
host-GPU con respecto al peso de la computación.
4.6 Conclusiones
En este capítulo hemos estudiado el problema de evaluar polinomios de
matrices en computadores modernos de cálculo intensivo que disponen de
aceleradores hardware. Nuestra motivación surge de la ausencia de ningún
software y/o contribución que trate este problema y de su utilidad en el
contexto descrito en el capítulo anterior, donde se generaba un polinomio
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Figura 4.7: Gráficas de tiempo de ejecución para la evaluación de un poli-
nomio con tamaño de matriz n = 6000 para distintos grados de polinomio
en función del factor de encajonamiento b en 2-GPU.
matricial para representar el relieve de una superficie. En nuestro caso hemos
trabajado con GPUs de NVIDIA pero los resultados también son aplicables
a otros tipos de coprocesadores. En esencia, el algoritmo propuesto es sen-
cillo y se basa en la existencia de una rutina de multiplicación de matrices
eficiente para ese hardware. El resto de propuestas realizadas en el capítulo
no necesitan ser cambiadas.
En primer lugar hemos planteado una posible solución sobre la que tra-
bajar y poder realizar comparaciones. Esta solución se basa en distribuir
el cómputo de las potencias de la matriz entre las GPUs. La propuesta
funciona bien en el caso de que el grado del polinomio sea alto y no se
utilice encajonamiento. Sin embargo, la solución más útil es la segunda,
donde el paralelismo se obtiene del particionado de la matriz para dividir
este producto entre las GPUs. Esta solución funciona bien cuanto mayor
es el tamaño de la matriz y es independiente del grado del polinomio. El
algoritmo propuesto para la evaluación de polinomios matriciales es sencillo
gracias a su carácter recursivo y utiliza lo que hemos decidido llamar co-
64 Evaluación de polinomios matriciales
 0
 0.5
 1
 1.5
 2
 2000  3000  4000  5000  6000  7000
Sp
ee
du
p
Tamaño de la matriz
Speedup en 2−GPUs
d=20
d=30
d=40
d=50
Figura 4.8: Gráficas con el speedup obtenido por 2-GPU con respecto a 1-
GPU para la evaluación de un polinomio con tamaño fijo de matriz n = 6000
variando el tamaño de la matriz y en función del grado del polinomio,
utilizando un factor de encajonamiento óptimo.
mo encajonamiento, una técnica que reduce el número de multiplicaciones
necesarias para la evaluación.
Destacamos el método propuesto para implementar los algoritmos por
su sencillez y efectividad. El método se resume en la utilización de hilos
OpenMP generados en bucles paralelos donde cada iteración es ejecutada
por una GPU. El código escrito sirve para las dos GPUs (o más GPUs si exis-
tiesen en el sistema). Esta solución se puede utilizar bajo la especificación
v3.0 de OpenMP o superior para poder utilizar la directiva threadprivate.
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En este capítulo trabajamos con otro problema relacionado con la produc-
ción agrícola en el área del Rio São Francisco, aunque las soluciones y re-
sultados estudiados en esta tesis son extrapolables a otras zonas agrícolas.
Trabajamos con una metodología diseñada en particular para representar
variables meteorológicas del clima en esta zona. Estas variables, entre las
que se encuentra por ejemplo la temperatura, son conocidas gracias a sen-
sores estratégicamente situados a lo largo y ancho del área bajo estudio.
Sin embargo, no es posible conocer el valor de estas variables en cualquier
punto por este medio debido a la poca densidad del número de sensores.
Mediante un método de interpolación espacial basado en el inverso de la
potencia de la distancia es posible inferir potencialmente el valor de una de
estas variables en cualquier punto del terreno. Este método puede necesi-
tar de una gran capacidad computacional, siendo además crítico el tiempo
de respuesta. Nosotros hemos optimizado el procedimiento de cálculo utili-
zando computación paralela heterogénea, es decir, utilizando multicores y
GPUs.
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5.1 Introducción
El alto coste computacional de una simulación climática, realizada con un
modelo numérico que reproduzca el comportamiento, supone un importante
reto científico. Este coste puede limitar la resolución espacial de las simula-
ciones y obligar a la búsqueda constante de un equilibrio entre la longitud
del período simulado, los recursos computacionales con los que se cuenta, y
el tiempo de ejecución de que se disponga [77]. Estas limitaciones compu-
tacionales se van superando a medida que avanza la potencia computacional
de los nodos de cómputo. Sin embargo, desde el punto de vista del progra-
mador de HPC, sigue presente el reto de extraer el máximo de las máquinas
modernas que frecuentemente basan su potencia computacional en la hete-
rogeneidad de los aceleradores para resolver este problema.
El Instituto Nacional de Meteorología Brasileño (INMET) [78] man-
tiene una red de estaciones meteorológicas en todo el país. De todas ellas,
24 concretamente están en situadas en la región agrícola del Valle del Rio
São Francisco. Los datos obtenidos por las mismas son de alta calidad, pero
su tratamiento no es trivial, es necesario procesarlos adecuadamente. En
particular, el clima tropical existente en la zona es muy variable y requiere
de un cuidadoso tratamiento. Además, el mantenimiento de las estaciones
meteorológicas es muy caro. Esto hace difícil que se puedan instalar nue-
vas estaciones meteorológicas en todos lo sitios. La solución pasa por inferir
datos meteorológicos en puntos donde no hay estaciones. Así pues, las simu-
laciones climáticas de alta resolución se han convertido en una herramienta
muy importante y de gran impacto, entre otras cosas, por el impacto que
tiene su estudio en temas como el cambio climático global.
El problema que nos ocupa en este caso de estudio es el alto coste
computacional al cálculo necesario para estimar las variables meteoroló-
gicas que representan el clima. El método de interpolación espacial [79]
utilizado requiere una potencia de cálculo considerable para tratar con un
conjunto muy grande de datos. La aparición de nuevas tecnologías para
la computación de alto rendimiento, junto con la llegada de arquitecturas
multicore y multi-GPU, aceleran la solución de problemas complejos de alto
coste computacional. En este escenario, el objetivo general de este capítulo
consiste en acelerar los cálculos necesarios para realizar estas simulaciones
climáticas basadas en la representación de variables meteorológicas por el
método de interpolación espacial del inverso de la potencia de la distancia.
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En la sección siguiente se explica el modelo matemático en el que se basa
la representación de las variables meteorológicas. En particular, en la Sec-
ción 5.3 se analiza el comportamiento del algoritmo secuencial que trabaja
con la temperatura como variable meteorológica de ejemplo. En base a es-
te análisis se plantea una solución paralela para GPUs (kernel CUDA) y
una paralelización completa heterogénea en el mismo apartado. Los resul-
tados experimentales de nuestra solución se muestran en la Sección 5.4. El
capítulo termina con una sección de resultados.
5.2 Representación de variables meteorológicas del
clima
El modelo matemático para la representación de variables meteorológicas es
un procedimiento para calcular el valor de un atributo en zonas donde no hay
muestras de variables meteorológicas, estando estos atributos situados en la
misma región. El método aplicado de ponderación espacial del Inverso de
la Potencia de la Distancia (IPD) es un estimador de carácter determinista,
con el cual se obtiene un valor interpolado a partir de una combinación
lineal de los valores de los puntos de muestreo, ponderados por el método
de interpolación espacial del inverso de la potencia de la distancia (véase
Figura 5.1). El método considera, pues, que los puntos próximos a los lugares
no incluidos en la muestra son más representativos que los más lejanos. Los
pesos se asignan en proporción al inverso de la distancia a los valores de
potencia de los puntos estimados y reales [80, 81].
Método de interpolación espacial del Inverso de la Potencia de la Dis-
tancia
El IPD es un método de interpolación espacial. La intención del método
no es la de caracterizar completamente un fenómeno físico por medio del
conjunto de factores que están en su origen. Su objetivo es la interpolación
de los valores observados [79]. La interpolación espacial convierte los da-
tos de observaciones puntuales en campos continuos, produciendo patrones
espaciales que se pueden comparar con otras entidades espaciales.
La forma general de encontrar un valor interpolado para un punto dado
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Figura 5.1: Esquema de la representación de variables meteorológicas del
clima, considerando los círculos las estaciones meteorológicas y los cruces de
las rectas las combinaciones lineales de los valores de los puntos de muestreo.
r utilizando el IPD está representada en la siguiente ecuación:
fe(r) =
∑n
i=1 d(r, ri)
−p(fm(ri))∑n
i=1 d(r, ri)
−p , (5.1)
donde la descripción de los parámetros puede encontrarse en la Tabla 5.1.
El principio en que se basa el IPD es simple y consiste en que, en media,
los valores de un atributo tienden a ser similares en los lugares más cercanos
que en los más distantes. Para predecir un valor en cualquier lugar, el IPD
debe utilizar los valores medidos en su entorno, que tendrán un peso mayor
que los valores más distantes, o sea, cada punto tiene una influencia en el
nuevo punto que disminuye a medida que aumenta la distancia. Este con-
cepto también tiene como base las relaciones espaciales entre los fenómenos
geográficos y la utilización de correlación espacial como un promedio de la
diferencia entre los atributos estimados [79].
Se ha realizado una revisión de la literatura relacionada más actual pa-
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Tabla 5.1: Descripción de los parámetros de la Ecuación 5.1 de la interpo-
lación espacial del Inverso de la Potencia de la Distancia (IPD).
Símbolo Descripción
fe(r) Valor estimado de fe en el vector posición r
fm(ri) Valor medido de fm en el vector posición ri
n Número total de puntos conocidos y utilizados
d(r, ri) Distancia euclidiana entre los vectores r y ri
p Parámetro de potencia
ra contextualizar los trabajos realizados en el modelado de problemas de
representación de variables meteorológicas del clima. Por ejemplo en [82], la
interpolación IPD se aplica a las zonas de fuerte declive en un río, demos-
trando la eficacia del método para las variables espaciales de temperatura
y humedad relativa. Los resultados también muestran que la representación
de estas variables es independiente de la influencia de la estacionalidad, de
los efectos de la latitud y la “continentalidad”, y de las escalas espaciales y
temporales consideradas. En [83] los autores presentan un método de eva-
luación de rendimiento aplicados a la precipitación de datos espaciales en un
área específica situada en Brasil. En este trabajo se trabaja con 25 millones
de mediciones obtenidas de las estaciones, siendo recomendado el uso de la
interpolación ya que con este método se mostraba una varianza más baja y
un menor margen de error.
Uno de los métodos más estudiados en la literatura para evaluar la re-
presentación es el proceso de validación cruzada [84]. Este método se basa
en eliminar un conjunto de datos de la muestra, utilizando un estimador
ponderado en función de la distancia. Las estimaciones del valor surgen
con la cantidad retirada de las muestras restantes. Ellos son, por lo tan-
to, dos valores al mismo punto, el real y el estimado. Este procedimiento
se repite para todas las muestras disponibles. La validación cruzada es un
procedimiento estadístico libre de distribución teórica, que tiene un alto
rendimiento en la aplicación de los métodos de representación. Este método
nos permite comparar teóricamente varios modelos y valores empíricos ob-
tenidos en el muestreo. Con base en el análisis de los errores de estimación
podemos seleccionar el mejor modelo [85].
A partir de los trabajos anteriores se fue mejorando la técnica de tal
forma que se encontraron cantidades óptimas de variables meteorológicas
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del clima, reduciendo la cantidad de la muestra a partir del conjunto de
datos temporal. Luego se estimó a partir de la muestra restante. Una vez
que se realiza la estimación se puede comparar con el valor de la muestra que
se eliminó inicialmente a partir del conjunto de datos. Este procedimiento
se repite para todas las muestras disponibles. Esto puede ser visto como un
experimento en el que se imita el proceso de estimación por el supuesto de
que nunca se toma una muestra en esa ubicación [84]. En [86] se estudian
errores en las temperaturas interpoladas por el Inverso del Cuadrado de la
Distancia (IQD) obtenido a partir de 10 años de observaciones mensuales
en 1807 estaciones meteorológicas. A partir del histórico mundial, se ha
observado que el Error Absoluto Promedio (EAP) es la medida más natural
de la media de los errores de una interpolación espacial:
EAP =
1
n
n∑
i=1
|fm(rj)− fe(rj)| . (5.2)
Por lo tanto, la evaluación dimensional de los valores de la interpolación
se basan en el índice EAP (Ecuación 5.2). A través de estos estudios en-
contrados en la literatura, nosotros utilizamos este índice para medir la
fiabilidad de los resultados a partir de la muestra de experimentación en
nuestro problema.
Análisis del orden de magnitud del problema
Sin entrar demasiado en los detalles de la elección de la configuración física
del modelo ni en la base de datos empleada como condición inicial y de
contorno (ya que esto queda fuera del ámbito de este trabajo), la represen-
tación de variables meteorológicas del clima que hemos tratado posee las
siguientes características para el dominio de experimentación:
 Tiene un formato de círculo de alrededor de 250 km de radio con
proximidad a Petrolina, que es la ciudad de referencia, y está situado
en la provincia brasileña de Pernambuco. Esta región es conocida como
Semi-árido Nordestino e incluye la región agrícola del Valle del Rio
São Francisco (Figura 5.2).
 Fueron utilizados valores de datos diarios de variables meteorológicas
del clima en 18 estaciones meteorológicas del INMET que operan en
este área, tomados a partir del segundo semestre del año de 2010 y
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Figura 5.2: Representación de algunas de las estaciones meteorológicas en
relación a la estación de referencia (Petrolina).
primer semestre de 2011.
 En la obtención del tiempo de ejecución no se ha contemplado el tiem-
po empleado en el pre y posprocesado de los datos. Para aproximar
el problema con los dominios de la versión secuencial del modelo, se
ha necesitado el tiempo aproximado de un día entero de ejecución
para simular 1 año empleando 1 solo procesador (Intel Pentium M
755 Dothan, con 512 Mb DDR y Ati Mobility Radeon 9700 128 Mb).
Estos datos fueron utilizados para validar el parámetro de potencia p
(Ecuación 5.1) obtenido para un período de 1 año.
 Los valores de variables meteorológicas del clima fueron obtenidos por
medio del IPD (Ecuación 5.1) variando el parámetro de potencia p de
25 hasta 0, decreciendo en pasos de valor 0.1. El IPD fue determinado
utilizando los valores de EAP (Ecuación 5.2) calculados mediante la
validación cruzada aplicada a los datos de los períodos. En esta etapa
fueron obtenidos los valores de p de las épocas del año: invierno, pri-
mavera, verano y otoño, para las estaciones meteorológicas utilizadas
y localizadas en el Valle del Rio São Francisco que se pueden ver en
la Tabla 5.2.
72 Variables meteorológicas del clima
T
ab
la
5.
2:
T
ab
la
co
n
lo
s
da
to
s
m
et
eo
ro
ló
gi
co
s:
E
st
ac
io
ne
s
m
et
eo
ro
ló
gi
ca
s,
pr
ov
in
ci
as
br
as
ile
ña
s
(U
F
),
lo
ng
it
u-
de
s,
la
ti
tu
de
s,
al
ti
tu
de
s
y
di
st
an
ci
as
en
re
la
ci
ón
a
la
es
ta
ci
ón
m
et
eo
ro
ló
gi
ca
de
re
fe
re
nc
ia
(P
et
ro
lin
a)
.
E
st
ac
io
n
es
U
F
Lo
ng
it
ud
es
(◦
)
La
ti
tu
de
s
(◦
)
A
lt
it
ud
es
(m
)
D
is
ta
nc
ia
s
(k
m
)
A
rc
ov
er
de
P
E
-3
7.
03
14
-8
.2
50
8
52
2.
0
45
9.
0
A
fr
an
io
P
E
-4
1.
00
18
-8
.3
05
4
52
2.
0
10
7.
0
C
ab
ro
bó
P
E
-3
9.
31
44
-8
.5
03
6
34
2.
0
19
1.
6
C
an
ud
os
B
A
-3
9.
01
35
-9
.5
34
8
40
2.
0
19
8.
2
D
el
fin
o
B
A
-4
1.
20
72
-1
0.
45
53
63
7.
0
12
7.
3
E
uc
lid
es
da
C
un
ha
B
A
-3
8.
99
78
-1
0.
53
63
43
2.
0
23
7.
5
F
lo
re
st
a
P
E
-3
8.
59
22
-8
.6
10
3
32
9.
0
25
9.
7
Ja
co
bi
na
B
A
-1
1.
20
50
-4
0.
46
53
45
3.
0
23
7.
5
O
ei
ra
s
P
I
-6
.9
74
2
-4
2.
14
69
15
6.
0
20
5.
6
P
au
lis
ta
na
P
I
-4
1.
14
28
-8
.1
32
5
37
4.
0
14
4.
2
P
au
lo
A
fo
ns
o
B
A
-3
8.
13
19
-9
.2
42
8
37
4.
0
24
3.
0
P
et
ro
lin
a
P
E
-4
0.
80
00
-9
.3
83
3
37
0.
5
0
P
ic
os
P
I
-7
.0
70
8
-4
1.
40
42
23
3.
0
22
1.
0
R
em
an
so
B
A
-4
2.
08
31
-9
.6
18
9
40
1.
0
14
4.
8
Sã
o
Jo
ão
do
P
ia
uí
P
I
-4
2.
14
49
-8
.2
12
8
22
2.
0
27
9.
8
Sã
o
R
ai
m
un
do
N
on
at
o
P
I
-4
2.
41
56
-9
.0
05
4
22
2.
0
12
4.
0
Se
nh
or
do
B
on
fim
B
A
-1
0.
44
42
-4
0.
14
69
54
8.
0
13
8.
3
U
au
á
B
A
-3
9.
49
56
-9
.8
33
6
45
3.
0
15
3.
2
5.3. Análisis de rendimiento y optimización 73
5.3 Análisis de rendimiento y optimización
Antes de iniciar la optimización del algoritmo de representación de variables
meteorológicas con los modelos paralelos de computación se hace necesario
conocer el comportamiento del código secuencial, identificando las partes
que contienen los costes computacionales más altos para aplicar ahí las
optimizaciones. El Algoritmo 5.1 muestra la parte de código extraída del
total sobre la que se realizarán las optimizaciones.
El algoritmo secuencial aplica interpolación espacial a las variables del
clima (temperatura, humedad relativa del aire, velocidad del viento, ra-
diación solar, precipitación y la presión atmosférica) para valores diarios,
mensuales y anuales de datos recogidos en las estaciones meteorológicas.
Hemos recopilado tiempos de ejecución de la aplicación y, mediante
profiling llevado a cabo con la herramienta gprof [87], hemos sacado con-
clusiones apropiadas acerca del lugar en el que optimizar. Como muestra se
da parte de la ejecución con gprof:
Flat profile:
% cumulative self
time seconds seconds name
30.46 2814.31 2814.31 clCombina::interpola()
10.56 5510.12 2695.81 std::vector<clEstacao>
12.23 7114.38 1604.26 sqlite3VdbeExec
6.24 7932.07 817.69 std::dates<clEstacao>
4.17 8478.42 546.34 sqlite3BtreeMovetoUnpacked
...
Se puede comprobar que el punto con el coste computacional más gran-
de está en el método clCombina::interpola, que tiene como principal fun-
cionalidad aplicar el método de interpolación espacial del inverso de la po-
tencia de la distancia, representando hasta el 30% del total del tiempo de
ejecución.
El modelo algorítmico desarrollado permite que el método IPD interpole
los valores a partir de una combinación lineal para los puntos del muestreo.
El algoritmo consiste en dividir la computación entre varios recursos compu-
tacionales. Estos puntos se refieren a variables del clima contextualizados
anteriormente para la construcción del modelo computacional propuesto.
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Algoritmo 5.1 Rutina secuencial para la representación de variables me-
teorológicas del clima.
1: double clCombina::interpola( int e, double p ) {
2: double d, den = 0.0, num = 0.0;
3:
4: for( unsigned j = 0; j < Estacao.size(); ++j ) {
5: if(( j != e )
6: && (Estacao[e].dia == Estacao[j].dia)
7: && (Estacao[e].mes == Estacao[j].mes)
8: && (Estacao[e].ano == Estacao[j].ano)) {
10: d = de(Estacao[e].x,Estacao[e].y,Estacao[j].x,Estacao[j].y,p);
11: if( d > 0.0 ) {
12: num += Estacao[j].Vm/d;
13: den += 1.0/d;
14: }
15: }
16: }
17: if( den > 0.0 ) return num/den;
18: else return 0.0;
19: }
20: bool clCombina::processa( double p, int nthreads ) {
21: while( p < 25 ) {
22: int n = 0, e;
23: double sum = 0.0, EAP;
24:
25: for( e = 0; e < Estacao.size(); ++e ) {
26: sum += fabs( Estacao[e].Vm-interpola(e) );
27: ++n;
28: }
29: EAP = sum/n; avg += EAP; ++m;
30: if( MAEn > EAP ){ MAEn = EAP; pmin = p; }
31: if( MAEx < EAP ){ MAEx = EAP; pmax = p; }
32: p += 0.25;
33: }
34: }
La construcción de la combinación lineal de los puntos de muestreo es
la parte más costosa del proceso global lo que ofrece una buena oportunidad
para aplicar paralelismo. El método IPD está representado por una matriz A,
y todos los elementos de la matriz se pueden calcular de forma independiente
y simultánea. Esto se puede realizar mediante la partición de la suma en
trozos de diferentes tamaños. Nuestro programa paralelo se basa en este
enfoque ya que el valor habitual para el orden de la suma r varía entre 1 y
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n, donde n en nuestros experimentos posee un valor de aproximadamente
13 millones de términos por período de experimentación. Dividimos, pues,
la suma en trozos, donde cada trozo posee un tamaño determinado que se
calcula en función de la potencia de cómputo del recurso computacional
elegido para ejecutar ese trozo. El algoritmo básico es muy parecido al
mostrado en el Capítulo 3 (Algoritmo 3.2), habiendo sido convenientemente
adaptado al problema actual. De la misma forma que antes, el algoritmo
muestra el esquema utilizado para la partición de carga de trabajo entre
CPU y GPU.
La construcción de la matriz a través de un kernel CUDA resulta bas-
tante natural gracias al paralelismo intrínseco al cálculo. Se aprovecha tan-
to el hecho de que todos los elementos de matriz se pueden calcular al
mismo tiempo como que cada término de la suma es independiente de
cualquier otro. Con el fin de utilizar toda esta concurrencia se ha crea-
do un grid bidimensional para los bloques de threads. El bloque de tamaño
BLOCK_SIZE_X×BLOCK_SIZE_Y está definido por la macros de las líneas 1
y 2 del Algoritmo 5.2. Cada hilo se encuentra en el bloque a través de 2
coordenadas que están representados por las variables X y Y (líneas 4 y 5).
Los bloques de hilos están dispuestos en un conjunto de dos dimensiones. La
dimensión es de dn/BLOCK_SIZE_Xe y dn/BLOCK_SIZE_Ye, respectivamente,
siendo n la dimensión de la matriz A. El siguiente código está dentro de la
rutina matrixGPU y muestra la disposición y la llamada al kernel:
1: dim3 dimGrid( idiv( n, BLOCK_SIZE_X ), 1 );
2: dim3 dimBlock( BLOCK_SIZE_X, BLOCK_SIZE_Y );
3: compute_kernel<<< dimGrid, dimBlock >>>( dEstation, dv, p, n );
donde idiv es una rutina que devuelve la longitud entera de las dos úl-
timas dimensiones. El objetivo es que todos los threads puedan calcular
simultáneamente las instrucciones asignadas. El thread con las coordenadas
apropiadas es designado para calcular los términos de la suma X+j, con
j = 0 :BLOCK_SIZE_Y: n. Esta operación se especifica por el bucle que cierra
en la línea 46. Los exponentes sh_e_day, sh_e_year y e_y dependen de la
fila (Estation) y columna (j) indexadas en la matriz.
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Algoritmo 5.2 Kernel CUDA para el cálculo del IPD.
1: #define BLOCK_SIZE_X 32
2: #define BLOCK_SIZE_Y 32
3: __global__ void kernel(clEstation *Estation, double *v, p, int n) {
4: int X = threadIdx.x;
5: int Y = threadIdx.y;
6: int e = blockIdx.x * BLOCK_SIZE_X + X;
7: if( e < n ) {
8: if( Y == 0 ) {
9: sh_e_day[X] = Estation[e].day;
10: sh_e_month[X] = Estation[e].month;
11: sh_e_year[X] = Estation[e].year;
12 sh_e_x[X] = Estation[e].x;
13: sh_e_y[X] = Estation[e].y;
14: sh_e_Vm[X] = Estation[e].Vm;
15: }
16: __syncthreads();
17: day_e = sh_e_day[X];
18: month_e = sh_e_month[X];
19: year_e = sh_e_year[X];
20: x_e = sh_e_x[X];
21: y_e = sh_e_y[X];
22: Vm_e = sh_e_Vm[X];
23: for( int j = 0; j < n; j += BLOCK_SIZE_Y ) {
24: if( j+Y < n ) {
25: if( X == 0 ) {
26: sh_j_day[Y] = Estation[j+Y].day;
27: sh_j_month[Y] = Estation[j+Y].month;
28: sh_j_year[Y] = Estation[j+Y].year;
29: sh_j_x[Y] = Estation[j+Y].x;
30: sh_j_y[Y] = Estation[j+Y].y;
31: sh_j_Vm[Y] = Estation[j+Y].Vm;
32: }
33: __syncthreads();
34: day_j = sh_j_day[Y];
35: month_j = sh_j_month[Y];
36: year_j = sh_j_year[Y];
37: x_j = sh_j_x[Y];
38: y_j = sh_j_y[Y];
39: Vm_j = sh_j_Vm[Y];
40: if((day_e==day_j)&&(month_e==month_j)&&(year_e==year_j)) {
41: d = device_de( x_e, y_e, x_j, y_j, p );
42: if( d > 0.0 )
43: num += ( Vm_j / d ); den += ( 1.0 / d );
44: }
45: }
46: }
47: }
48:}
5.4 Resultados experimentales
En esta sección se van a mostrar diversos experimentos mediante los cuales
se estudia el comportamiento del algoritmo propuesto en este capítulo. Se
pretende analizar resultados obtenidos y estudiar los costes de las diferen-
tes partes de dichos algoritmos así como sus optimizaciones. Se incluyen
5.4. Resultados experimentales 77
Tabla 5.3: Tabla con el EAP y la p para la representación de la temperatura.
Períodos EAP p
Invierno 1.16 4.6
Primavera 0.94 4.8
Verano 0.97 3.3
Otoño 0.94 3.6
Tabla 5.4: Tabla con los datos de las estaciones meteorológicas: Períodos
del año, temperaturas en grados Celsius (◦C): mínima (TMin), promedio
(TPro), máxima (TMax), varianza (σ2) y la cantidad de datos (n).
Períodos TMin TPro TMax σ2 n
Invierno 17.6 23.6 30.7 2.47 13 millones
Primavera 21.6 27.4 33.1 2.25 13 millones
Verano 21.4 26.7 30.9 1.65 13 millones
Otoño 19.9 24.9 31.0 1.91 13 millones
estudios experimentales, explicaciones y comentarios detallados de la opti-
mización para el entorno de ejecución MICROMACHIN (Sección 2.2).
Análisis de la representación de la temperatura
Con el fin de presentar los resultados obtenidos de la optimización del mo-
delo de representación de variables meteorológicas del clima, se muestran
los valores simulados para la variable temperatura en esta sección. Se utiliza-
ron valores periódicos medidos en las estaciones meteorológicas. Los índices:
EAP y p calculados se pueden ver en la Tabla 5.3. Mientras que los valores
de temperatura en grados Celsius (◦C): mínima (TMin), promedio (TProm),
máxima (TMax) y cantidad de términos experimentados (n) se presentan en
la Tabla 5.4 clasificados por períodos del año y en la Tabla 5.5 por estaciones
meteorológicas.
A través de las Ecuaciones 5.1 y 5.2 calculamos los índices que represen-
tan la variaciones de la temperatura en el área de estudio. En la Tabla 5.3
se muestran las variaciones relativas calculadas cuando se utilizan los datos
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Tabla 5.5: Tabla con los datos de las estaciones meteorológicas utilizadas:
Estaciones meteorológicas, temperaturas en grados Celsius (◦C): mínima
(TMin), promedio (TPro) y máxima (TMax).
Estaciones Temperaturas (◦C) TMin TPro TMax
Arcoverde 21.05 26.00 29.32
Afranio 19.72 28.14 31.89
Canudos 16.49 25.09 31.06
Cabrobó 22.12 26.57 31.78
Delfino 22.90 26.66 31.61
Euclides Da Cunha 19.13 24.44 30.40
Floresta 19.03 23.65 28.84
Jacobina 17.93 23.98 28.89
Oeiras 19.76 25.75 30.98
Paulistana 23.04 27.09 33.14
Paulo Afonso 20.12 29.48 31.90
Petrolina 22.30 26.84 31.96
Picos 21.31 26.70 30.44
Remanso 18.71 29.16 30.14
São João do Piauí 23.62 27.52 32.47
São Raimundo Nonato 22.50 29.88 33.03
Senhor Do Bonfim 18.61 23.96 29.32
Uauá 20.43 25.27 30.52
para los períodos estimados. Los valores del índice EAP obtenidos fueron
pequeños, y fluctuaron entre 0.91% y 1.20%. Este índice sirve para medir la
fiabilidad de los resultados a partir de la muestra de experimentación, pre-
sentando un alto grado de seguridad y precisión en los valores encontrados
en nuestro problema.
Fueron obtenidos valores más grandes para el parámetro p, que indi-
ca una mayor influencia de los valores más cercanos del punto interpolado.
Para valores entre 0 < p < 1 tenemos que los puntos xk se tornan menos
acentuados, mientras que para p > 1 se ven aún más acentuados los pun-
tos [88]. Luego, los valores de p mayores que 1 en nuestro caso de estudio
indican una mayor influencia de la superficie del suelo en los valores de tem-
peratura más cercanos a los puntos interpolados [89]. Aunque las estaciones
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Figura 5.3: Mapa de calor de datos anuales para la representación de la
temperatura.
meteorológicas están distantes entre sí (Figura 5.2), se puede observar una
buena concordancia entre los valores reales y estimados de temperatura con
los datos de los períodos. Los resultados de fiabilidad obtenidos se pueden
comparar con los obtenidos por los autores Amorim et al. en [83], ya que
estos autores realizan el mismo procedimiento propuesto. Estos autores in-
terpolan las temperaturas en la región del Valle del Rio Doce teniendo en
sus resultados un bajo valor para el EAP, mostrando una alta fiabilidad de
la misma forma que en nuestros experimentos.
Con la ayuda del código de representación de variables meteorológicas
del clima y la ecuación para el IPD, se generaron mapas de calor. Los ma-
pas de calor generados representan la temperatura en cada período del año
(véase la Figura 5.3), y también se puede representar la temperatura anual
por períodos (véase Figura 5.4). En las figuras, el color azul representa las
temperaturas más bajas, mientras que el color rojo representa las tempera-
turas más altas. En estos mapas de calor es posible observar el efecto de las
desviaciones de temperatura cerca de las estaciones meteorológicas donde
los colores son más intensos y tendrán interferencias de otras estaciones a
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Figura 5.4: Mapa de calor para datos del verano (arriba-izquierda), otoño
(arriba-derecha), invierno (abajo-izquierda), y primavera (abajo-derecha)
con p igual a 3.3 y 3.6 para la representación de la temperatura.
lo largo de las distancias.
Así pues, se ha predicho la variable temperatura para un nivel consi-
derado óptimo de fiabilidad, y el modelo de representación del clima para
el Valle del Rio São Francisco se ha ajustado bien a los datos de los expe-
rimentos. Analizando los resultados, es posible observar también que, para
generar valores de temperatura cuya fidelidad sea representativa, es nece-
sario estimar los cálculos con un gran número de estaciones, lo que implica
un tiempo de procesamiento muy alto. Es decir, la fidelidad de la represen-
tación es directamente proporcional al número de estaciones e inversamente
proporcional al tiempo de procesamiento necesario para su estimación, por
lo que es crucial aplicar los modelos de computación de alto rendimiento en
la representación del clima.
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Estudio experimental del algoritmo
Con el fin de validar la metodología presentada se ha utilizado el esque-
ma paralelo propuesto para representar el modelo computacional de va-
riables meteorológicas del clima. Al igual que para el estudio del relieve
mostrado en el Capítulo 3, se ha partido de un algoritmo paralelo basado
en OpenMP+CUDA. Hemos experimentado con un número de estaciones
de 4 hasta 18 debido al grado de fiabilidad de las muestras en este rango
para obtener los tiempos de ejecución.
La ejecución del código original secuencial se presenta en la Tabla 5.6
donde
Automático: representa el tiempo de ejecución necesario para acceder a
la base de datos,
Bucle: representa el tiempo de ejecución relativo al bucle interno, y
Computación: representa el tiempo de ejecución correspondiente a la
suma de los otros dos tiempos (Automático+Bucle).
La Tabla 5.6 muestra, para distintos tamaños de problema, el tiempo
de ejecución (en segundos) obtenido con los valores experimental y con la
selección realizada en el algoritmo secuencial. Los porcentajes con respecto
al tiempo de ejecución total se muestran en las respectivas columnas en la
parte de bajo de la tabla. Estos porcentajes muestran que, para tamaños
pequeños, en MICROMACHIN el tiempo Automático es más grande que el
tiempo de Bucle. Para tamaños de problemas medianos y grandes sucede
al revés. A medida que el número de estaciones requerido es más grande,
la forma óptima de realizar la simulación tiende a dividir las tareas para
el tiempo de Bucle entre los recursos computacionales existentes. Es decir,
es preferible emplear configuraciones en las que varios cores trabajen en
paralelo en una misma simulación, aunque su rendimiento se vea desgastado
por las comunicaciones que tienen que establecer entre ellos, ya que esto se
ve compensado por el ahorro en el tiempo de ejecución.
La Figura 5.5 muestra gráficamente el detalle de los tiempos de ejecu-
ción de cada parte para 12, 14, 16, y 18 estaciones.
El problema del clima tiene como centro la combinación lineal de los
puntos de muestreo, ponderado por el modelo matemático propuesto. La
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Tabla 5.6: Análisis comparativo de los tiempos de ejecución secuencial (en
segundos).
Estaciones Automático Bucle Computación
4 3.53 1.24 4.78
6 18.07 9.23 27.30
8 90.54 62.22 152.76
10 434.60 360.63 795.27
12 988.12 1996.19 2984.31
14 4472.69 21243.02 25715.71
16 12004.17 63424.38 75428.55
18 81498.14 122191.27 203689.40
4 73.99% 26.00% 100.00%
6 66.19% 33.81% 100.00%
8 59.27% 40.73% 100.00%
10 54.65% 45.35% 100.00%
12 33.11% 66.89% 100.00%
14 17.39% 82.61% 100.00%
16 15.91% 84.08% 100.00%
18 40.01% 59.99% 100.00%
solución consiste en dos tareas principales: la construcción de la represen-
tación matricial y el cálculo de las variables del clima. Esta segunda parte
es llevada a cabo por el kernel (Algoritmo 5.2) en caso de que se utilicen
GPUs. El tamaño de la matriz resultado no es grande, mientras que la cons-
trucción de la matriz en sí requiere cálculos pesados que implican sumas de
millones de iteraciones. Esto da lugar a diversas posibilidades en cuanto a
la forma de calcular la suma de manera eficiente, es decir, a cómo realizar la
división y la distribución de la suma en distintos recursos computacionales.
La versión paralela “híbrida” desarrollada (denotada como multicore+multi-
GPU) representa las ejecuciones utilizando los cores de la CPU y 2-GPUs
simultáneamente. Se ha utilizado la cantidad óptima de los recursos compu-
tacionales del entorno de experimentación, esto es, la cantidad óptima de
cores de CPU y de las GPUs.
La Tabla 5.7 muestra, para distintos tamaños de problema, el tiempo
de ejecución (en segundos) obtenido con los valores experimentales y con la
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Figura 5.5: Análisis comparativo de los tiempos de ejecución secuencial (en
segundos).
selección realizada por el algoritmo paralelo. Los porcentajes con respecto
al tiempo de ejecución total, de la misma forma que anteriormente, son
mostrados en las respectivas columnas de la parte de debajo de la tabla.
Los porcentajes muestran que para tamaños pequeños enMICROMACHIN el
tiempo Automático es menor que el tiempo de Bucle. Ahora sin embargo,
para tamaños de problemas medianos y grandes los valores continúan siendo
más grandes, debido a la optimización aplicada. La estrategia paralela ha
conseguido dividir las tareas para el tiempo de Bucle entre los recursos
computacionales existentes de forma optimizada.
Se ha extraído también la información acerca de la escalabilidad del
código paralelo bajo el entorno de ejecución heterogéneo. Para ello se han
realizado un conjunto de pruebas circunscritas a un dominio de tamaños y
formas, variando las particiones de este dominio al ejecutarlo en paralelo
con varios recursos. Con todo esto se ha conseguido obtener la mejor com-
binación de parámetros de ejecución bajo el entorno de simulación utilizado
para los experimentos. Los parámetros óptimos obtenidos para el entorno
de ejecución han sido: 2-GPUs + 2-Procesadores Quadcore utilizando 8
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Tabla 5.7: Análisis comparativo de los tiempos de ejecución para la versión
multicore+multi-GPU (en segundos).
Estaciones Automático Bucle Computación
4 2.47 5.44 7.91
6 8.35 5.25 13.60
8 38.33 20.12 59.87
10 187.34 73.33 263.49
12 284.83 157.81 442.58
14 912.75 1250.66 2154.24
16 4283.81 2458.08 6742.75
18 14498.81 7723.21 22222.84
4 46.27% 54.00% 100.00%
6 58.78% 42.09% 100.00%
8 50.97% 48.81% 100.00%
10 66.63% 33.36% 100.00%
12 61.23% 34.31% 100.00%
14 58.50% 41.50% 100.00%
16 66.72% 33.02% 100.00%
18 65.36% 34.64% 100.00%
cores. Bajo este entorno, la carga de trabajo asignada es = (GPU, GPU,
CPU) = (40%, 40%, 20%). Los resultados muestran que el modelo paralelo
multicore+multi-GPU reduce el tiempo de ejecución significativamente. Co-
mo también se puede ver, el máximo speedup obtenido, según la Figura 5.7,
es 6,62 para la parte que hemos denotado como Automático, y 15,82 para
la parte Bucle, coincidiendo este último valor con el número de cores del
entorno de ejecución. El rendimiento obtenido con la combinación de herra-
mientas OpenMP y CUDA aventaja notablemente a la versión paralela que
aprovecha solo los cores CPU.
5.5 Conclusiones
En este capítulo se ha trabajado en el problema de la representación de va-
riables meteorológicas del clima. El problema en particular se ha centrado
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Figura 5.6: Análisis comparativo de rendimiento de los tiempos de ejecución
para el modelo multicore+multi-GPU (en segundos).
en inferir valores de estas variables en puntos del área donde no se tienen
mediciones, con base en mediciones realizadas en otros puntos de alrededor.
Se ha descrito la metodología matemática en la que se basa este método
y se han realizado los experimentos pertinentes que han demostrado que
la estimación de las variables meteorológicas necesita de una gran potencia
de cálculo. El tiempo de procesamiento es más grande cuanto mayor es el
número de estaciones y más exactitud necesitamos para su descripción. Sin
embargo, hemos observado que el problema tiene un grado de paralelismo
intrínseco importante, cosa que se ha aprovechado para desarrollar un al-
goritmo paralelo capaz de aprovechar los cores existentes en el Host. Este
paralelismo se ha podido aprovechar también con éxito para implementar
un kernel CUDA que acelera el cálculo de forma muy significativa. El dise-
ño completo de la aplicación es híbrido, es decir, utiliza todos los recursos
computacionales al alcance: cores CPU y GPUs. El diseño utilizado está
basado en el esquema planteado en el Capítulo 3 y el peso adecuado que se
le otorga a cada recurso se ha obtenido aquí de manera experimental.
La optimización de la parte computacional del problema ha dejado al
86 Variables meteorológicas del clima
 0
 2
 4
 6
 8
 10
 12
 14
 16
 4  6  8  10  12  14  16  18
Sp
ee
du
p
Numero de estaciones
Análisis comparativo del Speedup
 Automático
 Bucle
 Computación
Figura 5.7: Análisis comparativo del speedup para las partes: Automático,
Bucle y Computación.
descubierto, sin embargo, otro problema subyacente que no se ha podido
resolver convenientemente en esta tesis y concierne al tiempo necesario de
acceso a la base de datos (tiempo Automático). Queda así como trabajo
futuro la paralelización de esta parte del cálculo.
Modelado de ríos 6
En este capítulo se estudia un modelo computacional hídrico de ríos. La
alta variabilidad de los cauces hídricos de Brasil redunda frecuentemente en
fuertes inundaciones o sequías persistentes. Estos fenómenos provocan un
impacto socio-económico importante que afecta tanto a la agricultura como
al resto de formas de aprovechamiento humano de los recursos hídricos. Esto
ha motivado el desarrollo de modelos hídricos para estudiar el comporta-
miento de los acuíferos. La simulación de estos modelos es computacional-
mente costosa, y su coste aumenta con la longitud del río bajo estudio y
la precisión requerida. En este capítulo aplicamos técnicas de programación
paralela heterogénea para abordar y reducir el coste computacional de la
simulación de estos sistemas naturales.
6.1 Introducción
Brasil es un país rico en recursos hídricos, pero estos recursos no están
bien distribuidos por diversas cuestiones que atienden a razones climáti-
cas, geológicas y/o topográficas. Se puede poner a la región del Semi-árido
Nordestino como ejemplo de esta mala distribución hídrica. La región del
Semi-árido Nordestino posee altas tasas de evaporación, escasez de precipi-
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taciones y, consecuentemente, sequías frecuentes y continuas. El problema
se agrava en la medida en que los recursos hídricos se hacen cada vez más
necesarios. Las estimaciones de crecimiento de la población hacen prever
unas necesidades de almacenamiento y distribución de agua muy grandes
que permitan sostener ese mayor consumo previsible y controlar a la vez la
mayor susceptibilidad existente a la contaminación de los acuíferos. Dado
que el agua es algo vital para el desarrollo de la agricultura, los científi-
cos actualmente han dado mayor atención al desarrollo de técnicas para su
explotación y mantenimiento de su calidad.
En algunas regiones de Brasil el agua es la única fuente de vida. Es
por esto que el gobierno brasileño promueve estudios previos de los recursos
hídricos disponibles con el objeto de disminuir el impacto de las sequías
que llegan a constituir verdaderas situaciones de emergencia en algunas re-
giones. Estos estudios incluyen los aspectos de gestión económica, social y
científica. La explotación racional y sostenible de los recursos hídricos exige
que se lleven a cabo simulaciones que puedan indicar el comportamiento
de los acuíferos. Estas simulaciones, actualmente, se realizan a través de
modelos computacionales que requieren un conocimiento preciso de las ca-
racterísticas hidrológicas.
El estudio de modelos computacionales hídricos de ríos, por tanto, es
de gran importancia para entender, predecir y controlar los procesos físi-
cos que tienen lugar en ellos, además de servir como base para estudios de
transporte de contaminantes y de procesos de erosión [90]. La dificultad de
realizar ensayos de laboratorio, así como el coste económico de llevar a cabo
mediciones experimentales en campo, hacen de los modelos computaciona-
les una herramienta muy útil para el estudio de este tipo de problemas.
El modelado computacional presenta, además, la ventaja de poder estu-
diar el impacto que puede provocar una futura actuación de la ingeniería,
permitiendo la evaluación de diferentes escenarios. Todo ello a un coste eco-
nómico relativamente bajo, pero con una desventaja muy grande: el alto
coste computacional necesario para ejecutar las simulaciones. Esto nos ha
motivado a aplicar técnicas de computación paralela que permitan simular
los modelos hídricos y acelerar su ejecución. Como en capítulos anteriores
de esta tesis, hemos trabajado en un entorno heterogéneo de computación.
La estrategia utilizada también es común a la utilizada en capítulos ante-
riores: implementación de un kernel CUDA para realizar computación en
GPUs y realizar una distribución heterogénea de datos teniendo en cuenta
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la capacidad de cómputo de los recursos computacionales disponibles.
La sección siguiente muestra el trasfondo matemático en el que se basa
el modelado hídrico de ríos utilizado. La Sección 6.3 presenta la implemen-
tación realizada, mientras que los resultados experimentales están descritos
en la Sección 6.4. El capítulo termina con unas conclusiones esbozadas en
la última sección.
6.2 Modelo matemático hídrico de ríos
El modelo matemático hídrico surge a partir de las ecuaciones de flujo uni-
dimensional en función de la velocidad del agua (v) y de la profundidad
del río (y), cuyo desarrollo [3] se resume para llegar a la ecuación matricial
siguiente:
b
∂y
∂t
+A
∂v
∂x
+ v · b∂y
∂x
= 0 ,
1
g
∂v
∂t
+
v
g
∂v
∂x
+
∂y
∂x
= (So − Sf ) ,
(6.1)
donde g es la aceleración de la gravedad, x es la distancia longitudinal, t
es el tiempo, S es la escorrentía de la línea de roce, y b el ancho del área
estudiada.
La derivada total de las variables dependientes es:
dy =
∂y
∂x
dx+
∂y
∂t
dt ,
dv =
∂v
∂x
dx+
∂v
∂t
dt .
(6.2)
Los sistemas de la Ecuación 6.1 y la Ecuación 6.2 pueden ser pues-
tos en formato matricial, teniendo como variables las derivadas parciales
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dependientes:
v · b b A 0
1 0
v
g
1
g
dx dt 0 0
0 0 dx dt


∂y
∂x
∂y
∂t
∂v
∂x
∂v
∂t
 =

0
So − Sf
dy
dv
 . (6.3)
A partir del concepto de líneas características [3], como aquellas per-
turbaciones que se desplazan a lo largo del río, tenemos que estas líneas
presentan una discontinuidad en la primera derivada y de más alto orden
en las funciones dependientes, para este caso y y v. La discontinuidad pue-
de ser caracterizada por la indeterminación de la función derivada
∂y
∂x
, o
sea
∂y
∂x
= 0. Solucionando el sistema de ecuaciones matriciales de la Ecua-
ción 6.3, tenemos la siguiente ecuación:
v · b
(
1
g
dx · dt− dt2 v
g
)
− b
(
1
g
dx2 − v
g
dt · dx
)
+A · dt2 = 0 .
Solucionando la ecuación anterior tenemos
dx
dt
= v ±
√
A · g
b
. (6.4)
Considerando que
∂y
∂x
debe ser igual a cero, tenemos la solución:
−b
(
dy · dx
g
− dt · dy · v
g
)
+A
[
(So − Sf )dt2 − dt · dv
g
]
= 0 . (6.5)
Con la reorganización de la Ecuación 6.4 y sustituyendo en la Ecuación 6.5,
obtenemos el siguiente par de ecuaciones:
dx
dt
= v ± c ,
dv
dt
± g
c
dy
dt
= g(So − Sf ) .
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Aplicamos ahora el esquema implícito lineal propuesto en [3] para la
resolución de las ecuaciones anteriores, obteniendo un esquema basado en
la linearización de las ecuaciones diferenciales. Considerando el dominio del
tiempo t + 1 para el término de roce, tenemos la siguiente ecuación de
continuidad:
Qt+1i+1 −Qti
∆xi
+
bto
2∆t
(
yt+1i − yti + yt+1i+1 − yti+1
)
=
1
2
(
qti + q
t+1
i
)
. (6.6)
Reorganizando la Ecuación 6.6 y teniendo como base el área de inundación,
la ecuación de continuidad resulta:
AiQ
t+1
i +B
t+1
i+1y
t+1
i + CiQ
t+1
i+1 +Diy
t+1
i+1 = Ei ,
donde
Ai = −4 ∆t
∆xi
,
Bi = b
t
i + b
t
i+1 +
A · F ti
∆xi
,
Ci = 4
∆t
∆xi
,
Di = Bi,
Ei = 2∆t
(
qti + q
t+1
i
)
+
(
bti + b
t
i+1 +
A · F ti
∆xi
)(
yti + y
t
i+1
)
.
Desarrollando la ecuaciones anteriores, obtenemos la siguiente ecuación:
Qt+1i −Qti −Qti+1
2∆t
+
2vti
(
Qt+1i+1 −Qt+1i
)
∆xi
+ g ·Ati
(
1− F 2)t
i
,
(
yt+1i+1 − yt+1i
)
∆xi
=
g ·Ati
(zoi+1 − zoi)
∆xi
+
g
2
[
AtiS
t+1
f(i) +A
t
i+1S
t+1
f(i+1)
]
+
[
v2
(
∂A
∂x
)
y=cte
]t
i
,
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Utilizando ahora la expansión de Taylor de primer orden obtenemos:
AtSt+1f
∼= At
[
Stf +
(
∂Sf
∂Q
)t (
Qt+1 −Qt)+ (∂Sf
∂y
)
t
(
yt+1 + yt
)]
,
donde
∂Sf
∂Q
= 2
Sf
Q
,
∂Sf
∂y
=
−2Sf
K
∂K
∂y
,
Y mediante una reordenación de los términos se tiene:
AiQ
t+1
i +B
t+1
i y
t+1
i + CiQ
t+1
i+1 +Diy
t+1
i+1 = Ei , (6.7)
teniendo en cuenta las siguientes igualdades:
Ai = (1 + 2CS2i)− CS1i,
Bi = −2 ∆t
∆xi
[
gA
(
1− F 2)]t
i
+ CS3i,
Ci = (1 + 2CS2i+1) + CS1i+1,
Di = 2
∆t
∆xi
[
gA
(
1− F 2)]t
i
+ CS3i+1,
Ei = Q
t
i (1 + 2CS2i) +Q
t
i+1 (1 + CS2i+1) + 2
∆t
∆xi
gAti (zoi+1 − zoi) +
ytiCS3i + y
t
i+1CS3 + y
t
i+1CS3i+1 + 2∆t
[
v2
(
∂A
∂x
)
y=cte
]t
i
,
CS1 = 4
∆t
∆xi
vti ,
CS2 = g∆t
(
Sf
v
)t
i
,
CS3 = g∆t
[
(Sfb)
t
i − 2
(
A
Sf
K
)t
i
(
∂K
∂y
)t
i
]
.
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Las Ecuaciones 6.7 son aplicadas en cada tramo del río, para un río
particionado en n secciones, n−1 tramos y 2(n−1) ecuaciones. Las variables
son los valores de Q e y en el dominio del tiempo t+ 1 en cada sección. El
sistema de ecuaciones resultante es Qx = y donde,
Q =

A1 B1 C1 D1
A2 B2 C2 D2
A3 B3 C3 D3
· · · · · · · · · · · · · · ·
An−1 Bn−1 Cn−1 Dn−1
An−2 Bn−2 Cn−2 Dn−2
 , (6.8)
x =

Q1
y1
y2
· · ·
Qn
yn
 , e y =

0
E1
E2
· · ·
En
0
 .
La estimación del modelo hídrico consta de las siguientes partes prin-
cipales de cómputo:
1. la construcción de la matriz Q y del vector y,
2. el cálculo de la escorrentía total que se expresa por la matriz Q, y
3. la solución del sistema lineal de ecuaciones Qx = y.
Análisis del orden de magnitud del problema
Sin ánimo de entrar demasiado en los detalles de la elección de la confi-
guración física del modelo hídrico ni en la base de datos empleada como
condición inicial y de contorno, ya que esto queda fuera del ámbito de este
trabajo, diremos que el modelo computacional hídrico que se plantea posee
las siguientes características para el dominio de experimentación:
 Los datos han sido obtenidos, al igual que en capítulos anteriores,
a partir de muestras del Río São Francisco que está situado en la
comarca del Semi-árido Nordestino y que incluye la región agrícola
conocida como Valle del Río São Francisco.
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Figura 6.1: Flujo unidimensional en función de la velocidad del agua y de
la profundidad del Río São Francisco. Variable hídrica: escorrentía total.
 Se han utilizado valores de datos diarios de la variable hídrica bajo
estudio, esto es, de la escorrentía total de la superficie del río (Figu-
ra 6.1), mediante mediciones experimentales en campo tomadas por
estaciones que operan en esta área y que son propiedad de la Univer-
sidade do Vale do Río São Francisco (UNIVASF) [91]
6.3 Modelo computacional hídrico de ríos
El algoritmo secuencial del modelo hídrico de ríos posee una parte con un
alto coste computacional con un alto número de operaciones trigonométicas
en su fundamento. El Algoritmo 6.1 esboza esa parte, que se corresponde con
la formación de la matriz Q (Ecuación 6.8) y el cálculo de la escorrentía total
de la superficie del río. Es sobre esa parte sobre la que hemos trabajado para
paralelizar. La paralelización de esta parte de código resulta muy útil debido
al alto coste computacional que alcanza por tratarse de problemas muy
grandes. También resulta factible debido a la existencia de un alto grado de
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Algoritmo 6.1 Rutina secuencial para la construcción de la matriz mde.a.
1: #define XO -40.4759
2: #define YO -9.3887
3: for( int r = 1; r < My - 1; r++ ) {
4: for( int c = 1; c < Mx - 1; c++ ) {
5: d[0]= d[4] = dx;
6: d[1]= d[3] = d[5] = d[7] = sqrt(dx*dx+dy*dy);
7: d[2]= d[6] = dy;
8:
9: a[0]= atan((mde[(r+1)*Mx + c ].z - mde[r*My + c].z)/d[0]);
10: a[1]= atan((mde[(r+1)*Mx + (c+1)].z - mde[r*My + c].z)/d[1]);
11: a[2]= atan((mde[ r *Mx + (c+1)].z - mde[r*My + c].z)/d[2]);
12: a[3]= atan((mde[(r-1)*Mx + (c+1)].z - mde[r*My + c].z)/d[3]);
13: a[4]= atan((mde[(r-1)*Mx + c ].z - mde[r*My + c].z)/d[4]);
14: a[5]= atan((mde[(r-1)*Mx + (c-1)].z - mde[r*My + c].z)/d[5]);
15: a[6]= atan((mde[ r *Mx + (c-1)].z - mde[r*My + c].z)/d[6]);
16: a[7]= atan((mde[(r+1)*Mx + (c-1)].z - mde[r*My + c].z)/d[7]);
17:
18: ap = a[0];
19: for( int i = 1; i < 8; i++ ) {
20: if( ap > a[i] )
21: ap = a[i];
22: }
23: ap = fabs(ap)*180.0/PI;
24: mde[r*Mx + c].a = ap;
25: }
26: }
paralelismo intrínseco que se deriva del hecho de que muchas operaciones
se llevan a cabo de manera independiente sobre diversos datos.
El desarrollo de una versión paralela de la rutina secuencial utilizando
varios cores CPU no resulta muy difícil. Sin embargo, un aprovechamiento
eficiente de todo el sistema no es una tarea trivial. Para los experimentos
hemos considerado un sistema heterogéneo compuesto por un multicore y
un subsistema multi-GPU, tal como ha sido habitual a lo largo de todo
el trabajo de esta tesis. El esquema paralelo utilizado para particionar y
equilibrar la carga de trabajo entre los cores CPU y las GPUs ha sido el
mismo que el utilizado en capítulos anteriores (veáse Algoritmo 3.2). Este
esquema de diseño del algoritmo principal, que hemos utilizado a lo largo
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de todo el trabajo en distintos problemas, ha resultado ser sencillo y, a su
vez, muy útil.
La matriz denotada en el código como mde.a constituye la salida del
algoritmo y contiene las sumas parciales calculadas por cada subsistema. Se
utilizan vectores para el almacenamiento de la solución, obteniendo resul-
tados parciales de forma independiente que has sido obtenidos por los cores
CPU y/o por las GPUs. Cada thread, pues, trabaja en una parte diferente
de los vectores. Una vez que los threads se sincronizan para terminar, el
threads maestro lleva a cabo la suma total de estos resultados parciales.
Kernel CUDA para modelo hídrico de ríos
El código mostrado en el Algoritmo 6.1 se caracteriza por trabajar sobre una
matriz de 3×3 puntos que pueden ser actualizados concurrentemente. Esto
es aprovechable para diseñar un kernel CUDA que utilice este paralelismo
a nivel de operación sobre distintos datos para alimentar los threads. La
implementación de este kernel puede verse en el Algoritmo 6.2. En primer
lugar, se llevan a cabo las operaciones habituales de asignación de tareas
a la GPU y la carga de datos en las mismas. Por lo tanto, se asume que
las estructuras matriciales mde, y las dimensiones Mx y My ya han sido pre-
viamente cargadas en la memoria global de las tarjetas gráficas para poder
interpretar el kernel del Algoritmo 6.2 correctamente. La construcción de la
matriz mde proporciona una gran oportunidad para aplicar el paralelismo.
Con fin de aprovechar la concurrencia, utilizamos un grid bidimensional de
bloques de threads. Este bloque posee una dimensión Mx×My, cuyos valores
son definiciones de macros en las primeras líneas del algoritmo. Cada thread
se encuentra en un bloque a través de las dos coordenadas calculadas en las
líneas 25 y 26. El bloque de threads se organiza en un grid bidimensional. La
dimensiones son dMx/bxe y dMy/bye, definiendo bx y by como la dimensión
del tamaño de bloque de mde. El código que se muestra a continuación figura
dentro de la rutina matrixGPU (que se encuentra en la versión del Algorit-
mo 3.2 construida para resolver este problema) y muestra esta distribución
y la llamada al kernel:
1: dim3 dimBlock(bx , by);
2: dim3 dimGrid( (int) ceil(Mx/bx), (int) ceil(My/by) );
3: kernel<<<dimGrid, dimBlock>>>( Mx, My, mde);
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Algoritmo 6.2 Rutina del kernel CUDA para el modelo computacional
hídrico de ríos.
1:__device__ void angulo( int l, c, Mx, clDado *mde ) {
2: double a[8], d[8], ap, dx = dy = 10;
3: d[0]= d[4] = dx;
4: d[1]= d[3] = d[5] = d[7] = sqrt(dx*dx+dy*dy);
5: d[2]= d[6] = dy;
6:
7: a[0]= atan((mde[(l+1)*Mx + c ].z - mde[l*Mx + c].z)/d[0]);
8: a[1]= atan((mde[(l+1)*Mx + (c+1)].z - mde[l*Mx + c].z)/d[1]);
9: a[2]= atan((mde[l*Mx + (c+1)].z - mde[l*Mx + c].z)/d[2]);
10: a[3]= atan((mde[(l-1)*Mx + (c+1)].z - mde[l*Mx + c].z)/d[3]);
11: a[4]= atan((mde[(l-1)*Mx + c ].z - mde[l*Mx + c].z)/d[4]);
12: a[5]= atan((mde[(l-1)*Mx + (c-1)].z - mde[l*Mx + c].z)/d[5]);
13: a[6]= atan((mde[l*Mx + (c-1)].z - mde[l*Mx + c].z)/d[6]);
14: a[7]= atan((mde[(l+1)*Mx + (c-1)].z - mde[l*Mx + c].z)/d[7]);
15:
16: ap = a[0];
17: for( int i = 1; i < 8; i++ ) {
18: if( ap > a[i] )
19: ap = a[i];
20: }
21: ap = fabs(ap)*180.0/M_PI;
22: mde[l*Mx + c].a = ap;
23:} /*angulo*/
24:
25:__global__ void kernel(int Mx, int My, clDado *mde) {
26: int c = threadIdx.x + blockIdx.x*blockDim.x;
27: int r = threadIdx.y + blockIdx.y*blockDim.y;
28:
29: if( c < Mx && r < My ) {
30: d = sqrt((mde[r*Mx+c].x-xo)*(mde[r*Mx+c].x-xo) +
31: (mde[r*Mx+c].y-yo)*(mde[r*Mx+c].y-yo));
32: angulo(r, c, mde, Mx);
33: }
34:} /*kernel*/
6.4 Resultados experimentales
A continuación se describen diversos experimentos realizados para estudiar
los algoritmos propuestos anteriormente. Se estudian los costes de las dife-
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Figura 6.2: Mapas hídricos del Río São Francisco para escorrentía con 55%,
60% y 90% de resolución.
rentes partes del algoritmo secuencial para compararlas en función del ta-
maño del problema (el tamaño corresponde a la longitud del recorte del río).
Todos estos resultados se han obtenido en el entorno ELEANORRIGBY (Sec-
ción 2.2).
Los resultados de la simulación producen los mapas hídricos que mues-
tran las variables de salida del ciclo hidrológico. En la Figura 6.2 se muestra
la variable escorrentía total. Los caudales mensuales en cada intervalo de
tiempo se obtienen integrando la escorrentía total en las cuencas vertientes
a los puntos de simulación.
La cuenca del Río São Francisco tiene una extensión total de 2863 km,
una superficie media de 640000 km2, con un caudal medio de 2943 m3/s.
Los valores de la precipitación para el periodo entre 2010 y 2014 oscilan
alrededor de los 2200 mm anuales en esta cuenca. Los valores simulados
se contrastan muy bien con los datos históricos existentes, siendo que las
principales divergencias entre los valores observados y simulados se deben a
la falta de lluvia en las áreas estudiadas, así como a procesos mas complejos
que interfieren en la simulación [82].
En todos los experimentos se ha ejecutado el algoritmo paralelo hete-
rogéneo que se ha diseñado para generar los mapas hídricos anteriores para
diversas resoluciones de escorrentía total. En los experimentos incrementa-
mos el número de threads CPU desde 1 hasta 24 para obtener el número
que minimiza el tiempo. Después, añadimos 1 y 2-GPUs al número de th-
reads obtenidos en la prueba anterior. Los tamaños de entrada del problema
(tamaño del recorte del río) para los experimentos fueron 20000, 40000, ...,
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Tabla 6.1: Tiempos de ejecución de las distintas versiones del algoritmo
paralelo (en segundos) variando el tamaño del problema (recorte del río).
Río S OMP 1-GPU 2-GPUs multicore+multi-GPU
20000 29,07 14,46 4,94 12,67 10,13
40000 113,15 47,24 25,53 14,56 12,00
60000 252,20 59,27 58,31 33,81 29,52
80000 446,20 87,66 107,10 56,42 52,69
100000 695,16 105,29 169,03 75,38 66,50
120000 999,08 151,21 245,05 95,71 85,96
140000 1357,96 205,42 335,17 130,40 118,07
160000 1771,81 267,91 439,28 170,44 141,83
180000 2240,61 338,69 557,69 215,85 167,23
200000 2764,37 417,75 690,10 266,61 194,29
200000 km2. Al igual que en el estudio secuencial, y con objeto de sim-
plificar los experimentos, se han generado los modelos con un valor fijo de
resolución del 90%, para variar el tamaño del problema y comparar así
los tiempos resultantes y los speedups. Con todo ello, se pretende estudiar
experimentalmente los siguientes puntos:
 la influencia de los parámetros del sistema y del algoritmo en el tiempo
de ejecución, y
 la reducción del tiempo de ejecución cuando se usa un algoritmo hí-
brido con varios recursos computacionales.
La Tabla 6.1 muestra el tiempo de ejecución obtenido con el algoritmo
secuencial en el entorno ELEANORRIGBY. La denominación “OMP” denota
la computación con el uso de múltiples threads en los cores CPU. Las ver-
siones denotadas por 1-GPU y 2-GPUs representan ejecuciones utilizando
exclusivamente una o dos GPUs, respectivamente. El modelo paralelo híbri-
do, nombrado como “multicore+multi-GPU”, muestra los valores máximos
de speedup obtenidos experimentalmente, utilizando los parámetros ópti-
mos para el sistema de ejecución. Los parámetros óptimos obtenidos para
el entorno de ejecución son de 2-GPUs + 2-Procesadores CPU empleando
24 hilos de ejecución. La distribución de carga de trabajo entre los recursos
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Figura 6.3: Valores de speedup conseguido para cada configuración algorít-
mica respecto del tamaño del problema (recorte del río).
utilizados es: (GPU, GPU, CPU) = (40%, 40%, 20%). La comparación
entre los incrementos de velocidad de procesamiento de cada uno de los al-
goritmos se ha representado en la Figura 6.3. Como se observa en la figura,
el speedup aumenta significativamente con el tamaño del problema en todos
los casos. Los resultados de los experimentos muestran que incluso para el
peor caso, es decir, utilizando una sola GPU, se reduce significativamente
el tiempo de ejecución con respecto al secuencial.
6.5 Conclusiones
El modelado hídrico de ríos nos ha permitido establecer criterios para com-
parar cuencas de distintas dimensiones. Esta técnica presenta la utilidad
adicional de intentar relacionar los parámetros morfométricos con el funcio-
namiento hidrológico de las cuencas de ríos. De la misma forma que en los
problemas anteriores, el objetivo final consiste es solucionar problemas más
grandes. Se ha aportado al problema el modelado computacional paralelo
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que permite la reducción del tiempo de ejecución requerido por una simu-
lación con características hidrológicas. En este capítulo se ha aportado un
problema diferente, pero la solución global sigue siendo la misma en esencia
que la utilizada para resolver los otros problemas en un nodo heterogéneo.
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Autooptimización de aplicaciones 7
En nuestro afán por procurar soluciones eficientes y útiles a los problemas
computacionales abordados a lo largo de todo este trabajo, hemos tratado
el problema que pueden enfrentar los usuarios no expertos para utilizar ade-
cuadamente nuestras soluciones. Hemos tratado de evitar, así pues, que este
trabajo caiga en desuso tal como suele suceder frecuentemente, debido a la
lejanía entre la solución y el usuario final. Esto nos ha motivado a estudiar,
a modo de cierre de todo el trabajo realizado, técnicas llamadas de auto-
optimización que adaptamos y aplicamos de manera particular a entornos
de ejecución heterogéneos compuestos por un subsistema multicore y un
subsistema multi-GPU. Con el objetivo de aprovechar los recursos propor-
cionados por estas arquitecturas heterogéneas, proponemos un modelo de
asignación de recursos basado en un modelo de programación paralela que
se puede optimizar a sí mismo. El modelo realiza la asignación de recursos
de distintas características adaptándose automáticamente a las característi-
cas del sistema de cómputo con el objetivo fundamental de obtener el mejor
rendimiento de la aplicación paralela.
Durante los últimos años se han desarrollado distintas técnicas de opti-
mización de rutinas paralelas que se adapten a las características del sistema
de cómputo y reduzcan así el periodo de tiempo necesario para obtener el
software optimizado para un nuevo sistema. Para este capítulo de la tesis se
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propuso el análisis y la aplicación de técnicas existentes de optimización a los
problemas de alto coste computacional presentados. Sin embargo, nuestro
objetivo va más allá y modelamos también el tipo de usuario potencial de
nuestras soluciones. Tratando a los usuarios de hasta tres maneras diferentes
podemos adecuar nuestras herramientas de autooptimización y predecir la
optimización que cabe esperar según cada uno de estos tres tipos de usuario.
7.1 Introducción
Las rutinas paralelas que resuelven problemas tales como los tratados en
esta tesis son utilizadas principalmente por científicos e ingenieros que no
dominan el campo de los sistemas computacionales de alto rendimiento lo
suficiente como para adaptar este software al sistema subyacente particular
sobre el que trabajan. Por lo tanto, el producto final debe consistir, no solo
en rutinas paralelas capaces de aprovechar sistemas paralelos heterogéneos
del tipo de los que hemos utilizado en esta tesis, sino que también debe
incorporar en sí mismo la capacidad de “autoadaptarse” al entorno en el que
trabaja. Es fácil imaginar que existen una serie de parámetros concretos bajo
los cuáles una rutina paralela puede obtener mejores prestaciones que con
otros. Estos parámetros pueden ser obtenidos mediante avanzadas técnicas
de optimización. Las técnicas de optimización se han venido aplicando desde
hace tiempo y de manera particular a diferentes disciplinas [33, 34, 92], y
muy especialmente a rutinas de álgebra lineal numérica [43, 93], debido a
que éstas constituyen el elemento básico de cómputo en la resolución de
muchos problemas científicos.
En particular y para llevar a cabo esta parte del trabajo de la tesis,
hemos trabajo con un grupo de investigación que disponía de experiencia
en la aplicación de técnicas de optimización automática u autooptimización
a métodos de Jacobi unilaterales para resolver el problema de los valores
propios [94], a las factorizaciones LU y QR, y a la resolución del problema
de mínimos cuadrados de matrices Toeplitz [95]. También disponían de ex-
periencia en aplicar estas ideas a distintos tipos de esquemas algorítmicos,
tales como la programación dinámica [96, 97] o el recorrido de árboles de
soluciones [98].
Una de las técnicas más utilizada para el desarrollo de rutinas con
capacidad de optimización es la técnica de parametrización del modelo del
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tiempo de ejecución [24, 99, 100, 101]. Los modelos así obtenidos pueden ser
utilizados para tomar decisiones que permitan reducir el tiempo de ejecución
de la rutina. La metodología seguida consiste en identificar dos tipos de
parámetros: parámetros algorítmicos y parámetros del sistema. Mediante
la identificación de estos parámetros se analiza el algoritmo, tanto teórica
como experimentalmente, con el fin de determinar la influencia del valor
de los parámetros del sistema en la selección de los mejores valores de los
parámetros algorítmicos. La idea básica de esta optimización consiste en
modelizar el tiempo de ejecución de las rutinas en la forma:
t(s) = f
(
s, AP, SP
)
, (7.1)
donde s representa el tamaño del problema, SP (System Parameters ) re-
presenta los parámetros que reflejan las características del sistema, y AP
(Application Parameters) representa a los parámetros que influyen en el
algoritmo y cuyos valores deben ser seleccionados adecuadamente para ob-
tener un tiempo de ejecución reducido [94, 96, 99]. Se han estudiado técnicas
mediante las cuales las rutinas paralelas pueden adaptarse automáticamen-
te a las características del sistema paralelo donde se ejecutan, pudiéndose
ejecutar en un tiempo muy próximo al óptimo. El objetivo es claro: preten-
demos proporcionar a los usuarios rutinas capaces de ejecutarse eficiente-
mente en el sistema donde se esté trabajando, independientemente de las
características del sistema y de los conocimientos que se tenga sobre compu-
tación paralela. Los entornos de trabajo de este capítulo son los mismos que
los utilizados hasta ahora (Sección 2.2): entornos heterogéneos de gran ca-
pacidad computacional y muy comúnmente utilizados hoy en día por los
potenciales usuarios de estas rutinas.
Ofrecemos una visión general del sistema de autooptimización propues-
to en la sección siguiente. La Sección 7.3 muestra cómo aplicar esta metodo-
logía para obtener una rutina eficiente basada en los parámetros del modelo
que aproveche eficientemente la heterogeneidad de los nodos de cómputo.
Los resultados experimentales que permiten validar la propuesta figuran en
la Sección 7.4. Terminamos con algunas conclusiones en la Sección 7.5.
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7.2 Sistema de autooptimización propuesto
La idea consiste en construir un modelo matemático del tiempo de ejecu-
ción de una rutina, de manera que este modelo sea una herramienta útil
para decidir los valores de unos parámetros con los que se obtenga una eje-
cución eficiente, y con ello minimizar su tiempo de ejecución. Para esto,
el modelo debe reflejar las características de cómputo y de comunicaciones
de los algoritmos y del sistema sobre el que se ejecutará. Esta propuesta
se inspira en las técnicas de autooptimización del trabajo [50], que en esta
tesis extendemos a rutinas científicas que siguen un esquema heterogéneo
multicore+multi-GPU. Es así como surge el modelo matemático del tiempo
de ejecución mostrado en la Ecuación 7.1. Parámetros SP típicos con los
que se reflejan las características del sistema computacional y de comunica-
ciones son: el coste de una operación aritmética y los tiempos de inicio de las
comunicaciones y de envío de un dato en operaciones de comunicación y de
transferencia de datos entre CPU y GPU. Algunos parámetros AP típicos
son: el número de cores de un procesador multicore, el número de procesos
a poner en marcha y su mapeo en el sistema físico, la topología lógica de
los procesos, el tamaño de los bloques de comunicación o de particionado
de los datos entre los procesos, o el tamaño de los bloques de computación
en algoritmos que trabajan por bloques, o el porcentaje de carga de trabajo
asignada a una GPU. De cara a obtener un modelo más realista, se puede
tener en cuenta que los valores SP están influenciados por los valores de
AP. Los SP se pueden expresar como una función del tamaño de la entrada
y de los parámetros AP, SP = g(s,AP ), con lo que la Ecuación 7.1 queda
de la siguiente forma:
t(s) = f
(
s, AP, g(s,AP )
)
. (7.2)
Los valores SP se obtendrán en el momento de instalar la rutina en un
nuevo sistema. Para esto, el diseñador de la rutina debe haber desarrollado
el modelo del tiempo de ejecución, identificando los parámetros SP que
influye en el modelo, y haber diseñado una estrategia de instalación, que
incluye para cada SP los experimentos a realizar para su estimación, y
los parámetros AP y sus valores con los que hay que experimentar. Los
valores obtenidos para los SP se incluyen junto con el modelo del tiempo de
ejecución en la rutina que se está optimizando, que se instala de esta forma
con información del sistema para el que se está optimizando. En tiempo
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de ejecución, para un tamaño de la entrada concreto, la rutina obtiene de
manera automática valores de los AP con los que se obtiene una ejecución
óptima según el modelo de ejecución de la rutina y los valores de los SP
obtenidos en la instalación. El tiempo de obtención de estos valores debe
ser reducido debido a que incrementa el tiempo de ejecución de la rutina.
Para los parámetros del sistema se estiman los costes de las operaciones
aritméticas básicas que aparecen en la rutina. Se obtienen los parámetros
por medio de una serie de ejecuciones, teniendo una mayor precisión a través
de la realización de una mayor cantidad de experimentaciones.
Diseño del sistema autooptimizado
La idea general del sistema autooptimizado consistiría en crear una ruti-
na de resolución del problema específico, que antes de ser ejecutada, recibe
información de los parámetros de autooptimización obtenidos en la platafor-
ma durante la fase de instalación. Después, se hace uso de esa información
en la etapa posterior de ejecución para conseguir mayor eficiencia para el
algoritmo. Así pues, en el sistema desarrollado se distinguen las siguientes
etapas: instalación y ejecución.
Se hace necesaria una etapa de instalación, durante la que se lleva
a cabo un estudio de las características de la plataforma sobre la que se
está instalando la rutina. Las características se reflejarán por medio de los
parámetros del sistema (SP). Entre los parámetros del sistema a determinar
pueden estar, por ejemplo, el coste de las operaciones aritméticas para cada
estrategia desarrollada. Una vez obtenidos los valores de estos parámetros,
se incluyen junto con el modelo del tiempo de ejecución en la rutina que se
está instalando, y se instala ésta, posiblemente compilándola con el código
que se le ha añadido.
En la etapa de ejecución tenemos que, dada una entrada, se decide el
valor de los parámetros algorítmicos (AP) para resolver el problema con
un tiempo próximo al óptimo. Para esto, la rutina sustituye en el modelo
teórico del tiempo posibles valores para parámetros tales como el tamaño
del problema, el tamaño de bloque o el comportamiento de la librería; y se
ejecuta con el valor con que se obtiene el menor tiempo teórico de ejecución.
El sistema de autooptimización se puede articular como sigue:
Estimación de los Parámetros del Sistema (SP ): Se estiman los cos-
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tes de las operaciones aritméticas básicas del algoritmo para cada uno
de los métodos propuestos. Esto se realiza a través de experimentos
que devuelven tiempos de ejecución para cada una de las diferentes es-
trategias, tamaños del problema y de bloques pequeños, con objeto de
aproximar el comportamiento de la rutina a una expresión analítica.
Almacenamiento de los datos de los Parámetros (SP ): La informa-
ción relativa a los parámetros SP se almacena en una estructura de
datos que describe y determina las características del sistema donde
fue instalada la rutina. Esta estructura servirá para sustituir los va-
lores de los parámetros calculados en el modelo teórico en la fase de
ejecución.
Predicción de los Parámetros (AP ) óptimos: Se sustituyen los valo-
res de los parámetros SP en el modelo teórico implementado para
predecir los parámetros algorítmicos.
7.3 Aplicación de la metodología
A continuación comentamos algunos aspectos generales de la metodología
de autooptimización y de cómo llevarla a cabo en la práctica. Para mostrar
la utilidad del modelo propuesto utilizamos como ejemplos los tres casos de
estudio que hemos tratado en esta tesis: representación del relieve (Capí-
tulo 3), representación de variables meteorológicas del clima–temperatura
(Capítulo 5), y modelo hídrico de ríos (Capítulo 6).
Los parámetros algorítmicos para la autooptimización presentada en
nuestro modelo son: el número de cores de la CPU (c) y el porcentaje de
carga de trabajo asignada a GPU, definida como workload (w). Estos dos
parámetros recogen las características del rendimiento de la aplicación y
del entorno de ejecución en el que será ejecutada la aplicación. Los cores
CPU y la carga de trabajo se utilizan para mostrar la escalabilidad de la
aplicación. Estos parámetros también son reflejo de las razones por las cuales
el rendimiento de la aplicación disminuye cuando utilizamos mal sus valores.
Así pues, en nuestros problemas, el conjunto de parámetros algorítmicos son
AP = {c, w} ,
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luego, según la Ecuación 7.2, el tiempo total de ejecución es
t(s) = f
(
s, AP, SP
)
= f
(
s, c, w, g(s, c, w)
)
.
El número óptimo de cores CPU y la carga de trabajo no son valores
constantes, sino que dependen del entorno de ejecución y del tamaño del
problema. Una buena selección de estos valores es de gran importancia. El
desarrollo de rutinas “autooptimizables” hace fácil una eficiente utilización
de estas rutinas por usuarios no expertos. En la metodología de autoop-
timización los mejores valores de los parámetros AP se buscan cuando la
rutina está siendo instalada en el sistema. Se resuelven problemas de distin-
tos tamaños y para diferentes AP, y sus mejores valores son incorporados a
la rutina antes de su utilización. Se guardan el modelo y los parámetros SP
calculados, y luego se obtienen los parámetros AP en tiempo de ejecución.
En este trabajo se consideran dos modelos de autooptimización para
conseguir una distribución balanceada de las cargas de trabajo entre CPU
y GPU, teniendo en cuenta las características del sistema computacional:
un modelo que combina el coste teórico del tiempo de ejecución con ex-
perimentos para adaptar el modelo al sistema, y que llamaremos modelo
empírico [102], y un modelo experimental que utiliza una búsqueda guia-
da [103].
Modelo empírico
Como se ha dicho antes, los algoritmos son estudiados de forma teórica y
experimental a fin de determinar la influencia de los parámetros algorítmicos
y del sistema. La parte más importante de este estudio es la incorporación
del modelo analítico en función del tiempo de ejecución, teniendo como
parámetros de entrada el tamaño del problema, los parámetros del sistema, y
los parámetros algorítmicos. Se puede utilizar este modelo teórico del tiempo
de ejecución para obtener la división óptima del problema en el sistema
heterogéneo. Hay que modelizar el tiempo de ejecución de las aplicaciones.
Para ello se propone un modelo simplificado del tiempo de ejecución paralelo
dado por:
tpar = trt + CPUmt +GPUmt ,
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Tabla 7.1: Parámetros del modelo de tiempo de ejecución (Ecuación 7.3).
Símbolo Descripción
k Parámetro de computación para cada entorno de ejecución
O Complejidad algorítmica
s Número de operaciones
c Número de cores de la CPU
w Porcentaje de la carga de trabajo asignada a una GPU
gw Número de GPUs
tc Coste de gestión de los threads en la CPU
tgw Coste de gestión del kernel en la GPU
S gw
c
speedup de la GPU con respecto a 1 core de la CPU
donde trt es el coste total de ejecución de la rutina, y CPUmt y GPUmt son
los costes de gestionar la CPU y la GPU, respectivamente.
Este modelo analítico de predicción del tiempo de ejecución es una
función de parámetros de entrada, y requiere una información directa sobre
la arquitectura de la máquina objetivo. Para determinar con precisión el
rendimiento de la aplicación se han utilizado técnicas basadas en el concepto
de evaluación comparativa [104]. Los parámetros del modelo del tiempo de
ejecución de la rutina se pueden modelizar mediante la Ecuación 7.3.
 Coste total de ejecución de la rutina
t(s, c, w) = k·O(s)c+gw·S gw
c
+ tc · c + tgw(w) · gw (7.3)
 Coste de gestionar la CPU
 Coste de gestionar las GPUs
El modelo para el tiempo de ejecución se ha estimado a partir del cos-
te de la complejidad secuencial del algoritmo t(s) = k · O(s), dividiendo
por el número de cores CPU (c), sumando el número de GPUs (gw), mul-
tiplicando por la aceleración entre la GPU con respecto a la CPU (S gw
c
).
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Este coste es influenciado por una constante k, que representa el coste de
una operación aritmética básica. El tiempo de computación obtenido de la
fórmula es el tiempo necesario para balancear el trabajo entre los recursos
computacionales, de tal forma que el valor de w necesita estar muy bien
seleccionado.
El modelo de tiempo de ejecución representado en la Ecuación 7.3 de-
pende de los tiempos de inicialización y de gestión de la CPU (tc) y de la
GPU (tgw(w)), respectivamente.La Tabla 7.1 resume el significado de cada
término utilizado en dicha ecuación. La gestión de los cores CPU será signi-
ficativa cuando tengamos tamaños de problema muy grandes. Esta decisión
se justifica a través de los experimentos, en los cuáles se ha comprobado
que el modelo desarrollado se ajusta mejor con tamaños grandes del pro-
blema. La gestión de la GPU incluye el coste de la transferencia de datos
entre la CPU (host) y la(s) GPU(s) (device), y se representa en la fórmula
como un término agregado al coste de computación. Podríamos trabajar
con la superposición de la computación y transferencia de los datos, pero
los resultados obtenidos para este sencillo modelo son satisfactorios para los
tipos de algoritmos con los que estamos trabajando. El modelo empírico es
muy simple y no tiene en cuenta los factores de la arquitectura del entorno
de ejecución. Por el contrario, la ecuación refleja el coste computacional a
través de los parámetros algorítmicos y del sistema.
Como el valor de los parámetros influye en el modelo desarrollado, su
cálculo es uno de los factores clave en el desarrollo de la metodología de
autooptimización. Tiene que tenerse en cuenta que las aplicaciones de alto
rendimiento ejecutadas en diferentes plataformas pueden ser utilizadas por
usuarios sin ninguna experiencia. Durante el proceso de instalación, llevamos
a cabo experimentos con diferentes combinaciones de parámetros: s, c y w,
para los cuales se ha tratado de minimizar la diferencia de tiempo entre los
valores teóricos y experimentales mediante el uso de un procedimiento de
mínimos cuadrados. Se hace un ajuste por mínimos cuadrados para estimar
los valores de los parámetros del sistema para nuestro programa en el sistema
donde se está instalando. Un ejemplo lo constituye el cálculo de la constante
k, para la cual se obtienen diferentes valores ajustando el coeficiente a partir
de la propia computación de la aplicación utilizando solamente la CPU [105].
Esta metodología requiere muchos experimentos con el fin de tener una
buena estimación de los parámetros. Es un proceso iterativo, y una vez que
el tiempo de ejecución se ha estimado con nuestro modelo, se conseguirá
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hallar los valores de c y w, que serán sustituidos en la fórmula para luego
recompilar la rutina definitiva. Esto es, los valores finales de los parámetros
se incluyen en la rutina dando al usuario el valor del tiempo teórico que
será utilizado para resolver el problema. Hay que añadir que el formato de
nuestro modelo está simplificado dado que ha sido suficientemente útil en
las aplicaciones abordadas en esta tesis. Esta simplificación puede dar lugar
a alguna discrepancia puntual entre el tiempo estimado y el real, solo en
el caso de algunos tamaños de problema muy grandes. Esto es debido a la
omisión de algunos aspectos arquitectónicos en nuestro modelo.
Modelo experimental
A partir de un modelo experimental basado en búsqueda guiada se persigue
la distribución balanceada de las cargas de trabajo entre CPU y GPU. El
primer paso para la implantación del modelo consiste en desarrollar una
metodología simple que permita medir las potencias relativas de cómputo
de las máquinas pertenecientes a un grupo de recursos con características
heterogéneas. La técnica desarrollada consiste en lanzar un conjunto de eje-
cuciones con la rutina híbrida que representa a la propia aplicación sobre
un conjunto de recursos. Estas ejecuciones se realizan bajo la definición de
lo que llamamos Conjunto de Instalación, que reúne distintos tamaños de
problema que son significativos, desde tamaños reducidos hasta suficiente-
mente grandes. Las ejecuciones toman valores de dicho conjunto y varían,
a su vez, las porciones de reparto de trabajo que se asignan al subsistema
CPU y GPU.
La estrategia de asignación de datos a los threads (serán a su vez ma-
peados en los recursos) se basa en una decisión tomada antes de la ejecución.
Los datos se asignan a cada proceso conociendo de antemano su orden de
ejecución. La asignación consiste en descomponer los cálculos en un número
determinado de tareas según una estructura de memoria compartida. Los
threads inicializados tienen como principales características: el agrupamien-
to previo de un conjunto de datos en un único thread, y la selección de un
orden de ejecución de los datos. La meta final consiste en mapear las ta-
reas sobre los recursos según sus prestaciones, distribuyendo la carga según
la capacidad de cómputo de cada recurso calculada anteriormente. El es-
quema mostrado en la Figura 7.1 ilustra mediante un ejemplo la estrategia
de partición de la carga de trabajo entre un grupo de n recursos en una
arquitectura heterogénea.
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Figura 7.1: Esquema de partición de la carga de trabajo en una arquitectura
heterogénea.
Este modelo, en lugar de obtener índices absolutos de potencia para
cada recurso basados en referencias de fabricación, trata de obtener una
medida de la ejecución de la aplicación real, para obtener así la capacidad
de cómputo relativa de ese recurso para la aplicación objetivo. Al final, estas
pruebas ofrecen un valor característico, expresado en porcentaje de capa-
cidad de cómputo, para cada recurso perteneciente al conjunto de compu-
tación elegido. Este modelo sirve como herramienta para asignar tareas de
manera eficiente, ya que, en función de las características heterogéneas de
las máquinas, se consigue obtener un mayor balanceo de la carga.
7.4 Resultados experimentales
En esta sección se aplican los esquemas propuestos de autooptimización
con el fin de validar la metodología. Se incluyen estudios experimentales,
explicaciones y comentarios detallados de la optimización en el primer caso
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Tabla 7.2: Parámetros de computación para cada entorno de ejecución (k)
para la representación del relieve.
Parámetros k estimados
ELEANORRIGBY 0.0059
MICROMACHIN 0.0271
de estudio referente a la representación del suelo en los entornos de ejecución
ELEANORRIGBY (denotado en las tablas con la letra E) y MICROMACHIN
(denotado en las tablas con la letra M). Sin embargo, también se muestra
algún resultado para los otros dos casos de estudio: la representación de
variables meteorológicas del clima y el modelo computacional hídrico de
ríos. Para facilitar las experimentaciones se ha decidido crear una librería
que permita aplicar la autooptimización a los problemas aplicados. Esta
librería la hemos denominado AUTO y su manual y explicación se adjuntan
en un Apéndice al final de esta tesis.
Modelo empírico: Proceso de instalación
Cuando se instala la rutina en una plataforma especifica, se deben obtener
experimentalmente los diferentes valores de tc, tgw y k. Los valores de los
costes de comunicación se pueden estimar con un benchmark simple para
diferentes tamaños de datos a transferir. Los valores del coste de comuni-
cación se estiman por regresión lineal, y los del coeficiente k por mínimos
cuadrados con los resultados experimentales obtenidos con la rutina secuen-
cial aplicada a unos tamaños de problema especificados en el Conjunto de
Instalación. La Tabla 7.2 muestra los parámetros k estimados.
Los experimentos son conducidos de forma similar en los dos modelos.
Para el tamaño de problema más pequeño del Conjunto de Instalación se
empieza con unos valores para c y w, y se van incrementando en una cierta
cantidad hasta que el tiempo de ejecución exceda de un umbral. De esta
forma, además de reducir el tiempo de testeo, se consigue que los experi-
mentos para estimar los valores de los parámetros se realicen con valores
más cercanos a los óptimos, y de esta forma los valores obtenidos reflejarán
mejor el comportamiento de la rutina para los valores con los que se usará.
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Tabla 7.3: Tiempo de ejecución obtenido en la instalación para diferentes
valores de AP (en segundos) para el modelo empírico en el caso de la re-
presentación del relieve.
E w = 20 w = 30 w = 40 w = 45
N c t(N,n, c, w) c t(N,n, c, w) c t(N,n, c, w) c t(N,n, c, w)
10 16 18.13 18 19.59 18 16.78 18 19.87
12 16 9.73 22 12.94 22 5.97 22 15.36
14 18 8.58 22 13.36 24 2.64 24 13.50
16 18 14.67 24 20.83 24 6.76 24 15.73
18 18 28.01 24 35.36 24 18.35 24 36.97
20 18 48.59 24 56.94 24 37.40 24 48.77
M w = 10 w = 15 w = 20 w = 22
N c t(N,n, c, w) c t(N,n, c, w) c t(N,n, c, w) c t(N,n, c, w)
10 12 83.66 14 88.57 14 77.64 14 78.83
12 12 241.17 16 295.78 14 74.48 16 262.47
14 14 395.79 16 519.29 16 107.61 16 432.09
16 14 537.54 18 739.09 16 177.03 20 587.70
18 14 666.41 18 955.18 16 282.73 20 729.30
20 14 782.40 18 1167.57 16 424.72 20 856.89
En este proceso se instala con información del sistema para el que se
está instalando. Lo primero es experimentar variando el número de cores
utilizados (c). Una vez obtenido un número adecuado, se varía la carga de
trabajo asignada (w) a las GPUs para grados de polinomio pequeños que
varían de 10 hasta 20. Después, se aplica un ajuste por mínimos cuadrados.
Se realiza la instalación con una serie de experimentos reducidos, y después
se llevan a cabo experimentos con otros tamaños distintos para validar el
modelo (Por ejemplo: Se valida con los valores 22, 24, 26, 28, 30, 32, 34, 36,
38, 40). Así se puede comprobar que las decisiones tomadas son conformes
a la información que se obtuvo en la instalación de la rutina. El benchmark
obtiene así los tiempos de ejecución con las mismas operaciones básicas
y almacenamiento de los datos que se utilizarán en la rutina que se está
modelizando. La Tabla 7.3 muestra los tiempos de ejecución para algunos
valores de los parámetros algoritmos, para hallar el Conjunto de Instalación
formado por los parámetros AP en los dos entornos de ejecución estudiados.
Los valores de la entrada en el proceso de instalación del Conjunto
de Instalación pueden ser muy numerosos por lo que se prueba a partir
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del tamaño más pequeño como con valor inicial y se continúa con valores
del cálculo de la potencia de cómputo realizado anteriormente para c para
reducir el número de posibles valores. Los valores de w son distintos en los
dos sistemas, debido a que el número de GPUs es también distinto en los dos
entornos probados. Es por eso que a veces hay variaciones grandes en el valor
de w. El sistema ELEANORRIGBY posee 2 GPUs iguales, luego los valores
de reparto son hallados en función de la similitud del cálculo. La misma
idea es utilizada para el sistema MICROMACHIN que dispone de 4 GPUs.
Los parámetros AP óptimos obtenidos en el proceso de autooptimización
son:
 para ELEANORRIGBY, utilizando 2-GPUs + 2-Procesadores Hexaco-
re: número de threads utilizados (c) = 24, y carga de trabajo asignada
(w) = (GPU, GPU, CPU) = (40%, 40%, 20%); y
 paraMICROMACHIN, utilizando 4-GPUs + 2-Procesadores Quadcore:
número de threads utilizados (c) = 16, y carga de trabajo asignada (w)
= (GPU, GPU, GPU, GPU, CPU)=(20%, 20%, 20%, 20%, 20%).
Experimentalmente se ha comprobado que el modelo de la Ecuación 7.3
predice bien el tiempo de ejecución en los dos sistemas probados. Esto a
pesar de la irregularidad en el proceso de transferencia de datos entre CPU
a GPU y que el tipo, forma y disposición del bus de comunicación es un
factor que limita la predicción de los modelos. El tiempo de instalación en
MICROMACHIN, con el modelo empírico, es de 300 segundos mientras que en
ELEANORRIGBY es de 500 segundos. Por tanto, comparado con los tiempos
de ejecución reales, los tiempos de instalación no son altos, no existiendo,
además, diferencias significativas entre los dos entornos.
A partir de los experimentos se pueden sacar algunas observaciones:
i) El valor del parámetro c depende del tamaño de problema utilizado en
el entorno de ejecución, y ii) para cada valor del tamaño del problema y
diferentes valores de c y w obtenemos un valor diferente para k en cada
entorno. Considerar esta variabilidad es fundamental para tomar buenas
decisiones en la selección de los AP óptimos.
Modelo experimental: Proceso de instalación
En el modelo experimental se utilizan varios valores de parámetros algo-
rítmicos. Para el número de cores en la CPU, el valor fue de 1 a 24 para
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Tabla 7.4: Tiempo de ejecución obtenido en la instalación para diferentes
valores de AP (en segundos) para el modelo experimental en el caso de la
representación del relieve.
E w = 20 w = 30 w = 40 w = 45
N c t(N,n, c, w) c t(N,n, c, w) c t(N,n, c, w) c t(N,n, c, w)
10 16 19.87 18 19.58 18 8.13 18 3.13
12 16 14.36 18 12.94 22 9.73 22 4.73
14 16 35.04 22 13.35 22 8.57 24 3.57
16 18 37.26 22 20.83 24 14.66 24 9.66
18 18 36.97 24 35.35 24 28.00 24 23.00
20 18 68.76 24 56.94 24 48.58 24 43.58
M w = 10 w = 15 w = 20 w = 22
N c t(N,n, c, w) c t(N,n, c, w) c t(N,n, c, w) c t(N,n, c, w)
10 12 68.57 14 78.83 14 164.01 14 58.00
12 12 295.78 14 262.47 16 167.12 14 189.25
14 12 519.29 16 432.09 16 197.45 14 208.34
16 14 739.09 18 587.70 18 267.30 16 214.12
18 14 955.18 20 729.30 18 372.90 16 328.00
20 14 1167.57 20 856.89 18 514.05 16 448.21
ELEANORRIGBY y de 1 a 16 para MICROMACHIN (con Hyper-Threading
activado en los dos sistemas), para obtener el mejor tiempo de ejecución.
Luego, se comprueba el porcentaje de carga de trabajo asignado a la GPU,
variando el valor de 10 hasta 45. Las entradas de los tamaños de problema
(grados del polinomio) para nuestra experimentación fueron 10, 12, . . . , 20.
La Tabla 7.4 muestra el Conjunto de Instalación con los parámetros utili-
zados para estimar la instalación a partir de los parámetros AP en los dos
entornos de ejecución estudiados. De la misma forma que para el modelo
anterior, se lleva a cabo una serie reducida de experimentos para después
experimentar con otros tamaños distintos que permitan validar el modelo.
En el momento de la ejecución, cuando se va a aplicar la rutina para un
cierto tamaño de problema, se decide la partición utilizando la información
almacenada en la instalación, seleccionando el parámetro almacenado para
el tamaño de problema del Conjunto de Instalación más cercano al tamaño
actual. Los parámetros AP óptimos obtenidos en el proceso de autooptimi-
zación son:
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 para ELEANORRIGBY, utilizando 2-GPUs + 2-Procesadores Hexaco-
re: número de threads utilizados (c) = 24, y carga de trabajo asignada
(w) = (GPU, GPU, CPU) = (45%, 45%, 10%); y
 paraMICROMACHIN, utilizando 4-GPUs + 2-Procesadores Quadcore:
número de threads utilizados (c) = 16, y carga de trabajo asignada (w)
= (GPU, GPU, GPU, GPU, CPU)=(22%, 22%, 22%, 22%, 12%).
El tiempo de instalación con el modelo experimental es de 14980 se-
gundos en MICROMACHIN, y de 840 segundos en ELEANORRIGBY. Estos
tiempos de instalación son un poco altos debido a la gran cantidad de ejecu-
ciones propuestas para obtener valores cercanos al óptimo. La diferencia de
los tiempos de instalación se justifica por que el poder de cómputo de ELEA-
NORRIGBY, que es muy superior al de MICROMACHIN. A pesar de ello, la
diferencia entre a la decisión que se toma utilizando el modelo experimental
y el empírico es muy pequeña.
Validación de los modelos Experimental y Empírico
Para validar las decisiones que se tomarían durante la ejecución utilizando
la información guardada durante la instalación, usamos un conjunto de ta-
maños de problema distintos al utilizado para la instalación. El modelo de
la rutina paralela debe proporcionar información útil sobre el valor de c y w
a usar independientemente del tamaño de problema que se quiera resolver
y del tamaño y de la velocidad relativa (CPU/GPU) del sistema donde se
trabaje. La validación de los modelos para la representación del relieve se
analiza en la Figura 7.2. Tenemos los tiempos de ejecución en la parte de
arriba y el speedup en la parte de abajo. El speedup se calcula teniendo como
referencia el tiempo de ejecución secuencial en un core. La parte izquierda
muestra las gráficas en ELEANORRIGBY y la derecha en MICROMACHIN.
También hemos sacado tiempos y speedup para el caso de la representación
de variables meteorológicas del clima (temperatura) en la Figura 7.3 y para
el caso del modelo hídrico de ríos en la Figura 7.4.
En los dos sistemas se muestran los tiempos solo para los cores CPU o
utilizando, además, 1, 2, 3 ó 4 GPUs, número que depende del sistema utili-
zado. En la curva etiquetada como ÓPTIMO se muestran el mínimo tiempo
de ejecución obtenidos experimentalmente y el valor máximo de speedup. Las
figuras del speedup muestran la discrepancia entre los dos sistemas cuando
se aplica la autooptimización. Esta diferencia está justificada por la dificul-
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Figura 7.2: Tiempo y speedup obtenidos con la autooptimización aplicada
a la representación del relieve.
tad de medir el tiempo de inicialización de los threads en los cores (tc) y el
tiempo de procesamiento en las GPUs (tgw). En cualquier caso, pensamos
que la precisión alcanzada es importante, más si cabe teniendo en cuenta la
simplicidad del modelo utilizado.
La Figura 7.5 muestra la desviación entre los distintos modelos utiliza-
dos en diferentes configuraciones de hardware y parámetros algorítmicos. La
figura muestra los tres casos bajo estudio. Se compara el tiempo obtenido
con cada uno de los modelos de autooptimización, esto es, el EMPÍRICO
y el EXPERIMENTAL, con el ÓPTIMO. Con EMPÍRICO se muestran los
valores óptimos de tiempo de ejecución dados por la Ecuación 7.3. En el mo-
delo EXPERIMENTAL se muestran los datos obtenidos usando los valores
de los parámetros calculados de forma experimental. La desviación media
respecto al óptimo tiene un valor aceptable en los dos entornos y para los dos
modelos. La desviación media entre el tiempo de ejecución obtenido usando
120 Autooptimización de aplicaciones
 0
 50000
 100000
 150000
 200000
 250000
 4  6  8  10  12  14  16  18
 
Ti
em
po
 (s
eg
.)
 Numero de estaciones
 Tiempo de ejecución (ELEANORRIGBY)
 CPU cores (OMP)
 Utilizando 1−GPU
 Utilizando 2−GPUs
 OPTIMO
 0
 50000
 100000
 150000
 200000
 250000
 300000
 4  6  8  10  12  14  16  18
 
Ti
em
po
 (s
eg
.)
 Numero de estaciones
 Tiempo de ejecución (MICROMACHIN)
 CPU cores (OMP)
 Utilizando 1−GPU
 Utilizando 2−GPUs
 Utilizando 3−GPUs
 Utilizando 4−GPUs
 OPTIMO
 0
 5
 10
 15
 20
 4  6  8  10  12  14  16  18
 
Sp
ee
du
p
 Numero de estaciones
 Speedup (ELEANORRIGBY)
 CPU cores (OMP)
 Utilizando 1−GPU
 Utilizando 2−GPUs
 OPTIMO
 0
 5
 10
 15
 20
 4  6  8  10  12  14  16  18
 
Sp
ee
du
p
 Numero de estaciones
 Speedup (MICROMACHIN)
 CPU cores (OMP)
 Utilizando 1−GPU
 Utilizando 2−GPUs
 Utilizando 3−GPUs
 Utilizando 4−GPUs
 OPTIMO
Figura 7.3: Tiempo y speedup obtenidos con la autooptimización aplicada
a la representación de variables meteorológicas del clima.
el modelo EMPÍRICO y el ÓPTIMO tiene un promedio del 13% para ta-
maños de problemas medianos y grandes, y del 5% para tamaños pequeños
en ELEANORRIGBY; y alrededor del 15% para tamaños de problemas me-
dianos y grandes, y del 6% para tamaños pequeños en MICROMACHIN. La
desviación media entre el tiempo de ejecución obtenido usando el modelo
EXPERIMENTAL y el ÓPTIMO tiene un promedio del 20% para tama-
ños de problemas medianos y grandes, y del 8% para tamaños pequeños
en ELEANORRIGBY; y al alrededor del 15% para tamaños de problemas
medianos y grandes, y del 7% para tamaños pequeños en MICROMACHIN.
A través de la desviación se puede ver que el modelo EXPERIMENTAL
posee un valor más exacto que el modelo EMPÍRICO, lo que se obtiene a
costa de un mayor tiempo de instalación.
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Figura 7.4: Tiempo y speedup obtenidos con la autooptimización aplicada
al modelo hídrico del ríos.
La Figura 7.6 muestra la representación gráfica de los tiempos de eje-
cución teniendo como base la elección de los parámetros AP para tres tipos
de usuarios. El usuario llamado UsuarioAT utiliza la autooptimización y
aplica los parámetros óptimos obtenidos en el proceso de instalación con el
modelo teórico presentado anteriormente. En este caso, los usuarios tienen
una forma de predecir el tiempo de ejecución, incluso antes de ejecutar el
algoritmo, y en la mayoría de los casos esos valores pueden estar cerca del
óptimo. El segundo tipo de usuario, llamado UsuarioEO, sabe predecir el
óptimo. Este tipo de usuario obtiene el tiempo de ejecución sustituyendo
los parámetros algorítmicos para el entorno de ejecución elegido. El último
grupo de usuarios, UsuarioNE, está compuesto por usuarios no expertos
en paralelismo. Este tipo de usuario utiliza 2-GPUs eligiendo de forma alea-
toria los parámetros AP . De esta forma, casi siempre obtiene valores que
están lejos del óptimo experimental. Puede verse que los tiempos de ejecu-
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Figura 7.5: Diferencia entre modelos para la autooptimización aplicada a
los tres casos de estudio.
ción obtenidos por los usuarios que utilizan la autooptimización no están
demasiado lejos del valor óptimo y, al mismo tiempo, están lejos de los
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Figura 7.6: Tiempo obtenido mediante autooptimización según tipo de
usuario para los tres casos de estudio.
valores obtenidos por los usuarios no expertos.
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7.5 Conclusiones
En este capítulo se han aplicado dos metodologías de autooptimización que
tienen por objeto balancear la distribución de trabajo entre los subsistemas
CPU y GPU. Uno de los modelos se basa en la realización de experimentos
de forma guiada para reducir el tiempo de experimentación en la búsqueda
de la mejor distribución para un conjunto de tamaños de problema prede-
terminado. Los mejores valores obtenidos se almacenan para ser utilizados
en tiempo de ejecución y poder así determinar la forma de repartir las tareas
entre CPU y GPU. El segundo método está basado en un modelo teórico
del tiempo de ejecución de la rutina híbrida. El modelo contiene parámetros
que reflejan el comportamiento de la rutina en el sistema, y los valores de
estos parámetros se estiman para cada sistema concreto por medio de ex-
perimentos. En la ejecución se utiliza un modelo adaptado al sistema para
decidir el particionado de los datos.
Hemos adaptado estas técnicas y las hemos probado con los tres ca-
sos de estudio que hemos tratado en esta tesis. Podemos afirmar que, en
general, con los dos modelos se obtienen distribuciones muy cercanas a la
óptima en los dos sistemas heterogéneos en los que se ha experimentado.
En nuestra evaluación hemos constatado que el modelo experimental es algo
más preciso, pero a costa de un mayor tiempo de instalación.
Conclusiones 8
En este último capítulo resumimos las principales conclusiones que se pue-
den extraer del trabajo realizado con el fin de tener una visión general de los
resultados obtenidos. También se enumeran las aportaciones generadas en
el marco de esta tesis, así como los proyectos de investigación en los que se
han desarrollado. Por último, se esbozan las diferentes vías de investigación
que se proponen como trabajo futuro.
8.1 Conclusiones y resultados
El uso de modelos computacionales paralelos aplicados a problemas reales
se ha estudiado utilizando como ejemplos: la representación del relieve, la
representación de variables meteorológicas del clima, y un modelado compu-
tacional hídrico de ríos. A continuación resumimos algunas conclusiones
específicas por temas:
Representación del relieve
Entre las herramientas de desarrollo más importantes para obtener el má-
ximo rendimiento de los sistemas computacionales utilizados destacan am-
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pliamente OpenMP y CUDA. En nuestra experiencia trabajando con el
primero de los tres problemas, hemos conseguido acelerar la aplicación de
manera muy significativa utilizando la GPU programada en CUDA. Con
OpenMP hemos conseguido, también en esta aplicación, poner en marcha
toda la maquinaria encerrada en un nodo heterogéneo para resolver este
problema. Hemos puesto de manifiesto, utilizando este problema en parti-
cular como medio, el enorme potencial que tienen este tipo de arquitecturas
heterogéneas. Los resultados experimentales obtenidos bajo la luz de este
caso de estudio indican que se puede reducir significativamente el tiempo
de ejecución mediante una cuidada clasificación de tareas y distribución de
la carga de trabajo entre los recursos computacionales.
Evaluación de polinomios matriciales
El uso intensivo de las GPUs disponibles a través de librerías optimiza-
das para las mismas es capaz de ofrecernos unas prestaciones importantes,
significativamente mayores que aquellas que ofrecen los procesadores de pro-
pósito general. Tanto es así que no hemos podido utilizar la heterogeneidad
del nodo debido a la gran diferencia existente en la capacidad computacio-
nal entre las GPUs y los procesadores de propósito general. A través de
la librería CUBLAS, concretamente utilizando la rutina de multiplicación
de matrices, ofrecemos al usuario una aplicación realmente potente para
la evaluación de polinomios matriciales. Queremos destacar en este traba-
jo el diseño recursivo de nuestro algoritmo, la metodología utilizada para
generar código para varias GPUs mediante OpenMP, así como también el
amplio abanico de posibilidades que ofrece nuestra aplicación para resolver
funciones matriciales que exceden el ámbito de aplicación de este trabajo.
Representación de variables meteorológicas del clima
Este problema es crítico por dos motivos: su alto coste computacional y la
necesidad de disponer de los datos meteorológicos en un breve espacio de
tiempo. Con un número grande de estaciones logramos un nivel más satis-
factorio de detalles pero requerimos más carga computacional. Utilizando
una metodología de identificación de tareas y reparto de la carga, que es
común a todos los problemas tratados en esta tesis, hemos conseguido una
gran eficacia en la aplicación y hemos reducido significativamente el tiempo
de respuesta. El impacto que tienen estos resultados en la agricultura de
la zona es altamente significativo. Sin embargo, tal como es usual cuando
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se mejoran las aplicaciones en paralelo, han quedado al descubierto otras
partes del programa que no eran críticas antes de la paralelización pero sí
lo son ahora, como es el acceso a la base de datos. También las técnicas de
paralelismo contribuirán a la solución del este problema en el futuro.
Modelado de ríos
El modelado hídrico de ríos permite manejar criterios que permitan compa-
rar cuencas de distintas dimensiones, así como relacionar parámetros mor-
fométricos con el funcionamiento hidrológico de los mismos. Al igual que
en los casos anteriores, el coste computacional crece con el aumento de
la longitud de la sección del río seleccionada para ser modelado. El coste
computacional aquí radica en la construcción de la matriz del sistema de
ecuaciones. Hemos aprovechado el alto paralelismo intrínseco a la construc-
ción de esta matriz para generar una aplicación altamente eficiente y así
resolver el problema de manera óptima para los usuarios del mismo.
Autooptimización de software para arquitecturas multicore y multi-GPU
En este capítulo se comparan dos metodologías de autooptimización para
balancear la distribución de trabajo entre CPU y GPU en problemas apli-
cados en un sistema multicore+multi-GPU. Uno de los modelos se basa en
la realización de experimentos de forma guiada para reducir el tiempo de
experimentación en la búsqueda de la mejor distribución para un conjunto
de tamaños de problema predeterminado. Los mejores valores obtenidos se
almacenan para usarlos en tiempo de ejecución para determinar la forma
de partición de las tareas entre CPU y GPU. El segundo método se basa
en un modelo teórico del tiempo de ejecución de la rutina híbrida. El mo-
delo contiene parámetros que reflejan el comportamiento de la rutina en
el sistema, y los valores de estos parámetros se estiman para cada sistema
concreto por medio de experimentos. En la ejecución se utiliza un modelo
adaptado al sistema para decidir el particionado de los datos. En general,
con los dos modelos se obtienen distribuciones muy cercanas a la óptima.
Su aplicación a los casos de estudio tratados en la tesis ha sido satisfactoria
y ha permitido obtener un buen producto final que es, a la vez, eficiente y
fácil de utilizar para usuarios no expertos en paralelismo u otras técnicas
de computación de altas prestaciones.
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8.2 Publicaciones generadas en el marco de la tesis
A continuación se enumeran todas las publicaciones asociadas a la tesis.
Publicaciones en revistas científicas
 M. Boratto, P. Alonso. D. Giménez and M. Barreto,Automatic Rou-
tine Tuning to Represent Landform Attributes on Multicore
and Multi-GPU Systems, The Journal of Supercomputing, April,
Springer US, Volume 70, Issue 2, p. 733–745, 2014.
• Resumen: Diversas aproximaciones iniciales a la problemática
de la optimización automática en plataformas heterogéneas to-
mando como ejemplo la representación del relieve.
• Capítulo de la tesis: 3 y 7.
• Referencia: [102].
 J. Peinado, P. Alonso, J. Ibáñez, V. Hernández and M. Boratto,
Solving time-invariant differential matrix Riccati equations
using GPGPU computing, The Journal of Supercomputing, Sprin-
ger US, Volume 70, Issue 2, p. 623–636, 2014.
• Resumen: Esta publicación esta enmarcada dentro del concep-
to general de la tesis aunque no trata ninguno de los problemas
en particular tratados en la misma. Utiliza una partición de car-
ga de trabajo en una arquitectura CPU–GPU para resolver un
problema teórico de ecuaciones de Riccati.
• Capítulo de la tesis: 7.
• Referencia: [106].
Publicaciones en congresos internacionales
 M. Boratto, P. Alonso, C. Ramiro, M. Barreto and L. Coelho,Parallel
Algorithm for Landform Attributes Representation on Multi-
core and Multi-GPU Systems, ICCSA (International Conference
on Computational Science and its Applications), Springer, Lecture
Notes in Computer Science, Part I, v. 7333, p. 29–43, 2012.
8.2. Publicaciones generadas en el marco de la tesis 129
• Resumen: Esta publicación esta enmarcada dentro de uno de
los problemas centrales de la tesis, modelado y optimización en la
representación del relieve. El trabajo propone la primera aproxi-
mación de la solución del problema de alto coste computacional
sobre una arquitectura heterogénea multicore y multi-GPU.
• Capítulo de la tesis: 3.
• Referencia: [107].
 M. Boratto, P. Alonso and C. Ramiro and M. Barreto, Heteroge-
neous Computational Model for Landform Attributes Repre-
sentation on Multicore and Multi-GPU Systems, ICCS (Inter-
national Conference on Computational Science), Procedia Computer
Science, v. 9, p. 47-56, 2012.
• Resumen: Esta publicación es la primera propuesta completa,
y que complementa a la anterior publicación, abordando la re-
presentación del relieve sobre una arquitectura heterogénea mul-
ticore y multi-GPU.
• Capítulo de la tesis: 3.
• Referencia: [108].
 M. Boratto, P. Alonso and D. Giménez, Computational mode-
lling of meteorological variables, 13th International Conference
on Computational and Mathematical Methods in Science and Engi-
neering (CMMSE 2013), Cabo de Gata, Almería, España, Junio, 2013.
• Resumen: Primeros estudios sobre modelado computacional de
la representación de variables meteorológicas del clima.
• Capítulo de la tesis: 5.
• Referencia: [109].
 M. Boratto, P. Alonso and A. M. Vidal, A Threaded Divide and
Conquer Symmetric Tridiagonal Eigensolver on Multicore
Systems, 2008 International Symposium on Parallel and Distribu-
ted Computing (ISPDC ’08), IEEE Computer Society. Lecture Notes
in Computer Science, p. 464-468, 2008.
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• Resumen: Esta publicación constituye un trabajo preliminar
sobre modelos óptimos de particionado de datos para ser distri-
buidos sobre arquitecturas multicore. El modelo es aplicado a
un problema teórico de resolución de sistemas tridiagonales uti-
lizando un modelo Divide y Vencerás. El trabajo está enmarcado
dentro del concepto general de la tesis.
• Capítulos de la tesis: 7.
• Referencia: [110].
 M. Boratto, P. Alonso, J. Peinado, and J. J. Ibáñez, Evaluation of
matrix polynomials on GPUs, Enviado a The 6th International
Workshop on Programming Models and Applications for Multicores
and Manycores.
• Resumen: Evaluación de polinomios de matrices en varias GPUs.
• Capítulos de la tesis: 4.
Informes técnicos
 P. Alonso and M. Boratto and J. Peinado and J. Ibáñez, On the eva-
luation of matrix polynomials using several GPGPUs, Depar-
tament of Information Systems and Computation, Universidad Poli-
tècnica de València, València, España, Julio, 2014.
• Resumen: Evaluación de polinomios de matrices en varias GPUs.
• Capítulo de la tesis: 4.
• Referencia: [111].
Proyectos de investigación
El trabajo de esta tesis se ha realizado en el marco de varios proyectos de
investigación regionales y nacionales:
 Proyecto de la Fundación Séneca, Consejería de Cultura y Educación
de la Región de Murcia: “Técnicas de optimización de rutinas paralelas
y aplicaciones” (02973/PI/05), de 1 de enero de 2006 a 31 de diciembre
de 2008.
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 Proyecto CICYT, Ministerio de Educación y Ciencia: “Construcción
y optimización automáticas de bibliotecas paralelas de computación
científica” (TIN2008-06570-C04-02), de 1 de enero de 2009 a 31 de
diciembre de 2011.
 Proyecto PROMETEO, Generalitat Valenciana, “High Performance
Computing Tools for solving Signal Processing Problems on Parallel
Architectures”, (PROMETEO/2009/013), de 1 de enero de 2009 a 31
de diciembre de 2013.
 Proyecto REN-CAPAP-H2, Ministerio de Economía y Competitivi-
dad: Red de computación de altas prestaciones sobre arquitecturas
paralelas heterogéneas (CAPAP-H), (TIN2007-29664-E), de 1 de ju-
nio de 2012 a 1 de junio de 2013.
8.3 Trabajos futuros
A la vista de los resultados obtenidos, se proponen algunas líneas de in-
vestigación relacionadas y complementarias con el trabajo realizado en esta
tesis, que se consideran interesantes a corto y medio plazo y que se podrían
agrupar en varias direcciones:
Otros problemas A corto plazo se va a trabajar con otros problemas apli-
cados: modelado matemático de control biológico de plagas de caña
de azúcar, desarrollo de un modelo lagrangiano de transporte de acei-
te, etc. Se pretende validar la metodología de autooptimización para
un rango amplio de esquemas paralelos que pueden ser aplicados de
manera inmediata a nuevos problemas.
Explotar en totalidad la heterogeneidad del sistema Nuestra imple-
mentación está diseñada para la división y asignación de tareas a dife-
rentes recursos computacionales en multicores con varias GPUs. Pre-
tendemos extender las aplicaciones y las técnicas de autooptimización
a clusters con GPUs para acelerar los problemas estudiados.
Nuevos modelos de autooptimización Se ha comprobado en el Capí-
tulo 7 que los modelos obtenidos puede ser mejorables en el sentido de
reducir el espacio de búsqueda en el proceso de experimentación. Las
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ideas aquí consisten en utilizar heurísticas dependientes del problema
y/o la configuración hardware subyacente.
Extensión a nuevas configuraciones hardware También estamos estu-
diando la aplicación y extensión de estas técnicas de autooptimización
a nuevas configuraciones hardware que incluyan otros aceleradores
hardware como el Intel Many-Integrated-Core Xeon Phi, u otros tipos
de GPUs que no sean fabricados por la NVIDIA, lo que conduciría
también a realizar implementaciones en OpenCL.
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Librería AUTO A
Para facilitar las experimentaciones de las aplicaciones, se ha decidido crear
una librería que permite aplicar la autooptimización a los problemas apli-
cados que hemos tratado en esta tesis. Esta librería se ha creado empleando
como base los modelos desarrollados. Su filosofía es la de ser exportable a
cualquier otro problema, y que para un usuario sin ninguna experiencia to-
do sea lo más transparente posible. En este estudio, se presenta una librería
que permite una ejecución cercana a la óptima de forma automática.
Se ha creado una librería llamada AUTO, concebida para ser empleada
en el momento de la instalación de los modelos empírico y experimental en
un entorno de ejecución paralelo. Con esta librería se extrae información
sobre la escalabilidad del código paralelo del modelo empírico junto con
las características del entorno heterogéneo de ejecución. Se ha ejecutado la
librería en paralelo utilizando varios recursos computacionales, según prefe-
rencias del usuario, y con esto se han realizado pruebas cortas dentro de un
dominio de distintos tamaños y formas, y para diferentes particiones. Los
experimentos han sido realizados a partir de esta librería, de la que se han
comprobado todas sus funcionalidades, facilidad de manejo y, sobre todo,
utilidad práctica para los problemas aplicados de la tesis. A continuación
se muestra un resumen de como instalar y utilizar la librería junto con las
explicaciones de las rutinas desarrolladas.
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A.1 Rutinas de la Librería AUTO
A continuación comentaremos algunos aspectos generales de las rutinas de
autooptimización desarrolladas, teniendo como referencia los casos de es-
tudio: representación del relieve (Capítulo 3), representación de variables
meteorológicas del clima (Capítulo 5), y modelado hídrico de ríos (Capítu-
lo 6). De forma general se puede destacar que:
 Lo que hacen las rutinas desarrolladas es resolver el problema alteran-
do los valores de autooptimización antes y después de la computación.
 Tienen la opción de realizar la autooptimización tanto de forma em-
pírica cuanto experimental.
PROPÓSITO:
Retorna las potencias absolutas de la CPU y GPU de un
sistema heterogéneo.
SINOPSIS:
RUTINA AUTO_POTENCY ( IDGPU, *VECPOT( *, 2 ) )
PARÁMETROS:
IDGPU - INTEGER
En la entrada, IDGPU especifica el identificador de la GPU
de la que se quiere hallar la potencia absoluta.
VECPOT - DOUBLE PRECISION vector de DIMENSION
( *, 2 )
En la salida VECTPOT(0) retorna la potencia de la CPU,
y VECTPOT(1) la potencia de la GPU.
AUTO_POTENCIA
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PROPÓSITO:
Retorna el speedup de 1 GPU con respecto a 1 núcleo de la
CPU.
SINOPSIS:
RUTINA AUTO_SPEEDUP ( IDGPU, SPEEDUP )
PARÁMETROS:
IDGPU - INTEGER
En la entrada, IDGPU especifica el identificador de la GPU
de la que se quiere hallar el speedup.
SPEEDUP - DOUBLE
Retorna el speedup de la CPU en respecto a la GPU en un
valor double.
AUTO_SPEEDUP
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PROPÓSITO
Calcula la representación del relieve, retornando los pará-
metros de ejecución de forma auto-optimizada.
SINOPSIS
RUTINA AUTO_RELIEVE ( DEGREE, CORES, PROPG-
PU, NUMGPU, AUTO, *VECDEGREE( *, DEGREE ) )
PARÁMETROS
DEGREE - INTEGER
En la entrada, especifica el grado del polinomio de la super-
ficie.
CORES - INTEGER
En la entrada representa el número de cores utilizado.
PROPGPU - INTEGER
En la entrada representa la proporción de computación asig-
nada a cada recurso computacional, teniendo como base la
GPU.
NUMGPU - INTEGER
Número de GPUs utilizadas en la computación.
AUTO - CHAR*1
Flag que representa la activación de la auto-optimización (1
si experimental), (2 si empírica) y (0 no).
VECDEGREE - DOUBLE PRECISION vector de DI-
MENSION ( *, DEGREE )
En la salida devuelve los coeficientes del polinomio.
AUTO_RELIEVE
A.1. Rutinas de la Librería AUTO 149
PROPÓSITO
Calcula la representación de variables meteorológicas del
clima, retornando los parámetros de ejecución de forma
auto-optimizada.
SINOPSIS
RUTINA AUTO_CLIMA ( STATIONS, CORES, PROPG-
PU, NUMGPU, AUTO, *SOLUTION( *, * ) )
PARÁMETROS
STATIONS - INTEGER
En la entrada, especifica el número de estaciones.
CORES - INTEGER
En la entrada representa el número de cores utilizado.
PROPGPU - INTEGER
En la entrada representa la proporción de computación asig-
nada a cada recurso computacional, teniendo como base la
GPU.
NUMGPU - INTEGER
Número de GPUs utilizadas en la computación.
AUTO - CHAR*1
Flag que representa la activación de la auto-optimización (1
si experimental), (2 si empírica) y (0 no).
SOLUTION - DOUBLE PRECISION vector de DIMEN-
SION ( *, * )
En la salida devuelve variables meteorológicas del clima.
AUTO_CLIMA
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PROPÓSITO
Calcula el modelo hídrico de ríos, retornando los parámetros
de ejecución de forma auto-optimizada.
SINOPSIS
RUTINA AUTO_RIO ( PLAN, CORES, PROPGPU,
NUMGPU, AUTO, *MAP( PLAN, PLAN ) )
PARÁMETROS
PLAN - INTEGER
En la entrada, especifica el recorte del río.
CORES - INTEGER
En la entrada representa el número de cores utilizado.
PROPGPU - INTEGER
En la entrada representa la proporción de computación asig-
nada a cada recurso computacional, teniendo como base la
GPU.
NUMGPU - INTEGER
Número de GPUs utilizadas en la computación.
AUTO - CHAR*1
Flag que representa la activación de la auto-optimización (1
si experimental), (2 si empírica) y (0 no).
MAP - DOUBLE PRECISION vector de DIMENSION (
PLAN, PLAN )
En la salida devuelve el mapa hídrico del río.
AUTO_RIO
