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We consider the nonlinear parabolic equation 
u,-Au+u’=O in Q=nx]O,T[ 
(T>O, s2 open set in [w”, d= 1, 2, . ..) with the boundary condition a(.~, t) =O on 
~?a x 10, T[ and the initial condition u(x, 0) = 6(.x) in D, where 6 is the Dirac mass 
at the origin of Iw”. It is known that this problem has no weak solution in any 
known classical sense (within the distribution theory). Using a theory of generalized 
functions we obtain existence, uniqueness, and consistence results, which describe 
mathematically the behaviour of the solutions a, obtained with smooth initial con- 
ditions u,(x, 0) = 6,(x), 6, E g’(Q), and 6, --f 6 when c + 0. m( 1990 Academic ~resa, IIIC. 
1. INTRODUCTION 
Let d= 1, 2, . . . be an integer and let 52 be a bounded open set in &Y’ with 
smooth boundary X& we assume OEO. We consider the nonlinear 
parabolic problem 
u~-h+u3=o in Q=52x]O, T[, T>O (1) 
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with boundary and initial condition 
u(x, t) = 0 on 80x 10, T[ (2) 
u(x, 0)=6(x) in Sz, (3) 
where 6 is the Dirac mass at the origin. 
H. Brezis and A. Friedman [4] proved that this problem has no weak 
solution in Q: there is no u in L&,(Q) (for any p > 1) satisfying (1) in the 
sense of distributions and (3) in the sense: for any continuous function cp 
compactly supported in G? 
es,s+lim s u(x, t) q(x) dx = q(O). (4) 
R 
Further if we approximate 6 by a sequence (6,) of smooth functions we 
observe that the solutions u, of (1 ), (2) taking the initial condition 
44 0) = S,,b) in Q 
converge uniformly to 0 on [s, T] x 0, for any r > 0. 
Therefore there is a boundary layer phenomenon at t = 0, whose result 
is a loss of the initial condition. 
This loss appears as a problem of mathematical setting; condition (4) is 
too strong a way to express (3): in the interior of Q the solution u (corre- 
sponding to lim, u,) appears to be the zero function, while its restriction to 
t = 0 has to be the Dirac mass at the origin in 52. This situation reminds 
one of the situation of the “Dirac delta function” before it was understood 
as a measure. 
The purpose of this paper is to show that the theory of generalized func- 
tions in [2, 6, 8, 123 is a natural setting to interpret the solution. Using 
classical techniques on this parabolic equation we obtain existence 
(Theorem l), uniqueness (Theorem 2), and consistence of the solution 
(Theorem 3). The existence-uniqueness result applies to any initial condi- 
tion which is a real valued distribution on Sz with compact support. 
Further when a solution exists within distribution theory we show that our 
generalized solutions are coherent with this solution. 
As explained above the key of the problem lies in the interpretation of 
the initial condition (2). If (6E)O<EC. I is an approximation of 6 (i.e., S, E 
9(Q), 6,> 0, supp 6, + {0}, fR 6,(x) dx = 1) and if u, is the C” solution 
of (l), (2) with initial condition 6, then it is proved in Brezis and 
Friedman [4] that for any cp E 9(Q), 
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which is the cause of the loss of the initial condition. Our theory of 
generalized functions considers instead of (5) the limits in the reverse order, 
i.e., 
and then one gets obviously q(O). We are precisely in a case in which the 
order of these limits cannot be permuted. Results of this paper are sketched 
in [7, 12, pp. 164-1651. Similar results for hyperbolic systems are given in 
[Ill. 
A necessary and sufficient condition for the existence of solutions of this 
problem within the theory of distributions is obtained in [ 11; see also [S]. 
2. THE CONCEPT OF GENERALIZED FUNCTIONS USED 
Let 6 be any open set in P’; we consider an algebra 9(C) of “generalized 
functions” on G. It contains the space 9’(C), has g”(0) as a subalgebra, 
and admits partial derivation operators which extend differentiation in 
S(0). We give a definition of 9(O) which allows restriction to subspaces 
but for the sake of simplicity this definition depends on a given system of 
coordinates. A slightly more sophisticated definition which is invariant 
under linear changes of coordinates in the euclidean space is given in [2]. 
This does not change anything in the results and proofs. 
For q E N we set 
.r9,([W)={~~~(R)suchthat x(x)dx=l 
c 
and 
i‘ xkx(x) dx = 0 if 16k6q) 
and 
d,(EP) = {cp(x,, . . . . xc,)= i x(x,), x~d&[w), i.e., (p=x@“}. 
;= I 
Next 8[0] is the set of functions on .&(rW”) with values in V(C). Given 
REW[Q] we write R(cp, x) the value of R(q) at the point XE 6, where 
cp E &(lR”). The space of distributions 9’(O) is embedded in &CC] via the 
inclusion 
(0 + C-x -+ cv -+ (a * cp)(-x)11 
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if o E g’(0), for any cp E sB,(R“) and any XE 0 such that the above con- 
volution makes sense (and any arbitrary value otherwise; this arbitrariness 
will disappear in the final result). Obviously S[O] with pointwise multi- 
plication is an algebra but V(0) is not a subalgebra. Then given 
q E dO(lR”) and E E IO, 1 [ we define a function cp, by 
rp,(x) = ~-%w). 
An element of &‘[0] is called moderate if for every compact subset K of 0 
and every differential operator D = 8:; ... 82 (k,~ IV) there is n E N such 
that the following holds: 
Vq E s&( Rd) 3c, q > 0 such that 
sup lDR(cp,, x)1 <CC-~ if 0 < E < q. 
-cc/c 
We denote the subset of moderate elements by &,[O], where the sub- 
strict M stands for “moderate.” We define an ideal JV[O] in gM[O] as 
follows: R E J”[O] iff for every compact subset K of 0 and every differen- 
tial operator D there is NE N such that 
Vq > N and Vcp E J$( Rd) 3c > 0, v > 0 such that 
sup JDR(q,,x)l <cCN if 0 <E < v. 
XE K 
Finally, the algebra g(0) is defined as the quotient of &CO] with 
respect to JV[O]. We use the abbreviated notation R(E, x) for R(cp,, x); 
this does not cause any trouble since the detailed notation can be refor- 
mulated at once. By definition the restriction at the time t = t, of an 
element u of s(ll?‘) is defined as the class of the map (cp@- ‘, x) + 
R(@‘, x, to) if cp E SS&( R) and if R is a representative of U. In abbreviated 
notation this gives the familiar formulation: uJ,=,, is the class of R(E, x, to) 
if u is the class of R(E, x, t). Notice that if cp E~JFY’) one can write 
cp = ($,) in a unique way, for instance by the normalisation condition 
s e’(x) dx= 1, so that there are elements in &‘MIO] which actually depend 
on E and not on cp. The introduction of the set of functions y: N -+ R such 
that y(q) + +cc when q -+ +cc and a bound c@) in definition of JV[~] 
gives a concept of generalized functions with some specific better properties 
(see [6]); this does not change anything in the results and proofs of this 
paper, these y were dropped only to simplify the notation. 
In the classical construction of R from Q by the method of Cauchy 
sequences the set &.,[O] is replaced by the set of all Cauchy sequences of 
rational numbers and the set M[0] is replaced by the set of all null 
sequences (i.e., the sequences which converge to 0) of rational numbers. If 
409.145,1-13 
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.f‘~%“(fi’) then we consider the map RE&[SL] defined by R(E,.Y)=/‘(.Y) 
and thus we obtain at once an inclusion of % “(P) into g(G). 
Two generalized functions G, , G, E Y( Co) are associated if there are repre- 
sentatives R, , R2 of G, , G,, respectively, such that for any Y in 6Z( Cc), 
, 
! (R,(E, x) - RZ(~, x)) Y(x) dx -+ 0 when E -0. C’ 
(Then the same holds for any representatives of G, and G,.) Let TE S(O). 
Then a generalized function GE g(0) is said to have T as macroscopic 
alspect if VY E g(O), SC R(E, x) Y(x) dx --+ (T, Y) when e --+ 0. 
The Dirac Generalized Functions 
Let p E g(Iw) be a C” function such that joA p(x) dx = 1. Then the class 
in g(lR) of the map R(E, x) = (l/e) p( / ) x E is an element G of g(aB) which is 
associated with the Dirac delta function (i.e., VYE g(rW), jn R(E, x) Y(x) dx 
-+ Y(0) when E + 0). 
We define g(8) exactly in the same way be stating that for each E the 
map x -+ R(E, x) and all its partial derivatives can be extended con- 
tinuously to 8. Further in the definitions of &M[B] and .,V[B] we take for 
K any compact subset of 8. Restrictions of any GE g(8) to the boundary 
of 8 are defined quite naturally; see [2, 31 for a detailed study of 
generalized functions on a closed set. 
3. A GENERAL EXISTENCE RESULT 
52 is an arbitrary open domain of Rd (d= 1,2, . ..) with C” boundary aQ, 
and T is a positive number (T = +co is allowed in Theorem 1). 
THEOREM 1. For any given real valued u,, E S(Q) with compact support 
then there exists UE~(Q) the solution of 
u,-h+u3=0 in %Q) 
UliEx (O} = uo in C!?(Q) (7) 
4mx[o,T,- -0 in %(X2 x [0, T]). 
In particular u. may be any distribution on 52 with compact support or 
more generally any element of Y(Q) associated with such a distribution. 
Note that the various restrictions of u are well defined due to the definition 
of @J(Q). 
ProoJ Let R,: 10, 1 ] x Q + Iw be a representative of u,; replacing R, 
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by a& with a a C” function on a, identical to 1 on a neighborhood of 
supp uo, CI E g(Q), then aR, is also a representative of u,; therefore we may 
assume RO(s, X) = 0 if x is outside some neighborhood of supp uo. Now we 
define S(E, x, t) E GP(Q) in the variable (x, t) as the classical C” solution 
of (l), (2) with the initial data RO(&, x) at t=O. 
The following lemma shows that the map R from 10, l] x 0 into R 
defined by R(E, x, t) = S(E, x, t) is in &‘,[Q]. Let u E g(Q) be its class; then 
24 is solution of (7). 1 
LEMMA 1. For any integer k there is a polynomial P, in one variable such 
that if u. lies in 9(Q) then the solution u of (l), (2) with U(X, 0) = uo(x) 
satisfies 
II4 C”(Q) G Pk( ll~oll c%+‘(a) 1. 
Proof From the maximum principle we have 
M-T t)l G IIUOII Lai(L?)Y (4 t) E e. 
Upon differentiating (1) with respect to either t or xi, 1< i < d, we see that 
both a, and ux,, 1 < i< d, are solutions of 
v,-Av+3u*v=O in Q; 
again by the maximum principle we conclude that u, and u,,, 1 < i< d, 
achieve their maxima on either X? x [0, T] or ax (0). Now u, vanishes 
on 8Q x [0, T] and u,jx, 0) = u~,~,(x), 1 Q i<d, on 852 x (0). Hence we 
are to get estimates for u, on XJ x (0) and uX,, 1 6 id d, on dS2 x [O, T]. 
Choose tl >O such that a > I~Au,I/~~(~) + (IuoJI iNcnj and let w(x, t) = 
f [u(x, t) - u,(x)] - at. By direct computation we find 
w,--Aw+u’w= f[Au,-u%,]-afu’at<O in Q 
w(x, 0) = 0 on D 
w(x, t) = -at < 0 on dO x [0, r]. 
From the maximum principle it follows that w  achieves its maximum on 
t = 0, say wI(x, 0) d 0 for x E 0; hence f u,(x, 0) < a on Q. Therefore 
l141Lyn, G Il&,II~ya~ + Il~oll~~~,,. 
Next building barriers on dQ x [0, T] and proceeding along the lines of 
[9, Chap. VI.31 we find an estimate for Vu on %2 and conclude to the 
existence of a positive constant C such that 
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Thus given any cx in (0, 1) there exists a constant C,,(a) such that 
I/4(.‘@, G C,(r) IIUollc~cn,. 
Rewriting (1) as 
u,-Au=f in Q 
u( x, 0) = u()( x) on Q 
u(x, t)=O on &? x [0, T] 
withf= -u3, by parabolic estimates (see [9, lo]) we have 
A boot strapping argument yields: for any integer k there exists a polyno- 
mial P, such that 
II4 CXiZ.ii +qp, < Pk( IIz4J cZ’+ I,&. 
This completes the proof of Lemma 1. 1 
4. UNIQUENESS OF THE SOLUTION 
Theorem 1 is complemented by 
THEOREM 2. The solution of (7) is unique. 
Proof: Let us assume ul, u2 E 3(Q) are two solutions of (7). u = u, - u2 
is such that 
u,-Au+(u~+u,u,+u;)u=O in g(Q) 
ulaX{“)=O in g(Q) (8) 
4mx[o.r,= 0 in 9(%2x [0, T]). 
If Ri, 1 6 i < 2, are respective representatives of ui then R = R, - R, is a 
representative of u and for any E the map (x, t) + R(F, x, t) is a solution of 
fR,-AR+(R;+R,R,+R;)R}(c,x, t)=f(E,x, t) if (x, t)EQ 
WV, x, 0) = g(E> xl if xE!S 
R(cp, x, t) = NE, x, t) if (x, t) E kK? x [0, T], 
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wherefEJ1/^[&, gEM[a], and ~EJY[~SZ x [0, T]]. Proving that u=O 
in g(Q) amounts to proving that R E ~+‘“[e]. Due to the explicit bounds 
defining M[Q] this is an immediate consequence of the following lemma, 
which follows at once from [ 10, Chap. IVS]. 1 
LEMMA 2. Let v E G??“(Q) be solution of 
v,-Av+a,v=f in Q Cf~@'ECQ)) 
4% 0) = g(x) on Q (gENQ)) (9) 
v(x, t) = h(x, t) in cX~ x [0, T] (gEV”(S2 X [0, T])), 
where T > 0 is finite and where a,(x, t) 3 0 in Q. Then for any k E N there 
exists a polynomial Pk in one variable with coefficients independent of 
a,, f, g, h such that 
5. CONSISTENCE OF THE SOLUTION 
In our theory of generalized functions the concept of association plays a 
basic role: we recall that two elements G,, G2 E g(0) (of respective repre- 
sentatives R, , R2) are said to be associated iff for every YE g(O), 
J (R,(E, X)-RAE, xl) W) dx -+ 0 when E -+ 0. (10) C 
Note that (10) is the faithful generalization of the classical concept of 
equality between two distributions (if Gi, G, E S(0) then they are equal iff 
they are associated). From the classical Schwartz impossibility result the 
classical algebra V(0) of all continuous functions on 0 cannot be a sub- 
algebra of g(0); it is the association which makes coherent the new 
product of continuous functions (in g(0)) with their classical product; see 
C2, 6, 7, 11 I. 
When one says that the initial condition at t = 0 is the Dirac mass 6 at 
the origin one means in fact that it is a generalized function which has the 
macroscopic aspect of the Dirac 6 distribution [ 131. Therefore the uniqueness 
as stated above does not exactly reflect the uniqueness in the sense of 
distribution theory since the assumption of equality u1 = u2 in B(0) is in 
fact stronger than what one has in mind from distribution theory. A faithful 
generalization of the uniqueness in the distribution sense would be: if 
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“Uo I is associated with u().~ in ?S(L?) then U, is associated with u2 in g(Q).” 
Fortunately we also have such a result. 
THEOREM 3. Let u,,, , and u,),~ he two associated elements of Y?(sZ) with 
compuct support. Assume they satisfy (10) for any ‘I-’ E W(6). Assume,further 
that for any E small enough their representatives R,,,i, i = 1,2, satisfy 
s I R,, ,(e, x) - R&E, x)1 dx 6 c (11) R 
with c independent of E. Then the corresponding solutions of (7) are 
associated with each other in 9(Q). 
The conditions (10) for any YE V(6) (instead of B(a), which is the 
definition for the association) and (11) are slightly strengthened forms of 
the concept of association. In particular (11) holds as soon as 
s lRo.r(~, x)1 dx< K i= 1, 2. c2 
Of course this condition holds when u,,, have the macroscopic aspect of the 
Dirac mass. In short we obtain that when the initial conditions are Radon 
measures which we approximate by C” functions in a natural sense then 
the solutions are associated. 
Proof. For i = 1, 2 let Ri be a representative of ui; R = R, - Rz is still a 
solution of (8) with f in M(a), h in .N(&2 x [0, T]), and g such that any 
representative g(.a, x) of g satisfies 
I g(c, x) O(x) dx -+ 0 for any 0 E C( 0). (12) R 
Given any x in C*(Q), vanishing on XJ x [0, T], we have 
j [R,-AR+(R;+R,R,+R;)R]Xdxdt= j f .Xdxdt. 
Q Q 
Integrating by parts yields 
- jQ R[x, + AX - (R: + R, R, + R:)x t-f] dx dt + ja R(x, T) .X(X, T) dx 
= jQ g(x) . x(x, 0) dx - j h(x, r) .x (x, t) da dr. 
h 
(13) 
iiR x (0.7) 
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Now pick @ in g(Q) and let x be the solution of the backward parabolic 
problem 
-x,-Ax+[R:+R,R,+R;]x=@ in Q 
x(x, T) = 0 on Sz 
x(x, I)=0 on ?K2 x (0, T). 
(14) 
Substituting this back into (13) we get 
I R.(@-f)dxdt Q 
=jQs(xMOWx-j h(x, t) 2 (x, t) da df. 
ar 
(15) 
I%2 x (0, T) 
Pointing out the dependence of R, g, and h on E we have 
5 R(E, x, t) . [@(x, t) -f(e, x, t)] dx dt Q 
= jD A&, xl X(E, x, 0) dx - j h(.s, x, t) . 2 (E, x, t) da dt. 
aq 
(16) 
f3R x (0, T) 
Note that x depends on E through Eq. (14). 
First J. R belongs to N(Q) because f~ J(Q) and R E &[Q]; hence 
Rf (E, x, t) dx dt n 0. 
Next using the nonnegativity of Rf + R, R, + R: and copycatting the 
proofs in [lo, Chap. III.lO], we obtain: for any c1 in [0, l] 
where C, does not depend on E E (0, 1). Thus the set {x(E, ., 0) I,, E< i is 
relatively compact in C(n); this together with (12) implies 
i R 
de, xl X(E, x, 0) dx E’O~ 0. 
Last, 1 belongs to 6” [ &] (see [ 10, Chap. IV.51); hence 
and 
196 
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j 3R x [O, 7.1 
h 2 (E, x, t) da dt F’O- 0. 
% 
Thus letting E -+ 0 in (16) we find 
l e R(E, x, t) @(x, t) dx dt - 0, 
that is, R is associated with 0, that is, R, is associated with IR,. 
REFERENCES 
1. P. BARAS AND M. PIERRE, Probltmes paraboliques non liniaires avec don&es mesures, 
Appl. Anal., in press. 
2. H. A. BIAGIONI, “Introduction to a Nonlinear Theory of Generalized Functions,” Notas 
de Matematica, Unicamp, Campinas S.P., Brazil, 1988. 
3. H. A. BIACIONI AND J. F. COLOMBEAU, Whitney’s extension theorem for generalized 
functions, J. Math. Anal. Appl. 114 (1986), 574-583. 
4. H. BRBZIS AND A. FRIEDMAN, Nonlinear parabolic equations involving measures as initial 
conditions, J. Math. Pures Appl. 62 (1983), 73-91. 
5. H. BI&ZIS, L. A. PELETIER, AND D. TERMAN, A very singular solution of the heat equation 
with absorption, Arch. Rational Me& Anal. 95, No. 3 (1986), 185-210. 
6. J. F. COLOMBEAU, “Elementary Introduction to New Generalized Functions,” North- 
Holland, Amsterdam, 1985. 
7. J. F. COLOMBEAU AND M. LANGLAIS, Existence et unicitt: de solutions d’iquations 
paraboliques non linkaires, C. R. Acad. Sci. Paris St?. I Math. 302 (1986), 379-382. 
8. J. F. COLOMBEAU AND A. Y. LE ROUX, Multiplications of distributions in elasticity and 
hydrodynamics, .I. Math. Phys. 29 (1988), 315-319. 
9. A. FRIEDMAN, “Partial Differential Equations of Parabolic Type,” Prentice-Hall, 
Englewood Cliffs, NJ 1964. 
10. 0. A. LADYZENSKAIA, V. A. SOLONNIKOV, AND N. N. URALCEVA, Linear and quasilinear 
equations of parabolic type, Trawl. Math. Monographs 23 (1968). 
1 I, M. OBERGUGGENBERGER, Generalized solutions to semilinear hyperbolic systems, 
Monarsh. Marh. 103 (1987), 133-144. 
12. E. E. ROSINGER, “Generalized Solutions of Nonlinear PDEs,” North-Holland, Amster- 
dam, 1987. 
13. (added in proof) For a clearer explanation see the appendix of J. F. COLOMBEAU, The 
elastoplastic shock problem as an example of the resolution of ambiguities in the 
multiplication of distributions, J. Math. Phys., to appear in December 1989. 
