Nuclear magnetic resonance is unique among geophysical methods in its ability to directly detect hydrogen in liquids. In near surface applications wire loops may be deployed on the surface, both as transmitters and receivers, and used to investigate groundwater in the top 100 or so meters. There are numerous applications for the method, and fast, robust methods to forward model the data are needed. Most formulations assume coincident transmitter and receiver loops, 1D layering of water, and are formulated either in the time domain or solve for the initial amplitude of the signal only. We present an alternative scheme that makes use of efficient frequency-domain calculations that is generalized for 3D water distributions. Separate transmitter and receiver loops are supported. An adaptive octree mesh is used that splits the solution domain into cells such that a specified tolerance of error is not exceeded.
INTRODUCTION
Surface nuclear magnetic resonance (sNMR) relies on the fact that liquid water forms a weak magnetization in the earth's magnetic field B 0 due to the interaction of protons with the field. This magnetization vector M T room TB 0 .
In the earth's field the Larmor frequency ranges from roughly 900-2,500 Hz. The method relies on the fact that magnetic fields that corotate with M
N will tip the magnetization vector away from its equilibrium point. Large wire loops pulsed with current at the Larmor frequency are an efficient way to generate such fields. After being tipped the bulk magnetization decays back to its original orientation M N . This decay may be monitored inductively on the earth's surface using wire loops that measure the changing emf due to the precessing and decaying magnetization. The initial amplitude of the signal is therefore directly proportional to the amount of water that was tipped. The rate of decay, described by the time constants T 1 and T 2 , is dependant on factors including pore size and connectivity and forms the basis for an estimation of hydraulic permeability.
The data amplitudes from these surveys are typically small, on the range of several hundred nV, and signal to noise issues are a real challenge. Fortunately, the data are sampled densely in time, and the entire time series can be used to parametrically invert for water content and T 2 distributions much more robustly than using initial amplitudes only (Müller-Petke and Yaramanci, 2009 ). This can only be done only if forward modeling algorithms can accurately reproduce the entire time series.
FORWARD MODELING

Time domain
The general forward problem can described in the time domain as (Weichman et al., 2000 (Weichman et al., , 1999 Hertrich et al., 2005) :
where B B B R (r,t ) is defined as the complex field of a unit current through a receiver loop and M N describes the decaying magnetization of tipped protons.
According to Weichman et al. (2000) this decay may be described as
In this equation θ T (r,t) = tγ|B + T (r,t)| and γ is the gyromagnetic ratio (a known physical constant). This is the tipping angle that reflects degree to which M 
Here φ is a phase delay in the transmitter current, and ζ is the depth dependent phase delay due to the conductivity effects. Following Weichman et al. (2000) :
Equation 1 is usually reformulated in terms of B + T and an analogous B − R that counter-rotates with the protons (Hertrich et al., 2005; Weichman et al., 2000) . Computing B + T can easily be done as only the Larmor frequency is of interest. However, B B B R is needed for all times. One common approach is to only model early times which allows the T 2 terms to be neglected. This is effective for modeling the voltage and phase response near the pulse shut-off for initial amplitude calculations.
In this equation K represents the initial amplitude kernel and m is the free water model. Since we are interested in modeling the complete time series (neglecting an infinitesimally small DC term) Equation 3 must be updated with (Weichman et al., 2000) B
Müller-Petke and Yaramanci (2009) added an exponential term to Equation 3 and demonstrated promising results with synthetic 1D inversions according to
However, as the receiver field was not updated, this approach is only appropriate for large T 2 decay times where the correction for complex frequencies is negligible. For most current applications and instruments this assumption is acceptable. However, if the method is to be extended to areas with short decay times, an alternative scheme should be considered. Additionally V N R (t) is a complex valued voltage describing the envelope of the signal and the instantaneous phase; but many sNMR instruments instead report a real valued time series that oscillates at the Larmor frequency. In the next section we demodulate this signal in the Fourier domain instead.
Frequency domain
To accurately model the entire real time series we take a different approach. The difficulty in working with Equation 1 is that knowledge of two time domain fields, one from the transmitter and one from the receiver must be calculated. However, calculation of these fields is much easier in the frequency domain. We instead formulate the forward problem as
This is just the Fourier transform of the time domain solution (Equation 1); B B B(r,ω) is defined as the frequency domain field of a unit current through a receiver loop (easily calculated) and M N (r, ω) describes precessing decaying magnetic moments due to protons that have been tipped. For the inverse problem, the measured real voltage time series may be brought into the frequency domain using the discrete Fourier transform. We therefore need to determine M M M N (r, ω), the frequency-domain spectrum that describes the precession and decay of M N (r,t).
We begin with B
Note that B B B + T (ω, r) is an even (Hermitian) function and δ is Dirac's delta functional. The value φ is the phase of the transmitter pulse, which was assumed to be zero in this case. Now θ is a function of B B B(ω,r) so
The Fourier transform of f (t) = t is the first distributional derivative of the Dirac delta functional (δ ). Using the equality (δ f )(a) = f (a) would allow for the tipping dynamics during the pulse to be modeled, but the convolution term ( ) makes this expensive. Also, this is of little value as data are not collected during the pulse. If we only consider times after the transmitter pulse has been turned off, where t = τ P , then θ T loses its time dependence and instead simply represents the final angle at which the protons were tipped.
is zero everywhere except at ω = ±ω L , θ is a constant, and we drop the˜from the notation. Turning our attention to M N by first examining the cross product:
Only the sine and cosine terms contain any time dependence. The sNMR method is not directly sensitive to the T 1 term in Equation 2 so this term may be neglected. Taking the Fourier transform of M N (r,t):
N (r) × B 0 ×b T and substituting the previous result into the cross product yields
Equation 4 may now be evaluated using Equation 5. Data from sNMR instruments is reported in two ways: a complex valued time series describing the demodulated envelope of the signal and its instantaneous phase, or a real valued oscillating time series. For obvious reasons we consider the latter case, as Fourier analysis of the envelope does not make sense. Since the data are real valued, only half of the Fourier spectrum needs to be considered. The real valued time series can be obtained by taking the inverse Fourier transform of V N R (ω).
3D considerations
Direct numerical integration schemes cannot easily be implemented for the 3D kernel. Our attention turns to finite element style meshes instead. A complication arises because the sensitivity of the kernel has dramatic spatial variation, especially near the source. Regular or rectilinear meshes often used in other EM applications would require far more cells than is practical to retain accuracy. Unstructured tetrahedral meshes have been employed (Schulz et al., 2009 ) but have the disadvantage that spatial information for each cell must be stored. Instead we adopt an octree mesh that implicitly stores position and cell volumes, details of which are discussed in the next section.
Computation of the B B B fields can be efficiently conducted in the Hankel domain according to Ward and Hohmann (1987) by integrating numerically around the current source (Poddar, 1982) . This can only be done for 1D layered models but generalizing to 3D conductivity models simply involves solving the 3D EM problem at cell nodes.
NMR response of a cell Using Equations 4 and 5 the NMR response of a single cell may be computed by
Since the signal is limited to frequencies around the Larmor frequency, it is sufficient to evaluate 6 in this neighborhood. For demonstration purposes we do not threshold this computation in Figure 1 . For this calculation the source and receiver fields are generated from a coincident magnetic dipole. 
ADAPTIVE OCTREE MESH
An octree is a hierarchical tree data structure where each node has either 8 or 0 children. A root is first defined whose size encompasses the entire area of interest, and is defined to be at level 0 in the tree. The tree then branches off from the root. The first level of branches is a set of 8 equally sized child nodes. The volume of the sum of the children is the same as that of the parent (in this case the root). This branching may continue to any arbitrary number of levels. In keeping with the tree nomenclature, nodes with no children are called leaves, and those with children are branches. The leaves define cells in the final mesh. If the position of the children is consistently assigned relative to their parent; then the position of any leaf may be determined by knowing the position of the parent, the level in the tree, and the index of the leaf. The convention we adopted is illustrated in Figure 2 . Generating a mesh to use for forward calculations is most easily done by evaluating the simple recursive function described in Algorithm 1. We used the absolute value of the initial amplitude kernel function from Equation 3 to evaluate the mesh. Starting at the root node, each node's potential 8 children are evaluated. Fields are computed at the center of the cells. If the difference between the contribution of the large parent node and the sum of the children is greater than the tolerance level, that node is subdivided into its children. This process is repeated with each new child until no further subdividing is needed. Therefore, Algorithm 1 ensures that each final cell is small enough to that the error associated with its discretization is below a defined threshold of error. The position may be calculated iteratively knowing the position of the parent cell and the level and index of the child. One significant benefits of this approach is that no minimum cell size needs to be declared prior to mesh generation. Also because cell locations and volumes are implicitly defined while traversing the tree, storage requirements are kept low. An implementation found within the Visualization Toolkit (Schroeder et al., 2007) , based on work by Yau and Srihari (1983) , was modified slightly for our purposes. Once the mesh has been defined, forward modeling can be accomplished by starting at the root of the tree. While iterating over the entire tree, V R (ω) can be updated for each leaf.
In Figure 3 we show the Kernel in Equation 3 evaluated over a 40 × 40 × 20 m area. The NMR response of cells with 100% water were used. A 10 m coincident transmitter and receiver loop was used and the tolerance was set at 10 nV to make the mesh easier to see. Meshes used in practice would need to be finer. Forward modeling can then be carried out over this mesh by summing up the contributions to the voltage for each cell according to 6.
CONCLUSIONS
A flexible framework for forward modeling sNMR data in the frequency domain was outlined. The formulation allows for separated transmitter and receiver loops and is able to reproduce the entire time series that many sNMR instruments report. An adaptive octree mesh was used that minimizes storage requirements while maintaining a user specified error tolerance. The ability to model the entire sNMR time series for 3D kernels will be invaluable in developing robust inversion schemes.
DISCLAIMER AND ACKNOWLEDGEMENT
The authors gratefully acknowledge funding from the US Army Corps Engineer Research and Development Center. Additionally, this work is supported by the Nebraska Central Platte River Natural Resource District and by funds from the Nebraska Environmental Trust and was partially funded by the United States Geological Survey.
Any use of trade names is for descriptive purposes only and does not imply endorsement by the U.S. Government. Permission to publish was granted by Director, Geotechnical and Structures Laboratory, U.S. Army Engineer Research and Development Center, Vicksburg, MS. Approved for public release; distribution is unlimited.
