Self-affine Manifolds by Conner, Gregory R. & Thuswaldner, Jörg M.
SELF-AFFINE MANIFOLDS
GREGORY R. CONNER AND JO¨RG M. THUSWALDNER∗
Abstract. This paper studies closed 3-manifolds which are the attractors of a system of finitely
many affine contractions that tile R3. Such attractors are called self-affine tiles. Effective charac-
terization and recognition theorems for these 3-manifolds as well as theoretical generalizations of
these results to higher dimensions are established. The methods developed build a bridge linking
geometric topology with iterated function systems and their attractors.
A method to model self-affine tiles by simple iterative systems is developed in order to study
their topology. The model is functorial in the sense that there is an easily computable map that
induces isomorphisms between the natural subdivisions of the attractor of the model and the
self-affine tile. It has many beneficial qualities including ease of computation allowing one to
determine topological properties of the attractor of the model such as connectedness and whether
it is a manifold. The induced map between the attractor of the model and the self-affine tile is a
quotient map and can be checked in certain cases to be monotone or cell-like. Deep theorems
from geometric topology are applied to characterize and develop algorithms to recognize when a
self-affine tile is a topological or generalized manifold in all dimensions. These new tools are
used to check that several self-affine tiles in the literature are 3-balls. An example of a wild
3-dimensional self-affine tile is given whose boundary is a topological 2-sphere but which is not
itself a 3-ball. The paper describes how any 3-dimensional handlebody can be given the structure
of a self-affine 3-manifold. It is conjectured that every self-affine tile which is a manifold is a
handlebody.
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1. Introduction
A great deal of work in the literature has concentrated on tilings of Rn whose tiles are defined
by a finite collection of contractions. One of the most prevalent examples are tilings by self-affine
tiles where the contractions are affine translates of a single linear contraction. A long-standing
open question is whether there exists a closed 3-manifold which is a nontrivial self-affine tile,
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a so-called self-affine 3-manifold. To settle this question in the affirmative the current paper
effectively characterizes and recognizes self-affine 3-manifolds and gives theoretical generalizations
of these results to higher dimensions. The methods developed in this paper build a bridge linking
two previously unrelated areas of mathematics: geometric topology on the one side and iterated
function systems and their attractors on the other side.
Much research is devoted to how a subset of the Euclidean space can admit a tiling by self-affine
tiles. In the planar case, the topology of these tiles has been studied thoroughly. Much less is
known about the topology of self-affine tiles of Euclidean 3-space. In particular it has been an
open question as to which (if any) 3-manifolds admit a nontrivial self-affine tiling of R3. A number
of examples have appeared in the literature which were conjectured to be self-affine tilings of R3
by 3-balls. In the current paper we address these questions by describing an often effective method
of determining that a given 3-dimensional self-affine tile is a tamely embedded 3-manifold. The
method gives affirmative answers for the previously conjectured examples, and is also used to give
examples of 3-dimensional self-affine tiles which are handlebodies of higher genus. Examples are
also given of self-affine tiles in R3 whose boundaries are wildly embedded surfaces and thus are not
3-manifolds. Our method also has potential to allow effective computations in higher dimensions.
The proofs of our results require a careful formulation of the problem in terms of a certain type
of algebro-geometric complexes which are used to approximate the tile and allow for arbitrarily
fine computations due to their recursive structure. Deep tools of geometric topology developed by
Cannon and Edwards are then used to determine the homeomorphism type of the boundary and
check if it is a tamely embedded surface in the case of dimension 3. We offer Conjectures 1 and 2
stating that every self-affine manifold is homeomorphic to a handlebody.
The study of self-affine tiles and their tiling properties goes back to the work of Thurston [52]
and Kenyon [31]. In the 1990s Lagarias and Wang [36, 37, 38] proved fundamental properties
of self-affine tiles. Wang [54] surveys these early results on self-affine tiles like tiling properties,
Hausdorff dimension of the boundary and relations to wavelets. By now there exists a vast
literature on self-affine tiles. The topics of research include their geometric, topological, and
fractal properties, characterization problems, relations to number systems, and wavelet theory
(see e.g. [1, 7, 13, 24, 27, 39, 50]). The topology of (mainly planar) self-affine tiles is the topic of
considerable study (cf. for instance [4, 26, 28, 32, 37]). In particular, the case where the self-affine
tile is a 2-manifold (i.e., a closed disk) has been well understood from early on (cf. [2, 4, 6, 40, 41, 42]).
The question of determining the topology of higher dimensional self-affine tiles arose naturally; in
particular, if they could be manifolds in a nontrivial way and if there is a method to recognize whether
a self-affine tile (or its boundary) is a manifold (see Gelbrich [25] who first raised this question in
1996, and more recent work in [3, 5, 18, 40]). We will call a 3-dimensional self-affine tile which is
a topological 3-manifold with boundary a self-affine 3-manifold. Numerous specific examples of
nontrivial self-affine tiles were conjectured in the literature to be topological 3-dimensional balls
(see for instance [5, 25]). However, until this point, no example of a nontrivial self-affine 3-manifold
has been exhibited (in [43] self-affine tiles that are n-dimensional parallelepipeds are characterized).
In the current article we give conditions that characterize self-affine 3-manifolds. We go on
to give an effective algorithm to decide whether a 3-dimensional self-affine tile is a manifold
with boundary. Finally we apply our algorithm to conjectured examples and show that they are
topological 3-dimensional balls. Many of our results generalize to the n-dimensional case. As a
self-affine manifold tiles itself by arbitrarily small copies of itself, it seems that its topology cannot
be very complicated. Indeed, we conjecture that every self-affine manifold is homeomorphic to a
handlebody (see Conjecutres 1 and 2).
1.1. Classical conjectures and solutions. We start with the exact definition of the fundamental
objects studied in the present paper.
Definition 1.1 (Self-affine tile). Let A be an expanding n× n integer matrix, that is, a matrix
each of whose eigenvalues has modulus strictly greater than one. Let D ⊂ Zn be a complete
set of residue class representatives of Zn/AZn, called the digit set. We define the self-affine tile
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T = T (A,D) as the unique nonempty compact set satisfying
(1.2) AT = T +D.
If the self-affine tile T tiles Rn with respect to the lattice Zn we say that T induces a self-affine
tiling and call T a self-affine Zn-tile.
The self-affine tile T is well-defined because it is the unique solution of the iterated function
system {ϕd | d ∈ D} with ϕd(x) = A−1(x+ d) (cf. Hutchinson [30] and note that there is a norm
|| · || on Rn that makes A−1 a contraction; see (2.5) below). In view of the results in [38] the tiling
property in Definition 1.1 is not a strong restriction and can easily be checked algorithmically (see
for instance [53]). Moreover, without loss of generality, we will assume that 0 ∈ D.
Until now it has not been known whether a nontrivial self-affine Zn-tile, n > 2, could be
homeomorphic to an n-manifold with boundary. For instance, Gelbrich [25] as well as Bandt
and Mesing [5] give examples of self-affine Z3-tiles which are conjectured to be homeomorphic to
3-dimensional balls. In this paper we give a method of checking that a self-affine tile is a manifold.
We check for the presence of an ideal tile (Definition 6.1) and use Theorems 5.21 and 6.5 as well as
Theorem 7.24 to check that classically conjectured self-affine 3-manifolds are indeed 3-manifolds.
1.2. The characterization and recognition problems. One of the hallmarks of a complete
theory of a class of examples in mathematics is the solution of the characterization and recognition
problem. In other words, when can one formally characterize a class of examples and furthermore
effectively recognize those examples given only simple data that defines them? The methods of
the present paper go considerably beyond checking examples and allow one to characterize and
recognize self-affine 3-manifolds. In what follows we give a brief outline of our main results. Exact
definitons and statements will follow from Section 2 onwards.
In the case of 3-dimensional tame tiles we give a characterization of those which are manifolds.
A central object in this characterization is the notion of a monotone model M of a self-affine
Zn-tile T (see Definition 4.3). Such a model is a compact (often polyhedral) set that tiles Rn by
Zn-translates and has many topological properties in common with T . It admits a natural quotient
map Q : M → T defined in (2.4) that is used to transfer topological properties from M to T .
Recall that a set X ⊂ Rn is said to be 1-locally complementary connected (1-LCC for short)
if each small loop in Rn \X is contractible in a small subset of Rn \X (cf. Definition 7.1 for a
precise statement). Moreover, semi-contractibility is a contraction property of the point preimages
of Q which is defined in Definition 5.7.
Theorem 7.5. Let T be a self-affine Z3-tile with connected interior and 1-LCC boundary. Then
T is a self-affine 3-manifold if and only if it admits a semi-contractible monotone model with a
boundary that is a closed 2-manifold.
For detecting self-affine 3-manifolds we offer the following results. Checking that the boundary
of a self-affine Z3-tile is a 2-sphere can be done by investigating point preimages of the quotient
map Q. This leads to the following theorem.
Theorem 5.23. Let T be a self-affine Z3-tile with connected interior which admits a monotone
model M whose boundary is homeomorphic to the 2-sphere S2. Then ∂T is homeomorphic to S2.
As a second step, we algorithmically recognize which 3-dimensional tile is a 3-ball. Indeed, let T
be a self-affine Z3-tile. If ∂T is a 2-sphere in R3 then there is an algorithmically checkable sufficient
condition for ∂T to be tamely embedded and, hence, for T to be homeomorphic to a closed 3-ball
(see Theorem 7.24 for an exact statement).
Recall that a 3-dimensional handlebody is an orientable 3-manifold with boundary containing
pairwise disjoint, tamely embedded disks such that the manifold resulting from cutting along these
disks is a 3-ball. Given the above, the fact that 2-dimensional self-affine manifolds are 2-disks and
that Proposition 8.12 (see also the paragraph after it) shows that every 3-dimensional handlebody
is homeomorphic to a self-affine manifold, we offer the following conjecture:
Conjecture 1. Every self-affine 3-manifold is homeomorphic to a handlebody.
For generalizations of this theory to arbitrary dimensions we refer to Section 9 and Theorem 7.23.
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1.3. An illustrative example. Although we mainly deal with self-affine Z3-tiles it is convenient
to use a 2-dimensional example to illustrate concepts and proofs throughout the paper. We choose
Knuth’s twin-dragon (see e.g. [33, p. 608]) which is a well-known self-affine Z2-tile given as the
unique non-empty compact set K = K(A,D) ⊂ R2 satisfying
(1.3) AK = K +D with A =
(−1 −1
1 −1
)
and D =
{(
0
0
)
,
(
1
0
)}
.
Knuth’s twin-dragon K is depicted in Figure 1.
Figure 1. Knuth’s twin-dragon K.
1.4. Outline of the paper. The underlying idea behind our theory is to “model” a given self-
affine Zn-tile T by a set M ⊂ Rn that tiles Rn by Zn-translates and retains as many topological
properties of T as possible. To understand the topology of T it is then sufficient to study M . We
give ways that allow to construct M as a finite simplicial complex. This strategy will enable us to
derive various new results on topological properties of self-affine Zn-tiles.
The definition of a model M of a self-affine Zn-tile T is given in Section 2. In (2.4) we also
define a natural canonical quotient map Q : M → T from the model to the tile. Basic properties of
Q are listed in Theorem 2.12.
In Section 3 we use intersections of a self-affine Zn-tile T (or its model) with its Zn-translates in
order to define a combinatorial complex. This tiling complex K(T ) contains the full information on
the intersection structure of the underlying tiling by Zn-translates of T and will be of importance
to derive topological properties of T . Moreover, we prove set equations for intersections of T with
its Zn-translates (Theorem 3.7) and define walks that give coordinates to points contained in such
intersections (Definition 3.13). Analogous definitions and results are provided for the model of T
(Section 3.5).
In Section 4 we refine the definition of model and introduce monotone models (Definition 4.3). If
M is a monotone model of a self-affine Zn-tile T then the canonical quotient map Q behaves nicely
on intersections of tiles (Theorem 4.4). In this section we also introduce combinatorial tiles: if a
self-affine Zn-tile enjoys this general position property we can derive even more mapping properties
of Q (Theorem 4.8).
Section 5 contains our first main results. After a short section on planar tiles that are homeomor-
phic to a closed disk (Section 5.1), we give a criterion for a self-affine Z3-tile T to have a boundary
that is homeomorphic to a 2-manifold (Theorem 5.21; see also the special case of spherical bound-
ary in Theorem 5.23). If T is combinatorial we can even determine the topological nature of its
intersections with its Zn-translates (Theorem 5.26). In the proofs we use properties of the canonical
quotient map Q together with Moore’s theorem on decompositions of 2-manifolds (Proposition 5.6)
and a criterion for a self-affine Z3-tile to have no separating point (Proposition 5.16).
In Section 6 we define ideal tiles (Definition 6.1). As they can be constructed quite easily,
together with Theorem 6.5 they provide a way to construct monotone models.
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Section 7 contains the characterization theorem for self-affine 3-manifolds (Theorem 7.5). More-
over, in this section we give an algorithm that allows to check if a given self-affine Zn-tile with
spherical boundary is homeomorphic to an n-ball (Theorems 7.23 and 7.24).
Section 8 contains examples for our theory. We provide two examples of self-affine Z3-tiles
that are homeomorphic to a 3-ball (Sections 8.1 and 8.3). Another example shows the existence
of a self-affine Z3-tile T that is a crumpled cube, i.e., ∂T is homeomorphic to a 2-sphere but T
itself is not homeomorphic to a 3-ball (Section 8.2). Section 8.4 provides self-affine Z3-tiles whose
boundaries are homeomorphic to a surface fo genus g (g ≥ 1).
Finally, in Section 9 we show how our theory can be extended to dimension n ≥ 4.
2. Models for self-affine Zn-tiles
In this section we define models for self-affine Zn-tiles and establish some basic results related
to them.
2.1. Models. We will need the following notations. Let M ⊂ Rn be a compact set that is the
closure of its interior and whose boundary has µ(∂M) = 0, where µ denotes the n-dimensional
Lebesgue measure. If the Zn-translates of M cover Rn with disjoint interiors we say that M is a
Zn-tile. Note that a Zn-tile always has µ(M) = 1. As a self-affine Zn-tile T is equal to the closure
of its interior and µ(∂T ) = 0 (cf. [54, Theorem 2.1]), T is a Zn-tile.
Recall that a function f : Rn → Rn is called Zn-equivariant if f(x+ z) = f(x) + z holds for each
x ∈ Rn, z ∈ Zn. If, in addition, we have f(0) = 0 then f(z) = z holds for each z ∈ Zn.
We can now give a fundamental definition.
Definition 2.1 (Model). A model (M,F ) for the self-affine Zn-tile T = T (A,D) is a Zn-tile M
equipped with a homeomorphism F : Rn → Rn satisfying
(2.2) FM = M +D
such that A−1F is Zn-equivariant and F (0) = 0.
Often the explicit knowledge of F is not important. In these situations we will just write M
instead of (M,F ) for a model. Note that F is not assumed to be expanding in Definition 2.1. Thus
in general, M is not uniquely defined by the set equation (2.2).
Example 2.3. Let K = K(A,D) be Knuth’s twin-dragon defined in (1.3) and let M be the
parallelogram with vertices (− 34 ,− 12 )t, (− 14 , 12 )t, ( 34 , 12 )t, ( 14 ,− 12 )t. It is possible to construct a
Figure 2. A model for Knuth’s twin-dragon K.
homeomorphism F with the required equivariance property explicitly in this case, so (M,F ) is a
model for K (M as well as FM and A−1FM are depicted in Figure 2).
As we shall see later, the explicit construction of F will not be necessary in order to find a
set M that makes (M,F ) a model for a self-affine Zn-tile. Indeed, it is an important feature of
our theory that we can avoid explicit constructions of F since such constructions are very tedious
particularly for higher dimensional self-affine Zn-tiles. For concrete sets M with certain properties
(so-called ideal tiles, see Definition 6.1) we are able to prove the existence of a homeomorphism F
that makes (M,F ) a model.
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Let (M,F ) be a model for the self-affine tile T = T (A,D). To transfer topological information
from M to T we will make extensive use of the canonical quotient map Q : Rn → Rn defined by
(2.4) Q = lim
k→∞
A−kF (k)
(F (k) denotes the k-th iterate of F ).
2.2. Basic properties of the canonical quotient map. Let T = T (A,D) be a self-affine Zn-tile
and (M,F ) a model for it. We now give some results on models and study properties of the
canonical quotient map Q : Rn → Rn defined in (2.4). Before we start we equip Rn with a norm
|| · || such that the associated operator norm (also denoted by || · ||) satisfies
(2.5) ||A−1|| = sup
x∈Rn\{0}
||A−1x||
||x|| < 1.
As A is expanding such a choice is possible (cf. e.g. [37, Section 3]).
Our first aim is to associate with a given model (M,F ) a sequence of models which converges to
the tile T . For this reason define the set
(2.6) Mk = qkM with qk = A
−kF (k)
and let Fk = A
−kFAk for each k ∈ N.
Lemma 2.7. For each k ∈ N the functions A−1Fk and qk = A−kF (k) are Zn-equivariant and fix
each element of Zn.
Proof. Let k ∈ N, x ∈ Rn, and z ∈ Zn. The Zn-equivariance of A−1F implies that
A−1Fk(x+ z) = A−kA−1F (Akx+Akz) = A−k(A−1FAkx+Akz) = A−1Fk(x) + z
and A−1Fk is Zn-equivariant. Because F (0) = 0 we also have A−1Fk(0) = 0 and, hence, by
Zn-equivariance, A−1Fk fixes each element of Zn. Finally, as qk = A−1Fk−1 ◦ · · · ◦A−1F0, also qk
has the required properties. 
We now are in a position to prove the following convergence result for models. The limit of a
sequence of models in its statement is taken with respect to the product of the Hausdorff metric
and the metric of uniform convergence.
Proposition 2.8. Let (M,F ) be a model for the self-affine Zn-tile T = T (A,D). Then (Mk, Fk)
is a model for T for each k ∈ N and limk→∞(Mk, Fk) = (T,A).
Proof. We first prove that (Mk, Fk) is a model for each k ∈ N. We begin by showing that Mk
is a Zn-tile. The properties of qk asserted in Lemma 2.7 yield that Mk = A−1qk−1F (M) =
A−1(qk−1M +D) = A−1(Mk−1 +D). Iterating this for k times (q0 is the identity) and setting
(2.9) Dk = D +AD + · · ·+Ak−1D
we gain
(2.10) Mk = A
−k(M +Dk) (k ∈ N).
Since D is a complete set of residue class representatives of Zn/AZn, Dk is a complete set of residue
class representatives of Zn/AkZn. Thus, as M is a Zn-tile, equation (2.10) implies that also Mk
is a Zn-tile. Next we show that (Mk, Fk) satisfies the set equation (2.2). Indeed, as Fkqk = qkF
holds by the definition of qk and Fk, we have
FkMk = FkqkM = qkFM = qk(M +D) = qkM +D = Mk +D.
As Lemma 2.7 implies that A−1Fk is Zn-equivariant and Fk(0) = 0, we have obtained that (Mk, Fk)
is a model for T for each k ∈ N.
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To prove the convergence result let D(·, ·) be the Hausdorff metric. For each ε > 0 we may
choose k ∈ N in a way that A−kT and A−kM are contained in a ball of diameter ε around the
origin. Using (2.10) and the k-th iterate of the set equation (1.2), we gain
D(Mk, T ) = D(A
−k(M +Dk), A−k(T +Dk))
≤ max
d∈Dk
{D(A−k(M + d), A−k(T + d))}(2.11)
< ε.
As ||A|| > 1 and A−1F is continuous and Zn-equivariant, the maps A−k(A−1F )Ak uniformly
converge to the identity. Thus Fk → A uniformly for k →∞ and the proof is finished. 
We mention that the sequence (Mk, Fk)k≥0 of models yields approximations not only of the tile
T , but also of the dynamical system defined by its set equation (see e.g. Theorem 3.17).
The following result contains basic properties of Q.
Theorem 2.12. Let (M,F ) be a model for the self-affine Zn-tile T . Then the canonical quotient
map Q = limk→∞A−kF (k) is continuous, Zn-equivariant, and satisfies the following properties.
(i) Q(M) = T , i.e., T is a quotient space of M .
(ii) Q(∂M) = ∂T , i.e., ∂T is a quotient space of ∂M .
Proof. We first show that (qk(x))k≥0 = (A−kF (k)(x))k≥0 is a Cauchy sequence for each x ∈ Rn.
By continuity and Zn-equivariance of A−1F there is an absolute constant c > 0 such that
||qkx− qk−1x|| = ||A−kF (k)x−A−k+1F (k−1)x||
= ||A−k+1A−1FF (k−1)x−A−k+1F (k−1)x||
≤ ||A−1||k−1||A−1F (F (k−1)x)− (F (k−1)x)||
≤ c||A−1||k−1 ∀x ∈ Rn, k ∈ N.
By (2.5) we have ||A−1|| < 1 and, by the triangle inequality and a geometric series consideration
(2.13) ||qkx− qlx|| < ||A−1||l
(
c
1− ||A−1||
)
∀x ∈ Rn, k ≥ l ∈ Z.
Thus (qk(x))k≥0 is Cauchy and, hence, converges for each x ∈ Rn. This defines the function Q
for each x ∈ Rn. As the convergence in (2.13) is uniform in x we conclude that Q = limk→∞ qk is
continuous. Zn-equivariance of Q follows from Zn-equivariance of qk (see Lemma 2.7), and (i) is
an immediate consequence of the convergence statement in Proposition 2.8.
To prove (ii) we first note that, since T , M , and Mk for k ∈ N are Zn-tiles, we have
(2.14) ∂T =
⋃
s∈Zn\{0}
(T ∩ (T + s))
and (note that qk is a Zn-equivariant homeomorphism with qkM = Mk)
(2.15) ∂Mk =
⋃
s∈Zn\{0}
(Mk ∩ (Mk + s)) = qk
⋃
s∈Zn\{0}
(M ∩ (M + s)) = qk∂M.
As Q = limk→∞ qk uniformly, (ii) follows if we show that for each ε > 0 there is k0 ∈ N such that
(2.16) D(∂T, qk∂M) < ε
holds for each k ≥ k0. To prove this let ε > 0 be arbitrary and choose k0 in a way that (2.11)
holds for k ≥ k0. By (2.14) for each x ∈ ∂T there is s ∈ Zn \ {0} such that x ∈ T and x ∈ T + s.
From (2.11) we gain that there exist y1 ∈Mk, y2 ∈Mk + s with ||x− yi|| < ε (i = 1, 2). As Mk is
a Zn-tile this implies that there is an element y ∈ ∂Mk = qk∂M with ||x− y|| < ε. By analogous
reasoning, for each x ∈ qk∂M = ∂Mk there exists y ∈ ∂T with ||x − y|| < ε. This proves (2.16)
and, hence, also (ii). 
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Note that in general Q is not injective. For any X ⊂ M we shall call Q(X) the canonical
quotient of X. In particular, Theorem 2.12 shows that T and ∂T are the canonical quotients of M
and ∂M , respectively.
Although we will later often use Q to get homeomorphisms between (subsets of) models and
self-affine Zn-tiles we will never show that Q itself (or certain restrictions of it) is injective. Thus
Q cannot serve as a homeomorphism between a model and a self-affine Zn-tile.
The following lemma will be needed in some computations.
Lemma 2.17. If (M,F ) is a model for the self-affine Zn-tile T then AQ = QF and Q−1A = FQ−1.
Proof. The first identity follows immediately from the definition of Q. The second one follows as
FQ−1x = {Fy | Qy = x} = {Fy | AQy = Ax} = {Fy | QFy = Ax}
= {z | Qz = Ax} = Q−1Ax. 
3. Neighbor structures, set equations, and walks
In this section we study neighbors of self-affine Zn-tiles and their models. In particular, we
define neighbor structures of these tiles and associate them with combinatorial cell complexes.
We establish set equations for intersections of self-affine Zn-tiles (and their models) with their
Zn-translates and define walks which are used to address points in these tiles and their intersections.
3.1. Cells, neighbor structures, and the tiling complex. Let M be a Zn-tile. In all what
follows, the intersection of M with subsets of its Zn-translates will play an important role. We
consider sets of n-tuples of integers to be coordinates for unoriented cells in a tiling complex defined
below and accordingly introduce the notation
(3.1) 〈S〉M =
⋂
s∈S
(M + s) (S ⊂ Zn).
We extend the range of 〈·〉M to complexes, i.e., to sets C of sets in Zn by setting
〈C〉M =
⋃
S∈C
〈S〉M .
If M is the self-affine Zn-tile T , we often omit the subscript T and write 〈S〉 instead of 〈S〉T .
Definition 3.2 (Neighbor structure and tiling complex). The neighbor structure of a Zn-tile M is
the set
K(M) = {S ⊂ Zn | S 6= ∅ and 〈S〉M 6= ∅},
which reflects the underlying intersection structure of the tiling induced by M and will also be
considered a formal simplicial complex. The faces of S ∈ K(M) are the elements of
FM (S) = {S′ ∈ K(M) | S ⊂ S′}.
A face of S ∈ K(M) is proper if it is not equal to S. We consider the set K(M) of cells along with
the notion of faces induced by FM (S) to be the tiling complex for M . Moreover, we set
K(M)i := {S ∈ K(M) | |S| = i}
for the set of all i-cells of the tiling complex K(M).
Given a simplex S ∈ K(M) we define the simplicial boundary operator
(3.3) δS = {S ∪ {x} | x ∈ Zn \ S} ∩ K(M),
that is, the set of maximal proper faces of S in K(M). We think of 〈δS〉M as a form of simplicial
boundary of 〈S〉M . The operator δ can be extended to a collection C of i-cells by setting
(3.4) δC =
{
S ∪ {x} | S ∈ C, x ∈ Zn \
⋃
S∈C
S
}
∩ K(M).
We intuit the sets S as formal unoriented simplices and 〈S〉M as their (dual) geometric realizations.
Note that it can happen that S is a proper face of S′ but that 〈S〉M = 〈S′〉M .
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Example 3.5. Again we illustrate these concepts with help of Knuth’s twin-dragon K = K(A,D)
defined in (1.3) and its model M taken from Example 2.3. Figure 3 shows the twin-dragon as well
as its model together with its neighbors. From the left side of this figure it is easy to guess that
K(K)1 = Z2,
K(K)2 =
{{(
0
0
)
,
(
1
0
)}
,
{(
0
0
)
,
(
−1
0
)}
,
{(
0
0
)
,
(
0
1
)}
,
{(
0
0
)
,
(
0
−1
)}
,
{(
0
0
)
,
(
1
1
)}
,
{(
0
0
)
,
(
−1
−1
)}}
+ Z2,
K(K)3 =
{{(
0
0
)
,
(
1
0
)
,
(
1
1
)}
,
{(
0
0
)
,
(
1
1
)
,
(
0
1
)}
,
{(
0
0
)
,
(
0
1
)
,
(
−1
0
)}
,{(
0
0
)
,
(
−1
0
)
,
(
−1
−1
)}
,
{(
0
0
)
,
(
−1
−1
)
,
(
0
−1
)}
,
{(
0
0
)
,
(
0
−1
)
,
(
1
0
)}}
+ Z2,
and K(K)i = ∅ for i ≥ 4 (it is explained in Remark 3.9 how to prove these well-known equalities,
see also [2] for a proof). Since the model M is just a parallelogram the sets K(M)i can be easily
Figure 3. Illustration of Knuth’s twin-dragon K with its neighbors (left) and its
model M with its neighbors (right). The vectors inside a tile indicate its translation.
read off from the right hand side of Figure 3. In particular, it turns out that K(K)i = K(M)i
holds for each i ∈ N and, hence, K(K) = K(M).
In [2] topological properties of K are established. For instance, from [2, Lemma 6.5] we gain
that each 2-fold intersection, i.e., each set of the form 〈S〉K with S ∈ K(K)2, is an arc. The fact
that each 3-fold intersection, i.e., each set of the form 〈S〉K with S ∈ K(K)3 is a single point is
contained in [2, Lemma 6.5]1.
3.2. Subdivision. Let T = T (A,D) be a self-affine Zn-tile and (M,F ) a model for T satisfying
K(T ) = K(M). We now describe a generalization of the set equations (1.2) and (2.2) to the cells
〈S〉 and 〈S〉M for S ∈ K(T ), respectively. For example, if we consider S = {s1, s2} then a set
equation for the cell 〈S〉 can be derived from (1.2) by
〈S〉 = (T + s1) ∩ (T + s2)
=
⋃
d1∈D
A−1(T + d1 +As1) ∩
⋃
d2∈D
A−1(T + d2 +As2)
=
⋃
d1∈D
⋃
d2∈D
A−1((T + d1 +As1) ∩ (T + d2 +As2)).
1Observe that in [2] Knuth’s twin-dragon is defined by the matrix
(
0 −2
1 −2
)
instead of
(−1 −1
1 −1
)
used in
the present paper. It is easy to verify that this yields an attractor that is the same as K apart from an affine
transformation which also relates the corresponding tilings.
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The unions in the last line run over D for each element of S = {s1, s2}, i.e., they run through the
pairs DS = D{s1,s2}. The set DS can also be regarded as the set of functions p : S → D. Using
this interpretation we may write
〈S〉 =
⋃
p∈D{s1,s2}
A−1((T + p(s1) +As1) ∩ (T + p(s2) +As2))
=
⋃
p∈D{s1,s2}
A−1((T + (p+A)(s1)) ∩ (T + (p+A)(s2))
=
⋃
p∈D{s1,s2}
A−1〈{(p+A)(s1), (p+A)(s2)}〉
=
⋃
p∈DS
A−1〈(p+A)(S)〉.
As we may confine ourselves to extend the union over all intersections that are nonempty, i.e., over
all p with (p+A)(S) ∈ K(T ), this motivates the following definition.
Definition 3.6 (Subdivision operator). Let T = T (A,D) be a self-affine Zn-tile. Then the
subdivision operator P is given by
P (S) = {(p+A)(S) ∈ K(T ) | p ∈ DS} (S ∈ K(T )),
where DS denotes the set of functions from S to D.
It is unnecessary to define a similar operator for the model M since K(T ) = K(M) and F (z) = Az
holds for each z ∈ Zn which implies that P (S) = {(p+ F )(S) ∈ K(M) | p ∈ DS}.
As P ({0}) = {{d} | d ∈ D}, using the operator P the set equations in (1.2) and (2.2) become
A〈{0}〉 = 〈P ({0})〉 and F 〈{0}〉M = 〈P ({0})〉M ,
respectively. The terminology subdivision operator is further sustained by the set equations which
we shall prove in Theorems 3.7 and 3.17.
3.3. The generalized set equation. Let T = T (A,D) be a self-affine Zn-tile. Using the subdi-
vision operator P from Definition 3.6 we will now extend the standard notion of set equation (1.2)
to intersections 〈S〉 (see also [48] where this is done by using so-called boundary graphs). To this
end we need iterates of P which we define inductively by P (1)(S) = P (S) and
P (k)(S) = {S′′ ∈ P (S′) | S′ ∈ P (k−1)(S)} (k ≥ 2).
Theorem 3.7 (The generalized set equation). Let T be a self-affine Zn-tile and S ∈ K(T ). Then
(3.8) 〈S〉 = A−k〈P (k)(S)〉 (k ∈ N).
As (T,A) trivially is a model of T having the same neighboring structure as T , Theorem 3.7 is a
special case of the first equality in Theorem 3.17. Thus we refrain from proving Theorem 3.7 here.
Remark 3.9. For S ∈ K(T ) with 0 ∈ S equation (3.8) yields 〈S〉 = ⋃S′∈P (S)A−1〈S′〉. In each S′
occurring on the right hand side of this equation choose a fixed element s′ ∈ S′. Then it becomes
(3.10) 〈S〉 =
⋃
S′∈P (S)
A−1(〈S′ − s′〉+ s′)
and each shifted set S′ − s′ is an element of K(T ) containing 0. To each S ∈ K(T ) with 0 ∈ S we
associate an indeterminate XS whose range of values is the space of nonempty compact subsets of
Rn. Using (3.10) we define the (finite) collection
(3.11) XS =
⋃
S′∈P (S)
A−1(XS′−s′ + s′) (S ∈ K(T ), 0 ∈ S)
of set equations which defines a graph directed iterated function system whose unique solution is
given by XS = 〈S〉 for each S ∈ K(T ) with 0 ∈ S. Note that |S| = |S′| holds for each S′ ∈ P (S).
Thus, following [48], for each i ≥ 1 we define the graph Γi as follows. The set of nodes of Γi is
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given by K(T )i0. Moreover, there is an edge from S to S′′ = S′ − s′ labelled by s′ if and only if
A−1(XS′′ + s′) occurs on the right hand side of (3.11). Using these graphs, (3.11) becomes
XS =
⋃
S
s′−→S′′∈Γi
A−1(XS′′ + s′) (S ∈ Γi, i ∈ N).
The algorithmic construction of the graphs Γi is detailed in [48] (see also [21, Chapter 3] for basic
definitions and results on graph directed iterated function systems). The following Example 3.12
as well as Figures 8 and 9 in Section 8.1 contain examples of the graphs Γ2 and Γ3. The graph Γ1
is obviously always given by the single node {0} with |D| self-loops each labeled by a digit d ∈ D.
Example 3.12. For Knuth’s twin-dragon K the graphs Γi are known and easy to construct (see
e.g. [2]). They are empty for i ≥ 4. For i = 2, 3 they are depicted in Figure 4. Note that these
10
0
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0,1
;;
0
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01¯
0,1
{{
1
EE
11
0
// 1¯0
1
cc
10
11
0

1¯0
1¯1¯
1

1¯0
01

10
01¯
0

01¯
1¯1¯
1
DD
01
11
0
ZZ
Figure 4. The directed graphs Γ2 (left) and Γ3 (right) for Knuth’s twin-dragon
K. In Γ2 the pair ab stands for the node {(0, 0)t, (a, b)t} and a¯ = −a. Thus ab
corresponds to the nonempty 2-fold intersection K ∩ (K + (a, b)t). In the graph
Γ3 a node
a1b1
a2b2
corresponds to the intersection K ∩ (K+ (a1, b1)t)∩ (K+ (a2, b2)t).
graphs (together with the trivial graph Γ1) verify the formulas for K(K)i in Example 3.5.
3.4. Walks. Let Dk be as in (2.9). Iterating the set equation (1.2) for T yields that
T =
⋃
d1∈D
A−1(T + d1) =
⋃
d1∈D
A−1
( ⋃
d2∈D
A−1(T + d2) + d1
)
= · · · .
Note that each term is a subdivision of the previous one, i.e., the tile T can be subdivided finer
and finer by the collections {A−k(T + d) | d ∈ Dk}, k ∈ N. As D is a complete set of coset
representatives of Zn/AZn each subtile A−k(T + dk), dk ∈ Dk lies in a unique ancestor of the form
A−(k−1)(T + dk−1), dk−1 ∈ Dk−1 if k ≥ 1. Thus the set of collections {A−k(T + d) | d ∈ Dk}k≥0,
and, equivalently, the set of collections (Dk)k≥0 provides natural coordinates for points in T . We
will call each element (dk)k≥0 ∈ (Dk)k≥0 a walk in T . Thus each walk corresponds to a nested
sequence of subtiles of T .
More generally, the set equation in (3.8) gives coordinates for 〈S〉 with S ∈ K(T ) in a similar
way. Indeed, it induces a sequence of subdivisions
〈S〉 = A−1〈P (S)〉 = A−2〈P (2)(S)〉 = A−3〈P (3)(S)〉 = · · · .
In analogy to the last paragraph we say that a walk in 〈S〉 is a sequence (Sk) where Sk ∈ P (k)(S)
so that Sk+1 is in P (Sk) or rather Sk ∈ P−1(Sk+1). According to (3.8) this walk yields the nested
sequence (A−k〈Sk〉)k≥0 whose intersection contains a single element of 〈S〉. As D is a complete set
of cosets of Zn/AZn, one can check that S 6= S′ implies P (S) ∩ P (S′) = ∅. For this reason there is
again an ancestor function R from P (S) to the set of finite subsets of Zn such that P = R−1, i.e.,
R(S′) = S if S′ ∈ P (S). This motivates the following precise definitions of walks and their limit
points (see Example 3.16 for an illustration).
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Definition 3.13 (Walks). For S ∈ K(T ), the set W (S) of walks in S is the inverse limit of the
sequence (P (k)(S))k∈N with bonding map R : P (k)(S)→ P (k−1)(S), i.e.,
W (S) = lim←−
k∈N
P (k)(S) =
{
w = (ak) ∈
∏
k∈N
P (k)(S) | R(ak) = ak−1 for k ∈ N
}
.
Let pik : W (S)→ P (k)(S) be the canonical projection and define
wk = A
−k〈pik(w)〉
for a walk w and
Ck = A
−k〈pik(C)〉
for a set of walks C.
Walks in W (S) are coordinates for a nested collection of sets. They can be regarded as codings
of points in 〈S〉. The set W (S) can also be described as the set of infinite walks in a finite graph
(see e.g. [48]); this motivates the terminology walk.
Recall that the image of P (k) is contained in K(T ) for each k by definition. Thus for a walk w,
the sequence (wk) is a nested sequence of nonempty compact sets. The diameter of wk approaches
zero (since A−1 is a contraction) and consequently defines a unique limit point.
Definition 3.14 (Limit points of walks). Let S ∈ K(T ) and w ∈W (S) be a walk. The mapping
w 7→ wT =
⋂
k≥1
wk
is a continuous map of the Cantor set W (S) to 〈S〉. If C is a set of walks, we will use the notation
CT =
⋂
k≥1
Ck.
In particular, set W = W ({0}) and ∂W = ⋃s∈Zn\{0}W ({0, s}). Theorem 3.7 implies
(3.15) T = WT , ∂T = ∂WT , and 〈S〉 = W (S)T .
We illustrate walks and their limit points by the following simple example.
Example 3.16. Let A = (2) and D = {0, 1}, hence, T (A,D) = [0, 1]. Consider the walk
w = (ak) = (1 · 20, 0 · 20 + 1 · 21, 1 · 20 + 0 · 21 + 1 · 22, 0 · 20 + 1 · 21 + 0 · 22 + 1 · 23, . . .)
in W = W ({0}). This is indeed a walk in W because P k({0}) =
{∑k−1
i=0 di2
i | di ∈ {0, 1}
}
and
R(
∑k−1
i=0 di2
i) =
∑k−2
i=0 di+12
i (P adds and R = P−1 forgets the first summand), so R(ak) = ak−1
holds as required by the definition of the inverse limit in Definition 3.13. For instance, we have
pi3(w) = 1 · 20 + 0 · 21 + 1 · 22 = 5 and, hence,
w3 = A
−3〈pi3(w)〉 = 2−3(1 · 20 + 0 · 21 + 1 · 22 + [0, 1]) = 1 · 2−3 + 0 · 2−2 + 1 · 2−1 + 2−3[0, 1].
Thus, w3 = 0.101 + 2
−3[0, 1] (written in binary expansion) is the subtile of the third subdivision
of T = [0, 1] containing the element with binary expansion 0.10101010 · · · . The walk w thus
can be regarded as nested sequence of k-th subdivisions of T converging to the limit point
wT = 0.10101010 · · · . So w encodes the point 0.10101010 · · · ∈ T .
3.5. The generalized set equation and walks in a model. There are many similarities
between a self-affine Zn-tile and its model, particularly if they have the same neighbor structure.
We obtain the following analog of Theorem 3.7 for models. Recall that Mk is defined in (2.6).
Theorem 3.17. Let (M,F ) be a model for the self-affine Zn-tile T satisfying K(T ) = K(M).
Then for every S ∈ K(T ) and every k ∈ N,
(3.18) F (k)〈S〉M = 〈P (k)(S)〉M = Ak〈S〉Mk .
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Proof. As A−1F is Zn-equivariant and fixes Zn pointwise, we have F (x+ z) = F (x) +Az for each
x ∈ Rn, z ∈ Zn. Together with the set equation (2.2) for M this yields
F 〈S〉M =
⋂
s∈S
F (M + s) =
⋂
s∈S
(F (M) +As)
=
⋂
s∈S
(M +D +As) =
⋂
s∈S
⋃
d∈D
(M + d+As)
=
⋃
p∈DS
⋂
s∈S
(M + p(s) +As) =
⋃
p∈DS
〈(p+A)(S)〉M .
Since K(T ) = K(M), this subdivision is again governed by the function P and we arrive at
F 〈S〉M =
⋃
S′∈P (S)
〈S′〉M .
Iterating this for k times proves the first equality. To prove the second one recall that qk = A
−kF (k)
and Mk = qkM . By Lemma 2.7 we have
(3.19) qk〈S〉M =
⋂
s∈S
qk(M + s) =
⋂
s∈S
(qk(M) + s) =
⋂
s∈S
(Mk + s) = 〈S〉Mk
and, hence, F (k)〈S〉M = Ak〈S〉Mk . 
Let (M,F ) be a model of a self-affine Zn-tile T satisfying K(M) = K(T ). For S ∈ K(M) to a
walk w ∈W (S) we associate the nested collection
wM,k = (F
−1)(k)〈pik(w)〉M
and, for a set C ⊂W (S), we define
CM,k = (F
−1)(k)〈pik(C)〉M .
Moreover, we set
wM =
⋂
k≥1
wM,k.
Note that wM may contain more than one point as F
−1 is not necessarily a contraction. This is an
important difference between a self-affine Zn-tile and its model. However, as K(M) = K(T ), the
definition of a walk assures that wM cannot be empty. Again, this definition extends to sets C of
walks by setting CM =
⋂
k≥1 CM,k. Using this notation we obtain from Theorem 3.17 that
(3.20) M = WM , ∂M = ∂WM , and 〈S〉M = W (S)M .
4. Monotone models for self-affine Zn-tiles
In this section we investigate mapping properties of the canonical quotient map Q under the
condition that (M,F ) is a so-called monotone model for a self-affine Zn-tile T (see Definition 4.3).
4.1. Monotone models and canonical quotients of cells. The following proposition gives
results on images of certain sets under Q. Recall that the model Mk is defined in (2.6).
Proposition 4.1. If (M,F ) is a model for the self-affine Zn-tile T with K(M) = K(T ) then the
following assertions hold.
(i) The sequence 〈S〉Mk converges to 〈S〉 in the Hausdorff metric D for each S ∈ K(T ).
(ii) Q〈S〉M = 〈S〉 holds for each S ∈ K(T ).
(iii) If S ∈ K(T ) then for each w ∈W (S) we have Q(wM ) = wT .
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Proof. To prove (i) let ε > 0 be arbitrary. Since A is expanding and both T and M are compact
we may choose k0 ∈ N in a way that A−kT and A−kM are contained in a ball of diameter ε around
the origin for each k ≥ k0. Using Theorems 3.7 and 3.17 we get
D(〈S〉, 〈S〉Mk) = D
( ⋃
S′∈P (k)(S)
A−k〈S′〉,
⋃
S′∈P (k)(S)
A−k〈S′〉M
)
≤ max{D(A−k〈S′〉, A−k〈S′〉M ) | S′ ∈ P (k)(S)}.
Note that A−k〈S′〉 ⊂ A−k(T + s) and A−k〈S′〉M ⊂ A−k(M + s) for each S′ ∈ K(T ) and each
s ∈ S′. Thus A−k〈S′〉 as well as A−k〈S′〉M is contained in a ball of diameter ε around A−ks
implying that D(A−k〈S′〉, A−k〈S′〉M ) < ε for each S′ ∈ K(T ). Thus D(〈S〉, 〈S〉Mk) < ε and (i) is
proved.
By (3.19) we have qk〈S〉M = 〈S〉Mk . Thus, as Q = limk→∞ qk, assertion (ii) follows from (i).
To prove (iii), using Lemma 2.17 and (ii) we derive
Q(wM,k) = Q((F
−1)(k)〈pik(w)〉M ) = A−kQ(〈pik(w)〉M ) = A−k〈pik(w)〉 = wk.
Now (iii) follows from
Q(wM ) = Q
(
lim
k→∞
wM,k
)
= lim
k→∞
Q(wM,k) = lim
k→∞
wk = wT . 
We will now use the sets wM to study preimages of Q.
Lemma 4.2. If (M,F ) is a model for T with K(M) = K(T ), for any nonempty set of walks C⋂
w∈C
wM = ∅ ⇐⇒
⋂
w∈C
wT = ∅ ⇐⇒ |CT | > 1.
Proof. As the sets wM and wT , w ∈ C, are compact it suffices to check the first equivalence
for each finite subset C ′ of C by the finite intersection property for compact sets. Assume that⋂
w∈C′ wT 6= ∅. As
(⋂
w∈C′ wk
)
k∈N is a nested sequence of compact sets this is equivalent to⋂
w∈C′ wk 6= ∅ for each k ∈ N. Because K(M) = K(T ), this is in turn equivalent to
⋂
w∈C′ wM,k 6= ∅
for each k ∈ N. As the sequence (⋂w∈C′ wM,k)k∈N is a nested sequence of compact sets, this is
finally equivalent to
⋂
w∈C′ wM 6= ∅, proving the first equivalence. As for the second one note that
the limit point wT is a singleton for each w ∈ CT . Thus CT contains more than one element if and
only if there exist w,w′ ∈ C having disjoint limit points which is equivalent to ⋂w∈C wT = ∅. 
We now refine the notion of model so that it preserves the neighbor structure of the modeled
self-affine Zn-tile T with connected intersections. Proposition 4.1 shows that for a model M
having the same neighbor structure2 as T , the canonical quotient map Q preserves intersections:
Q〈S〉M = 〈S〉 for each S ∈ K(T ). The following notion of monotone model enables us to say more
about the point preimages of the canonical quotient map Q.
Definition 4.3 (Monotone model). A model (M,F ) is a monotone model for the self-affine Zn-tile
T if K(T ) = K(M) and 〈S〉M is connected for each S ⊂ Zn.
For Knuth’s twin-dragon K, we know from Example 3.5 that the model M given there satisfies
K(K) = K(M). As all the sets 〈S〉M are connected, M is a monotone model of K.
Recall that a quotient is monotone if point preimages of the quotient map are connected.
Theorem 4.4. Suppose that (M,F ) is a monotone model for the self-affine Zn-tile T .
(i) Q〈S〉M = 〈S〉 is a monotone canonical quotient of 〈S〉M for each S ∈ K(T ).
(ii) Q〈δS〉M = 〈δS〉 is a monotone canonical quotient of 〈δS〉M for each S ∈ K(T ).
(iii) Q∂M = ∂T is a monotone canonical quotient of ∂M .
2Compare this with the definition of respecting intersections given in [47, Definition 1.2.5].
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Proof. By Proposition 4.1 (ii) we have Q|〈S〉M 〈S〉M = Q〈S〉M = 〈S〉. To show (i) we thus have to
prove that (Q|〈S〉M )−1(x) is connected for each x ∈ 〈S〉. Let x ∈ 〈S〉 be fixed and choose w ∈W (S)
with x = wT . Proposition 4.1 (iii) implies that
(Q|〈S〉M )−1(x) =
⋃
w′∈W (S)
w′T=wT
w′M .
By Lemma 4.2 all the sets w′M in the union on the right share a common point. It therefore
remains to prove that w′M is connected for each w′ ∈ W (S). However, since M is a monotone
model for T , the cell 〈S′〉M is connected for each S′ ⊂ Zn. Thus the set w′M is a nested intersection
of the connected sets w′M,k and therefore itself connected.
To prove (ii) first observe that
Q|〈δS〉M 〈δS〉M = Q〈δS〉M =
⋃
S′∈δS
Q〈S′〉M =
⋃
s∈Zn\S
Q〈S ∪ {s}〉M =
⋃
s∈Zn\S
〈S ∪ {s}〉 = 〈δS〉.
Choose x ∈ 〈δS〉. Then, by Proposition 4.1 (iii) we gain by choosing w ∈W (S) with x = wT
(Q|〈δS〉M )−1(x) =
⋃
s∈Zn\S
(Q|〈S∪{s}〉M )−1(x) =
⋃
s∈Zn\S
⋃
w′∈W (S∪{s})
w′T=wT
w′M
and everything runs exactly as in (i).
To show (iii) note that by (2.14) and (2.15) we have ∂T = 〈δ{0}〉 and ∂M = 〈δ{0}〉M . Thus
(iii) is an immediate consequence of (ii). 
4.2. Canonical quotients of boundaries. We saw in Theorem 2.12 that Q∂M = ∂T holds for a
model M of the self-affine Zn-tile T . Under certain conditions Q behaves nicely also for boundaries
of cells 〈S〉 with |S| ≥ 2. To make this precise let M be a Zn-tile and set
K(M)i0 := {S ∈ K(M)i | 0 ∈ S}
for the set of all i-cells of K(M) containing 0. Assume that the (dual) geometric realization
Gi(M) := 〈K(M)i0〉M of K(M)i0 carries the subspace topology inherited from Rn and, for i ≥ 2,
denote by ∂i = ∂i,M (we omit the index M as it is clear from the context) the boundary relative to
Gi(M), i.e., for X ⊂ Gi(M) we have
∂i,MX = X ∩Gi(M) \X.
Example 4.5. For Knuth’s twin-dragon K, the set G2(K) is the union of all nonempty sets
〈{(0, 0)t, s}〉K , where s is one of the six nonzero translates depicted in Figure 3. Thus G2(K)
is equal to ∂K. We equip ∂K with the subspace topology induced by the standard topology of
R2. Then ∂2 = ∂2,K is the boundary operator w.r.t. this topology. For instance, the boundary
of the wiggly line 〈{(0, 0)t, (1, 0)t}〉K which is an arc (see Example 3.5) is given by the two cells
〈{(0, 0)t, (1, 0)t, (1, 1)t}〉K and 〈{(0, 0)t, (1, 0)t, (0,−1)t}〉K , which are single points (cf. again Exam-
ple 3.5). This also shows that in this instance we have ∂2〈{(0, 0)t, (1, 0)t}〉K = 〈δ{(0, 0)t, (1, 0)t}〉K .
The following definition is motivated by this last property, which will enable us to derive results
on the behaviour of Q with respect to these boundary operators.
Definition 4.6 (Combinatorial tile). Let M be a Zn-tile. We say that M is combinatorial if
∂i〈S〉M = 〈δS〉M for all S ∈ K(M)i0 and all i ≥ 2.
The property of being combinatorial is a general position property. This is illustrated by the
following easy example of a tile that is not combinatorial.
Example 4.7. Let A = 2I = diag(2, 2) be a 2× 2 diagonal matrix and D = {(i, j)t | 0 ≤ i, j ≤ 1}.
Then T (A,D) = [0, 1]2, the unit square, is not combinatorial. Indeed, the problem comes from
the fact that 3-fold intersections are equal to 4-fold intersections. To make this precise choose
S = {(0, 0)t, (0, 1)t, (1, 0)t}. Then 〈S〉 = {(1, 1)t} and thus ∂3〈S〉 = ∅. On the other hand
〈δS〉 = 〈S ∪ {(1, 1)t}〉 = {(1, 1)t}. This implies that ∂3〈S〉 6= 〈δS〉 for this choice of S.
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We can show the following result.
Theorem 4.8. Let (M,F ) be a monotone model for a self-affine Zn-tile T , i ≥ 2, and S ∈ K(T )i0.
(i) If M is combinatorial, then ∂i〈S〉 ⊂ Q∂i〈S〉M .
(ii) If T is combinatorial, then Q∂i〈S〉M ⊂ ∂i〈S〉.
Thus, if both, M and T are combinatorial we have that Q∂i〈S〉M = ∂iQ〈S〉M .
Proof. Let S ∈ K(T )i0, i ≥ 2, be arbitrary but fixed. To prove (i) let x ∈ ∂i〈S〉 be given.
Then, since K(T )i0 is a finite complex and cells are closed in 〈K(T )i0〉, there exists S′ ∈ K(T )i0,
S′ 6= S such that x ∈ 〈S′〉. As x ∈ 〈S〉 ∩ 〈S′〉 there exists s ∈ S′ \ S such that x ∈ 〈S ∪ {s}〉.
Proposition 4.1 (ii) implies that Q〈S ∪ {s}〉M = 〈S ∪ {s}〉. Thus, because M is combinatorial, we
obtain that x ∈ Q〈S ∪ {s}〉M ⊂ Q〈δS〉M = Q∂i〈S〉M .
To prove (ii) let x ∈ Q∂i〈S〉M be given. By the same argument as in (i) there is s ∈ Zn \S with
x ∈ Q〈S ∪ {s}〉M . Thus, as T is combinatorial, x ∈ Q〈S ∪ {s}〉M = 〈S ∪ {s}〉 ⊂ 〈δS〉 = ∂i〈S〉. 
It is easy to check that Knuth’s twin-dragon K as well as its model M are combinatorial. Thus
they fulfill the conditions of Theorem 4.8.
5. Self-affine Z3-tiles whose boundaries are manifolds
This section contains our first main results. After a short treatment of the planar case (Section 5.1)
we continue with statements and proofs of topological preliminaries (Section 5.2) that are used in
Section 5.3 to prove results on self-affine Z3-tiles whose boundaries are 2-manifolds.
5.1. The planar case. We start this section with an easy criterion for a self-affine Z2-tile T ⊂ R2
to be homeomorphic to the closed disk D2.
Theorem 5.1. A self-affine Z2-tile T admits a monotone model which is homeomorphic to D2 if
and only if T is homeomorphic to D2.
Proof. If T admits a monotone model which is homeomorphic to D2, Theorem 4.4 (iii) implies that
∂T is a monotone quotient of S1 and thus is either a singleton or homeomorphic to S1. As T is
the closure of its interior, ∂T cannot be a singleton and the Jordan Curve Theorem implies that
T ∼= D2. For the converse just observe that (T,A) is a monotone model for T (it is not hard to
check that 〈S〉 is always connected for a self-affine tile T which is homeomorphic to D2, see e.g. [2,
proofs of Lemma 6.4 and 6.5]). 
It is known that a Z2-tile M which is a closed disk has either 6 or 8 neighbors (i.e., K(M)20 has
either 6 or 8 elements; see e.g. [4, Lemma 5.1]). This makes it easy to find a suitable monotone
model M to apply Theorem 5.1 (cf. Section 6). For a similar criterion see [6, Theorems 2.1 and 2.2].
5.2. Topological preliminaries. We start with some notations and definitions. Let A be a
subset of some space. We denote by Hi(A) = Hi(A;Z) the i-th homology group of A with integer
coefficients and by Hi(A,B) = Hi(A,B;Z) with B ⊂ A its relative versions. For the reduced i-th
homology group we write H˜i(A). As we will use Alexander Duality in the proofs of this section we
will also exploit the i-th Cˇech cohomology group Hˇi(A) of A and its relative versions Hˇi(A,B)
for B ⊂ A. For more on (co)homology we refer the reader to text books like Hatcher [29] and
Massey [44].
We recall the following definitions.
Definition 5.2 (Contractible). A subset Y of a space X is called contractible in X if Y can be
deformed to a single point by a continuous homotopy in X. If X is contractible in X, we just call
X contractible.
Definition 5.3 (Separator and path separator). A separator of a connected space X is a set
Y ⊂ X such that X \ Y is not connected. A separator is called irreducible if none of its proper
subsets is a separator of X. A separator consisting of a single point is called separating point. (See
[34, §46, VII].)
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A path separator of a path connected space X is a set Y ⊂ X such that there are two points
u, v ∈ X \ Y with the property that there is no path3 p ⊂ X \ Y leading from u to v. In this case
we say more precisely that Y is a path separator between u and v.
Definition 5.4 (Monotone upper semi-continuous decomposition, see e.g. [14, p. 7f]). A partition
G of a topological space X is called a decomposition of X. G ∼= X/G inherits a topology from X by
the decomposition map q : X → G which sends each x ∈ X to the unique element of G containing
x. Specifically, G is equipped with the richest topology that makes q continuous.
The decomposition G is called monotone, if each of its elements is a connected subset of X.
The decomposition G is said to be upper semi-continuous if each g ∈ G is closed in X and if, for
each g ∈ G and each open set U ⊂ X containing g there is an open set V ⊂ X containing g such
that every g′ ∈ G with g ∩ V 6= ∅ is contained in U .
Recall that a map is closed if it maps closed sets to closed sets. Continuous maps between compact
Hausdorff spaces are always closed. We need the following criterion for upper semi-continuous
decompositions.
Lemma 5.5 (cf. e.g. [14, I §1, Proposition 1]). A decomposition G of a space X into closed subsets
is upper semi-continuous if and only if the decomposition map q : X → G is closed.
An important tool in our proofs will be the following result on monotone upper semi-continuous
decompositions of 2-manifolds that was proved by Roberts and Steenrod [46] generalizing a theorem
of Moore [45].
Proposition 5.6 (cf. [46, Theorem 1 and its proof]). Let S be a compact 2-manifold and let G be
a monotone upper semi-continuous decomposition of S. If G contains at least 2 elements and for
each g ∈ G
(i) g is contained in an open disk and
(ii) g is not a separator of S,
then G is homeomorphic to S.
Before we relate these concepts to our setting we require the following notation.
Definition 5.7 (Semi-contractible monotone model). Let M be a monotone model for a self-affine
Z3-tile with ∂M being a closed surface and let Q be the associated quotient map. We say that
M is semi-contractible if each point preimage of Q|∂M is contained in a neighborhood which is
contractible in ∂M (e.g. a disk).
The existence of such contractible neighborhoods is needed in order to exclude that the preimage
of a point wraps around one of the handles of ∂M in the case ∂M is a surface of genus g ≥ 1. A
model whose boundary is homeomorphic to a sphere is always semi-contractible.
Corollary 5.8. Let M be a semi-contractible monotone model for the self-affine Z3-tile T . Assume
that ∂M is a 2-manifold S. If for each x ∈ ∂T the preimage (Q|∂M )−1(x) is not a separator of
∂M , then ∂T is homeomorphic to S.
Proof. Consider the quotient map Q|∂M : ∂M → ∂T and let G := {(Q|∂M )−1(x) | x ∈ ∂T} be a
decomposition of ∂T . Then ∂T ∼= ∂M/G and, by compactness, the decomposition map Q|∂M is
closed. Thus Lemma 5.5 implies that ∂T is an upper semi-continuous decomposition of ∂M . As
Theorem 4.4 (iii) shows that (Q|∂M )−1(x) is connected for each x ∈ ∂T , this decomposition is
monotone. Moreover, since T is the closure of its interior, G certainly contains at least 2 elements.
By the semi-contractibility of M , item (i) of Proposition 5.6 is satisfied, and item (ii) is satisfied
by assumption. Thus, Proposition 5.6 can be applied to ∂T and the result is proved. 
The following easy lemma, which will be needed on several occasions, is the first in the following
list of preparatory results.
Lemma 5.9. Let M ⊂ Rn be compact and equal to the closure of its interior. Assume that U is a
nonempty bounded component of Rn \M . Then int(M + a) is not contained in U for each a ∈ Rn.
3Recall that unlike an arc a path is allowed to have self-intersection.
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Proof. As int(M) 6= ∅ the result is true for a = 0, and we may assume that a 6= 0. If the assertion
was wrong we had ∂(U + a) ⊂M + a ⊂ U which is absurd for a bounded set U . 
Lemma 5.10. Let M be a Zn-tile with int(M) connected. Then Rn \M is connected.
Proof. If this is wrong, M is a separator of Rn and we may choose a bounded complementary
component U of M . As int(M) is connected and M tiles Rn with Zn-translates, there exists
s ∈ Zn \ {0} such that int(M + s) ⊂ U . This contradicts Lemma 5.9. 
Lemma 5.11 (see e.g. [34, §46, VII, Theorem 4]). If Y ⊂ Rn is the common boundary of two
components of Rn \ Y then Y is an irreducible separator of Rn.
The next two propositions are of interest in their own right.
Proposition 5.12. Let M ⊂ Rn be a Zn-tile. If int(M) is connected then ∂M is an irreducible
separator of Rn.
Proof. This is an immediate consequence of Lemmas 5.10 and 5.11. 
Remark 5.13. Let Sn = Rn ∪ {∞} be the one-point compactification of Rn. As M is compact,
Lemma 5.10 and Proposition 5.12 remain true if Rn is replaced by Sn in their statement.
Before we state the second proposition we recall some notions from algebraic topology. If M is
a locally compact Hausdorff space and A,B ⊂M are two closed sets such that M = A ∪B then
the Mayer-Vietoris Sequence for Cˇech cohomology groups
(5.14) · · · → Hˇn−2(A ∩B)→ Hˇn−1(A ∪B)→ Hˇn−1(A)⊕ Hˇn−1(B)→ Hˇn−1(A ∩B)→ · · ·
is an exact sequence (see e.g. [44, Theorem 3.13]). Moreover, we recall that Alexander Duality (cf.
e.g. Dold [19, Chapter VIII, 8.15]) states that if A is a compact subset of Sn = Rn ∪ {∞} and
x ∈ A then
(5.15) Hˇn−i(A, {x}) = H˜i−1(Sn \A)
holds for 1 ≤ i ≤ n (note that for k > 0 we have Hˇk(A, {x}) = Hˇk(A) and H˜k(Sn\A) = Hk(Sn\A)).
Proposition 5.16. For n ≥ 2 let M ⊂ Rn be a Zn-tile. If int(M) is connected then ∂M has no
separating point.
Proof. For n = 2 the result follows from [41, Theorem 1.1 (iii)]. To prove the result for n ≥ 3
assume on the contrary that there is a separating point {x} of ∂M . Then there are nonempty
compact proper subsets A,B ⊂ ∂M satisfying ∂M = A ∪ B with A ∩ B = {x}. We will now
use the Mayer-Vietoris-sequence for Cˇech cohomology groups (5.14) in order to prove our result.
Since A,B are closed subsets of Rn and M = A ∪ B is a locally compact Hausdorff space the
Mayer-Vietoris sequence (5.14) is exact for this choice. We now apply Alexander Duality (5.15)
together with standard results from singular homology theory to derive that (see Remark 5.13)
Hˇn−2(A ∩B) = H1(Sn \ (A ∩B)) = 0 (as A ∩B = {x}, a singleton),
Hˇn−1(A ∪B) = H˜0(Sn \ (A ∪B)) = Z (as Sn \ (A ∪B) = Sn \ ∂M has
2 components by Lemma 5.10),
Hˇn−1(A) = H˜0(Sn \A) = 0 (as Sn \A has one component by Proposition 5.12),
Hˇn−1(B) = H˜0(Sn \B) = 0 (as Sn \B has one component by Proposition 5.12).
Inserting this in (5.14) yields that the sequence · · · → 0→ Z→ 0→ · · · is exact, which is absurd.
This yields the desired contradiction and the result is proved. 
We now recall some notions and results from point set topology that will be needed in Section 5.3.
Definition 5.17 (Cut). Let X be a topological space. A set Y ⊂ X is said to cut X if there are
points x1, x2 ∈ X \ Y that cannot be joined by a continuum in X \ Y , i.e., there does not exist a
continuum C ⊂ X \ Y such that x1, x2 ∈ C (cf. [34, §47, VIII]).
The following result states that under particular assumptions separations and cuts are the same.
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Lemma 5.18 (cf. [34, §50, II, Theorem 8]). Let X be a connected and locally connected space. A
closed set Y is a separator of X if and only if it cuts X.
We also need the following results on joining points by arcs as well as connectedness of preimages.
Lemma 5.19 (see [34, §52, II, Theorem 16]). Let X be a locally connected continuum which has
no separating point. Then each pair of points x1, x2 ∈ X is contained in a simple closed curve
c ⊂ X. Thus x1 and x2 can be joined by an arc in X \ {x} for each x ∈ X \ {x1, x2}.
Lemma 5.20 (see [34, §46, I, Theorem 9]). If the point preimages of a closed mapping are
connected, then the preimages of connected sets are connected as well.
5.3. Self-affine tiles and manifolds. We shall now prove results on boundaries of self-affine
Z3-tiles that are homeomorphic to a closed surface. In the statement of the next result recall the
definition of semi-contractibility given in Definition 5.7.
Theorem 5.21. Let T be a self-affine Z3-tile with connected interior which admits a semi-con-
tractible monotone model M whose boundary is the closed surface S. Then the following assertions
hold.
(i) ∂T is homeomorphic to S.
(ii) Under the restriction Q|∂M a preimage of a point cannot be a path separator of ∂M .
Proof. We start with the proof of assertion (ii). Assume on the contrary that there is x ∈ ∂T
such that (Q|∂M )−1(x) is a path separator of ∂M between two elements u, v ∈ ∂M in the sense of
Definition 5.3. We first observe that being the continuous image of the locally connected continuum
∂M (by Theorem 2.12 (ii)), the set ∂T is a locally connected continuum. Moreover, as int(T ) is
connected, Proposition 5.16 implies that ∂T contains no separating point. Thus by Lemma 5.19 we
may join Q(u) and Q(v) by an arc ` in ∂T \ {x}. Since (Q|∂M )−1(y) is connected for each y ∈ ∂T
by Theorem 4.4 (iii) and Q|∂M is a closed mapping, Lemma 5.20 implies that (Q|∂M )−1(`) is a
continuum. By construction, (Q|∂M )−1(`) contains u and v, and is disjoint from (Q|∂M )−1(x). As
(Q|∂M )−1(`) and (Q|∂M )−1(x) are disjoint compact sets there is ε > 0 such that
(5.22) min{||y − y′|| | y ∈ (Q|∂M )−1(`), y′ ∈ (Q|∂M )−1(x)} > ε.
Moreover, since (Q|∂M )−1(`) is a continuum, u and v are chain connected in (Q|∂M )−1(`), i.e., for
each η > 0 there exist y0, y1, . . . , ym ∈ (Q|∂M )−1(`) with ||yi − yi−1|| < η for each i ∈ {1, . . . ,m}
such that y0 = u and ym = v. As ∂M is a locally connected continuum we may choose η in a way
that yi−1 and yi can be connected by an arc ai that is entirely contained in an ε-ball around yi for
each i ∈ {1, . . . ,m} (see e.g. [34, §50, I, Theorem 4]). Note that by (5.22), each arc ai is disjoint
from (Q|∂M )−1(x). Thus we can concatenate the arcs a1, . . . , am to obtain a path p connecting
u and v in ∂M which avoids (Q|∂M )−1(x). This contradicts our assumption and assertion (ii) is
proved.
As M is a semi-contractible monotone model for T whose boundary ∂T is a 2-manifold S, we
want to use Corollary 5.8 to prove assertion (i) of the theorem. To be able to do so, we have to show
that for each x ∈ ∂T the preimage (Q|∂M )−1(x) is not a separator of ∂M . Suppose on the contrary
that (Q|∂M )−1(x) is a separator of ∂M . Then Lemma 5.18 implies that (Q|∂M )−1(x) cuts ∂M , i.e.,
there are u, v ∈ ∂M \ (Q|∂M )−1(x) that cannot be joined by a continuum in ∂M \ (Q|∂M )−1(x) and,
a fortiori, cannot be joined by a path in ∂M \ (Q|∂M )−1(x). Thus (Q|∂M )−1(x) is a path separator
of ∂M and we get a contradiction to assertion (ii) that was proved before. Thus assertion (i)
follows from Corollary 5.8. 
We immediately obtain the following consequence (note that we do not have to assume semi-
contractibility here in view of the paragraph after Definition 5.7).
Theorem 5.23. Let T be a self-affine Z3-tile with connected interior which admits a monotone
model M whose boundary is homeomorphic to the 2-sphere S2. Then ∂T is homeomorphic to S2
and a point preimage of the quotient map Q|∂M cannot be a path separator of ∂M .
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There is a version of Theorem 5.21 for finite unions of Z3-translates of T . Before we make this
precise, for a Zn-tile M we set
(5.24) [S]M =
⋃
s∈S
(M + s) (S ⊂M).
Again, we write [S] instead of [S]T if T is a self-affine Zn-tile.
Proposition 5.25. Let T be a self-affine Z3-tile which admits a semi-contractible monotone model
M and let S ⊂ Z3 be nonempty and finite. Assume that int([S]) and R3 \ [S] are connected. If
∂[S]M ∼= S for a closed surface S then ∂[S]M ∼= S ∼= ∂[S].
Proof. As ∂[S] is the boundary of the components int([S]) and R3 \ [S], it is an irreducible separator
of R3 by Lemma 5.11. Thus [S] satisfies analogs of Lemma 5.10 and Proposition 5.12 and we may
literally imitate the proof of Proposition 5.16 to see that ∂[S] has no separating point. The result
now follows by the same proof as the one of Theorem 5.21 (just note that Theorem 4.4 (iii) can be
extended immediately to show that ∂[S] is a monotone quotient of ∂[S]M ). 
The next theorem shows that under certain conditions ∂T =
⋃
s∈Z3\{0}〈{0, s}〉 admits a natural
CW-structure defined by the intersections 〈S〉. Recall that a set is degenerate if it contains fewer
than 2 points.
Theorem 5.26. Let T be a self-affine Z3-tile with connected interior which admits a semi-
contractible combinatorial monotone model M whose boundary is the closed surface S.
Let S ∈ K(T ) be nondegenerate. If 〈S〉M is a closed topological manifold or a ball then its
canonical quotient 〈S〉 is either homeomorphic to 〈S〉M or degenerate.
Proof. Let S ∈ K(T ) be nondegenerate and assume, without loss of generality, that 0 ∈ S. This
implies that 〈S〉M ⊂ ∂M . Assume that 〈S〉M is a closed manifold or a ball inside of the surface
∂M ∼= S. Thus 〈S〉M is either a closed surface, a closed disk, a circle, an arc, or a point. We have
to show that 〈S〉 has the required properties. To this end we will use the fact that 〈S〉 = Q〈S〉M is
a monotone quotient of 〈S〉M by Theorem 4.4 (i).
We first dispose of the easy cases. If 〈S〉M is a point, observing that the monotone quotient of a
point is a point, we gain that 〈S〉 = Q〈S〉M is a point. Similarly, if 〈S〉M is an arc, the fact that
the monotone quotient of an arc is either an arc or a point yields that 〈S〉 is an arc or a point.
The case where 〈S〉M is a circle is also settled because it is well-known that the monotone quotient
of a circle is a circle or a point. Finally, if 〈S〉M is a closed surface, we have 〈S〉M = S as a closed
surface has no proper subsurface. Thus Theorem 5.21 (i) yields that 〈S〉 ∼= S.
It remains to consider the case where 〈S〉M is a closed disk. Since M is combinatorial, this
implies that |S| = 2 and ∂2〈S〉M = 〈δS〉M . Thus, as G2(M) = 〈K(M)20〉M = ∂M ∼= S, the
boundary ∂2〈S〉M is a circle and by Theorem 4.4 (ii) the canonical quotient Q∂2〈S〉M of ∂2〈S〉M is
monotone. Therefore, Q∂2〈S〉M is either a point or a circle. We treat these alternatives separately.
Assume first that Q∂2〈S〉M is a point x. By Theorem 5.21 (ii), the preimage (Q|∂M )−1(x) cannot
be a path separator of M . As this preimage contains the circle ∂2〈S〉M (which is a path separator
by our semi-contractibility assumption), it therefore has to contain one of the two complementary
components of ∂2〈S〉M . Consequently, either 〈S〉M ⊂ (Q|∂M )−1(x) or ∂M \ 〈S〉M ⊂ (Q|∂M )−1(x).
If 〈S〉M ⊂ (Q|∂M )−1(x) we have Q〈S〉M = 〈S〉 = {x} and we are done. If, on the other hand,
∂M \ 〈S〉M ⊂ (Q|∂M )−1(x) we gain 〈S〉 = Q(〈S〉M ) = Q(∂M) = ∂T . As S = {0, s} for some
s ∈ Z3 \{0} this implies that ∂T = 〈S〉 = 〈{0, s}〉 ⊂ ∂(T +s). Thus int(T ) is a bounded component
of Rn \ (T + s). As this contradicts Lemma 5.9, this situation does not occur.
Now assume that Q∂2〈S〉M is a circle. As the monotone image of a disk cannot be a circle (see
e.g. [14, I, §4, Exercise 9]; observe that a disk is unicoherent but a circle is not) Q〈S〉M \Q∂2〈S〉M =
〈S〉 \ Q∂2〈S〉M 6= ∅. Since M is combinatorial, Theorem 4.8 (i) implies that ∂2〈S〉 ⊂ Q∂2〈S〉M ,
hence, 〈S〉 \ ∂2〈S〉 6= ∅. As 〈S〉 is a proper subset of ∂T (otherwise we get a contradiction to
Lemma 5.9 as above) we conclude that ∂2〈S〉 ⊂ Q∂2〈S〉M is a separator of ∂T ∼= S. This implies
that ∂2〈S〉 = Q∂2〈S〉M since a proper subset of a circle cannot be a separator of S. Recall that a
circle c in a closed surface is homotopic to a single point if and only if it has two complementary
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components at least one of which is a disk. In particular, if H : S1 × [0, 1]→ D is a homotopy that
deforms c to a point then D has to contain the closure of at least one of these complementary
disks. Since the circle ∂2〈S〉M bounds the disk 〈S〉M there is a homotopy H : S1 × [0, 1]→ 〈S〉M
that deforms ∂2〈S〉M to a single point in the closed surface ∂M ∼= S. Applying Q to H yields a
homotopy Q ◦H : S1 × [0, 1]→ 〈S〉 that deforms the circle ∂2〈S〉 = Q∂2〈S〉M to a single point in
the closed surface ∂T ∼= S. As 〈S〉 is the closure of one of the two complementary components of
∂2〈S〉 it must be a closed disk. 
To check that int(T ) is connected, the following easy criterion is often applicable (cf. [3,
Proposition 13.1]).
Lemma 5.27. Let T = T (A,D) be a self-affine Zn-tile. If there is a connected set E ⊂ int(T )
such that E ∩A−1(E + d) 6= ∅ holds for each d ∈ D then int(T ) is connected.
Proof. We note that int(T ) =
⋃
k∈N
(⋃k
i=1
⋃
d∈Di A
−i(E + d)
)
with Di as in (2.9) is a nested union
of open sets each of which is, by induction, connected. 
It is important to note that the homeomorphisms asserted in Theorems 5.21 and 5.26 are usually
not Q since Q is not necessarily injective. However, we used Q to construct these homeomorphisms
with the help of Moore’s decomposition theorem (Proposition 5.6).
Theorem 5.26 requires S to contain at least 2 elements. Under the given conditions we cannot
expect T = 〈{0}〉 to be homeomorphic to a 3-ball even if the same is true for M . Indeed, in
Section 8.2 we give an example of a monotone model which is homeomorphic to a 3-ball but
whose underlying self-affine Z3-tile is wild and indeed not even simply connected, even though its
boundary can be shown to be a 2-sphere by applying Theorem 5.23. In studying this example we
shall prove the following result (see Proposition 8.7).
Theorem 5.28. There exists a self-affine Z3-tile whose boundary is a 2-sphere, but which is not
homeomorphic to a 3-ball (a self-affine wild crumpled cube).
6. Ideal tiles
In this section we define ideal tiles. These tiles can be constructed quite easily and they give
rise to monotone models for self-affine Zn-tiles.
6.1. Ideal tiles. Up to this point it is unclear how one could construct nontrivial models for a
given self-affine Zn-tile. We now give necessary conditions that define an ideal tile for a self-affine
Zn-tile which allows to construct a monotone model (see Definition 4.3) for that tile.
Definition 6.1 (Ideal tile). A Zn-tile Z is an ideal tile for a self-affine Zn-tile T , if Z has connected
interior and the following conditions hold.
(i) K(Z) = K(T ).
(ii) For each S ∈ K(Z) the set 〈S〉Z is connected and homeomorphic to 〈P (S)〉Z .
(iii) For each S ∈ K(Z) each homeomorphism from 〈δS〉Z to 〈δP (S)〉Z extends to a homeomor-
phism from 〈S〉Z to 〈P (S)〉Z .
Remark 6.2. Note that (ii) could be replaced by the following weaker statement.
(ii)’ For each S ∈ K(Z) the set 〈S〉Z is connected and 〈S〉Z = ∅ if and only if 〈P (S)〉Z = ∅.
Indeed, in the proof of Theorem 6.5 (see Section 6.2) we see that (ii)’ and (iii) imply (ii). However,
to verify (iii) one needs homeomorphisms from 〈δS〉Z to 〈δP (S)〉Z and these are constructed by
patching together homeomorphisms from 〈S′〉Z to 〈P (S′)〉Z . Thus one needs (ii) in order to verify
(iii). For this reason we decided to state Definition 6.1 the way we did.
Note that since Z is a Zn-tile one only needs to check the above hypotheses for all sets S ⊂ Zn
containing 0. Condition (i) can be checked algorithmically by using so-called boundary and vertex
graphs (cf. e.g. [48] and see Remark 3.9). In most cases ideal tiles are chosen to be polyhedra.
Then conditions (ii) and (iii) can be checked by direct inspection for n = 3. For higher dimensions,
in Section 6.3 we show how to check (ii) by techniques from algebraic topology in certain cases.
Lemma 6.7 shows that (iii) is true for large classes of topological spaces.
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Example 6.3. Let K = K(A,D) be Knuth’s twin-dragon as defined in (1.3) and let Z = M , where
M is the parallelogram with vertices (− 34 ,− 12 )t, (− 14 , 12 )t, ( 34 , 12 )t, ( 14 ,− 12 )t defined in Example 2.3.
We now show that Z satisfies the conditions of Definition 6.1. Firstly, it is clear that Z has
connected interior. From Example 3.5 we get that K(Z) = K(T ) and item (i) follows. To prove
(ii) we start with the choice S = {0}. Obviously, 〈{0}〉Z is homeomorphic to D2. As we saw in
Section 3.2, P ({0}) = {{d} | d ∈ D} = {{(0, 0)t}, {(1, 0)t}}. Thus
〈P ({0})〉Z = 〈{(0, 0)t}, {(1, 0)t}〉Z = Z ∪ (Z + (1, 0)t),
which is a union of two parallelograms intersecting in an edge, hence, 〈P ({0})〉Z is homeomorphic to
D2 and thus also to 〈{0}〉Z . By translation invariance this implies that 〈P ({s})〉Z is homeomorphic
to 〈{s}〉Z for each s ∈ Z2.
To check (ii) for all S with two elements we can confine ourselves again to sets S containing 0.
In view of Figure 3, there are only six choices of such sets S with nonempty 〈S〉Z . We explain the
verification of (ii) for the choice S = {(0, 0)t, (0, 1)t} (the other choices can be treated in the same
way). First, it is clear (see Figure 3 again) that 〈{(0, 0)t, (0, 1)t}〉Z is the line connecting (− 14 , 12 )t
and ( 14 ,
1
2 )
t. By direct calculation the complex P (S) is easily seen to be equal to
P (S) = {{(0, 0)t, (−1,−1)t}, {(0, 0)t, (0,−1)t}, {(1, 0)t, (0,−1)t}},
thus 〈P (S)〉Z is a union of three consecutive lines and, hence, 〈S〉Z and 〈P (S)〉Z are both
homeomorphic to an arc. All nonempty cells corresponding to sets with three elements are single
points and (ii) is checked easily also for this case (again there are six instances to check).
It remains to check item (iii). However, in our setting the cells are either disks, arcs, or
points. Moreover, we know that Z is combinatorial, so δ is nothing but the boundary operator.
Since it is well-known that homeomorphisms from circles to circles can be extended to disks, and
homeomorphisms from pairs of points to paris of points can be extended to arcs, (iii) follows
immediately. Thus Z is an ideal tile of K.
Further examples of ideal tiles are given in Figures 10 and 12.
6.2. Ideal tiles and monotone models. We now show that each ideal tile is a monotone model
up to translation. To this end we need to prove the following lemma which shows that P behaves
nicely with respect to the simplicial boundary operator δ defined in (3.3) and (3.4).
Lemma 6.4. Let T = T (A,D) be a self-affine Zn-tile. For each S ∈ K(T ) we have δP (S) = P (δS).
Proof. Since D is a complete set of residue classes of Zn/AZn we have (recall the definition of the
simplicial boundary operator δ for complexes in (3.4))
P (δS) =
⋃
s∈Zn\S
P (S ∪ {s})
=
⋃
s∈Zn\S
{(p+A)(S ∪ {s}) ∈ K(T ) | p ∈ DS∪{s}}
=
⋃
s∈Zn\S
⋃
d∈D
{(p+A)(S) ∪ {As+ d}) ∈ K(T ) | p ∈ DS}
=
⋃
s′∈Zn\(AS+D)
{(p+A)(S) ∪ {s′}) ∈ K(T ) | p ∈ DS}
= δ(P (S)). 
We can now state and prove the main theorem of this section.
Theorem 6.5. Let Z be an ideal tile for a self-affine Zn-tile T and u ∈ int(Z) then there is a
homeomorphism F such that (Z − u, F ) is a monotone model for T .
Proof. By Definition 6.1 each translate of Z is again an ideal tile of T , hence, M = Z − u is an
ideal tile of T . To prove the theorem we first construct a Zn-equivariant homeomorphism f fixing
0 so that F = Af satisfies FM = M +D. Let
C−1 = {S ⊂ Zn | 〈S〉M = ∅},
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and inductively set
C` = {S ∈ K(M) | δS ⊂ C`−1} (` ≥ 0).
Note that by compactness of M , S ∈ C` for ` ≥ 0 implies that S is finite. By condition (ii) of
Definition 6.1, 〈P (S)〉M = ∅ for each S ∈ C−1. Thus it is trivial to define f on 〈C−1〉M in a way
that it is Zn-equivariant and satisfies f(〈S〉M ) = A−1〈P (S)〉M for each S ∈ C−1.
Figure 5. Illustration of the proof of Theorem 6.5 for the ideal tile Z of Knuth’s
twin-dragon (see Example 6.3). In this case E0 contains two inequivalent elements
corresponding to the points a and b in a). On these points f can be defined as
indicated. f can then be extended equivariantly to the remaining cells 〈S〉 with
S ∈ C0 as in b). In c) we see that E1 consists of three elements corresponding
to three cells which are lines. By property (iii) of Definition 6.1, f can now be
extended to these three lines. In d) we extend f equivariantly to the remaining
cells 〈S〉 with S ∈ C1.
Now assume inductively that the homeomorphism f has been defined Zn-equivariantly on
〈C`−1〉M such that f(〈S〉M ) = A−1〈P (S)〉M holds for each S ∈ C`−1. Choose a maximal set
E` of pairwise inequivalent elements of C` \ C`−1, that is, E` contains precisely one element
of S + Zn for each S ∈ C` \ C`−1. Let S ∈ E`. By definition, δS is a union of cells of
C`−1. The induction hypothesis yields that each cell in 〈δS〉M is mapped homeomorphically
to the according cell in A−1〈P (δS)〉M . Thus f |〈δS〉M is a Zn-equivariant homeomorphism onto
A−1〈P (δS)〉M = A−1〈δ(P (S))〉M (the equality follows from Lemma 6.4). Now f is defined from
〈δS〉M to A−1〈δ(P (S))〉M in an appropriate way. By condition (iii) of the definition of the ideal
tile M we may extend the domain of f to 〈S〉M in a way that f maps 〈S〉M homeomorphically to
A−1〈P (S)〉M . Doing this for each of the finitely many elements of E` and extending f equivariantly
to 〈C`〉M concludes the induction step. This process is illustrated in Figure 5.
At the end of this construction we arrive at 〈S〉M = 〈{0}〉M = M and fM = A−1(M + D)
which implies that FM = AfM = M +D. In this case we need to make sure that 0 is fixed by
f . However, as 0 ∈ int(M) and 0 ∈ D we gain 0 ∈ int(A−1(M +D)) = int(〈P ({0})〉M ). Thus by
the connectedness of int(M) we can define f on int(M) in a way that f(0) = 0. Thus (M,F ) is a
model for T .
Finally, Definition 6.1 (i) and (ii) imply that this model is monotone. 
As Example 6.3 shows that the twin-dragon K admits an ideal tile and, by Theorem 6.5, a
monotone model which is homeomorphic to D2, Theorem 5.1 yields the following well-known result.
Proposition 6.6. Knuth’s twin-dragon K is homeomorphic to D2.
The following lemma is useful because it can be used to check property (iii) of the definition of
ideal tile (which is Definition 6.1) in nonpathological examples.
Lemma 6.7. Let X be a contractible union of cones over n-spheres (for varying n ≥ 1) which
pairwise intersect only at single points on their boundaries. The boundary of X is the union of the
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bases of the cones which comprise it. Then X has the property that any self-homeomorphism of its
boundary can be extended to a self-homeomorphism of X.
Proof. Let Ci be the cones which comprise X. Suppose ψ : ∂X → ∂X is a homeomorphism. Then,
by considering cut points in the boundary, we see that ψ |∂Ci is a homeomorphism onto ∂Ci′
for some unique choice of i′. Coning the map ψ |∂Ci , we obtain an extension homeomorphism
ψ¯ |Ci : Ci → Ci′ satisfying ψ¯ |∂Ci= ψ |∂Ci . By again considering cut points on the boundary, we
see that the map i→ i′ is a permutation. Since the Ci only meet at single boundary points, the
maps ψ¯ |int(Ci) have disjoint images. Thus the homeomorphisms ψ¯ |Ci patch together to form the
desired homeomorphism ψ¯. 
Figure 6. Four examples satisfying the conditions of Lemma 6.7.
Figure 6 contains examples for contractible unions of cones over spheres which pairwise intersect
only at single points on their boundaries. These are balls of varying dimension arranged either in a
row or as a bouquet.
6.3. Checking whether a simplicial complex is a sphere or a ball. Let T be a self-affine
Zn-tile. In Theorem 6.5 we require that Z is an ideal tile for T . For low dimensions n, condition (ii)
of Definition 6.1 can be checked easily by direct inspection. However, in higher dimensions this may
be tricky and we are forced to use a systematic approach based on methods from classical algebraic
topology. Such an approach is discussed in the present section. Indeed, for many instances, the
ideal tile Z can be chosen to be a triangulable complex such that each nonempty set 〈S〉Z is a
closed ball that is the closure of a single cell of this complex (see e.g. the examples discussed in
Sections 8.1 and 8.2). We shall discuss how one can check Property (ii) of Definition 6.1 in this
case.
In particular, we have to check that 〈P (S)〉Z is a ball of the same dimension as 〈S〉Z . By
translation invariance it suffices to check this for all S ∈ K(Z) containing 0. The intersections
〈S〉Z as well as 〈P (S)〉Z can be nonempty only for finitely many of these sets since Z as well
as 〈P ({0})〉Z is compact. Thus there are only finitely many instances to check. By definition,
〈P (S)〉Z is a triangulable complex made up of finitely many triangulable complexes of the form
〈S′〉Z . We have to check that the realization of this simplicial complex is a ball. To this end we
first check that the realization of the boundary of this complex is a sphere. If the complex is
embedded in a suitable space one can apply a result of Cannon [9] (see Section 7.1) to prove that
this sphere bounds a ball. We note that for finite simplicial complexes this criterion can be turned
into a finite algorithm.
Thus we are left with checking whether the realization of a given simplicial complex is a sphere.
Since this is important for several different complexes occurring throughout this paper, for example
for complexes of the form ∂[S]M (see e.g. Proposition 5.25), we now switch to a general setting.
In particular, let K be a simplicial complex and σ be one of its cells. Recall that the star of σ in
K, denoted by st(σ), is defined to be the set of all simplices in K that have σ as a face. Moreover,
the link of σ in K, denoted by lk(σ), is given by
lk(σ) = cl(st(σ)) \ st(cl(σ)),
where cl(X) is the smallest subcomplex of K that contains each simplex in X.
As we first have to check that the realization of K is a manifold, we need the following result
(cf. [17, Theorem 8.10.2]; note that this is a consequence of Cannon’s Double Suspension Theorem,
see [10]).
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Lemma 6.8. The realization of a simplicial complex K is a topological n-manifold if and only if,
for each k-simplex σ ∈ K, lk(σ) has the homology of Sn−k−1 (i.e., Hi(lk(σ);Z) = 0 for i 6= n−k−1
and Hn−k−1(lk(σ);Z) = Z) and, for each vertex v ∈ K, lk(v) is simply connected.
To check that K is a ball we have to proceed as follows (for all classical theorems from algebraic
topology we are using here, we refer the reader e.g. to Hatcher [29]):
(i) Check that the simplicial complex K is a manifold. By Lemma 6.8 it suffices to calculate
homology groups and the fundamental group of certain links. This can be done by using
the Mayer-Vietoris-Sequence and the Seifert-van Kampen Theorem, respectively.
(ii) Check that K has trivial homology groups and trivial fundamental group. Again we use
the Mayer-Vietoris-Sequence and the Seifert-van Kampen Theorem.
(iii) The Theorems of Hurewicz and Whitehead now imply that K is homotopy equivalent to a
ball.
(iv) The generalized Poincare´ Theorem proved by Smale [49], Freedman [22], and Perelman
(see [12]) yields that K is a sphere.
Summing up, checking that K is a sphere of appropriate dimension is achieved by calculating
homology groups and fundamental groups of simplicial complexes.
7. Self-affine Zn-tiles that are homeomorphic to a ball
Let T be a self-affine Zn-tile. In Theorem 5.21 we gave a criterion for ∂T to be homeomorphic to
a manifold (see also Theorem 9.11). In the present section we shall assume that ∂T is homeomorphic
to Sn−1 and give criteria under which this implies that the tile T itself is homeomorphic to the
closed n-dimensional disk Dn.
7.1. Cannon’s criterion and fundamental neighborhoods. We start with some terminology.
Definition 7.1 (1-LCC). A set X ⊂ Rn is said to be 1-LCC if for each x ∈ Rn \ X and each
neighborhood U of x there is a neighborhood V ⊂ U of x such that every loop in V \ X is
contractible in U \X.
Definition 7.2 (Locally spherical). An (n − 1)-sphere S ⊂ Rn is said to be locally spherical if
each p ∈ S has a neighborhood basis {Um | m ∈ N} such that ∂Um ∼= Sn−1 and ∂Um \ S is simply
connected.
If n = 3 the simple connectedness of ∂Um \S is equivalent to the fact that ∂Um ∩S is connected.
Just to give the reader a feeling for this definition we consider the standard unit ball S in R3. For
each p ∈ S we can select an arbitrarily small sphere centered at p that intersects S in a circle.
Since a circle is connected, S is locally spherical. To see what can go wrong consider Alexander’s
Horned Sphere A (cf. e.g. [29, Example 2B.2, page 170ff]). If we choose p ∈ A in a way that p is
located on an accumulation point of the “horns” of A, each small sphere around p intersects A in
a disconnected set, the components coming from each side on which the horns approach p. These
are hints pointing at the following criterion of Cannon [9].
Proposition 7.3 (cf. [9, 5.1 Theorem]). If S is an (n− 1)-sphere in Rn that is locally spherical
then S is 1-LCC.
We combine this criterion with the following result.
Proposition 7.4. If an (n− 1)-sphere S in Rn is 1-LCC then S can be mapped to the standard
n-sphere by a homeomorphism from Rn to itself. In particular, S bounds a closed n-ball.
Bing [8] proved this result for n = 3, for n = 4 it is proved by Freedman and Quinn [23], and for
n ≥ 5 it is due to Daverman (see [17, Theorem 7.6.5]). We use this to prove the following theorem.
Theorem 7.5. Let T be a self-affine Z3-tile with connected interior and 1-LCC boundary. Then
T is a self-affine 3-manifold if and only if it admits a semi-contractible monotone model with a
boundary that is a closed 2-manifold.
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Proof. By Theorem 5.21 ∂T is a 1-LCC surface. As 1-LCC is a local property Proposition 7.4
implies that ∂T ⊂ R3 looks locally like R2 embedded in R3, i.e., for each x ∈ ∂T there is a
neighborhood U such that (U, ∂T ∩ U) ∼= (R3,R2). Thus ∂T bounds the closed 3-manifold T . 
We will need the next corollary, which is just a combination of Propositions 7.3 and 7.4.
Corollary 7.6. If S is an (n− 1)-sphere in Rn that is locally spherical then S can be mapped to
the standard n-sphere by a homeomorphism from Rn to itself. Hence, S bounds a closed n-ball.
The self-affine structure of T produces natural candidates for neighborhood bases as follows.
Definition 7.7 (Fundamental neighborhood). Let T be a self-affine Zn-tile and let S ⊂ Zn be
given in a way that
(7.8) 〈S〉 6= ∅ and 〈S ∪ {s}〉 = ∅
holds for each s ∈ Zn \ S. In this case we call the union [S] = ⋃s∈S(T + s) for S ⊂ Zn the
fundamental neighborhood of 〈S〉.
Lemma 7.9. Let T be a self-affine Zn-tile. The set
A = {A−kL | L a fundamental neighborhood of some 〈S〉 with S ⊂ Zn, 〈S〉 6= ∅ and 〈S∪{s}〉 = ∅}
forms a basis for the topology of Rn. In particular, each x ∈ ∂T admits a neighborhood basis made
up of elements of A.
Definition 7.10 (Level of a neighborhood). If N ∈ A is given in a way that AkN is a fundamental
neighborhood of some 〈S〉 with S ⊂ Zn, 〈S〉 6= ∅ and 〈S ∪ {s}〉 = ∅ for each s ∈ Zn \ S, we say
that N is a neighborhood of level k and write level(N) = k.
Lemma 7.9 implies that the set B = {N ∈ A | int(N) ∩ ∂T 6= ∅} contains a neighborhood
basis for each x ∈ ∂T . Our aim is to provide an algorithm that allows to check whether this
neighborhood basis can always be chosen in a way that it meets the conditions of Corollary 7.6.
To this end we define the following equivalence relation on B.
Definition 7.11 (Equivalent neighborhoods). Let T be a self-affine Zn-tile, let N1, N2 ∈ B be
given and set ki = level(Ni) for i ∈ {1, 2}. If there exists u ∈ Zn such that
Ak1N1 = A
k2N2 + u and A
k1(N1 ∩ ∂T ) = Ak2(N2 ∩ ∂T ) + u
we say that N1 is equivalent to N2. In this case we write N1 ∼ N2 to indicate that the equivalence
of neighborhoods is an equivalence relation.
If N ∈ B with level(N) ≥ 1 is given, we often need a larger neighborhood in B that contains N .
To this end we define
Parents(N) = {N ′ ∈ B | N ⊂ N ′ and level(N ′) = level(N)− 1}.
We need the following result.
Lemma 7.12. If N ∈ B with level(N) ≥ 1 then Parents(N) 6= ∅.
Proof. Let k = level(N) and choose S in a way that N = A−k[S]. For each s ∈ Zd there is
a unique s′(s) ∈ Zd such that A−k(T + s) is contained in A−(k−1)(T + s′) (see Section 3.4).
Let S′ = {s′(s) | s ∈ S)}. If S′ satisfies the maximality condition in (7.8) we are done, if not,
successively add elements of Zd to S′ until it satisfies this condition. Since Zn is discrete and T is
compact at most finitely many elements have to be added. 
7.2. The in-out graph. Using the operator Parents we can define an infinite directed graph I
whose nodes are the elements of B and whose edges are defined by
N → N ′ ⇐⇒ N ′ ∈ Parents(N).
The following lemma shows that equivalent nodes in I have equivalent sets of predecessors with
respect to the equivalence relation defined in Definition 7.11.
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Lemma 7.13. Let N ′1, N
′
2 ∈ B with N ′1 ∼ N ′2. If N1 → N ′1 is an edge in I then there is N2 ∈ B
such that N1 ∼ N2 and N2 → N ′2 is an edge in I.
Proof. Let ki := level(N
′
i). As N
′
1 ∼ N ′2 there is u ∈ Zd such that
Ak1N ′1 = A
k2N ′2 + u,(7.14)
Ak1(N ′1 ∩ ∂T ) = Ak2(N ′2 ∩ ∂T ) + u.(7.15)
We will show that N2 := A
−k2(Ak1N1 − u) satisfies the requirements of our lemma. It is clear that
N2 ∈ A with level(N2) = k2 + 1. Moreover, as N1 ⊂ N ′1 equation (7.14) implies that N2 ⊂ N ′2. It
remains to show that N2 ∈ B and N1 ∼ N2. To this end observe that (7.15) yields
Ak1(N1 ∩ ∂T ) = Ak1(N1 ∩N ′1 ∩ ∂T ) = Ak1N1 ∩Ak1(N ′1 ∩ ∂T )
= Ak1N1 ∩ (Ak2(N ′2 ∩ ∂T ) + u) = (Ak2N2 + u) ∩ (Ak2(N ′2 ∩ ∂T ) + u)
= Ak2(N2 ∩N ′2 ∩ ∂T ) + u = Ak2(N2 ∩ ∂T ) + u.
From this we get the desired properties. 
Definition 7.16 (In-out graph). For N ∈ B denote by N the equivalence class of N with respect
to the equivalence relation ∼. The in-out graph is a directed graph I which is defined as follows.
• The nodes of I are the equivalence classes {N | N ∈ B}.
• There is a directed edge N → N ′ in I if there is an edge N → N ′ in I.
Lemma 7.17. The in-out graph I is finite.
Proof. Choose some order on Zn, set
(7.18) N = {s ∈ Zn | 〈{0, s}〉 6= ∅},
and let Dk be defined as in (2.9). For each finite set Y ⊂ Zn define the functions
α(Y ) = Y − u, β(Y ) = ((Y +N ) ∩ Dk)− u, γ(Y ) = ((Y +N ) ∩ (Zn \ Dk))− u,
where u ∈ Y is chosen to be minimal with respect to this order. Let N = A−k[S] be an element of
B. As 〈S〉 6= ∅ we have diam(S) ≤ diam([S]) ≤ 2 · diam(T ). Moreover, as 〈{s, s+ v}〉 6= ∅ holds for
each neighbor v ∈ N we get
(7.19) diam(S +N ) ≤ diam([S +N ]) ≤ 4 · diam(T ).
Now pick u ∈ S minimal with respect to the above order on Zd. Then
(7.20) AkN − u = [S]− u = [α(S)].
Moreover, as Ak∂T = [Dk]∩[Zn\Dk] we get Ak(N∩∂T ) = [S]∩[Dk]∩[Zn\Dk]. As [S]∩(T+x) = ∅
whenever x 6∈ S +N , this implies that Ak(N ∩ ∂T ) = [S] ∩ [(S +N ) ∩Dk] ∩ (S +N ) ∩ (Zn \ Dk)].
Subtracting u this yields
(7.21) Ak(N ∩ ∂T )− u = [α(S)] ∩ [β(S)] ∩ [γ(S)].
From (7.20) and (7.21) we see that each equivalence class N is completely characterized by the
sets α(S), β(S), γ(S). As these sets are contained in the finite set S + N − u, the estimate in
(7.19) implies that they are contained in the ball of radius 4 · diam(T ) around the origin. Thus
there are only finitely many choices for these sets. 
Using Lemma 7.13 we can provide the following algorithm to calculate I.
Proposition 7.22. The in-out graph I can be constructed by the following finite recurrence process.
Recurrence start: The equivalence class N of each fundamental neighborhood N contained in
B is a node of I.
Recurrence step: Suppose that N ′ is a node of I. For all N satisfying N ′ ∈ Parents(N) the
node N together with the edge N → N ′ belong to I.
End of recurrence: Iterate until no new nodes occur in a recurrence step.
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Proof. Let R be the graph constructed by this recurrence process. Obviously, each node of R is
also a node of I. Suppose that there is a node N of I that is not a node of R. Choose N ∈ B
in a way that level(N) is minimal with this property. As R contains all equivalence classes of
fundamental neighborhoods we have level(N) ≥ 1. Let N ′ ∈ Parents(N). Then N ′ ∈ R by the
choice of N . The recurrence step above now implies together with Lemma 7.13 that N is a node of
I, a contradiction. Thus R and I have the same set of nodes. Since the edges are defined in the
same way, the result follows. 
7.3. Results on self-affine balls. We can now prove the following theorem.
Theorem 7.23. Let T be a self-affine Zn-tile. If ∂T is an (n− 1)-sphere in Rn and each loop in
the in-out graph I contains a node N such that
(i) ∂N ∼= Sn−1,
(ii) ∂N \ ∂T is simply connected,
then ∂T is locally spherical and thus T is homeomorphic to Dn.
Proof. Let |I| be the number of nodes in I and assume that k > |I|. Let N ∈ B be a neighborhood
of an element x ∈ ∂T with level(N) = k and let N → Nk−1 → · · · → N1 → N0 be a walk in the
graph I. The associated walk in I is N → Nk−1 → · · · → N1 → N0. As k > |I| the first |I| edges
of this walk contain a loop. Thus, by assumption, there is ` ∈ {k−|I|, . . . , k} such that ∂N` \∂T is
simply connected and ∂N` ∼= Sn−1. As k was arbitrary and ` ∈ {k− |I|, . . . , k}, we constructed an
arbitrarily small neighborhood N` of x that satisfies the properties of Corollary 7.6. Since x ∈ ∂T
was arbitrary, this proves the result. 
For n = 3 we can simplify this by using the remark after Definition 7.2.
Theorem 7.24. Let T be a self-affine Z3-tile. If ∂T is a 2-sphere in R3 and each loop in the
in-out graph I contains a node N such that
(i) ∂N ∼= S2,
(ii) ∂N ∩ ∂T is connected,
then ∂T is locally spherical and thus tame. Consequently, T is homeomorphic to D3.
Remark 7.25. It seems that the neighborhood basis B leads to satisfactory results if the self-affine
Zn-tile T has only face-neighbors (i.e., neighbors that intersect T is an (n− 1)-dimensional set;
see Section 8.1). However, as Cannon’s criterion is necessary and sufficient, for tiles that are
homeomorphic to balls neighborhood bases with the locally spherical property always exist. In
Section 8.3 we consider a tile with “degenerate” neighbors. To show that this tile is homeomorphic
to a ball, we will have to change the fundamental neighborhoods.
As being locally spherical is a local property, the results of the present section can be adapted
to check whether T is homeomorphic to another manifold with boundary (see Section 8.4).
8. Examples
We now illustrate our theory by examples of self-affine Z3-tiles. In Section 8.1 we give a first
example of a tile that is homeomorphic to a 3-ball. Section 8.2 gives an example of a self-affine
Z3-tile whose boundary is a wild sphere, i.e., this self-affine Z3-tile is an example of a crumpled
cube. Section 8.3 is devoted to a tile that was already studied in 1996 by Gelbrich [25]. We can now
show that it is homeomorphic to a 3-ball. Finally, in Section 8.4 we state an existence result for a
self-affine Z3-tile whose boundary is a surface of genus g for each g ∈ N. All the computer aided
proofs in this section have been checked independently by sage and Mathematica. In particular,
for the example in Section 8.1 we work out detailed proofs.
8.1. A self-affine Z3-tile that is homeomorphic to a 3-ball. Let
(8.1) A =
0 0 −41 0 −2
0 1 −1
 and D =

00
0
 ,
10
0
 ,
20
0
 ,
30
0
 ,
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and let T ⊂ R3 be the unique nonempty compact set satisfying AT = T +D. As A is expanding
and D is a complete set of residue class representatives of Z3/AZ3 the set T is a self-affine tile.
Moreover, [38, Corollary 6.2] yields that T tiles R3 by Z3-translates making T a self-affine Z3-tile.
An image of T is depicted in Figure 7. In this section we shall prove the following result.
Figure 7. A self-affine Z3-tile that is homeomorphic to a closed ball.
Theorem 8.2. Let T be the self-affine Z3-tile defined by the set equation AT = T +D with A and
D as in (8.1). T is homeomorphic to the closed 3-ball D3.
Moreover, we are able to establish the following topological characterization result for the cells
of T (the finite graphs Γ2, Γ3, and Γ4 are defined in Remark 3.9 and will be constructed explicitly).
Proposition 8.3. Let T be the self-affine Z3-tile defined by AT = T + D with A and D as in
(8.1), and let S ⊂ Z3 with 0 ∈ S be given.
• If |S| = 2 then 〈S〉 ∼= D2 if S is a node of the graph Γ2 and 〈S〉 = ∅ otherwise.
• If |S| = 3 then 〈S〉 ∼= [0, 1] if S is a node of the graph Γ3 and 〈S〉 = ∅ otherwise.
• If |S| = 4 then 〈S〉 ∼= {0} if S is a node of the graph Γ4 and 〈S〉 = ∅ otherwise.
• If |S| ≥ 5 then 〈S〉 = ∅.
Our tools in the proofs of these results will be Theorem 5.23, Theorem 5.26, and Theorem 7.24.
The neighbor structure of T . We will construct an ideal tile that can be used as a monotone
model for T by Theorem 6.5. According to Definition 6.1, such an ideal tile has to have the same
neighbor structure as T . Thus, we first determine the neighbor structure K(T ) of T .
1¯00
1,2,3 //
0,1,2,3

1¯1¯0
2,3 //
1,2,3

2¯1¯1¯
3

01¯0
2,3 //
1,2,3

2¯01¯
2,3

3 // 101
0,1
OO
0zz
111
0
DD
1¯1¯1¯
3

1¯01¯
2,3

3
::
201
0,1
UU
0oo 010
0,1oo
0,1,2
OO
211
0
DD
110
0,1oo
0,1,2
ZZ
100
0,1,2oo
0,1,2,3
OO
Figure 8. The directed graph Γ2 of 2-fold intersections of T . The triple abc
stands for the node {(0, 0, 0)t, (a, b, c)t} and a¯ = −a. Thus abc corresponds to the
nonempty 2-fold intersection T ∩ (T + (a, b, c)t).
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To this end we have to check which of the sets 〈S〉 with S ⊂ Z3 are nonempty. By translation
invariance, we can confine ourselves to sets 〈S〉 with 0 ∈ S and to characterize all nonempty
cells 〈S〉 with 0 ∈ S, we use the algorithm mentioned in Remark 3.9. In particular, it suffices to
construct the graphs Γi (i ≥ 1). From these graphs we can read off the nonempty cells 〈S〉 directly:
they just correspond to their nodes. The graphs Γi may be constructed by standard algorithms
(see for instance [48]). Indeed, Γ1 being the graph with the single node {0} with 4 self-loops, we
obtain the Graphs Γ2 and Γ3 depicted in Figures 8 and 9, respectively. Moreover, the nodes of Γ4
are contained in Table 1 and Γi is empty for i ≥ 5. By inspecting the nodes of these graphs we can
find all sets S ⊂ Z3 containing 0 that correspond to a nonempty intersection 〈S〉 and, hence, by
translation invariance, the neighbor structure K(T ) of T .
01¯0
201
1

101
211
0 // 2¯2¯1¯
1¯00
3
		
1¯00
010
1,2
""
0,1,2 //
0,1
<<
01¯0
101
1
::
2¯01¯
1¯00
3
||
3oo
2,3
bb
2¯01¯
1¯01¯
2,3
""
3 //
3
<<
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111
0

010
110
0,1
||
0,1,2oo
0,1
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2¯1¯1¯
1¯1¯1¯
3

1¯1¯0
1011
oo 201
2110
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211
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0,1
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111
0
DD
1¯01¯
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2
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2,3
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1¯00
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1
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1¯1¯1¯
01¯0
3

1¯1¯0
1¯00
2,3
||
1,2,3oo
2,3
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1¯00
111
0

110
2110
oo 2¯1¯1¯
01¯03
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2¯1¯1¯
2¯01¯
3

1¯01¯
110
2 // 111
211
0
OO
1¯1¯0
01¯0
2,3
""
1,2,3 //
2,3
<<
1¯1¯1¯
1¯01¯
3
DD
101
201
0
||
0oo
0,1
bb
100
201
0,1
""
0 //
0
<<
1¯01¯
010
2
zz
01¯0
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2,3
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Figure 9. The directed graph Γ3 of 3-fold intersections of T . Here a node
a1b1c1
a2b2c2
corresponds to the intersection T ∩ (T + (a1, b1, c1)t) ∩ (T + (a2, b2, c2)t).
Constructing an ideal tile for T . We now build an ideal tile Z of T . By inspecting the neighbor
structure K(T ) of T , we discover that choosing Z to be equal to the prism spanned by the vectors
(0, 1, 0)t, (1, 54 , 0)
t, ( 32 ,
1
2 , 1)
t is a good candidate. The prism Z and Z1 = 〈P ({0})〉Z = A−1(Z +D)
are shown in Figure 10. It is easy to see that Z is a Z3-tile of R3 with connected interior. Thus it
suffices to check items (i), (ii), and (iii) of Definition 6.1 to make sure that Z is an ideal tile for T .
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The nodes of Γ4
2¯1¯1¯
2¯01¯
1¯01¯
2¯1¯1¯
2¯01¯
1¯00
2¯1¯1¯
1¯1¯1¯
1¯01¯
2¯1¯1¯
1¯1¯1¯
01¯0
2¯1¯1¯
1¯1¯0
1¯00
2¯1¯1¯
1¯1¯0
01¯0
2¯01¯
1¯01¯
010
2¯01¯
1¯00
010
1¯1¯1¯
1¯01¯
100
1¯1¯1¯
01¯0
100
1¯1¯0
1¯00
101
1¯1¯0
01¯0
101
1¯01¯
010
110
1¯01¯
100
110
1¯00
010
111
1¯00
101
111
01¯0
100
201
01¯0
101
201
010
110
211
010
111
211
100
110
211
100
201
211
101
111
211
101
201
211
Table 1. This table contains the nodes of Γ4. Each node corresponds to a
nonempty 4-fold intersection. There is one infinite walk starting from each node.
This implies that each nonempty 4-fold intersection is a single point.
0
1
2
0.0
0.5
1.0
1.50.0
0.5
1.0
-2
-1
0
1 -1.0
-0.5
0.0
0.5
-1.0
-0.5
0.0
Figure 10. The ideal tile Z of T and 〈P ({0})〉Z .
In order to verify item (i) we observe that the nonempty intersections 〈S〉Z with 0 ∈ S can easily
be determined as Z is an explicitly given prism in R3. Comparing the collections of nonempty sets
〈S〉 and 〈S〉Z we obtain that K(T ) = K(Z) and item (i) is verified.
To check item (ii) we need to make sure that 〈S〉Z and 〈P (S)〉Z are connected and that
〈S〉Z ∼= 〈P (S)〉Z holds for each S ⊂ Z3. Since Z and 〈P ({0})〉Z are explicitly given polyhedra (see
Figure 10) it is a routine calculation to check (ii). Indeed it is easy to see that all the nonempty
sets 〈S〉Z and 〈P (S)〉Z are balls of dimension 4− |S|.
To check (iii) we observe that Z is combinatorial, i.e., for each S ⊂ Z3 with |S| = i, i ≥ 1 we
have 〈δS〉Z = ∂i〈S〉Z and 〈δP (S)〉Z = ∂i〈P (S)〉Z . As each homeomorphism between the spheres
〈δS〉Z and 〈δP (S)〉Z extends to a homeomorphism between the balls 〈S〉Z and 〈P (S)〉Z item (iii)
is shown.
Therefore Z is an ideal tile for T .
Sphere checking. We are now in a position to prove that ∂T is homeomorphic to the 2-sphere.
In the preceding paragraph we proved that the prism Z is an ideal tile for T . Thus, by Theorem 6.5
there is u ∈ Z3 such that M = Z − u is a monotone model for T . As ∂M is a 2-sphere, this
monotone model is semi-contractible in the sense of Definition 5.7. To apply Theorem 5.23 it
therefore remains to check that int(T ) is connected. To this end we use Lemma 5.27. To construct
the set E with the properties required in this lemma, note that a subtile A−k(T + s) of T (s ∈ Z3)
is contained in the interior of T if and only if each of its neighbors A−k(T + s+ v) (v ∈ N with
N as in (7.18)) is a subtile of T . The tile T has 44 subtiles of the shape A−4(T + s) (s ∈ Z3).
Examining their neighbors, from this collection we select those which are contained in int(T ).
It turns out that these are the 30 subtiles A−4(T + s) with s ∈ I4 given by Table 2. Now set
E :=
⋃
s∈I4 A
−4(T + s). As A−4(T + s) is connected for each s ∈ I4, we check that E is connected
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The elements of I4 := {s ∈ Z3 | A−4(T + s) ⊂ int(T)}
(-10,-4,-2) (-10,-4,-1) (-9,-4,-2) (-9,-4,-1) (-9,-4,0)
(-8,-3,-2) (-8,-3,-1) (-8,-3,0) (-7,-3,-1) (-7,-3,0)
(-6,-2,-1) (-6,-2,0) (-5,-2,-1) (-5,-2,0) (-5,-2,1)
(-4,-1,-1) (-4,-1,0) (-4,-1,1) (-3,-1,0) (-3,-1,1)
(-2,0,0) (-2,0,1) (-1,0,0) (-1,0,1) (-1,0,2)
(0,1,0) (0,1,1) (0,1,2) (1,1,1) (1,1,2)
Table 2. The translates s ∈ Z3 corresponding to the subtiles A−4(T + s) lying
in the interior of T .
by showing that {A−4(T + s) | s ∈ I4} forms a chain. In other words, define a graph C whose
nodes are the elements of I4. There is an edge between s1 and s2 if and only if
(8.4) (T + s1) ∩ (T + s2) 6= ∅.
We have to show that C is a connected graph. As we know that (8.4) holds if and only if s1−s2 ∈ N
it is easy to set up this graph and to verify it is connected. It is now straightforward to show that
E ∩ ϕd(E) 6= ∅ for each d ∈ D. Applying Lemma 5.27 we conclude that int(T ) is connected.
Summing up, we may invoke Theorem 5.23 and have thus proved the following result.
Proposition 8.5. Let T be the self-affine Z3-tile defined by AT = T + D with A and D as in
(8.1). Then ∂T is homeomorphic to the sphere S2.
Recall that, being a translate of 〈S〉Z , each nonempty 〈S〉M is a ball of dimension 4 − |S|.
Moreover, from each node in the graphs Γ2 and Γ3 there lead away infinitely many different infinite
walks. Thus the sets 〈S〉 with S being a node of these graphs, contain infinitely many points (and,
hence, are nondegenerate). The sets 〈S〉, with S being a node of Γ4 are single points. Thus, since
we already saw that Z and, hence, M , is combinatorial, Theorem 5.26 implies Proposition 8.3.
Ball checking. In order prove that T is homeomorphic to a ball we want to apply Theorem 7.24.
To this end we have to construct the in-out graph I which can be computed by the algorithm
described in Proposition 7.22. In the present example there exist 24 fundamental neighborhoods in
B, one for each node of Γ4 (see Table 1). As these lie in pairwise different equivalence classes (in
the sense of Definition 7.11), the recurrence starts with 24 nodes. After eight recurrence steps we
arrive at the in-out graph I which has 2438 nodes. We now have to verify conditions (i) and (ii) of
Theorem 7.24 to prove that T is homeomorphic to a ball.
As Γ5 is empty and each node of Γ3 is a subset of a node of Γ4, each set S ⊂ Z3 with the
property 〈S〉 6= ∅ and 〈S ∪ {s}〉 = ∅ for all s ∈ Z3 \ S has exactly 4 elements. Therefore, each
fundamental neighborhood can be written as [S] + u, with S ∈ Γ4 and u ∈ Z3 and, hence, each
node N of I is of the form N = A−k([S] + u), with k ∈ N, u ∈ Zn, and S ∈ Γ4. This implies that
N is homeomorphic to [S] for some S ∈ Γ4 and checking condition (i) of Theorem 7.24 amounts to
checking whether ∂[S] ∼= S2 holds for each of the 24 nodes of Γ4. To prove that ∂[S] ∼= S2 we may
use Proposition 5.25. To check the conditions of this proposition, it remains to verify the following
items for each S ∈ Γ4:
(a) ∂[S]M ∼= S2.
(b) int([S]) is connected.
(c) R3 \ [S] is connected.
As [S]M is a union of four prisms one can check (a) by direct inspection or standard methods
(see Section 6.3). To check (b) observe that T tiles R3 by Z3-translates. Thus the definition of
the fundamental neighborhood implies that the singleton 〈S〉 is contained in the interior of [S]
and, hence, there is a small open B ball centered in 〈S〉 that is contained in int([S]). As int(T ) is
connected and B contains inner points of T + s for each s ∈ S, the interior of [S] is connected. As
the tiling T +Z3 is locally finite, also (c) can be checked combinatorially by using the connectedness
of int(T ).
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Condition (ii) of Theorem 7.24 has to be checked for each of the 2438 nodes of I. We explain
how this is done for a given node of I. Let N be a node of I and consider ∂N ∩ ∂T . Suppose
N = A−k([S] + u), then there exist S1, . . . , Sm ⊂ Zn such that
∂N ∩ ∂T = A−k
m⋃
i=1
〈Si〉.
As 〈Si〉 is connected for each i ∈ {1, . . . ,m}, this set is connected if {S1, . . . , Sm} forms a chain. In
other words, define a graph C(N) whose nodes are the sets S1, . . . , Sm and there is an undirected
edge between Si and Sj if and only if 〈Si〉 ∩ 〈Sj〉 = 〈Si ∪ Sj〉 6= ∅. All the information required to
construct this graph is contained in Proposition 8.3. The set ∂N ∩ ∂T is connected if and only if
C(N) is a connected finite graph. We checked connectedness for each node of I with the aid of
sage and Mathematica. It turns out that in each walk of length 2 of I there is at least one node
satisfying condition (ii) of Theorem 7.24.
Summing up, in each loop of I there is at least one node satisfying the conditions of Theorem 7.24.
This proves that T is homeomorphic to a closed ball and Theorem 8.2 is established.
8.2. A self-affine Z3-tile whose boundary is a wild horned sphere. Let A = 9I =
diag(9, 9, 9) be the 3 × 3 diagonal matrix with the number 9 in the main diagonal. We de-
fine the set of digits D as follows. Let C := {(x1, x2, x3)t | 0 ≤ x1, x2, x3 ≤ 8} be the basic cube.
We construct the digit set by attaching and cutting out horns from C. For the upper horns set
Hu1 := {(1, 4, x3)t | 0 ≤ x3 ≤ 6} ∪ {(x1, 4, 6)t | 2 ≤ x1 ≤ 7},
Hu2 := {(7, 4, x3)t | 0 ≤ x3 ≤ 4}.
The lower horns we define by H li := {(x2, x1, 8− x3)t | (x1, x2, x3)t ∈ Hui } for i ∈ {1, 2}. Then
(8.6)
D = (C ∪ (Hu1 + (9, 0, 0)t) ∪ (Hu2 + (9, 0, 0)t) ∪ (H l1 − (9, 0, 0)t) ∪ (H l2 − (9, 0, 0)t))
\(Hu1 ∪Hu2 ∪H l1 ∪H l2).
It is easy to see that D has 93 elements and is a complete set of coset representatives of Z3/AZ3.
Moreover, using well-known algorithms (cf. e.g. Vince [53]), one checks that T = T (A,D) is a
self-affine Z3-tile. The image of 〈P ({0})〉M on the left side of Figure 11 gives a suggestive geometric
visualization of the digit set D.
Proposition 8.7. Let the self-affine Z3-tile AT = T +D with A = 9I = diag(9, 9, 9) and D defined
as in (8.6) be given.
(i) ∂T is homeomorphic to S2.
(ii) T is not homeomorphic to a ball.
We omit routine calculations in the proof that follows.
Proof. To prove (i) we will apply Theorem 5.23. To this end we first construct a monotone model.
By Theorem 6.5 it suffices to come up with an ideal tile for T . Set Z = [0, 1]3. To show that Z
is an ideal tile we need to verify conditions (i), (ii) and (iii) of Definition 6.1 (int(Z) is obviously
connected). To check that K(Z) = K(T ) we have to describe which set 〈S〉Z with 0 ∈ S is nonempty.
As Z is the unit cube, this is an easy task. To characterize the nonempty sets 〈S〉 we can construct
the graphs Γi as we did in Section 8.1 (indeed, in the present situation it would even be possible to
check this directly). Comparing the two characterizations one sees that K(Z) = K(T ). As Z is a
cube and 〈P ({0})〉Z is the complex depicted on the left hand side of Figure 11, it is easy to verify
conditions (ii) and (iii) of Definition 6.1 and it follows that Z is an ideal tile. Thus, Theorem 6.5
shows that T admits a monotone model (M,F ) with ∂M ∼= S2. It remains to show that int(T )
is connected. In view of Lemma 5.27 we construct a connected set E ⊂ int(T ) with the property
that E ∩ ϕd(E) 6= ∅ for each d ∈ D. It is easy to see that the midpoint of the cube ϕd(Z) is an
element of int(T ). For each face of ϕd(Z) that is also contained in another cube ϕd′(Z) connect the
midpoint of ϕd(Z) to the midpoint of this face by an arc that is contained in int(T ). Call the union
of all these arcs Yd and set E =
⋃
d∈D Yd. One easily checks that E has the required properties.
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Figure 11. A geometric visualization of the digits D and an image of the self-affine
crumpled cube T = T (A,D) defined in Section 8.2.
To prove (ii) we proceed as in the classical proof for Alexander’s Horned Sphere and show
that the complement R3 \ T is not simply connected since we cannot homotope out a loop that
surrounds one of the horns of T (see e.g. [29, Example 2B.2, page 170ff]). 
This apparently is the first example of a self-affine wild crumpled cube that tiles R3 and therefore
proves Theorem 5.28. It is of interest in the study of possible embedding types of spheres that
admit a tiling of R3. We refer to Tang [51] (particularly to Question 2 on p. 422 of this paper) and
the references given there.
8.3. Gelbrich’s twin-dragon. This set is defined as T = T (A,D) with
(8.8) A =
0 0 21 0 1
0 1 −1
 and D =

00
0
 ,
10
0
 .
Again it is easy to check that T , which is depicted in Figure 12, is a self-affine Z3-tile. In his paper,
Gelbrich [25] asked whether T is homeomorphic to a closed 3-dimensional ball. We are now able to
answer his question in the affirmative.
Figure 12. Gelbrich’s twin-dragon T (left) and its ideal tile Z (right).
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Theorem 8.9. Let T be Gelbrich’s twin-dragon which is defined by the set equation AT = T +D
with A and D given as in (8.8). T is homeomorphic to the closed 3-ball D3.
Sketch of the proof. This example is more complicated than the one studied in Section 8.1. It has
18 neighbors, four of which correspond to single point intersections. For this reason it is harder to
construct an ideal tile Z for T that makes Theorem 5.23 applicable. We choose Z as follows. Let
P be the prism spanned by the vectors (1, 0, 0)t, ( 45 , 1, 0)
t, (− 12 , 45 , 1)t and let
Σ1 := convexhull
{(
− 1
5
,
8
25
,
2
5
)t
,
(
− 3
10
,
12
25
,
3
5
)t
,
(
− 9
100
,
3
5
,
1
2
)t
,
(
− 9
20
,
2
5
,
1
2
)t}
,
Σ2 := convexhull
{(11
10
,
9
5
, 1
)t
,
(13
10
,
9
5
, 1
)t
,
(13
10
,
41
25
,
4
5
)t
,
(6
5
, 2, 1
)t}
.
Then we set
Z := P ∪ Σ1 ∪ Σ2 \ ((Σ1 + (1, 0, 0)t) ∪ (Σ2 − (1, 1, 0)t)).
A picture of Z is provided in Figure 12. It can be checked by a lengthy but simple direct (computer
aided) calculation that Z satisfies the conditions Definition 6.1 and is therefore an ideal tile for T :
As for condition (i) it is again a matter of calculating the graphs Γi (i ≥ 1) by known algorithms
and comparing the results with the intersection structure of the polyhedron Z. As for condition
(ii) it turns out that four of the intersections 〈{0, s}〉Z are the union of two disks intersecting in a
single point so that we are not in the situation covered by Section 6.3. Nevertheless, condition (ii)
can be checked easily by direct inspection and condition (iii) follows from Lemma 6.7. Thus Z is
an ideal tile for T and, hence, Theorem 6.5 implies that there is a monotone model (M,F ) for T
whose boundary is homeomorphic to S2.
To apply Theorem 5.21 it therefore remains to check that int(T ) is connected. This is again
done with the help of Lemma 5.27. Summing up we obtain that Gelbrich’s tile T satisfies ∂T ∼= S2.
Also, running the ball-checking algorithm of Section 7 is more tricky in this case (see Remark 7.25).
Indeed, we have to define the fundamental neighborhoods in the following way. Let [S] with
0 ∈ S, |S| = 4, and 〈S〉 6= ∅ and let Dk be defined as in (2.9). Then, to S we associate
S7 = {z ∈ A7s+ d | s ∈ S, d ∈ D7}, hence, the union A−7[S7] corresponds to the 7th subdivision
of [S]. Clearly [S] = A−7[S7]. We now have to avoid all single point intersections of [S] with tiles
T + r, r 6∈ S because otherwise too many neighborhoods have disconnected intersection with ∂T .
To this end let
Bi7 := {z ∈ S7 | ∃r ∈ Z3 \ S, |A−7[S7] ∩ (T + r)| = 1 and A−7[S7 \ {z}] ∩ (T + r) = ∅}
be those elements of S7 whose corresponding subpieces have single point intersections with tiles
outside [S]. Moreover, let
Bo7 := {z ∈ Z3\S7 | ∃s ∈ S, A−7[Z3\S7]∩(T+s) contains an isolated point x with x ∈ A−7[{z}]}.
As [(S7 \Bi7) ∪Bo7 ] doesn’t always have spherical boundary, we have to add a subpiece for some
choices of S. In particular, set
C7 :=

{(−31, 13, 31)t}, for S = {(1,−1,−1)t, (0, 0, 0)t, (1, 0,−1)t, (2, 0,−1)t},
{(−59, 3, 30)t}, for S = {(1, 0, 0)t, (1, 1, 0)t, (0, 0, 0)t, (2, 0,−1)t},
∅, otherwise,
and choose the set {A−7[(S7\Bi7)∪Bo7∪C7] | 0 ∈ S, |S| = 4, and 〈S〉 6= ∅} as the set of fundamental
neighborhoods. Running the ball checking algorithm with these fundamental neighborhoods yields
an in-out graph with 9414 nodes. The fact that the fundamental neighborhoods have spherical
boundary can be checked by Proposition 5.25 (note that N is of the form A−7[S′] for some S′ ⊂ Z3;
the fact that ∂[S′]Z ∼= S2 can be checked by using the methods discussed in Section 6.3), and the
connectedness of their intersections with ∂T are treated in the same way as in Section 8.1. 
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Figure 13. Two images of the self-affine torus T defined in Section 8.4. In the
right one, the hole is visible.
8.4. Self-affine Z3-tiles whose boundary is a surface of positive genus. We first construct
a self-affine Z3-tile whose boundary is a torus. Let A = 6I = diag(6, 6, 6) and define the digit set
as follows. First set C = {(x1, x2, x3)t | 0 ≤ x1, x2, x3 ≤ 5},
C1 = {(3, x2, x3)t, (3, 4, 5)t, (3, 5, 5)t | 2 ≤ x2 ≤ 3, 3 ≤ x3 ≤ 5},
and C2 = {(x1, 5− x2, 5− x3)t | (x1, x2, x3)t ∈ C1}. The sets C1 and C2 cut out a “hole” from the
“cube” C. To make this a digit set that forms a complete set of residue classes of Z3/AZ3 we need
to insert C1 and C2 at another place. Indeed, we define the digit set by
(8.10) D = (C ∪ (C1 + (0, 6, 0)t) ∪ (C2 − (0, 6, 0)t)) \ (C1 ∪ C2).
The self-affine Z3-tile T = T (A,D) is depicted in Figure 13. From these pictures it is plausible to
assume that T is a solid torus. Using Theorem 5.21 we can prove the following result.
Proposition 8.11. Let the self-affine Z3-tile AT = T + D with A = 6I = diag(6, 6, 6) and D
defined as in (8.10) be given. Then ∂T is a 2-torus.
To construct this self-affine torus T , starting with a 6× 6× 6 cube, we cut out a hole and – to
compensate for the digits killed by digging this hole – we added a “half handle” on the top and
on the bottom of the cube. To construct boundary surfaces of genus g, we have to dig g holes
and to add 2g such “half handles”. Since, after seeing the case g = 1 above, this construction is
straightforward we omit the details for the proof of the following result.
Proposition 8.12. For each genus g ∈ N there is a self-affine Z3-tile T whose boundary is a
surface of genus g.
Although we do not want to go into details, we mention that it is possible to show that T
is a self-affine 3-manifold by adapting the ball-checking algorithm provided in Section 7 (see in
particular Remark 7.25). The fundamental neighborhoods can be chosen to be cubes here. Thus
each 3-dimensional handlebody is homeomorphic to a self-affine Z3-tile.
9. Self-affine manifolds in dimension 4 and higher
For dimension n ≥ 4 we can still recognize self-affine Zn-tiles whose boundaries are generalized
manifolds (see Definition 9.7). In the corresponding recognition theorem we need again that each
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point preimage of the quotient map Q behaves nicely (see Theorem 9.8). However, in dimension
n ≥ 4, one needs more effort to guarantee that the boundary of a self-affine Zn-tile is a manifold.
If n ≥ 6, the appropriate condition is the disjoint disks property (DDP) made famous by Cannon
and Edwards [10, 20] (see Definition 9.10 and the recognition theorem in Theorem 9.11).
9.1. Cell-like maps. To prove our higher dimensional results we need some preliminaries. In
particular, we need to make sure that Q is a cellular mapping in the following sense. Recall that a
closed n-cell is the image of an n-dimensional closed ball under an attaching map.
Definition 9.1 (Cellular and cell-like). A compact subset K of an n-manifold M is cellular in
M if K is the intersection of a properly nested decreasing sequence of closed n-cells in M, i.e.,
if there is a sequence (Ci)i≥1 of n-cells such that Ci+1 ⊂ int(Ci) and K =
⋂
i≥1 Ci. A space X
is cell-like if there is an embedding ι of X in a manifold M such that ι(X) is cellular in M. A
mapping is cellular or cell-like if its point preimages are cellular or cell-like, respectively.
A simple diagonalization argument gives the following lemma.
Lemma 9.2. A set is cellular if it is the intersection of a properly nested decreasing sequence of
cellular sets.
To formulate the result on the cellularity of Q we need one more definition.
Definition 9.3 (Boundary star). Let M be a monotone model for a self-affine Zn-tile T . For
y ∈ ∂M and k ∈ N define the boundary star for y of level k by
∂ -stark(y) =
⋃
w∈∂W
y∈wM,k
wM,k.
One checks that ∂ -stark(y) is the closed star of y in the complex ∂M induced by the sets
(F−1)k〈S〉M . The following lemma contains a more convenient representation for boundary stars.
Lemma 9.4. If (M,F ) is a monotone model for the self-affine Zn-tile T satisfying K(M) = K(T )
and y ∈ ∂M then
(9.5) ∂ -stark(y) =
⋃
w∈∂W
Qy=wT
wM,k.
Proof. The lemma follows if we prove that for each w ∈ ∂W with y ∈ wM,k there exists w′ ∈ ∂W
with w′M,k = wM,k and Qy = w′T . To construct w′, let Si = pii(w) for 1 ≤ i ≤ k. Inductively,
assume that for 1 ≤ i < j a choice of Si ∈ P (Si−1) has been made such that y ∈ (F−1)(i)〈Si〉M .
By the generalized set equation for models in (3.18), we may choose Sj ∈ P (Sj−1) such that
y ∈ (F−1)(j)〈Sj〉M . Then w′ = (Si) satisfies pik(w′) = pik(w) and, hence, w′M,k = wM,k. Moreover,
we have y ∈ w′M by the definition of w′M and Qy ∈ w′T by Proposition 4.1 (iii). 
Proposition 9.6. Let (M,F ) be a monotone model for the self-affine Zn-tile T . Assume that all
but finitely many boundary stars of M are cellular and that ∂M is an (n − 1)-manifold. Then
Q|∂M is a cellular map.
Proof. We have to show that (Q |∂M )−1(x) is cellular for x ∈ ∂T . Setting P = {w ∈ ∂W | wT = x}
Proposition 4.1 (iii) implies that PM = (Q |∂M )−1(x). Now, PM =
⋂
k≥1 PM,k, with PM,k =⋃
w∈P (F
−1)(k)〈pik(w)〉M , is the intersection of a nested sequence.
Suppose that PM ∩ ∂2PM,j 6= ∅ for some j ≥ 0. Since (PM,k) is a nested sequence containing
PM , we have that PM ∩ ∂2PM,k 6= ∅ for each k ≥ j. As ∂WM,k covers ∂M for each fixed k by the
set equation for 〈S〉M in (3.18), there is a walk w′ ∈ ∂W such that Qw′M 6= x but PM ∩w′M,k 6= ∅
holds for each k ≥ j. Thus PM ∩ w′M 6= ∅, which implies that there is some w ∈ P satisfying
w′M ∩ wM 6= ∅. However, by Lemma 4.2 this yields that Qw′M = w′T = wT = x, a contradiction.
Thus for each k ≥ j we have PM ⊂ int(PM,k) (where the interior is taken relative to ∂M) and we
may choose a properly nested subsequence of (PM,k).
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In view of Lemma 9.2 it remains to prove that PM,k is cellular for large k. To this end let
y ∈ (Q|∂M )−1(x). Then Lemma 9.4 implies that
PM,k =
⋃
w∈P
wM,k =
⋃
w∈∂W
x=wT
wM,k =
⋃
w∈∂W
Qy=wT
wM,k = ∂ -stark(y)
and PM,k is cellular for large k by the assumption that all but finitely many boundary stars are
cellular. 
9.2. Manifolds and the disjoint disks property. In the present section we deal with general-
izations of Theorem 5.21 to higher dimensions. We are able to give a checkable criterion for the
boundary of a self-affine Zn-tile T to be a generalized manifold.
Definition 9.7 (Generalized n-manifold; see e.g. [11]). A space X is a generalized n-manifold if it
has the following properties.
• X is a Euclidean neighborhood retract (ENR), i.e., for some integer n it embeds in Rn as a
retract of an open subset of Rn.
• X is a homology n-manifold, i.e., H∗(X,X \ {x};Z) ∼= H∗(Rn,Rn \ {0};Z) for each x ∈ X.
A generalized n-manifold is called resolvable if it is a proper cell-like upper semi-continuous
decomposition of an n-manifold.
Theorem 9.8. Let T be a self-affine Zn-tile which admits a monotone model M . Assume that all
but finitely many boundary stars of M are cellular and ∂M is a manifold. Then ∂T is a generalized
(n− 1)-manifold with Q|∂M : ∂M → ∂T a cellular quotient map from the manifold ∂M . In other
words, ∂M is a cell-like resolution of the generalized manifold ∂T .
Proof. By assumption, M satisfies the conditions of Proposition 9.6 and thus Q|∂M : ∂M → ∂T is
a cellular quotient map. Lacher [35, (11.2) Corollary] implies that a cell-like image of a compact
manifold is an ENR, and [17, Proposition 8.5.1] states that every n-dimensional resolvable space is
an n-dimensional homology manifold. This implies the result. 
Remark 9.9. Let (M,F ) be a monotone model for a self-affine Zn-tile T = T (A,D). Although
(F−1)(k)([S]M ), S ⊂ Zn, do not necessarily form a basis for the topology of Rn, by the same
arguments as in Section 7, a finite in-out graph IM can be constructed also for M . Since two
boundary stars B1 and B2 are homeomorphic (i.e., equivalent) if A
k1B1 = A
k2B2 + u, it suffices
to check cellularity of boundary stars only for one representative of each equivalence class. The
finiteness of IM immediately implies that there are only finitely many such equivalence classes to
check. To verify cellularity of a given boundary star, the methods from Section 6.3 can be used.
To make the step from a generalized manifold to a topological manifold, we need the well-known
disjoint disks property (cf. [10]).
Definition 9.10 (Disjoint disks property). A metric space (X, d) has the disjoint disks property if
for every pair of maps g1, g2 : D2 → X and every ε > 0 there exist maps g′1, g′2 : D2 → X such that
max{d(g1, g′1), d(g2, g′2)} < ε and g′1(D2) ∩ g′2(D2) = ∅.
Generalizing Theorem 5.21 this allows us to state a result on self-affine Zn-tiles of dimension
n ≥ 6 whose boundary is a manifold.
Theorem 9.11. For n ≥ 6, let T be a self-affine Zn-tile which admits a monotone model M .
Assume that all but finitely many boundary stars of M are cellular and ∂M is a manifold. If ∂T
satisfies the disjoint disks property then ∂T is an (n− 1)-manifold.
Proof. Theorem 9.8 yields that ∂T is a resolvable generalized (n − 1)-manifold. As we assume
that ∂T satisfies the disjoint disks property, Edwards’ Cell-like Approximation Theorem (cf. [20])
implies that ∂T is a manifold (see also [14] for n− 1 > 5 and [15] for n− 1 = 5). 
Combining this theorem with the algorithm Theorem 7.23 allows us to algorithmically recognize
which self-affine Zn-tiles are n-balls subject to the disjoint disks property.
SELF-AFFINE MANIFOLDS 39
For dimensions less than 5 the disjoint disks property is not suited to detect manifolds, so we
cannot use it for boundaries of self-affine Zn-tiles of dimension n < 6. In Daverman and Repovsˇ [16]
alternatives for the disjoint disks property for 3-manifolds are proposed; for 4-manifolds no such
alternatives seem to be known so far.
Given that a self-affine manifold tiles itself by arbitrarily small copies of itself, it seems that its
topology cannot be very complicated. To be more precise, we offer the following conjecture:
Conjecture 2. Every self-affine n-manifold is homeomorphic to an n-dimensional handlebody.
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