We generalize some results by Hellström and Silvestrov, concerning centralizers in graded algebras. We show how to apply their methods to certain non-graded algebras, possessing a notion giving the degree of elements in it.
Introduction
To state the results that has motivated this paper we shall recall a definition. for all a, b ∈ R. (Such δ:s are known as σ-derivations.) The Ore extension R[x; σ, δ] is the over-ring of R satisfying xr = σ(r)x + δ(r) for all r ∈ R and such that every element of R[x; σ, δ] can be written a i x i with a i ∈ R. If σ = id then R[x; id R , δ] is called a differential operator ring.
In a paper by Amitsur [1] one can find the following theorem. Theorem 1.2. Let K be a field of characteristic zero with a derivation δ. Let F denote the subfield of constants. Form the differential operator ring S = k[x; id, δ], and let P be an element of S of degree n > 0. Set F [P ] = { m j=0 b j P j | b j ∈ F }, the ring of polynomials in P with constant coefficients. Then the centralizer of P is a commutative subring of S and a free F [P ]-module of rank at most n.
Later authors have found other contexts where Amitsur's method of proof can be made to work. We mention an article by Goodearl and Carlson [6] and one by Goodearl alone [7] that both generalize Amitsur's result to a wider class of rings. The proof has also been generalized by Bavula [2] , Mazorchouk [9] and Tang [10] , among other authors. This paper is most directly inspired by a paper by Hellström and Silvestrov [8] , however. Hellström and Silvestrov study graded algebras satisfying a condition they call l-BDHC (short for´´Bounded-Dimension Homogeneous Centralizers"). Hellström and Silvestrov follow the ideas of Amitsur's proof. The details need modification however, especially to handle the case when l > 1. Definition 1.3. Let K be a field, l a positive integer and A a Z-graded Kalgebra. The homogeneous components of the gradation are denoted A m for m ∈ Z. Let Cen(n, a), for n ∈ Z and a ∈ S, denote the homogeneous elements in the n-component of the gradation that commute with a. We then say that A has l-BDHC if for all n ∈ Z, nonzero m ∈ Z and nonzero a ∈ S m it holds that dim K Cen(n, a) ≤ l.
To explain the results further we introduce some more of their notation. Denote by π n the projection from A to A n . Hellström and Silvestrov define a functionχ : A \ {0} → Z bȳ χ(a) = max{ n ∈ Z | π n (a) = 0 }, and setχ(0) = −∞. (They also define an analogue with min instead of max.) Set furtherπ(a) = πχ (a) (a). Now we have introduced enough notation to state the relevant results. The following result is the main part of Lemma 2.4 in their paper. The reason they refer to it as a lemma is that their main interest is in the following corollary of this result. (Which is proved the same way as Corollary 2.5 in this paper.) Theorem 1.5. Assume A has l-BDHC and that there are no zero divisors in A. If a ∈ A \ A 0 and b ∈ A are such that ab = ba,χ(a) > 0 andπ(a) is not invertible in A then there exists a nonzero polynomial P in two commuting variables with coefficients from K such that P (a, b) = 0.
This type of result, asserting the existence of a polynomial annihilating two commuting elements, was first proved by Burchnall and Chaundy for ordinary differential operators [3, 4, 5] .
They also have result asserting that certain centralizers are commutative, applicable in the case when A has 1-BDHC. It shall be the goal of this paper to generalize the results we have cited from [8] .
Notation and conventions
R will denote the field of real numbers, C the field of complex numbers. Z will denote the integers. If R is a ring then R[x 1 , x 2 , . . . x n ] denotes the ring of polynomials over R in central indeterminates x 1 , x 2 , . . . , x n . By a ring we will always mean an associative and unital ring. All morphisms between rings are assumed to map the multiplicative identity element to the multiplicative identity element.
By an ideal we shall mean a two-sided ideal. Let R be a commutative ring and S an R-algebra. Two commuting elements, p, q ∈ S, are said to be algebraically dependent (over R) if there is a non-zero polynomial, f (s, t) ∈ R[s, t], such that f (p, q) = 0, in which case f is called an annihilating polynomial.
If S is a ring and a is an element in S, the centralizer of a, denoted C S (a), is the set of all elements in S that commute with a.
Centralizers in algebras with degree functions
Upon reading the proofs in [8] closely it turns out that their proof relies mainly upon the properties of the functionχ they define. It has properties very similar to the degree of function for polynomials. We shall axiomatize the properties that are needed to make their proof work.
Definition 2.1. Let K be a field and let S be a K-algebra. A function, χ, from S to Z ∪ {−∞} is called a pseudo-degree function if it satisfies the following conditions:
We also need a condition that can replace l-BDHC. We formulate it next. Definition 2.2. Let B be a subalgebra of a K-algebra S with a pseudo-degree function, χ, and let l be a positive integer. B is said to satisfy condition D(l) if χ(b) ≥ 0 for all non-zero b ∈ B and if, whenever we have l + 1 elements b 1 , . . . , b l+1 ∈ B, all mapped to the same integer by χ, there exist α 1 , . . . , α l+1 ∈ K, not all zero, such that χ(
Suppose that S is a K-algebra and a ∈ S is such that C S (a) satisfies condition D(l) for some l. If b is an invertible element then χ(b −1 ) = −χ(b). So all invertible elements of C S (a) must be mapped to zero by χ. In particular the scalars are all mapped to zero by χ.
We now proceed to prove an analogue of Theorem 1.4, using just the existence of some pseudo-degree function.
Theorem 2.4. Let K be a field and let S be a K-algebra. Suppose S has a pseudo-degree function, χ.
Let a be an element of S, with m = χ(a) > 0, such that C S (a) satisfies condition D(l) for some positive integer l. Then C S (a) is a free K[a]-module of rank at most lm. I first claim that
We show this by induction on n = max i≤k (χ(φ i ) + χ(b i )). It is clear that the left-hand side of (1) is never greater than the righthand side. When n = 0, which is the least value possible, Equation (1) holds since χ(b) ≥ 0 for all b ∈ C S (a). For the induction step, assume (1) holds when the right-hand side is strictly less than n. To verify that it holds for n as well, we can assume without loss of generality that χ(φ k ) + χ(b k ) = n, since if χ(φ j b j ) < n for some term φ j b j we can drop it without affecting either side of (1). If φ k ∈ K then χ(φ k ) = 0, by Remark 2.3, and thus χ(b k ) = n. By the choice of b k it then follows that χ(
We have χ( k i=1 r i b i ) < n and thus by the assumptions on χ we get
We also have that max i≤k (χ(φ i ) + χ(b i )) = m + max i≤k (χ(ξ i ) + χ(b i )). By the induction hypothesis
which completes the induction step.
We now show that if χ(b i ) = χ(b j ) for some i ≤ j then j − i < l. Suppose b 1 , . . . , b l+1 all are mapped to zero by χ. Then there exists α 1 , . . . , α l+1 such that
Suppose now instead that b j , . . . , b j+l are all mapped to the same positive integer, q, by χ. Then there exists α j , . . . , α j+l ∈ K, not all zero, such that
But this is only possible if some b i lies in the K[a]-linear span of the previous terms of the sequence, which contradicts the way it was chosen.
It remains only to show that the sequence (b i ) contains only lm elements. We will prove that every residue class ( mod m) can only contain at most l elements. Suppose to the contrary, that we had elements c 1 , . . . , c l+1 , belonging to the sequence (b i ) and all satisfying that χ(c i ) = n (mod m). Set k = max 1≤i≤l+1 (χ(c i )) and define γ i = a 
But this contradicts (1).
We can also prove a result on the existence of annihilating polynomials for pairs of commuting elements.
Corollary 2.5. Let S be a K-algebra with a pseudo-degree function, χ. Let a ∈ S be such that C S (a) satisfies Condition D(l) for some l > 0. Let b be any element in C S (a). Then there exists a nonzero polynomial We can also prove a result asserting that certain centralizers are commutative, though for that we need to assume that C S (a) satisfies condition D(1). Theorem 2.6. Let K be a field and suppose S is a K-algebra. Let S have a pseudo-degree function, χ. If a ∈ S satisfies χ(a) = m > 0 and C S (a) satisfies condition D(1) then:
1. C S (a) has a finite basis as a K[a]-module, the cardinality of which divides m.
2. C S (a) is a commutative algebra.
Proof. By Theorem 2.4 it is clear that there is a subset H of [m] and elements (b i ) i∈H such that the b i form a basis for C S (a). By the proof of the theorem it is also clear that χ(
Without loss of generality we can assume χ(b i ) = i for all i ∈ H. We can map H into Z m in a natural way. Denote the image by G We want to show G is a subgroup, for which it is enough to show that it is closed under addition. Suppose g, h ∈ G. There exists i, j ∈ H, with i ≡ g (mod m) and j ≡ h (mod m). We can write b i b j = k∈H φ k b k , for some {b k }. It follows that
Since G is a subgroup of Z m it is clear that the cardinality of G, which is also the cardinality of H, must divide m.
G is cyclic. Let g be a generator of G. Consider the algebra generated by b i and a, where i ≡ g (mod m). It is a commutative algebra and a sub-K-vector space of C S (a). Denote it by E. If c is any element of C S (a) we can write c = e + f , where e ∈ E and χ(f ) < mi, since if χ(c) ≥ mi then there exists k ≤ m and j ∈ N such that χ(a j b k i ) = χ(c) and thus there exists α ∈ K such that χ(c − αa j b k i ) < χ(c). Thus the quotient C S (a)/E is finite-dimensional. Each f ∈ K[a] gives rise to an endomorphism on C S (a)/E, by the action of multiplication by f . Since K[a] is infinite-dimensional and the endomorphism ring of C S (a)/E is finitedimensional, there is some nonzero φ ∈ K[a] that induces the zero endomorphism. But this means that φc ∈ E for any c ∈ C S (a). Now let c 1 , c 2 be two arbitrary elements of C S (a). Since E is commutative, and everything in C S (a) commutes with φ, it follows that
Since C S (a) is a domain it follows that c 1 c 2 = c 2 c 1 and thus that C S (a) is commutative.
Examples
Theorems 1.4,1.5 and 1.6 follow from our results combined with Lemma 2.2 and Lemma 2.4 in [8] . But our results can also be applied in certain situations that are not covered by the results in [8] . . We shall apply Theorem 2.6. To do so we need a pseudo-degree function.
There is an obvious notion of the degree of an element with respect to x in S. Denote it by χ. It is easy to see that it satisfies all the requirement to be a pseudo-degree function. We proceed to show that C S (a) satisfies condition D(1). Certainly it is true that χ(b) ≥ 0 for all nonzero b ∈ C S (a).
Let b be a nonzero element of S that commutes with a, such that χ(b) = n. Suppose χ(a) = m. By equating the highest order coefficient of ab and ba we find that
where a m and b n denote the highest order coefficients of a and b, respectively. (Recall that these are polynomials in y.) We equate the degree in y of both sides of (2) and find that deg y (a m ) + s m deg y (b n ) = deg y (b n ) + s n deg y (a m ), which determines the degree of b m uniquely. It follows that the solutions of (2) form K-sub space of K[y] that is at most one-dimensional. This in turn implies that condition D(1) is fulfilled.
We have now verified all the hypothesis necessary to apply Theorem 2.6.
