ABSTRACT This paper proposes a self-learning enhanced energy management for plug-in hybrid electric bus (PHEB). Two innovations are made to distinguish our contributions from others. First, a target previewbased reference SOC plan method is proposed, where a linear reference SOC trajectory will be re-planed at fixed time steps (every 60 s) by taking the expected SOC at the destination as the target, and a feasible zone is exclusively defined to provide a margin for the fuel economy improvement. Second, a reinforcement learning-Pontryagin's minimum principle (RL-PMP)-based energy management constituted by the RL and PMP algorithms is proposed, where the average velocity with time moving, the SOC, and the normalized trip distance are taken as states and the co-state is taken as the action. Different from the conventional RL methods, the co-sate is only updated at the fixed time step, and the reward will be evaluated in the next 60 s. This can greatly accelerate the training process of the RL-PMP. In addition, the driving conditions in the next 60 s are predicted by a designed Markov chain. The simulation results demonstrate that the fuel economy of the RL-PMP is close to the dynamic programming (DP) and can be averagely improved by 14.155% compared to the rule-based control strategy.
the control vector u *
I. INTRODUCTION
Plug-in hybrid electric vehicle (PHEV) has been recognized as an effective way to solve the currently fossil energy overconsuming, air pollution and high gasoline price problems caused or partly caused by traditional internal combustion engine (ICE) vehicles [1] - [3] . PHEV can be recharged from power grid, which enables it to run in pure electric driving mode or run in other engine-involved driving modes. The optimality of PHEV is mainly benefited from a welldesigned energy management. The energy management is usually taken as a complicated nonlinear optimal control problem due to its multi-energy control characteristic, which makes it become a challenging work to realize optimally real-time control in real-world [4] . It can be categorized into rule-based, optimization-based, prediction-based and reinforcement learning (RL)-based energy managements [5] - [8] .
The rule-based energy management can be directly used in real-world without known driving conditions, while the optimality cannot be ensured [9] . In terms of the PHEV, if the trip route is bigger than the driving range of the electric vehicle (EV), only EV driving mode will be deployed, otherwise, the charge-depletion (CD) followed by chargesustaining (CS) driving modes or the EV followed by CS driving modes are usually deployed [10] - [12] . Moreover, another driving mode called the blended CD (BCD) has also been widely investigated for long driving range, and has been demonstrated that it is more efficient than others [13] . The basic principle of the BCD mode is that both the motor and the engine will coordinately provide the required power over the whole trip, to make the feedback SOC justly reaching to the expected value (such as 0.3) at the destination [14] , [15] . However, it is difficult to be realized, because of the stochastic and unrepeatable characteristics of driving cycles [16] .
The optimization-based energy management can be further classified into off-line and adaptive strategies. In terms of the former, the dynamic programming (DP), the Pontryagin's Minimum Principle (PMP) and the Equivalent Consumption Minimization Strategy (ECMS) can realize the global optimal control, once the driving conditions are known in a prior [17] - [19] . Compared with the DP, the PMP and the ECMS can change the global optimal control problem into instantaneous optimization problem, which provides a hope for the practical application in real-world. In terms of the latter, the adaptive PMP (A-PMP) and the adaptive ECMS (A-ECMS) are two widely methods, where the driving pattern recognition and the feedback from SOC control methods are usually deployed [20] - [24] . For the former, the parameters of the co-states or the equivalent factors obtained from the off-line optimization with known driving cycles are usually mapped to a look-up table. However, the driving pattern may be imprecisely predicted, which may cause the unstable energy management control. For the latter, a reference SOC plan method is indispensable, and the prediction precision of the reference SOC is crucial for the fuel economy of the vehicle. However, the optimal SOC cannot be completely predicted, due to the stochastic and uncompleted prediction characteristics of driving conditions in real-world.
The prediction-based energy management is proposed to realize adaptive control whilst improving the fuel economy, by maximizing the prediction precision of future driving conditions [5] . Model predictive control (MPC) is the most representative method, which is based on the principle of the receding horizon control, and has high reliability to counter to the dynamically uncertain driving conditions in real-world [25] - [27] . However, similar to the A-PMP and the A-ECMS, the reference SOC plan is indispensible, and it cannot be completely predicted, because no matter what prediction method is designed, the accurate future driving condition prediction is unprocurable [28] .
The RL-based energy management is a powerful method to solve the adaptive control problem in real-world, which can not only explore a good action at every state, but also improve the control performance by continually trial and error [29] . Q-learning (QL) is one of the most powerful model-free RL approaches for the adaptive energy management control, based on the principle of temporal difference (TD) [30] - [33] . The Tabular QL is a good choice for the real-time energy management control, especially for the mixed variable (continuous and discrete variables) control problem. On the contrary, Deep Q-learning (DQL) based energy management is a good solution to avoid the ''curse of dimensionality'' problem, by changing the Q-Table into a deep natural net (NN) [34] , [35] . However, DQL may be only suitable for continuous variable control problem, due to the high requirement of approximation precision of NN.
It is worth mentioning that the existing RL-based energy managements mainly focus on continuous variable control problem. In fact, the mixed variable (continuous and discrete) control problem usually exists in the energy management. For example, the throttle of engine and the shift instruction of automated manual transmission (AMT) are usually taken as the control variables in the energy management of single-shaft parallel PHEV, in which the former is continuous variable and the latter is discrete variable. In practice, the PMP-based energy management has shown powerful ability to solve the mixed variable control problem, despite the co-state should be well predicted; the Tabular RL has shown powerful ability to solve the self-learn control problem in dynamically uncertain circumstance. Therefore, if a combined algorithm constituted by PMP and QL is designed, the mixed variable control problem can be tackled by the PMP, and the control variable can be substituted by the co-state in the QL, by taking it as the action. Moreover, the action is unnecessary to be accurately predicted, due to the weak sensitive of the co-sate to the response, compared with the actual control variables in the conventional RL methods. Therefore, how to train the co-state and let it self-learn is only the most important issue existed in the RL algorithm. On the other hand, the co-state recognition method of the feedback from SOC has been widely investigated, and shown a broad application prospect. If taking this control principle into the RL, the self-learning of the co-state may be easily realized. However, since the optimal SOC trajectory cannot be completely predicted, a reference SOC plan method that can be dynamically re-planed based on the current time step and the target, and can approach to the optimal reference SOC, may be a better choice.
Two innovations are made to address the above problems for a single-parallel plug-in hybrid electric bus (PHEB) in this paper. Firstly, a target preview based reference SOC plan method is proposed, where a linear reference SOC trajectory will be re-planed at fixed time steps (every 60s), by taking the expected SOC at the destination as the target. More importantly, a feasible zone is also defined to give more fuel economy improvement margin. Secondly, a RL-PMP-based energy management constituted by RL and PMP algorithms is proposed, which takes the average velocity with time moving, the SOC and the normalized trip distance as states, and the costate as action. Different from the conventional RL methods, the co-sate is only updated at the fixed time step, and the reward will be evaluated in the next 60s based on a designed Markov chain.
The remained of this paper is organized as follows. Section II introduces the vehicle models of the PHEB. The principle and formulation of the RL-PMP based energy management is detailed in Section III. The training and verification of the RL-PMP together with the results and discussions are given in Section IV, followed by conclusions drawn in Section V. 
II. THE MODES OF THE PHEB A. THE CONFIGURATION AND PARAMETERS
As shown in Fig. 1 , the configuration of the PHEB is singleshaft parallel, in which the engine, the clutch, the motor, and the AMT are allocated by the same shaft. When the clutch is engaged, the hybrid driving, the hybrid driving whilst charging, and the pure engine driving modes can be realized, otherwise, the pure motor driving and regenerative braking energy recovery modes can be realized. It is characterized by compacted layout, while the speeds of the engine and the motor are inevitably coupled with the transmission system. In addition, the main parameters of the PHEB are shown in Table 1 .
B. THE VEHICLE DYNAMIC MODEL
The driving force of the PHEV will be coordinately provided by the engine and the motor, which should overcome the resistances of road, air and acceleration to drive the vehicle. Since two states of the clutch lie in the powertrain, the driving VOLUME 7, 2019 force can be described as
where F d denotes the driving force; T e and T m denote the torques of the engine and the motor, respectively; i g and i o denote the speed ratios of the AMT and the main reducer, respectively; R w denotes the wheel radius; S clu denotes the state of the clutch, where S clu = 1 means the clutch is disengaged, otherwise is the opposite. The resistances can be described as
where F f and F w denote the resistances of the road and the air; F a denotes the resistances of the acceleration; f denotes the coefficient of the road resistance; m denotes the vehicle mass; g denotes the gravitational acceleration; i denotes the road slop; C d denotes the coefficient of the air resistance; A a denotes the windward area; V denotes the vehicle velocity; δ denotes the coefficient of the rotation mass conversion; a v denotes the vehicle acceleration.
C. MODELING THE ENGINE
Although the nonlinear model can describe the dynamic performance of the engine, the computation efficiency may be greatly deteriorated. Since only the fuel consumption at every time step is needed, a simplified engine model based on experimental modeling method is adequate for the energy management. So, the instantaneous fuel consumption can be described as
where m f denotes the instantaneous fuel consumption (g/s); f e (T e , n e ) denotes the fuel consumption rate (g/kWh); n e denotes the speed of the engine; P e denotes the power of the engine; t s denotes the time step. The fuel consumption rate is shown in Fig. 2 , which is formulated by a look-up table in the control strategy. It can be interpolated with the inputs of 
D. MODELING THE MOTOR
Similar to the engine, the motor is also modeled by a quasistatic modeling method. Because the motor can either work in the first quartile to drive the vehicle or the forth quartile to realize regenerative braking energy recovery, it can be described as
where P m denotes the power of the motor; η m denotes the efficiency of the motor; n m and T m denote the speed and the torque of the motor, respectively. The efficiency MAP of the motor is shown in Fig. 3 , which is also formulated by a look-up table in the control strategy. It can be interpolated with the inputs of the speed and the torque of the motor, and the power of the motor can be further calculated based on Eq. (4).
E. MODELING THE BATTERY
As shown in Fig. 4 , the effects of the temperature and battery aging on the battery are neglected, and the Rint battery model is employed to describe the essentially characteristic of the battery [36] . The power of the battery can be presented by
where P b denotes the power of the battery; V oc denotes the open-circuit voltage of the battery; I b denotes the battery current; R b denotes the internal resistance.
III. THE FRAMEWORK OF THE RL-PMP
As shown in Fig. 5 , the RL-PMP is designed as two steps: the first step is the off-line training with the greedy factor of 0.5 and the historical driving cycles from No. 1 to No. 8; the second step is the verification of the trained RL-PMP with the greedy factor of 0.9 and the historical driving cycles from No. 9 to No. 12. Different from the existing RL based-energy managements, the most important innovation of the RL-PMP is the coordinate control between the RL and the PMP, with the predicted driving conditions in the next 60s (predicted by a Markov chain). In specific, the co-state of the PMP is only adjusted at fixed time step by the RL, and the reward is evaluated by the location that the feedback SOC locates in the defined feasible zone, based on the reference SOC (extracted from the target preview based SOC model) in the next 60s. Moreover, at the unfixed time step, the energy management control is carried out by the PMP, and the action adjusted at the fixed time step will be hold on, till the next fixed time step comes. The importance of the RL-PMP can be summarized as follows. Firstly, since the reward is estimated by the feedback SOC in the next 60s, the training of the state-action function (Q(s t , a t )) will be accelerated, and the action selected by the maximum value of the Q-Table at the fixed time step will be more reasonable than the similar method that the action adjusted at every time step.
Secondly, at unfixed time step, the co-sate comes from the action of the RL, and will be hold on till the next fixed time step comes. This can greatly reduce the computation burden of the energy management and the adjusting frequency of the co-state, thereby smoothing the feedback SOC trajectory and improving the fuel economy of the PHEB. In addition, the transformation probability from state i to state j is calculated by
where n i,j denotes the transition number from state i to state j; n j=1 n i,j denotes the total transition number from state i to state j. The transition probability of the acceleration can be described as
Here, the transition probability matrix can be plotted by FIGURE 7. The transition probability matrix.
B. THE FORMULATION OF THE PMP
Inspired by Ref. [18] , [20] , the SOC is designed as the state of the optimal energy management control problem, which can be described as
where Q nom denotes the nominal capacity of battery. Taking the Eq. (6) into the Eq. (9), the state function of the system can be detailed as
In addition, the cost function considering the fuel consumption and the shift frequency is designed as
where J denotes the cost function; ϕ denotes the equivalence factor; u c (t) denotes the control vector ([th(t), shift(t)] ), which is taken as a one-dimensional control vector combined by the throttle of the engine (th(t)) and the shift instruction of the AMT (shift(t)). To minimize the Hamiltonian function, the global power management optimization problem of the PMP can be converted into an instantaneous optimization problem, which can be described as
where u * c (t) denotes the optimum solution; H(x(t), u c (t), λ(t), t) denotes the Hamiltonian function. Here, the first term is the combined objective of the instantaneous fuel consumption and the shift instruction; the second term is the instantaneous value of the SOC multiplied by co-state λ (t). To ensure the reliable energy management control, the boundaries should also be described as
where ω e (t) and ω m (t) denote the rotate speeds of the engine and the motor, respectively, meanwhile, ω e_min , ω e_max and ω m_min , ω m_max denote the corresponding rotate speed boundaries of the ω e (t) and ω m (t), respectively; p e (t) and p m (t) denote the powers of the engine and the motor, meanwhile, p e_min (ω e (t)), p e_max (ω e (t)) and p m_min (ω m (t)), p m_max (ω m (t)) denote the corresponding power boundaries of the p e (t) and the p m (t), respectively.
C. THE FORMULATION OF THE RL-PMP
As stated in Ref. [29] , [30] - [35] , QL is one of the most important temporal difference (TD) algorithms, which is constituted by 4-tuple Q(s, a) (S, A, R, γ ), where S denotes the state space; A denotes the action space; R denotes the reward function; γ denotes the discount factor. In practice, Tabular QL is one of the most widely used methods, where Q- Table is the concrete manifestation of the Q(s, a). It is designed to realize the mapping from the state to the action, and can be updated by
where Q(s t , a t ) denotes the value of the Q- 
1) THE STATE AND THE ACTION
The same as the conventional RL algorithm, the RL-PMP algorithm also has 4-tuple (S, A, R, γ ). In terms of the S, since the average velocity with time-moving has significant effect on the co-state [37] , it is taken as one of the states. Based on the historical driving conditions downloaded from remote monitoring system (RMS), the maximum average velocity with time-moving is lower than 35km/h, so the range of v ave is designed as [0, 35] , and is discretized to 100 points. In addition, without doubt is, the co-state is greatly dependent on the route distance, so the normalized distance (denoted by l n ) which is defined as the travelled distance divided by the whole distance is designed as the second state, and is discretized to 100 points. Finally, SOC is taken as the last state, because of its close relationship with the co-state. Here, The SOC is ranged from 0.2 to 0.9, and is discretized into 100 points. In this case, the state space becomes a threedimensional space, where the state index is difficult to be recognized. Therefore, a state space reduced method that can change the three-dimensional space into one-dimension is designed. In specific, the states should be firstly evenly discretized as 
where X , Y and Z denote the locations in the sequences of the x, y and z, respectively; l d denotes the current distance; s denotes the state index in the one-dimensional state space. As stated above, the co-state is defined as the action. Since the relationship between the feedback SOC and the co-state is weak, it can be roughly defined as
where a t denotes the action. 
2) THE REWARD
Different from the existing RL-based energy managements, the actual control vector constituted by the throttle of the engine and the shift instruction of the AMT in the RL-PMP has been substituted by the co-sate. So how to recognize the optimal co-state with the current states is the key issue for the algorithm. In the conventional methods, the recognition method of the co-state by the feedback control is a practical solution, where a reference SOC plan method is indispensible [20] . As shown in Fig. 8 , the most commonly used method is the linear plan method, which is usually far away from the optimal trajectory, due to the stochastic characteristic of driving conditions. To realize the optimal energy management control in dynamically stochastic traffic circumstance, a target preview based reference SOC plan method considering feasible zone is proposed. As shown in Fig. 9 , assuming the optimal SOC trajectory is the black line, and the target of the energy management is to make the feedback SOC just reaching the objective of 0.33 at the destination of the route, the reference trajectory at any fixed time step will be dynamically re-planed by linear method. In addition, because the optimal reference SOC can't be completely planned without known driving conditions, the reference SOC in the next 60s predicted by the reference SOC trajectory may be far away from the optimal value. Moreover, since the driving conditions in the next 60s are predicted by Markov chain, the optimal terminal SOC optimized by the predicted driving conditions may also be far away from the true optimal SOC. Therefore, a feasible zone at every fixed time step is defined to give more fuel economy improvement margin. In specific, the feasible zone is defined as the zone with the positive and negative 30 • at every fixed time step. Here, s 1 denotes the current SOC, s 2 and s 3 denote the possible SOCs in the next 60s. If the SOC decreases from s 1 to s 2 , it means that the vehicle is mainly running in battery discharge mode; if the SOC increases from s 1 to s 3 , it means that the vehicle is mainly running in battery charging mode. More importantly, at any time step, the possible optimal SOC may be involved in the feasible zone, which is the most important principle of this method.
In terms of the feasible zone, d 1 denotes the normalized distance with respect to the current location; d 2 and d 3 denote the normalized distances with respect to the discharge and the charge modes, respectively, in the next 60s. In specific, the feasible zone is defined as (1) If the SOC decreases, that is s 1 → s 2 , the feasible zone is defined as
where α is the angular range of the possible SOC.
(2) If the SOC increases, that is s 1 → s 3 , the feasible zone is defined as
where β is the angular range of the possible SOC. Based on the proposed target preview based SOC trajectory, the reward of the RL-PMP can be designed as
where SOC p and l dp denote the predicted SOC and the normalized distance in the next 60s, respectively. It means that, if the feedback SOC in the next 60s is bigger than 0.8 or lower than 0.3, a punishment with −100 will be executed; if the feedback SOC in the next 60s locates in the feasible zone, a reward with 50 will be executed; if the feedback SOC in the next 60s and the normalized distance is bigger than 0.9, the reward will be enhanced with 100 to accelerate the feedback SOC reaching to the target. In addition to these cases, a punishment with −α or −β will be executed.
3) THE PRICIPLE OF THE RL-PMP
The ε-greedy algorithm is deployed to realize the selflearning of the energy management. In specific, when the random value is smaller than ε, the action will be executed, based on the maximum value of the Q-Table, otherwise, the action will be executed by the randomly selected action from the action space.
where r is the random number, which is ranged from 0 to 1. As shown in Fig. 10 , at any fixed time step, the action will be firstly executed based on the current states and the relationship between the random number and the ε. Then the actual control vector extracted from the PMP will be optimized based on the given co-sate, meanwhile the state transmits to a new state. Here, since the τ is defined as 1, the Q-Table will also be updated by
In addition, the RL-PMP algorithm can be detailed as Table 2 .
IV. THE TRAINING PROCESS AND THE REAL-TIME CONTROL
As shown in Fig. 11 , to train and verify the RL-PMP strategy, 12 historical driving cycles downloaded from the RMS are also deployed. Here, the historical driving cycles from No.1 to No.8 are used to train the Q-Table, and the others are used to verify the Q- Table. A
. THE TRAINING PROCESS THE TRAINING PROCESS
In the training process, the ε is set to 0.5, which means that the probability between the exploration and the direct application of the optimal action is the same. Since the Q-Table with good generalization performance can be trained completely by a series of historical driving cycles, it is no need carrying a great deal of trainings with respect to every historical driving cycle. The exit condition for every historical driving cycle is designed as
This means that if the terminal SOC satisfies the exit condition, the training will be terminated. In addition, the basic principle of the training is that if the Q-Table is well trained with the historical driving cycle n, saving the Q-Table as Q n and taking it as the initial Q-Table for the historical driving cycle n + 1, then, the rest are done in the same manner until the Q-Table has adequate generalization performance. As shown in Fig. 12 (a) , the training process is terminated only through 13 trainings, which implies that the proposed RL-PMP can accelerate it. Moreover, the control performance can be continuously strengthened with the increasing of training. In specific, for the episode 1, and the episodes from 3 to 10, the SOC trajectories always fail, because rapid changes of the SOC always occur and the terminal SOCs always reach the expected value of 0.33 in a prior. The reason is that if the minimum SOC value is lower than 0.33, a bigger action will be selected to avoid the punishment, thereby causing the SOC rapidly increase. Besides, although the rapid increasing of the SOC does not appear in the episode 2, the terminal SOC is higher than 0.4, which is also recognized as a failure. From episode 11 to 12, the rapid increasing of SOC does not appear, and the control performance is continuously strengthened. Moreover, the training is terminated at the episode 13.
As shown in Fig. 12 (b) , the training can be terminated only through 11 trainings, compared to the historical driving cycle 1. Moreover, no rapid increasing of the SOC occurs, and the control performance becomes better and better with the increasing of training. This implies that the Q 1 is also suitable for the historical driving cycle 2. As shown in Fig. 12(c) , the training process of the historical driving cycle 3 is similar to the Fig. 12 (b) , which implies that Q 2 is suitable for the historical driving cycle 3. As shown in Fig. 12 (d) , although VOLUME 7, 2019 a rapid increasing of SOC occurs, the Q-Table can be quickly well trained within 6 trainings based on Q 3 . This implies that the generalization performance of the Q-Table is gradually increased. The similar conclusions can also be drawn in the historical driving cycles from No. 5 to No.8, due to the less and less trainings. More importantly, only two trainings are adequate based on Q 7 , which is recognized as the termination of the training process.
To evaluate the RL-PMP, the DP and rule-based control strategies have also been deployed, where the rule-based control strategy is designed as CD followed by CS modes. In addition, the ε is set to 0.9. From Fig. 13 (a) to Fig. 16 (a) , it can be seen that the completely trained Q- Table (Q 8 ) is reasonable for any historical driving cycle, which demonstrates that the strong generalization performance of Q 8 . The SOC trajectory of the rule-based control strategy is different from others, despite of any historical driving cycle. It distinctly has two stages: the CD stage and the CS stage. In contrast, the SOC trajectories of the RL-PMP and the DP continuously decrease to the target and have the similar trajectories, which imply that both of them can realize the BCD control strategy. From Fig. 13 (b, c, d) to Fig. 16 (b, c, d ), it can be seen that the co-state will be adjusted at the fixed time step to track the target preview trajectory, and the powers between the engine and the battery will be coordinately distributed based on the given co-state, the velocity, the required power and the gear. Here, the negative value of the battery implies that the battery is charged. Moreover, the gears of the AMT will also continuously be adjusted to improve the fuel economy of the PHEB. From Table 3 , it can be seen that, the fuel consumption of the RL-PMP is similar to the DP, and is lower than the rule-based control strategy. It can be improved by 13.08%, 12.83%, 13.78% and 16.93% for the historical driving cycles from No. 9 to No. 12, compared to the rulebased control strategy. In other words, the fuel economy of the RL-PMP can be averagely improved by 14.155%, compared to the rule-based control strategy.
V. CONCLUSIONS
A target preview based energy management combined with RL, PMP and Markov chain for PHEB is proposed, where only the information of the whole route distance is adequate for the real-time control. The important conclusions are summarized as follows:
(1) The training process demonstrates that the RL-PMP strategy is a reasonable and effective approach for the selflearning realization of the energy management. The employment of the Markov chain can accelerate the training process of the RL, and the dependence between the control vector (the throttle of the engine and the shift instruction of the AMT) and the response can be weakened by changing them into the action (the co-state in the RL).
(2) The proposed target preview based SOC plan method is reasonable, which can make the feedback SOC continuously decrease to the target. The proposed feasible zone can provide a buffer for the feedback SOC to further improve the fuel economy. More importantly, only the whole route distance is needed for the plan of the reference SOC, which can simplify the self-learn energy management control problem.
(3) The simulation results show that the fuel consumption of the RL-PMP is similar to the DP, and the fuel economy can be averagely improved by 14.155%, compared to the rulebased control strategy.
(4) Since the transition probability matrix is formulated off-line, the computational expense of the velocity prediction in the next 60s is limited during the real-time energy management control. In addition, the training of the Q-Table is also trained offline, and the energy management control is mainly dependent on the well trained Q-Table, so it has great promising for the practice application.
