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Ring-Opening Reactions
Regioselectivity of Epoxide Ring-Openings via SN2 Reactions
Under Basic and Acidic Conditions
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Abstract: We have quantum chemically analyzed the ring-
opening reaction of the model non-symmetrical epoxide 2,2-
dimethyloxirane under basic and acidic conditions using den-
sity functional theory at OLYP/TZ2P. For the first time, our com-
bined activation strain and Kohn–Sham molecular orbital analy-
sis approach have revealed the interplay of physical factors that
control the regioselectivity of these chemical reactions. Ring-
opening under basic conditions occurs in a regime of strong
interaction between the nucleophile (OH–) and the epoxide and
the interaction is governed by the steric (Pauli) repulsion. The
latter steers the attack preferentially towards the sterically less
Introduction
Epoxides constitute an important functional group in synthetic
chemistry. Their easy availability and capability to react with a
broad range of nucleophiles, including C-, N-, and O-nucleo-
philes, hydrides, and halides, renders epoxides valuable and
versatile substrates in a myriad of organic transformations.[1] For
this reason, these species have been frequently employed for
the generation of synthetically valuable target molecules, in-
cluding complex natural products, for medicinal and biochemi-
cal purposes.[2]
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encumbered C. Under acidic conditions, the interaction be-
tween the nucleophile (H2O) and the epoxide is weak and, now,
the regioselectivity is governed by the activation strain. Proto-
nation of the epoxide induces elongation of the weaker
(CH3)2Cα–O bond, and effectively predistorts the substrate for
the attack at the sterically more hindered side, which goes with
a less destabilizing overall strain energy. Our quantitative analy-
sis significantly builds on the widely accepted rationales behind
the regioselectivity of these ring-opening reactions and provide
a concrete framework for understanding these indispensable
textbook reactions.
It is well known that the reaction conditions used for the
ring-opening of non-symmetrical epoxides have a significant
impact on the experimentally observed regioselectivity
(Scheme 1).[3] Carrying out the reaction under basic conditions
will lead to an attack of the nucleophile on the least hindered
side of the epoxide (Scheme 1; -attack). In contrast, under
acidic conditions, the most substituted center of the epoxide
will be attacked (Scheme 1; α-attack). The common explanation
provided in textbooks is: (i) the regiochemical preference for
the -position in base-catalyzed reactions is ascribed to the
steric interaction between the nucleophile and the epox-
ide;[1b,3a–3c,4] while (ii) the regioselectivity under acidic condi-
tions is controlled by a more stabilized carbocation-like inter-
mediate on the α-position.[3b–3d] Nonetheless, and despite
recent studies on the mechanism of epoxide ring-opening reac-
tions,[5] little quantitative data is available regarding the under-
lying physical factors behind the regioselectivity.
Scheme 1. Regioselectivity of epoxide opening reactions under basic and
acidic conditions.
Here, we have performed an in-depth computational study
to unravel the physical mechanism behind the regioselectivity
of ring-opening reactions of the model non-symmetrical epox-
ide 2,2-dimethyloxirane under basic and acidic conditions. To
simulate basic conditions, hydroxide (OH–) will be used as nu-
cleophile, while for acidic conditions, 2,2-dimethyloxirane will
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serve as the nucleophile (Scheme 2).[6] The activation strain
model (ASM)[7] in combination with Kohn–Sham molecular or-
bital (KS-MO)[8a] theory and the matching energy decomposi-
tion analysis (EDA)[8b,8c] were employed to provide quantitative
insight into the factors controlling the regioselectivity of the
nucleophilic substitution reactions. This methodological ap-
Scheme 2. Computationally analyzed ring-opening reactions of epoxide 1
under basic (1-α and 1-) and 2 under acidic (2-α and 2-) conditions.
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proach facilitates the analysis of the potential energy surface
and, more importantly, the activation barrier, by decomposing
the total energy of the system into chemically meaningful and
easily interpretable terms, proving to be valuable for under-




All density functional theory (DFT) calculations were performed
using the Amsterdam Density Functional (ADF2017.103) soft-
ware package.[10] For all computations, the generalized gradient
approximation (GGA) exchange-correlation functional OLYP was
used, which consists of the optimized exchange (OPTX) func-
tional proposed by Handy and co-workers,[11a,11b] and the Lee–
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mark studies, we have shown that OLYP reproduces SN2 barriers
from highly correlated ab initio within only a few kcal mol–1.[12]
The basis set used, denoted TZ2P, is of triple- quality for all
atoms and has been improved by two sets of polarization func-
tions.[13] The accuracies of the fit scheme (Zlm fit) and the inte-
gration grid (Becke grid) were, for all calculations, set to VERY-
GOOD.[14] Geometries were optimized without symmetry con-
straints. All calculated stationary points have been verified by
performing a vibrational analysis,[15] to be energy minima (no
imaginary frequencies) or transition states (only one imaginary
frequency). The character of the normal mode associated with
the imaginary frequency of the transition state has been ana-
lyzed to ensure that it is associated with the reaction of interest.
Aqueous solvation was considered in the computations using
the COSMO implicit solvation model. Solvent effects were ex-
plicitly used in the solving of the SCF equations and during the
optimization of the geometry and the vibrational analysis.[16]
The potential energy surfaces of the studied epoxide ring-open-
ing reactions were obtained by performing intrinsic reaction
coordinate (IRC) calculations,[17] which, in turn, were analyzed
using the PyFrag program.[18] The optimized structures were
illustrated using CYLview.[19]
Activation Strain and Energy Decomposition Analysis
The activation strain model (ASM) of chemical reactivity,[7] also
known as the distortion/interaction model,[20] is a fragment-
based approach in which the energy corresponding to a chemi-
cal reaction, i.e. the potential energy surface, can be described
with respect to, and understood in terms of the characteristics
of the reactants. It considers the rigidity of the reactants and to
what extent they need to deform during the reaction plus their
capability to interact with each other as the reaction proceeds.
In this model, we decompose the total energy, ΔE(), into the
respective total strain and interaction energy, ΔEstrain() and
ΔEint(), and project these values onto the reaction coordinate
 [Eq. (1)].
In this equation, the total strain energy, ΔEstrain(), is the pen-
alty that needs to be paid in order to deform the reactants from
their equilibrium structure to the geometry they adopt during
the reaction at point  of the reaction coordinate. The interac-
tion energy, ΔEint(), accounts for all the interactions that occur
between these two deformed reactants along the reaction co-
ordinate. The total strain energy can, in turn, be further decom-
posed into the strain energies corresponding to the deforma-
tion of the epoxide ring, ΔEstrain,epoxide(), and the nucleophile,
ΔEstrain,nucleophile() [Eq. (2)].
The interaction energy between the deformed reactants can
be further analyzed in terms of quantitative Kohn–Sham molec-
ular orbital theory (KS-MO) together with a canonical energy
decomposition analysis (EDA).[8b] The EDA decomposes the
ΔEint() into the following three physically meaningful energy
terms [Eq. (3)]:
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Herein, ΔVelstat() is the classical electrostatic interaction be-
tween the unperturbed charge distributions of the (deformed)
reactants and is usually attractive. The Pauli repulsion, ΔEPauli(),
comprises the destabilizing interaction between occupied
closed-shell orbitals of both fragments due to the Pauli princi-
ple. The orbital interaction energy, ΔEoi(), accounts for polari-
zation and charge transfer between the fragments, such as
HOMO–LUMO interactions. We have recently written a detailed,
step-by-step, guide on how to perform and interpret the ASM
and EDA which can be found in reference 7a.
In both the activation strain diagrams and accompanied en-
ergy decomposition plots in this study, the energy terms are
projected onto the carbon–leaving group (C–LG) distance. This
critical reaction coordinate undergoes a well-defined change
during the reaction from the reactant complex via the transition
state to the product and is shown to be a valid reaction coordi-
nate for studying SN2 reactions.[21]
Voronoi Deformation Density
The atomic charge distribution was analyzed by using the
Voronoi Deformation Density (VDD) method.[22] The VDD
method partitions the space into so-called Voronoi cells, which
are non-overlapping regions of space that are closer to nucleus
A than to any other nucleus. The charge distribution is deter-
mined by taking a fictitious promolecule as reference point, in
which the electron density is simply the superposition of the
atomic densities. The change in density in the Voronoi cell
when going from this promolecule to the final molecular den-
sity of the interacting system is associated with the VDD atomic
charge Q. The VDD atomic charge QA of atom A is calculated
according to [Eq. (4)].
So, instead of computing the amount of charge contained in
an atomic volume, we compute the flow of charge from one
atom to the other upon formation of the molecule. The physical
interpretation is therefore straightforward. A positive atomic
charge QA corresponds to the loss of electrons, whereas a nega-
tive atomic charge QA is associated with the gain of electrons
in the Voronoi cell of atom A.
Thermochemistry
Bond enthalpies, i.e. bond dissociation energies (BDE), are calcu-
lated at 298.15 K and 1 atm (ΔHBDE) from electronic bond ener-
gies (ΔE) and vibrational frequencies using standard thermo-
chemistry relations for an ideal gas [Eq. (5)].[23]
Here, ΔEtrans,298, ΔErot,298, and ΔEvib,0 are the differences be-
tween the epoxide and the ring-opened diradical, which results
from breaking either the Cα–O or C–O bond, in translational,
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last term, Δ(ΔEvib,0)298, is the change in the vibrational energy
difference when going from 0 K to 298.15 K.
Results and Discussion
The reaction profiles of the epoxide ring-opening reactions at
the α- and -position under basic (1) and acidic (2) conditions,
as well as their transition state structures, are shown in Figure 1.
In line with experimental findings, we establish that the nucleo-
philic attack at the -position is favored in basic-catalyzed reac-
tion, whereas the attack at the more substituted α-position is
preferred under acidic conditions. Nucleophilic attack under ba-
sic conditions at the -position not only proceeds with an acti-
vation barrier that is almost 6 kcal mol–1 lower than for attack
at the α-position, but it also results in a more stable intermedi-
ate. For the ring-opening reactions under acidic conditions, the
differences in activation barriers, as well as the stability of the
intermediates, are 6 kcal mol–1 in favor of the attack at the α-
position. The computed regioselective preferences under both
basic and acidic conditions also hold in water (Figure 1a; in
parentheses).
Figure 1. a) Reaction profiles for the base- and acid-catalyzed ring-opening
reactions computed at OLYP/TZ2P and COSMO(H2O)-OLYP/TZ2P; ΔE values
computed in the gas-phase and in water (in parentheses; – is non-existing)
in kcal mol–1; and b) gas-phase transition state structures with key bond
lengths (in Å) for the epoxide ring-opening of 1 and 2.
In order to gain quantitative insight into the physical factors
leading to the regioselectivity of the epoxide ring-opening re-
actions under acidic and basic conditions, we turned to the
activation strain model (ASM) of reactivity.[7] First, we focus on
the epoxide ring-opening reactions under basic conditions, as
shown in Figure 2a. The preferred nucleophilic attack at the -
position of 1 originates solely from a more stabilizing interac-
tion energy. Note that the strain energy shows a reversed trend,
namely, 1- goes with a more destabilizing strain energy than
1-α, which can be ascribed to their difference in computed
bond strength (Cα–O: ΔHBDE= 57.5 kcal mol–1 and C–O: ΔHBDE=
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62.8 kcal mol–1), but this is overruled by the regioselective pref-
erence established by the strong interaction energy.
Figure 2. a) Activation strain analysis; and b) energy decomposition analysis
of the base-catalyzed ring-opening reaction of 1, where the energy values
are projected on the C···O bond stretch; (c) molecular orbital diagram of the
most important occupied–occupied orbital overlap of the base-catalyzed
ring-opening reaction of 1; and (d) key occupied orbitals (isovalue =
0.03 au–3/2) computed at consistent geometries with a C···O bond stretch of
0.37 Å and an OH–···C bond length of 2.19 Å. Computed at OLYP/TZ2P.
To understand why the attack at the -position goes with a
more stabilizing interaction energy compared to the attack at
the α-position, we performed a canonical energy decomposi-
tion analysis (EDA).[8b] In analogy with the textbook explanation
behind the regioselectivity of epoxides in base-catalyzed ring-
opening reactions, we find that the steric (Pauli) repulsion is
the driving force behind the preferred attack at the -position.
In Figure 2b, the steric (Pauli) repulsion is initially less destabiliz-
ing for 1-. Nevertheless, along the reaction coordinate the ΔEP-
auli curves intersect, resulting in more destabilizing ΔEPauli for
1-. One might be tempted to conclude that the regioselecti-
vity is determined instead by the stabilizing orbital interactions
combined with more stabilizing electrostatic interactions. How-
ever, we note that the EDA results are highly dependent on the
OH–···Cα/ distance (vide infra), which is almost 0.2 Å longer for
1-α compared to 1- (2.38 Å for 1-α and 2.19 Å for 1-) at a
C···O bond stretch of 0.37 Å. The longer OH–···Cα bond length
is the result of greater steric bulk at Cα compared to C, which
effectively causes all EDA terms to be smaller in absolute mag-
nitude (i.e. a less destabilizing Pauli repulsion, in addition to
less stabilizing orbital and electrostatic interactions).
To remedy this and account for the effect of the different
nucleophile–substrate bond lengths on the EDA terms, we arti-
ficially constrained the OH–···Cα bond length of 1-α to the
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bond stretch consistent (0.37 Å). As expected, shortening of the
OH–···Cα bond to 2.19 Å for 1-α results in a significantly more
destabilizing steric (Pauli) repulsion (ΔΔEPauli = 17.8 kcal mol–1)
together with a slightly less stabilizing orbital interactions
(ΔΔEoi = –0.8 kcal mol–1) compared to 1- (See Table 1). The
differences in ΔEPauli can be explained by performing a Kohn–
Sham molecular orbital (KS-MO) analysis.[8a,24] We have quanti-
fied the key occupied–occupied orbital interaction between the
π-HOMO of OH– (HOMOOH–) and a filled σ-bonding orbital pre-
dominantly located on the methyl substituents of 1 (HOMO–
71) that determine the trend in Pauli repulsion between the two
reactants at consistent geometries with a C···O bond stretch of
0.37 Å and an OH–···C bond length of 2.19 Å. (Figure 2c and
Figure 2d). Unsurprisingly, the attack at the α-position goes
with a larger destabilizing orbital overlap with the methyl sub-
stituents than the attack at the -position (0.08 and 0.07 for 1-
α; and 0.03 and 0.05 for 1-), because OH– is in closer contact
with the methyl substituents and, therefore, leads to more de-
stabilizing steric (Pauli) repulsion. In order to relieve this highly
destabilizing steric (Pauli) repulsion of 1-α, the OH–···Cα bond
will be elongated, even though this leads to a loss of stabilizing
orbital and electrostatic interactions. This, in turn, gives rise to
less stabilizing interaction energy and a higher activation bar-
rier than 1-.
Table 1. Activation strain and energy decomposition analyses (in kcal mol–1)
for the epoxide ring-opening of 1 at the α- and -position.[a]
ΔE* ΔEstrain ΔEint ΔVelstat ΔEPauli ΔEoi
1-α –5.2 19.3 –24.5 –41.7 64.9 –47.7
1- –12.8 21.6 –34.4 –33.0 47.1 –48.5
[a] Analyses at consistent geometries with a C···O bond stretch of 0.37 Å and
an OH–···C bond length of 2.19 Å. Computed at OLYP/TZ2P.
Furthermore, we found that the less favorable orbital interac-
tions for 1-α are due to both a higher-lying acceptor orbital,
leading to a larger HOMOOH––LUMO1-Cα orbital energy gap, and
a worse HOMOOH––LUMO1-Cα orbital overlap (see Figure S1a).
The difference in orbital overlap was traced to the spatial extent
of LUMO1-Cα and LUMO1-C (see Figure S1b). It can clearly be
seen that the orbital lobe located at the -position is signifi-
cantly larger than the corresponding lobe on the α-position,
due to two nodal planes between the lobe on the α-position
and the two methyl groups, which, in turn, leads to a less favor-
able orbital overlap with the incoming nucleophile and less sta-
bilizing orbital interactions. Thus, the pathway with the most
favorable interactions, i.e., less steric (Pauli) repulsion and
slightly more orbital interactions, (-attack) dominates under
conditions of strong interactions (basic regime).
Next, we turned to the epoxide ring-opening reactions under
acidic conditions, where the attack at the α-position is favored
over the -position. By applying the ASM, we found that the
regioselectivity under acidic conditions is caused by differences
in the strain energy (Figure 3a). The nucleophilic attack at the α-
position goes with considerably less destabilizing strain energy
compared to the attack at the -position. The weak interaction
energy is, in contrast with the prior discussed reaction under
basic conditions, not able to overcome the regioselectivity set
by the strain energy, because water is a weaker nucleophile than
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OH–. To understand the origin of the strain energy, we have
decomposed the total strain energy into the strain energies of
the separate reactants, according to Equation (2) (Figure 3b).
The less destabilizing strain energy of the attack at the α-posi-
tion is exclusively caused by the predistortion of 2. Under acidic
conditions, the epoxide is protonated, leading to an asymmetric
C–O bond elongation (Cα–O = 1.71 Å and C–O = 1.49 Å), be-
cause the Cα–O bond is weaker than the C–O bond (vide su-
pra). This predistorts 2 more towards the product of the attack
at the α-position and translates into less strain energy of this
respective reaction mode (Figure 3c). This can be seen as the
result of the earlier reported more stabilized carbocation-like
intermediate on the α-position.[3b–3d] Upon protonation of the
epoxide, the net positive charge accumulates at the more steri-
cally encumbered (tertiary) α-carbon (Figure 3c; VDDCα: +0.110;
VDDC: +0.014),[25] which results in a more stabilized carboca-
tion-like species and, as a consequence, an elongation of the
Cα–O bond. Altogether, the less destabilizing activation strain is
significant enough to overcome the less stabilizing interaction
energy for 2-α compared to 2-, and therefore, the epoxide
ring-opening reaction prefers to occur at the α-position. Thus,
the least strained pathway (α-attack) dictates under conditions
of weak interactions (acidic regime).
Figure 3. a) Activation strain analysis of the ring-opening reaction of 2; b)
strain decomposition where the energy values are projected on the C···O
bond stretch; and c) ground-state geometries of epoxide 1 and 2 with the
C–O bond lengths (black text, in Å) and the Voronoi deformation density
(VDD, blue text) charges of the α- and -position. Computed at the OLYP/
TZ2P.
Importantly, our findings can also be generalized for the SN1
pathway, which can be in competition with the SN2 path-
way,[5b,25,26] depending on the substitution pattern, under
acidic conditions. The SN1 pathway is a two-step mechanism
where first the C–O bond is broken and a carbocation interme-
diate is formed (rate-determining step), followed by a nucleo-
philic attack at the carbocation. During the first step, the
weaker Cα–O bond is more easily broken, resulting in less strain
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mediate is formed, which is the ultimate example of a predis-
torted epoxide. The following attack of the nucleophile at the
carbocation Cα is then governed by orbital and electrostatic
interactions. In other words, independent of the reaction path-
way (SN2 or SN1), the nucleophile will attack at the α-position,
in the gas phase under acidic conditions.
Conclusions
The regioselectivity of ring-opening reactions of non-symmetri-
cal epoxides is highly dependent on the reaction conditions.
We found, in line with previous studies, that the nucleophilic
attack at the -position of the epoxide ring is preferred under
basic conditions, while the attack at the more sterically hin-
dered α-position is favored under acidic conditions.
Our activation strain analysis revealed the underlying physi-
cal mechanisms behind the regioselectivity of the herein stud-
ied ring-opening. We found that under basic conditions, the
regioselectivity is indeed caused by steric interactions. When
the nucleophile attacks at the more sterically hindered α-posi-
tion, the nucleophile undergoes significant steric (Pauli) repul-
sion with the methyl substituents of the epoxide. This reduces
the stabilizing interaction energy and, therefore, raises the acti-
vation barrier than the -attack. Thus, -attack prevails in this
interaction-controlled basic regime.
This changes under acidic conditions. Here, the nucleophile
is water which interacts much weaker with epoxide than
hydroxide. The control now shifts from the nucleophile–epox-
ide interaction to the epoxide activation strain which is more
favorable, i.e. less destabilizing, as the weaker Cα–O bond disso-
ciates upon α-attack. Protonation of the epoxide weakens both
C–O bonds in the epoxide but the Cα–O bond always remains
the weaker one. This is equivalent to the notion that the result-
ing carbocation intermediate is more substituted and thus
more stabilized. The herein presented results solidly explain the
physical factors behind the regioselectivity of ring-opening re-
actions of non-symmetrical epoxides.
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