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Abstract-There are many methods for finding simultaneously all zeros of polynomials, However, 
a complex arithmetic or Jacobian matrix is needed in these methods even if the polynomial is real 
and only has real zeros. In this paper, a new method is proposed for finding simultaneously all 
zeros of real polynomials having only real zeros that does not require any complex arithmetic and 
Jacobian matrix within iteration. It is based on Vieta’s theorem and Broyden’s method. Numerical 
experiences show that the new method is very effective for the test polynomials. @ 2003 Elsevier 
Ltd. All rights reserved. 
Keywords-Polynomial zeros, Broyden’s method, Iterative approximation of all zeros, Simulta 
neous approximation of real zeros. 
1. INTRODUCTION 
Let P,(Z) be a real coefficient polynomial having only real zeros of degree m, 
P,(x) = xm + a12 m-1 + u2xm-2 +. . . + urn-15 + a,. 
In computing practice, such polynomials usually appear as the characteristic polynomials of 
Hermitian or real symmetric matrices, which also include the class of orthogonal polynomials, 
etc. There have been some methods to deal with this problem (see [l-12]). However, a complex 
arithmetic or Jacobian matrix is needed in most of them even if the polynomial is real and only 
has real zeros. For a good review, some recent papers are available (see [1,13]). In this paper, 
we will employ Broyden’s method for finding simultaneously all zeros of polynomials having only 
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real zeros. Given the coefficients of an mth-degree polynomial P,(Z) having only real zeros 
X7,X; ,..., XL, from the Vieta theorem, we can form a nonlinear system F(x) = 0 that has the 
unique solution x* = (Xi, x& . . . ,x&) T. Although we can use the Newton iteration method for 
this nonlinear system, now Newton’s method suffers from a series of disadvantages from the point 
of view of practical calculation, that is, the amount of calculation associated with one iteration. 
A Jacobian matrix DF(x,) must be computed and an m x m linear system must be solved that 
involves this matrix. Therefore, we consider Broyden’s method (see [14-161) 
x,+1 = 5% - K3’(x:n), n=O,l,..., 
for the solution of F(x) = 0, where F : R” + R” is a mapping of Euclidean m-space R” into 
itself. Each nonsingular matrix H,, is,,intended to approximate (DF(x,,))-l, the inverse matrix of 
DF(x) at x,. The method requires only m scalar function evaluations per iteration and reduces 
the number of arithmetic calculations to O(m2) while Newton’s method requires O(m3). 
2. THE NONLINEAR SYSTEM F(x) = 0 
ASSOCIATED WITH POLYNOMIAL Pm(z) 
Consider the following real coefficient polynomial of degree m: 
P,(x) = xm + UlX m-1 + a2xm--2 +. . . + a,-1x + a,, (2.1) 
which has only real zeros. It is well known that zj* (j = 1,2,. . . , m) satisfy the following simul- 
taneous nonlinear system: 
F(x) = 0, (2.2) 
where x = (x1,22,. . . ,x,)~ and F(z) = (fr(z),fz(2), . . . ,fm(x))T, and 
h(x) = c “jI +a1 = 0, 
llj1Sm 
f2(x> = c xjlxj, - a2 = 0, 
l<i1<hjm 
fk(X) = c Xj, Xi2 ’ ’ . Xj, - (-l)%k = 0, 
l<jl<jz<...<jk<m 
(2.3) 
fm(x) = n xj, - (-l)%, = 0, 
llj1lm 
from Vieta’s theorem. Moreover, 
x* = (x;,xc;,...,x;) 
T 
(2.4) 
is the unique solution of the nonlinear system (2.3) from the fundamental theorem of algebra. 
Explicitly, for nonlinear system (2.3) we have Jacobian matrix of F(x) 
. . . 1 
fil(X) f22(x) ... fzm (xl 
. . : 1 , P-5) .*I fmrn(r)
where 
afk f/Q(x) = - = 
aXj c xj,xj, “‘Xj,-1, k=2 ,..., m, j=1,2 ,..., m. (2.6) 
l<jl<j2<...<jk-llm 
j~,j2,...&-~#j 
For the Jacobian matrix DF(x), we have the following theorem. 
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THEOREM 2.1. Suppose that xf # x;, i # j, i, j = 1,2, . . , m. Then 
det(DF(x*)) # 0. 
PROOF. In fact, by applying a sequence of elementary operations, we have 
1 1 . . . . . . . 1 
XT -x; . . . . . . . . x:-x; 
. . 
det(DF(x*)) = 
k-l k-l 
;II, (x,’ -x;) ... ,ITI, (xt -xt) 
k-l 771-l 
= (XT - x$). . . rJ (XF - xi). . . n (XT - XL). 
i=l i=l 
Thus, it follows immediately that det(DF(x*)) # 0 f rom the assumption of x: # XT, i # j, 
i,j = 1,2 ,..., m. I 
COROLLARY 2.1. If polynomial (2.1) h as multiple zeros, then det(DF(x*)) = 0 of DF(x) asso- 
ciated with polynomial P,(T) : 
It is easy to see that DF(x) is Lipschitz continuous at x* from (2.5) and (2.6). In fact, D2F(x) 
is continuous and ]]DF(x) - DF(x*)]] 5 su p ()<t<1 lp2F(x* + t(x - x*)) 11 [lx - x* 11 I qx - x*/1. 
From Corollary 2.1, we can see that Newtonitkation is not suitable for nonlinear system (2.2) 
associated with polynomial P,(z) in (2.1) if P,(z) h as multiple zeros and/or clusters of zeros. 
However, superlinear convergence of Broyden’s method is obtained without requiring that the 
sequence {H,} converge to the inverse of Jacobian matrix DF(x*) of F(x) at the zero x* (see [17]). 
That is one of the main reasons we use Broyden’s method for nonlinear system (2.2) associated 
with polynomial P,(x) defined in (2.1). 
3. RECURSION ALGORITHM FOR 
COMPUTING F(s) ASSOCIATED WITH Pm(z) 
Although from Vieta’s theorem we may express F(x) as (2.3), in practice it is very difficult to 
calculate F(x) directly by (2.3) as m is large. This motivates a recursion algorithm, by which 
F(x) can be generated automatically by computer. We formulate the recursion algorithm as 
follows. 
THEOREM 3.1. Without loss of generality, let 
P,(x) = xm + qxm-l f.. . -I- a,-1x + a, = (z - x1)(x - x2). . . (x - 2,). 
If 
41 = gxi, 
i=l 
Pl =41-x1, 
Pj = Pj-1 - Xjj, 
tlj = XjPj, 
j=2,...,m-1, 
j=1,2 ,..., m-l, 
m-i+2 
tij = xi c ii-l,kr i=2,...,m, 
k=j+l 
m-i+1 
4i = x Ll,j, i=2,...,m, 
j=l 
j=l,...,m-i+l 
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then 
namely, 
fi(X) = q< - (-l)%i, i=1,2 ,..., m, 
F(x) = (41 + al, q2 - a, *. . I qm - (--l)m%)T 
PROOF. Bythedefinitionofql,pl, andpj, j=2,...,m-1, 
41=~l+z2f~~~+zCm, explicitly we have f~(z) = q1 + aI. 
By the hypothesis of the theorem, 
Pl = Ql - 21, pj =pj-1 - Xjcj, tlj = Xjpj, j=1,2 ,...,m-1, 
and 
m--i+2 
tij = xj c ti-l,k, 
k=j+l 
we have 
t11 = x1(x2 -I-. . . +x,), 
t12 = x2(x3 + . . . + x,), 
h,m-1 = %7x-1x,. 
So q2 = Cj”=;’ tlj and f2(z) = q2 - a2, 
t21 = x1(2223 + 22x4 + ’ * ’ + %-12,) = Xl(h2 + t13 + . *. + h,m-l), 
t22 = x2(%3x4 + x3x5 + * ’ ’ + 277x-12,) = x2(t13 + h4 + *. . + h,n-l), 
t2,m-2 = 9%n-25m-l%n. 
So q3 = CT=<’ t2j and f3 ( X) = q3 + a3. 
Generally, by induction principle, we have 
m-i-I-2 
tij = c ti-l,k, i = 2,. . . , m, j=l,...,m-i+l, 
k=j+l 
and 
and then 
m-i+1 
4i = C ti-l,j, 
j=l 
i = 2,. . . , m, 
.fi(X) = Qi - (-l)iCZi, i=2,...,m, 
F(x) = (fl(~), . . . , f7n(x))T = (Ql + al,. . . ,qm - (-l)YL,) 
T 
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4. BROYDEN’S METHOD FOR NONLINEAR 
SYSTEM (2.2) AND ITS CONVERGENCti’ 
In the simplest form, Broyden’s method is of the form 
%+I = 2, - &F(xn), (4.1) 
where, given an approximation flo to (DF(xo))-I, the matrices {Hn} are generated by 
H n+l = Hn - (KY, - ~n)--$$ 
n nn 
(4.2) 
and 
in = F(xn+d - Fh), Pn = %+1 -%. (4.3) 
The motivation of employing Broyden’s method for nonlinear system (2.2) is that the matrices 
generated by (4.2) are good approximations to the inverse of Jacobian matrix DF(z), and thus, 
(4.1) resembles Newton’s method, but with the difference that (4.2) only requires one function 
evaluation and O(m2) arithmetic operations, while the Jacobian matrix requires the evaluation 
of O(m2) partial derivatives. Moreover, (4.1) can be carried out in O(m2) operation, while 
Newton’s method requires 0( m3). 
As for convergence of Broyden’s method for system (2.2), we have the following theorem. 
THEOREM 4.1. Assume that F(z*) = 0 and XT # $1, i # j, i, j = 1,2,. . . , m. Consider Broy- 
den’s method as defined by (4.1)~(4.3). Then Broyden’s method is locally and Q-superfine&y 
convergent at x*. 
PROOF. From the assumption of xr # XT, i # j, i,j = 1,2,. . . , m, it follows immediately that 
DF(x*) is nonsingular by Theorem 2.1. Besides, DF(x) is Lipschitz continuous at x’. In fact, 
D2F(x) is continuous and JJDF(x) - DF(z*)\J 5 ~up~<~<i JID2F(x* + t(x - x*))lljlx - x*)1 < -- 
L]]x - x* (1. So F(s) defined as (2.2) satisfies the conditions of convergence for Broyden’s method 
(see [18]). Th ere ore, f Broyden’s method for system (2.2) is locally and Q-superlinear convergent 
at x*. I 
To be more precise, the conclusion of this theorem means that there is an E > 0 and a 6 > 0 
such that if ((xe - z*(( < E and l\Ho - (DF(x*))-‘(1 < 6, then Broyden’s method is well defined, 
and if (2,) is the sequence produced by (4.1)-(4.3), th en either x, = x* for some n at which place 
the iteration stops, or {xcn} converges Q-superlinearly to x*, the unique solution of system (2.2). 
5. THE ALGORITHM AND SOME REMARKS 
5.1. Algorithm 
NOW Broyden’s method for system (2.2) may be summarized as follows. 
1. Obtain an initial estimation x0 (close enough) of the solution x*. 
2. Give an initial value HO (in the next numerical experiments we let Ho = I) of the iteration 
matrix H. 
3. Compute FO = F(xo). 
4. Compute pj = - HjFj, j = 0, 1,2, . . . . 
5. Compute xj+i = xj + pj, and Fj+I = F(x~+~). 
6. Test llFj+~jj f or convergence, namely, llFj+l II < E. 
7. Compute yj = Fj+l - Fj. 
8. Compute Hj+l = Hj - (Hjyj - pj)pTHj/pTHjyj and repeat from Step 4, 
where (1 . ]] denotes Euclidean norm. 
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5.2. Remarks 
REMARK 1. Newton iteration can be costly in these circumstances of a polynomial having only 
real zeros, since partial derivatives must be computed and the linear system DF(zj)pj = -F(zj) 
must be solved at every iteration; nevertheless, Newton’s method has some very attractive proper- 
ties in either theory or practice. In Newton’s method, if 2’ is a solution of (2.2) at which DF(z*) 
is nonsingular and ze is close enough to z*, then z, converges superlinearly to x*; moreover, if 
DF(z) satisfies the Lipschitz condition IIDF(x) - DF(x*)(l 5 ,511~ - x*11 for all x close enough 
to x*, the convergence is quadratic. Therefore, it is especially suitable for finding simultaneously 
all zeros of a polynomial having complex zeros. Here we do not intend to discuss this further. 
REMARK 2. On the global convergence of Broyden’s method, see [19,20]. We do not intend to 
discuss this further in this paper. 
6. NUMERICAL EXAMPLES 
The new method has been tested on the following problems. 
Table 1. Example 1. 
115 = (1.0000004,1.9999992,3.0000001,4.0000003)T 
x15 = (0.9999999712,1.999999952,3.000000706, 3.999999630)T 
Table 2. Example 2. 
h(x) = x5 - 15z4 + 85z3 - 225x2 + 274x - 120 
x18 = (0.9999998147,1.999999877,3.000000400,4.000000582, 4.999999326)T 
Table 3. Example 3. 
P4(1) = (x - 1)4 , 
with zeros I* = (1, 1, 1, l')T 
1 x0 = (0.999,0.999,0.999,0.Q9Q)T 1 zfj = (1.000000000,1.000000000,1.000000000,1.000000000)T 1 
Table 4. Example 4. 
xz9 = (0.01000013520,0.01999845226,0.02999979271, 0.04000040296)T 
Table 5. Example 5. 
Plo(x) = (x - l)(z - 2)(2 - 3)(z - 4)(z - 5)(2 - S)(P - 7)(z - 8)(z - 9)(z - 10) 
with zeros z* = (1,2,3,4,5,6,7,8,9, 10)T 
10 = (0.5,1.5,2.5,3.5,4.5,5.5,6.5,7.5,8.5, 9.5)T 
xqg = (1.000000000,1.999999999,3.000000000,4.000000001,4.999999999, 
6.000000000,7.000000001,7.999999999,9.000000000, 10.OOOOOOOO)T 
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Table 6. Example 6. 
I‘ 
42(z) = n (x - 0.1 x i) 
i=l 
with zeros z* = (O.1,O.2,O.3,O.4,O.5,O.6,O.7,O.8,O.9,1.O,l.l,l.2)T 
X,J = (0.05,0.15,0.25,0.35,0.45,0.55,0.65,0.75,0.85,0.95,1.05,1.i5)T 
257 =(0.09999999746,0.2000000083,0.2999999884,0.4000000163, 
0.4999999976,0.5999999760,0.7000000227,0.7999999771, 
O.9OOOOOO464,O.9999999513,l.lOOOOOOO6,1.2OOOOOOl3)T 
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Table 7. Example 7. 
16 
Pl6(2) = fl (x - 0.5 x i) 
i=l 
with zeros I* = (O.5,1.O,1.5,2.O,2.5,3.O,3.5,4.O,4.5,5.O,5.5,6.O,6.5,7.O,7.5,8.O)T 
10 = (O.6,1.1,1.6,2.1,2.6,3.1,3.6,4.1,4.6,5.1,5.6,6.l,6.6,7.l,7.6,8.l)T 
z161 = (0.5000000000,1.000000000,1.500000000,1.999999998, 
2.500000000,2.999999907,3.500000355,3.999999041, 
4.500001979,4.999996622,5.500004866,5.999994386, 
6.500004765,6.999997287,7.500000913,0.7999999863)T 
x0 = (O.7,1.2,1.7,2.2,2.7,3.2,3.7,4.2,4.7,5.2,5.7,6.2,6.7,7.2,7.7,8.2)T 
2269 = (0.4999999999,1.000000000,1.500000000,1.999999999, 
2.500000015,2.999999871,3.500000706,3.999997339, 
4.500007127,4.999986231,5.500019245,5.999980731, 
6.5OOO13467,6.999993761,7.5OOOO1721,7.9999Q9786)T 
Table 8. Example 8 
4(z) = (x - l)(z - 1.005)(2 - l.Ol)(z - 1.015)(2: - 1.02) 
with zeros z* = (1,1.005,1.01,1.015,1.02)T 
E,J = (l.0005,1.0055,1.0105,1.0155,1.0205)T 
) ~16 = (1.OOOOOO128,1.OO499948l,l.O1OOOO789,1.Ol499Q468,l.O2OOOOl35)T 1 
Table 9. Example 9. 
&(x) =&x - (2.2 - 0.1 x (i - 1))) 
with zeros x; = 2.2 - 0.1 x (i - l), i = 1,2,...,40 
x; =2.18-0.1x (i-l), i = 1,2,...,40,11~ = (&&..,z~")' 
15,= (2.199999028,2.100005103,1.999995305,1.899994504, 
1.800007207,1.699992837,1.600012362,1.499994146, 
1.400004126,1.299998017,1.199998868,1.099998436, 
0.9999985115,0.8999989753,0.7999995585,0.7000001858, 
0.6000007295,0.5000010931,0.4000012169,0.3000010819, 
0.2000007165,0.1000001960,-0.0000003638,-0.1000008205, 
-0.2000010330,-0.3000009014,-0.4000004226,-0.4999997491, 
-0.5999991901,-0.6999992509,-0.7999999006,-0.9000005653, 
-1.000001343,-1.099995358,-1.200007205,-1.299992983, 
-1.400004813,-1.499997929,-l.600000533,-l.699999842)T 
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Table 10. Example 10. 
&s(2) = & - (2.7 - 0.2 x (i - 1))) 
with zeros zzf = 2.7 - 0.2 x (i - l), i = 1,2,. . ,28 
2a T 2;=2.68-0.2x(i-l),i=1,2 ,..., 28,zo-=(I;,,$ ,..., zo) 
“41 = (2.700000000,2.500000000,2.299999988,2.100000006, 
1.900000008,1:700000003,1.499999998,1.299999996, 
1.099999995,0.8999999965,0.6999999988,0.5000000012, 
0.3000000031,0.1000000039, -0.09999999649, -0.2999999981, 
-0.5000000004, -0.7000000027, -0.9000000039, -1.100000004, 
-1.299999997, -1.500000004, -1.699999982, -1.900000023, 
-2.099999983, -2.300000008, -2.499999998, -2.700000000)T 
All computations were done in double precision. 
‘7. CONCLUSION 
As stated above, a new iteration method for finding simultaneously all zeros of a real polynomial 
with only real zeros is proposed in this paper, and the asymptotic convergence of this new 
method is superline& under some reasonable assumptions. A recursion algorithm by which Vieta 
equations can be produced automatically by computer is proposed. Some numerical experiments 
are presented for finding simultaneously all zeros of polynomials having only real zeros, simple 
zeros, multiple zeros, and/or clusters zeros. 
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