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I understand that it was probably never clear what I would do in life,
and maybe it still isn’t.
But, I think everything will work out.
iii
ACKNOWLEDGMENTS
There are many people without whose support, whether directly or indirectly, this thesis would
not have been possible. I am grateful to my advisor, Sven Vahsen, whose drive and eternal optimism
have helped me keep focus throughout the years. I would like to thank the BEAST II collaboration,
as the work in chapter five was produced with data from their phase 2 run. Specifically, Jeffrey
Schueler for recording and preparing the data sets, and Peter Lewis, Michael Hedges, and Ilsoo
Seong for work on the analysis.
Additionally, I would like to thank Jason Kumar and Patrick Stengel for their useful guidance
concerning dark matter. And I would like to thank my committee for their feedback and patience
during this process. I would also like to thank Xerxes Tata for his perseverance in teaching me
quantum mechanics, I know more now than I did before. Finally, I would like to thank my friends
and family, who hopefully realize that there is a reason why I have been ignoring them.
To my Mom, Frances Thorpe, thank you for all your support. This wouldn’t have happened
without it and I am grateful. To my Dad, Elmer Thorpe, thank you for teaching me about working
hard. It has been put to good use.
iv
ABSTRACT
Dark matter remains one of nature’s cruelest puzzles and a world wide effort has been underway
for many years to directly detect it in the laboratory. To date, however, no convincing signal has
been observed. The race is on to figure out novel and better ways of detecting it, which will
be the topic of this thesis. Traditional terrestrial detectors measure the energy and arrival time
of interactions, but more information exists. If the angular distribution of the events resulting
from these interactions could also be measured then this could be used to prove, unambiguously,
the cosmological origin of dark matter. This directional detection is gaining traction and R&D
efforts exist around the world. We present some of our own R&D efforts with small prototype gas
Time Projection Chambers (TPCs) with Gas Electron Multiplier (GEM) charge amplification, and
high resolution 3D pixel charge readout. These include gain and gain resolutions measurements
with multiple GEM stages and various gases including our first gain measurements with Sulfur
Hexafluoride (SF6), a Negative Ion (NI) gas. The advantages of a high-gain/low-noise detector
are discussed and some remarks about the target gas choice in future detectors are made. We
also unveil our first WIMP-nucleon scattering cross limit obtained from a series of small TPCs
and discuss what still needs to be done, including using the measured event angular distribution,
to improve our limit. Finally, we discuss our result in the context of the direct, and directional,
communities by anticipating future larger directional dark matter detectors.
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The nature of dark matter remains one of the biggest puzzles in particle physics today. Our
current understanding of the universe holds that the energy density is roughly composed as follows:
68% dark energy, 27% dark matter, and 5% baryonic matter [73]. To date, all evidence for dark
matter has been through its gravitational effects. But if the dark matter consists of particles we can
devise ways of detecting these particles, and, generally, three categories of detection are described:
1) Indirect detection, which involves measuring the standard model (SM) products produced by dark
matter (DM) interacting with itself. 2) Collider searches, which involve measuring the “missing”
energy carried off by dark matter created by colliding standard model particles. 3) Direct detection,
which will be the focus of this thesis.
Direct detection involves building a vessel and filling it with a target material that the dark
matter will interact with, causing target nuclei to recoil. These recoils are the result of the relative
velocity between the detector target and the dark matter, as the Earth moves through the galactic
dark matter halo. The cross section of a dark matter particle scattering off a detector target nucleus
is very small, so these detectors must have extremely low background rates in order to measure
an interaction. In addition to being manufactured from very low-radioactivity components these
detectors are also placed underground to reduce the backgrounds induced by cosmic rays. Shielding
is added outside of the detector to reduce the backgrounds from neutron and gamma rays. Some
detectors consist of multiple detectors inside one another, like a complicated matryoshka doll, to
actively veto background processes. Then, at the analysis level, a background-free fiducial region
still needs to be selected from within the active region to look for a possible signal. This is not an
easy task but detectors like this are currently operating around the world [11] [19] [8] [31] [41] [15]
[111].
Generally these detectors measure the time that an event occurs and the energy of that event,
however more information exists. If a detector can measure the angular distribution of the recoiling
nuclei it records in addition to the time and energy, then this information could be used to constrain
the direction the source is coming from. Due to the galactic disk motion through the dark matter
halo, a highly anisotropic signal is predicted that no terrestrial background can mimic. In order to
measure such a directional signal, directional detectors are needed. After a brief introduction to
Weakly Interacting Particle (WIMP) dark matter, these detectors are the topic of this thesis.
Our detectors are gaseous Time Projection Chambers (TPCs) that use Gas Electron Multipliers
(GEMs) for charge amplification and pixel charge readout electronics. This high-gain/low-noise
combination allows for high resolution vector 3D ionization distribution measurements. This thesis
goes into the detail of the gain and gain resolution of GEM-based detectors by studying different
gain stages and different gases. In doing so, a heuristic model is developed, with the aid of various
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historical formulae found in the literature, which allows for the description of the gain of any GEM-
based detector over a wide range of operational parameter space, including different numbers of
GEMs, various GEM avalanching electric field strengths, and a wide range of gas pressures.
The gain resolution is also discussed in some detail, and its crucial role in determining the
energy resolution of a GEM-based detector is presented. We then put this into context within the
directional detection field, where we discuss the unique features that directional detectors possess,
which are dependent on the gain resolution. The most powerful particle dark matter signal, the
dipole signal which is discussed in Sec. 2.3.2, can only be measured by detectors with directional
sensitivity and is considered the “smoking gun” for confirming particle dark matter of cosmological
origin. In order to fully exploit the dipole signal, the directional detector needs to be able to
measure in which direction a given recoiling nucleus is traveling. Discriminating the nucleus’s
direction of travel is called the head-tail measurement, or signal, and it is discussed in Sec. 2.3.1.
To emphasize the importance of the gain resolution we briefly note that in order for a detector to
effectively measure the head-tail signal, the detector must possess an energy resolution that is good
enough to discriminate whether more charge exists in one portion of an ionization distribution than
in another.
We also present our first gain measurements with Sulfur Hexafluoride (SF6), a Negative Ion
(NI) gas, and discuss the implications of these measurements within the context of the directional
detection field. The results of the gain for electron and NI gases are also compared and discussed as
they relate to the design considerations of future larger detectors. Finally, 3D ionization distribution
measurements, obtained with our TPCs using ATLAS pixel chips, are used to set our first Spin
Independent WIMP-nucleon scattering cross section upper limit. We discuss what still needs to be
done and provide an outlook should these detectors be produced on a large scale.
2
CHAPTER 2
DARK MATTER AND ITS DETECTION
2.1 Dark matter
People have known about the existence of dark matter for nearly a century and yet no one knows
the exact nature of it. This elusiveness only serves to drive physicists to come up with more sophis-
ticated ways to detect it. What we do know is that it does not seem to interact electromagnetically,
however there exists an abundance of cosmological and gravitational evidence of its existence. This
chapter will briefly go over some of that evidence, followed by a discussion of how dark matter is
detected terrestrially, directional detection, and some relevant detector physics.
2.1.1 Evidence
Gravitational evidence
Gravitational evidence for the existence of dark matter exists on vastly different scales. Back in the
1930s Zwicky used an 18” telescope to observe the Coma cluster, which consists of ≈ 1000 galaxies,
and carried out a Doppler shift study [113]. Assuming that the system was virialized, he estimated
the mass, and found that it must be much larger, ∼ ×100, than the value given by using light
estimates. He called this non-lumious matter dark matter. On galactic scales it causes rotation
curves to flatten off with increasing radius, see Fig. 2.1. Considering only the visible matter leads







whereM(r) the mass enclosed within a radius, r. Thus if the mass density decreases as a function
of r so should the rotational velocity, but Fig. 2.1 shows that the velocity becomes constant owing
to some additional, non-luminous, matter.
Perhaps the most famous image including evidence for dark matter is that of the Bullet cluster,
[39] see Fig. 2.2. The bullet cluster is actually two galactic clusters colliding, and the diffuse gas
clouds associated with each cluster interact, heat up, and generate massive amounts of X-rays the
pink areas in Fig. 2.2. By observing these X-rays, astronomers are able to locate where most of
the baryonic matter is located, that is the matter that generates the X-rays when interacting with
itself. The name Bullet cluster comes from the area of pink which has deformed into “shock-wave”
on the right due to the high amount of interaction between the gas clouds.
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Figure 2.1: Galactic rotation curve for NGC 3198, Taken from Ref. [27]. The points are measured
rotation velocities as function of distance from the center. The dotted, dashed, and dot-dash lines
are contributions from the gas, galactic disk, and dark halo, respectively.
Figure 2.2: Composite image of the Bullet cluster. Pink areas are X-rays produced from the merging
gas clouds indicating high density areas of gas. Blue areas are the dark matter distributions created
from weak gravitational lensing surveys.
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To realize the importance of this image, we must understand the blue areas which were created
using the effect of weak gravitational lensing. Essentially, the large amount of mass in the merging
clusters will distort the images we see of distant light sources located on the other side, behind, the
clusters. Since we know how the distortion works, via general relativity, we can then correct for
this effect and map out how this ”distorting” matter is distributed. This matter distribution is the
blue areas, and so there exists some other matter that does not contribute to the X-ray production
in the way the gas clouds do. Another way to say this is this other matter distribution does not
interact, or produce, light, and is “dark”.
The Cosmic Microwave Background (CMB) and ΛCDM
Figure 2.3: The Cosmic Microwave Background (CMB) radiation. The color corresponds to tem-
perature. Taken from Ref. ESA and the Planck collaboration.
The Cosmic Microwave Background (CMB) radiation was first discovered by Penzias and Wilson
in 1968, and they received the Nobel Prize for their discovery in 1978 as it changed how we view the
history of the Universe. The Λ Cold Dark Matter (ΛCDM) model parameterizes the cosmological
history of the Universe in terms of a cosmological constant, Λ, which is associated with dark energy
and the expansion, and Cold Dark Matter, which consists of non-relativistic, cold, dark matter.
The success of this model has earned it the name of the standard model of cosmology. It should be
noted that ΛCDM assumes general relativity to be correct, and there are other models which rely
on theories of modified gravity or MOdified Newtonian Dynamics (MOND), however this thesis is
focused on the cold dark matter.
Briefly, once the Universe becomes ≈ seconds old various composite particles are allowed to form
and, based on their nature, will decouple at different times with the weakly interacting decoupling
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Figure 2.4: Temperature angular power spectrum of the CMB as a function of the monopole
moment, l. Taken from Ref. [6]
first. Until this time, anything that interacts electromagnetically has been confined as result of
the abundant free charges. Once the charged particles, and neutrons, coalesce into neutral atoms,
photons are free to propagate. This “last scattering” imprinted itself and has been red-shifted
into what we see today as the CMB, so the CMB contains information about this earlier time in
the Universe. To summarize in one sentence: inflation set the initial conditions for the density
fluctuations which yield the temperature fluctuations in the CMB at last scattering, which we can
measure today.
Fig. 2.3 shows a sky map of the CMB and its fluctuations, which are of the order 10−5. These
temperature differences correspond to variations in the matter density, as the photons propagate
more easily through the less dense areas these appear as cold spots, and inversely for the hot spots.
Since we have an image of these non-uniformities across the entire sky we can relate the different
hot and cold areas to their location (angle) on the sky, and decompose it into an angular power
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spectrum using spherical harmonics, as shown in Fig. 2.4. The multipole moment, l, corresponds
to the inverse angular scale and blue is a fit preformed using the ΛCDM cosmological model. The
shape of the spectrum is related to the different densities of the various matter components of the
Universe, and the fit parameters give us quantitative results for those different densities. The latest
results from Planck are [6]:
Ωch
2 = 0.120± 0.001 (2.2)
Ωbh
2 = 0.0224± 0.0001 (2.3)
where Ωbh
2 is the baryon density, which is consistent with Big Bang Nucleosynthesis (BBN)
results [105], and Ωch
2 is the dark matter density. This tells us that, of all the matter in the
Universe, ≈ 84% is dark matter.
2.1.2 Properties and candidates
Dark matter could exist without the need for Beyond the Standard Model (BSM) of particle physics
solutions by taking the form of astronomical objects: 1) MAssive Compact Halo Objects (MACHOs)
[34], which are becoming less viable [54]. Or 2) Primordial black holes [57], which could have been
produced and decoupled in the early Universe. Dark could also exist as a particle(s) not contained
within the Standard Model (SM) of particle physics, and the search for these particles will be the
focus here.
We now state what properties this particle must have:
• Electrically neutral




• Correct relic abundance
• Accessible experimentally
There are essentially two categories of BSM particles that are regarded as solutions to the
dark matter problem. Axions, which are constrained to very small masses, and Weakly Interacting
Massive Particles (WIMPs), which is a generic term for a class of non-baryonic cold dark matter
and will be discussed more below. Sterile neutrinos [29] are also mentioned, but due to there mass
constraint < 10 keV/c2 it is unlikely that they are responsible for the entirety of the dark matter
Axions were first introduced to solve the strong CP problem [86]. Accelerator searches have
since ruled the original Axion candidates out, and new models with very small couplings were
proposed essentially making them invisible [88]. Other models were proposed, [68] [52], and the
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so-called Primakoff interaction was introduced. This allowed for an experimentally accessible decay
rate into two photons and this is the basis for experimental work today. Bounds have been placed
on the mass of the Axion, ma, [100]: 0.5 µeV/c
2 < ma < 1 - 10 meV/c
2. Axions have all the
properties a dark matter would have and, despite their small mass, are a viable option.
2.1.3 Weakly Interacting Massive Particles (WIMPs)
Weakly Interacting Massive Particles (WIMPs) compose a class of dark matter candidates which
are proposed to interact with SM particles gravitationally and via the weak force. Many BSM
physics models can produce WIMPs, for example, the Minimal SuperSymmetric Model (MSSM)
can contain a stable weak scale particle, the neutralino, which is considered a WIMP. WIMPs
gained popularity because they arise in many models for BSM physics and because such weak scale
particles can satisfy all of the conditions for a good dark matter candidate.
Consider a new particle, χ, which is stable. In the early Universe, when the temperature was
high, SM particles would annihilate into WIMPs at the same rate that WIMPs would annihilate into
SM particles, i.e. they were in thermal equilibrium. As the Universe cools below the WIMP mass,
mχ, the number density, nχ, falls exponentially (Boltzmann suppression). Then as the WIMP
annihilation rate falls below the expansion rate the number density will reach a constant, relic,
density. This is known as thermal freeze out, or the thermal freeze out mechanism.
This can all be made quantitative via a Boltzmann equation for the evolution of the WIMP
number density [63] [100]:
dnχ
dt
+ 3Hnχ = −〈σAv〉[n2χ − (neqχ )2] (2.4)
where H = a˙a is the Hubble parameter, a is the scale factor of the Universe, and 〈σAv〉 is the
thermally averaged self-annihilation cross section. The first term on the right of Eq. 2.4 represents
the WIMP number depleting from annihilation and the second term is from WIMPs being created
via the inverse reaction. The second term on the left is the expansion of the Universe and if the right
hand side were zero, meaning the number of WIMPs (co-moving number density) is not changing,
then nχ ∼ a−3 as expected for non-relativistic matter.
When the temperature falls below the WIMP mass (neqχ )
2 becomes suppressed, the condition
for freeze out is nχ〈σAv〉 = H. And the thermal relic density can be approximated by:
Ωχh
2 ∼ 0.1pb〈σAv〉 (2.5)






where g is a gauge coupling. If we assume g is the weak gauge coupling and mχ ≈ 100 GeV then
〈σAv〉 ≈ 10−26 cm3/s. Now plugging the value for Ωχh2 from the CMB power spectrum analysis,
Eq. 2.2, into Eq. 2.6 also gives 〈σAv〉 ≈ 10−26 cm3/s. The fact that the WIMPs give the correct
relic density is known as the WIMP miracle and is one of the reasons the experimental effort to
detect them is vast. Note that this calculation is an estimate and the WIMP mass could exist in a
range ≈ 1 GeV - 1 TeV. The remainder of this thesis will focus on their detection.
2.2 Direct detection
2.2.1 Introduction and alternative detection strategies
Since the details are not known, Fig. 2.5 shows a generic interaction between dark matter (DM) and
standard model (SM) particles. This diagram can be viewed from three different ways corresponding
to three different search methods: 1) From left to right we have DM coming in and only SM particles
going out, which is referred to as indirect detection. 2) From right to left we have SM particles
coming in and only DM going out, and this the method used at collider facilities. 3) From top to
bottom we have a DM and a SM particle coming in and a DM and SM particle going out. This
is know as direct detection because we see observe the direct result (target nuclei recoiling) of the
DM-SM scattering inside the detector. This is a direct detection thesis and the focus will be on
this method. It should be noted that a specific type of direct detection exists, called directional
detection, which views the diagram in the same way. However, in addition to measuring the event
time and energy seeks to additional directional information, the angular distribution of the recoil
events. This additional information can help to constrain the direction of the incoming dark matter
particles, providing unambiguous evidence of particle dark matter originating in the cosmos.
2.2.2 The WIMP halo
If the dark matter halo surrounding the disk of the Milky Way is composed of WIMPs, a flux of
order 105 × (100 GeV/mχ) cm−2 s−1, where mχ is the WIMP mass, is expected on Earth. This
should be measurable by observing the WIMP-nucleon elastic scattering in terrestrial detector
target material. The so-called standard halo model (SHM) is a model of the WIMP velocity
distribution. It assumes that the halo is an isothermal sphere with a density, ρ, such that ρ ∼ r−2.











where N is a normalization constant. The dispersion of the velocity, σv, is related to the galactic
circular speed, vc, via σv = vc/
√
2. An upper cutoff is usually imposed on the velocity distribution





Figure 2.5: Generic diagram of dark matter and standard model particles interacting. From left
to right: Indirect detection (looks for SM excess). From right to left: Collider searches (looks for
missing momentum in collisions). From top to bottom, or bottom to top: Direct detection (looks
for a SM particle which has had a ”direct” interaction with a DM particle which has caused it to
recoil).
are: vc = 220 km/s, vesc = 533 km/s, and ρ = 0.4 GeV/c
2 [78]. Speed distributions in both
the galactic and Earth frame can be found in Fig. 5.2. It should be noted that there are large
uncertainties in some of these astrophysical quantities, and a good summary of this topic can be
found in Ref. [56]. The specific relevance of these uncertainties to directional detection will be
discussed a bit more in Sec. 2.3.2.
The detectable signal which results, for Earth-based detectors, is due to relative velocity between
the WIMPs and a detector’s target material, and this is the direct detection signal. This is usually
referred to as the “WIMP wind” and is contained within the flux previously mentioned. As observers
on the Earth, the WIMPs look as if they are coming from a direction of the constellation CYGNUS,
or the WIMP wind is coming from CYGNUS. Generally, direct detection experiments will measure
the time an event occurs and the energy deposited in the detector associated with the interaction.
As will be discussed in the next section, this allows for measurement of the differential energy
spectra, see Eq. 2.17, which results in a detected number of events over a range of energy. We list
the peculiar solar motion, in galactic coordinates, used in Sec. 5.4.5 here as well [100]: (vx, vy, vz)
= (11.1, 12.2, 7.2) km/s.
Additionally, since the Earth moves around the Sun, this detected rate will vary throughout the
year in a predictable way. During one time of the year, the Earth will be moving into the WIMP
wind and six months later it will be moving away from it, see Fig. 2.10 (Left). As a result, the
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detectable number of WIMPs will vary throughout the year, and this is known as the annual rate
modulation. Without more observables, the energy spectra is what we are interested in measuring,
and the next section discusses some theoretical details of this.
2.2.3 Recoil rate and recoil energy spectra
Due to the galactic disk rotation speed, the expected relative velocity between WIMPs and a
detector target is ≈ 200km/s and is non-relativistic. Using conservation of momentum and energy







where v is the relative velocity, µA = mχmA/(mχ + mA) is the specific WIMP-target reduced
mass, mA is the target mass, and θr is the angle between the initial WIMP direction vˆ and the
direction of the recoiling nuclei rˆ. It is useful to note that vˆ · rˆ = cos(θr). We can now see that
the recoil energies expected are or generally below ≈ 100 keV, depending on the specific values of
mχ and mA.
In general, the recoil rate is a function of both target recoil energy and direction. We can write










where ρDM is the dark matter density, A is the number of nucleons in a target atom, and f(~v) is
the WIMP velocity distribution. The double differential cross section,
d2σχA
dErdΩr














is the minimum velocity needed to induce a recoil with energy, Er, and this can easily be seen
by setting θr = 0 in Eq. 2.8. The Dirac delta function encodes all of the angular information about
the interaction while also imposing the minimum velocity constraint.
The differential cross section,
dσχA
dEr
, contains all of the particle physics of the interaction, and
corresponding uncertainties. Fundamentally, it is dependent on the interaction strength of WIMPs
and quarks, and this is calculated in terms of an effective Lagrangian since the exact interactions are
not known. An entire framework has been developed where one writes down all possible quantum
mechanical operators, composed of the low energy degrees of freedom of the system, and sums
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the individual couplings to obtain the differential cross section. This is approach is referred to as
an effective field theory and is quite general since each operator and nuclear response function is
considered independently, and details can be found in Ref. [53].
For simplicity, the standard approach is to consider only two operators for which the transition
probability,
∣∣M2∣∣, whereM is some matrix element, is not dependent on v: 1) A Spin Independent
(SI) (scalar) contribution, and 2) A Spin Dependent (SD) contribution. These contributions add

















where σSI0 and σ
SD
0 are the WIMP-nucleus cross sections in the limit of zero momentum transfer.
FSI and FSD are the corresponding, spin-independent and spin-dependent, nuclear form factors and
they account for any loss of coherence when the momentum transfer, q =
√
2mAEr becomes large.
For SI scattering we use the Helm form factor, [70], as is standard.















δ(~v · rˆ − vmin)f(~v)d3v (2.13)
where the integral on the right is the Radon transform. This is the 3D transformation of the
WIMP velocity distribution and, in the limit of low momentum transfer, it is the only term that
depends on the recoil energy, Er. So, aside from scale factors, this is the recoil spectra of interest
to experimenters. It should be noted that Eq. 2.13 will not be true for all interaction operators
and specifically for those operators which have
∣∣M2∣∣ ∼ v2, ∣∣M2∣∣ will have to be included inside the
Radon transform [38].









where fn, fp, µn, and µp are the WIMP-nucleon coupling constants, and reduced masses, for
the neutron and proton, respectfully. The second equality is generally made under the assumption
that fn ∼ fp and this is where the A2 enhancement for SI scattering originates. We note that the







is the quantity of interest for experimenters as it allows for comparison between detectors with
various target materials.











where G is the Fermi constant, J is the angular momentum of the target, an (ap) is the WIMP-
neutron (WIMP-proton) spin dependent coupling constant, and 〈Sn,p〉 is the spin content of the
target nucleus.
In an effort to put Eq. 2.13 into a useful form for calculating a specific rate we consider only the
SI independent contribution and integrate out the angular distribution. The angular distribution
must be integrated regardless unless the detector has the ability to measure it.










We can now use Eq. 2.16 and to manipulate Eq. 2.13 into a single differential rate. Then
plugging Eq. 2.14 into Eq. 2.13, and utilizing the relationship between the WIMP-nucleon cross














The integral on the right is over the WIMP velocity distribution in the lab frame starting at
the minimum velocity needed to induce a recoil, and we note that this is effectively a cut on the
recoil energy, Er.
Assuming the standard halo model for the WIMP velocity distribution we can employ the
Heaviside function, Θ, to truncate it at the galactic escape velocity, vesc, [38]:








Θ(vesc − |~v + ~ve|) (2.18)




















and σv is the velocity dispersion of the distribution. It should be noted in Eq. 2.18 the vesc and
~ve are measured in the halo frame whereas ~v, the WIMP-nucleus relative velocity, is in the detector
frame.
With the aid of Eq 2.16 we can evaluate the integral of the normalized WIMP velocity distri-
























































Using this result in Eq. 2.17, for (vmin + |~ve(t)| cos(θ)) < vesc, we are now in a position to
evaluate the recoil energy spectra and calculate WIMP-nucleon scattering cross sections. We will
refer back to this in Sec. 5.4.5.
2.2.4 Techniques and status of the field
Many groups use the scintillation light from liquid noble gases as their detection signal and the
best WIMP-nucleon scattering cross section limits, above a WIMP mass of ≈ 20 GeV, come from
these types of experiments. A simplistic description of this detection method is filling a tank with a
scintillating liquid and surround it with an apparatus that can detect the scintillation light. This is
an attractive approach because it scales to large sizes fairly straightforwardly because, as opposed
to ionization, the signal isn’t lost to diffusion over long drift distances, and these materials are self-
shielding. The main concern as these detectors get larger is the radio-purity of the target material,
and special facilities have been developed specifically for the manufacturing and purification of
these liquid noble gases.
Cryogenic crystals
Solid state crystal experiments operating in the sub-Kelvin range are capable of very low energy
thresholds and have excellent energy resolution. CDMSLite [7] quotes a threshold of 56 eVee and a
resolution of ≈ 9 eVee at 0 keV to 101 eVee at ≈ 10 keVee. According to the Debye law, there is a T3
dependance in the heat capacity of certain crystals and the idea is to exploit this for very low energy
measurements. CRESST [17], EDELWEISS [21], and CDMS [10] are all successful implementations
of this technique. It should be noted that ionization and scintillation are produced in addition to
phonons in these crystals, and the detection of more than one signal can be used for background
(electron) discrimination. EDELWIESS and CDMS, using a combined analysis, set a best upper
limit of 3.3 ×10−44 cm2 at 90 GeV.
Scintillating crystals
The DAMA/LIBRA experiment consists of 250kg of NaI(Tl) crystals, and to date they claim an
annual oscillating rate detection, which lies in the teal area in Fig. 2.6, with a significance of
9.3 σ which has been observed over 14 annual cycles [31]. It must be noted that many other
experiments have ruled out this parameter space and DAMA/LIBRA is set to further investigate
this signal using Photo Multiplier Tubes (PMTs) with higher quantum efficiencies [30]. The DM-
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ICE collaboration has deployed similar crystal-based detectors to the South Pole to confirm or rule
out the DAMA/LIBRA signal in the southern hemisphere, but to date no consistent signal has
been observed [23].
Superheated fluids (bubble nucleation)
This technique involves operating detectors at a temperature which results in a metastable state
in the liquid. An interacting particle will then deposit energy which can destroy this state caus-
ing bubbles to form which can be readout optically. These experiments have powerful electron
discrimination because they can simply set the temperature above that which allows low energy
events to cause a phase transition. There is also an acoustic signal accompanying the bubble nu-
cleation which can help discriminate α-particles from nuclear recoils, as realized by the PICASSO
experiment. SIMPLE [51], PICASSO [20], COUPP [28], and PICO [16] all operate using a liquid
variant with a large 19F content, which has an unpaired spin, allowing for constraints on the SD
WIMP-nucleon scattering cross section, see Fig. 2.7.
Liquid noble gases
Liquid noble gas detectors have several advantages: 1) Large nucleon number to take advantage
of the A2 dependance in Eq. 2.14 2) High scintillation and ionization yield allowing for good
background event discrimination and position reconstruction. 3) They are self-shielding which
easily allows a fiducial volume to be defined in the center. 4) They are readily scaleable, and this is
probably their biggest advantage. Setting the strongest limit is directly dependent on the exposure
of the detector. Realistically, the amount of time any detector will operate is a few years. This
leaves only the mass left to increase so the most straightforward strategy is to build large detectors
relying on a simple operating procedure, and these types of detectors excel in this regard. Liquid
Xenon is a popular target and is used by XENON1T, PANDAX [41], LUX [11] while others, DEAP-
3600 [15], MiniCLEAN [109], and DarkSide [111] use liquid Argon. A few experiments, including
DarkSide, use a dual-phase, liquid bulk and a thin gas layer at the end of the drift region, setup
which aids in electron discrimination. For more details see Refs. [26] and [74].
Currently, XENON1T claims the best overall limit at 7.7 × 10−47 cm2 with an exposure of 1042
± 12 kg × 34.2 days [19]. This is shown in Fig. 2.6 along with other major experimental results.
Many of the liquid noble experiments have plans for the next generation experiments consisting of
multi-ton fiducial volumes and, as a specific example, DarkSide-20k is aiming for a SI cross section
limit of 7.4 × 10−48 cm2 (6.9 × 10−47 cm2) for 1 TeV (10 TeV) WIMPs [3].
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Figure 2.6: Spin independent WIMP-nucleon scattering cross section limits (current). Taken from
Ref. [105].
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Spergel first mentioned the idea of using the highly anisotropic angular distribution of the WIMP
signal in the galactic frame as a means of studying dark matter in 1988 [103]. In pursuit of this,
several other advantages over traditional direct detection experiments have been realized. We
will first briefly discuss the neutrino floor, then what exactly is meant by the term “directional
detection”, and then we will go through the advantages of directional detection systematically. We
will close this section with a summary of current work being done in the field.
2.3.1 Defining and categorizing “directionality”
The orange area at the bottom of the plot in Fig. 2.6 is the result of solar, or atmospheric neutrinos,
coherently scattering off of target nuclei in terrestrial detectors. This represents an irreducible
background in detectors that measure only the event time and energy, and it is colloquially known
as the neutrino floor. While measuring this signal would be a wonderful achievement, it is not the
primary goal of dark matter experiments. And if the WIMP-nucleon cross section does lie within
the neutrino floor, we will need another way to discriminate the neutrino events from potential
WIMP events.
The double differential spectrum in Eq. 2.13 allows for input of angular information from a
recoil distribution in addition to the energy spectrum. Fig. 2.9 depicts an experimental event, an
ionization cloud, which has been reconstructed in 3D and orientated in some arbitrary coordinate
system. Generally a χ2-minimization is done, either with a line or some 3D distribution which can
assign a primary axis of travel. This event was recorded with a FE-I4B pixel chip, as discussed in
Sec. 3.2.3, and the color scale is proportional to the charge detected in each pixel. Each 3D box,
or voxel, measures 50× 250× 250 µm and the total event energy recorded is ≈ 1 MeV.
The head-tail signal
In order to fully describe and categorize directionality, we first need to introduce the concept of
the “head-tail”, or the “sense” measurement of an ionization distribution. Fig. 2.8 shows a 2D
projection of an event, again recorded with a FE-I4B pixel chip, where the color scale represents
the amount of charge recoded by each pixel. This is an image of the ionization cloud produced
by some nucleus inside one of our gas detectors, discussed starting in Sec. 3.2.1, recoiling from
a scattering interaction, likely with a neutron. What is clear in this image is that the recoiling
particle is moving horizontally across the plane of the pixel chip. However, what is not immediately
clear is if the particle is moving from right to left or from left to right.
The high resolution charge readout available with these pixel chips allows us to answer this
question by splitting the track into two pieces and determining which half contains more charge,
or which is half is the “head” and which half is the “tail”. This is discussed more in Sec. 2.4.1 in
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relation to the Bragg curve of the particle. For now we note that if a detector has this ability, we
say that it can measure the “head-tail” of a track. The importance of this measurement will be
discussed as we move through this section, and thesis, but the most crucial aspect is that without
this ability, there is a 180◦ ambiguity in the resulting angular distribution.
As will be discussed in Sec. 2.4.1, the method in which nuclear recoils deposit their energy in
a target medium is complicated and results in an uneven ionization distribution along the track.
At MeV energies, the distribution is relatively flat and this can be seen in a particle’s Bragg
curve, see Fig. 2.14 for an example. However as the particle loses energy the situation becomes
more complicated owing to effects like straggling, where the particle trajectory changes drastically,
and that the particle will lose a smaller proportion of its remaining energy to ionization. This is
somewhat of a benefit because in the areas of the track where the distribution is flat the head-tail
effect is small, and as the distribution becomes less isotropic the effect becomes larger. However,
there is also less overall charge to measure and this is why good energy resolution is needed. This
is currently being studied but an energy resolution of ≈ 20% is enough to for an efficiency of ≈


















Mean x   43.52
Mean y   168.8
Std Dev x   10.63
Std Dev y   8.139
Figure 2.8: Event head-tail. A 2D projection of an ionization distribution, recorded with a FE-I4B
ATLAS pixel chip, created from a recoiling nucleus induced via scattering with a neutron. We seek
to know if the nucleus is traveling from left to right, or from right to left. Equivalently, we are
seeking the “head-tail” information of the track. See text for discussion.
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Differences in directional detection capabilities
The idea of directionality is that angular distribution of many recorded events could be used as
another observable in addition to the energy and time of the event. This distribution could be
transformed into galactic coordinates and used as a discriminate for neutrinos originating from
the Sun, for instance. What is shown in Fig. 2.9 is the result of a directional detector with
what we will call “vector 3D ionization cloud (track) reconstruction” capabilities, and represents
the maximal amount of information that can be extracted on an event by event basis. However,
directional capabilities exist various levels of sophistication and we list them next, roughly in the
order of information per event which, for instance, has a direct correlation with the number of
events needed to reject an isotropic background signal.
Levels of directional capabilities (more information than event time and energy):
• Directional dependance on event rate - No track reconstruction capabilities, but a detector
with an asymmetric exposure or response would provide a different event count rate when oriented
along a line towards CYGNUS vs. a line perpendicular. This is all assuming, of course, that the
pitch and resolution are fine enough.
• 1D track reconstruction (with or w/o head-tail) - Minimal track reconstruction. Essentially,
any segmented 1D readout, a row of wires for example, would provide a 1D projection of an
ionization distribution. Alternatively, a non-segmented readout with a digitized readout would
provide reconstruction via the varying arrival times of the charge.
• 2D track reconstruction (w/o head-tail) - Allowing one angle, either θ or φ in Fig. 2.9, to
be measured with 180◦ ambiguity.
• 2D track reconstruction (with head-tail) - Allowing one angle to be measured with no
ambiguity.
• Axial vector 3D track reconstruction (w/o head-tail) - Allowing both angles, θ and φ in
Fig. 2.9, to be measured with 180◦ ambiguity.
• Vector 3D track reconstruction (with head-tail) - Allowing both angles to be measured with
no ambiguity.
2.3.2 Directional detection advantages and the dipole signal
When deciding which readout to outfit a detector with an optimization considering cost really needs
to be done. This is studied is detail in Ref. [24], and here we will simply describe some general
advantages. One important aspect of directional detection technology is the highly segmentation
of some of the readouts. Meaning that even without utilizing the angular distribution, the high
resolution track reconstruction produced by some readouts allows for powerful event discrimination.






Figure 2.9: 3D ionization distribution of a recoil event recorded in one of our detectors with an
FE-I4 ATLAS pixel chip. Each box measures 50 × 250 × 250 µm and the color is proportional
to the charge measured in each pixel. If an ionization distribution can be assigned a primary axis
then it can be deduced which direction the scattering particle was traveling.
If the event topology is used electron discrimination at even lower energies could be achieved, and
this is currently under study.
Once the information from the angular distribution is put to use many other avenues of study
open up. We list these roughly in the order of exposure while noting that not all levels of direc-
tionality, listed above, will allow for every topic listed below:
• Set more stringent limits than the neutrino floor would allow a traditional detector to set
• Isotropic backgrounds can start to be ruled out
• The dipole signal, described next, can be measured
• WIMP velocity distribution can be studied
• Particle interactions can be studied
When transformed into galactic coordinates, terrestrial backgrounds will appear isotropic, or
nearly isotropic. This is where the power of directionality really starts to appear because in galactic
coordinates the WIMP wind appears as a very distinct signal, which terrestrial could not mock.
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The dipole signal
As mentioned, because of the solar motion around the galactic center, and through the WIMP
halo, we perceive the particles coming at us as a ”wind”. If one plots the angular distribution
of the WIMP flux in galactic coordinates, left plot in Fig. 2.11, a striking signal appears. Since
the solar motion through the halo is in one direction, the flux of WIMPs appear to come from
this direction, from the constellation CYGNUS. The plot on the right of Fig. 2.11 shows what
an idealized detector with vector 3D track reconstruction capabilities would produce with Fluorine
recoils induced from WIMP interactions. The extra spread, compared to the original WIMP signal
on the right, is due to the scattering angle. This is known as the galactic dipole signal and is the
main draw of directional detection because of its high discovery potential and eventual need for
signal confirmation. As studied in Ref. [80], using the mean angle between the solar motion and
recoil directions, as few as 10 detected events could reject isotropy from a detected signal.
Figure 2.10: Left: Cartoon of the plane of the solar system relative to the solar motion in the
galactic plane. Right: Depiction of the lab frame rotating in galactic coordinates. The detector
frame rotates with the Earth but travels towards the constellation in the galactic frame, denoted
by the x in the plots in Fig. 2.11. Nuclear recoil tracks induced by WIMPs will also point towards
CYGNUS.
The high discovery potential for directional detection is a result of this superior background
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Figure 2.11: Left: 100 GeV WIMP flux above vmin to produce 25 keV Fluorine recoils. Right:
Angular distribution of the energy differential recoil rate for Fluorine recoils from 100 GeV WIMPs.
Plotted in galactic coordinates. Taken from Ref. [78].
rejection and it should be noted that traditional detectors lack the ability to resolve the dipole signal.
It should further be noted that without the head-tail measurement, and with a 180◦ ambiguity,
the plots in Fig. 2.11 would essentially be folded in half, mixing the anisotropic signal with the
isotropic background. This illustrates the importance a detector’s ability to measure the head-tail
signal. On an event by event basis a 2D detector with head-tail capability is more powerful than a
3D detector without it.
In addition to the discovery and signal confirmation potential, information from the angular
distribution of detected events could further be used to constrain the parameter space of specific
dark matter-nucleon operators [38] [64]. Directional information could also be used to study the
details of the WIMP velocity distribution, and test if we are inside of a dark matter hurricane [83].
Related to this, we refer back to the uncertainties in astrophysical quantities of the halo mentioned
in Sec. 2.2.2. Recently, hydrodynamical simulations of the baryonic halo content in Milky Way
type galaxies have shown that it can have a non-negligible effect on the halo structure itself. Large
deviations from the standard Maxwellian distribution have been seen [56].
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If it is the case that the velocity dispersion of the dark matter content of the halo is different
than we assume, then this would have (significant) implications for directional detection. Consider
if the dispersion were much lower, then the dipole signal would peak much more sharply and this
would mean that our detectors would have head-tail sensitivity with worse energy resolution. This
would result in money and resources being pooled into increasing the detector exposure rather than
striving for better energy resolution, which would not be used. On the other hand if the dispersion
were higher, then achieving the best possible energy resolution might be necessary to resolve the
dipole signal at all. As the directional detection effort continues, and grows, this optimization study
will need to be preformed to inform where the resources will be utilized most effectively. Next we
will discuss some current directional detection experimental efforts around the world.
2.3.3 Status of the field
Several directional detection experimental endeavors are underway and, while most involve gas Time
Projection Chambers (TPCs), there are other approaches. Emulsions are used by some groups, [66]
[42], allowing for resolution of ≈ 100µm recoil tracks, and the higher density allows these detectors
to be much smaller than gas TPCs. Other materials such as crystals, carbon nanotubes and even
DNA have be explored, [89] [37] [46]. Regardless of the material, the goal with all of the methods
is to image the recoil tracks. Gas TPCs can operate can various pressures, thereby allowing for
various recoil track lengths. And since WIMPs deposit such small amounts of energy, it is usually
necessary to operate these TPCs with low pressure.
DRIFT operates with a Negative Ion (NI) gas mixture at low pressure [101] and, is to the
author’s knowledge, the only underground experiments which has successfully demonstrated this.
The ionization is readout via a plane of Multi Wire Proportional Counters (MWPCs) and, as a
result is not able to be reconstructed in 3D and has lower position resolution than pixelized readouts.
They were, however, the first to demonstrate a method allowing for the absolute measurement of
the drift coordinate, z, as the result of what is normally undesirable. A leak allowed a small of a
”containment” gas to seep into the vessel and it was realized that this ”containment” was actually
drifting signal ionization to the readout in addition to the primary gas. These two different gases
drift the ionization at different speeds and will arrive at the readout at slightly different times and
this information can be exploited for an absolute z coordinate. This allowed for a background-free
dark matter run and resulted in an upper SD limit of 1.1 pb at a 100 GeV/c2 [25].
MIMAC is an electron drift TPC [79] [90] which uses a CF4 gas mixture aimed at a SD interac-
tion and reducing drift velocity while giving sufficient gain [77]. A Micromegas is used for readout
as full 3D track reconstruction is a primary goal, and larger detectors are planned.
NEWAGE uses electron drift in pure CF4 at low pressures, and has many R&D efforts. The
readout is an in-house designed micro-pixel-chamber, µ-PIC, which also uses GEM amplification,
discussed in Sec. 3.2.2. Performance studies show ≈ 40% detector efficiency and an angular
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resolution of 40◦ at 50keV [106]. They were also the first to produce a direction-sensitive dark
matter limit [81] with an underground run at Kamioka, and have since been able to produce plots
like the one the right of Fig. 2.11 with experimental data.
DMTPC was a low pressure CF4 TPC using electron drift with CCDs and low noise integrating
amplifies to measure both scintillation and ionization. They were the first group to measure to
full vector direction of recoil tracks using the head-tail measurement [47]. A 10 L prototype was
operated the WIPP underground facility and produced a SD scattering limit [9] but this effort has
since been abandoned.
NITEC [22], among other prototypes, is another effort using optical readouts for track recon-
struction. The CYGNO project, recently funded by INFN, will feature sCMOS cameras and PMTs
in a 1 kg gaseous TPC and will be housed at Laboratori Nazionali del Gran Sasso (LNGS).
The directional detection community is international and there is a board effort in combining
knowledge and resources into a large detector project, known as CYGUNS. With this in mind, we
will briefly discuss the attributes of an idealized dark matter detector.
2.3.4 The ideal detector
We can describe two different eras of dark matter detection simply as before and after it is discov-
ered in a lab. After discovery, it will be necessary to build detectors capable of extracting details
about the interactions themselves, which directional detectors are well suited for. However for
discovery, it might be thought best to keep on the current track on building larger liquid noble
gas detectors but this may be short sighted. Directional detectors can also aid in discovery by
needed fewer events because more information is contained per event. They will also be needed
for confirmation of cosmological origin should a discovery be made elsewhere. We summarize the
detectors attributes the ideal detector would possess for success both for and after discovery:
• Vector 3D ionization distribution (track) reconstruction
• High positional resolution
• Low energy threshold
• Good energy resolution
• Inexpensive
• High signal/noise ratio
• Easily scaleable
An effort is underway [24] to determine the most cost-effective way to build such a detector.
The most compact would employ some sort of pixel ASIC readout, wether it be a x − y strip
readout or some specialized pixel chip remains to be seen. What is clear is that without a readout
capable of the vector 3D reconstruction, the detector would have to be very large to achieve the
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same discovery power. In the end, it is the author’s view, that a customized pixel readout will be
needed. Our group currently uses ATLAS pixel chips, Sec. 3.2.3, which have 50 × 250 µm pixels
and a digitization rate of 40 Mhz. The benefit of a pixel readout is the low noise and threshold
which result in a high signal/noise ratio, but it is expensive. One important consideration is that
large areas, ≈ 1 m2 or ≈ 10 m2, need to be instrumented for this to be a competitive method, and
this likely means lower resolution pixels will need to be developed.
It is also not clear what the exact detector target should be. Negative Ion (NI) gases, Sec.
2.4.2, essentially increase the ability to retain directional information through longer drift distances
by diffusing the primary ionization cloud less than electron gases. However, it is not obvious that
the required gain or gain stability can be achieved. If NI gases are employed the readout will
have to compensate for the very different drift velocities, a factor of 103 lower than electron gases.
All of this leads to the conclusion that the ideal detector would have a pixelized readout with ≈
mm2 pixels with an adjustable digitization rate to allow for NI drift, and a gain stage which takes
advantage of charge avalanching, Sec. 2.4.3, to allow for a high signal to noise ratio.
We will now go through an overview of relevant detector physics and phenomena before moving
to experimental work and analysis.
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Figure 2.12: Comparison of new directional detector concept with existing limits. The red lines
represent a proposed directional detector discussed in Ref. [24]. The concept detector target
material is a mix of SF6, which allows for negative ion drift, and Helium, which allows for low
mass reach. The different modes, ”search mode” and ”directional mode”, correspond to different
proportions of Helium. In the search mode less Helium is used to increase exposure, while in
directional mode more Helium is used to extend the low mass reach further. The live time here is
three years. Used with permission.
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2.4 Detector physics
2.4.1 Interactions of radiation with matter
Different radiation types generate specific detector responses, largely energy dependent, that allow
them to be identified. This Sec. will briefly summarize relevant radiation types along with their
corresponding detector signatures.
X-rays and γ-rays
Fig. 2.13 shows the total photon cross section as a function of photon energy in Carbon (top) and
Lead (bottom). We will discuss the three main regions of interaction in terms of increasing photon
energy.
Photoelectric absorption
Starting below ≈ 100 keV, as the photon energy approaches atomic binding energies, the photo-
electric cross section becomes dominant. A photoelectric absorption is an interaction between a
photon of sufficient energy and an atom which absorbs the photon by emitting a bound electron,
usually from the most tightly bound K-shell electrons, called a photoelectron. If a photon has
excess energy, above that binding the electron, the remainder will be carried off as kinetic energy
with the photoelectron which will then move through the detector creating ionization.
After emitting a photoelectron the atom is let in an excited state and will de-excite via a
rearrangement of the remaining electrons and, as a result, a series of characteristic X-rays can be
emitted. These X-rays will have energies specific to the difference in binding energies of the atom.
Generally, they continue to move through the detector until they are absorbed, releasing more
photoelectrons which ionize, until the original photon energy has been completely transformed into
ionization. This ionization can then be collected and a measurement of the original photon energy
can be preformed. It should be noted that some of these characteristic X-rays, with UltraViolet
wavelengths, are called fluorescent and detectors exist that explicitly measure these.
The different binding energies can be seen on the left side of the plots in Fig. 2.13 as sharp
peaks, referred to as a K-edge, or whatever shell has been vacated, and we can understand these
by following from higher to lower energy (right to left). As the photon energy decreases and gets
closer to the binding energy of the shell, the probability that it will interact steadily increases until
the photon energy becomes lower that the binding energy, at which point the electron can no longer
be ejected and the probability sharply decreases.
Interactions involving bound electrons can be complicated and often involve more than one
specific process. For instance there is a certain probability that one of the X-rays, produced in
the above situation, can leave the sensitive volume of the detector before it is absorbed resulting
in a measured energy lower than that of the original photon being measured. This lower energy
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Figure 2.13: Total photon cross section as a function of photon energy. Figures taken from [105].
will be equal to the original energy of the photon minus the binding energy of whichever electron
was ejected and is called the escape energy, or escape peak, referring to the X-ray that escaped the
detector.
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In addition to an X-ray escaping the detector, there is a certain probability that one will not
be produced at all. An excited atom, with a vacant K-shell for instance, will de-excite via a higher
energy shell, more loosely bound, electron ”falling” into to vacant position and this usually results
in a X-ray being produced. However, it is possible for the ”falling” electron to give a kinetic kick to
an even higher energy shell electron ejecting it from the atom. These Auger electrons will continue
to ionize in the detector and are a subject of study in spectroscopy in their own right.
Compton scattering
As the photon energy increases so does the probability of Compton scattering, and this interaction
is prevalent among γ-ray energies from typical radioactive sources. An electron, generally regarded
to be at rest, can scatter a photon through an angle θ and recoil, in the process, extracting energy
from the photon. Since all angles are accessible, a large portion of the photon energy can be
transferred to the electron and the change in trajectory can be drastic. The following formula






where hν and hν’ are the original and scattered photon energies, respectively, θ is the angle
between the original and scattered photon path, and m0c
2 is the rest mass of the electron. In
general, the probability of Compton scattering increases linearly with the number of electrons the
atom contains, Z, and falls off with increasing photon energy.
Pair production
As the photon energy increases beyond twice the rest energy of the electron, 1.022 MeV, the
production of an electron and a positron becomes kinematically possible. However, the probability
remains fairly small until the photon energy reaches several MeV. Once the electron and positron
are produced they travel, on average, a few mm in the target material before losing their energy to
ionization creating an energy peak of the photon energy minus twice the rest energy of the electron
and, for this reason, pair production is an important mechanism for γ-ray detectors.
For instance, in a Positron Emission Tomography (PET) scan a patient is placed into the center
of a series of γ-ray detectors which are arranged into a circle. Prior to the scan the patient has
been injected with a substance that releases γ-rays with an energy such that the probability of pair
production is high. In areas of high metabolic activity, such as certain cancers, this substance will
accumulate emitting a higher rate of γ-rays than surrounding areas with a lower metabolic rate.
These γ-rays are then detected by multiple detectors which help to localize the ”hot spot”. This
is usually done in conjunction with a Computed Tomography (CT) scan to show where the high
radioactive areas are in relation to anatomical structures.
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Charged particles and nuclear recoils
There are many ways to categorize how charged particles interact with matter. A common way
is to talk about heavy charged particles, i.e. α-particles, separately from recoiling nuclei that are
induced from collisions with uncharged particles, and this certainly makes sense, however we will
take a different perspective. Consider a detector filled with Helium as a target material that is
exposed to a neutron source, many ionized recoiling Helium nuclei will result. Since ionized Helium
(4He) nuclei are α-particles, we will talk about heavy charged particle interactions under the guise
of nuclear recoils. This is not done arbitrarily. Since WIMPs have no electric charge, the result
of their interaction with a detector target will appear as any un-charged particle interaction. We
can then define two categories of a neutral particle interacting with a detector target medium:
1) Coherent scattering with detector target nucleus (neutral particle-nucleus scattering), and 2)
Neutral particle-electron scattering. We will discuss both of these interactions.
Nuclear recoils
Charged particles that are highly relativistic, β = v/c ≈ 1, will lose most of their energy to radiative
effects, Bremsstrahlung and Cherenkov radiation. Given that the galactic rotation speed is ≈ 10−3c,
and WIMPs move non-relativistically there should not be any recoils in this energy regime that are
of interest for dark matter detectors and these effects will not be discussed further.




















Here v and ze are the ionizing particle velocity and charge. N and Z are the target medium
number density and atomic number, and m0 and e are the electron rest mass and charge, respec-
tively. This is generally valid while the velocity of the ionizing particle is much larger than the
speed of the orbiting electrons in the material being traversed. One further assumption is that all
of the energy loss of the ionizing particle is due to interactions with electrons, electronic stopping,
as opposed to interactions with other target nuclei, nuclear stopping, and this is generally the case
until lower energies are obtained.
Via many Coulomb interactions a charged particle will leave a trail of ionization which encodes
its nature. This trail is referred to as an ionization cloud or a recoil track. The term −dE/dx
is called the specific energy loss and we note some major features. For a given velocity, the z2
in Eq. 2.23 results in heavier nuclei experiencing much greater charge loss. The v2 will generally
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result a much lower energy loss for faster particles but, as a result of the logarithmic term, there
is minimum specific energy loss that high velocity particles will approach. These are appropriately
called minimum ionizing particles and will leave clusters of ionization with ”empty” spaces in-
between as they skip through a detector media. The author thinks of these as the skipping stones
of particles. To understand further details a specific example will be considered, the α-particle.
Doubly ionized and possessing an energy in the MeV range, α-particles can deposit a large
amounts of energy in short distances. Interactions occur with many target atoms simultaneously
and the net result is a decrease in the velocity of the α-particle. The interactions include raising
electrons to higher energy levels, atomic excitation, or complete removal of electrons from the atom,
ionization. In addition to being ionized, some of the electrons will also receive large amounts of
kinetic energy and will continue to produce additional ionization. These electrons are called delta
rays and can travel in directions away from the track, but since they originate from the track, this
can result in clusters of ionization forming along it.
The Bragg curve of a particle is a plot of the specific energy loss vs. the distance traveled.
Fig. 2.14 shows an average Bragg curve for ≈ 5.3 MeV α-particles in atmospheric pressure ArCO2
(70:30), and it is essentially a demonstration of Eq. 2.23. If one were to superimpose the Bragg
curve for a single α-particle on top of Fig. 2.14 differences would be seen in the actual distance of
travel and total energy deposited. These differences are referred to as straggling both in distance
and energy, respectively [50]. It is a result of the fact that individual particles will undergo slightly
different microscopic interactions, and is statistical in nature, so even a beam of mono-energetic
particles will result in a distribution of energies deposited and distances traveled.
As an α-particle travel through the media, the amount of energy loss increases, but that loss
distribution also spreads out because of straggling. Then, near the end of the track, the amount
of energy loss sharply decreases, associated with a narrowing of the loss distribution, because of
the now very low energy of the particle. The peak in Fig. 2.14 is associated with the particle
accumulating charges as it slows which results in the sharp decrease in energy loss. Generally,
particles with higher Z will start to accumulate charge at lower energies as a result of the specific
energy loss being higher.
As mentioned, as the energy becomes lower the Bethe model begins to fail and corrections
need to be considered. For ≈ 0.01 < β < 0.05, no satisfactory model exists and the simulation
tool Stopping and Range of Ions in Matter (SRIM) [61] is standardly used. Once β < 0.01 and
the velocity of the charged particle becomes similar to that off the orbital electrons in the target
material the Lindhard, Scharff, and Schiott (LSS) formulation based on a Thomas-Fermi atomic
model becomes valid for estimating the total stopping power [95].
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Figure 2.14: Bragg curve for α-particles, ≈ 5.3 MeV, in ArCO2 (70:30) at atmospheric pressure
generated with SRIM [61].
Electron recoils
Due to the mass matching between a primary ionizing electron and the orbital electrons in the
target material it is interacting with, a much larger fraction of its energy can be lost in a single
collision compared to heavy particles. The paths that result from this involve drastic changes in
trajectories and rarely follow a straight line, and a similar formula to Eq. 2.23 can be derived [50].
Radiative processes can occur for fast electrons and scale with the electron energy and Z2, where
Z is the target material atomic number.
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In general, electrons will lose energy at a much lower rate than heavy particles and travel greater
distances. Although the range for heavy particles is fairly well defined, it is not for electrons due
large differences in the track trajectories. An absorption coefficient can be defined as it relates
to the count rate of electrons with and without an absorber material present, and range can be
inferred from this.
2.4.2 Diffusion, drift, and the advantage of Negative Ion (NI) gases
In this section we will talk about movement of the primary ionization cloud once it has been
produced via the initial interaction. Most particle detectors which rely on ionization must generate
an E-field to move the charge to the readout. During this process the ionization will diffuse away
from its initial shape, slowly losing information, and this is a limiting factor for directional detection
with gaseous TPCs.
Drift velocity and diffusion
As mentioned, diffusion of the primary ionization cloud is one of the fundamental limitations of
directional detection and every effort to suppress this effect should be considered. Essentially, if
the diffusion grows beyond the length of the original recoil track, if any direction, then the primary
axis can not be properly assigned to the ionization cloud. At this point we say that the directional
information has been lost. From elementary kinetic theory we know that, due to their small mass,
electrons at a given temperature will have a much higher, ≈ ×1000, diffusion coefficient than the
corresponding ions. This substantial decrease in diffusion would allow the drifting distances in
directional detectors to be increased, while still retaining vital track information, by a substantial
amount. For instance, if the drift distance were able to increase by a factor of 10 while using the
same readout then 10 more detectors could be built for the same price.
The drift velocity, vd, is used to describe the average motion of a charge undergoing many




τ = µE (2.25)
where τ is the average time between collisions, E is the field strength, and e and m are the
drifting particles charge and mass, respectively. The second equality relates the mobility, µ for
completeness. Essentially, the drift velocity is a macroscopic result of averaging out the random
motion resulting from the many collisions occurring along the drift path resulting in a net motion
along the E-field direction.
At thermal energies, or in the zero-limit of E-field strength, the diffusion coefficient, D, obtains







where T is temperature and k is the Boltzmann constant. As the field strength is increased
deviations from this limit occur and, due to the low electron mass, they can be substantial for
electron drift gases. Because the drift field increases the energy of the particles, the longitudinal
diffusion along the drift direction, z, will always be greater than the transverse diffusion across the
x− y plane, it is the primary concern.
Using the diffusion coefficient, D, we can describe the variance of the distribution, which follows
a Gaussian, by:




where t = L/vd and L is the drift distance and  is the energy of the drifting particle. We can
note that for an ideal gas at a given temperature, a less massive particle will have a higher velocity
and spend less time in a given position. From Eq. 2.27 we can see that the diffusion coefficient is
higher for particles spending less time in a given position, hence particles with lower mass diffuse
more. For deviations from thermal diffusion it is typical to replace  with k = 2/3 which is the
characteristic energy of the drifting media [100]. We note the thermal limit for σ2 occurs when




= 0.0257V × L
E
(2.28)
where the second equality is at STP for reference.
Negative Ion (NI) gases
Because of the low velocity of the WIMPs, we expect relatively low amounts of energy, ≈ keV,
deposited in our detectors. From a directional detection point of view, this means that many of
the recoil tracks will be short, ≈ mm long. The shorter the recoil track the harder it is to assign a
primary axis of travel. We want to make these short, low-energy recoil tracks as long as possible,
in order to extract the most directional information per keV as possible. The way this is done in
a gas detector is to lower the pressure, and this is where the idea of low pressure gas TPCs for
directional dark matter arises. However, the lower the pressure is, the more the primary ionization
cloud diffuses. This diffusion also makes it harder to assign a primary axis of travel.
The fundamental idea behind a NI gas is that the primary ionization attaches itself to highly
electronegative atoms, or molecules. These negatives ions then transport the charge along the
direction drifting E-field. Owing to the substantial increase in mass of the charge carriers, the
diffusion is reduced. The negative ion then reaches the amplification stage where the electron is
stripped off and avalanche multiplied, which is described in Sec. 2.4.3, into a macroscopic charge
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signal and passed along to the readout. The details of the avalanche multiplication in NI gases are
not well understood, and are currently being researched by multiple groups as discussed in Sec.
4.5.
There has been some work showing that the longitudinal diffusion in 40 torr of Sulfur Hexaflu-
oride (SF6) remains at the thermal limit for drift fields up to ≈ 800V/cm [87]. This is encouraging
because it implies that directional information could be retained for sub-mm tracks drifting 10s
of cm. However, achieving high avalanche gain with stable conditions remains an issue with these
gases, as is discussed in Sec. 4.5.
2.4.3 Ionization avalanching
This section is a general discussion of the electron avalanching phenomenon in gases which we will
refer back to in Chap. ??.
Gas gain, or electron avalanching or avalanche multiplication, is an important phenomenon
in particle physics as many different types of detectors are based on it. Generally, the incident
particle energy, and hence the number of ion-pairs in the primary ionization, is low enough that
some amplification is necessary before the signal can be passed to the readout electronics. In gaseous
detectors the process of charge avalanching, which is also referred to Townsend avalanching, can
be taken advantage of. In a strong enough E-field, drifting electrons can gain enough energy to
overcome the ionization potential of the gas. Once this energy is surpassed inelastic collisions with
neutral target atoms will produce secondary ionizations. This process is exponential, Eq. 2.29, since
one electron can ionize many neighboring atoms, and the resulting signal can become macroscopic
and passed along to the collection area of the detector. Fig. 2.15 is a cartoon of the avalanche
process in a uniform field which will be studied throughout this thesis.
As shown in Fig. 2.16, this process has different operating regimes based on the strength of the
E-field, ranging from no secondary ionization to uncontrolled avalanching, i.e. sparking. Sparking,
in addition to damaging equipment and creating unwanted noise, breaks down the E-field and causes
detector dead-time and if the rate of sparking is high enough the detector becomes inoperable, so
this must be controlled.
In order to measure the energy of the incident particle detectors need to operate in what’s known
as ”proportional mode” where the number of electrons after avalanching is proportional number
created during the primary ionization. This is the depicted in Fig. 2.16 and is the region of study
here. At lower field values secondary will not occur and lower still, the primary ionization starts
getting absorbed so part of the original signal is lost. At higher fields, the number of secondary ions
created in the avalanche can become large enough to inhibit the avalanche itself and this introduces
nonlinear effects and the resulting pulse will not be proportional to the primary ionization in all
cases. If the field is increased further still then the number of positive ions produced becomes large
enough to change the field value below the threshold for avalanching to occur. This process is
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Figure 2.15: Illustration of the avalanche process. Taken from Ref. [92].
self-limiting and results in an equal magnitude pulse regardless of the amount of primary ionization
and it is known as the Gieger-Mueller mode of operation [50].
In addition to creating secondary ionization, electrons colliding with neutral target atoms can
also put them into simple excited states. These atoms will then return to their ground state by
releasing X-rays or UV photons which then further ionize the outer shells of other atoms, and thus
do not contribute directly to the avalanche. This ”extra” ionization is undesirable in a proportional
counter because it can lead to unpredictable pulses and a loss of proportionality. The way to control
this effect is to minimize the amount of X-rays and UV photons the gas can produce and this can
be accomplished by adding a molecular gas, CO2 for example, with many degrees if freedom, i.e.
vibrational and rotational modes, to the target gas. This molecular gas is known as a quenching
gas [50].
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where n is the number of ion-pairs and r is the path length of the avalanche, is known as the
Townsend equation [50]. The parameter α is known as the first Townsend coefficient and describes
the fractional increase in the number of electrons per unit path length. In general, α is a function
of the reduced field, Ep , where p is the gas pressure and has a value of zero if the field is below
the value to create secondary ionizations. Note that some authors, [18], write this as EN , where N
is the gas density, for generality. The Townsend equation predicts that the number of electrons
produced in the avalanche will increase exponentially with the distance. The gas gain is defined to
be the ratio of secondary to primary ionizations, G = nn(0) , and regardless of the exact form of α






where r1 and r2 are where the avalanche begins and ends, respectively. Our goal, then, is to
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understand α and a summary of the classical argument in Ref. [18] follows.
Let λr be the component of the electron mean free path length along the electric field direction.
Additionally, let λi be the mean free path length along the field direction the electron must travel in
order to produce an ionization, or ionization path length. So, if λr > λi a secondary ionization can
occur. In a gas with no E-field, the distance between any two consecutive collisions of electrons and
target atoms has an exponential distribution, [43] [48], which is a result of the velocity distribution
being a Maxwell-Boltzmann. An alternative way to define the first Townsend coefficient, α, is the
number of mean free paths per unit length along the E-field direction weighted by the probability








The energy gained by the electron is equal to the charge of the electron, e, multiplied by the
E-field integrated along the ionization path λi. If we neglect the energy differences from elastic
scattering along the path, which should be small compared to the ionization potential, Vi, of the
gas, and we assume that the E-field is constant we can write:
eEλi = eVi (2.32)
This turns out to be valid over a wide range of detector operating parameters. And it remains
a valid approximation in proportional counters, where E ∼ 1r , the field only varies ≈ 10% from
when the avalanche starts until the charge is collected on the wire [18]. Now if N and Q are the




If we finally assume that:
Q = C(E/N)m (2.34)
where C and m are dependent on the gas and 0 ≤ m ≤ 1 then we can substitute Eq. 5.1 into
















where K = hC and L = hCVi are experimentally fitted parameters, and h is ratio of λr to the
full mean free path of the electron who’s value is ∼ 1 in an avalanching strength E-field. It turns
out that many of the historical, empirically determined formulas are simple manifestations of Eq.
2.35, specifically, where they take on different values of m.
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Diethorn’s assumption was that α ∼ E , or that m = 1, [50] [45], and Williams and Sara used











where A and B are K and L, respectively, and note that BA gives back an “effective” ionization
potential of the gas. There are other parameterizations of αN with varying values of m, see Table 1
in Ref. [18].
What Eq. 2.35 tells us is that as m is scaled from 1 to 0 the reduced Townsend coefficient goes
from a simple linear dependence on the reduced field to an exponential dependence, and all values
of m seem to work well within limited ranges of the reduced field with a constant field. Indeed,
in the operating range of any single detector, taking m = 1 is a valid assumption and allows for a
very intuitive interpretation of the data, see Eq. 4.1, however, as we’ll see in Sec. 4.3.2, once the
parameter space is broadened the more general approach of Eq. 2.36 will be needed.
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CHAPTER 3
DETECTOR PROTOTYPES IN HAWAII
3.1 Motivation for the Directional Dark matter Detector (D3) pro-
totypes
Directional detection is still in its infancy as a field, and many of the ideas are either in, or just
advancing out of, the proof-of-concept stage. Small prototype detectors allow us to evaluate these
ideas and determine which are viable, and which need rethinking. This chapter will discuss the
various small prototypes used for gain measurements at the University of Hawaii. This chapter,
including the design and construction of prototypes, and the next chapter, including all gain mea-
surements and analysis, represent the core of the author’s work.
Because of the low relative velocity between our detector target and incoming WIMPs, the
resulting low-energy recoil ionization tracks will be short, on the order of a few mm. We operate
Time Projection Chambers (TPCs), to be described in Sec. 3.2.1, with low pressure gases in an
effort to make the low-energy tracks as long as possible. Our TPCs use Gas Electron Multipliers
(GEMs), described in Sec. 3.2.2, and pixelized charge readout, discussed in Sec. 3.2.3. This results
high resolution vector 3D ionization cloud (track) reconstruction with no noise, see Figs. 2.9, 3.4,
2.8, and appendix D for examples.
3.2 Principle of detector operation
3.2.1 Time Projection Chambers (TPCs)
A Time Projection Chamber [76] (TPC), in the most basic sense, is an ionization chamber. A
incoming particle enters the target medium and interacts, and this interaction produces some
primary ionization. This ionization is then drifted, in an electric field, to some sort of readout
device and, depending on the readout, various measurements of the interaction can be made. Fig.
3.1 shows a schematic of one of our prototypes, where the readout is a pixel chip. The GEMs,
discussed in the next section, are for amplifying the charge signal to a macroscopic level. The
cathode, along with the field cage rings produce the E-field which is responsible for drifting the
charge down to the GEMs.
Specifically, a TPC is a sophisticated extension of the Multi-Wire Proportional Chamber (MWPC).
In a MWPC a layer of fine pitch wires is placed in a plane perpendicular to the drift field which
allows for position measurement in the wire plane. In addition to this a TPC records and digi-
tizes the ionization signal and its arrival time as it encounters the wires. Using the drift velocity
of the medium, the timing information can be reconstructed into a relative z coordinate. So a
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TPC “projects” the z coordinate onto the wires. This allows for 3D reconstruction of events inside
the detector and, depending on the resolution of the readout, can provide exquisite detail of the









































Figure 3.1: A schematic for our prototypes and definition of the coordinate system used for pixel
chips measurements. During gain measurements the pixel chip was replaced with an aluminum or
copper plate. The dimensions are not to scale for clarity.
3.2.2 Gas Electron Multipliers (GEMs)
GEMs [91] take advantage of the ionization avalanching process discussed in Sec. 2.4.3 and consist
of a composite grid of two metal layers separated by a thin insulator. Generally, the composite
layer is framed inside a rigid insulator and electrodes are attached to the two metal layers, see Fig.
3.2, allowing for an E-field of avalanching strength to be established.
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Depending on the thickness of the GEM, they are manufactured differently. Thin GEMs, usually
50 µm thick, are coated with photoresist, exposed to light through a mask, and then the metal is
acid etched from both sides until through holes are created. As the thickness increases the holes
can be drilled through with tiny drill bits.
Based on the authors experience, thicker GEMs are easier to work with and much more robust
as the thin GEM foil can easily be distorted. Attaching leads to the electrodes is also more difficult
with thinner GEMs and it is usually beneficial to create an additional rigid frame to mount the
voltage leads to. However, thinner GEMs are able to maintain a much higher field and, generally,
achieve better resolution than thicker GEMs. Two types of GEMs were used in the D3 prototypes
and their details are in Table 3.1.
Figure 3.2: Left: A thin GEM used in our prototypes. Note the two electrodes off of the right side
for powering each side of the GEM. Right: Garfield simulation of electron avalanching in a thin
GEM.
Table 3.1: GEMs used in D3 prototypes.
GEM type Thickness (cm) Active area (cm) Hole diameter (cm) Pitch (cm)
Thin GEM 0.005 5 × 5 0.007 0.0014
THGEM 0.04 5 × 5 0.03 0.05
3.2.3 Charge readout via ATLAS pixel chips
Pixel chip operational details
After the GEMs produce a macroscopic charge signal, it can be detected with an ATLAS pixel
ASIC (“chip”). Both the ATLAS FE-I3 and FE-I4B pixel chips were used in different prototypes
43
and exhaustive details about them can be found in Refs. [2] and [40]. The active area of the chip is
divided into small pixels, see Table 3.2, each consisting of an integrating amplifier, a discriminator,
a shaper, and associated digital controls. The chips sample at a frequency of 40 MHz and operate
in what’s known as self-trigger mode, which is defined next. The definition of charge being detected
is that at least one pixel goes above threshold, which is adjustable, and this self-trigger generates
a serial stream that encodes the x − y position, arrival time, and amount of charge collected for
each pixel that is over threshold for the next number of cycles of 25 ns each. The number of clock
cycles to be read out can be adjusted, for FE-I3 it was up to 16 while the FE-I4B can operate with
16 or 256. The time over threshold, ToT, is used to measure to amount of charge that is collected
to 4-bit precision, in both chips.
The chips have several tuning scans that can be preformed along with a small injection capacitor.
To relate the ToT to the actual charge detected a ToT calibration is preformed. This scan records
the mean ToT value for 200 injections of charge, in internal chip units, into each pixel. This is done
for 13 different values of charge (chip units). Then the mean ToT for all of the pixels is computed
for each of the 13 values. The internal chip unit of charge is converted into an electron charge
using a conversion unique to each chip. Finally, the computed ToT is plotted against the converted
electron charge to give a relationship between the two quantities.
There is a similar scan to set the threshold of the chip where the user selects a desired threshold.
Charge is injected to each pixel multiple times and is averaged for each pixel, and then for the entire
chip. The threshold is generally chosen to be as low as possible without allowing any pixels to self-
trigger on undesired noise.
Figure 3.3: ATLAS pixel chips. Left: FE-I3. Right: FE-I4B. See text for descriptions.
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Table 3.2: ATLAS pixel ASIC “chips” dimensions.
Chip Active area (cm) Number of pixels Pixel size (µm) Column × row
FE-I3 0.72 × 0.80 2880 400 × 50 18 × 160
FE-I4B 1.68 × 2.0 26880 250 × 50 80 × 336
Event reconstruction
Event reconstruction is as follows: The primary ionization cloud drifts in an E-field created by
the field cage. The primary charge is avalanche multiplied by a GEM layer, which could consist
of a single or multiple GEMs, and detected by an ATLAS pixel chip which starts the digitization
procedure described in Sec. 3.2.3. The x − y coordinates of the events are defined by the row
and column number of the incident pixel and multiplied by their corresponding dimension. The z
coordinate is quantized into 250 µm segments defined by 25 ns time-bins and the drift velocity of
the target medium. The events are then readout out using the the appropriate DAQ system and
controlling software, [107].
Performance
Since the drift velocity in the gas is known then the timing information can be converted into a
relative position in the drift direction, z. Relative is mentioned because the because the digitization
starts only when the event is self-triggered, so the time, hence position, is only known relative to
the start of the event. There are methods to get the absolute z position including using the different
drift velocities of different gas species [25], and, in our case, using the high granularity of the pixel
chip itself [72]. This is a crucial development allowing for full 3D fiducialization, which allows
for complete background rejection, which is necessary in the search for dark matter, and will be
exploited in Sec. 5.4.2.
Fig. 3.4 shows the FE-I4B readout plane with three separate events, from experimental data,
superimposed. The event discrimination here is evident not only by the amount of ionization
detected, the color scale, but also by the track length and topology. The long track going across
the entire plane of the chip is from a 210Po α-particle which deposits MeV amounts of energy in
the detector. These mono-energetic particles are useful for monitoring detector stability and are
easily rejected based on their tracks crossing the edge of the fiducial volume.
The other longer track, that is fully contained to the plane of the chip, is a Helium nuclei
recoiling from an interaction with a neutron. Nuclear recoils are distinguished from the through-
going α particles by requiring them to be fully contained to the plane of the chip. Also, due partly
the limited momentum transfer in the collision, nuclear recoil energies are typically less (much)
than MeV scales and, as a result, these recoils lie closer to the Bragg peak. The recoil shown in
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Figure 3.4: FE-I4B readout plane featuring three superimposed events. Top left: An electron recoil
≈ 70 keV. Top right: Nuclear recoil ≈ 500 keV. Bottom: An α-particle ≈ MeV. Color is the TOT
(charge) scale, red is more, blue is less.
Fig. 3.4 deposited an energy in the detector of ≈ 500 keV, and there is a clear difference in the
amount of charge deposited on one end of the track vs. the other displaying the head-tail signal
discussed in Sec 2.3.1.
The third event is an electron recoil and their discrimination against nuclear recoils is what
limits the low mass WIMP reach of these detectors. The one displayed is ≈ 50 keV but at lower
energies these begin to look identical to nuclear recoils. A future study will likely use the full 3D
event topology as the electrons tend to lack a continuous ionization distribution due to the erratic
nature of their tracks.
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3.2.4 Pulse-height measurement device
For the gain measurements, discussed in Chapter 4, the pixel chip was replaced with a metal plate
as a charge collection device. This was then connected via an amplifier chain to a multi channel
analyzer operating in pulse-height mode. This is detailed in Sec. 4.2. This is done to study the
gain process itself without any additional noise accompanying the pixel chip and readout. This
gain measurement, and the corresponding gain resolution measurement, serve as benchmarks for
detectors operating with GEM amplification should strive for.
3.3 General prototype design and features
3.3.1 D3 - overview and naming scheme
D3 was envisioned to be a 1 m3 directional dark matter detector. With that in mind, we have
adopted the following naming scheme for our prototypes: The dimensions of the FE-I3 chip are
≈ 1 cm2, and with a 1 cm drift gap results in a ≈ 1 cm3 fiducial volume. This is 1×10−6 of 1
m3, the volume of D3, so this prototype is called D3 - Micro. The next prototype employed the,
≈ 4cm2, FE-I4B chip with a larger drift gap and is called D3 - Milli. Each prototype also underwent
iterations, i.e. there was a major structural change or repurposing, these are denoted as stage 1,
stage 2, and so on.
Although the material, orientation, and dimensions vary between the detectors under discussion,
they all have a drift region, GEM amplification region, and a collection region, see Fig. 3.1 for a
cartoon of a setup and Table A.2 for specific dimensions. Prototypes with multiple GEMs have a
transfer gap between the GEMs. The numbering scheme for all quantities is as follows: The item
with the highest absolute potential is numbered 1, the next highest is numbered 2, and so forth.
For instance, in the triple GEM setup, GEM1 has a higher potential than GEM2 which has a higher
potential than GEM3. The gap between GEM1 and GEM2 is transfer gap 1 and the gap between
GEM2 and GEM3 is transfer gap 2. Transfer gap 1 is at a higher absolute potential even though
it may have the same field as transfer gap 2, and if there is only a single transfer gap the number
is omitted.
3.3.2 Mechanical support structure
All prototypes consisted a of Delrin, acetal, support structure, the white or off-white pieces in Figs.
3.7, 3.8, 3.9, and 3.10. For all prototypes, an aluminum baseplate was used as a foundation to
mount the Delrin support structure to. Holes were tapped into the baseplate allowing either 0.25”
or 0.125” threaded Delrin rods to be inserted. Flat, ≈ 2 mm thick, Delrin pieces were machined
as mounts for the various GEMs and mesh, if needed. The GEMs, and the GEM HV leads, were
then attached with small nuts and bolts to the thin Delrin pieces. These assembled pieces were
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then mounted to the threaded Delrin rods fixed to the baseplate. All distances along the threaded
rods were fixed by the use of small Delrin spacers which were machined to our specifications. All
field cage rings, the anode, and the cathode were held apart via these spacers as well. Once all
the parts were “slid” onto the threaded Delrin rods, the entire structure was “squeezed” together
by tightening the appropriate size Delrin nuts down the rods onto the structure. All prototypes
were assembled in a clean room and then transported into vacuum vessel where all feedthrough
connections were assembled.
A note on material choices
With gas detectors, in general, low outgassing materials are sought after. In our case, the gain is
sensitive to impurities at the ppm, or ppb, level so we try to adhere to the NASA low outgassing
materials guide [67] when choosing materials for detector components. As mentioned above, white
Delrin is used for all structural support aside from an aluminum baseplate. Low outgassing Teflon
or Kapton coated wire was used all HV connections. Teflon seems to perform better over time as
the Kapton becomes very brittle and tends to crack. Kapton tape is used liberally around the GEM
and other HV leads, but outgassing is seen to increase when large amounts of Kapton are introduced
so its use should be limited to the tape. A general, maybe obvious, statement on material usage is
that, unless using more material serves a necessary operational or scientific purpose, less material
should be used.
3.3.3 Vacuum vessel
All of the prototypes were housed in a stainless steel vacuum vessel, see Fig. 3.5, that was custom
manufactured by Huntington Mechanical Laboratories. The internal dimensions are ≈ 45 × 15 cm2,
height × radius, or ≈ 30 Liters in volume. The collar features six KF-40 ports symmetrically
arranged around the vessel, and there is another KF-40 port located on the lid all which use Viton
o-rings. All of these allow for a variety of different feedthroughs and devices to be connected.
3.3.4 Gas system
0.25” stainless steel tubing with Swagelok fittings and valves were for all gas inlet and mixing
points. Stainless steel corrugated tubes with KF-40 connections were used for evacuation routes
via a combination roughing and turbo pump (Drivac BH2-60HD). During certain measurements,
gas flow was needed to counter high detector component outgassing. This was achieved either via a
0.25” silicon tube connected directly to the building exhaust, or via a 0.25” copper tube connected
to another combination vacuum pump for gas flow at atmospheric, or low pressure, respectively.
A gas mixing manifold was used to connect up to four different gases to the vacuum vessel
inlet. N2 was generally used to flush out any target gas before opening the vessel to the laboratory
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Figure 3.5: Top: ∼ 30 Liter stainless steel vacuum vessel used to house the D3 prototypes. Bottom:
Outgassing curves for the stainless steel vessel. Left: Empty vessel. Right: With the D3 - Milli
stage 2, Sec. 3.4.3, setup installed.
49
environment. Also connected were any gases being used for measurements so we could easily switch
from one to another.
3.3.5 HV supplies and power scheme
Multiple different power supplies were used for the various prototypes, and they included: Keithley
model 248 (5kV), SRS model PS370 (20kV), and a Caen NDT1470 (8kV). This is mentioned
simply to note that the Caen supply, while less robust against discharges, produced less noise on
the pulse-height spectra than the others.
A resistive divider was always used to supply voltage to the GEMs and as a result, the transfer
and collection gap(s) voltages, Vtransfer1,2 and Vcollection, vary with GEM voltage, VGEM. In some of
the setups the drift field was created by extending the GEM resistive divider with an additional HV
supply as illustrated in Fig. 3.6, and in the others the drift field was created by simply supplying
the cathode, and each ring, with its own separate HV channel. Either way, the drift field was
always independent of VGEM. See Table A.5 for the prototype specific voltages and table A.1 for
the power schemes and field cage setups.
3.4 A chronological timeline of work in Hawaii
This section will detail the individual prototypes as they were assembled. Issues including electronic
noise, high material outgassing, and poor gain performance will be discussed as they relate to the
specific prototypes. The hope is to paint a picture of the thought process moving from one prototype
to the next.
3.4.1 D3 - Micro - our first prototype (2011 - 2013)
The D3 - Micro prototype, Fig. 3.7, was the first detector assembled by our group at the University
of Hawaii and the design closely follows that of an earlier prototype constructed at LBNL [65].
Visible in the left plot in Fig. 3.7 is the copper collection plate which surrounds the pixel chip.
This was used for the some of gain measurements in Sec. 4.3 and all of the ArCO2 in Sec. 4.4.
This prototype was also used for the reconstruction of the position of a 252CF neutron source via
directionally reconstructing the helium atom recoil tracks from collisions with neutrons using the
FE-13 ATLAS pixel chip, Sec. 3.2.3, see Ref. [108] for details.
D3 - Micro operated successfully from 2011 - 2013 and ran stably for weeks at a time during
which the gain was stable enough, to the few % level, to correlate any changes with the temperature
in the lab. During this time the ATLAS FE-I4B pixel chip, Sec. 3.2.3, also became available.
Because the circuit boards that the chips were connected to had different dimensions, and a longer







































Figure 3.6: The high voltage scheme used for the D3 - Milli1, Sec. 3.4.2, triple prototype. A similar
resistive divider was used in all prototype unless otherwise noted. The 100 MΩ resistors on the
GEM leads are to protect the GEMs against discharging.
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Figure 3.7: D3 - Micro prototypes. Left: Shown with a drift gap of 9.2mm; used for all the gain
studies. Right: Shown inside the vacuum vessel with an increased drift gap of 45mm; used for
directional neutron measurements, [108]. Also shown is the circuit board, (green), to which the
ATLAS FE-13 pixel chip is wire bonded.
3.4.2 D3 - Milli stage 1 (2014 - 2017)
Although designed around the FE-I4B chip, this prototype was mainly used for gain studies as
the BEAST II TPC prototype [62] was being built in parallel which would make its primary use
the FE-I4B chip. This prototype operated successfully with both a triple thin GEM and a single
THGEM setup installed, see Fig. 3.8. A large portion of the measurements discussed in Sec. 4.3
and our first SF6, a Negative Ion (NI) gas, gain measurements were taken with this setup, see Sec.
4.5 for details.
A note on electronic noise
Up to and including the early operation of this prototype, electronic noise was a major issue that
manifested itself as a “wall” on the low end of the pulse-height spectra. While using the high gain
double and triple thin GEM setups of D3 - Micro and D3 - Milli stage 1, respectively, the gain was
simply increased to where the signal-to-noise ratio allowed for successful measurements. However,
it was necessary to resolve this before successful operation with THGEMs could occur.
Multiple components comprised this noise, and not all are fully understood, but a decrease
of an order of magnitude was achieved to allow for successful low gain measurements in 2017.
The grounding connection between the preamp housing and steel vessel turned out to be a major
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Figure 3.8: D3 - Milli stage 1. Upper left: Triple thin GEM setup. Upper right: Single THGEM
setup. Bottom: Improvements made to allow for single THGEM operation. Inside the white oval
is the improved grounding connection for the preamp housing, and the white arrow inscribes the
spring loaded feedthrough allowing for source on/off measurements, see text for discussion.
component. The shielding of the BNC cable was inadequate and the preamp housing was mounted
to a copper plate which was then bolted to the vessel itself. The improvements can be seen by
comparing the spectra in Fig. 4.2 and Fig. 4.6, which use the same source, gas, and pressure, by
noting the channel number on the horizontal axis. In the thin GEM spectra, with high gain, the
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noise floor extends up into the 100s while in the THGEM spectra, with low gain, this is the signal
region.
Another major noise component, which took a long time to sort out, were mechanical vibra-
tions. While some of this could be controlled simply by using different pulse shaping times, it was
discovered having the vacuum pump turned off helped greatly with noise reduction. Yet another
crucial improvement for low gain operation was the installation of a spring loaded feedthrough that
could move laterally from near the vessel wall to the center. The 55Fe source was attached to this
inside the vessel and could now be turned “on” and “off” by moving it to certain positions, see Fig.
3.8. So, starting with the single THGEM setup background measurements were a possibility.
D3 - Milli stage 1 operated well for years, 2014 - 2017, but suffered from high outgassing due to
the larger amount of material used compared to D3 - Micro which can be seen in the gain stability
plots in Fig. 4.3. To some extent this could be controlled with gas flow, and while it wasn’t a major
issue with the triple thin GEM setup it became a problem with a single THGEM because of the
gain limitation. To date, the author has yet to achieve measurable gain in SF6 with thin, 50 µm
GEMs, so using THGEMs became a priority and a new, lower mass, prototype was constructed.
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3.4.3 D3 - Milli stage 2 (2017 - 2018)
By 2017, the BEAST II prototypes had operated successfully operated in the commissioning of
the SuperKEKB upgrade, [71], and extra field cage rings were available. These rings were much
smaller and throughly tested so they were used in stage 2. While this setup did produce much
lower outgassing, the electronic noise again became an issue. Although the exact mechanism is not
well understood, there is some mechanical coupling between the HV components and the metal
readout plate which can render the detector inoperable. This is possible because the readout plate
is mounted to same support structure as the GEMs and field cage. While testing with no collection
gap the GEM was mounted directly to the readout plate, and when powered on the noise swamped
the entire signal region. It is suspected that mounting the readout completely independently of the
HV components would be best for future operations. Note that the pixel chip does not seem to be
vulnerable to this effect.
D3 - Milli stage 2 was used to take the remainder of the measurements in Sec. 4.3 and the lower
picture of Fig. 3.9 shows it inside the stainless vacuum vessel with the visible source holders . On
the right is the 55Fe that can be moved below the mesh as the source “on” position or near the
vessel wall as source “off”. On the left is the 210Po source fixed to a feedthrough which can rotate
360◦, placing it in the “on” position, as shown, allows α-particles to enter the drift region while
rotating it 180◦ places the α-particles well below the mesh.
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Figure 3.9: D3 - Milli stage 2. Upper left: double thin GEM setup. Upper right: double THGEM
setup. Lower: Inside the stainless vacuum vessel with the source holders.
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3.4.4 D3 - Milli stage 3 (In progress)
During the measurements with the previous prototypes our group started learning about the ad-
vantages of Negative Ion (NI) gases as they relate to directional dark matter detection, see Sec.
2.4.2. With this consideration, it was decided to move to a new vacuum vessel which was longer and
made of a non-metallic material, and the 48” acrylic vessel in Fig. 3.10 was chosen. The diameter
was chosen to accommodate four GEM/pixel chip setups arranged in a square, see Fig. 3.11. The
pixel chips could be connected together (multiplexed) and this would be the proof of concept for
scaling up to larger detectors. A 30 kV power supply and feedthrough were procured which would
accommodate drift lengths up to 60 cm, and would likely allow for obtaining the maximum drift
length that is achievable in a NI gas while still retaining directional information.
The overall design concept is that the field cage, along with the GEMs and readout, would
be assembled into a single structure in the clean room and then slid inside the acrylic vessel, and
this is the purpose of the large “donut” spacers in the bottom picture of Fig. 3.11. These spacers
protrude outside the OD of the rings and are the contact points with the interior of the acrylic
vessel, and with the endplates removed two people could easily slide in a large field cage assembly.
The endplates were designed such that the HV field cage lead would be isolated from everything
else and the top left picture in Fig. 3.10 shows the two endplates. Seven KF-40 nipples were welded
onto a 1/2”×15”×15” steel plate and the plate was then bead blasted to remove any debris. The HV
endplate is a 3”×15”×15” acrylic plate with a single KF-40 feedthrough mounted in the center. O-
ring grooves were also also designed and tested with aluminum test plates before the final endplates
were started. Both endplates are supported upright by wooden frames so that they can easily slide
around when assembly/disassembly is required. The wooden frames were constructed such that
the o-rings line up with the edge of the acrylic when slid together to form a vacuum seal, see the
top right plot in Fig. 3.10 for the outgassing curve. The long steel rods shown the bottom of Fig.
3.10 have nuts on each end to provide the initial seal as they clamp both endplates to the vessel,
and they have since been replaced with fiberglass rods due to sparking concerns. A polycarbonate
shield was also constructed to further isolate the 30kV feedthrough. Although the parts, and some
test assembly, have been completed, the author ran out of time to attempt any measurements aside
from the outgassing of the empty acrylic vessel.
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Figure 3.10: D3 - Milli stage 3 acrylic vacuum vessel and endplates. The vessel was procured and
the endplates were designed and manufactured in our machine shop. Top right: Outgassing curve
for the empty acrylic vessel. It is much worse than for the steel vessel which could be problematic
when operating at low pressures.
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0.25” delrin rod
OD = 0.375” ; ID = 0.25” x 2cm = 0.787” “normal” spacers from delrin tube












Figure 3.11: D3 - Milli stage 3 field cage concept. Bottom: Test assembly showing the “donut”
spacers protruding beyond the ring diameter. Top left: The red circles indicate the contact points
with the acrylic vessel. Top right: Concept for a modular design. Four GEM/pixel chip assemblies




AVALANCHE GAIN AND GAIN RESOLUTION
MEASUREMENTS
4.1 Motivation
The energy resolution of a detector is one the fundamental parameters which describe how effective
the detector will be. In any phase space involving energy, the energy resolution will determine
how well a detector can discriminate between different event types, including proper identification
of a desired signal. Even in phase spaces that do not explicitly contain event energy, an angular
distribution for instance, the energy is usually involved via some sort of weighting. And, again,
the energy resolution will inform how confident one is in the energy measurement. We seek as
much information as possible about the energy resolution and, generally, strive to make as good as
possible.
If detector and electronic noise can be suppressed, then the gain resolution can be thought of
as the fundamental limit of the energy resolution. One way to suppress the detector and electronic
noise is to measure the gain resolution at infinite gain, and this can be done by extrapolation, see
Eq. 4.2. One of the main topics of this chapter is measuring this extrapolated gain resolution for
different GEM-based gain stages, and gases, and trying to form a cohesive picture.
The other main topic is the gain itself. The gain for different gain stages and gases is measured
and put into context with a heuristic model describing a fairly large parameter space in which
avalanche multiplication is possible. This model draws on the discussion from Sec. 2.4.3 and the
idea of the reduced field, E/p, where E is the electric field and p is the gas pressure. When all
of this is put together a single equation, Eq. 4.5, is the result and it contains all the parameters
necessary to describe any GEM-based detector operating at any pressure.
4.2 Experimental method and system calibration
4.2.1 Experimental setup
The copper, or aluminum, readout plate was connected, with a short BNC cable, to an Endicott
eV-5093, or a Cremat CR-110, charge sensitive preamplifier with a quoted, and measured, gain of
3.6 V/pC, or 1.4 V/pC, respectively. This preamp is housed inside an eV-550 module which greatly
reduces Rf-noise and includes a mounting board for the preamp which also provides AC-coupling
for the detector. After the preamp, the signal is shaped by a Canberra AFT 2025 spectroscopy

















Figure 4.1: Signal detection and electronics cartoon depicting the gain measurement setup. The
calibration pulser sends voltage pulses into a 1 pF capacitor located on the circuit board containing
the preamplifier. The resulting voltage pulses are then measured either at the shaping amplifier
output with an oscilloscope, or directly with the pulse-height analyzer. See text for more discussion.
4.2.2 Calibration and systematics
The detector is calibrated by injecting voltages pulses into a 1 pF test capacitor located on the
eV-5093 and measuring either the output of the shaping amplifier, or the resulting signal on the
PHA itself. The ratio of these two pulses is taken as the system response.
Initially, an additional high-pass filter was installed immediately after the detector output. After
some time, during the D3 - Milli stage 1 measurements, it was discovered that this was not needed
and it was removed. This is mentioned because it changes the detector calibration, or system
response measurement, because of the additional capacitance of the filter. Without the additional
filter the response value is 2.86 PHA bins/fC and this was measured directly with the PHA to
reduce any effect by the oscilloscope or the PHA itself.
The system response with the additional filter is 0.91 ± 0.13 V/pC, and was measured at the
shaping amp output where the large error is due to the mis-measurement of the small capacitance
in the filter. This results in a 14% error in the gain values for all of the D3 - Micro and the D3 -
Milli stage 1 triple GEM measurements.
The operating range of the PHA is stated to be 0 - 10 V with 8192 channels and the linearity
was checked. There is also a 2% error of all the voltage values due to multimeter accuracy. Every
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voltage divider was measured with a HV probe and multimeter at each GEM lead and the values
were corrected for due to the high resistance values of the circuits.
For pressure measurements at, or near, 1 atmosphere there is a systematic error of 0.5%, and for
the low pressure measurements with SF6 this was increased to 5% due to gas flow being required.
As the noise varied drastically between the setups, the shaping time was varied between 1 and 12
µs based on which setting was most efficient at noise suppression. All settings, however, result in
the same pulse height.
4.2.3 The gain and gain resolution measurements
A note on the gain measurement process
Generally, the vessel was evacuated overnight, or for several days where to pressure would reach
≈ 10−5 torr, before measurements were taken. However, sometimes a “pump and purge” method
was used where the vessel is briefly brought to vacuum, ≈ 10−3 torr, filled with the target gas,
and repeated a couple of times. Both methods perform adequately, and the most important factor
in gain stability seems to be the amount of time the detector sits sealed to the atmosphere after
being exposed to it. This is likely due to component outgassing and after a couple of weeks this
is essentially a non-effect, whether being held at vacuum or not. In larger detectors, with much
higher component masses, there will likely need to be a month long period of gain stabilization,
and outgassing, before any dark matter data runs can be performed.
When possible a source “off” background spectrum was taken and subtracted from every source
“on” spectrum, but generally this was only necessary in the low gain studies with THGEMs. The
gain stability was also monitored and accounted for, when necessary, by taking before and after
measurements and averaging the results, and these details will be provided. The spectra were
generally recorded for five minutes a piece but longer if the count rate dictated, for instance the
210Po spectra are 30 minutes each.
Definition of the gain and gain resolution
The gain and gain resolution are always measured the same way; a χ2-minimization is preformed
for every pulse-height spectrum, background subtracted or not, and the mean of the fit is taken to
be the gain. We take the standard deviation divided by the mean (of the fit) as the fractional gain
resolution.
Gain and gain resolution curves
The avalanching process is generally exponential, see Sec. 2.4.3, and is empirically well described
by:
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G = 10(VGEM−V1)/V2 (4.1)
where V1 and V2 are parameters extracted from a χ
2-minimization and VGEM is the total voltage
applied across all GEMs. G here is the gain, and is an effective gain value which contains any
reabsorption, or any other inefficiencies in the avalanching process. Since the gain itself is used in
multiple places throughout this chapter, we note here that G is sometimes referred to as the initial
gain value. V1 and V2 will be displayed in tables for the various data sets so we describe them here
for clarity. V1 is the voltage at which a given setup would obtain a gain of unity. V2 is the voltage
required, by a given setup, to obtain a gain increase a factor of 10.
The fractional gain resolution is empirically well described by:
σG/G =
√
(a/G)2 + (b′)2 (4.2)
where a and b′ = b/100% are, again, extracted from a χ2-minimization to the data. Throughout
this chapter, we display σG/G and the parameter b as a percentage, and these are usually referred
to as the gain resolution and the asymptotic gain resolution, respectively. We, again, describe a
and b′ here for clarity. The parameter b′ is the asymptotic (infinite gain) fractional gain resolution
value. This is the gain resolution value we can expect a given GEM-based detector to achieve if
all electronic/detector noise is suppressed. This is discussed throughout this chapter and explicitly
starting in Sec. 4.3.4. The parameter a is the gain at which the gain resolution obtains its
asymptotic value.
As a bit of foreshadowing, the HeCO2 discussion will close with a measurement of the Fano
factor, which is the variance in the number of primary ion-pairs formed in a given interaction. This
will be done using the fit parameters just mentioned from six different GEM-based prototype data
sets. We will also utilize these equations throughout this chapter, and refer to the resulting fits as
the gain and gain resolution curves, respectively.
4.3 HeCO2 gas: Gain stage comparison
HeCO2, with a ratio of 70:30, was the most studied gas by our group and was used with many
different setups. This section will discuss the gain and gain resolution measurements using the 55Fe
source with different GEM setups and different pressures.
4.3.1 Thin GEMs
Helium has a W-factor of ≈ 41 eV [98] which results in 172 electrons per 5.9 keV photon in HeCO2.
As opposed to Argon, discussed in section Sec. 4.4, Helium only has one orbital shell filled with
electrons. As a result, spectra taken in HeCO2 with thin GEMs commonly look like those in Fig.
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4.2. A crystal-ball function [84] was used to model the spectra while no additional model for the
background was used.
PHA channel number

















Figure 4.2: Typical high gain pulse-height spectra of 55Fe in HeCO2. Left: Double thin GEMs;
Right: Triple thin GEMs. The ratio of the gas is 70:30 and measurements were done at atmospheric
pressure.
Gain stability
D3 - Milli stage 1 suffered from a higher outgassing rate than the other setups due to the amount
of material involved which lead to a gain decay over time, see the top plots Fig. 4.3. The triple
thin GEMs data set was taken after being held at vacuum, ≈ 10−3 torr, for three days, filled to
1.0 atm., and then closed off. The gain decayed by roughly 10% per day and was corrected for by
flowing gas when necessary. The cusps in the top plots in Fig. 4.3 are when the gas flow was turned
on. The gap in data near the end of the run is when the triple GEM gain study was conducted,
and the results from this study are the plots on the right of Figs. 4.4 and 4.5. These were chosen
to illustrate the worst gain variation that occurred during any study with electron gases.
As shown in the bottom plots in Fig. 4.3, stage 2 was much more stable owing to less material
being used, and this represents more typical behavior of the prototypes. The gap in data here
indicates the time in which the double thin GEM gain study in the plots on the left of Figs. 4.4
and 4.5 was taken.
The stability data was used in the gain and resolution curves as follows: 1) VGEM was the
same value as one of the points in the gain study. 2) Spectra for roughly the same duration as
the gain study were fit and the mean and sigma averaged. 3) These average values were used for
the gain and resolution values for that VGEM. 4) The largest difference in those mean and sigma
values were then divided by the number of spectra measured to get a variation between individually
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measurements. These were taken as statistical errors and added in quadrature with the fit errors
for all other VGEM values. This procedure was followed for all available stability data and results
in the error bars in the gain and gain resolution values throughout this thesis. Some of the gain
data did not have associated stability data, and this is mentioned when it is relevant.
time













































Figure 4.3: Top: Stability curves for the D3 - Milli stage 1 triple GEM setup Bottom: D3 - Milli
stage 2 double GEM setup. Left: gain stability. Right: resolution stability, see text for discussion.
Error bars have been suppressed for clarity.
Gain and gain resolution
Fig. 4.4 shows the three thin GEM setups gain plotted against VGEM. The plots on the left are
comparing the two double GEM setups compared and shows a substantial difference. This is likely
due to the calibration and operating conditions being quite different. The gray points are from
D3 - Micro and, in addition to having an additional capacitive filter attached to the output, was
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operated stably for many weeks at a time without the vacuum vessel being opened. In contrast,
the black points are from D3 - Milli2 and were measured soon after the vessel had been held at
vacuum, and the amount of time being held at vacuum was less than with D3 - Micro.
However, if this were simply a gas purity issue one would expect the data taken after less time
being held at vacuum to have lower gain at a given VGEM, and the opposite is seen here. Another
difference is that the D3 - Milli2 GEMs were brand new and this was the first data taken with them,
whereas, D3 - Micro used the same GEMs for months of data taking. However, GEM performance
over time and in harsh radiation environments has been extensively studied [14], so we consider the
gain resolution for more information.
GEM voltage













Figure 4.4: Gain vs. VGEM curves. Left: Double thin GEMs. Black points: D
3 - Micro; Gray
points: D3 - Milli stage 2; Right: Triple thin GEMs: D3 - Milli stage 1. The large error bars are
due to the gain fluctuating during the measurements, see text for discussion.
The plot on the left of Fig. 4.5 shows that the setup requiring more voltage to achieve the same
gain actually has a better asymptotic resolution, but needs higher gain to achieve it. The likely
explanation for all of this is the following: The avalanche distribution changes as the reduced field
does and, if the gain is similar, the variance decreases as the field reduced increases. Regardless of
the reason more voltage is needed for a given gain, this means that D3 - Micro was operating at a
higher reduced field and a lower avalanche variance should be expected, and this would lead to a
lower overall variance which is seen.
The plots on the right of Figs. 4.4 and 4.5 show the gain and resolution curves for the triple
thin GEM setup. The gain was changing more during this measurement as seen in and the error
bars are due to trying to account for this. For a given VGEM less gain is achieved with triple GEMs
than double but the dynamic range is extended when using triple GEMs, or more GEMs in general.
Since VGEM is being divided by three instead of two the reduced field is lower per GEM and thus
less gain should be expected. A similar asymptotic gain resolution is also seen with the triple GEMs
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Figure 4.5: Gain resolution vs. gain curves. Left: Double GEMs. Black points: D3 - Micro; Gray
points: D3 - Milli stage 2. Right: Triple GEMs.
and, if this were only a function of the reduced field, it would be higher.
However, the gain per GEM is much lower as well and, as discussed in Sec. 4.3.5, the avalanche
variance is a function of the reduced field, gain, and the ionization potential of the gas. As a result
of this complicated relationship, the avalanche variance is approaching a minimum in the range of
reduced field being considered here. Since the avalanche variance, along with the fluctuation in the
number of primary electron-ion pairs, is what determines the asymptotic gain resolution we can
expect similar values for it if the avalanche variance is similar. This is observed in the double and
triple thin GEM setups.
4.3.2 Thick GEMs (THGEMs)
In principle, a THGEM could have a similar reduced field to a thin GEM but in reality sparking
prevents this, and this starts to occur at approximately one third of the maximum reduced field
that a thin GEM can operate. As a result, the maximum gain achieved with a single THGEM
was ≈ 103. This seems to have an effect on the single THGEM spectra in Fig. 4.6, as the peak is
not Gaussian, and has been fit as a Landau distribution. With higher gain in the double THGEM
setup, a Gaussian distribution is recorded.
Gain vs. pressure
During this study the gain in HeCO2 was measured at different pressure with the D
3 - Milli stage
1 single THGEM setup. The gain stability at 0.5 atm. was monitored and gain data was taken.
The pressure was then increased to 0.75 atm. where another gain measurement was taken. The














































Figure 4.6: THGEM pulse-height spectra. Top left: Single THGEM at 0.5 atm. Top right: Single
THGEM at 0.75 atm. Bottom left: Single THGEM at 1.0 atm. Bottom right: Double THGEM at
1.0 atm. All single THGEM HeCO2 spectra were non-Gaussian and fit as a Landau distribution.
1.0 atm. until the final gain mesurement at 1.0 atm. was taken. These curves are shown in the
plot on the left of Fig. 4.7. From left to right is: 0.5, 0.75, and 1.0 atm. Unfortunately, the gain at
0.75 atm. was not stable and stability data was not recorded. This can be seen in the slope and
the resulting resolution data, the top right plot in Fig. 4.8, was roughly a factor 2 worse that at
0.5 atm. and 1.0 atm, which is not consistent with expected behavior. This likely had to do with
the abrupt temperature change that occurs when filling from a lower pressure and not letting the
detector stabilize before taking data.
Until now all of the measurements have been taken at a single pressure, but now it needs to be
introduced as a variable. Replacing N with p in Eq. 2.36 where p is the gas pressure, and writing









where n is the number of GEMs which VGEM is distributed over. Eq. 4.3 allows us to develop
an understanding the gain dependence on gas pressure. We can calculate the VGEM value needed
to achieve the same gain at half the pressure. Assuming the constants A and B do not change,
VGEM should decrease by a factor of 2ln(2), or ≈ 38%. This is consistent with the values in the left
plot in Fig. 4.7 when comparing the 0.5 atm. and 1.0 atm. curves.
As seen in the right plot of Fig. 4.7, a large amount of voltage was needed to operate two
THGEMs and, as a result, high rates of sparking occurred when raising the drift field which could
have had an effect on the resolution. Although higher gain was achieved with double THGEMs
than with a single THGEM, further operation will require proper insulation by either coated the
vessel with Parylene, or a similar insulating material, or placement in a non-metallic vessel. This
setup was unable to achieve stable gain with SF6, partly, because of this.
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Figure 4.7: THGEM gain curves. Left: Single THGEM at, from left to right, 0.5, 0.75, and 1.0
atmosphere. Right: Double THGEM AT 1.0 atmosphere. The 0.75 atmosphere measurement,
middle curve in the left plot, suffered from large gain instability, and lower overall gain than is
consistent with expectations.
Gain resolution
In general, the THGEM resolution is worse than that of the thin GEMs as a partial result of the
lower reduced field. As mentioned, the avalanche variance has a dependance on the reduced field
and the gain itself. In the reduced field regime of THGEM operation this dependance is much
stronger than with thin GEMs, more exponential vs. near its minimum. As a result, with the lower
reduced field in the double THGEMs a much larger asymptotic resolution is seen then between the
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triple and double thin GEMs, and a triple THGEM setup would see an even larger increase. The
details of this are discussed in the Sec. 4.3.5 and, specifically, see Fig. 4.12.
gain
























































Figure 4.8: THGEM gain resolution curves. Top left: Single THGEM at 0.5 atmosphere. Top right:
Single THGEM at 0.75 atmosphere. Bottom left: Single THGEM at 1.0 atmosphere. Bottom right:
Double THGEM at 1 atmosphere.
4.3.3 First Townsend coefficient
As discussed in Sec. 2.4.3, the avalanching process is possible over a broad range of reduced field
values. Until this point we have discussed each prototype uniquely but they all operate via the
same process, and Eq. 4.3 allows a generalized interpretation of the gain data. If we apply Eq.
2.30 to any GEM with thickness, t, and where E is constant, we can write:
ln(G) = nαt (4.4)
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Table 4.1: Fit parameters characterizing the effective gain and resolution for 5.9 keV photons from
55Fe in HeCO2 (70:30), defined by Eqs. 4.1 and 4.2.
Data set V1 V2 a b (%)
Double thin GEMs (D3 - Micro) 412± 9 145± 3 (1.49± 0.01)× 105 8.64± 0.04
Double thin GEMs (D3 - Milli2) 460± 10 116± 2 (2.17± 0.08)× 104 12.27± 0.09
Triple thin GEMs 526± 27 124± 4 (1.9± 0.4)× 104 9.83± 0.05
THGEM - 1.0 atm 1130± 27 114± 5 (6± 2)× 103 12.9± 0.7
THGEM - 0.75 atm 799± 41 157± 12 (6± 5)× 103 20± 2
THGEM - 0.5 atm 698± 14 109± 2 (3.4± 0.5)× 103 13.0± 0.3
Double THGEMs 1842± 48 199± 2 (3.9± 0.2)× 104 16.7± 0.7









Eq. 4.5 now has all of the necessary parameters to compare any GEM based detector, at any
pressure, as long as Eq. 4.3 remains valid. It should be noted that Eq. 4.5 will only be valid when
a multiple GEM detector has VGEM divided evenly amongst the GEMs. The D
3 - Micro prototype
had a voltage difference between the two GEMs of slightly greater than 1% , while all the others
had difference of less than 1%, see Tables. A.4 and A.5 for all values. From here then, the gain and
reduced field will be replaced with gain* and reduced field* to indicate that they are per GEM.
The plots in Fig. 4.9 shows all seven data sets, previously discussed and listed in Table ??, taken
with HeCO2. The left side of Eq. 4.3 is on the y-axis and the reduced field* is on the x-axis. Each
grouping of points is from one data set and from left to right, in order of increasing field strength,
we have: 1) double THGEMs, 2) THGEM at 1.0 atm, 3) THGEM at 0.75 atm, 4) THGEM at 0.5
atm, 5) triple thin GEMs, 6) double thin GEMs, (D3 - Milli stage 2), 7) double thin GEMs (D3 -
Micro). All pressures are 1.0 atm. unless indicated otherwise.
The red lines are χ2-minimizations with Eq. 4.5 and, as can be seen in the plot on the left,
describes the general trend of the data but preforms poorly for each individual set. The plot on
the right shows each data set with an individual fit which preforms better. It should be noted that
Eq. 4.1 would be a straight line on this plot so over a broad reduced field range it becomes invalid.
Systematic differences can also be seen between the data sets, for instance, the rapidly changing
gain with the triple thin GEM setup is evident as the lower reduced field points have larger errors
and fall below the fit line. But regardless of these differences, different values for A and B would
be obtained for the different data sets. However, as mentioned in Sec. 2.4.3, the quantity B/A is a
measurement of the effective ionization potential of the gas and should be constant for a given gas.






























Figure 4.9: All seven HeCO2 data sets discussed, listed in Table A.3, plotted together. Each
grouping of points is a single gain data set. From left to right: 1) double THGEMs, 2) THGEM
at 1.0 atm, 3) THGEM at 0.75 atm, 4) THGEM at 0.5 atm, 5) triple thin GEMs, 6) double thin
GEMs, (D3 - Milli stage 2), 7) double thin GEMs (D3 - Micro). The red lines are fits of Eq. 4.3,
see text for discussion.
the obvious ones briefly.
Recall that α is the number of electrons produced in the avalanche per unit length and there
are implicit assumptions in Eq. 4.5 about that number that are not necessarily true. First, not all
of the electrons start with small energies and then are accelerated above the ionization potential.
Many already have large energies and this makes α appear to be smaller. Secondly, simply because
an electron has an energy greater than the ionization potential doesn’t mean the probability that
it will ionize a target atom is equal to unity, and this makes α appear larger. There are also
many inelastic collisions that occur that do not produce secondary ionizations [48] and because of
all these effects a closed form solution covering the entire proportional regime does not exist and
Monte Carlo techniques become necessary [1].
However, reasonable results are obtained via the plot on the right of Fig. 4.9, and all B/A values
are listed in Table 4.2. A can be regarded as a saturation value that α reaches as E/p increases,
and B is proportional to the effective ionization potential. A W-factor of 34.4 eV was used to get
the initial gain values for comparison.
4.3.4 Ultimate gain resolution
If detector effects, i.e. detector and electronic noise, can be suppressed then the ultimate gain
resolution of a detector will depend on two terms: 1) The primary ionization variance and 2) The
secondary ionization, avalanche, variance. This can be expressed as [50] [13]:
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Table 4.2: Effective ionization potential measurements with HeCO2. A and B are extracted from
a χ2 - minimization of Eq. 4.3.
Data set B/A
Double thin GEMs (D3 - Micro) 32.9± 0.7
Double thin GEMs (D3 - Milli2) 27.2± 0.5
Triple thin GEMs 29.3± 0.6
THGEM - 1.0 atm 12.5± 0.3
THGEM - 0.75 atm 34.7± 0.7
THGEM - 0.5 atm 20.2± 0.4












where n0 is the number of primary electrons. M is the mean multiplication factor for all the
avalanches in a given pulse. If we assume that each avalanche is statistically independent, which
is the true for most of the proportional region, we can express M in terms of a single-electron














where A is the average multiplication of a single electron. Two factors can then be introduced









where F is called the Fano factor and we can denote f as the avalanche variance. Since the









where W = En0 and is the average amount of energy required to create an electron-ion pair and
is energy dependent, but constant above a few keV [35]. It is the average amount energy required
to produce an electron-ion pair, but the name W-factor is generally used, and typical values are ≈
30 eV for gases.
F and f are the fundamental parameters governing the ultimate resolution achievable in ion-
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ization avalanching detectors. Both are gas dependent and range from 0 to 1 but F is typically
much closer to 0. The Fano factor describes how much of the incident particles energy went into
ionization and has a slight dependance on the type of incident particle [35]. The avalanche variance,
f , describes the distribution of electrons produced in many avalanches and, as we will see in Sec.
4.3.5, has a complicated dependance on the avalanching field.
Taking this one step further, using the HeCO2 data sets discussed previously we can extrapolate
Eq. 4.9 to an infinite gain form. The asymptotic resolutions values, the b parameters from Eq. 4.2
in Table 4.1, can be regard as the resolution values at infinite gain which we will denote as σGG ∞.
We can also assume that f has some dependance on the gain, so we will denote f0 as the avalanche








In Fig. 4.10 the asymptotic resolution values are plotted against the reduced field. There is no
theoretical justification for the Fano factor to have a gain dependance so we are left to conclude
that f0 decreases as the reduced field increases. Note that this does not mean in, for instance,
a proportional counter where E ∼ 1/r that the same dependence would be seen. In fact, in
a continuously varying field where the avalanche starts at very low field values, the variance is
observed to increase and then plateau as the avalanche continues into the stronger field [13]. In
this case, as the avalanche is ”turning on” there are many more elastic collisions that don’t result
in secondary ionizations. This proportion continues to increase, with the field, until the probability
that a given collision will result in an ionization is near unity. In a uniform avalanching field
this ”turn on” effect would essentially be a step function and so the plateau is all that would be
measured. What this shows is that the plateau of the avalanche variance is lower for higher reduced
fields and this is to be expected in a certain range of reduced field. We discuss some details of the
avalanche distribution next.
4.3.5 Modeling the avalanche distribution
Several models have been proposed to describe the distribution of electron avalanches and the
modern technique is using tools such as Garfield [1] and Magboltz [32]. Most of these models define
different classes of electrons and proceed to calculate the probability distribution of the distances
traveled for specific occurrences, i.e. an electron causing a secondary ionization. In the case of
Bryne [36] and Legler [69], two classes are described: s-electrons are produced from a secondary
ionizing collision but lack the energy to create more secondaries and f-electrons are in equilibrium
with the E-field and may, or may not, create secondary ionizations.
Using these two classes of electrons Alkhazov [13] defines the probability distributions of the
distances traveled by a s-electron transforming into a f-electron and visa versa. From here two
specific cases are considered which will determine how the avalanche progresses: 1) A f-electron has
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Figure 4.10: Asymptotic gain resolution values for the seven HeCO2 data sets, listed in Table A.3,
vs. reduced field*, see text for discussion.
an ionizing collision resulting in two s-electrons or 2) A f-electron has an ionizing collision resulting
in one s-electron and one f-electron. Two probability distributions can then be defined describing
the number of electrons the avalanche contains at a point x if it were developed from either a
s-electron or f-electron and the variance can be calculated.
Legler assumed that the electron that starts the avalanche, the seed electron, must travel a
minimum distance, x0 =
U0
E , before it can produce a secondary ionization, where E is the electric
field and U0 is a model parameter. Thus x0 can be described as the minimum distance the seed
electron must travel in order to gain enough energy from the electric field to overcome the effective
ionization potential, U0.
Since α is number of electrons produced per unit path length along the avalanche, we can
introduce another quantity χ where:




χ encapsulates the reduced field, gain, and ionization potential and it has a unique dependence
on the reduced field for different gases, see the plots on the left of Fig. 4.12.
In the case of Legler’s model it can be shown [13]:
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Figure 4.11: Avalanche distributions at different chi values. At lower reduced field values the
distribution is basically exponential but as the field increases it starts to peak near the mean
avalanche multiplication value. This explains why thin GEMs, with a higher reduced field, exhibit
a lower gain resolution than THGEMs. Taken from Ref. [94].
f0 =
(2e−χ − 1)2
4e−χ − 2(e−χ)2 − 1 (4.12)
where f0 is the avalanche variance at infinite gain. This shows the complicated relationship
between the variance, the reduced field, and the gain, and the plots on the right of Fig. 4.12 shows
how χ relates to f0. It can further be shown, by assuming each avalanche is independent and follows
the same distribution, that for uniform fields:
f(G) = f0(1− 1
G
) (4.13)
where f is the variance of the avalanche distribution at a gain of G.
Fig. 4.11 shows how the avalanche distribution changes as the reduced field is increased, and it
is seen that the variance decreases. χ obtains a maximum value as a function of the reduced field
and Legler showed that this maximum χ value corresponds to a minimum f0 value, see the plots
on the right of Fig. 4.12. The bottom plots in Fig. 4.12 were made by using Eq. 4.4 for α and
setting U0 = Ui where Ui is the first ionization potential, ≈ 21.3 eV for HeCO2, [97].
We can now start to make sense of the the asymptotic resolution behavior for the thin GEMs
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compared to the THGEMs. The difference in the χ values for between the double and single
THGEM is much greater than between the triple and double thin GEMs, as the thin GEMs are
near the maximum value of χ. This smaller χ values correspond larger f0 values, and the larger
difference in χ values for the THGEMs also corresponds to a larger difference in f0. From Eq. 4.10
we recall that f0 ∼ σGG ∞, so we see that this behavior is expected. We exploit this relationship
further in the next section.
4.3.6 Asymptotic detector resolution and the Fano factor
Using the b values from Table 4.1, or equivalently the σGG ∞ values from Fig. 4.10, we can calculate
f0 values for each data set. The asymptotic resolution values can then be squared, plotted against
the corresponding f0 values, and a χ
2 - minimization can be preformed representing Eq. 4.9. The
vertical axis of this fit line will then be proportional to the Fano factor, F. The f0 values were
obtained as follows:
Using the a values from Table 4.1, as the gain at which the resolution reaches its asymptotic
limit, and inserting these into Eq. 4.1 gives a corresponding E-field value. This value is the E-field
at which each prototype reaches its asymptotic gain. Along with the A and B values from Table
4.2 as BA = U0, these values can be used in Eq. 4.11 to calculate a χ value. Eq. 4.12 can then be
used to calculate a f0 value for each data set at infinite gain. Then the corresponding asymptotic
gain resolution values, σGG ∞, are squared and plotted against the obtained f0 values. The resulting
plot is Fig. 4.14.
The top plots in Fig. 4.13 shows χ vs. reduced field and f0 vs. χ from all seven HeCO2 data
sets, listed in Table A.3, and the same general trend is observed as for the individual values in Fig.
4.12. To measure the Fano factor only six of the seven data sets were used, the bottom plots in
Fig. 4.13. The D3 - Micro data set was removed because the stability was not monitored during
this time and, as a result, there are no errors associated with any of the gain values. Because there
are no errors on these values the fit parameters of Eqs. 4.1 and 4.2 have artificially small errors
which skew the values going into Fig. 4.14. Using the six data sets we get a central value for the
















Figure 4.12: Left: χ vs reduced field. Right: f0 vs. chi. Legler showed that the maximum value of
χ corresponds to a minimum value of f0. Top: Taken from Ref. [13]. Bottom: All seven HeCO2




























Figure 4.13: Left: χ vs. reduced field. Right: f0 vs. chi. Top: All seven HeCO2 data sets listed
in Table A.3. Bottom: The six data sets, the seven listed in Table A.3 minus D3 - Micro, used for
measuring the Fano factor. See text for discussion.
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Figure 4.14: Asymptotic gain resolution values vs. their corresponding avalanche variance values
at infinite gain. The red line is a linear fit representing Eq. 4.9. The vertical axis of the fit line is
proportional to the Fano factor, F .
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4.4 ArCO2 gas: Energy dependence
4.4.1 Overview
In this study, using the D3 - Micro prototype, the gas gain was measured with two different sources
in ArCO2, with a ratio of 70:30, at atmospheric pressure. 1) An uncollimated
55Fe disk source
was placed on the mesh above the double GEM stack so the photons would enter the drift gap
and interact with the target gas. 2) An uncollimated 210Po disk source was taped to the side of
the Delrin support structure so the α-particles would enter the drift gap perpendicular to the drift
field leaving an ionization track. After drifting to the double GEM layer the avalanche charge was
collected by a copper collection plate and sent through the amplifier chain to the PHA.
55Fe in Argon
X-rays emitted from 55Fe have an energy of ≈ 5.9 keV and their dominate interaction with Argon
results in the ejection of a K-shell photoelectron, which has a binding energy of ≈ 3.2 keV, via the
photoelectric effect. As the Argon atom de-excites a X-ray with roughly the K-shell binding energy
is emitted. Depending on detector geometry, it is possible for this X-ray to ”escape” the sensitive
volume of the detector, for instance, if the interaction is near the edge of the drift gap. When this
happens the energy of that photoelectron is not measured and the detector records an energy of
the incident X-ray minus the one that escaped, ≈ 5.9 keV - 3.2 keV = 2.7 keV. This creates a peak
called the escape peak in addition to the main peak with the aforementioned energy, allowing two
energy measurements per spectrum to be performed.
There was a large background present during the 55Fe study which proved very difficult to
model. It is likely that, in addition to the electronic noise floor, there was an additional component
from the source being uncollimated. In an effort to account for this each spectrum was modeled two
separate ways: 1) A steep power-law plus a linear model for the background were combined with the
two Gaussian signal peaks. 2) The individual Gaussian peaks with no background consideration.
This is shown in the top plots of Fig. 4.15 and a χ2-minimization was preformed for each spectrum
with both models, and multiple spectra were recorded at each VGEM value. These values were then
averaged to get a gain value and the largest difference between any one background and source fit
were added in quadrature with the fit error for every VGEM value. The same was done for σ to get
the resolution values and this is where the large error bars in Fig. 4.17 originate.
210Po
A Crystal ball function [84] was used to fit the α-particle peak from 210Po in ArCO2. The low
energy tail here is a geometric effect: since the source was uncollimated the α-particles would take
paths at various angles across the drift gap. The main peak results from the particles traveling in a
line perpendicular to the disk source plane and depositing a larger percentage of their energy within
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Figure 4.15: Fitted ArCO2 pulse-height spectrum at atmospheric pressure. Top left:
55Fe source
plus background model; Top right: 55Fe source fit and no background model; Bottom: 210Po fit
with a crystalball function.
the drift gap. Whereas the low tail results from any particles that deviate from a perpendicular
path and leave the drift gap sooner depositing a lower amount of energy over the collection plate.
The gain resolution here is taken from the upper end of the fit as this is the desired value of the
charge collected.
4.4.2 Gain and gain resolution - ArCO2
ArCO2 has a W-value of 28.1 eV so a 5.9 keV photon from
55Fe will produce ≈ 210 ion-pairs [97].
For the escape peak it was also assumed 210 electrons were produced and this can be seen in the
right plot of Fig. 4.16 as the upper curve is the main peak and the lower is the escape peak. By
82
doing this, we can get a measurement of the escape peak energy by taking the average of the ratio
of the gain values at each VGEM because it must be true that each peak actually has the same
gain. This gives a ratio of the main to escape peak of (2.06 ± 0.04) which results in the escape
peak having an energy of (2.87 ± 0.04) keV, and this discrepancy is due to the attempt to model
the background. The large error bars in the plot on the right of Fig. 4.17 are also a result of
the difference between the background and source peak models, and the asymptotic limit is likely
over-estimated, see Table 4.3 for all fit parameters extracted from Eqs. 4.1 and 4.2.
A 5.3 MeV α-particle Bragg curve obtained from SRIM, see Fig. 2.14, was used to estimate the
amount of ionization collected. This resulted in (3.0 ± 1.5) MeV, where the large error is due to
the exact source position being unknown. This was then scaled from the 210 electrons per 5.9 keV
photon to obtain gain values for the 210Po source. Note that this is not entirely accurate because
the W-values do differ slightly between photons and α-particles [35] but, when considering the
estimate of the energy actually being measured, this is a minor correction. It can be seen in the
left plot of Fig. 4.17 that the resolution is much better for the α-particles than for photons from















Figure 4.16: Gain vs total GEM voltage, VGEM. Left:
210Po; Right: 55Fe; The gray and black
points are for the escape and main peak in Argon, respectively. By assuming the two different
energies are equal and, instead, experience different gains, the ratio of the gains can be used to
measure the energy difference of the main and escape peak, see text for further discussion.
4.4.3 Gain resolution vs. energy
Using Eq. 4.10 as a guide, we can plot σGG ∞ for the three separate energies measured in ArCO2,
and this is done in Fig. 4.18. The three points are well described by:
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Figure 4.17: Gain resolution vs gain. Left: 210Po - ≈ 4 MeV. Right: 55Fe main peak - 5.9 keV
(black points), 55Fe - escape peak (light gray points). The Argon escape peak has roughly half the
energy as the main peak and the large error bars are due to the background modeling, see text for
discussion.
Table 4.3: Fit parameters characterizing the effective gain and resolution ArCO2, as defined by
Eqs. 4.1 and 4.2. *Large error due to large uncertainty in the amount of energy being measured
with the α-particles.
Data set V1 V2 a b (%)
55Fe escape peak 526± 17 126± 4 (8± 6)× 104 22± 2
55Fe main peak 482± 9 127± 3 (7± 2)× 104 11.0± 0.4
210Po 463± 9 136± 3 180± 120∗ 1.43± 0.08
σG/G =
√
d2 + c2/E (4.14)
where we have allowed for a more realistic error on the escape peak resolution. We obtain d =
0.014 ± 0.001 and c = 0.27 ± 0.03 √keV. Using Eq. 4.9, we can see that c2 = W (F + f) and,
since W = 28.1 eV/pair in this gas, we conclude that F + f ≈ 2.7. It is unclear what exactly
this implies because neither F or f should have a value grater than 1. Considering f , even if the
avalanche distribution is purely exponential, which is not the case at these high gains, f = 1. The
Fano factor could have a value great than 1 in some cases involving NI gases where recombination
is a large effect, but it should not this large for electron gases. It is likely that the large, poorly
modeled background is the issue and is inflating the asymptotic resolution values. For instance, for
the 5.9 keV peak of 55Fe in HeCO2 an asymptotic resolution value of 8.64% was measured, with
the same detector, whereas here, in ArCO2, it measured to be 11.0%. A difference this large is
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unlikely and based on Fano factor values for the pure Helium and Argon, 0.2 and 0.16 respectively
for electrons [35], ArCO2 should reach a lower value than HeCO2 if the avalanche variation is the
same. Future measurements would benefit from multiple energy sources using multiple gain stages
to constrain the Fano factor and the avalanche variation in multiple ways.
energy (keV)












Figure 4.18: Gain resolution vs. energy in ArCO2. The escape peak and main peak from
55Fe are
the lower energy values and alphas from 210Po is the highest energy point.
Regardless, the implications of Fig. 4.18 are encouraging because when operating at high gain
the electronic noise is overcome and what remains are the statistical fluctuations in the primary
ionization and avalanche gain process. If the gain were high enough, and threshold/noise low
enough, to allow single electrons to be measured the avalanche variance could be eliminated, [102]
and this could improve for the lower energies. However, even a resolution of ≈ 20% should allow
for head-tail discrimination of a nuclear recoil, and ≈ keV of recoil energy corresponds to a WIMP
mass of a ≈ GeV/c2, which should allow for detailed low recoil energy measurements corresponding
to low mass WIMPs.
85
4.4.4 First Townsend coefficient
The points on the lower left of the plots in Fig. 4.19 are from 210Po and 55Fe is in the upper right,
where the escape peak gain has been corrected to match the gain of the main peak. As previously
mentioned, Eq. 4.1 would be a straight line on these plots so a sense of the reduced field range
that Eq. 4.1 is valid over can be gathered. A χ2 - minimization of Eq. 4.5 is represented by the
red lines and preforms much better for the two different sources, and the results are listed in table
4.4.
reduced field* (V/cm/torr)
























Figure 4.19: ArCO2 data sets discussed plotted together. The red lines are fits of Eq. 4.3, see text
for discuusion.
Table 4.4: Effective ionization potential measurements with ArCO2. A and B are extracted from
a χ2 - minimization of Eq. 4.3.
Data set Source energy (keV) B/A
55Fe - escape peak 2.87 29.4± 0.6
55Fe - main peak 5.90 29.7± 0.6
210Po 3000 26± 3
Combined N/A 28.8± 0.6
It’s interesting that the B/A values are in such agreement here as opposed to the values obtained
in HeCO2. The measured energies are very here different but the plots in Fig. 4.19 are only using
the gain values, so it is not clear what would cause this. The resolution for the α-particles is much
lower owing to the large number of primary charge carriers but, again, this should not be relevant in
this plot. As mentioned above, if this data set contained lower reduced field measurements with the
55Fe source, i.e. with THGEMs, they could then be compared with the points from the α-particle
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source. It is suspected that they would not line up based on the HeCO2 measurements and this
could be disentangled, but this is left for further study.
4.5 SF6: A Negative Ion (NI) gas
4.5.1 Overview
Negative ion gases have been gaining popularity within the directional dark matter community
because of a few novel properties. As mentioned previously in Sec. 2.4.2, since the diffusion is
much lower than with electron gases more of the recoil track information can be retained for longer
drift lengths. CS2 mixtures have been used successfully by the DRIFT collaboration [44], and
recently many groups have started R&D with Sulfur Hexafluoride, SF6. SF6 has long been used by
the electric power industry as a dielectric and insulator for HV work, and there is an abundance
of literature about it. For directional dark matter experiments it is appealing because, unlike CS2,
it is non-toxic, and it has a large spin content in Fluorine which would allow for spin dependent
limits to be set.
It still remains a bit of a mystery why gain is achievable in SF6 at all [82] due to its high electro-
negativity. While it is true that to get gain in SF6 a reduced field nearly an order of magnitude
larger than in electron gases is needed, it is not clear that a typical GEM field should be strong
enough to liberate an electron. However, many groups have measured gain in pure SF6 [87] [93]
[60].
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Figure 4.20: Typical THGEM high gain pulse height spectrum of 55Fe in SF6. Left: 20 torr Gaussian
fit. Right: 40 torr modified Gaussian fit.
While a Gaussian distribution described the spectra at 20 torr adequately, a modified Gaussian
was needed to properly model the spectra at 40 torr, and this seems to be a general phenomenon of
87
the gas as other groups have also seen this. The resolution is much worse than that of the electron
gases studied and is due to the pulse heights varying more. By measuring the pulses individually
some groups have seen lower resolutions [93] [87]. Table 4.5 shows the fit parameters extracted
from Eqs. 4.1 and 4.2 for SF6 and the large errors are from the large gain fluctuations in time.
4.5.2 Gain stability
As seen in Fig. 4.21, it was very difficult to maintain steady gain at any pressure and, because of
the low pressure operation, the gas system had to be modified to allow for gas flow so a vacuum
pump was connected to a 0.25” copper tube at the outlet of the vessel. The small diameter allowed
for finer flow control allowing the pressure to stabilize.
The following is a timeline of the stability plots, taken at 40 torr, in Fig. 4.21: From left to
right: 1) Between the first and second points a 40 torr gain study was completed. 2) Between the
second point and mass of points in the middle, both 20 and 30 torr gain studies were completed.
3) The mass of points in the center is overnight. 4) In the empty space after the mass of points
is when the vessel was pumped back down to vacuum to try and get the gain back to previous
levels. 5) A drift and collection field study were attempted during the last gap between points on
the right.
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Figure 4.21: Gain stability curves for SF6 data taken at 40 torr with the D
3 - Milli stage 1 THGEM
setup, see text for discussion.
4.5.3 Gain and gain resolution
To measure the gain in pure SF6 a
55Fe radioactive source was used along with a W-value of 34.1 eV
[75] resulting in 173 ion-pairs per photon produced. Unfortunately, due to the gain fluctuations
we only present the 20 and 40 torr gain studies which were conducted as follows: The vessel was
88
pumped down to vacuum and flushed multiple times with the target gas and then refilled above
40 torr. Once gas flow was established, and the HV supplies turned on, the pressure was slowly
lowered to the operating pressure. After the 40 torr study was complete the vessel was slowly
pumped down to 20 torr, while decreasing the fields as necessary, and then the pressure was raised
to 30 torr for an additional study. During the 20 torr study it was observed that not enough gas
could be exchanged to counter the gain from decaying. While the 40 torr study witnessed the
greatest stability and, although gain was achieved at 30 torr, the spectra were so degraded that
they could not be fit properly.
As for the drift and collection studies, the rates varied wildly between spectra and it is not
immediately clear at which field values the entire energy of the photon is being collected. If one
requires the rates of all spectra to be nearly identical then only a few remain for analysis. Of the
remaining, the fluctuations between adjacent spectra in time are of the order of those seen between
spectra taken at different field values. So for the drift and collection fields it could be said, that
once the rate stabilizes as a function of the field values, the gain and resolution are constant to
within the fluctuations seen in time. All of the data presented here have at least those field values,
see Table A.4 for all values.
It should also be noted that sparking was a major issue through all of these measurements and
is what limits the detector from going to higher gain values. Once the sparking rate becomes high
enough the avalanching field is essentially non-existent. So there is a fine balance to be struck
between having enough voltage to see any signal and having too much which leads to very poor



















Figure 4.22: Left: Gain curves for 2 different pressures; 20 torr is on the left (lower voltage) and
40 torr is on the right (higher voltage). The vertical scale is one order of magnitude. Right: Gain
resolution curves for SF6. Lower resolution was achieved at 20 torr than with 40 torr but was not
stable operation was not. Resolution values are consistent with what other groups have seen.
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Table 4.5: Fit parameters characterizing the effective gain and resolution SF6, defined by Eqs. 4.1
and 4.2. The * data set did not have measurements at low enough gain to converge Eq. 4.2 so a
line was used instead.
Data set V1 V2 a b
20 torr∗ 391± 639 110± 197 N/A 34.7± 0.5
40 torr 598± 282 91± 94 (6± 3)× 104 50± 21
4.5.4 First Townsend coefficient
When compared to electron gases, SF6 is in a much different area of parameter space in the plots in
Fig. 4.23 which result in the fit parameters A and B having quite different values. However, when
divided to get the effective ionization potential, B/A, they return values consistent with the W-
value used, 34 eV, to within a factor of 2. While this is a large difference, it should be remembered
that the errors on all the gain values are large and only a few points at each pressure were able to
be measured.
reduced field* (V/cm/torr)

























Figure 4.23: SF6 data sets discussed plotted together. The 20 torr data set is the three points on
the right at higher reduced field. The 40 torr data set are four point on the left. The red lines are
fits of Eq. 4.3, to extract the fir parameters A and B, see text for discussion.
4.5.5 SF6 remarks
While the author was able to achieve gain in SF6 using THGEMs, it was never reproduced using
thin GEMs and it remains unclear why this is the case. The reduced field is much higher in thin
GEMs and all of the prototypes had a collection region, so recombination should occur regardless
of the GEMs used. The exact mechanism of the detachment process is not well understood, but
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Table 4.6: Effective ionization potential measurements with SF6. A and B are extracted from a χ
2
- minimization of Eq. 4.3.
Data set B/A
20 torr 25.9± 0.6
40 torr 17.1± 0.9
Combined 36.8± 0.7
this points to it having something to do with the amount of time spent in the avalanching field and
not just the magnitude of the field. This needs further study.
While gain is achievable with SF6, the high reduced field required and stability remain concerns,
and it is not obvious that this gain would be achievable in a larger vessel with more outgassing. We
generally seek higher gain than is realized here with SF6 and there are a few reasons for this. With
a higher signal/noise ratio, detector efficiency thresholds decrease, and higher gain increases the
signal/noise ratio. It may be obvious that the detection threshold itself will decrease with higher
gain, but event discrimination thresholds do as well, and it is likely certain directionality thresholds
will also decrease. For instance, measuring the head-tail signal will be more efficient at a given
recoil energy when more of the event ionization is measured than when less is.
The most ionization a detector can measure, for a given event, is all of it that was created in the
primary interaction. When this is the case, we say the detector has high single electron efficiency
because every single electron can be measured. For our detectors, outfitted with pixelized charge
readout, a gain of ≈ 20k is needed to achieve high single electron efficiency [65]. This is due to the
lateral extent of the ionization distribution extending over multiple pixels, and each pixel having
a threshold of ≈ 2k. While a gain of 20k is achievable in various electron gases, it is much more
difficult with SF6, and this seems to be a general phenomenon of the gas. If, for whatever reason,
high gains are not achievable in NI gases their role in future directional detectors may be limited.
It is possible that the high single electron efficiency and gain stability of electron gases is more
beneficial than the lower diffusion NI gases offer.
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CHAPTER 5
DARK MATTER SEARCH WITH 3D PIXEL READOUT
5.1 Goal
In addition to achieving the lowest possible upper limit on the WIMP-nucleon scattering cross
section, our ultimate goal is to achieve the lowest mass reach possible with our detectors. This is
the most straightforward way to probe new parameter space with this type of detector. We also
have the advantage of access to high definition pixel readouts which are capable of full 3D event
reconstruction, see Fig. 3.1 for the coordinate system used in pixel chip measurements. The highly
detailed reconstruction of recoil events in 3D allows for discrimination down to low energies, and
this generally corresponds to lower WIMP mass. As a first step, we preform an analysis to set a
cross section limit without using any angular information, and only a straight 3D line fit to the
ionization distribution. This results in our first dark matter analysis with these detectors and is
essentially a proof of concept. Roughly 5 times the amount of data used here is kept for unblinding
after the angular distributions can be used.
5.2 Experimental setup: BEAST TPCs
Due to the high luminosity the upgraded SuperKEKB electron-positron collider is expected to
achieve, large amounts of beam-induced backgrounds are expected near the interaction region. To
ensure the success of the Belle II experiment these backgrounds need to be properly understood.
A series of detector sub-systems, collectively known as BEAST II, was deployed prior to the Belle
II operation to serve preform this background monitoring. One of the detector sub-systems was
a series of eight small TPCs, Fig. 5.1 shows one, arranged in two groups of four symmetrically
in azimuthal angle around the beam pipe, with one group forward, and one backward, of the
interaction point. Their primary purpose was to measure the thermal neutron flux and distribution
around the interaction point. Relevant dimensions are discussed next and more details can be
found in Refs. [72] [62].
5.3 Data sets
5.3.1 Experimental data
For our purposes we note that the detectors were running continuously even when the beam and
solenoid were turned off, and there was approximately 6 weeks of data taken with stable conditions.
Data was taken at atmospheric pressure in HeCO2 (70:30), and the TPCs operated with a double
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Figure 5.1: A BEAST TPC. It consists of an aluminum vacuum vessel, a 10cm field cage, and a
FE-I4 readout. The two disks are α source holders, and the α-particles are used to monitor gain
stability and can easily be vetoed.
thin GEM amplification stage, with an avalanche gain of ≈ 1500, and a FE-I4 pixel chip readout.
Each TPC has a drift length of 10 cm for a fiducial volume of 10 × 1.68 × 2.0 cm3 TPC × 8 which
results in a total fiducial volume of 268.8 cm3. We use a 7.8 day subset, from July 18th - 25th 2018,
of the six weeks to give an exposure of 2.44 × 10−5 kg × 7.8 days.
5.3.2 Monte Carlo samples
The group developed a full detector simulation to study the performance of multiple readouts,
including high density pixel chips [24], and this framework used to generate nuclear and electron
recoils. The Helium recoils and electron events were simulated using the event generating packages,
TRIM [61] and [32], respectively. Both programs utilize specific gas configuration files which can be
modified for an arbitrary mixture. DEGRAD has a 3D ionization distribution output while TRIM
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was post-processed into a 3D distribution. TRIM was also configured to output all secondary
collisions, which it does not do by default, because these need to be accounted for at low energies.
Using these details, cascade particles can be reconstructed as well.
Once the primary distributions were developed, they were randomized in spatial position and
”drifted” by adding a Gaussian smearing to the ionization distribution. The distribution were
amplified with the respective diffusion that the avalanche process adds. They were then detected
by pixels with the same dimensions as the FE-I4B, and noise and threshold effects were applied.




Event reconstruction is detailed in Sec. 3.2.3. The specific drift field used in the BEAST TPCs is
530 V/cm and the drift velocity for HeCO2 is calculated by Magboltz [32]. Once the data has been
recored it goes through preprocessing stage where, using the coordinate system defined in Fig. 3.1,
a straight line χ2-minimization is preformed on every event. With this we have all the information
needed to reconstruct the event. The event length, referred to as length when no ambiguity can
arise, is defined as the difference between first and last pixel positions that went above threshold
along the primary axis of the fit. The x, y and z coordinates are as described perviously. The angular
coordinates, θ and φ, are defined in the chip coordinate, where θ is measured from chip (x − y)
plane to the positive z-axis and φ is measured from the positive x-axis. The recoil energy, referred
to as energy when no ambiguity can arise, is reconstructed from the ToT converted to electron
charge, defined previously, and the W-factor for the gas which is taken to be 35.075 eV/ion-pair
for HeCO2 (70:30) [98].
5.4.2 Event selection
Four selections to the data were applied to obtain the limit setting experimental sample. 1) Cali-
bration α source selection (edge selection); 2) Maximum recoil energy, or WIMP mass, selection; 3)
Absolute z selection; 4) Event length vs. energy (l/e) selection. The calibration source produced
α-particles which cross the plane of the chip, as discussed above. The first selection requires all
events be fully contained on the chip plane, so events that trigger pixels in either column 1 or col-
umn 80 or row 1 or row 336 are vetoed. There are thousands of these events and all are similar to
the bottom track in Fig. 3.4. All plots shown below are understood to have this selection applied.
Based on their distribution in the event length vs. event energy plane, see Fig. 5.3, the events that
remain are largely electrons and some are nuclear recoils. The remaining selections are imposed to
disentangle them and these selections are discussed in detail.
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Maximum recoil energy (infinite WIMP mass) selection




























Figure 5.2: WIMP velocity distributions. Left: The WIMP velocity distribution in the galactic
halo frame shown with the a galactic escape velocity cut off of 533 km/s. Right: Boosted to the
Earth frame. This adds the galactic rotation velocity to the original halo distribution resulting
higher energies due to the v2 term.
Given an infinite mass WIMP we can construct a simple argument showing the maximum recoil
a recoiling Helium nucleus can obtain from an elastic collision between the two. In this case the
reduced mass is simply the mass of the Helium nuclei, and the maximum momentum exchange
will be 2mv where v is the relative velocity between the WIMP and nucleus. This results in a
maximum change in velocity to the Helium nucleus of 2v and thus a maximum recoil energy of
1/2(m)(2v)2 = 2mv2. The galactic escape velocity is taken to be ≈ 533 km/s, [99], which when
boosted to the lab frame is ≈ 750 km/s, see Fig. 5.2. This, along with the mass of a Helium
nuclei ≈ 4 GeV/c2, results is a maximum recoil energy of ≈ 50 keV expected in the detector. We
obtain a precise value, by simulating one million WIMP velocity vectors and boosting them to the
lab frame, of Emaxr = 48.6 keV. We relax this selection by 10% to keep from biasing our selection
efficiency, see Fig. 5.6, which is discussed more in Sec. 5.4.3. The lower right plot in Fig. 5.3 is the
MC and experimental data plotted as the length vs. energy with this selection applied. The other
three plots are the MC and experimental data without this cut applied simply at different scales
to illustrate key features, see the figure caption for more details.
Absolute z selection
Even though they are capable of 3D event reconstruction, TPCs have traditionally had one major
drawback. The absolute position in the x − y plane is generally known from the coordinates
of the individual pixels or wires, however this is not the case in z. Because the z coordinate
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Figure 5.3: Event length vs. recoil energy for MC electrons (pink), MC Helium recoils (light blue),
and experimental data (black). Top left, and right, and bottom left: Different scales of all data
(only edge selection applied). Top plots show a larger energy range to emphasize the nuclear recoil
band in experimental data extending diagonally from bottom left to top right. Bottom right: With
infinite WIMP mass selection applied. In the bottom plots it is clear that above ≈ 12 keV, selection
of nuclear recoils should be near 100% efficient.
is reconstructed from timing information, relative to the start of ionization arrival on the readout
plane, it is arbitrary. Without some other information it can’t be known whether the event occurred
high in z near the cathode plane, or low in z near the readout plane. Since many background events
originate from either of these surfaces, it is crucial that experiments be able to discriminate and
reject such events.
We use a method detailed in Ref. [72]. In summary, using the ionization tracks from the two
calibration α-particle sources we are able to measure a difference in the width of the ionization
distribution. The source located at a higher z position generates wider detected tracks than that
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at the lower z position, and this extra width is due to diffusion as the ionization drifts through a
longer distance. Because the absolute z position of these sources is known a relationship can then
be established between the width of the ionization distribution and the z position in the detector.
This method allows absolute z to be known within 1 cm, which is adequate for rejecting background
events from the anode and GEM surfaces. It should be noted that work is still being done on this
and the performance with very short tracks is not currently well understood.
Fig. 5.4 shows the absolute z selection. The top plot shows the distribution of absolute z in
the experimental data and the redlines indicated the applied selection. There are 3604 (132) events
before (after) this selection
Electron recoil rejection (length/energy selection)
Looking at the length vs. energy distribution after the absolute z selection, it is not immediately
clear how to proceed. Given the differences in the 2D projection of the ionization onto the chip
plane in Fig. 3.4, it’s obvious that the charge is distributed differently for the electrons and Helium
recoils. This is evident in the track length vs. energy plane above ≈ 10 keV where the Helium
recoils band grows increasingly distinct from the electrons. We start by noting that the ratio of the
number of events in experimental data to MC electrons remaining after the first three selections
is 2.75:1. We choose the length/energy value such that if all the remaining events in data were
electrons it would veto all but ≈ 1 event. This is a length/energy value of 0.0152 cm/keV and it is
represented by the red line in the top left plot of Fig. 5.5, and the bottom left plot is the result of
applying this selection.
This length/energy selection seems somewhat arbitrary and, for the sake of curiosity, an opti-
mization study was performed which resulted in the plots on the right of The plots on the right
of Fig. 5.5. The red line in the top right plot represents a slightly more relaxed length/energy
selection value of 0.0192 cm/keV, and this value results in the best overall cross section limit. If
obtaining the best overall limit is the goal then there is an optimization between the number of
Helium recoils that are selected, which affects the efficiency, and the number experimental events
allowed to remain in the final sample. This will be discussed in more detail in Sec. 5.4.3 but we note
here that a length/energy of 0.0152 cm/keV (0.0192 cm/keV) leaves 16 (19) experimental events in
the final sample. The resulting limits from the optimization study are shown in Fig. 5.12.
5.4.3 Efficiencies
As noted, the Monte Carlo Helium recoil and electron samples are generated up to 90 and 30 keV,
respectively. One hundred events are generated for each one keV bin and this results in low
statistics. Because of this, the efficiencies are handled differently for the two samples and is noted
in their respective subsections below.
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Helium recoils (signal efficiency)
The efficiency quoted here includes all of the simulated detector effects. This means that, even
though one hundred events are generated per keV bin, not all of the one hundred events will be
“detected”. This is a result of the threshold of the pixel chip and, especially at low energy, there
will be less than one hundred events in each bin. However, since this is a detector effect, we include
this in our signal efficiency. So, our signal efficiency is the number of Helium recoils in each energy
bin after applying a given selection divided by 100.
The top left plot in Fig. 5.6 shows the efficiency before selections and the top right is after the
WIMP mass selection. The reason for relaxing the WIMP mass selection can be seen here: By
vetoing higher recoil energy events the selection efficiency starts to become affected from the high
energy side. The quenching factor, the fact that not all recoil energy becomes detected ionization,
is also an issue, although for Helium it is fairly small, ≈ 10% [24], at these energies. Given these
issues we relax the selection by 10% to ensure we obtain a constant efficiency up to our desired
recoil energy, Emax. The middle left plot in Fig. 5.6 shows the signal efficiency after the absolute
z selection. The middle right (bottom) is then after a length/energy selection of 0.0152 cm/keV
(0.0192 cm/keV). In the last two plots it can be seen that a 0.5 of maximum efficiency is reached
at ≈ 15 keV, and these are the final efficiencies needed for the limit setting procedure. It should be
noted that this is the true recoil energy Taken from Ref. the simulation, measured in keVr, whereas
the actual detected energy, measured in keVee, of the events is always less due to quenching. This
implies that these detectors are capable of achieving low energy thresholds when optimized for dark
matter searches.
Electron recoils (rejection efficiency)
Do to the low statistics, we also quote an efficiency for electrons as opposed to a rejection factor.
The top plot in Fig. 5.7 is with no selections applied. At lower energies, the threshold effect is again
apparent, while at higher energies the electrons are likely leaving the fiducial volume resulting in
a lower efficiency. In general, the electron tracks only have a high enough charge density to raise a
pixel above threshold in areas where the trajectory is changing drastically, where there is a large
curvature. As the electron energy increases the number of these areas contained within the fiducial
volume decreases.
Of primary interest here is the effect of the length/energy selection and it’s effect on rejecting
the electrons. To avoid any confusion resultant from the the lower efficiency at higher electron
energy discussed above, we define the efficiency differently for the electrons. We take the electron
efficiency as the number of electrons remaining after a selection divided by the number of electrons
“detected” in each energy bin. Thus the top plot in Fig. 5.7 is the only one where the number
generated is used and its purpose is only for this discussion. By doing this the edge selection WIMP
mass selection have very little effect and result in efficiencies near unity. We then start by showing
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the efficiency after applying the absolute z selection, the bottom left plot in Fig. 5.7. The bottom
right plot in Fig. 5.7 is after a length/energy selection of 0.0152 cm/keV. We note that an efficiency
of zero implies that all electrons in that energy bin are rejected.
Fig. 5.8 illustrates the effect of different length/energy selection values. Each row is a different
selection value, decreasing (fewer accepted electrons) from top to bottom. Each row consists of
three plots: On the left is the length vs. energy with length/energy selection value indicated by
the red line. In the middle is electron efficiency after applying the length/energy selection. And on
the right is the Helium recoil selection (signal) efficiency after applying the length/energy selection.
The specific values are listed in the figure caption. The two competing quantities in our limit
setting procedure, discussed in Sec. 5.4.5, are the number of experimental events allowed by the
length/energy selection, and the signal efficiency itself, specifically the lowest energy value at which
it is non-zero. Of note is that the signal efficiency is roughly the same for the top four rows and
then changes significantly in the fifth, as a result of encountering a larger portion of the recoil band.
Essentially, once the entire recoil band is allowed, increasing the length/energy selection only allows
for more experimental events while the efficiency remains constant.
The lowest energy reach of the efficiency will drive the cross section limit down to lower WIMP
mass, so we want the to be as low as possible. Once this is achieved, increasing the selection value
only allows for more experimental events (backgrounds) to containment the sample which drives
the cross section limit upward. Thus the optimal value for the length/energy selection is the lowest
value possible while still maintaining the lowest recoil energy reach, and is not simply whatever
value rejects all the electron events. For us, this is a value of 0.0192 cm/keV which is illustrated in
row four of Fig. 5.8. Row five is the length/energy selection discussed above.
Before moving on to the final event sample, there is an inefficiency that has not been discussed
yet. The simulated events, both Helium recoils and electrons, were all generated from the middle of
the pixel chip. As a result there are no events, or very few, which get vetoed by the edge selection.
We make a simple argument: most of the Helium recoils in this energy range are ≈ 2mm in length,
or less, and the chip is ≈ (2cm)2. So this is at most a 10% effect it can be corrected for in the
future.
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Figure 5.4: Absolute z selection. Top: Absolute z distribution of the experimental data after
applying the edge and WIMP mass selections, note the log scale on the vertical axis. The red
lines indicate the absolute z selection applied, events within the red lines are selected. Bottom:
Length vs. energy distribution after applying the absolute z selection. Pink, cyan, and black are
MC electrons, MC Helium recoils, and experimental data, respectively.
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Figure 5.5: Length vs. energy plots. Top: After infinite WIMP mass and absolute z selections with
length/energy selection value shown as red line. Bottom: Plots on the top with length/ energy
selection applied. Left: Length/energy value of 0.0152 cm/keV. Right: Length/energy value of
0.0192 cm/keV. Energy is detected energy (keVee). Pink, cyan, and black are MC electrons, MC
Helium recoils, and experimental data, respectively.
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Figure 5.6: Signal efficiencies. Top left: Only edge selection applied. Top right: WIMP mass
selection also applied. Bottom left: Absolute z selection also applied. Bottom right: Length/energy
value of 0.0152 cm/keV selection also applied. This is the efficiency used in generated the cross
section limit (black points) in Fig. 5.12.
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Figure 5.7: Electron recoil efficiencies. Top: No selections applied. Bottom left: Edge selec-
tion, WIMP mass selection, absolute z selection applied. Bottom right: Length/energy value of
0.0152 cm/keV selection also applied. Note that a value of 0 indicates that all electrons in that
energy bin are rejected. See text for discussion.
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Figure 5.8: The effect on efficiency of varying the length/energy selection value. From top to
bottom: 0.0500, 0.0400, 0.0300, 0.0192, 0.0152 cm/keV. Left; middle; right: length vs. energy;
electron efficiency; helium recoil selection efficiency, respectfully. See text for discussion.
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5.4.4 Final event sample
Fig. 5.9 shows the final samples used to set the limits in Fig. 5.12. We can note here that the
limit is essentially computed based on the number of experimental events left in this final sample
convolved with the signal efficiency described in Sec. 5.4.3. Ideally, we want zero events left in
our sample but it seems that even with many more MC Helium recoils we would not be able to
veto all the experimental events without several affecting the signal efficiency. The length/energy
selection was made assuming all events were electrons. However, this is likely not true and the
ones that remain are probably nuclear recoils, as this data was taken on the surface of the Earth
and not shielded. Note there could be Carbon and Oxygen recoils as well, which have a lower
length/energy than Helium. Also, referring back to the top plots in Fig. 5.3, recall the band of
experimental nuclear extending out along the line of the MC Helium recoils.
Putting all this together leaves us with a couple of conclusions. 1) These detectors need to
be somehow shielded, underground or otherwise. This will get rid of most of these higher energy
recoil events 2) We need to come up with a better way to reject electrons at lower energies than
the length/energy selection. This will allow a relaxation, or complete removal, of the length/energy
selection and improve signal efficiency. The topology of the 3D event distribution, both charge and
number of pixels, has not been used and this will likely prove to be a powerful discriminator. This
is currently being studied. For now, we move to the setting of the cross section limit given these
data.


























Figure 5.9: Final event sample. Top: With a length/energy selection value of 0.0152 cm/keV, 16
experimental events remain. Bottom: With a length/energy selection value of 0.0152 cm/keV, 19






































































































Figure 5.10: A subset of events passing selections for a length/energy selection value of
0.0192 cm/keV. Top row: MC electrons. Second row: MC Helium recoils. Last two rows: Ex-
perimental data. All experimental events passing selections, along with 3D displays, are located in
Appendix D.
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5.4.5 Spin Independent (SI) WIMP-nulceon scattering cross section limit set-
ting procedure
We use the Poisson method for calculating the cross section upper limit which only relies on the
number of experimental events remaining in the final sample. Assuming remaining events come
from WIMP-nucleon interactions, the cross section must be at least a certain value. This is the
value we calculate for the upper limit of the cross section. This method sets the weakest limit
because, especially at low energies, detector backgrounds will artificially inflate the cross section
and other methods will be explored in the future. For now a Poisson distribution is assumed, and
to calculate the 90% confidence level we take the number of events remaining and set the Poisson
distribution such that 90% of the distribution is above that number of events. Then the mean of
the distribution, N , is then used to calculate the cross section at the 90% confidence level.
























































































Figure 5.11: Expected differential event rate for scattering Helium with various WIMP masses. σt
= 10−50 cm2.
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The procedure is as follows: 1) Calculate the rate, N: 1a) Use Eqs. 2.17 and 2.21 to make
the differential rate spectrum as in Fig. 5.11. 1b) Multiply this spectrum by the signal efficiency
in Fig. 5.6. 1c) Integrate the resulting distribution to get N. 2) Multiply N by the exposure =
2.44 × 10−5 kg × 7.8 days. 3) Divide out by the “test” cross section, σt = 10−50 cm2, used to
calculate the differential rate spectrum. 4) Divide by N given from the Poisson distribution. The
resulting quantity is the inverse of the 90% confidence level upper limit on the spin independent





5) Repeat for many WIMP masses. Again, this sets weakest limit but other methods will be
explored in the future, including the maximum gap method [112] and using the angular distribution
of the events. There is a method called the maximum patch method which combines the two [78].
There is also the method of using the angular distribution of the remaining events and transforming
it into the galactic frame, which would set the strongest limit. Once in the galactic frame it could
be compared against various distributions, but terrestrial backgrounds should be isotropic, or very
close to, in galactic coordinates. It could be compared with the path the Sun takes to claim, or
refute, a neutrino signal, or against the expected WIMP dipole signal to claim, or refute, a WIMP
signal.
5.4.6 Result
The top plot in Fig. 5.12 shows the result. We quote our best 90% exclusion limit as 1.05 ×
10−32 cm2 at a WIMP mass of 32.1 GeV/c2 for a length/energy selection value of 0.0152 cm/keV
(black points). We quote our best 90% exclusion limit as 6.90 × 10−33 cm2 at a WIMP mass of
28.1 GeV/c2 for a length/energy selection value of 0.0192 cm/keV (red points).
The bottom plot in Fig. 5.12 shows the upper cross section limit for twenty five different values of
the length/energy selection starting with the most restrictive value of 0.0130 cm/keV (black points)
which vetos all but one MC electron event. The length/energy selection value then increases to
0.0214 cm/keV in steps of 0.04 cm/keV where the stagnation of the detector efficiency has occurred,
and the increasing number of remaining experimental events causes the limit to increase further.
We discuss these results within the context of the direct, and directional, detection field in the
following conclusion.
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Figure 5.12: Spin independent WIMP-nucleon scattering cross section upper limits (90% confidence
level). Top: Black (red) is for a length/energy selection value of 0.0152 cm/keV (0.0192 cm/keV).
Bottom: Optimization study of the length/energy selection. Cyan points are for a length/energy
selection value of 0.0152 cm/keV. The dark brown points (lowest cross section values) are for a
length/energy selection value of 0.0192 cm/keV. The black points, a length/energy selection value
of 0.0130 cm/keV, leave just one MC electron event in the final sample.
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CHAPTER 6
RESULT COMPARISON, OUTLOOK, AND CONCLUSION
6.1 Comparing cross section results and larger directional detec-
tors
The bottom plot in Fig. 6.1 shows a comparison of the best existing experimental results and a
proposed directional detector. The proposed detector target material is a mix of SF6, which allows
for negative ion drift and increases the target mass, and Helium (4He), which allows for lower
mass reach. The different modes, “search mode” and “directional mode”, correspond to different
proportions of Helium. The directional mode assumes 740 torr of Helium, with a nuclear recoil
threshold of 1 keV, and 20 torr of SF6, with a nuclear recoil threshold of 3 keV for Fluorine. The
search mode increases the SF6 proportion to 200 torr, where less discrimination is exchanged for an
increase of a factor of 10 in exposure . The live time is three years. One of the stated goals of this
project, being proposed by the CYGNUS collaboration [24], is to start probing into the parameter
space covered by the neutrino floor.
We note the minimum cross section for XENON1T falls at a WIMP mass of ≈ 30 GeV/c2,
which is very near where our minimum falls as well. We stress that our limit was set using neutron
detectors and had the gain simply been increased to 15k from 1500, or the pressure lower than 1.0
atm., we would see our minimum move to a lower WIMP mass. This is important because the
neutrino floor rapidly rises around 10 GeV/c2 and this is quite possibly where the first coherent
neutrino scattering signal [12] will be measured by a dark matter experiment.
We can immediately note that a 1000 kg detector running for three years would place our limit
10 orders of magnitudes lower. This mentioned because our TPCs were optimized for fast neutron
detection, running with low gain and no background shielding. Once optimized for a dark matter
search this technology will prove competitive. Further methods of discrimination are also being
explored and the 3D ionization distributions will likely provide powerful event discrimination. In
the end, the directional information of the events will be ultimate discriminator and any surviving
the rudimentary selections imposed here will be transformed back into galactic coordinates and
compared against an isotropic distribution. Background events are not necessarily a showstopper
for detectors with directional capabilities because of this.
The top plot in Fig. 6.1 shows two additional limit curves in addition to the two presented in Sec.
5.4.5. The light gray curve is the result of the edge, WIMP mass, and absolute z being applied,
but then setting the number of experimental backgrounds surviving to zero and not applying a
length/energy selection. This justification for this is that during a proper dark matter search,
these detectors would be underground or shielded in some other way. The absolute z selection
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vetos backgrounds coming from detector components, and what remains after could be effectively
shielded against.
The dark gray curve is provided here for speculative purposes, as it is at least slightly unrealistic.
It is the result of applying only the edge selection and also assuming zero experimental backgrounds,
which is the efficiency curve in the upper right of Fig. 5.6. While the number of backgrounds
from internal detector components will likely not be zero, it is certainly possible that the current
number would significantly decrease if the materials were optimized for a low-background dark
matter search. This would improve the efficiency of the absolute z selection at lower energies. It
is also possible that the absolute z efficiency will also be improved using more sophisticated fitting
methods.
The message here is that if we properly optimized for a dark matter search, the mass reach of
these detectors will fall somewhere in between these two gray curves. This coupled with 10 orders
of magnitude in exposure would already make this a competitive technology, and this is without
the aid of any angular event distributions. To gain a sense of 10 orders of magnitude in exposure
we can make the following rough statement: Our current fiducial volume is ≈ 1 cm2 (readout) ×
10 cm (drift) × 8 (detectors) ≈ 100 cm3. A detector with 1 m2 pixel readout and a 1 m negative ion
drift running for three years would set a cross section limit roughly 7 orders of magnitude lower
than our current limits.
6.2 Remarks on the gain
As mentioned in Sec. 4.5.5, it is not yet clear what the ideal target gas would be for a large
TPC seeking directional capabilities. Sulfur Hexafluoride (SF6), a Negative Ion (NI) gas, offers low
diffusion allowing for low pressure operation, and long recoil tracks, but achieving high stable gain
is difficult, at best. Electron gases offer high gain, and high single electron efficiency, but diffusion is
also higher making low pressure operation more difficult. More experimental results from negative
ion gases are likely needed before any final determination can be made.
Gas mixtures with SF6 are currently under study [24], including HeSF6 which would allow for
longer recoils via the Helium content, while maintaining the larger mass and unpaired spin from
the Fluorine content. A study similar to the one discussed in Secs. 4.3.4 - 4.3.6 for SF6 would be
useful. The gain vs. reduced field parameter could be mapped out which could inform the optimum
gain value to operate with. It could also help determine if the gain resolution values seen here are
to be expected, or if certain reduced field values might allow for better performance with NI gases.
6.3 Final summary
We have discussed our detectors, gaseous Time Projection Chambers (TPCs) with Gas Electron
Multiplier (GEM) charge amplification and pixel charge readout, in detail. And how this combi-
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nation of technologies results in the detailed 3D vector reconstruction of ionization distributions
resulting from interactions of the target nuclei and incoming particles. We have tried to stress how
important these types of measurements are to the directional detector community, and the impact
they could have on the direct dark matter detection community at large.
We have also discussed the gain and gain resolution of these detectors in detail, and the role
these quantities have in producing effective measurements. Different GEM-based gain stages were
studied allowing for a description of gain data over a broad detector operational parameter space.
The gain resolution and avalanche variance were also studied, and discussed, in relation to the
energy resolution, indicating the viability of future detector measurements. We also discussed the
relationship between the energy resolution and selections involving the energy and the head-tail
measurement. Different gases were studied, including our first gain measurements with SF6, a
negative ion gas, including their possible role as the directional detection effort continues to move
forward. And finally, we presented our first WIMP-nucleon scattering cross section limit with these
detectors, and discussed what still needs to be done and what the field at large plans to accomplish.
The search for dark matter remains an exciting field and, with the next generation liquid noble
gas detectors already funded, the next decade will likely see an encounter with the neutrino floor.
Regardless of what happens beyond this, directional detectors will undoubtably serve a role. As we
move past discovery, into BSM physics, their importance to the field will only continue to increase.
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Figure 6.1: Top: Our quoted limits from Sec. 5.4.6 along with two speculative ones. Light gray:
Zero background assumed with no length/energy selection applied. Dark Gray: Zero background
assumed with only the edge selection applied. Bottom: Comparison of a new directional detector
concept with existing limits. The red lines represent a proposed directional detector discussed in
Ref. [24]. See text for discussion.
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APPENDIX A
D3 PROTOTYPES OPERATIONAL PARAMETERS
A.1 Power schemes and field cage properties





ring OD ring ID ring thickness





N/A (N/A) (0) N/A N/A N/A

































Table A.2: D3 - prototype dimensions (cm).
Prototype Drift Transfer1 Transfer2 Collection
D3 - Micro 0.92 0.28 N/A 0.22
D3 - Milli1 - triple 4.92 0.28 0.28 0.23
D3 - Milli1 - THGEM 5.14 N/A N/A 0.18
D3 - Milli2 - thin 4.53 0.13 N/A 0.16
D3 - Milli2 - THGEM 4.72 0.09 N/A 0.13
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A.3 Data sets
Table A.3: D3 data set descriptions. 55Fe photon energy is ≈ 5.9 keV





D3 - Micro double thin GEMs ArCO2 (70:30) 760
55Fe a1
D3 - Micro double thin GEMs ArCO2 (70:30) 760
210Po (≈ 4 MeV) a2
D3 - Micro double thin GEMs HeCO2 (70:30) 760
55Fe h1
D3 - Milli1 triple thin GEMs HeCO2 (70:30) 760
55Fe h2
D3 - Milli1 single THGEM HeCO2 (70:30) 760
55Fe ht1
D3 - Milli1 single THGEM HeCO2 (70:30) 570
55Fe ht2
D3 - Milli1 single THGEM HeCO2 (70:30) 380
55Fe ht3
D3 - Milli1 single THGEM SF6 (100) 20
55Fe s1
D3 - Milli1 single THGEM SF6 (100) 40
55Fe s2
D3 - Milli2 double thin GEMs HeCO2 (70:30) 760
55Fe h3




Table A.4: D3 E-field values for gain study data sets defined in Tab A.3. Since the transfer and
collection fields are proportional to VGEM, all values are given for the highest VGEM in the data














a1 805 112 : 102 147 : 134 2935 3983
a2 882 74 : 67 97 : 88 1943 2637
h1 575 114 : 103 149 : 135 2977 4039
h2 509 74 : 75 : 75 97 : 99 : 99 1758 : 1706 2163
ht1 469 37 49 N/A 3046
ht2 291 33 58 N/A 1581
ht3 239 26 70 N/A 2160
s1 283 20 976 N/A 1594
s2 499 23 564 N/A 1842
h3 491 88 : 86 115 : 113 3383 3151
ht4 500 33 : 31 43 : 41 2465 2211
A.5 Voltages
Table A.5: D3- prototype voltages. All values are factors of VGEM.
Prototype VGEM1 Vtransfer1 VGEM2 Vtransfer2 VGEM3 Vcollection
D3 - Micro - double thin 0.52 0.77 0.48 N/A N/A 0.82
D3 - Milli1 - triple thin 0.33 0.44 0.34 0.43 0.33 0.44
D3 - Mill1 - single THGEM 1.00 N/A N/A N/A N/A 0.82
D3 - Milli2 - double thin 0.50 0.50 0.49 N/A N/A 0.60




A drift field study was done with the D3 - Milli stage 2 thin GEM setup. HeCO2 at 1 atm.
VGEM = 868 for this study.
The plot on the left of figure B.1 is well described by:
G = 10a−b/VD (B.1)
The plot on the right of figure B.1 is well described by:
σG/G =
√
(c/VD)2 + d2 (B.2)
The following fit parameters are extracted:
a = 3.702 ± 0.005
b = 48 ± 2
c = 4.0 ± 0.2 ×103.
d = 11.3 ± 0.4
drift field (V/cm)

























Figure B.1: Gain and resolution vs drift field for the D3 - Milli stage 2 double GEM setup. Left:
Gain vs. drift field. Right: Gain resolution vs. drift field.
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APPENDIX C
AVALANCHE VARIANCE FOR OTHER GASES
Following Legler’s model as with HeCO2, we can compute χ and f0 for ArCO2 and SF6.
Avalanche variance - ArCO2
reduced field* (V/cm/torr)
80 100 120 140
χ 1−10
χ








Figure C.1: Left: χ vs reduced field. Right: f0 vs. chi. ArCO2.
Avalanche variance - SF6
reduced field* (V/cm/torr)












Figure C.2: Left: χ vs reduced field. Right: f0 vs. chi. SF6.
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Figure D.7: Events passing all selections for a length/energy selection value of 0.0192 cm/keV.
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