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INVOLUTIVE HEEGAARD FLOER HOMOLOGY
KRISTEN HENDRICKS AND CIPRIAN MANOLESCU
Abstract. Using the conjugation symmetry on Heegaard Floer complexes, we define a
three-manifold invariant called involutive Heegaard Floer homology, which is meant to
correspond to Z4-equivariant Seiberg-Witten Floer homology. Further, we obtain two new
invariants of homology cobordism, d and d¯, and two invariants of smooth knot concordance,
V 0 and V 0. We also develop a formula for the involutive Heegaard Floer homology of large
integral surgeries on knots. We give explicit calculations in the case of L-space knots and
thin knots. In particular, we show that V 0 detects the non-sliceness of the figure-eight
knot. Other applications include constraints on which large surgeries on alternating knots
can be homology cobordant to other large surgeries on alternating knots.
1. Introduction
In [24], the second author resolved the remaining cases of the triangulation conjecture,
by showing that there are manifolds of every dimension n ≥ 5 that cannot be triangulated.
The proof involves the construction of a Pin(2)-equivariant version of Seiberg-Witten Floer
homology. (Pin(2) is the group consisting of two copies of the complex unit circle with a
map j interchanging them such that ij = −ji and j2 = −1.) From the module structure of
this homology one extracts three non-additive maps
α, β, γ : Θ3Z → Z,
where Θ3Z denotes the three-dimensional homology cobordism group. The maps α, β, γ
are analogous to the Frøyshov-type correction terms arising from monopole or Heegaard
Floer homology [6, 13, 35], but have the additional property that their reduction mod 2 is
equal to the Rokhlin invariant. Furthermore, we have β(−Y ) = −β(Y ) for any homology
sphere Y . This implies the non-existence of elements of order 2 in Θ3Z with odd Rokhlin
invariant, which in turn disproves the triangulation conjecture—in view of the previous
work of Galewski-Stern and Matumoto [7, 31].
The construction of Pin(2)-equivariant version of Seiberg-Witten Floer homology in [24]
uses finite dimensional approximation, following [23], and it is only applicable to rational ho-
mology spheres. Doing calculations with this method is rather difficult, and at the moment
only accessible when one has an explicit description of the Seiberg-Witten Floer complex,
e.g. for Seifert fibrations [54]. An alternative construction was given by Lin in [17]; this
refines the Kronheimer-Mrowka definition of monopole Floer homology from [12], and works
for arbitrary 3-manifolds. Recently, Lin established an exact triangle for his theory, which
allowed him to compute it for many examples [18]. However, some of Lin’s computations
make use of the isomorphism between monopole and Heegaard Floer homology [14, 2].
Indeed, among Floer theories for three-manifolds, the one most amenable to computations
is Heegaard Floer homology. This was introduced by Ozsva´th and Szabo´ in the early
2000’s [40, 39, 43]. The definition starts with a pointed Heegaard diagram H = (Σ,α,β, z)
CM was partially supported by NSF grant DMS-1402914.
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representing a three-manifold Y . One then takes the Lagrangian Floer homology of two
tori in the symmetric product of the Heegaard surface Σ. There are four flavors of this
construction, denoted ĤF , HF +, HF−, and HF∞; we will use HF ◦ to denote any of them,
with ◦ ∈ {̂,+,−,∞}. Heegaard Floer homology was shown to be isomorphic to monopole
Floer homology [14, 2]. One reason why Heegaard Floer homology is computationally
tractable is because of the surgery formulas [38, 44, 45, 26] which relate it to a similar
invariant for knots, knot Floer homology [38, 48]. In view of this, it would be desirable to
construct a Heegaard Floer analog of Pin(2)-equivariant Seiberg-Witten Floer homology.
In the present paper we define a Heegaard Floer analog of Z4-equivariant Seiberg-Witten
Floer homology, which we call involutive Heegaard Floer homology. Here, Z4 is the sub-
group of Pin(2) generated by the element j. The Z4-equivariant theory does not have the
full power of a Pin(2)-equivariant one; in particular, one cannot use it to give another dis-
proof of the triangulation conjecture, because the resulting homology cobordism invariants
do not capture the Rokhlin invariant. Nevertheless, we will see that the information in
involutive Heegaard Floer homology goes beyond that in ordinary Heegaard Floer homol-
ogy. Moreover, we develop a formula for the involutive Heegaard Floer homology of large
surgeries on knots, and this leads to many explicit calculations.
Both Seiberg-Witten and Heegaard Floer homology decompose as direct sums, indexed
by the spinc structures on the 3-manifold. In Seiberg-Witten theory, the element j ∈ Pin(2)
gives a symmetry of the equations that takes a spinc structure to its conjugate, s → s¯.
In Heegaard Floer theory, there is a similar conjugation symmetry, given by switching the
orientation of the Heegaard surface, as well as swapping the α and the β curves:
(Σ,α,β, z)→ (−Σ,β,α, z).
As noted in [39, Theorem 2.4], this induces isomorphisms
J : HF ◦(Y, s) ∼=−−−→ HF ◦(Y, s¯)
for any spinc structure s on Y . We have J 2 = id, so J is an involution on HF ◦(Y ). This
involution was used in various arguments in the Heegaard Floer literature; see for example
[21, 20].
We define involutive Heegaard Floer homology by making use of the construction of J
at the chain level. Specifically, we have a Heegaard Floer chain group CF ◦(Y ) and a map
ι : CF ◦(Y )→ CF ◦(Y )
that induces the map J = ι∗ on homology. We define the ◦ flavor of involutive Heegaard
Floer homology, HFI ◦(Y ), to be the homology of the mapping cone:
CF ◦(Y )
Q(1+ι)−−−−−−→ Q·CF ◦(Y )[−1].
Here Q is just a formal variable, with Q2 = 0, and [−1] denotes a shift in grading. If we
work with coefficients in Z2, then Heegaard Floer groups come equipped with Z2[U ]-module
structures, and we get a Z2[Q,U ]/(Q2)-module structure on HFI ◦(Y ).
Theorem 1.1. For any flavor ◦ ∈ {̂,+,−,∞}, the isomorphism class of the involutive
Heegaard Floer homology HFI ◦(Y ), as a Z2[Q,U ]/(Q2)-module, is a three-manifold invari-
ant.
The ring R = Z2[Q,U ]/(Q2) is the cohomology ring of the classifying space BZ4, with Z2
coefficients. If we have a space with a Pin(2) action, then one can obtain its Z4-equivariant
homology (as an R-module) from its S1-equivariant homology by constructing a mapping
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cone and then taking homology, just as we constructed HFI + from HF +. Since HF +
is supposed to correspond to S1-equivariant Seiberg-Witten Floer homology, we see that
HFI + should correspond to Z4-equivariant Seiberg-Witten Floer homology. To construct
the Pin(2)-equivariant theory, one would have to complete the mapping cone to an infinite
complex that involves not just the map ι, but also the chain homotopy relating ι2 to the
identity, and higher homotopies. To define these higher homotopies one would need to
prove that Heegaard Floer homology is natural “to infinite order,” whereas currently this
is established only to first order, by the work of Juha´sz and Thurston [11]. We refer to
Section 3 below for more explanations.
The module HFI +(Y ) decomposes as a direct sum indexed by the orbits of spinc struc-
tures under the conjugation action. The most interesting case is when we have a spinc
structure s that comes from a spin structure, i.e., s = s¯. We then obtain a group HFI +(Y, s).
Furthermore, if we have a four-dimensional spin cobordism (W, t) from (Y, s) to (Y ′, s′),
we construct maps
F+W,t,a : HFI
+(Y, s)→ HFI +(Y ′, s′).
A priori, these depend on some additional data a, which includes a choice of Heegaard
diagrams for Y and Y ′ and a handle decomposition of the cobordism W . Although we
expect the maps to not depend essentially on a, proving this would require results about
higher order naturality that are not available by current techniques.
Recall that Heegaard Floer homology (for torsion spinc structures s) can be equipped
with an absolute grading with values in Q; cf. [35]. When Y is a rational homology sphere,
the minimal grading of the infinite U -tower in HF +(Y, s) gives the Ozsva´th-Szabo´ correction
term d(Y, s) ∈ Q. When s is spin, the involutive Heegaard Floer homology HFI +(Y, s) has
two infinite U -towers, and by imitating [35] we obtain two new correction terms
d(Y, s), d¯(Y, s) ∈ Q
such that
d(Y, s) ≤ d(Y, s) ≤ d¯(Y, s).
We also have a Frøyshov-type inequality for spin four-manifolds with boundary, analogous
to [35, Theorem 9.6]:
Theorem 1.2. Let Y be a rational homology three-sphere, and s be a spin structure on Y .
Then if X is a smooth negative-definite four manifold X with boundary Y , and t is a spin
structure on X such that t|Y = s, then
rk(H2(X;Z)) ≤ 4d(Y, s).
If Y is a Z2-homology sphere, then it admits a unique spin structure s, and we can sim-
ply write d(Y ) and d¯(Y ) for the corresponding invariants. Recall that two three-manifolds
Y0 and Y1 are called homology cobordant (resp. Z2-homology cobordant or Q-homology
cobordant) if there exists a smooth, compact, oriented cobordism W from Y0 to Y1 such
that H∗(W,Yi;Z) = 0 (resp. H∗(W,Yi;Z2) = 0 or H∗(W,Yi;Q) = 0) for i = 0, 1. The ho-
mology cobordism group Θ3Z is generated by oriented integer homology spheres, modulo the
equivalence relation given by homology cobordism. Similarly, the Z2-homology cobordism
group Θ3Z2 is generated by oriented Z2-homology spheres, modulo Z2-homology cobordism.
Theorem 1.3. The correction terms d, d¯ are invariants of Z2-homology cobordism, i.e.,
they descend to (non-additive) maps
d, d¯ : Θ3Z2 → Q
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Further, when Y is an integer homology sphere then d and d¯ take even integer values, and
so give maps
d, d¯ : Θ3Z → 2Z.
In some cases, for example when Y is an L-space (i.e., ĤF (Y, s) = Z2 for every s ∈
Spinc(Y )), it turns out that d(Y ) = d¯(Y ) = d(Y ). On the other hand, for the Brieskorn
sphere Σ(2, 3, 7) we have
d(Σ(2, 3, 7)) = −2, d¯(Σ(2, 3, 7)) = d(Σ(2, 3, 7)) = 0.
Thus, whereas the usual correction term d cannot tell that Σ(2, 3, 7) is not homology null-
cobordant, the invariant d can. Of course, this can also be seen by other methods, e.g. using
the Rokhlin invariant, which is 1 for Σ(2, 3, 7). More interesting is the following corollary:
Corollary 1.4. The L-spaces that are Z2-homology spheres generate a proper subgroup of
Θ3Z2. For example, Σ(2, 3, 7) is not Z2-homology cobordant to any L-space.
Observe that L-spaces that are Z2-homology spheres include, for example, all double
branched covers over alternating knots in S3; cf. [42]. We also remark that Corollary 1.4
can be obtained using Pin(2)-equivariant Seiberg-Witten Floer homology, by showing that
α = β = γ for L-spaces; this is a consequence of the Gysin sequence that relates the Pin(2)-
and S1-equivariant theories. (See [17, Proposition 3.10] for a version of this.)
In contrast to Corollary 1.4, the Brieskorn sphere Σ(2, 3, 7) does bound a rational homol-
ogy ball, and hence is Q-homology cobordant to S3; cf. [4]. This forces the d invariant to
be zero.
In our theory, the calculation of d and d¯ for Σ(2, 3, 7) is done using an adaptation of the
large surgery formula from [38, 48] to the involutive setting. More generally, this adaptation
allows us to calculate HFI + of a large integral surgery on a knot K ⊂ S3 in terms of the
knot Floer complex CFK∞(S3,K) and the analogue of the map ι on CFK∞(S3,K), which
we denote by ιK .
Let us denote by S3p(K) the result of surgery on a knot K ⊂ S3, with framing p ∈ Z.
Recall that the usual large surgery formula (cf. [38, Theorem 4.4] or [44, Theorem 2.3])
identifies HF +(S3p(K), [s]), for p  0, with the homology of a quotient complex A+s of
CFK∞(S3,K). Here, s is an integer, [s] is its mod p reduction, and we use the standard
identification of spinc structures on S3p(K) with the elements of Z/pZ. In particular, for
s = 0 we have a spin structure, and the map ιK induces a similar map ι0 on A
+
0 . Let AI
+
0
be the mapping cone
A+0
Q(1+ι0)−−−−−−→ Q·A+0 [−1].
We now state the involutive large surgery formula.
Theorem 1.5. Let K ⊂ S3 be a knot, and let g(K) be its Seifert genus. Then, for all
integers p ≥ g(K), we have an isomorphism of relatively graded R-modules
HFI +(S3p(K), [0])
∼= H∗(AI +0 ).
Note that, in Heegaard Floer theory, large surgeries are considered those with coefficient
p ≥ 2g(K) − 1. If we are only interested in the spin structure s = 0, then the weaker
inequality p ≥ g(K) suffices. Therefore, in this paper, a “large” surgery will mean one with
coefficient p ≥ g(K).
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In order to compute H∗(AI +0 ), we need to understand the conjugation symmetry ιK on
the knot Floer complex. This can be determined explicitly for two important families of
knots:
• L-space knots (and their mirrors), those knots that admit a surgery that is an L-
space; cf. [41]. These include all torus knots, Berge knots, and (−2, 3, 2k+1) pretzel
knots;
• Floer homologically thin knots (which we simply call thin), those for which the knot
Floer homology is supported in a single diagonal; cf. [48, 50, 27]. These include all
alternating knots [36] and, more generally, all quasi-alternating knots [27].
The key observation is that ι2K is equal to the map studied by Sarkar in [52], which
corresponds to moving the basepoints around the knot. In the two cases above, knowing
ι2K and the behavior of ιK with respect to gradings suffices to determine ιK up to chain
homotopy. From knowledge of ιK one can calculate HFI
+ for large surgeries on those knots
(many of which are hyperbolic).
In fact, it should be noted that ιK is in principle computable for all knots in S
3, using
grid diagrams and the maps on grid complexes [28, 29]. Thus, HFI + is algorithmically
computable for all large surgeries on knots. Although in this paper we limit ourselves
to large surgeries, we expect that HFI + satisfies involutive analogues of the surgery exact
triangle from [39], of the general knot surgery formulas from [44, 45], and perhaps of the link
surgery formula from [26]. Thus, it may be possible to show that HFI + is algorithmically
computable for all three-manifolds, along the lines of [30].
Going back to correction terms, recall that, for large p, the Ozsva´th-Szabo´ correction
term of S3p(K) in the spin structure [0] is given by
(1) d(S3p(K), [0]) = d(L(p, 1), 0)− 2V0(K) =
p− 1
4
− 2V0(K),
where V0(K) ∈ Z is an invariant of (smooth) knot concordance, coming from the knot Floer
complex of K; cf. [48, 49, 45, 46, 32]. Similarly, using ιK we obtain new concordance
invariants V 0(K) and V 0(K), and we have the following result.
Theorem 1.6. Let K ⊂ S3 be a knot of Seifert genus g(K). Then, for each integer
p ≥ g(K), we have
d(S3p(K), [0]) =
p− 1
4
− 2V 0(K), d¯(S3p(K), [0]) =
p− 1
4
− 2V 0(K).
The calculation of V 0 and V 0 for L-space knots and mirrors of L-space knots can be found
in Section 7, and that for thin knots in Section 8. Let us state the result for alternating
knots:
Theorem 1.7. Let K be an alternating knot, with signature σ and Arf invariant Arf ∈
{0, 1}. The values of the triple (V 0, V0, V 0) for K are given in the following tables.
If σ ≤ 0, then
σ Arf = 0 Arf = 1
−8k (2k, 2k, 2k) (2k + 1, 2k, 2k)
−8k − 2 (2k + 1, 2k + 1, 2k) (2k + 1, 2k + 1, 2k + 1)
−8k − 4 (2k + 2, 2k + 1, 2k + 1) (2k + 1, 2k + 1, 2k + 1)
−8k − 6 (2k + 2, 2k + 2, 2k + 2) (2k + 2, 2k + 2, 2k + 1)
If σ > 0, then
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σ Arf = 0 Arf = 1
8k (0, 0,−2k) (0, 0,−2k)
8k + 2 (0, 0,−2k) (0, 0,−2k − 1)
8k + 4 (0, 0,−2k − 1) (0, 0,−2k − 1)
8k + 6 (0, 0,−2k − 2) (0, 0,−2k − 1)
For example, the figure-eight knot 41 (with the +1 surgery being Σ(2, 3, 7)) has σ = 0
and Arf = 1. Therefore,
V 0(41) = 1, V0(41) = V 0(41) = 0.
The figure-eight knot is not slice: classically, one can prove this by checking the Fox-
Milnor condition on the Alexander polynomial [5], or (as above) by noting that +1 surgery
on 41 has non-trivial Rokhlin invariant. However, the non-sliceness of 41 cannot be detected
by most of the modern concordance invariants coming from Floer or Khovanov homology:
τ from [37, 48], s from [51], δ from [25], d(S31(K)) = −2V0(K) from [36, 49, 46], ν from [45],
ν+ from [9], ε from [8], and ΥK(t) from [33] all vanish on amphichiral knots such as 41. By
contrast, our concordance invariant V 0 does detect that 41 is not slice.
Moreover, combining Theorems 1.6 and 1.7 we obtain various constraints on which large
surgeries on an alternating knot can be homology cobordant to large surgeries on another
alternating knot. For example, we have
Corollary 1.8. Let K and K ′ be alternating knots such that σ(K) ≡ 4·Arf(K)+4 (mod 8).
If S3p(K) and S
3
p(K
′) are Z2-homology cobordant for some odd p ≥ max(g(K), g(K ′)), then
σ(K) = σ(K ′).
In the same spirit, if we combine Theorem 1.2 with Theorem 1.7, we obtain constraints on
the intersection forms of spin four-manifolds with boundary a large surgery on an alternating
knot.
The paper is organized as follows. In Section 2 we define involutive Heegaard Floer
homology and prove its invariance (Theorem 1.1). In Section 3 we explain in more detail why
HFI + should correspond to Z4-equivariant Seiberg-Witten Floer homology. In Section 4 we
establish a few properties of the involutive Heegaard Floer groups, and define the cobordism
maps. In Section 5 we define the new correction terms d, d¯ and prove Theorems 1.2 and
1.3. Section 6 contains the proof of the involutive analog of the large surgery formula,
Theorem 1.5; we also prove there Theorem 1.6 and Corollary 1.4, and show that d and d¯ are
not homomorphisms. In Section 7 we apply the involutive large surgery formula to compute
HFI + for large surgeries on (mirrors of) L-space knots. Large surgeries on thin knots are
discussed in Section 8, where we prove Theorem 1.7 and Corollary 1.8.
Acknowledgements. We thank Jennifer Hom, Andra´s Juha´sz, Tye Lidman, Francesco
Lin, Robert Lipshitz and Sucharit Sarkar for helpful conversations. We are also grateful to
the referees for many helpful suggestions.
2. Definition
The goal of this section is to define involutive Heegaard Floer homology. We assume that
the reader is familiar with regular Heegaard Floer homology, as in [40, 39, 43]. However,
we start by reviewing a few concepts in order to fix notation, and to emphasize naturality
issues.
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2.1. Heegaard Floer homology. Fix a closed, connected, oriented three-manifold Y .
Denote by Spinc(Y ) the space of spinc structures on Y , and pick some s ∈ Spinc(Y ).
Heegaard Floer homology is computed from a pointed Heegaard diagram for Y . A pointed
Heegaard diagram is a set of data H = (Σ,α,β, z) where:
• Σ ⊂ Y is an embedded, oriented surface of genus g, that splits the three-manifold
Y into two handlebodies U0 and U1;
• α = {α1, . . . , αg} is a set of nonintersecting simple closed curves on Σ which bound
disks in U0, and in fact span the kernel of H1(Σ;Z)→ H1(U0;Z);
• β = {β1, . . . , βg} is a similar set of curves for U1 instead of U0, such that αi ∩ βj is
transverse for any i, j;
• z ∈ Σ is a basepoint that does not lie on any of the alpha or beta curves.
The Heegaard Floer groups are variations of Lagrangian Floer cohomology for the two
tori
Tα = α1 × · · · × αg, Tβ = β1 × · · · × βg
inside the symmetric product Symg(Σ). There is a natural map sz : Tα ∩ Tβ → Spinc(Y ),
and we will focus on those intersection points x such that sz(x) = s. To define the Floer
groups, we need to impose an admissibility condition on H, depending on s; cf. [40, Section
4.2.2]. We also need to choose a suitable (generic) family J of almost complex structures
on Symg(Σ). We will write H for the data (H,J), which we call a Heegaard pair.
Given such a pair H, the Heegaard Floer chain complex CF∞(H, s) is freely generated
over Z2 by pairs [x, i] with x ∈ Tα ∩ Tβ and i ∈ Z, such that sz(x) = s. The differential is
given by
∂[x, i] =
∑
{y∈Tα∩Tβ |sz(y)=s}
∑
{φ∈pi2(x,y)|µ(φ)=1}
#M̂(φ) · [y, i− nz(φ)].
Here, pi2(x,y) is the space of homotopy classes of Whitney disks from x to y, µ(φ) is the
Maslov index, M̂(φ) is the moduli space of J-holomorphic disks in the class φ (modulo
the action of R), and nz(φ) is the algebraic intersection number of φ with the divisor
{z} × Symg−1(Σ). There is an action of Z2[U,U−1] on CF∞, where U acts by U · [x, i] =
[x, i− 1] and decreases relative grading by 2. The other complexes CF +,CF− and ĈF are
obtained from CF∞ by considering only pairs [x, i] with i ≥ 0, i < 0 and i = 0. All three
complexes have an induced Z2[U ]-action, which is trivial in the case of ĈF .
We will write CF ◦(H, s) for any of the four flavors of the Heegaard Floer chain complex,
and HF ◦(H, s) for the homology groups.
Theorem 2.1 (Ozsva´th-Szabo´ [40]). The isomorphism class of HF ◦(H, s) (as a Z2[U ]-
module) is an invariant of the three-manifold Y .
A stronger result was obtained by Juha´sz and Thurston, who proved naturality of the
invariant:
Theorem 2.2 (Juha´sz-Thurston [11]). If we fix Y and the basepoint z ∈ Y , then the Z2[U ]-
modules HF ◦(H, s) form a transitive system. That is to say, for any two Heegaard pairs
H = (H,J) and H′ = (H ′, J ′) we have a distinguished isomorphism
Ψ(H,H′) : HF ◦(H, s)→ HF ◦(H′, s),
such that for all H,H′,H′′ we have:
(i) Ψ(H,H) = idHF◦(H,s);
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(ii) Ψ(H′,H′′) ◦Ψ(H,H′) = Ψ(H,H′′).
Given a transitive system, we can get a single module HF ◦(Y, z, s) as the inverse limit
of this system. We can identify any HF ◦(H, s) with HF ◦(Y, z, s) in a canonical way. We
usually drop z from the notation and write HF ◦(Y, s). We can also consider the direct sum
over all spinc structures:
HF ◦(Y ) :=
⊕
s∈Spinc(Y )
HF ◦(Y, s).
Although Juha´sz and Thurston phrased their theorem in terms of homology, their meth-
ods actually give a result at the chain level:
Proposition 2.3. If we fix (Y, z, s), then the chain groups CF ◦(H, s) form a transitive
system in the homotopy category of chain complexes of Z2[U ]-modules. In other words, for
every two Heegaard pairs H and H′ we have a chain homotopy equivalence
Φ(H,H′) : CF ◦(H, s)→ CF ◦(H′, s),
satisfying the analogs of conditions (i) and (ii) from the statement of Theorem 2.2, with
equality replaced by chain homotopy. In fact, the maps Ψ(H,H′) are those induced on
homology by Φ(H,H′).
Remark 2.4. The map Φ(H,H′) is only unique up to chain homotopy. In the remainder of
the paper, whenever we write Φ(H,H′), we mean a representative of this chain homotopy
class of maps.
Proof. The proofs of Theorems 2.1 and 2.2 involve showing that any two Heegaard pairs
are related by a sequence of the following moves: changing the almost complex structures J
(with the diagram H being fixed); isotopies of the alpha and beta curves in H; handleslides
of the curves in H; stabilizations and destabilizations of H; diffeomorphisms of H induced
by an ambient isotopy of Σ in Y .1 These moves induce chain homotopy equivalences between
the respective Floer chain complexes. Indeed, this was shown in [40] for most of the moves.
The exceptions are handleslides, for which the argument in [40, Section 9.2] only shows that
they induce quasi-isomorphisms. It is proved there that if F and G are the maps associated
to a handleslide and its inverse, then G ◦F is homotopic to the composition of the triangle
map coming from a small isotopy with the nearest point map. However, one can further
show that, for a small isotopy, the triangle map is chain homotopic to the nearest point map;
see [19, Proposition 11.3] and [34, proof of Theorem 6.6]. This implies that G ◦ F is chain
homotopic to the identity. The same goes for F ◦G, so we can conclude that handleslides
actually induce chain homotopy equivalences.
Given two Heegaard pairs H and H′, we define the maps Φ(H,H′) by choosing a sequence
of moves relating H and H′. We claim that different choices of moves yield chain homotopic
maps. First, note that interpolating between two (families of) almost complex structures
in two different ways produces chain homotopic maps, by the usual continuation arguments
in Floer theory. (We are using here that the space of compatible almost complex structures
is contractible.)
With regard to the moves on Heegaard diagrams, to show that they give rise to chain
homotopic maps, in view of Theorem 2.39 in [11], it suffices to prove that CF ◦(H, s) is a
strong Heegaard invariant in the sense of [11, Definition 2.33], in the homotopy category of
1In fact, a diffeomorphism induced by an ambient isotopy can be obtained as the composition of some
stabilizations and destabilizations. However, it is convenient to consider it as a separate move.
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chain complexes of Z2[U ]-modules. There are four conditions to be checked: functoriality,
commutativity, continuity, and handleswap invariance. All of these are checked in Sections
9.2 and 9.3 of [11], in the context of proving the weaker statement that HF ◦(H, s) is a strong
Heegaard invariant in the category of Z2[U ]-modules. However, the proofs there actually
work at the chain level, with the maps being considered up to chain homotopy.
Given that the maps Φ(H,H′) are well-defined up to chain homotopy, conditions (i) and
(ii) are almost automatic. Indeed, for (i), whenH = H′, we can consider the empty sequence
of moves, so that Φ(H,H) is the identity. For (ii), we consider a sequence of Heegaard moves
from H to H′, and another from H′ to H′′, and by composing them we get a sequence from
H to H′′. 
We will sometimes write CF ◦(Y, s) for CF ◦(H, s). This is justified by Proposition 2.3,
which says that the chain groups CF ◦(H, s) for different H are chain homotopy equivalent
(although, of course, they are not usually isomorphic).
2.2. The involution. Now let us discuss the conjugation action on Heegaard Floer homol-
ogy. Given a pointed Heegaard diagram H = (Σ,α,β, z), we define the conjugate diagram
H by
H = (−Σ,β,α, z),
where −Σ means Σ with the orientation reversed. A family J of almost complex structures
on Symg(Σ) gives a conjugate family J¯ on Symg(−Σ). If H = (H,J) is a Heegaard pair,
we write H for the conjugate pair (H, J¯).
Intersection points in Tα ∩ Tβ for H are in one-to-one correspondence with those for
H, and this correspondence takes a spinc structure s to its conjugate s¯. Moreover, J-
holomorphic disks with boundaries on (Tα,Tβ) are in one-to-one correspondence with J¯-
holomorphic disks with boundaries on (Tβ,Tα). Thus, as observed in [39, Theorem 2.4], we
get a canonical isomorphism between Heegaard Floer chain complexes:
η : CF ◦(H, s) ∼=−−→ CF ◦(H, s¯).
Moreover, H and H represent the same based three-manifold (Y, z). According to Propo-
sition 2.3, we have a chain homotopy equivalence
Φ(H,H) : CF ◦(H, s¯) ∼−−→ CF ◦(H, s¯).
We denote by ι the composition of these two maps:
ι = Φ(H,H) ◦ η : CF ◦(H, s)→ CF ◦(H, s¯).
Lemma 2.5. The map ι2 : CF ◦(H, s)→ CF ◦(H, s) is chain homotopic to the identity.
Proof. We have ι2 = Φ(H,H) ◦ η ◦ Φ(H,H) ◦ η. Note that η2 = 1, so the composition
(2) η ◦ Φ(H,H) ◦ η : CF ◦(H, s)→ CF ◦(H, s)
is the conjugation of Φ(H,H) by η. Recall that Φ(H,H) is the composition of maps associ-
ated to moves between the respective Heegaard pairs. When we conjugate any such map by
η, we get the map associated to the corresponding move between the conjugate Heegaard
pairs. (This uses the identification between J- and J¯-holomorphic triangles.) In view of
Proposition 2.3, the map (2) is chain homotopic to Φ(H,H). Therefore,
ι2 ∼ Φ(H,H) ◦ Φ(H,H) ∼ idCF◦(H,s),
when in the last step we used the properties of a transitive system. 
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Lemma 2.5 implies that ι induces an involution
J = ι∗ : HF ◦(Y, s)
∼=−−→ HF ◦(Y, s¯)
on Heegaard Floer homology. This was already observed in [39, Theorem 2.4].
Remark 2.6. If we view Heegaard splittings as coming from self-indexing Morse functions
on the three-manifold Y , then the equivalence Φ(H,H) is induced by moving from a Morse
function h to −h.
2.3. Involutive Heegaard Floer homology. Let [Spinc(Y )] denote the space of orbits
of spinc structures on Y , under the conjugation action. An orbit $ ∈ [Spinc(Y )] is either
of the form {s} with s = s¯, or of the form {s, s¯} with s 6= s¯. The former case corresponds
to spinc structures that come from spin structures.
Remark 2.7. A spinc structure s with s = s¯ admits 2b1(Y ) lifts to a spin structure; see [17,
p. 124]. By a slight abuse of terminology, when s = s¯ we will refer to s as a spin structure
without fixing a specific lift.
Given z ∈ Y , a Heegaard pair H for (Y, z), and an orbit $ ∈ [Spinc(Y )], set
CF ◦(H, $) =
⊕
s∈$
CF ◦(H, s).
We define the involutive Heegaard Floer complex CFI ◦(H, $) to be the mapping cone
complex
CF ◦(H, $) 1+ι−−→ CF ◦(H, $).(3)
Given a complex C∗, we use C[n]∗ to denote the same complex with the grading shifted
by n: C[n]k = Ck+n. Thus, as an abelian group, the cone complex above is
CF ◦(H, $)[−1]⊕ CF ◦(H, $),
with the first factor being the domain of 1 + ι and the second the target.
To get more structure on this complex, it is helpful to introduce a formal variable Q of
degree −1 with Q2 = 0, and write (3) as
CF ◦(H, $) Q(1+ι)−−−−→ Q·CF ◦(H, $)[−1].(4)
Note that in the target the shift [−1] cancels out the shift due to the variable Q, so in fact
Q·CF ◦(H, $)[−1] is isomorphic to CF ◦(H, $) as a graded module.
We can re-write (4) as(
CF ◦(H, $)[−1]⊗ Z2[Q]/(Q2), ∂ +Q(1 + ι)
)
,
where ∂ is the ordinary Heegaard Floer differential. We write
∂ι = ∂ +Q(1 + ι)
for the differential on CFI ◦(H, $). Observe that, by construction, CFI ◦(H, $) is a complex
of modules over the ring
R = Z2[Q,U ]/(Q2),
with Q and U decreasing the grading by 1 and 2, respectively.
Proposition 2.8. The quasi-isomorphism class of the complex CFI ◦(H, $) (over R) is an
invariant of the pair (Y,$).
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Proof. Note that in the defintion of ι we used the map Φ(H,H), which was constructed
from a sequence of Heegaard moves relating H to H. Thus, a priori, CFI ◦(H, $) depends
not only on H, but also on that sequence of moves. However, Proposition 2.3 guarantees
that Φ(H,H) is well-defined up to chain homotopy. Therefore, so is ι. Since the mapping
cones of chain homotopy maps are homotopic, we conclude that changing the sequence of
moves only changes CFI ◦(H, $) by a homotopy equivalence.
Next, fix the basepoint z ∈ Y and suppose that we have a different Heegaard pair H′
for (Y, z). Let ι′ be the corresponding map from CF ◦(H′, $) to CF ◦(H′, $), which is the
composition of Φ(H′,H′) with an involution η′. Consider the diagram
(5) CF ◦(H, $)
Φ(H,H′)

Q(1+ι) // Q·CF ◦(H, $)[−1]
Φ(H,H′)

CF ◦(H′, $) Q(1+ι
′) // Q·CF ◦(H′, $)[−1].
We claim that this diagram commutes up to chain homotopy. This is equivalent to showing
that
(6) Φ(H,H′) ◦ Φ(H,H) ◦ η ∼ Φ(H′,H′) ◦ η′ ◦ Φ(H,H′).
We have η′ ◦ Φ(H,H′) ∼ Φ(H,H′) ◦ η. (This is similar to the discussion of conjugation by
η in the proof of Lemma 2.5.) Further, by Proposition 2.3 we have
Φ(H′,H′) ◦ Φ(H,H′) ∼ Φ(H,H′) ∼ Φ(H,H′) ◦ Φ(H,H),
so (6) follows.
Let
Υ(H,H′) : CF ◦(H, $)→ Q·CF ◦(H′, $)[−1]
be the chain homotopy that makes the diagram (5) commute. Let us add Υ(H,H′) to
that diagram as a diagonal map from the upper left to the lower right corner. Together
with the two vertical maps, this gives a chain map ΦI(H,H′) between the two rows, i.e.,
between CFI ◦(H, $) and CFI ◦(H′, $). To see that ΦI(H,H′) is a quasi-isomorphism, note
that any mapping cone comes equipped with a natural two-step filtration; in the diagram
(5), we set the filtration level to be 1 for the left column and 0 for the right column. The
chain map we constructed respects the filtration, and it induces a quasi-isomorphism on
the associated graded. (This is because on the associated graded we only see the vertical
maps Φ(H,H′), which are chain homotopy equivalences.) A filtered chain map that induces
a quasi-isomorphism on the associated graded must be a quasi-isomorphism itself.
We have shown that the quasi-isomorphism type of CFI ◦(H, $) is an invariant of the
triple (Y, z,$). It remains to prove independence of the basepoint z. If we have another
basepoint z′ ∈ Y , pick a diffeomorphism φ : Y → Y such that φ(z) = z′. Given a Heegaard
pair H for (Y, z) and a sequence of moves from H to H, we can apply the diffeomorphism φ
to obtain a Heegaard pair φ(H) for (Y, z′), as well as a sequence of moves from φ(H) = φ(H)
to φ(H). The resulting modules CFI ◦(H, $) and CFI ◦(φ(H), $) are clearly isomorphic. 
We define the involutive Heegaard Floer homology HFI ◦(Y,$) to be the homology of
the complex CFI ◦(H, $). Summing over all spinc orbits, we set
HFI ◦(Y ) :=
⊕
$∈[Spinc(Y )]
HFI ◦(Y,$).
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Proposition 2.8 shows that the isomorphism class of HFI ◦(Y,$), as an R-module, is an
invariant of (Y,$). This implies Theorem 1.1.
2.4. Remarks on naturality. With (Y, z) fixed, let us construct an oriented one-dimensional
simplicial complex (an oriented multigraph) K1 as follows. We take the vertices of K1 to be
all the admissible Heegaard pairs H = (H,J). Then, for each standard move (change in J ,
isotopy, handleslide, stabilization), we draw an edge from the initial to the final Heegaard
pair. Thus, to each vertex of K1 we associate a complex CF ◦(H, s), and to each edge e a
chain homotopy equivalence Φ(e) between the respective complexes. Theorem 2.1 can then
be viewed as a consequence of the connectedness of K1.
Furthermore, Proposition 2.3 implies that whenever we have three vertices v0, v1, v2 in
K2, along with edges e01, e12, e02 (with eij going from vi to vj), the equivalence Φ(e02) is
chain homotopic to Φ(e12) ◦ Φ(e01) or, since we work with mod 2 coefficients,
Φ(e02) + Φ(e12) ◦ Φ(e01) ∼ 0.
The chain homotopy depends on some choices (of handleswaps, of 2-parameter families
of isotopic curves or almost complex structures, etc.) For each such choice, let us attach
a 2-simplex to the loop in K1 formed by the union of the three edges. This produces a
simplicial complex K2, where to each 2-simplex f we have associated a chain homotopy
Υ(f). Theorem 2.2 can then be viewed as a consequence of the fact that K2 is simply
connected. (This should be compared with the discussion in Appendix A in [11], which
contains an elementary proof of simple connectivity for a 2-complex of handleslides.)
While Theorem 2.2 and Proposition 2.3 give a naturality result “of order one,” one could
ask for more. Whenever we have the 2-skeleton of a tetrahedron in K2, with vertices
v0, v1, v2, v3, edges eij oriented from vi to vj for i < j, and faces fijk for i < j < k, there is
an associated sum of compositions
Υ(f013) + Υ(f023) + Υ(f123) ◦ Φ(e01) + Φ(e23) ◦Υ(f012).
We conjecture that this sum is chain homotopic to zero. One should be able to attach a
3-simplex to the existing skeleton for each natural choice of such a “higher chain homotopy,”
and obtain a 2-connected simplicial complex K3. This would be a naturality result of order
two. Moreover, one should be able to continue this process and hope for (n− 1)-connected
complexes Kn for all n, such that their union (the geometric realization of a simplicial set)
is weakly contractible. This would be a naturality result of infinite order.
Our expectation is based on the situation in Seiberg-Witten theory [12, 23], where mono-
pole Floer homology is defined starting from a contractible set of choices (metrics, per-
turbations, base connections). In contrast, the analogous result in Heegaard Floer theory
seems much harder to obtain. A Heegaard diagram corresponds to a (self-indexing) Morse
function on Y , which gives a gradient vector field on Y . To prove naturality of order one,
Juha´sz and Thurston had to study singularities of 2-parameter families of gradients. To
prove naturality of infinite order, one would need to understand singularities of n-parameter
families of gradients, for all n.
Although they are beyond the scope of the current work, let us now mention two ways in
which Proposition 2.8 could be strengthened. Both of them would involve proving a kind
of naturality result of order two.
The first improvement would be to replace invariance up to quasi-isomorphism (in Propo-
sition 2.8) with invariance up to chain homotopy equivalence. This would require construct-
ing a homotopy inverse to the quasi-isomorphism ΦI(H,H′). A good candidate is ΦI(H′,H).
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To prove that ΦI(H,H′)◦ΦI(H′,H) ∼ id, one needs a commutation result between maps of
the form Φ(H,H′) and chain homotopies of the form Υ(H,H′). In principle, this is an in-
stance of order two naturality. However, in the case at hand, a proof may be more tractable
by choosing Φ(H′,H) to follow the same Heegaard moves as Φ(H,H′), but in reverse, and
by choosing Υ(H′,H) to be a suitable reverse of Υ(H,H′).
The second possible strengthening is to show naturality of order one for CFI ◦(H, $). In
the spirit of Proposition 2.3, this would mean that the complexes CFI ◦(H, $) for different
H form a transitive system in the homotopy category. This would give a construction
of HFI ◦(Y,$) as a well-defined R-module. A proof would require the following: As we
move from H to itself by a sequence of Heegaard moves, we get a map Φ′(H,H), which is
chain homotopic to the identity by a homotopy Υ(H,H) given by Proposition 2.3. There
is a similar conjugate homotopy Υ(H,H), and we need to prove a commutation result
between these Υ maps and the equivalences Φ(H,H). This is again an instance of order
two naturality. In fact, since we used naturality of order one for CF ◦ to prove Proposition 2.8
(which is invariance of the isomorphism class for CFI ◦, i.e., naturality of order zero), it is
not surprising that proving naturality of order one for CFI ◦ requires naturality of order two
for CF ◦.
3. Comparison to Seiberg-Witten theory
By work of Kutluhan-Lee-Taubes [14], or Collin-Ghiggini-Honda and Taubes [2, 55],
Heegaard Floer homology is now known to be isomorphic to monopole (Seiberg-Witten)
Floer homology as defined by Kronheimer-Mrowka [12]. An alternative construction of
Seiberg-Witten Floer homology for rational homology spheres was given by the second
author in [23], and work by Lidman and the second author establishes the equivalence of
this to the Kronheimer-Mrowka theory [16]. Under these equivalences, the variant ĤF (Y )
of Heegaard Floer homology corresponds to the ordinary (non-equivariant) homology of the
suspension spectrum SWF (Y ) defined in [23], and the variant HF +(Y ) corresponds to the
S1-equivariant homology of SWF (Y ).
The spectrum SWF (Y ) comes equipped with a Pin(2) action extending the S1 action,
and its Pin(2)-equivariant homology was studied in [24]. Since Pin(2) is an extension of Z2
by S1, we expect that the Heegaard Floer analogue of Pin(2)-equivariant Seiberg-Witten
Floer homology should be a Z2-equivariant version of HF +(Y ). Further, the extra Z2-action
in Seiberg-Witten theory is the conjugation symmetry, which corresponds to ι on HF +(Y ).
In order to understand what a potential Z2-equivariant version of HF +(Y ) (or “Pin(2)
Heegaard Floer homology”) would look like, recall that a model for constructing Z2-equivariant
Floer homology (in a different setting) was given by Seidel and Smith [53]. Their starting
point was Z2-equivariant Morse theory, in which one does Morse theory on the homotopy
quotient
Mborel := M ×Z2 EZ2.
This space is a fiber bundle over BZ2 = RP∞ with fiber M . By equipping the base RP∞
with a standard metric and Morse function (with one critical point in each nonnegative
degree), and equipping the fibers with a suitable family of metrics and functions, one can
show that H∗(Mborel;Z2) = HZ2∗ (M ;Z2) is the homology of a complex
(C∗,borel(M), ∂borel),
as follows. As a vector space, the complex C∗,borel(M) is freely generated by pairs [x, j],
where x is a generator of the usual Morse complex C∗(M) and j is a nonnegative integer.
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The degree of [x, j] is (deg x) + j. Further, there is a H∗(BZ2;Z2) = Z2[Q] action on
C∗,borel(M), given by Q · [x, j] = [x, j − 1]. The differential ∂borel decomposes as
(7) ∂borel = ∂ +Q · (1 + ι) +Q2 ·H + . . .
where ∂ is the ordinary Morse differential for M , and the higher terms are Morse con-
tinuation maps parametrized by gradient flow lines on the base RP∞. In particular,
ι : C∗(M) → C∗(M) is a chain map that induces the involution on H∗(M), and the next
term H is a chain homotopy between ι2 and the identity.
In view of this, a potential Z2-equivariant version of HF +(Y ) (or “Pin(2) Heegaard
Floer homology”) should be the homology of a complex whose generators are [x, i, j] for
x ∈ Tα ∩Tβ and i, j ∈ Z≥0, with a differential similar to (7). This would come with U and
Q actions given by U · [x, i, j] = [x, i − 1, j] and Q · [x, i, j] = [x, i, j − 1]. However, the U
action would generally not commute with the differential. Rather, given that this should
mimic Pin(2)-equivariant Seiberg-Witten Floer homology and therefore be a module over
H∗(BPin(2);Z2) = Z2[Q,V ]/(Q3) as in [24], we only expect the U2 = V action to commute
with the differential, and we further expect the Q action to satisfy Q3 = 0 on homology.
In any case, a definition of Pin(2) Heegaard Floer homology along these lines is difficult
for the following reasons. The Q2 term in (7) involves the chain homotopy H between ι2
and the identity. Such a homotopy exists because of the usual naturality (of order one) in
Heegaard Floer homology, but proving that a complex involving H is well-defined up to
chain homotopy would involve showing that any two choices of H are related by a higher
homotopy, and this would mean proving naturality of order two. (Compare Section 2.4.)
Moreover, naturality of order two would be involved in even defining the Q3 term in the
differential. To define the whole differential would require a proof of naturality up to
arbitrary orders in Heegaard Floer homology, and this is not accessible by current methods.
These limitations have led us to settle for a truncation of the complex (7), in which we
set Q2 = 0. The result is the involutive Heegaard Floer homology defined in Section 2. This
is a module over the ring R = Z2[Q,U ]/(Q2), which can be identified with H∗(BZ4;Z2).
In fact, in the Introduction we claimed that HFI +(Y ) should correspond to Z4-equivariant
Seiberg-Witten Floer homology, where Z4 ⊂ Pin(2) is the subgroup generated by j. This is
justified by the following result.
Proposition 3.1. Let X be a paracompact Hausdorff space with a Pin(2) action, and fix a
model for the classifying bundle EPin(2). Let CS
1
∗ (X;Z2) be the singular chain complex of
the S1 homotopy quotient X ×S1 EPin(2), with an involution ι coming from the action of
j ∈ Pin(2) on X × EPin(2). Then, we have an isomorphism of R-modules
(8) HZ4∗ (X;Z2) ∼= H∗(Cone(CS
1
∗ (X;Z2)
Q(1+ι)−−−−→ Q·CS1∗ (X;Z2)[−1])).
Proof. Let
Y := (X ×S1 EPin(2))×Z2 S1
be the mapping torus of X×S1 EPin(2) associated to the involution j. The right hand side
of (8) is the homology of Y . Since (X ×S1 EPin(2))/Z2 ∼= X ×Pin(2) EPin(2), we can view
Y as a principal bundle
(9) S1 ↪→ Y  X ×Pin(2) EPin(2).
Principal circle bundles over a base B are classified by homotopy classes of maps B → BS1,
that is, by elements in H2(B;Z) (their Euler classes). In our case the classifying map is the
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composition
X ×Pin(2) EPin(2)→ BPin(2)→ BS1,
where the latter map comes from the quotient Pin(2)/Z4 ∼= S1.
On the other hand, since Pin(2)/Z4 ∼= S1, we also have a fiber bundle (which is not a
principal bundle)
(10) S1 ↪→ X ×Z4 EPin(2)  X ×Pin(2) EPin(2).
General circle bundles over a base B are classified by homotopy classes of maps B →
BO(2), and they can be made into principal bundles if and only if they are orientable,
that is, when the classifying map factors through BSO(2) ∼= BS1. Each circle bundle
S1 ↪→ T  B has an associated second Steifel-Whitney class w2(T ) ∈ H2(B;Z2). Cap
product with w2(T ) gives one of the maps in the Gysin sequence on homology
· · · → H∗(T ;Z2)→ H∗(B;Z2) _w2(T )−−−−−→ H∗−2(B;Z2)→ · · ·
Recall that the Gysin sequence is constructed starting from the short exact sequence of
a pair,
0→ C∗(T ;Z2)→ C∗(M ;Z2)→ C∗(M,T ;Z2)→ 0,
where M is the disk bundle associated to T , i.e., the mapping cylinder for the projection
p : T → B. Moreover, we have a Thom quasi-isomorphism C∗(M,T ) → C∗−2(B), x →
p∗(x) _ ζ, where ζ ∈ C∗(M,T ) is a representative of the Thom class; since we work over a
field, the quasi-isomorphism is in fact a chain homotopy equivalence. We also have another
equivalence p∗ : C∗(M)→ C∗(B). Putting everything together, we get equivalences:
C∗(T ;Z2)
∼−→ Cone(C∗(M,T ;Z2)→ C∗(M ;Z2)) ∼−→ Cone(C∗(B;Z2) _w−−→ C∗−2(B;Z2)),
where w is any cocycle representing w2(T ). These equivalences are canonical up to chain
homotopy. Therefore, if we have two circle bundles T, T ′ overB with the same second Stiefel-
Whitney class, then the homologies H∗(T ;Z2) and H∗(T ′;Z2) are canonically isomorphic.
In our setting, the circle bundles (9) and (10) have the same second Stiefel-Whitney class,
namely the pull-back toH∗(X×Pin(2)EPin(2);Z2) of the generatorQ2 ∈ H2(BPin(2);Z2) ∼=
Z2. This implies that
(11) HZ4∗ (X;Z2) ∼= H∗(Y ;Z2).
It remains to show that this isomorphism preserves the R-module structures. To see this,
consider the Gysin sequence on cohomology, at the chain level, which gives an isomorphism
similar to (11):
H∗Z4(X;Z2) ∼= H∗(Y ;Z2).
In the particular case X = pt, the isomorphism gives
H∗(BZ4;Z2) ∼= H∗((EPin(2)/S1)×Z2 S1;Z2) ∼= R.
For general X, the projection X → pt yields a commutative diagram
(12) H∗Z4(X;Z2)

∼= // H∗(Y ;Z2)

H∗Z4(pt;Z2)
∼= // H∗((EPin(2)/S1)×Z2 S1;Z2).
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The R-module actions on HZ4∗ (X;Z2) and H∗(Y ;Z2) are given by cap products with
cohomology elements pulled back under the vertical maps in (12). The fact that the diagram
commutes implies that the isomorphism (11) commutes with the R-actions. 
In view of Proposition 3.1, we make the following
Conjecture 3.2. For any rational homology sphere Y and spin structure s on Y , we have
an R-module isomorphism
HFI +∗ (Y, s) ∼= HZ4∗ (SWF (Y, s);Z2),
where SWF (Y, s) is the Seiberg-Witten Floer spectrum from [23].
4. Properties
In this section we establish a few properties of the involutive Heegaard Floer homology
groups HFI ◦(Y,$) defined in Section 2. In this section, we will frequently have cause to
refer to maps between involutive Heegaard Floer homology groups HFI . Since we do not
know that involutive Heegaard Floer homology is a natural object, this always means that
the map is defined for a particular set of Heegaard data H for Y (and may be a different
map for a different set of Heegaard data).
4.1. Basic facts. First, observe that since CFI ◦ = (CF ◦[−1] ⊗ (Z2[Q]/(Q2)) as a vector
space, the (relative and absolute) gradings on CF ◦ induce gradings on CFI ◦. Let us write
c1($) for the first Chern class of any representative of $, and let d($) = gcd{〈c1($), ξ〉 |
ξ ∈ H2(Y ;Z)}. Then, CFI ◦(Y,$) has an absolute Z2 grading and a relative Z/d($)Z
grading. Further, when c1($) is torsion, there is an absolute Q-grading lifting the Z/d($)Z
grading. (Compare [40], [35].)
We have the following exact sequences, in analogy with the corresponding long exact
sequences for ordinary Heegaard Floer homology.
Proposition 4.1. The involutive Heegaard Floer groups have long exact sequences
· · · → ĤFI (Y,$)→ HFI +(Y,$) ·U−→ HFI +(Y,$)→ · · ·
· · · → HFI−(Y,$) i−→ HFI∞(Y,$) pi−→ HFI +(Y,$)→ · · ·
where i and pi denote the maps induced by inclusion and projection.
Proof. We prove the second assertion; the first is similar. From the definitions of the
ordinary Heegaard Floer chain complexes, there is a short exact sequence 0→ CF−(Y, s)→
CF∞(Y, s)→ CF +(Y, s)→ 0. We have the following commutative diagram.
0 Q·CF−(Y, s)[−1] Q·CF∞(Y, s)[−1] Q·CF +(Y, s)[−1] 0i pi
0 CF−(Y, s) CF∞(Y, s) CF +(Y, s) 0
i pi
·Q(1 + ι) ·Q(1 + ι) ·Q(1 + ι)
Commutativity of this diagram induces a short exact sequence of chain maps between
the mapping cones:
0→ CFI−(Y,$)→ CFI∞(Y,$)→ CFI +(Y,$)→ 0
which in turn gives rise to the desired long exact sequence. 
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In addition to the involutive Heegaard Floer complexes CFI ◦(Y,$), we can also consider
their duals, the cochain complexes CFI ◦(Y,$). In ordinary Heegaard Floer homology, the
dual complex to CF ◦(Y,$) is denoted CF ◦(Y,$), and then CFI ◦(Y,$) can be viewed as
the mapping cone of Q(1 + ι]) on CF ◦(Y,$), where ι] is the dual map to ι on cochain
complexes.
By analogy with the reduced Heegaard Floer groups HF +red(Y, s) from [40, Definition 4.7],
we define the reduced involutive Heegaard Floer homology as
(13) HFI +red(Y,$) := HFI
+(Y,$)/ Im(Un) for n 0.
Equivalently, HFI +red(Y,$) is the cokernel of the map pi : HFI
∞(Y,$)→ HFI +(Y,$) from
the second exact sequence in Proposition 4.1.
4.2. Orientation reversal. We would like to consider the behavior of the involutive invari-
ant under orientation reversal. For context, let us quickly recall the situation for ordinary
Heegaard Floer homology. Recall that there is a natural bijection Spinc(Y ) ' Spinc(−Y )
by regarding a nowhere-vanishing vector field over Y as a nowhere-vanishing vector field
over −Y . Ozsva´th and Szabo´ [43, Section 5] define a pairing map
CF∞(Y, s)× CF∞(−Y, s)→ Z
via
〈[x, i], [y, j]〉 =
{
1 if x = y and i+ j + 1 = 0
0 otherwise
which satisfies 〈∂Y α, β〉 = 〈α, ∂−Y β〉 and 〈Uα, β〉 = 〈α,Uβ〉. For torsion spinc structures,
this induces isomorphisms of chain complexes between CF∞(Y, s) and the cochain complex
CF∞(−Y, s) and between CF +(Y, s) and the cochain complex CF−(−Y, s), in both cases
via [x, i] 7→ [x,−i− 1]∗.
In order to define an analogous pairing for involutive Heegaard Floer homology on the
chain level, we must take some care with the choices made in producing appropriate chain
maps ι for Y and −Y . As in Section 2, let H = (Σ,α,β, z) be a Heegaard diagram for Y ,
and let H = (−Σ,β,α, z). Assume we have chosen a sequence of moves between H and
H inducing a chain homotopy equivalence Φ(H,H) : CF∞(H, s¯)→ CF∞(H, s¯), so that the
chain map ιY is the composition
ιY : CF
∞(H, s) η−→ CF∞(H, s¯) Φ(H,H)−−−−−→ CF∞(H, s¯)
where η, as before, is the canonical isomorphism between CF∞(H, s) and CF∞(H, s¯). Now,
let −H = (Σ,β,α, z) be our choice of Heegaard diagram for −Y , and let the sequence of
moves connecting −H = (−Σ,α,β, z) to −H be the same moves as in the previous sequence,
but in the opposite order. Then we have a map
ι−Y : CF∞(−H, s) η−→ CF∞(−H, s¯) Φ(−H,−H)−−−−−−−→ CF∞(−H, s¯).
With this in mind, we define a pairing
〈, 〉ι : CFI∞(H, $)× CFI∞(−H, $)→ Z
by requiring that 〈[x, i], [y, j]〉ι = 〈Q[x, i], Q[y, j]〉ι = 0 and
〈[x, i], Q[y, j]〉ι = 〈Q[x, i], [y, j]〉ι =
{
1 if x = y and i+ j + 1 = 0
0 otherwise.
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The point of our care in constructing ιY and ι−Y is the following lemma.
Lemma 4.2. The pairing 〈, 〉ι satisfies
〈Q(ιY [x, i]), [y, j]〉ι = 〈[x, i], Q(ι−Y [y, j])〉ι.
Proof. Each map of chain complexes induced by one of the moves in the sequence we have
chosen to connect H and H counts either rigid pseudo-holomorphic disks of appropriate
index or pseudo-holomorphic triangles; interchanging α and β and running the sequence
in the opposite order has the effect that the direction of each disk or triangle is reversed.
Suppose that ιY ([x, i]), written as a sum of generators of CF
∞(H, s¯) such that each appears
exactly once, contains [y,−j − 1]. Then there is a chain of pseudo-holomorphic disks and
triangles in the maps comprising Φ(H,H) from x to y. This implies that there is a chain
of holomorphic disks and triangles in the maps comprising Φ(−H,−H) from y to x, and,
by considering intersections with the basepoint, that ι−Y ([y, j]), again written as a sum of
intersection points, must contain [x,−i− 1]. 
We can now prove the following.
Lemma 4.3. Under the pairing 〈, 〉ι, we have the identities
〈α, ∂ι−Y β〉ι = 〈∂ιY α, β〉ι
〈α,Uβ〉ι = 〈Uα, β〉ι.
Proof. First, suppose that α = [x, i] and β = Q[y, j]. Let ∂Y denote the usual Heegaard
Floer differential for Y , so that ∂ιY [x, i] = ∂Y [x, i]+Q(1+ιY )[x, i]. Similarly, ∂
ι
−Y (Q[y, j]) =
Q∂−Y [y, j]. Thus, we have
〈∂ιY α, β〉ι = 〈∂Y [x, i] +Q(1 + ιY )[x, i], Q[y, j]〉ι
= 〈∂Y [x, i], Q[y, j]〉ι
= 〈[x, i], Q∂−Y [y, j]〉ι
= 〈α, ∂ι−Y β〉ι
where the third equality comes from the fact that J-holomorphic disks from x to y counted
by ∂Y are in one-to-one correspondence with −J holomorphic disks from y to x counted by
∂−Y . The case in which α = Q[x, i] and β = [y, j] can now be obtained from this case by
reversing the roles of Y and −Y .
Next, suppose that α = [x, i], β = [y, j]. Then ∂ιY (α) = ∂Y [x, i] + Q(1 + ιY )[x, i] and
∂ι−Y (β) = ∂−Y [y, j] +Q(1 + ι−Y )[y, j]. We have
〈∂ιY α, β〉 = 〈∂Y [x, i] +Q(1 + ιY )[x, i], [y, j]〉ι
= 〈Q(1 + ιY )[x, i], [y, j]〉ι
= 〈Q[x, i], [y, j]〉ι + 〈Q[ιY (x), i], [y, j]〉ι
= 〈[x, i], Q[y, j]〉ι + 〈[x, i], Q(ι−Y [y, j])〉ι
= 〈[x, i], Q(1 + ι−Y )[y, j]〉ι
= 〈[x, i], ∂−Y [y, j] +Q(1 + ι−Y )[y, j]〉ι
= 〈α, ∂ι−Y β〉ι.
The fourth, most important, equality comes from Lemma 4.2. Finally, in the case that
α = Q[x, i] and β = Q[y, j], both sides of the claimed identity are trivial.
The second statement is straightforward since U [x, i] = [x, i− 1]. 
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By Lemma 4.3 the pairing we have defined on CFI∞ descends to give pairings
〈, 〉ι : HFI∞(Y,$)×HFI∞(−Y,$)→ Z,
〈, 〉ι : HFI +(Y,$)×HFI−(−Y,$)→ Z.
In particular, for c1($) torsion, this gives isomorphisms between CFI
∞(Y,$) and the
cochain complex CFI∞(−Y,$), and between CFI +(Y,$) and the cochain complex CFI−(−Y,$),
in both cases via [x, i] 7→ [Qx,−i− 1]∗ and [Qx, i] 7→ [x,−i− 1]∗.
At this point we recall that the analogous isomorphism on CF∞ in ordinary Heegaard
Floer homology, which goes by [x, i] 7→ [x,−i− 1]∗, takes CF∞r (Y, s) to CF−r−2∞ (−Y, s) [43,
Proposition 7.11]. Because the absolute grading on CFI ◦ is induced by the absolute grading
on CF ◦, we immediately have the following.
Proposition 4.4. If s is a torsion spinc structure on Y and $ is its orbit under conjugation,
there are isomorphisms
CFI∞r (Y,$)→ CFI−r−1∞ (−Y,$)
CFI +r (Y,$)→ CFI−r−1− (−Y,$)
which induce isomorphisms on homology
DI,∞ : HFI∞r (Y,$)→ HFI−r−1∞ (−Y,$)
DI,+ : HFI +r (Y,$)→ HFI−r−1− (−Y,$).
Proof. Let r be the absolute grading of [x, i] as an element of CF∞(Y, s). Then the absolute
grading of [x, i] as an element of CFI∞(Y ) is r + 1 and the absolute grading of its image
Q[x,−i− 1]∗ as an element of CFI∞(−Y ) is −r− 2 = −(r+ 1)− 1. Similarly, the absolute
grading of Q[x, i] as an element of CFI∞(−Y ) is r and the absolute grading of its image
[x,−i− 1]∗ is −r − 2 + 1 = −r − 1. 
Using the universal coefficients theorem for cohomology, Proposition 4.4 allows us to cal-
culate HFI−(−Y,$) from knowledge of HFI +(Y,$). Further, once we know HFI−(−Y,$),
we can get HFI +(Y,$) by analyzing the second exact triangle from Proposition 4.1.
4.3. Relation to the usual Heegaard Floer groups.
Proposition 4.5. Let $ ∈ [Spinc(Y )] be an orbit of the form {s, s¯} with s 6= s¯. Then, we
have an isomorphism of graded R-modules
HFI ◦(Y,$) ∼= HF ◦(Y, s)[−1]⊕HF ◦(Y, s),
with trivial multiplication by Q.
Proof. Recall that for the map ι : CF ◦(Y, s) → CF ◦(Y, s¯) is the composition of a chain
isomorphism and a chain homotopy equivalence, and is therefore itself a chain homotopy
equivalence, with homotopy inverse ι : CF ◦(Y, s¯)→ CF ◦(Y, s).
For notational simplicity, consider the general situation of two Z2[U ]-complexes (A, ∂A)
and (B, ∂B) with U -equivariant chain homotopy equivalences f : A → B and g : B → A
which are homotopy inverses. Consider the chain complex C = ((A⊕B)[−1])⊗Z2[Q]/(Q2)
with differential ∂ given by
a 7→ ∂Aa+Qa+Qf(a) b 7→ ∂Bb+Qb+Qg(b)
Qa 7→ Q∂Aa Qb 7→ Q∂Bb
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Let W : A→ A be the homotopy between gf and the identity. We do a change of basis to
C, replacing A with A′ consisting of elements a′ = a+ f(a) +QW (a) and QB by QB′ with
elements Qb′ = Qb + Qg(b). Because f , g, and W are U -equivariant, the change of basis
map is U -equivariant as well. Furthermore, it is a chain isomorphism; explicitly we have
∂(a′) = ∂(a+ f(a) +QW (a))
= ∂A(a) +Qa+Qf(a) + ∂Bf(a) +Qf(a) +Qgf(a) +Q∂AW (a)
= ∂A(a) + f∂A(a) +Q(a+ gf(a) + ∂AW (a))
= ∂A(a) + f∂A(a) +QW (∂A(a))
= (∂(a))′
∂(Qb′) = ∂(Q(b+ g(b)))
= Q∂Bb+Q∂Bg(b)
= (∂(Qb))′
Furthermore, with respect to this change of basis the elements in QA and B have the
following differentials
∂(Qa) = Q∂A(a)
∂(b) = ∂B(b) +Qb+Qg(b)
= ∂B(b) +Qb
′
We see that C splits as a direct sum of the complexes (A′, ∂|A′), (QA, ∂A), and (B ⊕
QB′, ∂|B⊕QB′). The last summand is acyclic, so we see that the homology of C is
H∗−1(A′)⊕H∗(QA).
However, the map (A, ∂A) → (A′, ∂|A′) is a chain isomorphism, so we conclude that the
homology of C is isomorphic to
H∗−1(A)⊕H∗(A).
The Q action is trivial because if a′ is a cycle, then ∂Aa+∂Bf(a)+Q∂AW (a) = 0, so in fact
all three of these summands are zero. It follows that Qa′ = Q(a+ f(a)) = ∂a, so Q[a′] = 0
in homology.
Applying this result to our case with A = CF ◦(Y, s), B = CF ◦(Y, s¯), f = ι and g = ι
yields the desired conclusion. 
In light of the previous proposition, we will focus on HFI ◦(Y,$) for $ consisting of a
single element s with s = s¯ (that is, s is spin). In this case we simply write CFI ◦(Y, s) for
CFI ◦(Y,$), and HFI ◦(Y, s) for HFI ◦(Y,$).
Proposition 4.6. Let s be a spin structure on Y . Then, there is an exact triangle of
U -equivariant maps relating HFI ◦ to HF ◦:
(14)
HFI ◦(Y, s)
HF ◦(Y, s) Q·HF ◦(Y, s)[−1]Q(1 + ι∗)
Here, the map HFI ◦(Y, s)→ HF ◦(Y, s) decreases grading by 1, and the other two maps are
grading-preserving.
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Proof. This follows directly from the definitions: CFI ◦(Y,$) is a mapping cone of chain
complexes, and the homology of any mapping cone fits into such an exact triangle (cf., for
example, [56, Proposition 1.5.2]). 
Corollary 4.7. Let s be a spin structure on Y . Then ĤFI (Y, s) is isomorphic to the
homology of the mapping cone
ĤF (Y, s)
Q(1+ι∗)−−−−−→ Q·ĤF (Y, s)[−1]
as R-modules (with trivial U action).
Proof. Because ĤF (Y, s) and ĤFI (Y, s) are Z2-vector spaces, the exact triangle of Proposi-
tion 4.6 splits, and we have
0→ ker(Q(1 + ι∗))→ ĤFI (Y, s)→ coker(Q(1 + ι∗))[−1]→ 0.
We see that ĤFI (Y, s) = ker(Q(1 + ι∗))[−1] ⊕ coker(Q(1 + ι∗))[−1], with the Q action
agreeing with the map ker(Q(1 + ι∗))
·Q−→ coker(Q(1 + ι∗)). 
Note that Corollary 4.7 implies that the Euler characteristic of ĤFI (Y, s) is always zero.
Interestingly, the analog of Corollary 4.7 does not hold for the other versions. For ex-
ample, in Section 6.8 we will compute HFI +(−Σ(2, 3, 7)), and we will see that it is not
isomorphic to the mapping cone of 1 + ι∗ on HF +. Thus, to understand HFI + we need to
study ι at the chain level, before taking homology.
4.4. L-spaces. In Heegaard Floer theory, a three-manifold Y is called an L-space if for
all spinc structures s on Y , we have ĤF (Y, s) ∼= Z2 (in some grading) or, equivalently,
HF +(Y, s) ∼= T + := Z2[U,U−1]/Z2[U ]. An L-space is necessarily a rational homology
sphere.
Corollary 4.8. Let Y be an L-space, and s a spin structure on Y . Then
HFI +(Y, s) ∼= HF +(Y, s)[−1]⊗Z2[U ] R.
Proof. If Y is an L-space, there is exactly one homology class in each grading HF +r (Y, s).
Therefore, since ι is grading-preserving and U -equivariant, ι∗ is either the zero map or the
identity. Since ι2∗ = Id, we see that ι∗ is the identity map on HF
+(Y, s). Therefore the map
(1 + ι∗) : HF +(Y, s) → Q ·HF +(Y, s)[−1] must be zero. From the exact triangle (14) we
see that HFI +(Y, s) is an extension of HF +(Y, s)[−1] by Q·HF +(Y, s)[−1]. Since these two
towers are supported in different degrees mod 2Z, we conclude that the extension is trivial,
implying the result. 
4.5. Cobordism maps. Suppose we have a connected, oriented four-dimensional cobor-
dism W between connected three-manifolds Y and Y ′. In [43], Ozsva´th and Szabo´ construct
maps
F ◦W,s : HF
◦(Y, s|Y )→ HF ◦(Y ′, s|Y ′),
where s is a spinc structure on W . Strictly speaking, the maps F ◦W,s also depend on the
choice of a path γ from the basepoint on Y to the basepoint on Y ′; see [10] and [57] for a
discussion of this in the hat case. However, we drop γ from the notation for simplicity.
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There is a conjugation symmetry acting on spinc structures on W . If $ is an equivalence
class under this symmetry (consisting of either one or two elements), we define
F ◦W,$ =
∑
s∈$
F ◦W,s : HF
◦(Y,$|Y )→ HF ◦(Y ′, $|Y ′).
The purpose of this subsection is to construct similar maps in involutive Heegaard Floer
homology.
Proposition 4.9. With W and $ as above, there exist maps
F I,◦W,$,a : HFI
◦(Y,$|Y )→ HFI ◦(Y ′, $|Y ′)
depending on some additional data a, such that the exact triangles of the form (14) fit into
commutative diagrams
(15) . . . // HF ◦(Y,$|Y )
F ◦W,$

Q(1+ι∗)// Q·HF ◦(Y,$|Y )[−1]
F ◦W,$

// HFI ◦(Y,$|Y )
F I,◦W,$,a

// . . .
. . . // HF ◦(Y ′, $|Y ′)
Q(1+ι∗)// Q·HF ◦(Y ′, $|Y ′)[−1] // HFI ◦(Y ′, $|Y ′) // . . .
Proof. To begin with, we choose the following:
(i) A decomposition of W as
W = W1 ∪Y1 W2 ∪Y3 · · · ∪Yn−1 Wn,
where Wi is cobordism between three-manifolds Yi−1 and Yi, for each i = 1, . . . , n,
such that Y0 = Y and Yn = Y
′. We require that exactly one of the Wi, say Wj ,
consists of the addition of two-handles. (There can be several two-handles in Wj , or
even none. Thus, Wj is given by surgery on a possibly empty framed link L ⊂ Yj−1.)
Further, for i < j, the cobordism Wi consists of a single one-handle addition, and for
i > j, it consists of a single three-handle addition;
(ii) A basepoint z on Y such that attaching the handles in each Wi is always done away
from z; this gives a path γ from z ∈ Y to a basepoint z′ ∈ Y ′.
(iii) For each i < j (so that Wi is a one-handle), a choice of Heegaard pairs Hi−1 for Yi−1
and H′i for Yi, such that H′i is obtained from Hi−1 by a connected sum with a standard
diagram for S1 × S2, as in [43, Section 4.3];
(iv) For the value j such that Wj consists of two-handles, a choice of a bouquet for the
framed link L, as well as a Heegaard triple (together with almost complex structures)
subordinate to that bouquet, as in [43, Section 4.1]. When restricted to Yj−1 and Yj
this gives Heegaard pairs Hj−1 and H′j , respectively;
(v) For each i > j (so that Wi is a three-handle), a choice of Heegaard pairs Hi−1 for
Yi−1 and H′i for Yi, such that Hi−1 is obtained from H′i by a connected sum with a
standard diagram for S1 × S2, as in [43, Section 4.3];
(vi) For each i = 1, . . . , n − 1, a sequence of Heegaard moves relating the Heegaard pairs
H′i to Hi for Yi. These give rise to chain homotopy equivalences Φ(H′i,Hi) from
CF ◦(H′i, $|Yi) to CF ◦(Hi, $|Yi).
Note that a decomposition of W as in (i) above can be obtained from a self-indexing Morse
function on W . Moreover, the data (i)-(vi) is what was needed to define the cobordism maps
between ordinary Heegaard Floer complexes in [43].
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To define cobordism maps between involutive Heegaard Floer complexes, we will use
some additional choices ai and bi to construct chain maps
fi = F
I,◦
Wi,$|Wi ,ai
: CFI ◦(Hi−1, $|Yi)→ CFI ◦(H′i, $|Yi)
for i = 1, . . . , n, and
gi = Φ
I(H′i,Hi; bi) : CFI ◦(H′i, $|Yi)→ CFI ◦(Hi, $|Yi)
for i = 1, . . . , n− 1. Note that before defining fi and gi, we will first need to construct their
domains and targets. (Indeed, recall that the involutive Heegaard Floer chain complexes
depend on sequences of moves that relate a diagram to its conjugate.) Once fi and gi are
constructed, we will set
f I,◦W,$,a = fn ◦ gn−1 ◦ fn−1 ◦ · · · ◦ f2 ◦ g1 ◦ f1
and then let F I,◦W,$,a be the map induced by f
I,◦
W,$,a on homology. The total data a will
consist of (i)-(vi) above, together with the choices ai and bi at each step.
For each i = 1, . . . , n, we define fi as follows. We choose a sequence of Heegaard moves
from Hi−1 to Hi−1. These produce a chain homotopy equivalence
Φ(Hi−1,Hi−1) : CF ◦(Hi−1, $|Yi−1)→ CF ◦(Hi−1, $|Yi−1)
which can be used to construct the involutive complex CFI ◦(Hi−1, $|Yi−1). We also choose
(independently) a sequence of moves from H′i to H′i, which give a homotopy equivalence
Φ(H′i,H′i) and a complex CFI ◦(H′i, $|Yi). We now consider the diagram
(16) CF ◦(Hi−1, $|Yi−1)
Φ(Hi−1,Hi−1)

f¯◦
Wi,$|Wi // CF ◦(H′i, $|Yi)
Φ(H′i,H′i)

CF ◦(Hi−1, $|Yi−1)
f◦
Wi,$|Wi // CF ◦(H′i, $|Yi)
where the horizontal maps are chain maps induced by handle additions in Heegaard Floer
theory, as in [43]. Note that these horizontal maps also depend on the data a. Observe
that the compositions Φ(H′i,H′i)◦ f¯◦Wi,$|Wi and f
◦
Wi,$|Wi
◦Φ(Hi−1,Hi−1) can also be viewed
as cobordism maps associated to Wi. By the well-definedness results for cobordism maps
proved in [43], any two such maps are related by chain homotopies. It follows that the
diagram (16) commutes up to chain homotopy. If we let Υi be a chain homotopy of this
type, we can combine it with f¯◦Wi,$|Wi
and f◦Wi,$|Wi
to construct the desired map fi from
CFI ◦(Hi−1, $|Yi) to CFI ◦(H′i, $|Yi); we are using here conjugation invariance of the cobor-
dism maps (Theorem 3.6 in [43]) at the chain level. Note that the data ai needed for defining
fi consists of the two sequences of Heegaard moves, together with the chain homotopy Υi.
The maps gi are constructed just as in the proof of Proposition 2.8. The corresponding
data bi consists of chain homotopies Υ(H′i,Hi) from CFI (H′i, $|Yi) to Q·CF ◦(Hi, $|Yi)[−1].
This concludes the definition of the map F I,◦W,$,a. The commutativity of (15) follows from
the construction. 
Remark 4.10. We conjecture that the map F I,◦W,$,a depends on a only through the choice of
the path γ. However, since we did not prove naturality for HFI ◦ (cf. the remarks at the
end of Section 2.4), we cannot prove the conjecture with the available technology. In fact,
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since a includes a choice of Heegaard diagram for Y and Y ′, even the target and domain of
F I,◦W,$,a are not yet well-defined as three-manifold invariants; only their isomorphism classes
are.
We have the following analogue of the composition law in Heegaard Floer theory, [43,
Theorem 3.4].
Proposition 4.11. Suppose we have cobordisms W from Y to Y ′, and another cobordism
W ′ from Y ′ to Y ′′. Let W be equipped with an equivalence class of spinc structures $, and
with some additional data a as in Proposition 4.9. Similarly, we let W ′ be equipped with a
class $′ and data a′. Then, we can find data atot for the cobordism W ∪W ′, such that the
following gluing result holds:
F I,◦W ′,$′,a′ ◦ F I,◦W,$,a =
∑
{ζ∈[Spinc(W∪W ′)]|ζ|W=$,ζ|W ′=$′}
F I,◦W∪W ′,ζ,atot .
The proof of Proposition 4.11 is similar to that of [43, Theorem 3.4].
Next, let us recall, from [43, Theorem 7.1], that if W is a cobordism from Y to Y ′
equipped with a spinc structure s whose restrictions s|Y and s|Y ′ are both torsion, then for
x ∈ HF ◦(Y, s|Y ),
(17) gr(F ◦W,s(x))− gr(x) =
c1(s)
2 − 2χ(W )− 3σ(W )
4
.
Because our cobordism maps are induced by the Ozsva´th-Szabo´ maps, we have the same
result for involutive Heegaard Floer homology:
Lemma 4.12. Let W be a cobordism from Y to Y ′ equipped with an equivalence class of
spinc structures, $, whose restrictions $|Y and $|Y ′ are both torsion. Let c1($) be c1(s)
for any s ∈ $. Let also a be some additional data for W , as in Proposition 4.9. Then for
x ∈ HFI ◦(Y,$|Y ),
gr(F I,◦W,$,a(x))− gr(x) =
c1($)
2 − 2χ(W )− 3σ(W )
4
.
5. New correction terms
5.1. Definitions. In this section, we introduce new correction terms arising from HFI +(Y ).
In order to motivate the definition, recall from [35] that the ordinary correction term d(Y, s)
associated to a rational homology three-sphere Y and a spinc structure s is the lowest
homological degree of any element in UnHF +(Y, s), where n  0. Equivalently, d(Y, s) is
the minimal grading r such that the map pi : HF∞r (Y, s) → HF +r (Y, s) is nontrivial. Or,
more concretely, one can show that HF +(Y, s) can be decomposed (non-canonically) as
T +⊕HF +red, where T + is an infinite U -tower as in Section 4.4, and HF +red := Coker(pi) is a
finite dimensional Z2-vector space (with some U -action). Then, d(Y, s) is simply the lowest
degree of an element in T +.
We mimic this construction to produce two new correction terms. For s a spin structure
on Y , we consider the exact triangle (14),
(18)
HFI +(Y, s)
HF +(Y, s) Q·HF +(Y, s)[−1]
gh
Q(1 + ι∗)
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consisting of U -equivariant maps, here given names for convenience. For r  0, we have that
HF +r (Y, s) is either trivial or a one-dimensional Z2-vector space. Since ι∗ is an isomorphism,
this implies that ι∗ is the identity, so Q(1 + ι∗) is trivial. Hence, the elements of HF +r (Y, s)
for r large are of the form h(x) for x ∈ HFI +(Y, s), necessarily such that x ∈ Im(Un), x 6∈
Im(UnQ) for n 0. This allows us to define the lower involutive correction term as follows.
d(Y, s) = min{r | ∃ x ∈ HFI +r (Y, s), x ∈ Im(Un), x 6∈ Im(UnQ) for n 0} − 1.
Meanwhile, if y ∈ QHF +r (Y, s)[−1] for r large, then y ∈ Im(Un) and y is not in the image
of Q(1 + ι∗), so it must map to a non-zero element x = g(y) ∈ Im(UnQ). We define the
upper involutive correction term as
d¯(Y, s) = min{r | ∃ x ∈ HFI +r (Y, s), x 6= 0, x ∈ Im(UnQ) for n 0}.
More concretely, the exact triangle (18) implies that, as a Z2[U ]-module, HFI +(Y, s)
decomposes (non-canonically) as
T + ⊕ T + ⊕HFI +red(Y, s),
where HFI +red(Y, s) is a finite dimensional Z2-vector space. One infinite tower T + contains
elements in gradings congruent to d(Y, s) + 1 modulo 2Z; we call it the first tower. The
other tower lies in the image of multiplication by Q and has elements in gradings congruent
to d(Y, s) modulo 2Z. We call it the second tower. Thus, d(Y, s) is one less than the grading
of the lowest element in the first tower, and d¯(Y, s) is the grading of the lowest element in
the second tower. It is worth stressing that this decomposition of HFI +(Y, s) is only as a
direct sum of Z2[U ] modules; the R-module structure need not respect this decomposition.
Alternatively, we can think of d¯(Y, s) = t as the minimal degree such that t ≡ d(Y, s)
modulo 2Z and pi : HFI∞t (Y, s) → HFI +t (Y, s) is nontrivial, and of d(Y, s) + 1 = r as the
minimal degree such that r ≡ d(Y, s) + 1 modulo 2Z and pi : HFI∞r (Y, s) → HFI +r (Y, s) is
nontrivial.
Note that, by construction, we have
(19) d¯(Y, s) ≡ d(Y, s) ≡ d(Y, s) (mod 2Z).
5.2. Properties. Let us prove some basic properties of the invariants we have defined.
Proposition 5.1. The involutive correction terms satisfy the inequalities
d(Y, s) ≤ d(Y, s) ≤ d¯(Y, s).
Proof. Looking at the exact triangle (18), let x = g(y) be the element of lowest degree
in the image of Ung for n  0, so that the homological degree of x is d¯(Y, s). We have
deg(x) = deg(y). Furthermore, by assumption x ∈ UnHFI +(Y, s) for n  0, and g is
U -equivariant, leading us to conclude that y ∈ UnQHF +(Y, s)[−1] for n  0. Therefore
d(Y, s) ≤ deg(y) = d¯(Y, s).
By analyzing the map h in (18), we obtain the other inequality. 
Proposition 5.2. The involutive correction terms are related under orientation reversal by
d(Y, s) = −d¯(−Y, s).
Proof. Let d(Y, s) + 1 = r be the minimal degree such that r ≡ d(Y, s) + 1 modulo 2Z and
pi : HFI∞r (Y, s)→ HFI +r (Y, s) is nontrivial. In view of the long exact sequence
· · · → HFI−(Y, s) i−→ HFI∞(Y, s) pi−→ HFI +(Y, s)→ · · ·
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we see that if k is the maximal grading such that k ≡ d(Y, s) + 1 modulo 2Z and the map ik
is nontrivial, then k = r−2 = d(Y, s)−1. Similarly, since d¯(Y, s) = t is the minimal grading
such that t ≡ d(Y, s) modulo 2Z and the map HFI∞t (Y, s) pi−→ HFI +t (Y, s) is nontrivial, we
see that if ` is the maximal grading such that ` ≡ d(Y, s) modulo 2Z and i` is nontrivial,
then ` = t− 2 = d¯(Y, s)− 2.
Now, from the discussion in Section 4 leading up to Proposition 4.4 , we have a commu-
tative diagram
HFI∞r (Y, s) HFI +r (Y, s)
HFI−r−1∞ (−Y, s) HFI−r−1− (−Y, s)
pir
i−r−1
DI,∞ DI,+
The vertical maps are the duality isomorphisms between involutive Heegaard Floer homol-
ogy and cohomology introduced in Proposition 4.4. Using the universal coefficients theorem
and the fact that HFI∞(Y, s) is a free module in every dimension, we see that the image
of i−r−1 is nontrivial if and only if the image of i−r−1 is nontrivial. This implies that if
r = d(Y, s)+1 is the minimal grading such that r ≡ d(Y, s)+1 modulo 2Z and pir is nontriv-
ial, then −r−1 = −d(Y, s)−2 is the maximal grading such that i−r−1 : HFI−−r−1(−Y, s)→
HFI∞−r−1(−Y, s) is nontrivial. Therefore d¯(−Y, s) = (−d(Y, s)− 2) + 2 = −d(Y, s). 
Next, recall from [35, Theorem 1.3] that, when Y is an integer homology sphere, the
correction term d(Y ) ∈ 2Z is related to the Casson invariant λ(Y ) ∈ Z and to the Euler
characteristic χ(HF +red(Y )) by the formula
λ(Y ) = χ(HF +red(Y ))−
1
2
d(Y ).
In the involutive setting, here is the formula for the Euler characteristic of the group
HFI +red(Y ) defined in (13).
Proposition 5.3. For any integer homology sphere Y , we have
χ(HFI +red(Y )) =
1
2
(
d¯(Y )− d(Y )).
Proof. Consider the exact triangle (14) relating HFI +(Y ) to HF +(Y ). Let us truncate all
the groups and thus focus on degrees ≤ 2n − 1, for n  0. Since d(Y ) is even, we have
HF +2n−1(Y ) = 0 for n  0, so there is an exact triangle relating the truncated groups. By
taking Euler characteristics we get
χ(HFI +≤2n−1(Y )) = χ(HF
+
≤2n−1(Y ))− χ(HF +≤2n−1(Y )) = 0.
On the other hand, HFI +≤2n−1(Y ) decomposes (non-canonically) as a direct sum of
HFI +red(Y ) and two truncated U -towers. The first truncated tower starts in degree d(Y )+1
and ends in degree 2n− 1, and thus has 12d(Y ) +n generators. The second truncated tower
starts in degree d¯(Y ) and ends in degree 2n − 2, so it has 12 d¯(Y ) + n generators. The
conclusion follows readily from this. 
We now prove the version of Frøyshov’s inequality for spin cobordisms that was an-
nounced in the Introduction.
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Proof of Theorem 1.2. Recall from [35, Section 9] that if W is a negative definite cobordism
from Y1 to Y2, then the map FW,t : HF
∞(Y1, s1)→ HF∞(Y2, s2) is an isomorphism. (Here
s1 = t|Y1 and s2 = t|Y2 .) Therefore, from the diagram of long exact sequences (15),
HFI∞(Y1, s1)Q·HF∞(Y1, s1)[−1] HF∞(Y1, s1)· · · · · ·
HFI∞(Y2, s2)Q·HF∞(Y2, s2)[−1] HF∞(Y2, s2)· · · · · ·
F I,∞W,t,aF
∞
W,t F
∞
W,t
and the five lemma we see that F I,∞W,t,a is also an isomorphism. Notice that this isomorphism
is also R-equivariant.
Now, following the strategy of [35, Proposition 9.6], we delete a ball from X to ob-
tain a spin, negative definite cobordism W from S3 to Y . The isomorphism HF∞(S3) →
HF∞(Y, s) shifts gradings upward by −2χ(W )+3σ(W )4 = b2(X)4 , so d(Y, s) = b2(X)4 mod 2Z.
Consider the following commutative square.
HFI∞r (S3, s0) HFI
∞
d(Y )+1(Y, s)
HFI +r (S
3, s0) HFI
+
d(Y )+1(Y, s)
F I,∞W,t,a
F I,+W,t,a
pi pi
We see there must be some element y ∈ HFI +(S3) with the property that gr(F I,+W,t,a(y)) =
d(Y, s) + 1. Because the grading shift in the cobordism map is still by b2(X)4 and d(Y, s) ≡
d(Y, s) modulo 2Z , the homological grading of y must be odd. (That is, y lies in the
first tower in HFI +(S3).) But the lowest odd homological grading in HFI∞(S3) is 1, and
therefore we have
b2(X)
4
= gr(F I,+W,t,a(y))− gr(y) ≤ (d(Y, s) + 1)− 1.
The conclusion follows. 
Proposition 5.4. Let (Y1, s1) and (Y2, s2) be rational homology spheres equipped with spin
structures, and let (W, t) be a spin rational homology cobordism between them. Then the
involutive correction terms of (Y1, s1) and (Y2, s2) are equal.
Proof. As in the proof of Theorem 1.2, the map F I,∞W,t,a : HFI
∞(Y1, s1) → HFI∞(Y2, s2) is
an isomorphism, and consequently
d(Y2, s2)− d(Y1, s1) ≥ −2χ(W )− 3σ(W )
4
,
d¯(Y2, s2)− d¯(Y1, s1) ≥ −2χ(W )− 3σ(W )
4
.
For W a rational homology cobordism, this implies that d(Y2, s2) ≥ d(Y1, s1) and d¯(Y2, s2) ≥
d¯(Y1, s1). But reversing the orientation of W gives the opposite inequalities as well. 
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Proof of Theorem 1.3. Every Z2-homology sphere has a unique spin structure, and a Z2-
homology cobordism between Z2-homology spheres is a spin rational homology cobordism.
Thus, the claim about d and d¯ descending to Θ3Z2 follows from Proposition 5.4.
When Y is an integer homology sphere, d(Y ) is an even integer (cf. [35]). In view of
(19), so are d(Y ) and d¯(Y ). 
The maps d and d¯ are not group homomorphisms; see Section 6.9 below for an explana-
tion.
6. The large surgery formula
Ozsva´th and Szabo´ [38] and, independently, Rasmussen [48] proved a formula expressing
the Heegaard Floer homology of a large surgery on a knot in terms of the knot Floer
complex. Our goal here is to prove an involutive analogue of their formula.
Throughout the section, Y will be an oriented integer homology three-sphere, and K ⊂ Y
will be an oriented knot. (However, with minor modifications, all our results can be extended
to null-homologous knots in any three-manifold Y .) In practice, we will mostly be interested
in the case Y = S3.
6.1. The conjugation symmetry on the knot Floer complex. Let H = (Σ,α,β, w, z)
be a doubly-pointed Heegaard diagram that represents K ⊂ Y , and let J be a suitable family
of almost complex structures on the symmetric product. We then say that H = (H,J) is a
choice of Heegaard data for K.
Ozsva´th-Szabo´ and Rasmussen [38, 48] defined a version of Heegaard Floer homology for
knots, called knot Floer homology; see [22] for a survey. In their theory, to Heegaard data
H one associates a Z-graded, doubly filtered complex CFK∞(H), as follows. First, one
defines maps A,M : Tα ∩ Tβ → Z, called the Alexander and Maslov gradings. Then, as a
Z2-vector space, CFK∞(H) is set to have generators
U−ix = [x, i, j], x ∈ Tα ∩ Tβ, i, j ∈ Z such that A(x) = j − i.
We can also view CFK∞(H) as a free Z2[U,U−1]-module with generators x ∈ Tα ∩ Tβ.
The differential is given by counting pseudo-holomorphic disks, with the values of i and j
keeping track of going over the w and z basepoints, respectively. The Z ⊕ Z filtration is
given by F([x, i, j]) = (i, j). The functions A and M can be extended to the generators of
CFK∞(H), by setting
A([x, i, j]) = j, M([x, i, j]) = M(x) + 2i.
The knot Floer complex CFK∞(H) is usually drawn in the (i, j) plane, with the generators
represented by dots and the differential by arrows; see Figure 11 below for an example.
The knot Floer complex is natural:
Proposition 6.1. If we fix (Y,K,w, z), then the complexes CFK∞(H) form a transitive
system in the homotopy category of (Z ⊕ Z)-filtered chain complexes. In other words, for
every two Heegaard pairs H and H′ representing (Y,K,w, z), we have a (Z ⊕ Z)-filtered
chain homotopy equivalence
Φ(H,H′) : CF ◦(H, s)→ CF ◦(H′, s),
well-defined up (Z ⊕ Z)-filtered chain homotopy; moreover, these equivalences satisfy the
analogs of conditions (i) and (ii) from the statement of Theorem 2.2, with equality replaced
by (Z⊕ Z)-filtered chain homotopy.
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Proposition 6.1 is the analogue of Proposition 2.3, and has a similar proof. Note that a
version of naturality (at the level of homology) for link Floer homology was proved in [11,
Theorem 1.8].
Let us now imitate the constructions from Section 2.2. Let H = (−Σ,β,α, z, w) and
H = (H, J¯). By [38, Section 3.5], there is a canonical isomorphism
ηK : CFK
∞(H) ∼=−−→ CFK∞(H), η([x, i, j]) = [x, j, i].
Moreover, H and H represent the same knot K ⊂ Y , albeit with the roles of the w
and z basepoints switched. Let ψ : Y → Y be a self-diffeomorphism of Y given by a
half Dehn twist along the oriented knot K, so that ψ(K) = K, ψ(w) = z, ψ(z) = w,
and ψ is the identity outside a small neighborhood of K. Note that ψ is isotopic to the
identity. Further, the push-forward ψ∗(H) represents the same doubly-pointed knot as H.
Proposition 6.1 gives a (Z⊕ Z)-filtered chain homotopy equivalence
Φ(H,H) : CFK∞(ψ∗(H)) ∼−−→ CFK∞(H).
By pre-composing Φ(H,H) with the isomorphism induced by ψ, we obtain a (Z ⊕ Z)-
filtered chain homotopy equivalence
Φ(H,H) : CFK∞(H) ∼−−→ CFK∞(H),
well-defined up (Z⊕ Z)-filtered chain homotopy.
Then, we set
ιK = Φ(H,H) ◦ ηK : CFK∞(H)→ CFK∞(H).
This is the analogue of the map ι from Section 2.2. By construction, it has the property
that if [y, i′, j′] is a term in ιK([x, i, j]), then
(20) M([y, i′, j′]) = M([x, i, j]), i′ ≤ j, j′ ≤ i.
The first equality says that ιK is grading-preserving, and the two inequalities say that ιK is
skew-filtered—in the sense that it is filtered as a map from (CFK∞(H),F) to (CFK∞(H),F),
where F([x, i, j]) = (j, i). This follows from the fact that Φ(H, H) is a filtered map. Fur-
thermore, by construction, ιK is a skew-filtered quasi-isomorphism, i.e., it induces an iso-
morphism between the homology of the associated graded complexes.
This motivates the following.
Definition 6.2. A set of CFKI -data C = (C,F ,M, ∂, ι) consists of a free, finitely generated
Z2[U,U−1]-module C, equipped with a (Z⊕Z)-filtration F = (i, j) and a Z-grading M such
that the action of U decreases F by (1, 1) and M by 2. Further, there is a differential
∂ : C → C that preserves F and decreases M by 1, and a grading-preserving, skew-filtered
quasi-isomorphism ι : C → C.
Let C = (C,F ,M, ∂, ι) and C ′ = (C ′,F ′,M ′, ∂′, ι′) be two sets of CFKI -data. A mor-
phism (f, S) : C → C ′ consists of a filtered (and grading-preserving) chain map f : C → C ′
such that f ◦ ι and ι′ ◦ f are chain homotopic via a skew-filtered chain homotopy S : C →
C ′[−1]. We say that (f, S) is a quasi-isomorphism if f induces an isomorphism on the
homology of the associated graded complexes. We say that C and C ′ are quasi-isomorphic
if they are related by a chain of (back and forth) quasi-isomorphisms. The composition of
two morphisms (f, S) : C → C ′ and (g, T ) : C → C ′ is given by
(g, T ) ◦ (f, S) = (g ◦ f, g ◦ S + T ◦ f).
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Proposition 6.3. The quasi-isomorphism type of the set of CFKI -data
(CFK∞(H),F ,M, ∂, ιK)
is an invariant of the oriented knot K ⊂ Y .
Proof. This is similar to the proof of Proposition 2.8. 
Remark 6.4. Given a set of CFKI -data C = (C,F ,M, ∂, ι), by analogy with the definition
of CFI in Section 2.3, we can construct an associated complex
CI := (C[−1]⊕Q·C[−1], ∂ +Q·(1 + ι)).
A morphism, respectively quasi-isomorphism, of CFKI -data induces a morphism, respec-
tively quasi-isomorphism, between the associated CI , as chain complexes over the ring
Z2[Q,U,U−1]/(Q2). However, we are losing some information in this process, because
(since the identity is filtered and ι is skew-filtered) there is no natural (Z⊕Z)-filtration on
CI .
When trying to compute the map ιK for specific knots, we often know a simplified
complex that is filtered chain homotopic to CFK∞(H), and it is helpful to transfer ιK to
that complex, to make calculations easier. Thus, the following lemma will be useful.
Lemma 6.5. If C = (C,F ,M, ∂, ι) is a set of CFKI -data, and let (C ′,F ′,M ′, ∂′) be a
filtered complex as in Definition 6.2, but without the map ι. Suppose that (C,F ,M, ∂)
and (C ′,F ′,M ′, ∂′) are filtered chain homotopy equivalent. Then, there exists a grading-
preserving, skew-filtered quasi-isomorphism ι′ of (C ′, ∂′), such that C ′ := (C ′,F ′,M ′, ∂′, ι′)
is a set of CFKI -data quasi-isomorphic to C .
Proof. Let f : C → C ′ and g : C ′ → C be the two chain homotopy equivalences, so that
fg − 1 = ∂v + v∂ and gf − 1 = ∂w + w∂. We set ι′ = fιg. Then, we construct morphisms
(f, fιw) : C → C ′, (g, wιg) : C ′ → C .
(Here fιw plays the role of the skew-filtered chain homotopy S : C → C ′[−1] in the defini-
tion of a morphism between sets of CFKI data, and similarly for wιg.) Either of these is
a quasi-isomorphism, because f and g are chain homotopy equivalences and hence quasi-
isomorphisms. 
6.2. The Sarkar map. Lemma 2.5 implies that the map ι induces an involution on Hee-
gaard Floer homology. By contrast, for knots, recall that in constructing ιK we used
Heegaard moves that take the basepoint w to z and vice versa, following arcs on the knot
K. Therefore, a similar argument as the one in Lemma 2.5 shows that
ι2K ∼ ς,
where ς is the map on CFK∞(H) induced by moving the basepoints once around K, i.e.,
associated to the positive Dehn twist around K in the sense of [52, Section 3]. The map
ς is a filtered, grading-preserving chain map, well-defined up to filtered chain homotopy
equivalence.
As we shall see in Section 8, in some cases ιK is determined by its behavior with respect
to the grading and filtration, together with (partial) knowledge of its square ς. To find ς,
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we can use the results from [52]. There, Sarkar considered the complex gCFK−(H), freely
generated over Z2[U ] by intersection points x ∈ Tα ∩ Tβ, and with differential
∂x =
∑
y∈Tα∩Tβ
∑
{φ∈pi2(x,y)|µ(φ)=1,nz(φ)=0}
#M̂(φ) · Unw(φ)y.
We can view gCFK−(H) as the associated graded of the subcomplex C(i ≤ 0) ⊂
CFK∞(H) generated by [x, i, j] with i ≤ 0, where the associated graded is taken with
respect to the vertical filtration by j.
The following is Theorem 1.1 in [52].
Proposition 6.6 (Sarkar [52]). Let K ⊂ S3 be an oriented knot, and let H be a choice of
Heegaard data for K. Then, the map ςg induced by ς on the complex gCFK
−(H) is chain
homotopic to 1 + ΨΦ, where
Ψ(x) =
∑
y∈Tα∩Tβ
∑
{φ∈pi2(x,y)|µ(φ)=1,nz(φ)=1}
#M̂(φ) · Unw(φ)y
and
Φ(x) =
∑
y∈Tα∩Tβ
∑
{φ∈pi2(x,y)|µ(φ)=1,nz(φ)=0}
#M̂(φ) · nw(φ)Unw(φ)−1y.
Further, the square (ςg)
2 is chain homotopic to the identity.
Sucharit Sarkar also informed us of the following conjecture.2
Conjecture 6.7 (Sarkar). Let K be an oriented, null-homologous knot in a three-manifold
Y , and let H be a choice of Heegaard data for K. Let ∂ = ∑i,j≥0 ∂ij be the differential
on the complex CFK∞(H), where the term ∂ij decreases the two filtration levels by i and
j, respectively. Then, up to (Z ⊕ Z)-filtered chain homotopy, the map ς on the complex
CFK∞(H) is given by the formula
ς ∼ 1 + U−1(∑
i,j≥0
i odd
∂ij
) ◦ (∑
i,j≥0
j odd
∂ij
)
.
6.3. Preliminaries on the large surgery formula. Let us recall the large surgery for-
mula for Heegaard Floer homology, and its proof. The original references are [38] and [48];
here we use the notation from [44].
Fix an integer p > 0. Let Yp(K) be the manifold obtained by surgery along K with
coefficient p, and Wp(K) be the two-handle surgery cobordism from Y to Yp(K). We
denote by W ′p(K) the cobordism from Yp(K) to Y obtained by turning around −Wp(K).
Let F be a Seifert surface for K, and F̂ ⊂W ′p(K) the surface obtained from F by capping
it off with the core of the two-handle.
The spinc structures over Yp(K) are identified with the elements of Z/pZ as follows. The
structure s ∈ Spinc(Yp(K)) corresponds to [s] ∈ Z/pZ if there is an extension of s to W ′p(K)
such that
〈c1(s), [F̂ ]〉 − p ≡ 2s (mod 2p).
Pick Heegaard data H = (H,J) for K ⊂ Y , with
H = (Σ,α,β, w, z)
2Since the first draft of this paper appeared, this conjecture has been proved by Ian Zemke [58, Theorem
B].
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w
α1
α2
γg
z
βg
Figure 1. A triple Heegaard diagram that represents the cobordism
W ′p(K). We show here the neighborhood of the meridional curve βg. This
curve can intersect any number of alpha curves; two are shown in the picture.
being such that w and z are on each side of the beta curve βg = µ (the meridian of the
knot). Here, g = g(Σ) is the genus of the Heegaard surface Σ, which should not be confused
with the Seifert genus of the knot, g(K).
From this we get Heegaard data Hp = (Hp, Jp) for Yp(K), where
Hp = (Σ,α,γ, z)
is such that the first g−1 curves in the set γ differ from the corresponding ones in β by small
Hamiltonian isotopies, whereas the last curve γg is the result of winding a knot longitude λ a
number of times around βg. For simplicity, we can assume that λ is the Seifert longitude, so
that the winding is done p times. Observe that (Σ,α,γ,β, z) is a triple Heegaard diagram
that represents the cobordism W ′p(K). See Figure 1.
For each s ∈ Z, we consider the subcomplex of CFK∞(H) generated by [x, i, j] with
i < 0 and j < s:
A−s = C{i < 0 and j < s}
Let
A+s = C{i ≥ 0 or j ≥ s}.
be the corresponding quotient complex.
Theorem 6.8 (Ozsva´th-Szabo´ [38], Rasmussen [48]). There exists N ≥ 0 such that for all
p ≥ N and for each s ∈ Z with |s| ≤ p/2, we have an isomorphism of relatively graded
Z2[U ]-modules
(21) HF +(Yp(K), [s]) ∼= H∗(A+s ).
The proof of Theorem 6.8 involves defining a chain map
(22) Γ∞p,s : CF
∞(Hp, s)→ CFK∞(H)
by
(23) Γ∞p,s([x, i]) =
∑
y∈Tα∩Tβ
∑
ψ∈pi2(x,Θ,y)
µ(ψ)=0, nw(ψ)−nz(ψ)=s
#M(ψ) · [y, i− nw(ψ), i− nz(ψ)].
We use here the standard notational conventions in Heegaard Floer theory. Thus, ψ is
a homotopy class of triangles with boundaries on the three tori Tα,Tβ,Tγ , and with one
vertex at the intersection point Θ ∈ Tβ ∩ Tγ that represents the maximal degree generator
in homology. Note that the homotopy class ψ produces a spinc structure sψ on W
′
p(K), and
the condition nw(ψ)− nz(ψ) = s is equivalent to 〈c1(sψ), [F̂ ]〉 = 2s− p.
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One can easily check that Γ∞p,s takes the subcomplex CF
−(Hp, s) ⊂ CF∞(Hp, s) to the
subcomplex A−s ⊂ CFK∞(H). Therefore, we get an induced map on quotient complexes,
(24) Γ+p,s : CF
+(Hp, s)→ A+s .
One shows that for p 0, the map Γ+p,s is an isomorphism of chain complexes. How large
p has to be depends on s and on the Heegaard diagram under consideration. However, a
posteriori, by using the surgery exact triangle and the adjunction inequality, we see that if
the isomorphism (21) holds for p 0, then it must hold for all p ≥ g(K) + |s|. This implies
that we can take N = 2g(K)− 1 in Theorem 6.8; see [38, Remark 4.3].
In fact, we have the following.
Proposition 6.9. For every p, s ∈ Z with p ≥ g(K) + |s|, the map Γ+p,s induces an isomor-
phism on homology.
Proof. By the general integer surgery formula [44], the homology HF +(Yp(K), [s]) can be
computed as the homology of a mapping cone complex X+s (p) of the form
. . . . . .
B+ B+B+ B+ B+
A+s A
+
s+p A
+
s+2pA
+
s−pA
+
s−2p
Here, each B+ is a copy of CF +(Y ), the vertical arrows represent maps v+s+pi : A
+
s+pi →
B+, and the diagonal arrows represent maps h+s+pi : A
+
s+pi → B+.
Observe that A+s is a quotient complex of X+s (p). The natural projection induces a map
HF +(Yp(K), [s])→ H∗(A+s ).
Furthermore, it follows from the proof of the surgery formula in [44] that this map is the
same as the one induced by Γ+p,s on homology.
Next, from the adjunction inequality for knot Floer homology (Theorem 5.1 in [38]) we
know that v+s+pi are quasi-isomorphisms for s+pi ≥ g(K), and h+s+pi are quasi-isomorphisms
for s + pi ≤ −g(K). Hence, if p ≥ g(K) + |s|, all the thick arrows pictured in the map-
ping cone complex above are quasi-isomorphisms. By standard filtration arguments, the
subcomplex of X+s (p) shaded in the picture (whose quotient complex is A+s ) is acyclic. The
conclusion follows. 
Our goal is to prove an involutive analogue of Theorem 6.8. In view of Proposition 4.5, it
suffices to focus on spin structures. There are two spin structures on Yp(K) when p is even,
and one when p is odd. In this paper we will only consider the spin structure corresponding
to s = 0.
The map ιK on CFK
∞(H) induces a map
ι0 : A
+
0 → A+0 .
We set
AI +0 = (A
+
0 [−1]⊗ Z2[Q]/(Q2), ∂ +Q(1 + ι0)).
The involutive analogue of Theorem 6.8 is then Theorem 1.5 from the Introduction, which
states that, for p ≥ g(K), there is an isomorphism
(25) HFI +(S3p(K), [0])
∼= H∗(AI +0 ).
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To prove (25), it suffices to construct a chain homotopy
(26) R+p : CF
+(Hp, [0])→ A+0
between the compositions ι0 ◦ Γ+p,0 and Γ+p,0 ◦ ι. Indeed, if we had R+p , we could combine it
with Γ+p,0 to produce a chain map between the mapping cone complexes CFI
+(Hp, [0]) and
AI +0 , as in the diagram
CF +(Hp, [0])
Γ+p,0 //
Q(1+ι)

R+p
((
A+0
Q(1+ι0)

Q·CF +(Hp, [0])[−1]
Γ+p,0
// Q·A+0 [−1]
By Proposition 6.9, the horizontal maps are quasi-isomorphisms for p ≥ g(K). If we
consider the natural two-step filtrations on the mapping cones CFI +(Hp, [0]) and AI +0 ,
since the map on the associated graded is a quasi-isomorphism, so is the combined map from
CFI +(Hp, [0]) to AI +0 . (Compare the argument at the end of the proof of Proposition 2.8.)
This would imply Theorem 1.5.
It remains to construct the chain homotopy R+p . Note that Γ
+
p,0 is a filtered version of
the cobordism map associated to the cobordism W ′p(K). Thus, the construction of R
+
p,0 will
be inspired by the proof of conjugation invariance for cobordism maps, Theorem 3.6 in [43];
compare Section 4.5. Roughly, since the map ι on CF +(Hp, [0]) is determined by a sequence
of Heegaard moves from Hp to Hp, and the map ι0 on A+0 is determined by a sequence of
moves from H to H, what we need to do is to choose these sequences in a compatible way,
so that R+p will be given by a suitable count of pseudo-holomorphic quadrilaterals. The
way to choose the two sequences of Heegaard moves will be explained in Section 6.5.
6.4. Compound stabilizations. Before moving forward, it is helpful to introduce a new
kind of composite Heegaard move. Suppose we are given a Heegaard diagramH = (Σ,α,β, z)
and a path ζ on Σ that is disjoint from the β curves and the z basepoint. The path ζ may
intersect some α curves in its interior (such as α1, α2, α3 shown in the top left corner of
Figure 2). An compound α-stabilization along ζ consists of introducing a one-handle on Σ
with its feet at the ends of ζ, turning ζ into a new β-circle, and making the co-core of the
handle into a new α-circle.3 This construction is shown in the top row of Figure 2. It can
be viewed as the composition of ordinary Heegaard moves (an isotopy, a stabilization, and
some α-handleslides).
The reverse process to a compound α-stabilization is called a compound α-destabilization.
We define compound β-stabilizations and destabilizations similarly, by switching the roles
of the α and β curves.
6.5. Heegaard moves from surgery. Recall that we have a doubly-pointed, triple Hee-
gaard diagram of the form
(Σ,α,γ,β, w, z),
as shown in Figure 1. Here, (Σ,α,β, w, z) represents the knot K ⊂ Y , and (Σ,α,γ,β, z)
represents the two-handle cobordism W ′p(K) from Yp(K) to Y .
3Compound α-stabilizations are the same as (0, l)-stabilizations, in the terminology of [11, Definition
6.26].
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α1
ζ
α2
βn
α3
αn
α3 α2α1
ζ
Figure 2. A compound α-stabilization (top row), viewed as an the combi-
nation of an isotopy, an ordinary stabilization, and several α-handleslides.
zw
α1
α2
βg
βg+1
αg+1
Figure 3. The diagram (Σ,α,β, w, z) from Figure 1, after a compound
α-stabilization.
We seek to find a sequence of Heegaard moves relating the knot diagrams (−Σ,β,α, z, w)
to (Σ,α,β, w, z), such that they induce (in some way) a sequence of moves from (−Σ,γ,α, z)
to (Σ,α,γ, z). The former sequence will be used to define the map ι0 on A
+
0 , and the latter
to define the map ι on the Heegaard Floer complex of the surgery Yp(K). This will enable
us to construct the chain homotopy (26).
First, notice that, in order for the roles of the α and β curves to be more symmetric, it
is helpful to consider a Heegaard diagram for K ⊂ Y such that w and z are not only on
each side of a β curve, but also on each side of an α curve. This can be arranged by doing
a compound α-stabilization, as in Figure 3. (The same picture appeared in the proof of
conjugation symmetry for knot Floer homology; see [38, Figure 4].) Now w and z are on
each side of the newly introduced curve αg+1.
From now on let us write
H = (Σ,α,β, w, z)
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w′
ξ
ξ′
m
180◦
z
α1
α2
β′g
ξ′
ξ
z
α
β
β
w′
Figure 4. The arrow labeled m indicates a base sequence of Heegaard moves
going from the diagram H ′ to H ′. The alpha and beta curves are switched in
the two diagrams, and so is the orientation of the surface. The moves include
a diffeomorphism that reflects the shown cylinder into the center plane, and
also rotates it by 180◦ about the core axis.
for the stabilized diagram in Figure 3.
Let us also consider the diagram
H ′ = (Σ′,α′,β′, w′, z)
shown on the right of Figure 4. This is obtained from the (unstabilized) α-β diagram
from Figure 1 by replacing βg with a knot longitude β
′
g, as well as replacing w with a new
basepoint w′ on the back side of the cylinder. Thus, we have
α = α′ ∪ {αg+1}, β = (β′ \ {β′g}) ∪ {βg, βg+1}.
In the diagram H ′, we can connect z to w′ by an arc ξ that intersects β′g, and we can
connect w′ to z by another arc ξ′ that intersects some alpha curves (α1 and α2 in our
picture). The diagram H ′ represents the meridian µ for K, viewed as a knot inside the
longitudinal surgery Y0(K). We choose a suitable sequence of Heegaard moves m that go
from the diagram H ′ = (−Σ′,β′,α′, z, w′) to H ′. We call this a base sequence of moves. The
base sequence is supposed to satisfy certain assumptions, which will be discussed shortly.
In general, if we have a Heegaard diagram representing a knot inside a three-manifold,
we can connect the two basepoints by an arc in the complement of the alpha curves, and by
another arc in the complement of the beta curves; we call their union a trace of the knot on
the Heegaard diagram. In the case at hand, an example of a trace is the union c = ξ ∪ ξ′.
Note that the orientation of the knot induces an orientation on the trace.
The base sequence of moves m consists of some stabilizations, destabilizations, curve
isotopies, handleslides, and diffeomorphisms that come from an ambient isotopy of the
Heegaard surface inside the three-manifold.
Without loss of generality, we can assume that the diagram H ′ has already been stabilized
as many times as needed, so that m only consists of moves that do not change the surface
(curve isotopies and handleslides), together with some diffeomorphism coming from an
ambient isotopy; see for example [15, Theorem 1.1, part 2]. Note that the diffeomorphism
must be orientation-reversing, because it takes −Σ′ to Σ′. Furthermore, it must map a trace
of the knot on −Σ′ to a trace on Σ′, as oriented curves.
In fact, we can assume that the diffeomorphism takes the trace c = ξ ∪ ξ′ to itself,
preserving an annular neighborhood A of that trace on the Heegaard surface. To arrange
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pi
U
w′ z
ξ
ξ′
K
Figure 5. A neighborhood U of the knot and a fixed trace. The two bigger
black dots indicate the index 0 and index 3 critical points of the Morse
function f . The plane pi cuts U into two halves, along the level set A =
f−1(3/2), which contains c = ξ∪ ξ′. Half of the knot is in front of pi and half
is behind.
this, we choose a regular neighborhood U of the knot K (a solid torus) that also contains
the curve c, as in Figure 5. We then fix a self-indexing Morse function f on U with only two
critical points, one of index 3 and one of index 0, both on the knot K, such that K consists
of two Morse trajectories between these critical points, and the level set f−1(3/2) intersects
U in an annular neighborhood A of c. Let h denote the self-diffeomorphism of U given by a
180◦ rotation along the longitude, followed by a 180◦ rotation along the meridian. We can
assume that f = (3− f) ◦ h, and that h preserves both the knot and the trace (and rotates
them by 180◦). Note that h|∂U is isotopic to the identity (being a composition of rotations),
so we can extend h to a diffeomorphism of all of Y such that h is the identity outside a
slightly larger neighborhood U ′ ⊃ U . We now extend f to a self-indexing Morse function
on all of Y , with only index 1 and 2 critical points outside U . This produces the Heegaard
diagram H ′. Moreover, we interpolate between f and (3− f) ◦ h on the complement of U ,
without changing the values of the function on ∂U . We let m be the sequence of Heegaard
moves induced by this interpolation, via Cerf theory, combined with the diffeomorphism h
inside U .
Note that the diffeomorphism h takes a neighborhood of the trace (the cylinder A shown
on the left of Figure 4) to the cylinder on the right. Since the orientation of the trace is
preserved but that of the surface is reversed, the two boundaries of the cylinder must be
swapped. Moreover, the diffeomorphism swaps the basepoints w′ and z. In fact, from our
construction we see that in the part of the diagram shown in Figure 4, the diffeomorphism
consists of a reflection into the plane of the trace, followed by a 180◦ rotation about the
core of the cylinder.
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α
αg+1
m
w
α1
α2
βg
βg+1
z
βg αg+1
z w
β
β
Figure 6. The base sequence of moves m from Figure 4, after drilling,
induces a set of moves ending at the diagram H from Figure 3. Here, H is
shown on the right hand side of the picture. The left hand side represents
the conjugate diagram H (modulo an isotopy that moves z and w lower in
the diagram, on each side of the curve αg+1, and keeps all the curves fixed).
Note that, because of the 180◦ rotation involved in m, the curves αg+1 and
βg are interchanged in the two pictures. Also, the left vs. right position of
w and z is switched because of the reflection in the center plane.
The reason we started with a base sequence of moves m as above is because it induces a
well-behaved set of moves from H to H. Indeed, we can view H (the diagram in Figure 3)
as obtained from H ′ by adding a one-handle with feet near z and w′, re-labeling w′ as w,
re-labeling β′g as βg+1, and introducing two new curves αg+1 and βg. Let us say that H
is obtained from H ′ by drilling, and so is H from H ′. With this in mind, observe that
any Heegaard move (isotopy or handlelside) of the α curves that is part of the sequence m
induces a move of the corresponding α curves on the diagram obtained by drilling, without
involving the new curve αg+1. Indeed, the original α-moves are supposed to not cross the
basepoints w′ and z, so we may as well assume that they do not cross the arc ξ. It is then
clear that there are similar moves in Figure 6. By the same token, we can assume that
the original β-moves do not cross the arc ξ′, and therefore induce β-moves on the diagrams
obtained by drilling, without involving βg. Finally, the diffeomorphism h that is part of the
moves m induces one on H that is still given by reflection in the vertical plane, composed
with a 180◦ rotation along the horizontal axis in Figure 6.
We have now identified a sequence of Heegaard moves that relate the knot diagrams H
and H. We would like to have a related sequence of moves for the Heegaard Floer complexes
of the surgery Yp(K). For this, we extend H to a triple Heegaard diagram
(Σ,α,γ,β, w, z),
where in the new set of curves γ we exchanged βg for a longitude γg, twisted p times around
βg. (Compare Figure 1.) For our stabilized diagram H, the result of adding the curves γ is
shown on the right hand side of Figure 7. Furthermore, we can follow the same sequence
of moves as in Figure 6 (induced by m), with γ curves instead of β curves. This is possible
because the moves do not involve βg (except for the diffeomorphism), and hence we may
take them to keep γg fixed as well. The result of the moves induced by m on the triple
Heegaard diagrams is shown in Figure 7.
The α and γ curves on the right hand side of Figure 7 form a diagram representing the
surgery Yp(K). However, the corresponding α and γ curves on the left hand side do not give
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γ
αg+1
m
w
α1
α2
βg
z
βg αg+1
z w α
γg
βg+1
γg+1
β
γ
β
γ
Figure 7. These are the moves from Figure 6, with a third set of curves
added. The triple diagrams represent the cobordism W ′p(K).
the conjugate diagram. In order to obtain a sequence of moves that can be used to define
the involution on CF +(Yp(K)), we add another set of moves, which we call the standard
sequence, shown in Figure 8. Let us ignore the δ curves from that figure for a moment.
Then, the standard sequence starts at the diagram conjugate to (Σ,α,γ, w, z), and ends at
the α-γ diagram on the right hand side of Figure 7. The standard sequence consists of a
handleslide of the α longitude over the α curve, followed by a compound α-destabilization
(removing the upper handle), followed by a compound α-stabilization (introducing a new
lower handle), followed by several γ-handleslides over the γ curve in the middle, and finally
a diffeomorphism (several Dehn twists that unfurl the α curve at the expense of furling the
γ curve).
If we do the standard sequence of moves, and follow it by the sequence induced by m on
the α-γ curves, we obtain a sequence of moves from (−Σ,γ,α, z) to (Σ,α,γ, z). This is
the kind of sequence needed to define the involution on CF +(Yp(K)).
Thus, we have constructed sequences of moves for both the knot Floer complex (with the
α-β curves) and for the Floer complex of the surgery (with the α-γ curves). Unfortunately,
the two sequences are not of the same length: the former consists of the moves induced by
m, whereas the latter involves both the standard sequence and the moves induced by m. In
particular, we do not yet have a suitable set of moves for triple diagrams (with the α, β,
and γ curves).
To understand the moves on triple diagrams, let us first clarify what we mean by the
conjugate of such a diagram. Normally, in Heegaard Floer theory, when we have a cobordism
given by surgery on a link, we consider triple diagrams that are right-subordinate to that
cobordism as in [43, Definition 4.2] (where the terminology is “diagrams subordinate to
a bouquet for the link”). For example, (Σ,α,γ,β, z) is a triple diagram subordinate to
the cobordism W ′p(K) from Yp(K) to Y . This induces a map from CF
+(Σ,α,γ, z) to
CF +(Σ,α,β, z). The name right-subordinate refers to the fact that, in these two Floer
complexes, the boundary conditions on the right of the pseudo-holomorphic disks are the
same; in our case, they are given by the α curves.
In their proof of conjugation invariance for cobordism maps [43, Section 5.2], Ozsva´th
and Szabo´ introduced the notion of a triple Heegaard diagram that is left-subordinate to a
surgery cobordism. This means that the boundary conditions on the left are being fixed. For
example, if we have a triple diagram (Σ,α,γ,β, z) that is right-subordinate to a cobordism,
its conjugate is the diagram (−Σ,α,β,γ, z), left-subordinate to the same cobordism. The
conjugate induces a map from CF +(−Σ,γ,α, z) to CF +(−Σ,β,α, z).
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Figure 8. The standard sequence of moves on triple diagrams.
In our situation, with (Σ,α,γ,β, z) being the diagram on the right hand side of Figure 7,
its conjugate is the diagram shown at the very beginning of the standard sequence from
Figure 8. Indeed, notice that the α and γ curves are interchanged, and the β curves are re-
labelled as δ. Let us add the new set of curves δ to all the diagrams involved in the standard
sequence, following the respective moves. Throughout Figure 8, the δ-γ diagrams (with the
basepoints z and w) represent the knot K ⊂ Y . The triple diagrams (−Σ,γ, δ,α, z) are
left-subordinate to the cobordism W ′p(K); such left-subordinate diagrams induce cobordism
maps from CF +(−Σ,α,γ, z) = CF +(Yp(K)) to CF +(−Σ, δ,γ, z) = CF +(Y ), by counting
γ-δ-α triangles.
Notice that we cannot go from the conjugate diagram (−Σ,α,β,γ, z) to (Σ,α,γ,β, z)
by a sequence of usual Heegaard moves, because these cannot transform a left-subordinate
diagram into a right-subordinate one. Instead, the best we can do is the following:
(i) Go through the standard sequence of moves in Figure 8;
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α
β
γ
β
γ
δg+1
δgβg
z
αg+1
w
γ
Figure 9. A quadruple Heegaard diagram.
(ii) In the last diagram from Figure 8, replace the delta curves with beta curves as on
the right hand side of Figure 7. This changes a left-subordinate diagram into a right-
subordinate one;
(iii) Finally, go through the moves induced by m, as in Figure 7.
This is the process we will use to define the chain homotopy (26). Step (ii) in the process
may seem abrupt, because, for example, it involves passing directly between two (seemingly
unrelated) diagrams for K ⊂ Y : the δ-γ and the α-β diagrams. Nevertheless, a step of this
kind seems unavoidable, and was also considered in the proof of conjugation invariance for
cobordism maps [43, Section 5.2]. The quadruple Heegaard diagram that appears in Step
(ii) is shown in Figure 9.
6.6. Proof of the involutive large surgery formula. We are now ready to complete
the proof of Theorem 1.5 from the Introduction. By the discussion at the end of Section 6.3,
our task is to construct the homotopy (26) between ι0 ◦ Γ+p,0 and Γ+p,0 ◦ ι.
We use the moves on triple Heegaard diagrams described near the end of Section 6.5,
sequences (i)-(iii). At each step in these sequences, we have a triple Heegaard diagram that
is either left- or right-subordinate to the cobordism W ′p(K). Further, we have not one but
two basepoints, so by dropping one set of curves we obtain a Heegaard diagram H(k) for
the knot K ⊂ Y , for k = 0, 1, . . . ,m. Let H(k)p be the corresponding Heegaard diagrams
for the surgery Yp(K). Let us add suitable almost complex structures, to obtain Heegaard
data H(k) for K ⊂ Y and H(k)p for Yp(K). For each i, we have a chain map as in (24), with
s = 0:
Γ
+,(i)
p,0 : CF
+(H(k)p , [0])→ A+0 (H(k)).
Recall from (23) that these maps are obtained by counting rigid pseudo-holomorphic trian-
gles in homotopy classes ψ with nw(ψ) = nz(ψ).
The moves on Heegaard diagrams produce chain homotopy equivalences
Φ(H(k−1)p ,H(k)p ) : CF +(H(k−1)p , [0])→ CF +(H(k)p , [0])
and
Φ(H(k−1),H(k)) : A+0 (H(k−1))→ A+0 (H(k))
for k = 1, . . . ,m. In the case of Φ(H(k−1),H(k)), there is a special situation for a certain value
of k, corresponding to the abrupt Step (ii) mentioned at the end of Section 6.5. Nevertheless,
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in this case we can still construct an equivalence Φ(H(k−1),H(k)); see Figure 10 and the
discussion of Step (ii) at the end of this section.
Observe that H(0)p (the α-γ diagram at the beginning of Figure 8) is conjugate to H(m)p
(the α-γ diagram at the end of Figure 7). Moreover, the composition
Φ(H(0)p ,H(m)p ) := Φ(H(m−1)p ,H(m)p ) ◦ · · · ◦ Φ(H(0)p ,H(1)p ) : CF +(H(0)p , [0])→ CF +(H(m)p , [0]),
together with the canonical identification η of the complexes CF +(H(0)p , [0]) and CF +(H(m)p , [0]),
produces the map ι : CF +(H(m)p , [0])→ CF +(H(m)p , [0]).
Similarly, the knot diagram H(0) (the δ-γ diagram at the beginning of Figure 8) is con-
jugate to H(m) (the α-β diagram at the end of Figure 7). The composition
Φ(H(0),H(m)) := Φ(H(m−1),H(m)) ◦ · · · ◦ Φ(H(0),H(1)) : A+0 (H(0))→ A+0 (H(m)),
together with the identification A+0 (H(0)) ∼= A+0 (H(m)), gives the map ι0 : A+0 (H(m)) →
A+0 (H(m)).
Consider the sequence of diagrams
CF +(H(0)p , [0])
Γ
+,(0)
p,0 //
Φ(H(0)p ,H(1)p )

R
+,(1)
p
**
A+0 (H(0))
Φ(H(0),H(1))
. . .

. . .

CF +(H(k−1)p , [0])
Γ
+,(k−1)
p,0 //
Φ(H(k−1)p ,H(k)p )

R
+,(k)
p
**
A+0 (H(k−1))
Φ(H(k−1),H(k))

CF +(H(k)p , [0])
Γ
+,(k)
p,0 //

A+0 (H(k))
. . .
Φ(H(m−1)p ,H(m)p )

R
+,(m)
p
**
. . .
Φ(H(m−1),H(m))

CF +(H(m)p , [0])
Γ
+,(m)
p,0
// A+0 (H(m)).
We claim that, at each step, we can construct chain homotopiesR
+,(k)
p between Φ(H(k−1),H(k))◦
Γ
+,(k−1)
p,0 and Γ
+,(k)
p,0 ◦Φ(H(k−1)p ,H(k)p ). If so, this would imply that we have chain homotopies
Φ(H(0),H(m)) ◦ Γ+,(0)p,0 ∼ Γ+,(m)p,0 ◦ Φ(H(0)p ,H(m)p )
and hence
ι0 ◦ Γ+,(m)p,0 ∼ Γ+,(m)p,0 ◦ ι,
as desired.
The construction of the homotopies R
+,(k)
p proceeds by standard arguments in Heegaard
Floer theory. Typically, the maps of the form Φ(H(k−1),H(k)), Φ(H(k−1)p ,H(k)p ) and Γ+,(k)p,0
are given by counts of pseudo-holomorphic triangles with nw(ψ) = nz(ψ). We can then
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Figure 10. Chain homotopies in Step (ii), for the maps coming from Figure 9.
define R
+,(k)
p by counting suitable pseudo-holomorphic quadrilaterals, again in homotopy
classes ψ with nw(ψ) = nz(ψ).
A special situation appears at Step (ii), illustrated in Figure 9. In this case, the diagram
that represents Yp(K) is unchanged (it is the α-γ diagram), but the diagram that represents
K ⊂ Y changes directly from the δ-γ diagram to the α-β diagram. We then construct the
corresponding chain homotopy R
+,(k)
p following Figure 10. (This is inspired by [43, Section
5.2].) Observe that the β-δ diagram represents the knot K in Y#(S1 × S2), and the
associated A+0 complex consists of two copies of the A
+
0 complex for K ⊂ Y . These two
copies, A+0 (•) and A+0 (◦) can be distinguished by whether their generators contain the black
dot or the white dot from the intersection βg ∩ δg in Figure 9. Each copy is isomorphic to
the A+0 complex formed using the β and δ curves in the destabilized diagram obtained by
deleting βg, δg, and the handle. Furthermore, as a corollary to Proposition 6.1, we have that
all A+0 complexes coming from different diagrams for K ⊂ Y are chain homotopy equivalent,
by canonical equivalences (up to chain homotopy). Thus, in particular, we have canonical
equivalences
(27) A+0 (Σ,α,β, w, z) ' A+0 (•) ' A+0 (Σ, δ,γ, w, z),
which are indicated by the long diagonal arrows on the right of Figure 10.
The δ-γ-β and β-δ-α triangle maps in Figure 10 are right-, resp. left-subordinate to the
two-handle cobordism from Y to Y#(S1 × S2), and therefore they are chain homotopic to
the inclusion
A+0 ' A+0 (•) ↪→ A+0 (•)⊕A+0 (◦).
This shows that the post-composition of either of these triangle maps with the projection
to A+0 (•) is chain homotopic to the respective canonical equivalence from (27). (We can
think of the composition as adding a two-handle, followed by a cancelling three-handle.) The
corresponding chain homotopies are shown as dashed arcs towards the right of Figure 10;
let us denote them by Rδγβ and Rβδα, respectively. There is yet another chain homotopy
in Figure 10, represented by the dashed arc on the left, and given by counting holomorphic
α-γ-β-δ quadrilaterals, with nz(ψ) = nw(ψ). We denote this chain homotopy by Rαγβδ.
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We now define the chain homotopy R
+,(k)
p between the γ-δ-α and α-γ-β triangle maps as
the sum of three maps, following Figure 10. Specifically, the three maps are the composition
of the γ-δ-α triangle map with Rδγβ, the composition of Rαγβδ with the projection to A
+
0 (•),
and the composition on the α-γ-β triangle map with Rβδα.
This finishes the proof of Theorem 1.5.
6.7. Involutive correction terms for large surgeries. Let us now specialize to knots
in S3. Given Heegaard data H for K ⊂ S3, let
B+ = C{i ≥ 0} = CF +(Σ,α,β, w) ⊂ CFK∞(H)
and consider the natural projection
v+0 : A
+
0 → B+.
Since the kernel of v+0 is finite dimensional and H∗(B
+) ∼= HF +(S3) = T +, we see that
the map induced on homology, (v+0 )∗, must be surjective. Following the notation from [45],
we let V0 = V0(K) be the nonnegative integer such that, for n 0, the map on U -towers
(v+0 )∗|UnH∗(A0) : UnH∗(A+0 )→ H∗(B+)
is given by multiplication by UV0 .
Let p ≥ g(K). Under the identifications H∗(A+0 ) ∼= HF +(Yp(K), [0]) from Theorem 6.8
and H∗(B+) ∼= HF +(S3), the map (v+0 )∗ is the one associated to the cobordism W ′p(K)
(and the zero spin structure). From the formula (17) for the grading shift, it follows that
(28) d(S3p(K), [0]) =
p− 1
4
− 2V0(K).
The quantity V0(K) can also be identified with −d(S31(K))/2, and is an invariant under
smooth knot concordance. It was studied in [48, 49, 45, 46]. In [48, Definition 7.1], it
appears in the form of Rasmussen’s local h-invariant h0(K) = V0(K). Different conventions
are used in [49]; with h0 as defined there, we have V0(K) = h0(K
∗), where K∗ is the mirror
of K.
Now we define analogous invariants using involutive Floer complexes. In view of Equa-
tion (28), it is natural to set
(29) V 0(K) =
1
2
(p− 1
4
− d(S3p(K), [0])
)
and
(30) V 0(K) =
1
2
(p− 1
4
− d¯(S3p(K), [0])
)
.
Then, Theorem 1.6 is a tautology. However, there is something to prove, namely that
V 0 = V 0(K) and V 0 = V 0(K) are independent of p ≥ g(K). To see this, observe that the
isomorphism from Theorem 1.5 fits into a commutative diagram of long exact sequences
. . . // Q·HF +(Yp, [0])[−1]
∼=

// HFI +(Yp, [0])
∼=

// HF +(Yp, [0])[−1]
∼=

// . . .
. . . // Q·H∗(A+0 )[−1] // H∗(AI +0 ) // H∗(A+0 )[−1] // . . .
Thus, we can compute V 0 and V 0 by looking at the two infinite U -towers in H∗(AI +0 ), and
comparing the minimal gradings in each tower to the minimal grading of the U -tower in
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H∗(A+0 ). Precisely, let x be a generator in the minimal grading of the tower in H∗(A
+
0 ),
and let x and Q · x¯ be generators in the minimal gradings of the first and second towers in
H∗(AI +0 ), respectively. Then
V 0 = V0 +
1
2
(gr(x)− gr(x)), V 0 = V0 + 1
2
(gr(x)− gr(x¯)).
These formulae do not involve p. Furthermore, this is how we will compute V 0 and V 0 in
practice.
It follows from (29), (30) and Proposition 5.1 that
V 0 ≤ V0 ≤ V 0.
Since V0 is nonnegative, so is V 0. However, we shall see in examples that V 0 can be negative.
Proposition 6.10. V 0 and V 0 are invariants of smooth knot concordance.
Proof. By Proposition 5.4, d and d¯ are invariant under (smooth) homology cobordisms.
Since a concordance of knots induces a homology cobordism between the p-surgeries, we
obtain the result. Compare [46, Proposition 2.1]. 
6.8. An example: +1 surgery on the trefoil. As an example, we compute the involutive
Heegaard Floer homology of S31(T`) = −Σ(2, 3, 7), where T` is the left-handed trefoil. Note
that T` has genus 1, so this is a large surgery.
A picture of CFK∞(T`) appears in Figure 11. Notice that it splits into the direct sum
of complexes UkC, k ∈ Z, where the complex C consists of three elements x0, x11, x21 with
∂x11 = ∂x
2
1 = x0. (This notation, while slightly cumbersome in such a small complex, has
been chosen to match our notation for a more general case, which appears in Section 7 and
8.) Here, x0 is in homological degree 1, and x
1
1 and x
2
1 are in degree 2. Therefore
HF +(−Σ(2, 3, 7)) ∼= H∗(A+0 ) ∼= T +0 ⊕ (Z2)(0),
where we use the standard notation in Heegaard Floer homology: T +j denotes an infinite
tower Z2[U,U−1]/Z2[U ] with the lowest element in degree j, and (Z2)(j) denotes a copy of
Z2 in degree j with trivial U action. In our case, the lowest-degree element in the tower is
represented by [U(x11 + x
2
1)], and the additional element is represented by [Ux
1
1].
Note that the map ιK on CFK
∞(T`) is completely determined by its behavior with
respect to the Maslov grading and the Z ⊕ Z filtration. Specifically, ιK preserves x0 and
swaps x11 with x
2
1.
We now compute the involutive homology H∗(AI +0 ). The chain complex
AI +0 = (A
+
0 [−1]⊕Q·A+0 [−1], ∂ +Q·(1 + ι0))
breaks into a direct sum of subcomplexes, two of which are pictured in Figure 12. The first
has four elements; the second has six elements, and all subsequent complexes (not pictured)
are copies of the second multiplied by U−k for k > 0. We see that the homology of the four
element complex is
Z2〈[U(x11 + x21)], [UQx11] = [UQx21]〉
and the homology of the six element complex is
Z2〈[x11 + x21], [Q(x11 + x21)] = [x0]〉.
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Figure 11. The knot Floer complex of the left-handed trefoil.
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Figure 12. Calculation of +1 surgery on the left-handed trefoil.
Note that U [x11 + x
2
1] = [U(x
1
1 + x
2
1)], whereas U [Q(x
1
1 + x
2
1)] = [UQx
1
1] + [UQx
2
1] = 0.
Therefore we see that
HFI +(−Σ(2, 3, 7)) ∼= T +1 ⊕ T +2 ⊕ (Z2)(0)
where the lowest-degree elements of the towers can be taken to be [U(x11 +x
2
1)] and [Q(x
1
1 +
x21)]. Here the degrees are fixed by comparison with HF
+(−Σ(2, 3, 7)). We conclude that
d(−Σ(2, 3, 7)) = 1− 1 = 0, d¯(−Σ(2, 3, 7)) = 2.
Using the properties of d and d¯ under orientation reversal (Proposition 5.2), we obtain the
calculations for Σ(2, 3, 7) stated in the Introduction. Combining these calculations with
Corollary 4.8, we get Corollary 1.4.
With regard to the smooth concordance invariants defined in Section 6.7, we have V0(T`) =
V 0(T`) = 0 and V (T`) = −1.
6.9. Failure of additivity. We are now ready to give an example showing that the maps
d, d¯ : Θ3Z2 → Q
are not homomorphisms. Take Y = Σ(2, 3, 7) and consider the connected sum Y#Y . We
have computed that d(Y ) = −2. If d were additive, then we would get d(Y#Y ) = −4.
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On the other hand, from the calculation of HF +(Y ) in [35, p.47] and the connected sum
formula [39, Theorem 1.5] we get
HF +(Y#Y ) ∼= T +0 ⊕ (Z2)3(−1) ⊕ (Z2)−2.
From the exact triangle (14) relating HFI +(Y#Y ) to HF +(Y#Y ) we see that HFI +(Y#Y )
cannot have any elements in degrees less than −2. Hence d(Y#Y ) cannot be −4, and d is
not additive.
By changing orientation, in view of Proposition 5.2, we see that d¯ is not additive either.
7. L-space knots and their mirrors
A knot K ⊂ S3 is called an L-space knot if the surgery S3p(K) is an L-space for some
integer p > 0 (and hence for all p 0). In [41], Ozsva´th and Szabo´ proved that if K is an
L-space knot, then the Alexander polynomial of K is of the form
∆K(t) = (−1)m +
m∑
i=1
(−1)m−i(tni + t−ni)
for a sequence of positive integers 0 < n1 < n2 < · · · < nm. Here, nm = g(K) is the genus
of K. Let n(K) ≥ 0 be the quantity
n(K) := nm − nm−1 + · · ·+ (−1)m−2n2 + (−1)m−1n1.
Furthermore, let `s = ns − ns−1.
Ozsva´th and Szabo´ also proved that the knot Floer complex CFK∞(K) is completely
determined by this information. Before giving their description, it is helpful to introduce
the notion of a model complex for CFK∞(K).
Definition 7.1. Given a knot K, we say that C is a model complex for CFK∞(K) if
CFK∞(K) ' C⊗Z2[U−1, U ], where Z2[U−1, U ] is regarded as a chain complex with trivial
differentials.
For example, the complex C from Section 6.8 is a model complex for CFK∞(T`).
Remark 7.2. There is an important subtlety to note at this juncture. To say that C is a
model complex for CFK∞ implies that it is preserved by ∂, but not necessarily by ιK . This
will not be relevant to the proofs in this section, but in the future computations in Section 8
it will frequently be the case that only C ⊗ Z2[U−1, U ] is preserved by ιK .
If K is an L-space knot, then CFK∞(K) has a model Z2-complex C with generators
x0, x
1
1, x
2
1, · · · , x1m, x2m, as follows. The (i, j)-grading of x0 is (0, 0), the grading of x1m is
(−n(K), g(K)−n(K)), and in general the gradings of xtm−2s and xtm−(2s+1) differ only in the
i-grading by `m−2s and the gradings of xtm−(2s+1) and x
t
m−(2s+2) differ only in the j-grading
by `m−(2s+1). Moreover the complex is symmetric: if gr(x1s) = (i, j), then gr(x2s) = (j, i).
There is no need to keep track of the homological grading.
The differentials in the complex C form a “staircase” as shown in Figure 13. If m is odd,
then the nonzero differentials are
∂(x0) = x
1
1 + x
2
1 ∂(x
t
s) = x
t
s−1 + x
t
s+1 for s > 0 even, t ∈ {1, 2}
whereas if m is even, the nonzero differentials are
∂(xt1) = x0 + x
t
2 ∂(x
t
s) = x
t
s−1 + x
t
s+1 for s > 1 odd, t ∈ {1, 2}.
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Figure 13. Model complexes for the knot Floer complex of an L-space
knot. The case m odd is on the left and the case m even is on the right.
The quantity n(K) is the total length of the horizontal arrows in the top half of the
complex C.
From the above description of CFK∞(K) we see that H∗(A+0 ) ' T + with lowest-degree
element represented by [x1m] = [x
2
m], and H∗(B
+
0 ) ' T + with lowest-degree element repre-
sented by [U−n(K)x1m] = [U−n(K)x2m]. We deduce that
V0 = n(K).
By definition, large surgeries on L-space knots are L-spaces. By Corollary 4.8, their
involutive Heegaard Floer homology is determined by their usual Heegaard Floer homology,
and in particular we have
V 0(K) = V 0(K) = V0(K) = n(K).
It is more interesting to consider mirrors of L-space knots. These have the property that
sufficiently negative surgeries along them yield L-spaces. An example of such a knot is the
left-handed trefoil T` from Section 6.8.
If K is the mirror of an L-space knot, let ni, `i and n(K) be as before. (The Alexander
polynomial, and hence these quantities, are unchanged under taking mirrors.) The knot
Floer complex does change: There is now a model Z2-complex C for CFK∞(K) with
2m + 1 generators x0, x
1
1, x
2
1, · · · , x1m, x2m, as follows. The (i, j)-gradings of x0 and x1m are
gr(x0) = (0, 0) and gr(x
1
m) = (n(K), g(K) − n(K)). The gradings of xm−2s and xm−(2s+1)
differ only in the j-grading by `m−2s and the gradings of xm−(2s+1) and xm−(2s+2) differ
only in the i grading by `m−(2s+1). Moreover, the complex is symmetric: if gr(x1s) = (i, j),
then gr(x2s) = (j, i). The differentials in this complex form a “staircase” as in Figure 14.
Precisely, if m is odd, the nonzero differentials are
∂(xt1) = x0 + x
t
2
∂(xts) = x
t
s+1 + x
t
s−1 for s odd, 1 < s < m
∂(xtm) = x
t
m−1
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Figure 14. Model complexes for the knot Floer complex of the mirror of
an L-space knot. The case m odd is on the left and the case m even is on
the right.
whereas if m is even, the differentials are
∂(x0) = x
1
1 + x
2
1
∂(xts) = x
t
s+1 + x
t
s−1 for s even, 0 < s < m
∂(xtm) = x
t
m−1.
Observe that now n(K) represents the total length of the vertical arrows in the top half
of the complex C.
By Lemma 6.5, we can transfer the conjugation map ιK to any complex filtered chain
homotopy equivalent to CFK∞(K); in particular, to C⊗Z2[U−1, U ]. Thus, we can assume
that CFK∞(K) = C ⊗ Z2[U−1, U ], and look for a map ιK on this complex that respects
the Maslov grading, and is a skew-filtered quasi-isomorphism.
In our case, since U decreases Maslov grading by two, the map ιK must preserve each
subcomplex UnC, for n ∈ Z. In fact, given the requirements for ιK , it is easy to see that
there is a unique possibility:
(31) ιK(x0) = x0, ιK(x
1
s) = x
2
s, ιK(x
2
s) = x
1
s.
Thus, we have all the information needed to compute the involutive Heegaard Floer
homology of large surgeries on K. In particular, let us spell out the values of V 0(K)
and V 0(K), which by Theorem 1.6 determine the involutive correction terms of the large
surgeries.
Proposition 7.3. Let K be the mirror of an L-space knot. Then V 0(K) = V0(K) = 0 and
V 0(K) = −n(K).
Proof. From the above description of CFK∞(K), we see that Un(K)C is the largest U -power
of C with nontrivial intersection with A+0 . For context, let us begin by computing H∗(A
+
0 )
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and H∗(B+0 ), and thus V0. (The reader who is familiar with this computation may skip the
next two paragraphs.)
Let C(k) = (UkC) ∩ A+0 , so that H∗(A+0 ) =
⊕
H∗(C(k)). For k > n(K), we have
C(k) = 0. For n(K) ≥ k > n(K) − `m, the complex C(k) has generators Ukx1m and Ukx2m
and no nonzero differentials, hence has homology
H∗(C(k)) = Z2〈[Ukx1m + Ukx2m], [Ukx2m]〉.
Similarly, if n(K) − `m − · · · − `m−2s ≥ k > n(K) − `m − · · · − `m−(2s+2), then C(k) is
generated by the Uk powers of x1m, x
2
m, · · · , x1m−2s, x2m−2s with the inherited differentials,
and has homology
Z2〈[Uk
s∑
t=0
(x1m−2t + x
2
m−2t)], [U
k
s∑
t=0
x2m−2t]〉.
Finally, for k ≤ 0, C(k) = UkC ⊂ A+0 , and the homology H∗(C(k)) is one of the following,
according to the parity of m:
H∗(C(k)) =
{
Z2〈[Uk(
∑m
2
t=0(x
1
m−2t + x2m−2t) + x0)]〉 for m even,
Z2〈[Uk(
∑m−1
2
t=0 (x
1
m−2t + x2m−2t)]〉 for m odd.
We see that H∗(A+0 ) ' T +⊕Z⊕n(K)2 , where the lowest-degree element in T + can be taken
to be [Un(K)(x1m + x
2
m)]. An extremely similar computation shows that H∗(B
+
0 ) ' T +,
where the lowest-degree element can be taken to be [Un(K)x2m], which is the image of
[Un(K)(x1m +x
2
m)] under the map v0 : H∗(A
+
0 )→ H∗(B+0 ). Therefore, v0 is modelled on the
identity in sufficiently large degrees, and we have V0 = 0.
We now turn our attention to the computation of V 0 and V 0. Recall that we must have
(1 + ιK)x
t
s = x
1
s + x
2
s and (1 + ιK)x0 = 0.
Let us compute the homology of the complex AI +0 . Since 1 + ιK preserves C, it suffices
to compute the homology of
CI (k) := (C(k)[−1]⊕Q·C(k)[−1], ∂ +Q·(1 + ιK))
for each integer k.
For k > n(K), the complex CI (k) is trivial. For n(K) ≥ k > n(K)−`m, the complex CI (k)
has generators Ukxtm and QU
kxtm (t ∈ {1, 2}) and the only contribution to the differential
comes from Q·(1 + ιK); therefore, the homology H∗(CI (k)) is
Z2〈[Uk(x1m + x2m)], [UkQx1m] = [UkQx2m]〉.
Similarly, if n(K)−`m−· · ·−`m−2s ≥ k > n(K)−`m−· · ·−`m−(2s+2), then CI (k) is generated
by xtm, · · · , xtm−2s, Qxtm, · · · , Qxtm−2s, with the inherited differentials. The homology of this
complex is
Z2〈[Uk
s∑
t=0
(x1m−2t + x
2
m−2t)], [U
kQ
s∑
t=0
x1m−2t] = [U
kQ
s∑
t=0
x2m−2t]〉.
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Finally, for k ≤ 0, the homology H∗(CI (k)) is one of the following, according to the parity
of m:
H∗(CI (k)) =

Z2〈[Uk(
∑m
2
t=0(x
1
m−2t + x2m−2t) + x0)],
[UkQ(
∑m
2
t=0(x
1
m−2t + x2m−2t) + x0)]〉 for m even,
Z2〈[Uk(
∑m−1
2
t=0 (x
1
m−2t + x2m−2t)],
[UkQ(
∑m−1
2
t=0 (x
1
m−2t + x2m−2t))]〉 for m odd.
Notice that regardless of the parity of m, the generator of H∗(CI (0)) in the image of Q is
annihilated by multiplication by U . Therefore, combining all three computations above, we
see that, as a Z2[U ]-module, the involutive homology H∗(AI +0 ) is T +⊕T +⊕Z⊕n(K)2 , where
the first tower has lowest-degree element [Un(K)(x1m+x
2
m)] and the second has lowest-degree
element either [Q(
∑m
2
t=0(x
1
m−2t + x2m−2t) + x0)] or [Q(
∑m−1
2
t=0 (x
1
m−2t + x2m−2t))], according to
the parity of m. Comparing with the homology of A+0 , we conclude that V 0 = 0 and
V 0 = −n(K). 
8. Large surgeries on thin knots
8.1. Thin knots. A knot K ⊂ S3 is called Floer homologically thin (or thin) if its knot
Floer homology
ĤFK (K) =
⊕
j,k∈Z
ĤFK k(K, j)
is supported in a single diagonal line j−k = τ , for some τ ∈ Z. Thin knots were introduced
in [48, 50]. The value τ = τ(K) is the knot concordance invariant defined in [48, 37].
Alternating knots were shown to be thin in [36]. A more general class of knots, called
quasi-alternating knots, were also found to be thin [27]. Furthermore, in these cases we have
τ = −σ/2, where σ is the signature of the knot. It is an open question whether τ = −σ/2
for all thin knots.
For thin knots, the complex CFK∞(K) has been described by Petkova [47, Lemma 7].
By her work, we know that there is a model complex C for CFK∞(K) consisting of a direct
sum of a single staircase and some number of square complexes.
Let us introduce some notation. For a thin knot K, all differentials in CFK∞(K) are of
length one, going in either the horizontal or the vertical direction. Given a basis element
x ∈ CFK∞(K) lying in grading (i, j), we let ∂horz(x) denote the horizontal part of the
differential, so that ∂horz(x) lies in grading (i − 1, j). Similarly, we let ∂vert(x) denote the
vertical part of the differential, so that ∂vert(x) lies in grading (i, j − 1). If y is a sum of
basis elements in multiple gradings, then ∂horz(y) and ∂vert(y) are computed using linearity.
We now introduce the Z2 complexes that are used to build the model complex for CFK∞.
A staircase complex of step length one consists of 2m+1 basis elements x0, x
1
1, x
1
2, · · · , x1m, x2m,
such that x0 is in grading (0, 0), and the complex has one of the forms shown in Figure 15.
A square complex consists of four elements a in grading (i, j), b in grading (i− 1, j), c in
grading (i− 1, j), and Ue in grading (i− 1, j − 1), with differentials
∂horz(a) = b, ∂vert(a) = c, ∂vert(b) = ∂horz(c) = Ue, ∂(Ue) = 0.
A remark on notation: we use Ue instead of e so that a and e lie in the same grading,
which will be convenient in future. Furthermore, because of the potential of confusion with
a differential, we do not use “d” to label any element in the chain complex.
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Figure 15. The four staircase complexes with step length one. For larger
versions, see Figures 19, 20, 21, and 22.
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1
Figure 16. A square complex
The element a is called the initial corner of the square. An important feature of a initial
corner a is that ∂horz∂vert(a) = ∂vert∂horz(a) 6= 0. Notice that no other basis element of a
square complex or a staircase complex has this property.
As mentioned above, the model complex C consists of a single staircase and some number
of square complexes. The value of the knot invariant τ can be read from the staircase.
Indeed, for a staircase with 2m+ 1 generators, we have
(32) m = |τ |.
Further, the sign of τ is positive if we are in one of the first two pictures in Figure 15 (that
is, the differential connecting x1m and x
1
m−1 is horizontal), and is negative otherwise.
The Euler characteristic of ĤFK (K), which is the Alexander-Conway polynomial of the
knot, takes the form
∆K(t) = (t
−m − t−m+1 + · · · − tm−1 + tm)− (t−1 − 2 + t)r(t),
for some symmetric Laurent polynomial r(t) of the form
r(t) = r0 − r1(t−1 + t) + · · ·+ (−1)krk(t−k + tk),
with ri being nonnegative integers. The polynomial r(t) encodes the positions of the square
complexes. In particular, r(−1) represents the total number of squares.
The determinant of the knot is given by
(33) D = ∆K(−1) = 2m+ 1 + 4r(−1).
Thus, the number of square complexes is
(34) r(−1) = (D − 2|τ | − 1)/4.
The parity of r(−1) will play an important role in our considerations. Note that this is
simply the parity of r0, so we will refer to it as such.
Let us also define
(35) n(K) = dm/2e.
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Figure 17. The knot Floer complex for the figure-eight.
When there are no squares (so that K is an L-space knot), this coincides with the definition
of n(K) in Section 7.
Our goal will be to analyze the conjugation map ιK on CFK
∞(K). By Lemma 6.5, we
can assume that CFK∞(K) is given by C ⊗ Z2[U,U−1], where C is our model complex.
Suppose we have a generator x = [x, i, j] of C ⊗Z2[U,U−1]. Recall that ιK is skew-filtered,
that is, it takes x to a sum of elements supported in the quadrant with upper right corner
at (i, j). Furthermore, since K is a thin knot, the Maslov grading of x is given by i+ j− τ .
It follows that, in the (i, j)-plane, ιK(x) must be on the diagonal with the same value of
i+ j as x. Combining this with the skew-filtered property, we actually get that ιK(x) must
be supported in the point with coordinates (j, i).
To get more information about ιK , it is helpful to know its square ι
2
K , which equals the
Sarkar involution ς; cf. Section 6.2. Since ι2K = ς, we must have that ς preserves the support
(i, j). One consequence of this is that ς equals the map ςg induced by ς on the associated
graded (with respect to the vertical filtration j).
Now, recall from Proposition 6.6 that the map ςg can be computed explicitly. In fact, for
thin knots, the result of this computation appears in [52, Section 6]. We can describe it as
follows. On the staircase complex, ς = ςg is the identity. On each square complex, we have
(36) ς(a) = a+ e, ς(b) = b, ς(c) = c, ς(e) = e.
We are left to find ιK that squares to this map, and takes elements supported at (i, j) to
elements supported at (j, i).
8.2. The figure-eight knot. As a first and motivating example, we compute ιK in the
case of the figure-eight knot 41, for which m = 0 and r(t) = 1. The complex CFK
∞(41)
appears in Figure 17. We write x = x0 for simplicity.
This chain complex has eight grading-reversing automorphisms. Indeed, in all of them we
must have ιK(b) = c, ιK(c) = b and (because ιK is a chain map) ιK(e) = e. Further, ιK(x) is
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Figure 18. Parts of the AI +0 complex for the figure-eight.
either x or x+e, and ιK(a) is a, a+e, a+x or a+x+e. This gives eight possibilities. However,
six are eliminated because they do not square to the Sarkar involution x→ x, a→ a+ e.
The remaining two maps
x 7→ x+ e, a 7→ a+ x
x 7→ x+ e, a 7→ a+ x+ e
are conjugate to each other (via turning x into x+ e), so up to change of basis there is only
one map on CFK∞(41) that could be ιK . Without loss of generality, let ιK be the first map
above, so that 1 + ιK is
e 7→ 0, x 7→ e, a 7→ x, b, c 7→ b+ c.
We can use this to compute the knot invariants V 0 and V 0. We see that
H∗(A+0 ) = Z2〈[Unx] : n ≤ 0〉 ⊕ Z2〈[b]〉
and H∗(B+0 ) = Z2〈[Unx] : n ≤ 0〉, so V0 = 0. Now consider the complex AI +0 . This chain
complex breaks up into a direct sum of subcomplexes, the first two of which are illustrated
in Figure 18. The subcomplex containing the lowest graded elements, depicted on the left, is
generated by the seven elements a, b, c,Qx,Qa,Qb, and Qc. The next subcomplex, depicted
on the right, is generated by ten elements, with differentials as shown in the figure; all
further subcomplexes are identical to this subcomplex multiplied by U−n. The homology
of the left subcomplex is Z2〈[Qx], [Qa+ c], [Qc]〉 and the homology of the right subcomplex
is Z2〈[U−1Qx], [x+ U−1Qc]〉. Observe that U [x+ U−1Qc] = [Qc]. Therefore,
H∗(AI +0 ) ' T +−1 ⊕ T +0 ⊕ (Z2)(−1),
where the towers can be taken to have lowest-degree elements [Qc] and [Qx]. We conclude
that V 0 = 1 and V 0 = 0.
8.3. The general case. Now let K be an arbitrary thin knot. We seek to determine the
conjugation map ιK on CFK
∞(K). Let C be the model complex for CFK∞(K), described
in Section 8.1.
For a staircase complex, we define the standard staircase map to be the involution that
exchanges x1s and x
2
s and fixes x0. Note that this is a genuine involution.
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Given two squares {a, b, c, Ue} and {a′, b′, c′, Ue′} such that the grading of a is (i, j) and
the grading of a′ is (j, i), we define standard square map on the pair to be the map
a 7→ a′, b 7→ c′, c 7→ b′, e 7→ e′,
a′ 7→ a+ e, c′ 7→ b, b′ 7→ c, e′ 7→ e.
Note that this squares to the Sarkar involution (36) on the squares, which takes a 7→ a+e,
a′ 7→ a′ + e′, and is the identity on b, c, e, b′, c′, e′.
Proposition 8.1. Let K be a thin knot. Up to a (grading-preserving) change in basis,
there is a unique automorphism ιK on CFK
∞(K) that exchanges the i and j gradings and
squares to the the Sarkar involution.
Proof. Notice that because ιK is a chain map that interchanges the gradings on CFK
∞(K),
if x is a basis element in a single grading, we must have ∂horz(ιK(x)) = ιK(∂vert(x)). This
implies that ∂horzιK = ιK∂vert on CFK
∞, and similarly ∂vertιK = ιK∂horz. In particular,
∂vert∂horzιK = ∂vertιK∂vert = ιK∂horz∂vert = ιK∂vert∂horz, so ιK and ∂vert∂horz = ∂horz∂vert
commute.
The idea of this proof is to split off pairs of square complexes related by the standard
square map from the model complex C, until what remains is a staircase or (more interest-
ingly) a staircase and a single square.
Consider the set of elements {as} which lie at the initial corners of squares in the model
complex C, so that ∂horz∂vert(as) = ∂vert∂horz(as) 6= 0. Recall that as are the only basis
elements that are not mapped to zero by ∂horz∂vert.
First, assume there is some as in planar grading (i, j) such that i 6= j. Then ιK(a) lies
in planar grading (j, i) and has ∂horz∂vert(ιK(a)) 6= 0. Therefore ιK(a), written as a sum of
basis elements each appearing once, contains an initial corner a′ 6= a. We will use this fact
to do a change of basis so that the square {a, b, c, Ue} is exchanged with another square
complex by the standard square map on pairs.
Let ∂horz(a) = b, ∂vert(a) = c, and ∂horz∂vert(a) = Ue. Then consider ιK(a). Since
ιK is a chain map that interchanges the vertical and horizontal gradings, we observe that
∂horz(ιK(a)) = ιK(c), ∂vert(ιK(a)) = ιK(b), and ∂horz∂vert(ιK(a)) = ιK(Ue) 6= 0. Change
basis by adding ιK(a)+a
′ to a′, ιK(b)+∂vert(a′) to ∂vert(a′), ιK(c)+∂horz(a′) to ∂horz(a′), and
ιK(Ue) + ∂vert∂horz(a
′) to ∂vert∂horz(a′). This change of basis has the effect of changing the
model complex C to C ′ in which the squares {a, b, c, Ue} and {ιK(a), ιK(c), ιK(b), ιK(Ue)}
are interchanged by the standard square map.
Our goal now is to split C⊗Z2[U−1, U ] as (C1⊗Z2[U−1, U ])⊕(C2⊗Z2[U−1, U ])) such that
each Ci⊗Z2[U−1, U ] is preserved by ιK , and C2 is still a direct sum of square complexes and
a single staircase. To do this, we must change basis again. Let C1 be the direct sum of the
squares {a, b, c, Ue} and {ιK(a), ιK(c), ιK(b), ιK(Ue)}. Suppose there is some x ∈ C ′ a basis
element not in C1 such that ιK(x), as a sum of elements in C
′ in which each element appears
at most once, contains ιK(a). Then we change basis by adding a to x, so that ιK(x + a)
no longer contains ιK(a). Of course, we should now add b to ∂horz(x), c to ∂vert(x), and
e to ∂horz∂vert(x). Repeating this process for other elements as necessary, we can arrange
to have a complex C ′′ in which there is no x 6= a such that ιK(a) appears nontrivially in
ιK(x). Consequently, there is also no y 6= ιK(a) such that a appears nontrivially in ιK(y),
because then ιK(a) would appear in ι
2
K(y); since ιK(a) is now the only basis element with
the property that ιK applied to it contains a, nothing can cancel with this term. Next, we
do similar changes of bases to produce a complex C ′′′ for which there is no basis element
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x /∈ C1 such that ιK(x) contains b, c, d, ιK(b), ιK(c), or ιK(d) nontrivially, achieving our
goal.
We repeat the argument above, splitting off subcomplexes generated by pairs of squares
with the standard square involution, until all square complexes remaining have initial cor-
ners on the main diagonal. We may repeat the same procedure with any square whose
initial corner a lies on the main diagonal which has the property that ιK(a), expressed as a
sum of basis elements each appearing once, includes an initial corner a′ in C other than a.
This leaves us with a set of initial corners {a1, . . . , at} such that ιK(ar) contains only ar
and no other initial corner, for r = 1, . . . , t. (Of course, since ∂horz∂vert(ιK(ar)) = ιK(er) 6=
0, ιK(ar) must contain at least one initial corner in C, since these are the only elements with
∂horz∂vert 6= 0.) Suppose that the number of remaining squares, t, is at least 2. Without
loss of generality (because of the tensor product with Z2[U−1, U ]), each ar lies in planar
grading (0, 0). Then e1, . . . , et must also lie in grading (0, 0). Since we have already split
off any other square complexes in pairs, we see that {a1, . . . , at, e1, . . . et, x0} are all of the
basis elements in the grading (0, 0). Furthermore, ∂horz∂vert(ιK(ar)) = ∂horz∂vert(ar) = Uer,
so each er must be fixed by ιK . Finally, because ∂horz∂vert(x0) = 0, we see that ιK(x0), as
a sum of basis elements, cannot contain any ar. This implies that we know the following
about the behavior of the involution in grading (0, 0).
ιK(er) = er, ιK(ar) = ar + βrx0 +
t∑
s=1
γsres, ιK(x0) = x0 +
t∑
s=1
δses.
Here each βr, γ
s
r and δs is either 0 or 1 as appropriate. This implies that
ι2K(ar) = ιK(ar + βrx0 +
t∑
s=1
γsres)
= ar + βrx0 +
t∑
s=1
γsres + βrx0 + βr
t∑
s=1
δses +
t∑
s=1
γsres
= ar + βr
t∑
s=1
δses.
However, by assumption ι2K is the Sarkar involution ς, so ι
2
K(ar) = ar + er. This implies
that βr = 1, δr = 1 and all other δs are 0. Since r was arbitrary, this is a contradiction
when t ≥ 2. We conclude that t = 0 or 1.
Therefore, we can always split off pairs of squares related by the standard square map
until we have either a staircase complex Cm of step length one or a staircase complex Cm of
step length one and a single square complex whose initial corner a lies on the main diagonal.
(The first case occurs when the original complex had an even number of square summands,
i.e. r0 ≡ 0 mod 2, and the second case occurs when the original complex had an odd number
of squares, i.e. r0 ≡ 1 mod 2.) In the first case, ιK must be the standard staircase map. For
the second case, without loss of generality x0 and a lie in the grading (0, 0). An argument
similar to the one given for the figure-eight knot in Section 8.2 shows that up to change of
basis, the map ιK in the grading (0, 0) must be
a 7→ a+ x0, x0 7→ x0 + e, e 7→ e.
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Once this is established, the fact that ιK is a chain map and interchanges the gradings
completely determines the automorphism. There are four different cases, illustrated in
Figures 19, 20, 21, and 22.
In the first and fourth cases (shown in Figures 19 and 22, respectively) we must have
x1s 7→ x2s, b 7→ c+ x21,
x2s 7→ x1s, c 7→ b+ x11.
In the second and third cases (shown in Figures 20 and 21) we get
x11 7→ x21 + U−1c, x1s 7→ x2s for s > 1, b 7→ c,
x21 7→ x11 + U−1b, x2s 7→ x1s for s > 1, c 7→ b.
This completes the description of the automorphism ιK . 
In view of Theorem 6.8 and Proposition 8.1, we have all the information needed to
calculate HFI + of large surgeries on thin knots. In particular, by Theorem 1.6, the involutive
correction terms are determined by the values of V 0 and V 0 for these knots. These values
can be computed explicitly:
Proposition 8.2. Let K be a thin knot. The invariants V 0 and V 0 associated to K depend
on the sign and parity of τ(K) and on the parity of r0 as follows.
(1) If r0 ≡ 0 mod 2, we have the following cases:
(a) If τ(K) ≥ 0, then V 0 = V 0 = V0 = n(K).
(b) If τ(K) < 0, then V 0 = V0 = 0 and V 0 = −n(K).
(2) If r0 ≡ 1 mod 2, then we have the following cases:
(a) If τ(K) = 0, then V 0 = 1 and V0 = V 0 = 0.
(b) If τ(K) > 0 and τ(K) ≡ 1 mod 2, then V 0 = V0 = n(K) and V 0 = n(K)− 1.
(c) If τ(K) > 0 and τ(K) ≡ 0 mod 2, then V 0 = n(K) + 1 and V0 = V 0 = n(K).
(d) If τ(K) < 0 and τ(K) ≡ 1 mod 2, then V 0 = V0 = 0 and V 0 = −n(K) + 1.
(e) If τ(K) < 0 and τ(K) ≡ 0 mod 2, then V 0 = V0 = 0 and V 0 = −n(K).
Remark 8.3. Of course, the values of V0 for thin knots were already known. See [36,
Corollary 1.5] for the case of alternating knots; the arguments there readily extend to all
thin knots. We included V0 in the statement of Proposition 8.2 for easy comparison with
V 0 and V 0.
Proof of Proposition 8.2. By Proposition 8.1, if r0 ≡ 0 mod 2 then it suffices to consider
the case of a staircase complex. We obtain the same results as in case of L-space knots and
mirrors of L-space knots. This proves Cases (1a) and (1b).
The more interesting calculation is when r0 ≡ 1 mod 2. Then, again by Proposition 8.1,
it suffices to consider the case of a staircase complex together with a single square complex
on the main diagonal. If τ(K) = 0 the staircase in question is a single point, and this is the
complex for the figure-eight knot. By our computation in Section 8.2, we obtain Case (2a).
The proofs of Cases (2b)-(2d) are computational, and are all variations on the same
strategy. We will do Cases (2b) and (2c) in detail.
Suppose that τ(K) > 0 and τ(K) is odd. This is Case (2b). The relevant portion of
the knot Floer complex is illustrated in Figure 19. Observe that for this knot complex,
H∗(A+0 ) = Z2[U−1]〈[x11]〉⊕Z2〈[b]〉 and V0 = n(K). Therefore we will compare V 0 and V 0 to
n(K) by computing the difference in gradings between the generators of towers in H∗(AI +0 )
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Figure 19. A model complex for a thin knot with τ(K) > 0, and τ(K) and
r0 both odd.
and the gradings of the elements x11 and Qx
1
1. From the description of ιK in the proof of
Proposition 8.1 we see that the map 1 + ιK is given by
x0 7→ e, b 7→ (b+ c) + x21, xts 7→ x1s + x2s,
a 7→ x0, c 7→ (b+ c) + x22, e 7→ 0.
We start by breaking the full involutive complex
(
CFK∞(K)[−1]⊕Q·CFK∞(K)[−1], ∂ +Q·(1 + ιK)
)
into the direct sum of three subcomplexes over Z2[U−1, U ]. The first of these is generated
by a model Z2-complex C1 with basis consisting of the elements x1s+x2s, x0, Qe, and U−1Qb.
The nonzero differentials in this subcomplex are as follows:
∂ι(U−1Qb) = Qe,
∂ι(x0) = (x
1
1 + x
2
1) +Qe,
∂ι(x1s + x
2
s) = (x
1
s+1 + x
2
s+1) + (x
1
s−1 + x
2
s−1) for s even.
This subcomplex is acyclic.
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Our second subcomplex is generated by a model Z2-complex C2 with generators x1s,
Q(x1s + x
2
s), Qx0, a, and b+ c. Here are the nonzero differentials:
∂ι(a) = (b+ c) +Qx0,
∂ι(x1s) = Q(x
1
s + x
2
s) for s odd,
∂ι(b+ c) = ∂ι(Qx0) = Q(x
1
1 + x
2
1),
∂ι(x1s) = x
1
s+1 + x
1
s−1 +Q(x
1
s + x
2
s) for s even,
∂ι(Q(x1s + x
2
s)) = Q(x
1
s+1 + x
2
s+1) +Q(x
1
s−1 + x
2
s−1) for s even.
The homology of this subcomplex is Z2[U,U−1]〈[x11 + b+ c]〉.
Our third and last subcomplex is generated by a model Z2-complex C3 generated by the
elements b, Qa, Ue, Q(b+ c), and Qx2s. It has nonzero differentials as follows:
∂ι(Qa) = Q(b+ c),
∂ι(b) = Ue+Q(b+ c) +Qx21,
∂ι(Qx2s) = Qx
2
s+1 +Qx
2
s−1 for s even.
The homology of this subcomplex is Z2[U,U−1]〈[Qx21]〉.
Now we can investigate the homology of the intersection of each of these three com-
plexes with AI +0 , i.e., we will look at those terms in the region of the (i, j)-plane given by
max(i, j) ≥ 0. The direct sum of these intersections will give AI +0 , and we are interested in
the two infinite U -towers in its homology.
First, consider the intersection of the subcomplex generated by C1 with AI
+
0 . For k ≤ 0,
the complex UkC1 is contained in AI
+
0 . Since C1 is acyclic, it must be that neither of the
two towers in H∗(AI +0 ) comes from C1 ⊗ Z2[U−1, U ].
Let us move to our second subcomplex C2. All nonpositive U -powers of C2 are contained
in AI +0 , and have homology generated over Z2 by U−k[x11 +b+c]. However, the intersection
of U ·C2 with AI +0 is generated over Z2 by Ux1s and UQ(x1s + x2s) for s ≥ 2, with nonzero
differentials as follows:
∂ι(Ux12) = Ux
1
3 + UQ(x
1
2 + x
2
2),
∂ι(Ux1s) = UQ(x
1
s + x
2
s) for s odd,
∂ι(UQ(x12 + x
2
2)) = UQ(x
1
3 + x
2
3),
∂ι(Ux1s) = Ux
1
s+1 + Ux
1
s−1 + UQ(x
1
s + x
2
s) for s even, s > 2,
∂ι(UQ(x1s + x
2
s)) = UQ(x
1
s+1 + x
2
s+1) + UQ(x
1
s−1 + x
2
s−1) for s even, s > 2.
This complex is acyclic. We conclude that the first infinite tower in H∗(AI +0 ) has [x
1
1 +b+c]
as the lowest degree element.
We finally turn our attention to the subcomplex generated by C3. All negative U -powers
of C3 are contained in AI
+
0 and have homology generated over Z2 by [U−kQx21]. However,
the intersection of C3 itself with AI
+
0 loses Ue. That is, C3 ∩ AI +0 is generated by b, Qa,
Qx22, Q(b+ c), and Qx
2
s with nonzero differentials as follows:
∂ι(Qa) = Q(b+ c),
∂ι(b) = Q(b+ c) +Qx21,
∂ι(Qx2s) = Qx
2
s+1 +Qx
2
s−1 for s even.
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Figure 20. A model complex for a thin knot with τ(K) > 0, τ(K) even,
and r0 odd.
This is acyclic. This means that the second infinite tower in H∗(AI +0 ) has [U
−1Qx21] as the
lowest degree element.
Recall that the tower in H∗(A+0 ) has [x
1
1] as the lowest degree element, and V0 = n(K).
Thus, the grading of [x11 +b+c] in H∗(AI
+
0 ) is one more than the grading of [x
1
1] in H∗(A
+
0 ).
Further, [x11] and [x
2
1] have the same grading, so the grading of [U
−1Qx21] in H∗(AI
+
0 )
is two more than the grading of [x11] in H∗(A
+
0 ). We conclude that V (K) = n(K) and
V (K) = n(K)− 1.
Now consider Case (2c), with τ(K) > 0 and even, and r0 odd. The complex CFK
∞(K)
is illustrated in Figure 20. Observe that for this knot complex, H∗(A+0 ) = Z2[U−1]〈[x0]〉 ⊕
Z2〈[b]〉 and V0 = n(K). Therefore we will compare V 0 and V 0 to n(K) by computing the
difference in gradings between the generators of towers in H∗(AI +0 ) and the gradings of the
elements x0 and Qx0. The map 1 + ιK on this complex is given by
a 7→ x0, x11 7→ x11 + x21 + U−1c, x1s 7→ x1s + x2s for s > 1,
x0 7→ e, x21 7→ x11 + x21 + U−1b x2s 7→ x1s + x2s for s > 1,
e 7→ 0, b 7→ b+ c, c 7→ b+ c.
We start, as in the previous case, by breaking the full involutive complex(
CFK∞(K)[−1]⊕Q·CFK∞(K)[−1], ∂ +Q·(1 + ιK)
)
into the direct sum of four subcomplexes over Z2[U−1, U ]. The first of these is generated
by a model Z2-complex C1 with basis consisting of the elements x1s + x2s, U−1Q(b+ c), and
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U−1Qa. The nonzero differentials in this subcomplex are as follows:
∂ι(U−1Qa) = U−1Q(b+ c),
∂ι(x11 + x
2
1) = U
−1Q(b+ c) + (x12 + x
2
2),
∂ι(x1s + x
2
s) = (x
1
s+1 + x
2
s+1) + (x
1
s−1 + x
2
s−1) for s odd, s > 1.
This subcomplex is acyclic.
Our second subcomplex is generated by a model Z2-complex C2 with basis consisting of
the elements Qa+ c and e. The only nonzero differential is the following:
∂ι(Qa+ c) = e.
This subcomplex is also acyclic.
Our third subcomplex is generated by a model Z2-complex C3 with basis consisting of
the elements x1s, Q(x
1
s + x
2
s), x0, U
−1Qc and Qe. The nonzero differentials are as follows:
∂ι(x0) = ∂
ι(U−1Qc) = Qe,
∂ι(Q(x11 + x
2
1)) = Q(x
1
2 + x
2
2),
∂ι(x1s) = Q(x
1
s + x
2
s) for s even,
∂ι(x11) = x
1
2 +Q(x
1
1 + x
2
1) + x0 + U
−1Qc,
∂ι(Q(x1s + x
2
s)) = Q(x
1
s+1 + x
2
s+1) +Q(x
1
s−1 + x
2
s−1) for s odd, s > 1,
∂ι(x1s) = x
1
s+1 + x
1
s−1 +Q(x
1
s + x
2
s) for s odd, s > 1.
The homology of this complex is Z2[U−1, U ]〈[x0 + U−1Qc]〉.
Our final subcomplex is generated by a model complex C4 with generators Qx
1
s, Qx0, a,
and b+ c. Here are the nonzero differentials:
∂ι(a) = (b+ c) +Qx0
∂ι(Qx11) = Qx
1
2 +Qx0
∂ι(Qx1s) = Qx
1
s+1 +Qx
1
s−1 for s odd, s > 1.
The homology of this complex is Z2[U−1, U ]〈[Qx0]〉.
We now turn our attention to the homology of the intersection of each of these four
complexes with AI +0 , to wit, the region of the plane with max(i, j) ≥ 0. The direct sum
of these intersections gives AI +0 . As before, we are interested in finding the two infinite
U -towers in its homology.
First, consider the intersection of C1 with AI
+
0 . For k ≥ −1, UkC1 is contained in AI +0 .
Since C1 is acyclic, neither of the two towers in H∗(AI +0 ) comes from C1 ⊗ Z2[U−1, U ]. By
similar logic, neither of the two towers comes from C2 ⊗ Z2[U−1, U ].
Now let us consider our third subcomplex, generated by C3. All nonpositive U -powers
of C2 are contained in AI
+
0 , and have homology generated by U
−k[x0 + U−1Qc]. However,
the intersection of U ·C2 with AI +0 is generated over Z2 by Ux1s, UQ(x1s +x2s), and Qc, with
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nonzero differentials as follows:
∂ι(UQ(x11 + x
2
1)) = UQ(x
1
2 + x
2
2),
∂ι(Ux1s) = UQ(x
1
s + x
2
s) for s even,
∂ι(Ux11) = Ux
1
2 + UQ(x
1
1 + x
2
1) +Qc,
∂ι(UQ(x1s + x
2
s)) = UQ(x
1
s+1 + Ux
2
s+1) + UQ(x
1
s−1 + Ux
2
s−1) for s odd, s > 1,
∂ι(Ux1s) = Ux
1
s+1 + Ux
1
s−1 + UQ(x
1
s + x
2
s) for s odd, s > 1.
The homology of this complex is generated over Z2 by [Qc]. Since U [x0 + QU−1c] = [Qc],
we conclude this element is part of the first infinite tower. Finally, the intersection of
U2 ·C2 with AI +0 is generated over Z2 by U2x1s, QU2(x1s + x2s) with s > 2, and has nonzero
differentials as follows:
∂ι(U2Q(x13 + x
2
3)) = U
2Q(x14 + x
2
4),
∂ι(U2x1s) = U
2Q(x1s + x
2
s) for s even,
∂ι(U2x13) = U
2x14 + U
2Q(x13 + x
2
3)
∂ι(U2Q(x1s + x
2
s)) = U
2Q(x1s+1 + x
2
s+1) + U
2Q(x1s−1 + x
2
s−1) for s odd, s > 3,
∂ι(U2x1s) = U
2x1s+1 + U
2x1s−1 + U
2Q(x1s + x
2
s) for s odd, s > 3.
This complex is acyclic. We conclude that the bottom element of the first infinite tower in
H∗(AI +0 ) is [Qc].
Finally, we turn our attention to the fourth subcomplex, generated by C4. Every nonpos-
itive U -power of C4 is contained in AI
+
0 and has homology generated over Z2 by U−k[Qx0].
However, U · C4 is generated over Z2 by the elements UQx1s, with nonzero differentials as
follows:
∂ι(Qx11) = Qx
1
2
∂ι(Qx1s) = Qx
1
s+1 +Qx
1
s−1 for s odd, s > 1.
This complex is acyclic. We conclude that the bottom element in the second infinite tower
in H∗(AI +0 ) is [Qx0].
Now, recall that the tower in H∗(A0) has [x0] as its lowest degree element, and V0 = n(K).
The grading of [Qc] in H∗(AI +0 ) is one less than the grading of [x0] in H∗(A
+
0 ), and the
grading of [Qx0] in H∗(AI +0 ) is equal to the grading of [x0] in H∗(A
+
0 ). We conclude that
V (K) = n(K) + 1 and V (K) = n(K).
Cases (2d) and (2e) are pictured in Figures 21 and 22, respectively. We leave the com-
putations in these cases to the interested reader. 
Proof of Theorem 1.7. This is now a simple consequence of Proposition 8.2, taking into
account the relation τ = −σ(K)/2 for alternating knots, the identities (32), (33), (34) and
(35), as well as the fact that a knot has Arf invariant 0 if and only if D ≡ ±1 (mod 8). 
Proof of Corollary 1.8. We use the following Z2-homology cobordism invariants of Z2-homology
spheres Y : d, d, d¯, and the (generalized) Rokhlin invariant
µ(Y ) ∈ 1
8
Z (mod 2Z)
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x13
x23
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j
i
· · ·
· · ·
1
Figure 21. A model complex for a thin knot with τ(K) < 0, τ(K) odd,
and r0 odd.
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· · ·
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c
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x11
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e
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1
Figure 22. A model complex for a thin knot with τ(K) < 0, τ(K) even,
and r0 odd.
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from [3]. If Y = S3p(K) for p > 0 odd, Proposition 3 in [1] says that
µ(S3p(K)) =
1
8
(1− p) + Arf(K) (mod 2Z).
In our case, if S3p(K) and S
3
p(K
′) are Z2-homology cobordant, we see that K and K ′
have the same Arf invariant. Further, in view of Equation (1) and Theorem 1.6, the values
of d, d and d¯ for p-surgery on a knot are determined by the values of (V 0, V0, V 0) for that
knot. It follows that K and K ′ have the same triple of values (V 0, V0, V 0). By inspecting
the tables in Theorem 1.7, we conclude that K and K ′ have the same signature. 
Remark 8.4. The results in Theorem 1.7 and Corollary 1.8 apply equally well to quasi-
alternating knots.
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