We consider discrete distribution from the class (D)NBUE. When we know the mean (1 < n < oo) and the variance (a 2 < oo), then we can estimate the error of the approximate of such distribution by a geometric distribution with some parameter p. The estimate is sharp. Moreover we show that a sequence of distributions from (D)NBUE tends to the geometric one if and only if the sequence of parameters a m -• 0 when m oo.
Dobieslaw Bobrowski, Barbara Popowska

THE ESTIMATE OF THE ERROR FOR APPROXIMATION OF SOME DISCRETE DISTRIBUTION BY THE GEOMETRIC DISTRIBUTION
We consider discrete distribution from the class (D)NBUE. When we know the mean (1 < n < oo) and the variance (a 2 < oo), then we can estimate the error of the approximate of such distribution by a geometric distribution with some parameter p. The estimate is sharp. Moreover we show that a sequence of distributions from (D)NBUE tends to the geometric one if and only if the sequence of parameters a m -• 0 when m oo.
Let (p n ) = (p n , n G TV) be given discrete probability distribution such that there exists its finite expected value p, > 1. For this distribution we introduce the following denotations, for all n > 0,
A n = R n -G n .
Hence we have For v = 1 the estimation (11) is trivial (mi = fi < fi 3 Hence the second moment
By Lemma 1 we obtain only that
Now we prove the following lemma.
Proof. By (2) and (3) we get k=l Therefore by Lemma 2 we get (17).
THEOREM 1. If(pn) € (D)NBUE, then
(18) |#n-<f|<a.
Proof. By Lemma 3 we get n ra oo fln -< E ^ < E E Afc = a -A:=l k= 1 fc=0
By the other hand n n n-1 00
The theorem is proved.
Remark 2. Theorem 1 gives better estimation of the error of the approximation \Rn -q n \ for unknown distribution (pn) £ (D)NBUE
than the results got in [2] , where this error was estimated by and 2a, respectively.
Remark 3. The estimation given in Theorem 1 is sharp, in the sense that it is the best for whole class. The following example shows this fact. 
k=n k-n+1
So the distribution is geometric. The proof is completed. 
