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Abstract
For abstract evolutionary equations in a Banach space X, suppose thatA is an invariant set, which
is compact, for example. We present conditions which ensure that, if u(t) ∈A, t ∈ R, is a solution,
then the map t → u(t) is as smooth in t as the vector field. We obtain also in the abstract setting a
generalization of known results on determining modes. It is shown how regularity in t can be used to
obtain regularity in space if the equation is generated by a partial differential equation. Applications
are given to the linearly damped wave equation and the weakly damped Schrödinger equation. The
method of proof relies heavily upon a generalized Galerkin method.
 2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
Résumé
SoitA un ensemble compact, invariant sous l’effet d’un semi-flot S(t) engendré par une équation
d’évolution abstraite définie sur un espace de Banach X. On étudie la régularité de l’application
t → u(t) dans le cas où u(t)= S(t)u0 est une orbite complète contenue dansA. Sous des hypothèses
de compacité, on montre que cette application a la même régularité que celle du champ de vecteurs
donné dans l’équation. D’autre part, on retrouve, dans un cadre abstrait général, le fait que le
nombre de modes déterminants est fini. Enfin, si l’équation d’évolution est une équation aux
dérivées partielles définie sur un ouvert de Rn, on démontre des résultats de régularité en la variable
d’espace x. Tous ces résultats reposent sur un argument de point fixe et une méthode de Galerkin. On
illustre les théorèmes abstraits par des applications aux équations des ondes amorties et aux équations
de Schrödinger avec dissipation faible.
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1. Introduction
For ordinary differential equations on Rn, every solution is as smooth in t as the
vector field. For quasilinear parabolic partial differential equations, the same is true and
the solutions also enjoy certain regularity properties in space (see [34]). For many other
evolutionary equations that occur in the applications, the solutions are not regular in t .
However, there are several known results when the solution is defined for all t ∈ R and is
restricted to lie in a compact invariant set (or regular invariant set). For retarded functional
differential equations on Rn with finite delay, such solutions are as smooth in t as the vector
field, including analyticity [31]. This result for Ck vector fields is an easy consequence of
the fact that solutions become more smooth with increasing time and one can invoke the
Arzela–Ascoli theorem. The proof for analyticity is more difficult and is due to Nussbaum
[39]. In the case of neutral functional differential equations, solutions do not become
smoother in t . However, for a very important class of such equations, solutions which
lie in a compact invariant set are as smooth as the vector field, including analyticity [31].
The case of C1 vector fields is due to Hale [23]; for Ck vector fields it has been proved by
Lopes [37] and, for analytic vector fields, by Hale and Scheurle [30]. Neutral functional
differential equations include certain types of hyperbolic equations.
One objective in this paper is to obtain a larger class of evolutionary equations in a
Banach space X for which we have regularity in time for solutions which lie on a compact
invariant (or on a “regular”) set. In addition, we specify conditions on the equation which
will imply that the behavior of the solutions is determined by its projection onto a finite-
dimensional subspace of X (determining modes). Finally, if the equation corresponds to
certain types of partial differential equations, we obtain regularity in space. Even though
the results apply to partial differential equations of parabolic type, it is more significant that
dissipative partial differential equations of hyperbolic type are included. We give a detailed
discussion of the weakly damped wave equation and the weakly damped Schrödinger
equation. Other applications will be given in [29].
To present some of the ideas, we concentrate in this section on special cases of our more
general results. Consider the equation:
u˙=Au+ f (u), (1.1)
on a Banach space X, where A is the generator of a C0-semigroup eAt , t  0, on X and
f is a smooth mapping on X. By a (mild) solution of 1.1 with initial data u0, we mean a
solution of the integral equation
u(t)= eAtu0 +
t∫
0
eA(t−s)f
(
u(s)
)
ds. (1.2)
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A standard application of the contraction mapping principle shows that there is a unique
solution of (1.2) which is defined on a maximal interval [0, τu0). We assume that
each solution is defined on [0,∞) and denote this solution by S(t)u0. The function
S : R+×X→X is a Ck-semigroup on X if f ∈Ck and analytic if f is analytic; that is, it is
a continuous semigroup and the mapping u0 → S(t)u0 is in the mentioned class for t  0.
It might be expected that the semigroup S(t) is one-to-one on a compact invariant set
A and, thus, a group on A. Of course, this is the case if S(t)u0 is analytic in u0. However,
this is not true in general even if f ∈ C∞. It is possible to construct an example of (1.1)
based on Example 2.2 of Hale and Lin [26] for which S(t)u0 is C∞ on a compact invariant
set and yet not one-to-one.
If A generates an analytic semigroup on X and is a sectorial operator, then regularity
properties of the solutions in t are well known and this is true even if the function f
is only a smooth function from a fractional power space of X to X (see, for example,
[15,16,34,42]). In particular, the smoothness in t always holds for solutions of quasi-linear
parabolic equations on a bounded smooth domain. There also is some smoothness in the
spatial variable (see [14,16,34]).
We recall that a set A⊂X is invariant if S(t)A =A for all t  0. A subset A of X is
the compact global attractor if it is compact, invariant and, for any bounded set B in X,
lim
t→∞distX
(
S(t)B,A)= 0,
where distX(A,B)= supx∈A infy∈B ‖x − y‖X .
We state now a special case of our general results.
Theorem 1.1. Suppose that A is a compact invariant set of (1.1). Suppose also that there
is a sequence of linear mappings Pn :X→X and positive constants n1, K0, K1, δ1, such
that
(i) APn = PnA on D(A) for n 0,
(ii) ‖Pn‖L(X,X) K0, ‖Qn‖L(X,X) K0, for n 0, where Qn = I − Pn,
(iii) Pn converges strongly to the identity in X as n→∞,
(iv) for n n1, t  0, ∥∥eAt∥∥L(QnX,X) K1e−δ1t ,
(v) X is a reflexive Banach space and f :X→X is completely continuous.
Then, there is an integer N1 such that, for n  N1, each solution u(t) ∈ A, t ∈ R, of
(1.1) can be represented as u = v + w∗(v), v ∈ PnX, where w∗ maps a neighborhood
of PnA into QnX and is as smooth as f . Furthermore, w∗(v)(t) depends only upon
v(s), s  t .
Finally, if moreover APn is a bounded operator on X, the solution u(t) is as smooth in
t as the vector field f , including analyticity.
Condition (v) can be replaced by the weaker condition:
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(vi) X is any Banach space and the set {Df (u1)u2 | u1 ∈ A, ‖u2‖X  1} is relatively
compact.
We remark that the conditions (v) and (vi) do not involve the operator A. It is possible
to replace either of these conditions with the following condition on A:
(vii) there exist a constant K2  1, independent of n  0, and a sequence dn →+∞ as
n→∞ such that, for t  0, ∥∥eAt∥∥L(QnX,X) K2e−dnt .
Of course, for some evolutionary equations (as, for example, parabolic equations), one
can have f not defined on all of X, but only on a subspace of X (for example, fractional
power spaces). In this case, the hypotheses (iv) and (v) must be modified (see Section 2).
For some applications, the linear mappings Pn are easily constructed and are actually
orthogonal projections. Suppose that X is a Hilbert space and the eigenfunctions of the
operator A form a complete orthonormal basis. If Pn is a continuous orthogonal projection
in X onto the first n eigenfunctions, then Pn, Qn satisfy properties (i)–(iii). Furthermore, if
there exists a positive constant α such that the radius of the essential spectrum r(σess(eAt ))
satisfies:
r
(
σess
(
eAt
))
 e−αt , t  0, (1.3)
then (iv) is satisfied.
Below, if Y is a Banach space, we let C0b (R, Y ) be the space of bounded continuous
functions from R to Y with the usual sup norm.
We outline the proof of Theorem 1.1 which relies upon a generalized Galerkin
procedure. In their proof of the time regularity of the solutions of the Navier–Stokes
equations (or more generally of parabolic semilinear equations), Foias and Temam used
a classical Galerkin procedure, which consists in studying the solutions vn of the finite-
dimensional system of ordinary differential equations generated by the first n Fourier
modes and then let n go to infinity. In his proof of the spatial regularity of the solutions
of the weakly damped Schrödinger equation, Goubet [21,22] used a Galerkin splitting by
studying the equation satisfied by vn and introducing, besides wn = u− vn, the solution
zn of an infinite-dimensional system in the space generated by the Fourier modes higher
than n, with initial data zero. Here we also introduce a Galerkin splitting; but, in contrast
to the above methods, we find the componentwn as a fixed point of an associated adequate
mapping, depending on the parameter vn. Note also that our Galerkin method differs from
the one used by Debussche and Temam [12] in their construction of inertial manifolds with
delay.
If u(t) is a mild solution of (1.1) on the compact invariant set A and
u(t)= Pnu(t)+Qnu(t)≡ v(t)+w(t), (1.4)
then (v(t),w(t)) is the mild solution of the following system:
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dv
dt
=Av + Pnf (v +w), dwdt =Aw+Qnf (v +w). (1.5)Since u(R) is bounded, it follows from hypothesis (iv) that
w = Tv(w)≡Kf (v +w), (1.6)
where K :C0b (R,X)→C0b (R,QnX) is the bounded linear operator defined by:
(Kh)(t)=
t∫
−∞
eA(t−s)Qnh(s)ds. (1.7)
Of course, the operators Tv and K depend heavily upon n; however, for sake of simplicity,
we do not indicate the dependence of n, since this dependence is always clear.
The function w∗(v) in the statement of Theorem 1.1 is obtained by showing that Tv is
a contraction on an appropriate set of functions w, uniformly with respect to v(t), t ∈ R,
lying in a small neighborhood of PnA. From this fact, it is not difficult to see that w∗(v)
satisfies the properties stated in the theorem.
This implies that u(t)= v(t)+w∗(v)(t), where v is a solution of the equation
dv
dt
=Av+ Pnf
(
v +w∗(v)). (1.8)
If we consider (1.8) as a differential equation on the space C0bu(R,PnX), then one obtains
that any solution v(t) is as smooth in t as f , thereby, leading to the conclusion in the
theorem.
Notice that the function g(v)(t)= (f (v+w∗(v)))(t) depends upon the values v(s) for
−∞< s  t . Therefore, (1.8) is not an ordinary differential equation (ODE), but a retarded
functional differential equation with the derivative of v at time t depending upon all of the
past history of v.
We remark that the same type of proof was used by Hale and Scheurle [30] to obtain
similar results for the case in which the function Qnf (v +w) was sufficiently small. This
restriction is eliminated in the above result.
Applications of these regularity results were made in [30] to Eq. (1.1) with f = fl
depending upon a parameter l for which fl0(0)= 0 and there is a bifurcation at the origin
at l0. It was shown that there is a neighborhood U of the origin in X and a constant k such
that, for |l − l0| < k, if Jl is the maximal compact invariant set of (1.1) in U , then each
solution u(t), t ∈ R, of (1.1) in Jl is as regular in t as the vector field f .
As a consequence of the existence of w∗(v) in Theorem 1.1, it is not difficult to show
that the ω-limit set of solutions are uniquely defined by their images in PnX if n is
sufficiently large.
Theorem 1.2. If the conditions (i) to (v) of Theorem 1.1 are satisfied and uj (t), j = 1,2,
are any two solutions of (1.1) with the closure of {uj (t), t  0} compact and with ω-limit
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set ω(uj ), j = 1,2, then there is an integer N2 (depending on ω(uj ), j = 1,2) such that
the condition
lim
t→∞
∥∥PN2u1(t)− PN2u2(t)∥∥X = 0,
implies that ω(u1)= ω(u2).
As an immediate corollary, we obtain the following result on determining modes.
Theorem 1.3. If the conditions of Theorem 1.1 are satisfied and A is a compact invariant
set of (1.1), there is an integer N1 such that, if u1(t), u2(t), t ∈ R, are solutions of (1.1),
not necessarily in A, with ω(u1)⊂A, ω(u2)⊂A, and if
lim
t→∞
∥∥PN1u1(t)− PN1u2(t)∥∥X = 0,
then
lim
t→∞
∥∥u1(t)− u2(t)∥∥X = 0,
and ω(u1)= ω(u2).
If the compact global attractor A exists for (1.1), then every solution of (1.1) has its
ω-limit set in A and we have the implication in Theorem 1.3.
Theorems 1.1, 1.2 and 1.3 (with modifications when −A is a sectorial operator and f
is a smooth mapping from D(−A)α , α ∈ [0,1), into X) are applicable to many situations.
Parabolic equations are the simplest ones. Some hyperbolic equations are also included.
The result on finite number of determining modes is well known in the case where
A generates an analytic semigroup. It has been proved first in the frame of the Navier–
Stokes equations in two dimensions by Foias and Prodi [15] in 1967. Upper bounds of the
number of necessary modes have been widely studied (see [36] for optimal bounds). Using
arguments of [11], Chueshov [9] has proved the property of finite number of determining
modes for the damped wave equation with constant damping in the case of non-critical
nonlinearity. Moreover, Oliver and Titi [40] have shown this property for the weakly
damped Schrödinger equation in space dimension one.
We now discuss the implications of the previous result to the linearly damped semilinear
hyperbolic partial differential equation:
Utt + γUt −∆U = f (U), x ∈Ω, (1.9)
where γ > 0 is a constant, Ω ⊂ R3 is a bounded domain with Lipschitz boundary and the
solution U of (1.9) is required to satisfy homogeneous Dirichlet boundary conditions.
This equation is considered as an abstract evolutionary equation of the form (1.1) in the
space X =H 10 (Ω)×L2(Ω) with
u=
(
U
Ut
)
, A=
(
0 I
∆D −γ I
)
, f (u)=
(
0
f (U)
)
. (1.10)
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If the vector field f is dissipative with growth rate less than or equal to a cubic, then it
is known that there exists a compact global attractor A (see [2,3,24,32] for example). If
the growth rate is less than a cubic, then the vector field is completely continuous. Using
the complete set of eigenfunctions of the Laplacian with Dirichlet boundary conditions,
we can define the “projections” Pn on X. Theorems 1.1 and 1.3 imply that the solutions
in A are as smooth in t as the vector field and that there is a finite number of determining
modes. We recall that Ghidaglia and Temam [19] had already proved a smoothness result
in t of the solutions in A together with a smoothness result in the spatial variable x . Our
theorem here generalizes their result, since we prove analyticity in t , when the nonlinearity
is analytic. Also in our proof, the smoothness in t is proved independently of the regularity
in the spatial variable.
If the damping term γ in (1.9) is required only to be a nonnegative function of x which
is not identically zero, then the mappings Pn do not commute with A in (1.10). On the
other hand, we can write
A=A1 +B1, A1 =
( 0 I
∆D 0
)
, B1 =
(0 0
0 −γ I
)
, (1.11)
where PnA1 =A1Pn and B1 is a bounded nonnegative selfadjoint operator.
In Section 2, we present abstract extensions of Theorems 1.1, 1.2 and 1.3 to the general
case where A = A1 + B1, PnA1 = A1Pn and B1 is a bounded linear operator. For the
locally damped wave equation, it is then shown that the conclusions of Theorems 1.1, 1.2
and 1.3 remain true if we assume that there are positive constants K,α such that∥∥e(A1+QnB1)t∥∥
L(QnX,X)
Ke−αt , t  0. (1.12)
This condition can be satisfied even if the function γ vanishes at some places in Ω . For
the wave equation, Bardos et al. [5] have characterized those γ for which (1.12) is satisfied
(see also [33,46]). In particular, the estimate (1.12) is satisfied if the support of γ contains
a neighborhood of the boundary of Ω .
Similar results hold for the wave equation in other space dimensions.
We also want to emphasize that the generalization of Theorems 1.1, 1.2 and 1.3 to the
case where the condition APn = PnA is replaced by A1Pn = PnA1, allows, for example,
to replace the operator −∆ in (1.9) by an operator L = L1 + L2, where L1 is a second
order self-adjoint elliptic operator with constant coefficients and L2 is a non-self-adjoint
lower order perturbation of L1. We leave the details to the reader.
In Section 2, we give complete proofs of Theorems 1.1, 1.2 and 1.3. We also formulate
abstract results which, when applied to partial differential equations, lead to regularity in
space. The formulation for a finite number of derivatives in the spatial variables is treated
in a rather simple way, whereas Gevrey classes are used to obtain an abstract result of
analyticity in the spatial variable. The implications for the linearly damped dissipative
semilinear wave equation in a bounded domain with variable damping is discussed in
detail.
To obtain results similar to Theorems 1.1, 1.2 and 1.3 when the vector field in (1.1) does
not satisfy (v) or (vi), we take into account the linear variation of the component w of the
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solution along the component v of the solution. More specifically, we write the equation
for w as
w˙ = (QnA+QnDf (v))w+QnF(v,w), (1.13)
where F(v,w)= f (v+w)−Df (v)w. The linear equation
w˙ = (QnA+QnDf (v))w, (1.14)
is nonautonomous and generates an evolutionary operator Sn(v, t, s) on QnX where
Sn(v, t, s)ws is the solution of (1.14) with initial value ws at t = s. Assuming that
Sn(v, t, s) has a uniform exponential decay rate and requiring some other reasonable
conditions on f , we present in Section 3 generalizations to situations as in Eq. (1.13),
formulating abstract results as in Section 2 and then giving applications to the linearly
damped nonlinear wave equation with critical exponent and to the weakly damped
Schrödinger equation.
In this text, we have concentrated on continuous dynamical systems generated by
evolutionary equations. It is also possible to obtain some corresponding results for discrete
dynamical systems defined by
u(m)= Sm(u0), S = L+R, u0 ∈X, (1.15)
where L :X→X is a bounded linear operator and R :X→X is a smooth mapping.
Theorem 1.4. Suppose thatA is a compact invariant set of (1.15). Suppose also that there
is a sequence of linear mappings Pn :X→X and positive constants n1, K0, K1, δ1, such
that
(i) APn = PnA on D(A) for n 0,
(ii) ‖Pn‖L(X,X) K0, ‖Qn‖L(X,X) K0, for n 0, where Qn = I − Pn,
(iii) Pn converges strongly to the identity in X as n→∞,
(iv′) for n n1, m 0,
‖Lm‖L(QnX,X) K1e−δ1m,
(v′) X is a reflexive Banach space and R :X→X is completely continuous.
Then there is an integer N1 such that, for n  N1, each solution u(m) ∈A, m ∈ Z, of
(1.15) can be represented as u= v +w∗(v), v ∈ PnX, where w∗ maps a neighborhood of
PnA into QnX and is as smooth as f . Furthermore, w∗(v)(m) depends only upon v(4),
4m.
One remarks that, as in the continuous case, hypothesis (v′) can be replaced by the
weaker condition
(vi′) X is any Banach space and the set {DR(u1)u2 | u1 ∈ A, ‖u2‖X  1} is relatively
compact.
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We note that the main change in the proof of Theorem 1.4 consists in replacing the
operator Tv by an infinite sum (a Stieljes integral which has been used by many authors in
the discussion of the behaviour of a discrete flow in the neighbourhood of a fixed point as,
for example, in [7] rather than a regular integral).
Like in the continuous case, we deduce from Theorem 1.4 the property of finite number
of determining modes if the range of Pn is finite-dimensional.
Theorem 1.5. If the conditions of Theorem 1.4 are satisfied and uj (m), j = 1,2, m ∈ N,
are any two solutions of (1.15) with the closure of {uj (m), m  0} compact and with
ω-limit set ω(uj ), j = 1,2, then there is an integer N2 such that the condition
lim
m→∞
∥∥PN2u1(m)− PN2u2(m)∥∥= 0,
implies that ω(u1)= ω(u2).
Theorem 1.6. If the conditions of Theorem 1.4 are satisfied and A is a compact invariant
set of (1.15), there exists an integerN1 such that, if u1(m),u2(m), m ∈ N, are two solutions
of (1.15), not necessarily in A, with ω(u1)⊂A, ω(u2)⊂A, and if
lim
m→∞
∥∥PN1u1(m)− PN1u2(m)∥∥X = 0,
then
lim
m→∞
∥∥u1(m)− u2(m)∥∥X = 0,
and ω(u1)= ω(u2).
As an application of Theorems 1.5 and 1.6, we remark that, if the flow S(t) generated
by (1.1) satisfies the hypotheses of Theorem 1.1, then, for any τ > 0, the map S = S(τ)
satisfies the hypotheses of Theorem 1.4. If, in addition, the semigroup S(t) is Hölder
continuous on the bounded sets of X, then Theorem 1.6 and the Hölder continuity imply
that there exists τ0 > 0 such that the property of determining modes holds with S(t)
replaced by S(τ), for 0 < τ  τ0. More precisely, we have the following corollary,
generalizing [12, Theorem 2.2], which required that A generates an analytic semigroup.
Corollary 1.7. If the conditions of Theorem 1.1 are satisfied, if A is a compact invariant
set of (1.1) and if the semigroup S(t) is Hölder continuous on the bounded sets of X, there
exist a real number τ0 > 0 and an integer N1 such that, if u1(t), u2(t), t ∈ R, are solutions
of (1.1), not necessarily in A, with ω(u1)⊂A, ω(u2)⊂A, and if
lim
m→∞
∥∥PN1u1(mτ)− PN1u2(mτ)∥∥X = 0, (1.16)
where 0 < τ  τ0 is given, then
lim
t→∞
∥∥u1(t)− u2(t)∥∥X = 0, (1.17)
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andω(u1)= ω(u2). (1.18)
Corollary 1.7 applies in particular to the damped wave equation considered above. In
[12], the above theorem for parabolic equations is a consequence of the construction of
inertial manifolds with delay. We remark that the theorem of existence of inertial manifolds
with delay, given by Debussche and Temam [12, Theorem 2.1] is still true under the
hypotheses of Theorem 1.1 (for more details, see [29]). The proof uses the same arguments
of compactness as the one of Theorem 1.1.
Finally, for comparison of the generalized Galerkin method and the method of
Lyapunov–Schmidt, we refer the reader to [28].
2. Finite number of modes and regularity: a first result
In this section, we begin with the simplest abstract result, then state a first generalization
and, finally, describe an application to the (weakly) damped wave equation.
2.1. An abstract result
Let X be a Banach space, A be the infinitesimal generator of a C0-semigroup exp tA
in X. We introduce a Ck-function f :Y →X, k  1, which is Lipschitz-continuous on the
bounded sets of Y , where:
(H.1) either
(1) Y =X, or
(2) exp(At) is an analytic semigroup on X and Y = Xα = D((λI − A)α), where
α ∈ [0,1), λ is an appropriate real number.
In the case (1), we always understand that Y =Xα for α = 0.
We consider the following evolutionary equation on Y ,
du
dt
=Au+ f (u), t > 0, u(0)= u0 ∈ Y. (2.1)
We recall that a mild solution of (2.1) with initial data u0 ∈ Y is defined to be a solution of
the integral equation:
u(t)= eAtu0 +
t∫
0
eA(t−s)f
(
u(s)
)
ds.
Since f is Lipschitz-continuous on the bounded sets of Y , (2.1) has a unique local mild
solution u(t) ∈ C0([0, T (u0)), Y ), for any u0 ∈ Y . We assume here, for sake of simplicity,
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that all the solutions exist for t  0 and thus define a continuous semigroup S(t)u0 = u(t)
on Y . All the results proved in this paper remain true, if we only assume that the solutions
exist globally for initial data in some neighbourhood in Y of the invariant set A introduced
in (H.2) below. This semigroup is of class Ck on Y .
We further assume that
(H.2) S(t) has a closed, bounded, invariant set A in Y ;
(H.3) for any n  1, n ∈ N, there is a continuous linear map Pn :Z→ Z, where Z = X
or Y , such that
(i) Pn converges strongly to the identity in Z as n goes to ∞;
(ii) there exists a positive constant K0  1 such that, if Qn = I − Pn, then,
‖Pn‖L(Z,Z) K0, ‖Qn‖L(Z,Z) K0, ∀n ∈ N; (2.2)
(iii) the following commutation property holds on D(A),
APn = PnA; (2.3)
(iv) there exist an integer n1, two positive constants δ1 and K1  1 such that, for
n n1, t > 0, we have:∥∥eAtw∥∥
Z
K1e−δ1t‖w‖Z, ∀w ∈QnZ,∥∥eAtw∥∥
Y
K1e−δ1t t−α‖w‖X, ∀w ∈QnX.
(2.4)
In addition, our main result will depend upon either,
(H.4) there are a positive constant K2  1, independent of N ∈ N, and a sequence of
positive numbers δN , δN →N→+∞ +∞, such that, for t > 0,∥∥eAtw∥∥
Z
K2e−δN t‖w‖Z, ∀w ∈QNZ,∥∥eAtw∥∥
Y
K2e−δN t
(
t−α + δαN
)‖w‖X, ∀w ∈QNX, (2.5)
and the orbits S(t)u0 = u(t)⊂A are uniformly continuous functions of t ; or
(H.5) the invariant set A is compact in Y and the set {Df (u1)u2 | u1 ∈A, ‖u2‖Y  1} is
relatively compact in X.
Remark 2.1. When dealing with partial differential evolutionary equations defined on
unbounded domains, it happens that there exists a closed, bounded invariant set A in Y ,
which is compact and attracting in the space Y , endowed with a weaker topology. In this
case, hypothesis (H.5) does not hold and it is more appropriate to introduce the following
alternative assumption:
(H.5bis) (i) the orbits S(t)u0 = u(t) ∈A are uniformly continuous functions of t ;
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(ii) for any real number ε > 0, there exists an integer n0 = n0(ε) such thatsup
(
sup
u∈A
‖Qnu‖Y , sup
u∈A
∥∥Qnf (u)∥∥X) ε, ∀n n0,
(iii) Df :Y → L(Y,X) is Lipschitz-continuous on the bounded sets of Y and, for
any real number ε > 0, there exists an integer n˜0 = n˜0(ε) such that
sup
u1∈A
∥∥QnDf (u1)u2∥∥X  ε‖u2‖Y , ∀n n˜0, u2 ∈ Y.
Remark 2.2. In several concrete situations, one encounters the following property:
(H.5ter) the invariant set A is compact in Y and there exists a neighbourhood U of A in
Y such that f :U →X is completely continuous.
If X is a reflexive Banach space, one can show, by arguing as in [38, p. 339] that the
hypothesis (H.5ter) implies the hypothesis (H.5).
For any constant ρ > 0, let BZ(0, ρ)= {u ∈Z | ‖u‖Z < ρ}. Let r be a positive constant
such that u ∈ BY (0, r/K0), for any element u ∈A. In what follows, for any open subset
O of Y , we denote by Ckbu(O;X) the subset of Ck(O;X) of those mappings g whose
derivatives Djg(u), j  k, are bounded for u ∈O and the derivative
Dkg(u) :u ∈O →Dkg(u) ∈ Lk(Y,X)
is uniformly continuous. In order to prove that the restriction of the flow S(t) to A is of
class Ck , k  1, we further assume that
(H.6(k)) f ∈ Ck(Y,X) belongs to the space Ckbu(BY (0,4r);X).
To show later on that the restriction of the flow S(t) to A is analytic, we shall, as in
[30], introduce the canonical complexification ZC of the Banach space Z, where ZC is the
set of the elements u1 + iu2, uj ∈Z. We shall also assume that
(H.6(ω)) there exists a real number ρ > 0 such that f is an holomorphic map from
DY (4r,2ρ) = {u1 + iu2 | u1 ∈ BY (0,4r), u2 ∈ BY (0,2ρ)} into XC and f is
bounded on DY (4r,2ρ) by a positive constant, that we denote by M .
We refer to [35, Sections 3.16, 3.17] for the definition of holomorphic maps between
complex Banach spaces. We extend the operators A, Pn and Qn in a canonical way to the
complexified spaces by A(u1 + iu2)=Au1 + iAu2, etc. We shall also complexify the time
variable. Given a small positive number θ , we introduce the complex strip Dθ given by:
Dθ =
{
t ∈ C ∣∣ | Im t|< θ},
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and the Banach space Cθ (ZC) defined by:Cθ(ZC)=
{
u :Dθ → ZC
∣∣ u is continuous, bounded in Dθ, holomorphic in Dθ ,
and u(t) ∈ R, ∀t ∈ R},
and equipped with the norm |||u|||ZC = supt∈Dθ ‖u(t)‖ZC .
Before stating the main results of this paper, we remark the following uniform continuity
property:
Lemma 2.3. If A is a compact invariant set of a continuous semigroup S(t), then the set
of all the complete orbits u(t) of (2.1) in A is uniformly equicontinuous; that is, for any
positive number η0, there exists a positive number η1 such that, for any t ∈ R, for any
complete orbit u(R)⊂A, ‖u(t + τ )− u(t)‖Y  η0 if |τ | η1.
Proof. We first remark that, since A is compact, for any ε0 > 0, there is a positive number
η1 > 0, 0 < η1 < ε0 such that, for any 0 τ  η1, and any u0 ∈A,∥∥eAτu0 − u0∥∥Y  ε0.
If u(t), t ∈ (−∞,∞), is a solution of (2.1) and 0 τ  η1, then
u(t + τ )− u(t)= (eAτ − I)u(t)+ τ∫
0
eA(τ−s)f
(
u(t + s))ds.
Since A is compact, the set {f (u) | u ∈A} is a bounded set in X. Using the above facts,
we see that ∥∥u(t + τ )− u(t)∥∥
X
 ε0 + τC  (C + 1)ε0.
If −η1  τ  0, then
u(t)− u(t + τ )= (e−Aτ − I)u(t + τ )+ −τ∫
0
eA(−τ−s)f
(
u(t + τ + s))ds,
and we obtain the same estimate as before. For any η0 > 0, choose ε0 > 0 so that
(1 + C)ε0  η0. For all t ∈ (−∞,∞), we have ‖u(t + τ ) − u(t)‖X  η0 for |τ |  η1.
This completes the proof of the lemma. ✷
An elementary argument using the integral representation of mild solutions and (H.3)
implies that, for n  n1 and, for any h ∈ C0b(R,X), there is a unique mild solution
Knh ∈ C0b(R,QnY ) of the equation
w˙ =Aw+Qnh. (2.6)
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To simplify the notation, we shall drop the subscript n and simply write Kh. Furthermore,(Kh)(t)=
t∫
−∞
eA(t−s)Qnh(s)ds =
0∫
−∞
e−AsQnh(t + s)ds
=
+∞∫
0
eAsQnh(t − s)ds. (2.7)
The operator K is a bounded linear operator from C0b (R,X) into C0b (R,QnY ). In what
follows, we always choose n n1, for n1 as in (H.3)(iv).
If u(t) is a mild solution of (2.1) in the bounded invariant set A and
u(t)= Pnu(t)+Qnu(t)≡ v(t)+w(t), (2.8)
then (v(t),w(t)) is the mild solution of the following system:
dv
dt
=Av + Pnf (v +w), dwdt =Aw+Qnf (v +w). (2.9)
Since u(R) is bounded, it follows that
w = Kf (v +w). (2.10)
Recall that r > 0 is a constant such thatA⊂ BY (0, r/K0). For d > 0 and, for any n 1,
we introduce the following notation:
UPnY (A, d)=
{
v ∈ PnY
∣∣ ‖v‖Y < 2r,distY (v,PnA) < d},
UQnY (d)=
{
w ∈QnY
∣∣ ‖w‖Y < inf(d, r)},
as well as the subsets
C0PnY (A, d)= C0
(
R;UPnY (A, d)
)
, C0,uPnY (A, d)= C0u
(
R;UPnY (A, d)
)
,
C0QnY (d)= C0
(
R;UQnY (d)
)
, C0,uQnY (d)= C0u
(
R;UQnY (d)
)
.
For k  1, we also introduce the subsets:
Ck,uPnY (A, d)= Ckbu
(
R;UPnY (A, d)
)
, Ck,uQnY (d)= Ckbu
(
R;UQnY (d)
)
.
The equality (2.10) suggests that, given v ∈ C0PnY (A, d), the function w(t) can be
obtained as a fixed point of the operator Tv(w) :C0QnY (d)→ C0QnY (d) defined by:
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T (w)=Kf (v +w)≡
t∫
eA(t−s)Q f
(
v(s)+w(s)) ds. (2.11)v
−∞
n
The problem consists now in finding d > 0 and N0  n1, such that, under the above
hypotheses, the mapping Tv is a strict contraction from C0QnY (d) into itself, for n  N0.
We actually can prove the following result:
Theorem 2.4. Assume that the hypotheses (H.1), (H.2), (H.3), (H.6(1)) and either (H.4)
or (H.5) or (H.5bis) hold. Then, there is a positive constant d1 such that, for 0 < d  d1,
there exist an integer N0(d), and, for nN0(d), a (unique) Lipschitz-continuous function
w∗ :v ∈ C0PnY (A, d) →w∗(v) ∈ C0QnY (d),
which is a mild solution of
dw∗(v)
dt
=Aw∗(v)+Qnf
(
v +w∗(v)). (2.12)
The mapping w∗(v)(t) depends only upon v(s), s  t , and w∗ is also Lipschitz-continuous
from C0,uPnY (A, d) into C
0,u
QnY
(d).
Moreover,w∗(v) is as smooth in v as the vector field f ; that is, if f ∈ Ckbu(BY (0,4r);X),
k  1, then the mappingw∗ is in Ckbu(C0,uPnY (A, d);C0,uQnY (d)) and there exists a positive con-
stant K∗k such that,∥∥Dkvw∗(v)∥∥Lk(C0bu(R,PnY );C0bu(R,QnY )) K∗k , ∀v ∈ C0,uPnY (A, d). (2.13)
Furthermore, w∗ is a uniformly continuous map from Ck,uPnY (A, d) into C
k,u
QnY
(d) and there
exists a positive constant Kˇk such that,∥∥∥∥dkw∗(v)dtk
∥∥∥∥C0(R,QnY )  Kˇk
(
1+ ‖v‖Ckbu(R;Y )
)k
, ∀v ∈ Ck,uPnY (A, d). (2.14)
Proof. We shall prove the above theorem only in the case where Y =X and the hypotheses
(H.1), (H.2), (H.3) and (H.5) hold, since the other cases are easier to prove. We will show
the existence of the function w∗(v) by proving that, for v ∈ C0PnY (A, d), Tv is a strict
contraction of C0QnY (d) into itself, uniformly in v.
Let ε0 be a fixed constant such that 0  ε0  δ1/(4K1). The hypothesis (H.5) and the
continuity of Df imply that there exist a real number d0 = d0(ε0), 0 < d0 < r , and an
integer N0(ε0) such that, for n  N0(ε0), for any u1 belonging to the d0-neighbourhood
NY (A, d0) of A in Y , and for any u2 ∈ Y , we have:∥∥QnDf (u1)u2∥∥X  ε0‖u2‖Y . (2.15)
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We let d be a positive number with d  d1, where 0 < d1 < d0(ε0)/4. Since A is compact,∗ ∗we can also choose N0 (ε0)N0(ε0) so that, for nN0 (ε0),
sup
u∈A
‖Qnu‖Y < d0(ε0)4 . (2.16)
It is convenient to introduce the notation, for any u1, u2 in Y ,
H(u1, u2)=
1∫
0
Df (u1 + σu2)u2 dσ = f (u1 + u2)− f (u1). (2.17)
Let now w1 ∈ C0QnY (d), w2 ∈ C0QnY (d) and v ∈ C0PnY (A, d) be given. With the above
notation, we can write
Tv(w1)− Tv(w2)=KH(v+w2,w1 −w2). (2.18)
Since v ∈ C0PnY (A, d), there exists, for any s ∈ R, an element u˜s ∈A so that
sup
s∈R
∥∥v(s)− Pnu˜s∥∥Y < d. (2.19)
Since, for any s  t ,
∥∥v(s)+ (1− σ)w2(s)+ σw1(s)− u˜s∥∥Y

∥∥v(s)− Pnu˜s∥∥Y + ‖Qnu˜s‖Y + ∥∥w1(s)∥∥Y + ∥∥w2(s)∥∥Y
< 3d + d0
4
< d0, (2.20)
we deduce, from the equality (2.18), the property (2.15) and the hypothesis (H.3) that
sup
st
∥∥(Tv(w1)− Tv(w2))(s)∥∥Y  K1δ1 ε0 supst∥∥(w1 −w2)(s)∥∥Y
 1
4
sup
st
∥∥(w1 −w2)(s)∥∥Y . (2.21)
It remains to prove that, for v ∈ C0PnY (A, d), Tv maps C0QnY (d) into itself, for n sufficiently
large. Since A and f (A) are compact sets, there exists an integer N0(d) N∗0 (ε0), such
that,
sup
(
sup
u∈A
‖Qnu‖Y , sup
u∈A
∥∥Qnf (u)∥∥X)< inf(d4 , dδ14K1
)
, ∀nN0(d). (2.22)
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Let v ∈ C0PnY (A, d) and w ∈ C0QnY (d) be given. Sincef
(
v(s)+w(s))=H (u˜s , v(s)+w(s)− u˜s)+ f (u˜s),
we obtain that
sup
st
∥∥Tv(w)(s)∥∥Y 
( t∫
−∞
K1e
−δ1(t−τ ) dτ
)
× sup
τt
(∥∥QnH (u˜τ , v(τ )+w(τ)− u˜τ )∥∥Y + ∥∥Qnf (u˜τ )∥∥Y ). (2.23)
Arguing as in (2.20) and using the property (2.22), we show that, for nN0(d),
sup
st
∥∥(v +w)(s)− u˜s∥∥Y < 94d. (2.24)
Using (2.15), (2.22), (2.24) together with hypothesis (H.3), we deduce from (2.23) that, for
nN0(d),
sup
st
∥∥(Tvw)(s)∥∥Y < d4 + 9K14δ1 ε0d < 78d. (2.25)
Thus, for n  N0(d), we have shown that Tv is a strict contraction of C0QnY (d) into
itself, uniformly in v. Therefore, for every v ∈ C0PnY (A, d), there exists a unique element
w∗(v) ∈ C0QnY (d) satisfying the equality (2.12). Clearly, the above proof also shows that
w∗(v)(t) depends only upon v(s), s  t .
If v ∈ C0,uPnY (A, d), then w∗(v) ∈ C0,uQnY (d). Indeed, for any τ  0, one defines
w∗τ (v)(t)=w∗(v)(t + τ ), vτ (t)= v(t + τ );
writing then
w∗τ (v)−w∗(v)=K
((
f
(
vτ +w∗τ (v)
)− f (vτ +w∗(v)))
+ (f (vτ +w∗(v))− f (v +w∗(v)))),
and, arguing as above, one shows that
sup
t∈R
∥∥(w∗τ (v)−w∗(v))(t)∥∥Y  13 supt∈R ‖vτ − v‖Y ,
which implies the uniform continuity of w∗(v) with respect to the variable t .
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One easily shows that, if f ∈ Ckbu(BY (0,4r);X), the above mapping T belongs toCkbu
(C0QnY (d)× C0PnY (A, d);C0(R,QnY ))∩ Ckbu(C0,uQnY (d)× C0,uPnY (A, d);C0bu(R,QnY )).
Therefore, by a classical result (see [8, p. 25], for example), the mapping w∗ belongs to
the space Ckbu(C0PnY (A, d);C0QnY (d)) ∩ Ckbu(C0,uPnY (A, d);C0,uQnY (d)) and the estimate (2.13)
holds.
Assume that f belongs to Ckbu(BY (0,4r);X) and that v belongs to C1,uPnY (A, d). If w∗(v)
is differentiable in t , it is easy to deduce from (2.7), that
dw∗(v)
dt
=K
(
Df
(
v+w∗(v))(dv
dt
+ dw
∗(v)
dt
))
. (2.26)
One now considers the operator T1 :ϕ ∈ C0b(R,QnY ) → T1(ϕ) ∈ C0b(R,QnY ) defined by:
T1(ϕ)=K
(
Df
(
v+w∗(v))(dv
dt
+ ϕ
))
.
Due to the property (2.15), one shows that T1 has a unique fixed point that we denote by
dw∗(v)/dt . The property (2.15) and the equality (2.26) also imply that
sup
t∈R
∥∥∥∥dw∗(v)dt (t)
∥∥∥∥
Y
 1
3
sup
t∈R
∥∥∥∥dvdt (t)
∥∥∥∥
Y
. (2.27)
Using the expression (2.26) of dw∗(v)/dt as well as the uniform continuity of v(t),
w∗(v)(t) and Df and applying several times the Taylor formula, one at once shows that∥∥∥∥w∗(v)(t + τ )−w∗(v)(t)− τ(dw∗(v)dt
)
(t)
∥∥∥∥
Y
= o(τ)
and thus that w∗(v) is differentiable in t . The uniform continuity of (dw∗(v)/dt)(t) with
respect to v or t is also a direct consequence of the formula (2.26) and of the uniform
continuity properties of v(t), (dv/dt)(t), w∗(v)(t) and Df . To prove the corresponding
properties for the derivative of order k < +∞, one proceeds by induction by arguing as
above. ✷
In the case where f is an holomorphic mapping, we introduce the notation, for d > 0,
d  r , and n 1,
UPnYC(A, d)=
{
v = v1 + iv2 ∈ PnYC
∣∣∣ ‖v1‖YC < 2r, ‖v2‖YC < ρ2 , distYC(v,PnA) < d
}
,
UQnYC(d)=
{
w =w1 + iw2 ∈QnYC
∣∣∣ ‖wj‖YC < inf(d, r, ρ2
)
, j = 1,2
}
,
and we define the following subsets of Cθ(YC):
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CC,θPnYC(A, d)=
{
v ∈Cθ (PnYC)
∣∣ v(Dθ )⊂UPnYC(A, d)},
CC,θQnYC(d)=
{
w ∈Cθ (QnYC)
∣∣w(Dθ )⊂UQnYC(d)}.
Arguing as in [30, pp. 148, 153] and using a fixed point theorem as in the proof of
Theorem 2.4, one obtains the following result:
Theorem 2.5. If the hypotheses (H.1), (H.2), (H.3), (H.6(ω)) and either (H.4) or (H.5)
or (H.5bis) hold, then, in Theorem 2.4, the positive constant d1 and, for 0 < d  d1,
the integer N0(d) can be chosen such that, for n  N0(d), the mapping w∗ is also an
holomorphic mapping from C0u(R;UPnYC(A, d)) into C0u(R;UQnYC(d)) and a Lipschitz-
continuous mapping from CC,θPnYC(A, d) into C
C,θ
QnYC
(d).
Proof. First, we remark that, in Theorem 2.4, the positive constant d1 and, for 0 < d  d1,
the integer N0(d) can be chosen such that, for n  N0(d), w∗(v) is a mild solution
of (2.12), for v ∈ C0(R;UPnYC(A, d)) and w∗ is a Lipschitz-continuous mapping from
C0u(R;UPnYC(A, d)) into C0u(R;UQnYC(d)). Indeed, one checks that the constants d0(ε0),
N0(ε0), N∗0 (ε0) can be chosen so that the conditions (2.15) and (2.16) still hold in the
complex case.
On the other hand, applying the Cauchy estimates and a Taylor formula as in
[35, pp. 112, 113] we deduce from hypothesis (H.6(ω)) that, for v ∈ UPnYC(A, d),
w ∈UQnYC(d), for all hv ∈ PnYC, for all hw ∈QnYC with ‖hv + hw‖YC  144,∥∥f (v +w+ hv + hw)− f (v+w)− δf (v +w;hv + hw)∥∥XC

4M‖hv + hw‖2YC
4(4− 2‖hv + hw‖YC)
, (2.28)
where 4 = inf(r, ρ) and δf (u;h) = lims→0 1s (f (u + sh) − f (u)). Using these uniform
estimates, one easily deduces that the mapping Tv is an holomorphic mapping from
C0u(R;UPnYC(A, d)) × C0u(R;UQnYC(d)) into C0u(R;QnYC). Therefore, by a classical
result (see [8, p. 25], for example), the mapping w∗ is an holomorphic mapping from
C0u(R;UPnYC(A, d)) into C0u(R;UQnYC(d)).
For v ∈ CC,θPnYC(A, d) and w ∈ C
C,θ
QnYC
(d), using (2.7), we define Tv(w)(t + iτ ), for
t + iτ ∈Dθ , by:
Tv(w)(t + iτ )=
∞∫
0
eAsQnf
(
v(t − s + iτ )+w(t − s + iτ ))ds. (2.29)
Using the estimates (2.2), (2.4) and the uniform bound M of f on DY (4r,2ρ), one at once
proves that the integral on the right-hand side of the equality (2.29) converges absolutely
and uniformly for t + iτ ∈ Dθ . Hence, by the theorem of Weierstrass, Tv is a bounded
mapping from CC,θQnYC(d) into Cθ (YC). Now, repeating the same arguments as in the proof
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of Theorem 2.4, one shows that Tv is a strict contraction of CC,θQnYC(d) into itself, uniformly
in v. Therefore, for every v ∈ CC,θPnYC(A, d), there exists a unique elementw1(v) ∈ C
C,θ
QnYC
(d)
satisfying the equality (2.29). By uniqueness of the fixed point of (2.11), w1(v) = w∗(v)
and the theorem is proved. ✷
Remark 2.6. Under the hypotheses of Theorem 2.4, we can choose
N1 =N1(d1)N0(d1),
such that, if u(R)⊂A is a mild solution of (2.1), then, for n N1, w =Qnu belongs to
C0QnY (d1) and thus, by uniqueness of the mild solutions, u must be represented as
u(t)= v(t)+w∗(v)(t), (2.30)
where v(t)= Pnu(t) is the mild solution of the system of functional differential equations:
dv
dt
=Av+ Pnf
(
v +w∗(v)). (2.31)
Moreover, due to Lemma 2.3, v(t) = Pnu(t) is in C0,uPnY (A, d1) and w(t) = Qnu(t) is in
C0,uQnY (d1).
If the range of Pn is finite-dimensional of dimension n, for any n, and if we refer to a set
of basis vectors of PnY as modes, the above property says that the flow on the invariant set
A is determined by the finite number N1 of modes. This is the case, in particular, when A
has a compact resolvent with a complete set of eigenfunctions ϕj and Pn is the projection
onto the first n eigenfunctions of A. In this case, one refers to the first N1 eigenfunctions
ϕj as the determining modes of Eq. (2.1) on the invariant set A.
If the closed bounded invariant set A is moreover the compact global attractor, we will
show that the solutions of Eq. (2.1) are determined by a finite number of modes when Pn
is finite-dimensional.
If u0 ∈ Y , then γ+(u0)= {⋃t0 S(t)u0} is the positive orbit through u0 and
ω(u0)=
⋂
τ0
γ+
(
S(τ)u0
)
is the ω-limit set of u0.
Theorem 2.7. Assume that A is a closed bounded invariant set and that the hypotheses
(H.1), (H.2), (H.3), (H.6(1)) and either (H.4) or (H.5) or (H.5bis) hold. If u1, u2 are two
elements of Y , not necessarily in A, such that the positive orbits γ+(ui), i = 1,2, are
relatively compact, ω(ui)⊂A, i = 1,2, and∥∥PN1S(t)u1 − PN1S(t)u2∥∥Y −→t→+∞0, (2.32)
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where the integer N1 has been defined in Remark 2.6, then∥∥S(t)u1 − S(t)u2∥∥Y −→t→+∞0, (2.33)
and ω(u1)= ω(u2).
Proof. We set ui(t)= S(t)ui , i = 1,2. The proof consists of three steps.
(1) We first show that
PN1ω(u1)= PN1ω(u2). (2.34)
Indeed, let a1 ∈ ω(u1); then there exists a sequence tj →j→+∞ +∞ such that u1(tj )→ a1
as j →+∞. Since γ+(u2) is relatively compact, there exists a subsequence tjk →+∞
such that u2(tjk )→ a2 as tjk →+∞. The condition (2.32) implies that PN1a1 = PN1a2.
Therefore PN1ω(u1)⊂ PN1ω(u2). The reverse inclusion is proved in the same way.
(2) We have just seen that, for any a1 ∈ ω(u1), there exist a2 ∈ ω(u2) and a sequence
tj →+∞ such that ui(tj )→ ai , as tj →+∞ and that PN1a1 = PN1a2. By continuity, for
any t  0, we have ui(t + tj )→ S(t)ai as tj →+∞. Furthermore, for each integer n 0,
we can find a subsequence tjn of tj such that ui(tjn − n)→ bn,i as tjn →+∞. Again, by
continuity S(n)bn,i = ai . Then, by a classical argument and a diagonalization procedure,
we construct a complete orbit a∗i (t) with a∗i (0) = ai such that ui(tj∗ + t) → a∗i (t) as
tj∗ →+∞ for any t ∈ R. It then follows from (2.32) that
PN1a
∗
1(t)= PN1a∗2(t), ∀t ∈ R.
Now, since ai ∈A, for i = 1,2, Remark 2.6 implies that
a∗1(t)= a∗2(t), ∀t ∈ R.
In particular, a1 = a2.
(3) Assume now that (2.33) does not hold. Then, there exist a positive number ε and,
for any n ∈ N, a positive number tn  n such that∥∥u1(tn)− u2(tn)∥∥Y  ε.
Since γ+(ui), i = 1,2, is relatively compact in Y , there exists a subsequence tnk such
that ui(tnk )→ ai , i = 1,2, when tnk →+∞. By the step (2), a1 = a2. Thus, for tnk large
enough, we have:
∥∥u1(tnk )− u2(tnk )∥∥Y  ε2 ,
which contradicts the previous inequality. The theorem is proved. ✷
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Remark 2.8. In the above proof, we have deduced the property of finite number of
determining modes for the orbits u1(t), u2(t) whose omega-limits belong to the bounded
invariant set A from the corresponding property onA. This type of proof, which deduces a
given property for general orbits whose omega-limits belong to the bounded invariant setA
from the corresponding property on A, is very general and can be used in other situations.
For instance, it will be used in [10] to show a property of finite number of determining
nodes.
Remark 2.9. IfA is a compact invariant set, the stable set of A or the domain of attraction
of A is defined as
Ws(A)≡ {u0 ∣∣ ω(u0)⊂A}.
If the conditions of Theorem 2.7 are satisfied and we let Γ = ω(u1(0)), then the conclusion
of Theorem 2.7 implies that u1(t), u2(t) ∈Ws(Γ ) for all t  0. In the general situation,
there may be solutions u∗1(t), u∗2(t) in Ws(Γ ) for which (2.33) does not hold. The rate
of approach of the orbit to Γ as t →∞ plays a very important role. More specifically,
suppose that A is a compact invariant set for which every solution in Ws(Γ ) approaches
A with a uniform exponential rate. Then, for any solution u1(t) of (2.1) in Ws(Γ ), there
should be a solution u˜2(t) ∈A, t ∈ R, such that u1(t)− u˜2(t) satisfies the synchronization
property (2.33).
In the case where A is the compact global attractor, Theorem 2.7 can be stated as
follows.
Corollary 2.10. Assume that A is the compact global attractor and that the hypotheses
(H.1), (H.2), (H.3), (H.6(1)) and either (H.4) or (H.5) or (H5.bis) hold. If u1, u2 are two
elements of Y , not necessarily in A, satisfying∥∥PN1S(t)u1 − PN1S(t)u2∥∥Y −→t→+∞0,
where the integer N1 has been defined in Remark 2.6, then∥∥S(t)u1 − S(t)u2∥∥Y −→t→+∞0,
and ω(u1)= ω(u2).
Remark. The above result of finite number of determining modes is well known in the
case where A generates an analytic semigroup. It has been first proved in the frame
of the Navier–Stokes equations by Foias and Prodi [15] in 1967. Upper bounds of the
number of necessary modes have been widely studied (see [36] for optimal bounds). Using
arguments of [11], Chueshov [9] has proved the property of finite number of determining
modes for the damped wave equation (with constant damping) in the case of a non-critical
nonlinearity.
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We next deduce regularity in time results from Theorem 2.4.Theorem 2.11. Assume that the hypotheses (H.1), (H.2), (H.3) and either (H.4) or (H.5) or
(H.5bis) hold and that, for any n 1, APn is a linear bounded mapping from Y into Y . If
f belongs to Ckbu(BY (0,4r);X), k  1, then, for u0 ∈A, the mapping t ∈ R → S(t)u0 ∈ Y
belongs to Ckbu(R;Y ) and S(t)u0 = u0(t) is a classical solution of (2.1). Moreover, there
exists a positive constant K∗∗
k,A such that, for any u0 ∈A,∥∥S(t)u0∥∥Ckbu(R,Y ) K∗∗k,A. (2.35)
Proof. We are going to prove the above theorem in the case where Y = X and α = 0,
since the case α = 0 is simpler. For any mild solution u(t) ∈ A of (2.1), we introduce
the decomposition u(t) = PN1u(t) +QN1u(t) = v(t) + w(t). According to Remark 2.6,
w(t)=w∗(v)(t) and v(t) is a mild solution of the system
dv
dt
= PN1Av + PN1f
(
v +w∗(v)). (2.36)
For v ∈ C0,uPN1Y (A, d1), we set:
f˜ (v)= PN1f
(
v +w∗(v)). (2.37)
Due to Theorem 2.4 and the boundedness of the mapping APN1 , the mapping PN1A+ f˜
belongs to the space Ckbu(C0,uPN1Y (A, d1);C
0
bu(R,PN1Y )) and there exist positive constants
M
j
N1
, 1 j  k, such that
sup
v∈C0,uPN1Y (A,d1)
∥∥Djv (PN1A(v)+ f˜ (v))∥∥Lj (PN1Y ;PN1Y ) MjN1 . (2.38)
For v0 ∈ C0,uPN1Y (A, d1/2), let us now consider, as in [30, p. 154], the differential equation
dv
ds
= PN1Av + f˜ (v), v(0)= v0, (2.39)
in the Banach space C0bu(R;PN1Y ). By the classical theorem of existence of solutions,
there exist a positive constant s∗ depending only on d1, M0N1 and M
1
N1
, and a unique
classical solution v∗ : (v0, s) ∈ C0,uPN1Y (A, d1/2) × [0, s
∗] → v∗(v0)(s) ∈ C0,uPN1Y (A, d1) of
(2.39). Moreover, the mapping v∗(v0)(s) is in Ck([0, s∗];C0bu(R;PN1Y )) and there exists a
positive constant M∗k,N1 such that
sup
1jk
(
sup
s∈[0,s∗]
∥∥∥∥dj v∗dsj (s)
∥∥∥∥C0(R,PN1Y )
)
M∗k,N1 . (2.40)
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Let now u0(t)= v0(t)+w0(t)⊂A be a mild solution of (2.1) and let ξ(s)(t)= v0(s + t).
0,uBy assumption, ξ(0) = v0(t) is in CPN1Y (A, d1/2). Since PN1A is a linear bounded
operator on PN1Y , we deduce from [41, Corollary 2.6, p. 108] that v0(t) is a classical
solution of (2.36). In particular, dv0/dt exists and belongs to C0bu(R,PN1Y ). This, in turn,
implies that the function ξ : R → C0(R;PN1Y ) is continuously differentiable and that its
derivative at s is given by (dξ/ds)(s)(t) = (dv0/dt)(s + t). Thus, ξ(s) is a solution of
(2.39) and, by uniqueness of the solution of (2.39), ξ(s)(t)= v0(s + t)= v∗(v0)(s)(t) for
s ∈ R. But this implies that v0 is in Ck,uPnY (A, d1) and by Theorem 2.4, w0(t) = w∗(v0)(t)
belongs to Ck,uQnY (0, d1). The estimates (2.35) are a direct consequence of the inequalities
(2.40) and (2.14).
Using the explicit expression of w0(t)=w∗(v0)(t) and the differentiability of w0 with
respect to t , one at once shows that
lim
τ→0 τ
−1(eAτw0(t)−w0(t))= dw0dt (t)−QN1f (u0(t)).
Since u0(t) ∈ D(A), we can apply Proposition 4.1.6 of [6] to conclude that u0(t) is a
classical solution of (2.1). ✷
Arguing as in [30, p. 154], we can generalize the above regularity result to the
holomorphic case.
Theorem 2.12. Assume that the hypotheses (H.1), (H.2), (H.3), (H.6(ω)) and either (H.4)
or (H.5) or (H.5bis) hold and that, for any n 1, APn is a linear bounded mapping from
Y into Y . Then, there exists δ > 0, such that, any solution u0(t) ⊂ A of (2.1) has an
holomorphic extension defined on the complex strip Dδ . In particular, t ∈ R → u0(t) ∈ Y
is an analytic function.
Proof. For sake of completeness, we will repeat the proof of [30, p. 154]. We keep the
same notation as in the proof of Theorem 2.11. In particular, for v ∈ C0u(R;UPN1YC(A, d1)),
f˜ (v)= PN1f (v +w∗(v)).
We consider now the differential equation (2.39) in the Banach space
C0bu(R;PN1YC). Due to Theorem 2.5 and the boundedness of the map APN1 , the mapping
PN1A+ f˜ (v) is holomorphic from C0u(R;UPN1YC(A, d1)) into C0bu(R;PN1YC). Moreover,
estimates similar to (2.38) still hold, for v ∈ C0u(R;UPN1YC(A, d1)). Therefore, for any
v0 ∈ C0u(R;UPN1YC(A, d1/2)), by a classical theorem of existence of solutions, there exist
a positive constant δ depending only on M and N1, and a unique classical solution
v∗ : (v0, s) ∈ C0u
(
R;UPN1YC(A, d1/2)
)×BC(0, δ) → v∗(v0)(s) ∈ C0u(R;UPN1YC(A, d1))
of (2.39). Moreover, the mapping
v∗ : (v0, s) ∈ C0u
(
R;UPN1YC(A, d1/2)
)×BC(0, δ) → v∗(v0)(s) ∈ C0u(R;UPN1YC(A, d1))
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is holomorphic.
Let next u0(t)= v0(t)+w0(t)⊂A be a mild solution of (2.1). We claim that, for s ∈ R
such that −δ < s < δ,
v∗(v0)(s)= v0(s + t). (2.41)
Indeed, like in the proof of Theorem 2.11, we show that the map ξ(s) defined by
ξ(s)(t) = v0(s + t) is a solution of (2.39) for s ∈ R, −δ < s < δ. This implies, by
uniqueness of the solutions of (2.39), that ξ(s)(t) = v0(s + t) = v∗(v0)(s)(t) for s ∈ R,
−δ < s < δ and hence that v∗(v0, s) defines a holomorphic extension of v0 in each ball
BC(t, δ), t ∈ R. In each intersection of two of these balls, which contains a nonempty
interval of R, the corresponding extensions agree. Thus, we have defined a holomorphic
extension v∗ of v0 to the whole strip Dδ . By Theorem 2.5, it at once follows that w∗(v∗)
belongs to CC,δQN1YC(d1) and thus is a holomorphic extension of w0. ✷
Remark 2.13. Under the hypotheses of Theorem 2.11, one also shows that, for
1  j  k − 1, for any solution u0(t) ∈ A of (2.1), the derivative dju0/dtj belongs to
C0b(R;D(A)) and is a classical solution of the equation
dj+1u
dtj+1
=Ad
ju
dtj
+ d
jf (u)
dtj
, t > 0,
dju
dtj
(0) given in Y. (2.42)
Moreover, there exists a positive constant KkA, independent of u0 such that
sup
t∈R
∥∥∥∥djAu0dtj
∥∥∥∥
Y
KkA, ∀j, 1 j  k − 1. (2.43)
When the evolutionary equation (2.1) arises from a partial differential equation defined on
a domain Ω ∈ Rn, this property means that the elements u ∈A are more regular functions
of the spatial variable x ∈Ω . In the general case, due to the boundary conditions, u ∈A
is not expected to be in D(Aj ), for j  2. However, we can obtain higher order regularity
results as follows.
If A generates an analytic semigroup, general smoothing properties are known. For this
reason, we begin with the case (1) of hypothesis (H.1); that is, we assume that Y =X and
α = 0.
We introduce a family of spaces Zl , l ∈ N, with
Zl+1 ⊂Zl, Z0 =X, D(A)⊂Z1,
such that,
Au= g, u ∈D(A), g ∈Zl, implies u ∈Zl+1. (2.44)
We next prove a regularity result in the spaces Zl by using a simple recursion argument.
An alternative proof consists in showing first that the mapping Tv has a unique fixed point
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in a smoother space when v belongs to a smoother space and then to use the uniqueness
∗of the fixed point w (v) given in Theorem 2.4. This type of argument will be used in the
proof of Theorem 2.16 concerning Gevrey regularity.
Theorem 2.14. Assume that the hypotheses (H.1) (with Y = X, α = 0), (H.2), (H.3) and
either (H.4) or (H.5) or (H.5bis) hold and that, for any n  1, APn is a linear bounded
mapping from X into X. Suppose that f belongs to Ckbu(BX(0,4r);X), k  1. If, for
k  2, f is in Ck−j−1b (Zj ;Zj), for 1  j  k − 1, then, for any u0 ∈ A, the mapping
t ∈ R → S(t)u0 = u0(t) belongs to Cjb (R;Zk−j ), 0  j  k. Also there exists a positive
constant K˜k,A such that, for any u0 ∈A,∥∥u0(t)∥∥Cjb (R;Zk−j )  K˜k,A, ∀j, 0 j  k. (2.45)
Proof. We prove this theorem by recursion on k. Theorem 2.11 implies the result in the
case k = 1.
Let now k  2 and assume that the above theorem is true at order k. If f belongs to
Ck+1bu (BX(0,4r);X) ∩ Ck−jb (Zj ;Zj), for 1  j  k, we already know by the recursion
hypothesis that u0(t) is in Cjb (R;Zk−j ), 0  j  k. We want to show that actually u0(t)
belongs to Cjb (R;Zk+1−j ), 0 j  k+1. Theorem 2.11 and Remark 2.13 imply that u0(t)
is in Ck+1b (R;Z0)∩Ckb (R;Z1). Assume that u0(t) belongs to Cjb (R;Zk+1−j ), l  j  k+1
and let us show that u0(t) is in Cl−1b (R;Zk+2−l). We know that dl−1u0/dt l−1 is a classical
solution of the equation:
dlu0
dt l
=Ad
l−1u0
dt l−1
+ d
l−1
dt l−1
[
f (u0)
]
. (2.46)
Since f belongs to Cl−1b (Zk−l+1;Zk−l+1) and that, by the recursion hypothesis, u0 is in
Cl−1b (R;Zk+1−l), it follows that f (u0(t)) belongs to Cl−1b (R;Zk−l+1). On the other hand,
we already know that u0 is in Clb(R;Zk+1−l). We then deduce from (2.46) that u0(t) is in
Cl−1b (R;Zk+2−l). We thus have proved, by recursion, that u0(t) belongs to Cjb (R;Zk+1−j ),
0 j  k + 1. Likewise, the estimates (2.45) are shown by recursion. ✷
In the case (2) of hypothesis (H.1); that is, in the case where exp(At) is an analytic
semigroup on X and Y =Xα , α ∈ [0,1), we can proceed as above and introduce a family
of spaces Zβ , β ∈ R, with
Zβ2 ⊂Zβ1, 0 β1  β2, Z0 =X, D(A)⊂Z1,
such that
Au= g, u ∈D(A), g ∈Zβ, implies u ∈Zβ+1. (2.47)
We then prove as above the following regularity result:
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Theorem 2.15. Assume that the hypotheses (H.1), (H.2), (H.3) and either (H.4) or (H.5)
or (H.5bis) hold and that, for any n  1, APn is a linear bounded mapping from X
into X. Suppose that f belongs to Ckbu(BY (0,4r);X), k  1. If, for k  2, f is in
Ck−j−1b (Zj+β ;Zj+β−α), for 1 j  k − 1, 0 β < 1, then, for any u0 ∈A, the mapping
t ∈ R → S(t)u0 = u0(t) belongs to Cjb (R;Zk−j ), 0  j  k. Also there exists a positive
constant K˜k,A such that, for any u0 ∈A,∥∥u0(t)∥∥Cjb (R;Zk−j )  K˜k,A, ∀j, 0 j  k. (2.48)
It is more difficult to state an abstract analyticity result in the spatial variable. In what
follows, we are going to describe a regularity result in Gevrey classes of functions. For
sake of simplicity, we shall restrict our study to the case where A is only the generator
of a C0-semigroup and α = 0 (that is Y = X) in hypothesis (H.1). We also suppose that,
in (2.44), Zl = D(Al), for any l  0. The case where A is the generator of an analytic
semigroup is better known and has been widely studied (see [14,16,42], for example).
As usual, in order to define Gevrey classes of functions, we introduce a linear positive
operator B on X such that D(A)⊂D(B), AB = BA on D(A) and PnB = BPn on D(B).
Usually, B is a self-adjoint operator.
For any integer p > 0 and any real number σ > 0, we introduce the subspace:
Gpσ =D
(
BpeσB
)= {u ∈X ∣∣ BpeσBu ∈X},
equipped with the norm |u|p,σ = ‖BpeσBu‖X .
In the concrete situations, one can usually show that there exists an integer p0 > 0 such
that, for p  p0, Gpσ is a topological algebra. For this reason, we assume here that there
exist p0 > 0 and σ0 > 0 such that:
(H.7) f is in C1bu(Gp0σ ;Gp0σ ), for any σ  σ0.
In what follows, we suppose that the hypotheses of Theorem 2.14 are satisfied for some
k > p0. From the above hypotheses and from Theorem 2.14, it then follows that A is
uniformly bounded in the norm of D(Bk) and thus of D(Bp0). There exists in particular a
positive constant C0 such that
sup
u∈A
(‖Bpu‖X,‖BpPnu‖X,‖BpQnu‖X) C0, ∀n ∈ N, ∀p  k. (2.49)
To show that A is uniformly bounded in Gp0σ0 , for an appropriate number σ0, we need to
introduce further assumptions. We suppose that
(H.8) there is a positive constantK3 and there exists a nondecreasing sequence of numbers
λn  0 so that, for any n ∈ N,∥∥eσBv∥∥
X
K3eσλn‖v‖X, ∀σ  σ0, ∀v ∈ PnX. (2.50)
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We now set σn = min(λ−1n , σ0). The assumption (H.8) and the properties (2.49) imply that
p0PnA is bounded in the norm of Gσn by a constant independent of n.
We assume in addition that
(H.9) for any ε > 0, there exists η > 0 such that, for all n ∈ N, for all u1 ∈A,∥∥Df (Pnu1 + u)−Df (Pnu1)∥∥L(Gp0σn ,Gp0σn )  ε,
∀u ∈Gp0σn , |u|p0,σn  η, (2.51)
and either that
(H.10) (i) the set ⋃n{Bp0eσnBf (Pnu1) | u1 ∈A} is relatively compact in X, and
(ii) the set ⋃n{Bp0eσnBDf (Pnu1)u2 | u1 ∈A, |u2|p0,σn  1} is relatively compact
in X;
or
(H.10bis) (i) for any real number ε > 0, there exists an integer m0 =m0(ε) such that, for
mm0(ε),
sup
u∈A
sup
n∈N
∥∥QmBp0 eσnBf (Pnu1)∥∥X  ε,
and
(ii) for any real number ε > 0, there exists an integer m˜0 = m˜0(ε) such that, for
m m˜0(ε),
sup
u1∈A
sup
n∈N
∥∥QmBp0eσnB(Df (Pnu1)u2)∥∥X  ε|u2|p0,σn, ∀u2 ∈Gp0σn .
In the applications, we shall see that the assumptions (H.9) and (H.10) or (H.10bis)
are realistic and are usually implied by the compactness of A or by the property that
D(Bk)⊂D(Bp0).
To state the regularity results in the Gevrey class, we need some additional notation.
For any integer N and any real numbers σ > 0, d , 0 < d  d1, where d1 has been given in
Theorem 2.4, we introduce the sets:
Gp0σ (PN,A, d)=
{
v ∈ PNX
∣∣ distX(Bp0 eσBv,Bp0 eσBPNA)< d}∩UPNX(A, d1),
Gp0σ (QN,d)=
{
w ∈QNX
∣∣ ∥∥Bp0 eσBw∥∥
X
< d
}∩UQNX(d1),
as well as the subsets:
G0,p0σ (PN,A, d)= C0
(
R;Gp0σ (PN,A, d)
)
, G0,p0σ (QN,d)= C0
(
R;Gp0σ (QN ,d)
)
,
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and, for any integer 4 0,G4,p0,uσ (PN,A, d)= C4bu
(
R;Gp0σ (PN ,A, d)
)
,
G4,p0,uσ (QN,d)= C4bu
(
R;Gp0σ (QN,d)
)
,
equipped with the corresponding appropriate sup norms. We shall also use the following
notation, for any constants r0 > 0 and ρ > 0,
D
G
p0
σ
(r0, ρ)=
{
u1 + iu2
∣∣ u1 ∈ BGp0σ (0, r0), u2 ∈ BGp0σ (0, ρ)}.
Theorem 2.16. Assume that Y = X, that the assumptions of Theorem 2.14 are satisfied
with k > p0 and that the hypotheses (H.7), (H.8), (H.9) and either (H.10) or (H.10bis)
hold. Then, there exist a real number d∗, 0 < d∗  d1, an integer N∗ N1(d1) and a real
number σ ∗ = σN∗ , 0 < σ ∗  σ0, such that
(i) the mapping w∗, defined in Theorem 2.4 is Lipschitz-continuous from the space
G0,p0σ ∗ (PN∗ ,A, d∗) (respectively G0,p0,uσ ∗ (PN∗ ,A, d∗)) into the space G0,p0σ ∗ (QN∗ , d∗)
(respectively G0,p0,uσ ∗ (QN∗ , d∗)). If, moreover, f ∈ C4bu(BY (0,4r);X)∩C4bu(Gp0σ ∗;Gp0σ ∗),
4 1, then the mapping w∗ belongs to the space
C4bu
(G0,p0,uσ ∗ (PN∗ ,A, d∗),G0,p0,uσ ∗ (QN∗ , d∗))
and is also a uniformly continuous mapping from G4,p0,uσ ∗ (PN∗ ,A, d∗) into
G4,p0,uσ ∗ (QN∗ , d∗).
(ii) Furthermore, if, for any n  1, APn is a linear bounded mapping from X into X,
then, for any orbit u(t) ⊂ A, for any t ∈ R, the mapping t ∈ R → u(t) belongs to
C1(R;Gp0σ ∗). If, moreover, f ∈ C4bu(BY (0,4r);X) ∩ C4bu(Gp0σ ∗;Gp0σ ∗), 4  1, then the
mapping t ∈ R → u(t) belongs to C4bu(R;Gp0σ ∗) and there exists a positive constant K4
such that
‖u‖C4b(R;Gp0σ∗) K4. (2.52)
If there exists a positive number ρ such that f has an holomorphic extension from
DX(4r,2ρ)∩DGp0
σ∗
(4r,2ρ) into (Gp0σ ∗)C, then the map t ∈ R → u(t) ∈Gp0σ ∗ is analytic.
Proof. As in the proof of Theorem 2.4, let ε0 be a fixed constant such that
0 ε0  δ1/(4K1). The hypotheses (H.9) and either (H.10) or (H.10bis) imply that there
exist an integer N2 N1(d1), where d1 and N1(d1) have been defined in Theorem 2.4 and
in Remark 2.6, respectively, and a positive number d2, d2  d1, such that, for mN2, for
any u2 ∈Gp0σn , n ∈ N, we have:
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∥∥QmBp0eσnB(Df (Pnu1 + u)u2)∥∥X < ε0|u2|p0,σn,
∀u1 ∈A, ∀u ∈Gp0σn , |u|p0,σn  d2. (2.53)
The condition (i) of hypothesis (H.10) or (H.10bis) now implies that there exist an integer
N3 N2 such that, for mN3, n ∈ N, we have:∥∥QmBp0eσnB(f (Pnu1))∥∥X < d2δ14K1 , ∀u1 ∈A. (2.54)
To simplify the notation, we set N∗ =N3, σ ∗ = σN3 and d∗ = d2/2.
For v in G0,p0σ ∗ (PN∗ ,A, d∗), we want to show that the mapping Tv is a strict contraction
from G0,p0σ ∗ (QN∗ , d∗) into itself, uniformly in v. We will follow the lines of the proof of
Theorem 2.4. If w1 and w2 are two elements of G0,p0σ ∗ (QN∗ , d∗), due to the commutation
properties BA=AB , QN∗B = BQN∗ , we obtain, as in (2.18), that
Bp0eσ
∗B(Tv(w1)− Tv(w2))=K(Bp0eσ ∗BH(v+w2,w1 −w2)). (2.55)
Since v belongs to G0,p0σ ∗ (PN∗ ,A, d∗), there exists, for any s ∈ R, at least an element u˜s ∈A
such that ‖Bp0 eσ ∗B(v(s)− PN∗ u˜s )‖X < d∗, which implies that, for 0 l  1,
sup
st
∣∣v(s)− PN∗ u˜s + lw1 + (1− l)w2∣∣p0,σ ∗ < 2d∗. (2.56)
Thus, the properties (2.53), (2.55) and (2.56) imply that
sup
st
∣∣Tv(w1)− Tv(w2)∣∣p0,σ ∗  K1δ1 ε0 supst |w1 −w2|p0,σ ∗  14 |w1 −w2|p0,σ ∗ . (2.57)
On the other hand, if v and w belong to G0,p0σ ∗ (PN∗ ,A, d∗) and G0,p0σ ∗ (QN∗ , d∗), respec-
tively, we write:
f
(
v(s)+w(s))= f (PN∗ u˜s)+H(PN∗ u˜s, as), (2.58)
where as = v(s)+w(s)−PN∗ u˜s . Arguing as in (2.56), we obtain that
sup
st
|as |p0,σ ∗ < 2d∗. (2.59)
We thus deduce from (2.53), (2.54), (2.58) and (2.59), as well as from the hypothesis (H.3),
that
sup
st
∣∣Tv(w)∣∣p0,σ ∗ < K1δ1 d2δ14K1 + K1δ1 ε0d2 < d∗. (2.60)
Since, by the proof of Theorem 2.4, we already know that Tv is a strict contraction from
C0QN∗X(d1) into itself, uniformly in v, we have shown that Tv is a strict contraction from
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G0,p0σ ∗ (QN∗ , d∗) into itself, uniformly in v. Therefore, for every v ∈ G0,p0σ ∗ (PN∗ ,A, d∗),
0,pthere exists a unique element w =w∗2(v) ∈ G 0σ ∗ (QN∗ , d∗) satisfying the equality (2.11).
Due to Remark 2.6, if u(t)⊂A is a mild solution of (2.1), then
w(t)=QN∗u(t)=w∗(v)
belongs to C0QN∗X(d1) and is the unique fixed point of Tv in C0QN∗X(d1), where v = PN∗u.
Since obviously v ∈ G0,p0σ ∗ (PN∗ ,A, d∗), by uniqueness of the fixed point of Tv in
C0QN∗X(d1), w =w∗(v)=w∗2(v) and thus w belongs to G
0,p0
σ ∗ (QN∗ , d
∗).
The other properties stated in Theorem 2.16 are proved as in Theorems 2.4, 2.5, 2.11
and 2.12. ✷
2.2. A first generalization
In Section 2.1, we have stated regularity results and also the property of finite number
of determining modes under the hypothesis that the operator A commutes with the
mappings Pn. Unfortunately, there are many interesting cases, in which this commutation
property does not hold. For example, this commutation property is not satisfied for the
damped wave equation with variable damping. For this reason, we introduce a second
abstract setting, which partially takes into account this problem.
In this subsection, we keep the hypotheses (H.1), (H.2), (H.5) and (H.5bis), but replace
the hypotheses (H.3) and (H.4) by the following ones:
(H.3mod) for any n 1, n ∈ N, there is a continuous map Pn :Z→Z, whereZ =X or Y ,
such that
(i) Pn converges strongly to the identity in Z as n goes to ∞;
(ii) there exists a positive constant K0  1 such that, if Qn = I − Pn, then,
‖Pn‖L(Z,Z)K0, ‖Qn‖L(Z,Z)K0, ∀n ∈ N;
(iii) the operator A decomposes as A=A1 +B1, where B1 is a bounded linear
operator from Y into X and the following commutation property holds on
D(A)
A1Pn = PnA1; (2.61)
(iv) there exist an integer n1, two positive constants δ1 and K1  1 such that,
for n n1, t > 0, we have:∥∥e(A1+QnB1)tw∥∥
Z
K1e−δ1t‖w‖Z, ∀w ∈QnZ,∥∥e(A1+QnB1)tw∥∥
Y
K1e−δ1t t−α‖w‖X, ∀w ∈QnX,
(2.62)
where Z =X or Y ;
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(H.4mod) there are a positive constant K2  1, independent of N ∈ N, and a sequence of
positive numbers δN , δN →N→+∞ +∞, such that, for t > 0,∥∥e(A1+QNB1)tw∥∥
Z
K2e−δN t‖w‖Z, ∀w ∈QnZ,∥∥e(A1+QNB1)tw∥∥
Y
K2e−δN t
(
t−α + δαN
)‖w‖X, ∀w ∈QNX, (2.63)
and the orbits S(t)u0 = u(t)⊂A are uniformly continuous functions of t .
If u(t) is a mild solution of (2.1) on the bounded invariant set A and
u(t)= Pnu(t)+Qnu(t)≡ v(t)+w(t),
one easily shows, by arguing as in Section 3 below, that (v(t),w(t)) is the mild solution of
the following system:
dv
dt
=A1v + PnB1(v +w)+ Pnf (v +w),
dw
dt
= (A1 +QnB1)w+QnB1v +Qnf (v +w).
(2.64)
Since u(R) is bounded, it follows that
w(t)=
t∫
−∞
e(A1+QnB1)(t−s)Qn
(
B1v(s)+ f
(
v(s)+w(s)))ds = (T 1v w)(t). (2.65)
Let d > 0. The equality (2.65) suggests that, given v(t) ∈ C0,uPnY (A, d˜) ∩ C1b(R,PnY ),
where d˜ > 0 is small enough, the function w(t) can be obtained as a fixed point of the
operator T 1v (w) :C0,uQnY (d)→ C0,uQnY (d) defined by (2.65). As in Theorem 2.4, the problem
consists now in finding d > 0 and N0  n1, such that, under the above hypotheses, the
mapping T 1v is a strict contraction from C0,uQnY (d) into itself, for n  N0. We shall just
state the result corresponding to Theorem 2.4, without proving it, because the proof is very
similar to the ones of Theorems 2.4 and 3.1 below.
To simplify the notation, we set, for any integer k  0,
Ck,1PnY (A, d)= Ck,1b
(
R;UPnY (A, d)
)
, Ck,1QnY (d)= Ck,1b
(
R;UQnY (d)
)
.
Theorem 2.17. Assume that the hypotheses (H.1), (H.2), (H.3mod), (H.6(1)) and either
(H.4mod) or (H.5) or (H.5bis) hold. Then, there are positive constants b and d1, such that,
for 0 < d < d1, there exist an integer N0(d), and, for n  N0(d), a (unique) Lipschitz-
continuous function,
w∗ :v ∈ C0,uPnY (A, bd)∩ C1b(R,PnY ) →w∗(v) ∈ C0,1QnY (d),
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which is a mild solution of
dw∗(v)
dt
= (A1 +QnB1)w∗(v)+QnB1v +Qnf
(
v +w∗(v)). (2.66)
The mapping w∗(v)(t) depends only upon v(s), s  t .
Moreover,w∗(v) is as smooth in v as the vector field f ; that is, if f ∈ Ck,1b (BY (0,4r);X),
k  1, then the mapping w∗ is in Ckbu(C0,uPnY (A, bd)∩ C1b(R,PnY );C0,1QnY (d)) and there ex-
ists a positive constant K∗k such that∥∥Dkvw∗(v)∥∥Lk(C0bu(R,PnY );C0bu(R,QnY )) K∗k ,
∀v ∈ C0,uPnY (A, bd)∩ C1b (R,PnY ).
(2.67)
Furthermore, w∗ is a uniformly continuous map from Ck,1PnY (A, bd) into C
k,1
QnY
(d) and there
exists a positive constant Kˇk such that∥∥w∗(v)∥∥Ck,1QnY (d)  Kˇk(1+ ‖v‖Ck,1PnY (A,bd))k, ∀v ∈ Ck,1PnY (A, bd). (2.68)
In the holomorphic case, one shows a similar result.
Proposition 2.18. Assume that the hypotheses (H.1), (H.2), (H.3mod), (H.6(ω)), and
either (H.4mod) or (H.5) or (H.5bis) hold. Then, in Theorem 2.17, the positive con-
stants b, d1 and, for 0 < d  d1, the integer N0(d) can be chosen, such that, for
nN0(d), the mapping w∗ is also an holomorphic mapping from C0bu(R;UPnYC(A, bd))
into C0bu(R;UQnYC(d)). Moreover, w∗ is a Lipschitz-continuous mapping from
CC,θPnYC(A, bd) into C
C,θ
QnYC
(d).
Arguing now exactly as in Section 2.1, one shows the following property of finite
number of determining modes.
Theorem 2.19. Theorem 2.7 and Corollary 2.10 still hold if the hypotheses (H.3) and (H.4)
are replaced by the above more general hypotheses (H.3mod) and (H.4mod).
The regularity in time or space properties are proved exactly in the same way as in
Section 2.1.
Theorem 2.20. Theorems 2.11, 2.12, 2.14 and 2.15 still hold if, for any n ∈ N, A1Pn is a
linear bounded mapping from Y into Y and if the hypotheses (H.3) and (H.4) are replaced
by the above more general hypotheses (H.3mod) and (H.4mod).
Remark. We could also state a corresponding regularity result in the Gevrey spaces;
however, since the hypotheses of the abstract theorem are more involved, we will not give
it here (see [29] for more details).
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2.3. An example of application: the damped wave equation2.3.1. The case of constant damping
We begin this section by considering the damped wave equation with constant positive
damping γ :
∂2U
∂t2
(x, t)+ γ ∂U
∂t
(x, t)=∆U(x, t)+ F (U(x, t))+G(x), x ∈Ω, t > 0,
U(x, t)= 0, x ∈ ∂Ω, t > 0,
U(x,0)=U0(x), ∂U
∂t
(x,0)= V0(x), x ∈Ω, (2.69)
where γ is a positive constant, Ω is a bounded domain in Rn, with Lipschitzian boundary.
We assume that G belongs to L2(Ω) and
(A.1) F ∈ C1u(R,R), F ′ is locally Hölder continuous and, when n  2, there exist
nonnegative constants C1, α1 and β1 with β1 > 0 and (n − 2)(α1 + β1)  2 such
that ∣∣F ′(y1)−F ′(y2)∣∣ C1(1+ |y1|α1 + |y2|α1)|y1 − y2|β1,
∀y1, y2 ∈ R. (2.70)
We introduce the operator −∆D with domain
D(−∆D)=
{
v ∈H 10 (Ω)
∣∣ −∆v ∈L2(Ω)}
and the mapping F :v ∈H 10 (Ω) → F(v) ∈ L2(Ω), where F(v)(x)= F(v(x)). Under the
hypothesis (A.1), F is a C1,β1-mapping from H 10 (Ω) into L2(Ω).
We write (2.69) as the system of first order,
du
dt
(t)=Au(t)+ f (u(t))+ g, t > 0, u(0)= u0, (2.71)
where
A=
( 0 I
∆D −γ
)
, f (u)=
( 0
F(U)
)
,
g =
( 0
G
)
, u=
(
U
V
)
,
(2.72)
and introduce the Hilbert space X =H 10 (Ω)×L2(Ω), equipped with the norm
‖u‖X =
(‖∇U‖2
L2 + ‖V ‖2L2
)1/2
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and the corresponding scalar product a(u1, u2) = (∇U1,∇U2) + (V1,V2), where (· , ·)
2denotes the inner product of L (Ω).
Since the operator A0 : (U,V ) ∈ D(A0) → (V ,∆DU) ∈ X is a skew-adjoint operator
on X, with D(A0)=D(A)=D(−∆D)×H 10 (Ω), A is the generator of a C0-group on X.
As, due to hypothesis (A.1), f :X→X is Lipschitz continuous on the bounded sets of X,
(2.71) has a unique mild solution u ∈ C0([−T (u0), T (u0)],X), for any initial data u0 ∈X.
If, moreover, u0 ∈D(A), then u ∈ C0([−T (u0), T (u0)],D(A))∩ C1([−T (u0), T (u0)],X)
is a classical solution of (2.71).
To obtain global existence of solutions, we introduce the following condition of
dissipation:
(A.0) there exist constants C2  0 and µ ∈ R such that
yF(y) C2 +µy2, F(y) C2 + 12µy
2, ∀y ∈ R, (2.73)
with
µ< 41, (2.74)
where 41 is the first eigenvalue of the operator −∆D and where F is the primitive
F(y)= ∫ y0 F(s)ds of F .
In 1985, it has been proved by Hale [24] and Haraux [32] independently that, if the
assumptions (A.1) and (A.0) hold and if (n − 2)(α1 + β1) < 2, then the semigroup S(t)
generated by (2.71) has a compact connected global attractorA⊂X (see also [20,25,44]).
Remark that, if (n − 2)(α1 + β1) < 2, the map F :v ∈ H 10 (Ω) → F(v)(x) ∈ L2(Ω) is
compact and the hypothesis (H.5ter) is satisfied. If (n− 2)(α1 + β1)= 2 and if the domain
Ω is of class C1,1 or convex, it has been shown later [2] that, under the assumptions (A.1)
and (A.0), S(t) has still a compact connected global attractorA⊂X (see also [3,43]). Note
that the proof of the existence of the global attractor given in [2,3] shows thatA is bounded
in a space which is compactly embedded in X; therefore the hypothesis (H.5) is satisfied
in this case. In the next section, we shall give an alternative proof of this regularity result.
Let 4j , j  1, denote the eigenvalues of the operator −∆D , ordered so that
41 < 42  43  · · · . We recall that 4j →+∞ as j →+∞. We introduce the associated
eigenfunctions ϕ1, ϕ2, . . . , which generate an orthonormal basis of L2(Ω). The spectrum
of the operator A consists of the eigenvalues µ±j , where
µ±j =
1
2
(
−γ ±
√
γ 2 − 44j
)
, if γ 2 − 44j  0,
µ±j =
1
2
(
−γ ± i
√∣∣γ 2 − 44j ∣∣ ), if γ 2 − 44j < 0. (2.75)
For j  1, we introduce the orthogonal projection P˜j onto the “generalized eigenspace”
corresponding to the eigenvalues µ±j ,
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P˜j (U,V )=
(
(U,ϕj )ϕj , (V ,ϕj )ϕj
)
,and, for n 1, we introduce the orthogonal projection Pn onto the space generated by the
eigenfunctions corresponding to the 2n eigenvalues µ±j , 1 j  n, defined by:
Pn(U,V )=
∑
1jn
(
(U,ϕj )ϕj , (V ,ϕj )ϕj
)= (pnU,pnV ). (2.76)
Clearly, PnA = APn in D(A), for every n  1 and the properties (i), (ii), (iii) and (iv)
of (H.3) are satisfied with n1 = 1. Moreover, APn is a linear bounded map from X
to X. Theorem 2.11 then implies that, for any mild solution u(t) ⊂ A, the mapping
t ∈ R → u(t) ∈ X is of class C1; moreover, by Theorem 2.7, the solutions of (2.69) are
determined by a finite number of modes.
If n 5, the mapping F :H 10 (Ω)→ L2(Ω) cannot be of class C2, unless it is linear. If
n= 4, the mapping F :H 10 (Ω)→ L2(Ω) is in general not of class C2, unless F : R → R
is a polynomial map of degree at most 2. If n 3, we assume that
(A.2) F ∈ C2u(R,R), F ′′ is locally Hölder continuous and, when n  2, there exist
nonnegative constants C2, α2 and β2 with β2 > 0 and (n − 2)(α2 + β2)  4 − n
such that ∣∣F ′′(y1)−F ′′(y2)∣∣ C2(1+ |y1|α2 + |y2|α2)|y1 − y2|β2,
∀y1, y2 ∈ R. (2.77)
In this case, F is a C2,β2 -mapping from H 10 (Ω) into L2(Ω). Theorem 2.11 then implies
that, under the hypotheses (A.1), (A.0), (A.2), for any solution u(t) ⊂ A, the mapping
t ∈ R → u(t) ∈X is of class C2. If n= 3, the mapping F :H 10 (Ω)→ L2(Ω) is in general
not of class C3, unless F : R → R is a polynomial map of degree at most 3. If n  2, we
assume that
(A.k) F ∈ Cku(R,R), F (k) is locally Hölder continuous and, when n = 2, there exist
nonnegative constants Ck , αk and βk with βk > 0 such that∣∣F (k)(y1)− F (k)(y2)∣∣Ck(1+ |y1|αk + |y2|αk)|y1 − y2|βk ,
∀y1, y2 ∈ R. (2.78)
In this case, F is a Ck,βk -mapping from H 10 (Ω) into L2(Ω). Theorem 2.11 then implies
that, under the hypotheses (A.1), (A.0), (A.k), for any solution u(t) ⊂ A, the mapping
t ∈ R → u(t) ∈ X is of class Ck . To obtain regularity in the spatial variable, we can
apply Theorem 2.14. Indeed, assume that the hypothesis (A.k) holds for some k  2,
that G belongs to the space Hk−1 and that the domain Ω is of class Ck,1. Then the
hypotheses of Theorem 2.14 are satisfied with Zj = (H j+1(Ω) ∩ H 10 (Ω)) × Hj(Ω).
It follows in particular from Theorem 2.14 that the global attractor is bounded in
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(Hk+1(Ω) ∩ H 10 (Ω)) × Hk(Ω), which had been shown previously by Ghidaglia and
Temam by using another type of proof (see [19, Theorem 2.1]). Let us point out, that,
contrary to [19], we obtain high regularity in time of the orbits in A, even if the regularity
in space is low, which is for example the case when the domain Ω is only of class C1,1.
Let us now consider the case where n= 1 and assume that F : R → R is a real analytic
function. We recall that the global attractorA is bounded in H 1(Ω)×L2(Ω) by a positive
constant that we have denoted by r/K0 in Section 2.1. Since, in the one-dimensional case,
by the Sobolev embedding theorem, ‖U‖L∞(Ω)  CS‖∇U‖L2(Ω), for any U ∈ H 10 (Ω),
where CS > 1 is a positive constant, the set {U | (U,V ) ∈A} is also bounded in L∞(Ω),
say by rCS/K0. Let R0 > 6rCS/K0 be a fixed positive constant. Since F : R → R is a
real analytic function, there exists ρ0 > 0 such that F can be extended to an holomorphic
function on the complex domainD(R0, ρ0)= {y1+ iy2 | −R0 < y1 <R0, −ρ0 < y2 < ρ0}
and F is bounded on the closure D(R0, ρ0). It easily follows that
F :U1 + iU2 ∈D(H 10 (Ω))C(4r, ρ0/2) → F(U1 + iU2)(x) ∈
(
L2(Ω)
)
C
is an holomorphic mapping, where
D(H 10 (Ω))C
(4r, ρ0/2)=
{
U1 + iU2
∣∣ ‖∇U1‖L2(Ω)  4r, ‖∇U2‖L2(Ω)  ρ0/2}.
Theorem 2.12 implies that, if the hypothesis (A.0) holds and F : R → R is a real analytic
function, then, for any solution u(t) ⊂ A, the mapping t ∈ R → u(t) ∈ X is an analytic
function.
Assume now that Ω is a bounded domain of class C1,1 in Rn, where n  2. Only in
order to simplify the discussion below, we assume that n= 2 or 3. If we want to consider
higher-order regularity or analyticity in time properties, we need to consider Eq. (2.71) in a
more regular space than H 10 (Ω)×L2(Ω). If the hypotheses (A.0) and (A.1) hold, then A
is bounded in D(A)= (H 2(Ω)∩H 10 (Ω))×H 10 (Ω). We thus may consider Eq. (2.71) on
X̂ = D(A). One remarks that Â= A|X̂ is the generator of a C0-group on X̂, with domain
D(Â)=D(A2). We now introduce the solution Ue ∈H 2(Ω)∩H 10 (Ω) of the equation
−∆DUe = F(0)+G. (2.79)
We remark that, if Ω is of class Ck,1 and F(0)+G belongs to Hk−1(Ω), then Ue belongs
to Hk+1(Ω)∩H 10 (Ω). We thus consider the system:
duˆ
dt
(t)= Âuˆ(t)+ fˆ (uˆ(t)), t > 0, uˆ(0)= uˆ0, (2.80)
where
fˆ (uˆ)=
( 0
F
(
Û +Ue
)− F(0)
)
, ue =
(
Ue
0
)
, uˆ=
(
Û
V̂
)
.
Clearly, u(t) is a solution of (2.71) with u(0) = u0 ∈ X̂ if and only if u(t) = uˆ(t) + ue
where uˆ(t) is the solution of (2.80) with uˆ(0)= u0 − ue.
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One easily checks that, if hypothesis (A.1) holds, then uˆ ∈ X̂ → fˆ (uˆ) ∈ X̂ is completely
k (k)continuous and thus hypothesis (H.5ter) holds. Moreover, if F ∈ C (R,R), k  2, and F
is locally Hölder continuous, then uˆ ∈ X̂ → fˆ (uˆ) ∈ X̂ is of class Ck−1bu , and Theorem 2.11
implies that, for any solution u(t) ⊂ A, the mapping t ∈ R → uˆ(t) ∈ X̂ is of class Ck−1bu ,
which implies at once that the mapping t ∈ R → u(t) ∈ X is of class Ck . If, in addition,
G belongs to the space Hk−1 and the domain Ω is of class Ck,1, then it follows from
Theorem 2.14 that the global attractor is bounded in Hk+1(Ω)×Hk(Ω).
The same arguments as in the one-dimensional case imply that, if F : R → R is a real
analytic function, then, for any complete orbit u(t)⊂A, the mapping t ∈ R → u(t) ∈X is
an analytic function.
We also remark that the flow S(t) generated by (2.69) is Lipschitzian on the bounded
sets of X; thus, we may apply the discrete version of the property of finite number of
determining modes (see Corollary 1.7).
To summarize, we state the following theorem:
Theorem 2.21. Assume that the hypotheses (A.0) and (A.1) hold and that Ω is a bounded
domain of class C1,1 in Rn, n= 1, 2 or 3. Then, the property of finite number of determining
modes holds, that is, there exist a positive number τ0 > 0 and an integer N1 such that, if
the condition (1.16) holds, for some 0 < τ  τ0, then the properties (1.17) and (1.18) are
satisfied.
Also, for any orbit u(t) contained in the global attractorA, the mapping
t ∈ R → u(t) ∈X =H 10 (Ω)×L2(Ω)
is in C1bu(R,X).
If furthermore, F ∈ Ck(R,R), k  2, and F (k) is locally Hölder continuous, then, for
any orbit u(t) contained in the global attractor A, the mapping
t ∈ R → u(t) ∈X =H 10 (Ω)×L2(Ω)
is in Ckbu(R,X). If F : R → R is a real analytic function, then, for any solution u(t)⊂A,
the mapping t ∈ R → u(t) ∈X is an analytic function.
If, moreover G belongs to the space Hk−1(Ω) and the domain Ω is of class Ck,1, for
k  2, the global attractor A is bounded in Hk+1(Ω)×Hk(Ω).
Remark 2.22. Assume that Ω is a bounded domain of class C1,1 in Rn, n = 1, 2 or 3,
that (without any loss of generality) F(0) + G ∈ H 10 (Ω), and that the hypotheses (A.0)
and (A.1) are no longer satisfied. If F ∈ Ck(R,R), k  2, and F (k) is locally Lipschitz
continuous, Eq. (2.69) defines a local semigroup Ŝ(t) on X̂ = (H 2(Ω)∩H 10 (Ω))×H 10 (Ω)
and, arguing as above, one shows that, if u(t) is an orbit contained in a bounded (and thus
compact) invariant set A0 of Ŝ(t) on X̂, then the map t ∈ R → u(t) ∈ X̂ is in Ck−1bu (R, X̂)
and the map t ∈ R → u(t) ∈ X = H 10 (Ω) × L2(Ω) is in Ckbu(R,X). The corresponding
property holds if F : R → R is a real analytic function.
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Let now Ω = (0, 4)n, where 4 > 0 and n = 1, 2 or 3. We next consider the damped
wave equation (2.69) with Dirichlet boundary conditions replaced by periodic ones. We
introduce the usual Hilbert spaces Hmp (Ω), m  1 with periodic boundary conditions,
equipped with their standard norms, as well as the Hilbert space X = H 1p(Ω) × L2(Ω)
equipped with the norm ‖u‖X = (‖∇U‖2L2 +‖U‖2L2 +‖V ‖2L2)1/2, for u= (U,V ), and the
corresponding scalar product.
We denote by −∆p + I the operator −∆+ I with domain D(−∆p + I)=H 2p(Ω). In
this case, we still write (2.69) with periodic boundary conditions, as a system of first order:
du
dt
(t)=A∗u(t)+ f ∗(u(t))+ g, t > 0, u(0)= u0, (2.81)
where
A∗ =
( 0 I
∆p − I −γ
)
, f ∗(u)=
( 0
F(U)+U
)
, g =
( 0
G
)
, u=
(
U
V
)
.
Mutatis mutandis, the results proved above in the case of Dirichlet boundary conditions
remain true in the case of periodic boundary conditions. We next introduce the operator:
B =
(
(−∆p + I)1/2 0
0 (−∆p + I)1/2
)
, (2.82)
on X. We notice that D(B) = D(A) and that AB = BA on D(B). Let n/2 < p0  2;
for σ > 0, we consider the Gevrey space Gp0σ = D(Bp0 eσB) equipped with the norm
|u|p0,σ = ‖Bp0eσBu‖X .
Assume now that the hypotheses (A.0), (A.1), (A.2) hold and that F : R → R is a real
analytic function. Using [14, Lemma 2], one shows that f ∗ ∈ C4bu(Gp0σ ,Gp0σ ), for any
integer 4  1 and any real number σ > 0. The hypothesis (H.8) holds with λn being the
nth eigenvalue of the operator L= (−∆p + I)1/2 with domain H 1P (Ω).
Let k = 2; by Theorem 2.14, A is bounded in Z2 = D(A2) = D(B2) and hence
{U1 | u1 = (U1,U2) ∈ A} is bounded in D(L3) = H 3p(Ω). Therefore, by (2.50) and
[14, Lemma 2], we obtain, for any integer n 1,∥∥B3eσnBf (Pnu1)∥∥X = ∥∥L3eσnLF (pnU1)∥∥L2  (1+C−1)h(C∥∥L3eσnL(pnU1)∥∥L2)

(
1+C−1)h(CK3∥∥L3(pnU1)∥∥L2)

(
1+C−1)h(CK3K0∥∥L3U1∥∥L2), (2.83)
where C > 0 is a constant given in [14, Lemma 2] and where, in the vocabulary of [14],
h is a majorizing function of F . Thus (2.83) implies that ⋃n{B3eσnBf (Pnu1) | u1 ∈A} is
bounded in X and hence, since p0 < 3, the set
⋃
n{Bp0eσnBf (Pnu1) | u1 ∈A} is relatively
compact in X. And hypothesis (H.10)(i) holds. Likewise, one shows that hypothesis
(H.10)(ii) is satisfied. Thus, Theorem 2.16 applies and, for any u0 ∈ A, the mapping
t ∈ R → S(t)u0 ∈A belongs to C2bu(R;Gp0σ ∗). Actually, one can also show that this map is
analytic in t .
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2.3.2. The case of variable nonnegative damping
We now consider the case where the damping γ = γ (x), appearing in (2.69) is a
nonnegative function of x ∈ Ω . To simplify the proofs, we assume here that hypotheses
(A.0) and (A.1) hold with (n− 2)(α1 + β1) < 2, that γ (x) belongs to C∞(Ω) and that Ω
is a bounded set of class C2,1.
When γ (x) is not constant, we are in the case where the map Pn does not commute with
the operator A defined in (2.72). On the other hand,
A=A1 +B1, A1 =
( 0 I
∆D 0
)
, B1 =
(0 0
0 −γ (x)
)
, (2.84)
PnA1 = A1Pn on D(A) and B1 is a bounded linear map on X. In order to apply
Theorems 2.19 and 2.20, we must verify hypothesis (H.3mod). If we let (wn(t),wnt (t))=
e(A1+QnB1)t (w0n,w1n) ∈QnX, then wn is a solution of the equation
wntt + B˜n(wnt )−∆Dwn = 0,
(
wn(0),wnt (0)
) ∈QnX, (2.85)
where B˜n :w ∈ qn(L2(Ω)) → B˜nw = qn(γ (x)w(x)) ∈ qn(L2(Ω)), qn = I − pn. We note
that B˜n is a nonnegative, self adjoint bounded linear operator on qn(L2(Ω)). The problem
now is to find exponential bounds on the solutions of (2.85). Haraux [33] has given an
interesting characterization of this property in terms of the solutions of the undamped wave
equation
ϕtt −∆Dϕ = 0, x ∈Ω, t ∈ R. (2.86)
For sake of clarity, we briefly recall the result of Haraux (see [33, Propositions 1 and 2]).
Let H be a Hilbert space and A˜ be an unbounded, coercive linear operator on H , with
A˜∗ = A˜. We set V =D(A˜1/2). We also introduce a bounded linear operator B˜ on H such
that B˜∗ = B˜  0 and we consider the damped and undamped hyperbolic equations in H ,
ytt + B˜yt + A˜y = 0, t ∈ R, (2.87)
and
ztt + A˜z= 0, t ∈ R. (2.88)
We denote by S˜(t) the group generated by (2.87) on V ×H .
Theorem 2.23. (1) Assume that there exist two positive constants C0 and T0 such that, for
any solution (z, zt ) of the undamped wave equation (2.88), the inequality
∥∥zt (0)∥∥2H + ∥∥z(0)∥∥2V  C0
T0∫
0
∥∥B˜1/2zt (t)∥∥2H dt (2.89)
holds.
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Then there exist two positive constants T1 = 2T0 and δ1 = T −10 log((1+K)/K)1/2,
2 2where K = 2C0(1+ ‖B˜‖L(H)T0 ) such that, for any (y0, y1) ∈ V ×H ,∥∥S˜(t)(y0, y1)∥∥V×H  e−δ1t∥∥(y0, y1)∥∥V×H , t  T1. (2.90)
(2) Conversely, if there exist positive constants δ1 and T1 such that (2.90) holds, then
one can find T0 > 0 and C0  0 such that any solution (z, zt ) of (2.88) satisfies (2.89).
To state our principal result concerning variable damping, we assume that the following
decay property holds:
(A.3) there exist two positive constants δ and T such that, for t  T , for any u0 ∈X,∥∥eAtu0∥∥X  e−δt‖u0‖X. (2.91)
If γ ∈ C2(Ω), then this decay property holds under either of the following hypotheses
(see [5,13] or [46]):
(A.4i) there is a constant γ0 > 0 such that γ (x) γ0, for any x ∈Ω ;
(A.4ii) Ω ⊂ R and there exists x0 ∈Ω such that γ (x0) > 0;
(A.4iii) Ω ⊂ Rm, m= 2,3 and there are a neighbourhood V of the boundary ∂Ω in Rm
and a constant γ0 > 0 such that γ (x) γ0 > 0, for any x ∈ V .
Theorem 2.24. Assume that the damping γ ∈ C∞(Ω) is a nonnegative function, that the
hypotheses (A.0), (A.1) with (n−2)(α1+β1) < 2, and (A.3) hold and that Ω is a bounded
domain of class C2,1 in Rn, n= 1, 2 or 3. Then, as in Theorem 2.21, the property of finite
number of determining modes holds.
If F ∈ Ck(R,R), k  2, and F (k) is locally Lipschitz continuous, then, for any orbit u(t)
contained in a compact invariant setJ , the mapping t ∈ R → u(t) ∈X =H 10 (Ω)×L2(Ω)
is in Ckbu(R,X). If F : R → R is a real analytic function, then, for any solution u(t)⊂ J ,
the mapping t ∈ R → u(t) ∈X is an analytic function.
If, moreover G belongs to the space Hk−1 and the domain Ω is of class Ck,1, for k  2,
this invariant set J is bounded in Hk+1(Ω)×Hk(Ω).
Proof. Due to the second statement of Theorem 2.23, hypothesis (A.3) implies that there
exist positive constants C0 and T0 such that any solution (ϕ(t), ϕt (t)) of (2.86) satisfies
∥∥ϕt(0)∥∥2L2 + ∥∥ϕ(0)∥∥2H 10  C0
T0∫
0
∥∥γ (·)1/2ϕt(t)∥∥2L2 dt . (2.92)
The above inequality (2.92) implies in particular that, for any n, for any solution
(ϕn(t), ϕnt (t)) ∈QnX of the undamped wave equation (2.86), the inequality
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∥∥ ∥∥2 ∥∥ ∥∥2 T0∫ (˜ )ϕnt (0) L2 + ϕn(0) H 10  C0
0
Bnϕnt (t), ϕnt (t) dt
= C0
T0∫
0
(
γ (x)ϕnt (t), ϕnt (t)
)
dt, (2.93)
holds. From the first statement of Theorem 2.23 (applied with H = qnL2(Ω)), we deduce
that there exist two positive constants T1 and δ1, independent of n, such that, for any integer
n 1, for any (w0n,w1n) ∈QnX and, for any t  T1,∥∥e(A1+QnB1)t (w0n,w1n)∥∥X  e−δ1t∥∥(w0n,w1n)∥∥X. (2.94)
This inequality clearly implies that (H.3mod) is satisfied.
When n 2, to obtain higher regularity results, like in the case of constant damping γ ,
we will need to work in the space X̂ =D(A)≡ (H 2(Ω)∩H 10 (Ω))×H 10 (Ω). To this end,
we also need to show an exponential decay rate for ‖e(A1+QnB1)t (w0n,w1n)‖H 2×H 10 . Using
several times the inequality (2.94), we obtain, for t  T1,∥∥e(A1+QnB1)t (w0n,w1n)∥∥H 2×H 10
 C
(∥∥(A1 +QnB1)e(A1+QnB1)t (w0n,w1n)∥∥X + ∥∥e(A1+QnB1)t (w0n,w1n)∥∥X)
 C
(∥∥e(A1+QnB1)t (A1 +QnB1)(w0n,w1n)∥∥X + e−δ1t∥∥(w0n,w1n)∥∥X) (2.95)
 Ce−δ1t
(∥∥(A1 +QnB1)(w0n,w1n)∥∥X + ∥∥(w0n,w1n)∥∥X)
 C˜e−δ1t
∥∥(w0n,w1n)∥∥H 2×H 10 .
To finish the proof of Theorem 2.24, one now proceeds as in the case where γ is a positive
constant. ✷
Remark. If the assumption (A.1) holds with (n−2)(α1+β1) < 2, then the map f :X→X
is compact. Thus, if J ⊂ X is a bounded, closed invariant set, then J is a compact,
invariant set. We also recall that, if the hypotheses (A.4) hold, then Eq. (2.69) with variable
nonnegative damping has a compact global attractor A in X (see [13,27]).
If the assumption (A.1) holds with α1 = β1 = 2 and n = 3, then, under the
hypotheses (A.4), Eq. (2.69) with variable nonnegative damping has still a compact global
attractorA in X (see [13,27]) and the hypothesis (H.5) is satisfied. Thus, the above theorem
remains true in this case.
3. Finite number of modes and regularity: a second result
In this section, we are interested in relaxing the compactness assumption onDf in (H.5)
by a condition which takes into account the linear variation of Qnu along QnDf (Pnu)
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when u is a solution of (1.1) in a compact set. The study below is mainly of interest
0if A generates only a C -semigroup. For this reason, in what follows, we shall assume
that X = Y . After having proved abstract results, we describe applications to the weakly
damped wave and Schrödinger equations. Application to the damped KdV equation will
be given in [29].
3.1. Abstract results
Although the proofs of the main results are similar in spirit to the ones for the case
when (H.5) are satisfied, the estimates are more involved. For this reason, it is convenient
to introduce the function G :X×X→X defined by:
G(v,w)=
1∫
0
[
Df (v + σw)−Df (v)]w dσ. (3.1)
If u(t) is a classical solution of (2.1) on the closed bounded invariant set A, then
w(t)=Qnu(t) is a classical solution of the equation:
dw
dt
=Aw+Qnf (v +w)=
(
A+QnDf (v)
)
w+Qn
(
f (v)+G(v,w)), (3.2)
where v = Pnu. If we assume that, given v, the equation,
dw
dt
= (A+QnDf (v))w, w(t0)=w0 ∈QnX, (3.3)
defines a linear evolutionary operator Sn(v, t, t0) on QnX that satisfies adequate decay
properties similar to (2.4), then, for any h ∈C0,1b (R,X), the equation,
dw
dt
= (A+QnDf (v(t)))w+Qnh(t), (3.4)
has a unique mild solution K∗v,nh, bounded on R, where
(K∗v,nh)(t)= t∫
−∞
Sn(v, t, s)Qnh(s)ds. (3.5)
To simplify the notation, we will drop the subscript n and simply write K∗vh. If w is a
solution of (3.2) which is bounded on R, then
w = T ∗v (w)≡K∗v
(
f (v)+G(v,w)). (3.6)
In this case, we are led to seek fixed points of the operator T ∗v :C0QnY (d)→ C0QnY (d).
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Let us be more precise and justify the previous facts. We assume throughout this
)section that the hypotheses (H.1), (H.2) and (H.3) are satisfied, with Y = X. We recall
that f :X→X is a Ck-function, k  1, which is Lipschitz-continuous on the bounded sets
of X. We suppose in addition that
(H.11) for any n, APn is a linear bounded mapping from X into PnX,
(H.12) the invariant set A is compact and Df :x ∈X →Df (x) ∈ L(X;X) is Lipschitz-
continuous on the ball BX(0,4r) of X.
As in Section 2, in the case of a partial differential equation defined on an unbounded
domain, it may be convenient to replace the hypothesis (H.12) by the following one:
(H.12bis) (i) the orbits S(t)u0 = u(t)⊂A are uniformly continuous functions of t ;
(ii) for any real number ε > 0, there exists an integer n0 = n0(ε) such that
sup
(
sup
u∈A
‖Qnu‖X, sup
u∈A
∥∥Qnf (u)∥∥X) ε, ∀n n0,
(iii) Df :x ∈X →Df (x) ∈L(X;X) is Lipschitz-continuous on the ballBX(0,4r
of X.
If u(t) is a mild solution of (2.1) in the closed bounded invariant set A and
u(t) = Pnu(t) + Qnu(t), then, due to hypothesis (H.11), v(t) = Pnu(t) is a classical
solution of the equation dv/dt = Av + Pnf (u(t)) and the mapping t ∈ R → v(t) ∈ X
belongs to the space C1b(R,PnX) of C1-mappings from R into X, which are bounded
together with their first derivatives on R. In particular, t ∈ R → v(t) ∈ X belongs to the
space C0,1(R,PnX) of globally Lipschitz-continuous mappings from R into X.
As in the previous section, we consider a real number d > 0 and an integer n  n1.
If v(t) ∈ C0,uPnX(A, d) ∩ C1b (R,PnX), then hypothesis (H.12) implies that the mapping
(t,w) ∈ R × QnX → QnDf (v(t))w ∈ QnX is Lipschitz-continuous in (t,w), on the
bounded sets of QnX. For any w0 ∈ QnX, Eq. (3.3) has a unique mild solution
Sn(v, t, t0)w0 given by:
Sn(v, t, t0)w0 ≡ Sfn (v, t, t0)w0 ≡ eA(t−t0)w0 +
t∫
t0
eA(t−s)QnDf
(
v(s)
)
w(s)ds. (3.7)
In this way, we define an evolution operator in QnX (for a definition of an evolution
operator, see [41], for example). Moreover, if w0 is in D(A) ∩ QnX and if either X is
a reflexive Banach space or f ∈ C2bu(BX(0,4r);X), then w(t) = Sfn (v, t, t0)w(t0) is a
classical solution of (3.3). If n n1, hypothesis (H.3), (3.7) and Gronwall’s lemma imply
that, for any functions f , g in C1,1(BX(0,4r);X) and for t  t0,
sup
t0st
∥∥(Sfn (v, s, t0)− Sgn (v, s, t0))w0∥∥X  C sup‖u‖X4r ‖Df (u)−Dg(u)‖L(X;X). (3.8)
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Let t ∈ R → h(t) ∈ X be a given function in C0,1b (R,X). Eq. (3.4) with w(t0) ∈QnX
has a unique mild solution given by:
w(t)= eA(t−t0)w(t0)+
t∫
t0
eA(t−s)
(
QnDf
(
v(s)
)
w(s)+Qnh(s)
)
ds. (3.9)
We next verify that the variation of constants formula holds for (3.4), treating h as the
forcing function. If X is a reflexive Banach space and w(t0) belongs to D(A)∩QnX, then
w(t) is a classical solution of (3.4) and
d
ds
(
S
f
n (v, t, s)w(s)
)=−Sfn (v, t, s)(A+QnDf (v(s)))w(s)
+ Sfn (v, t, s)
((
A+QnDf
(
v(s)
))
w(s)+Qnh(s)
)
= Sfn (v, t, s)Qnh(s),
which implies, by integration from t0 to t , that
w(t)= eA(t−t0)w(t0)+
t∫
t0
eA(t−s)
(
QnDf
(
v(s)
)
w(s)+Qnh(s)
)
ds
= Sfn (v, t, t0)w(t0)+
t∫
t0
S
f
n (v, t, s)Qnh(s)ds. (3.10)
Using the density of D(A) ∩ QnX in QnX and the continuity properties of eAt and
Sn(v, t, s), we conclude that the equality (3.10) still holds if w(t0) belongs only to QnX.
Conversely, if w(t) is defined by w(t)= Sn(v, t, t0)w(t0)+
∫ t
t0
Sn(v, t, s)Qnh(s)ds, then,
by uniqueness of the mild solution of (3.9) and the equality (3.10), satisfied by the mild
solutions of (3.9), we see that w satisfies (3.9).
If X is any Banach space, the same properties still hold. Indeed, we consider sequences
fm ∈ C2bu(BX(0,4r);X), hm(s) ∈ C1bu([t0, t],QnX) ∩ C0,1(R,QnX) and
w0,m ∈D(A)∩QnX
such that fm → f in C1,1bu (BX(0,4r);X), hm(s)→ h in C0,1([t0, t],X) and w0,m → w0
in X. For any m, Eq. (3.9), with f , h and w(t0) replaced by fm, hm and w0,m, has
a unique classical solution wm(t). This solution wm(t) satisfies the equalities (3.10),
with f , h and w0 replaced by fm, hm and w0,m. Letting m go to infinity and using
the continuity properties of the mild solution of (3.9) as well as the continuity property
(3.8) of the operator Sfn (v, t, t0), we show that the equalities (3.10) still hold for
f ∈ C1,1bu (BX(0,4r);X), h ∈ C0,1(R,X) and w0 ∈QnX.
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We finally introduce an hypothesis which is analogous to the decay property (2.4) in
0hypothesis (H.3). For d > 0, we introduce the following open subset of Cbu(R,PnX):
V0,uPnX(A, d)=
{
v(t) ∈ C0bu(R,PnX)
∣∣ there exists an orbit u(t) ∈A
such that sup
t∈R
∥∥v(t)− Pnu(t)∥∥X < d}.
We assume that
(H.13) there exist positive numbers d∗, δ∗, K∗ and an integer n∗  n1 such that, for
n n∗, for v(t) ∈ V0,uPnX(A, d∗)∩ C1b(R,PnX), t > s, we have:∥∥Sn(v, t, s)w∥∥X K∗e−δ∗(t−s)‖w‖X, ∀w ∈QnX. (3.11)
Remark. Hypothesis (H.13) is reasonable and is often satisfied when the evolutionary
equation arises from a partial differential equation defined on a bounded domain. Indeed,
in this case, when n is large enough, QnDf (Pnu(t))Qn is a small perturbation of the
operator A on D(A)∩QnX, when u(t) belongs to A. In general, hypothesis (H.13) would
not be satisfied if v ∈ V0,uPnX(A, d∗) were replaced by C0,uPnX(A, d∗).
In what follows, we assume that, besides (H.1), (H.2) and (H.3), the hypotheses (H.11),
(H.12), and (H.13) hold. We choose n n∗ and we recall that, if
u(t)= Pnu(t)+Qnu(t)≡ v(t)+w(t)
is a mild solution of (2.1) on the bounded invariant set A, then, in particular, w(t) is the
mild solution of Eq. (3.2).
Since u(R) is bounded, the properties (2.4) and (3.11), together with the above property
(3.10), imply that, for n n∗,
w =Kf (v +w)=K(Df (v)w+ f (v)+G(v,w))
=K∗v
(
f (v)+G(v,w))≡ T ∗v w. (3.12)
Let d  d∗. The equality (3.12) suggests that, given v(t) ∈ V0,uPnX(A, d˜) ∩ C1b (R,PnX),
where d˜ > 0 is small enough, the function w(t) can be obtained as a fixed point of the
operator T ∗v (w) :C0,uQnX(d)→ C0,uQnX(d) defined by (3.12). As in Theorem 2.4, the problem
consists now in finding d > 0, d  d∗, andN∗  n1, such that, under the above hypotheses,
the mapping T ∗v is a strict contraction from C0,uQnX(d) into itself, for nN∗.
We recall that, for any integer k  0,
Ck,1PnX(A, d)= Ck,1b
(
R;UPnX(A, d)
)
, Ck,1QnX(d)= Ck,1b
(
R;UQnX(d)
)
.
We next prove the following result, which is analogous to Theorem 2.4.
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Theorem 3.1. If Y = X and the hypotheses (H.1), (H.2), (H.3), (H.11), (H.13), and
∗ ∗ ∗either (H.12) or (H.12bis) hold, then, there are positive constants b and d1 , 0 < d1  d
such that, for 0 < d  d∗1 , there exist an integer N∗0 (d), and, for n  N∗0 (d), a (unique)
Lipschitz-continuous function,
w∗ :v ∈ V0,uPnX(A, bd)∩ C1b(R,PnX) →w∗(v) ∈ C0,1QnX(d),
which is a mild solution of
dw∗(v)
dt
=Aw∗(v)+Qnf
(
v +w∗(v)). (3.13)
The mapping w∗(v)(t) depends only upon v(s), s  t .
Moreover,w∗(v) is as smooth in v as the vector field f ; that is, if f ∈ Ck,1b (BX(0,4r);X),
k  1, then the mapping w∗ is in Ckbu(V0,uPnX(A, bd)∩ C1b(R,PnX);C0,1QnX(d)) and there ex-
ists a positive constant K∗k such that∥∥Dkvw∗(v)∥∥Lk(C0bu(R,PnX);C0bu(R,QnX)) K∗k ,
∀v ∈ V0,uPnX(A, bd)∩ C1b(R,PnX). (3.14)
Furthermore, w∗ is a uniformly continuous map from V0,uPnX(A, bd) ∩ Ck,1PnX(A, bd) into
Ck,1QnX(d) and there exists a positive constant Kˇk such that∥∥w∗(v)∥∥Ck,1(R,QnX)  Kˇk(1+‖v‖Ck,1PnX(A,bd))k,
∀v ∈ V0,uPnX(A, bd)∩ Ck,1PnX(A, bd). (3.15)
Proof. We will show the existence of the function w∗(v) by proving that, for
v ∈ V0,uPnX(A, bd)∩C1b (R,PnX), T ∗v is a strict contraction of C0QnX(d) into itself, uniformly
in v, when n is large enough and b, d are sufficiently small.
We denote by L the Lipschitz constant of the mapping Df in the ball BX(0,4r).
We let d be a positive number with d  d∗1 , where 0 < d∗1 < inf(δ∗/(8K0K∗L), r) and
b = δ∗/(12rK0K∗L). Since either A is compact or hypothesis (H.12bis) holds, we can
also choose N∗0 (d) n∗ so that, for nN∗0 (d),
sup
(
sup
u∈A
‖Qnu‖X, sup
u∈A
∥∥Qnf (u)∥∥X)< inf( δ∗d4K∗ , δ∗d12rK0K∗L
)
. (3.16)
Let noww1 ∈ C0QnX(d), w2 ∈ C0QnX(d) and v ∈ V0,uPnX(A, bd)∩C1b(R,PnX) be given. From(H.12) and a simple computation, we conclude that∥∥G(v,w1)−G(v,w2)∥∥X  L‖w1 −w2‖X(‖w1‖X + ‖w2‖X). (3.17)
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SinceT ∗v (w1)− T ∗v (w2)=K∗v
(
G(v,w1)−G(v,w2)
)
, (3.18)
we deduce from (3.17) and (H.13) that
sup
st
∥∥(T ∗v (w1)− T ∗v (w2))(s)∥∥X  K0K∗Lδ∗ supst(‖w1 −w2‖X(‖w1‖X + ‖w2‖X))
 1
4
sup
st
∥∥(w1 −w2)(s)∥∥X. (3.19)
It remains to show that, for v ∈ V0,uPnX(A, bd) ∩ C1b(R,PnX), T ∗v maps C0QnX(d) into
C0QnX(d), for n  N∗0 . Since v ∈ V0,uPnX(A, bd), there exists, for any s ∈ R, an element
u˜s ∈A so that ∥∥v(s)− Pnu˜s∥∥X < bd. (3.20)
For v ∈ V0,uPnX(A, bd)∩ C1b(R,PnX) and w ∈ C0QnX(d), we write:
T ∗v (w)= T ∗v (w)− T ∗v (0)+ T ∗v (0), (3.21)
and remark that
f
(
v(s)
)+G(v(s),0)= f (v(s))= f (u˜s)+ 1∫
0
Df
(
u˜s + σ
(
v(s)− u˜s
))(
v(s)− u˜s
)
dσ.
(3.22)
The equalities (3.21), (3.22) and the properties (3.16), (3.19) and (3.20) imply that
sup
st
∥∥T ∗v (w)(s)∥∥X < d4 + K∗δ∗ δ∗d4K∗ + 3rLK0K∗δ∗
(
bd + δ
∗d
12rK0K∗L
)
< d. (3.23)
Thus, for nN∗0 (d), we have shown that T ∗v is a strict contraction of C0QnX(d) into itself,
uniformly in v. Therefore, for every v ∈ V0,uPnX(A, bd)∩ C1b(R,PnX), there exists a unique
element w =w∗(v) ∈ C0QnX(d) satisfying the equality (3.13). Clearly, the above proof also
shows that w∗(v)(t) depends only upon v(s), s  t .
For any τ  0 and any u : R →X, let uτ : R →X be defined by uτ (t)= u(t+ τ ), t ∈ R.
We next show that w =w∗(v) ∈ C0,1QnX(d). We remark that
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wτ −w =K
(
f (vτ +wτ )− f (v +w)
)
=K∗v
(
f (vτ +wτ )− f (v +w)−Df (v)(wτ −w)
)
=K∗v
( 1∫
0
Df
(
v +wτ + σ(vτ − v)
)
(vτ − v)dσ
+
1∫
0
(
Df
(
v +w+ σ(wτ −w)
)−Df (v))(wτ −w)dσ). (3.24)
Using the hypotheses (H.3), (H.13) and either (H.12) or (H.12bis), as well as the condition
d  d∗1 < inf(δ∗/(8K0K∗L), r) and arguing as before, we deduce from (3.24) that
sup
t∈R
‖wτ −w‖X  K
∗K0L
δ∗
(
4r sup
t∈R
‖vτ − v‖X + 2d sup
t∈R
‖wτ −w‖X
)
,
or also
3
4
sup
t∈R
‖wτ −w‖X  4rK
∗K0L
δ∗ supt∈R
‖vτ − v‖X, (3.25)
which implies that w∗(v) ∈ C0,1QnX(d).
We now want to prove the uniform continuity property of w∗(v)(t) with respect to v.
Let v1, v2 be two functions in V0,uPnX(A, bd)∩C1b(R,PnX), w1 =w∗(v1), w2 =w∗(v2) the
corresponding fixed points of the mappings T ∗v1 and T
∗
v2 , and let zi = vi +wi , i = 1,2. Due
to the equality (3.10), we can write:
w2 −w1 =K
(
f (z2)− f (z1)
)=K∗v1(f (z2)− f (z1)−Df (v1)(w2 −w1))
=K∗v1
( 1∫
0
Df
(
z1 + σ(z2 − z1)
)
(v2 − v1)dσ
+
1∫
0
(
Df
(
z1 + σ(z2 − z1)
)−Df (v1))(w2 −w1)dσ). (3.26)
Using the Lipschitz-continuity property of Df and the condition d  d∗1 < δ∗/(8K0K∗L),
one deduces from (3.26) that
sup
t∈R
‖w2 −w1‖X  K0K
∗L
δ∗
((
3d + sup
t∈R
‖v2 − v1‖X
)
sup
t∈R
‖w2 −w1‖X
+ 4r sup
t∈R
‖v2 − v1‖X
)
. (3.27)
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If supt∈R ‖(v2 − v1)(t)‖X  d for example, (3.27) at once implies thatsup
t∈R
∥∥(w2 −w1)(t)∥∥X  C sup
t∈R
∥∥(v2 − v1)(t)∥∥X, (3.28)
which means that the mapping v ∈ V0,uPnX(A, bd) ∩ C1b(R,PnX) → w∗(v) ∈ C0QnX(d) is
uniformly continuous in v. Using similar arguments, one then shows that the mapping
v → w∗(v) is actually uniformly continuous from V0,uPnX(A, bd) ∩ C1b(R,PnX) into
C0,1QnX(d).
We next show that w∗(v) is differentiable in v. If w∗(v) is differentiable in v, then, due
to the equality (3.12), we have, for any δv ∈ C1b(R,PnX),
Dw∗(v)δv =K[Df (v +w∗(v))(δv +Dw∗(v)δv)], (3.29)
or also, by using (3.10), since Df (v(s)+w∗(v)(s))(δv(s)+ ϕ) is a Lipschitz-continuous
mapping of the variable (s, ϕ) ∈ R ×X,
Dw∗(v)δv =K∗v
(
Df
(
v +w∗(v))δv + (Df (v +w∗(v))−Df (v))Dw∗(v)δv). (3.30)
One now considers the operator T ∗0 :ϕ ∈ L(C1;C2) → T ∗0 (ϕ) ∈ L(C1;C2) defined by
T ∗0 (ϕ)δv =K∗v
(
Df
(
v +w∗(v))δv + (Df (v+w∗(v))−Df (v))(ϕ(δv))),
where C1 = C1b (R,PnX) and C2 = C0bu(R,QnX). Due to hypothesis (H.12) (or (H.12bis))
and the condition d  d∗1 , one can show that T ∗0 has a unique fixed point that we denote by
Dw∗(v). Moreover, we deduce from (3.30) that, for any v ∈ V0,uPnX(A, bd)∩ C1b (R,PnX),
∥∥Dw∗(v)∥∥
L(C1;C2) 
K∗K0L
δ∗
(
2r + d + d∥∥Dw∗(v)∥∥
L(C1;C2)
)
,
and thus
∥∥Dw∗(v)∥∥
L(C1;C2) 
8K∗K0L
7δ∗
(2r + d). (3.31)
Using again the formula (3.30), hypothesis (H.12) (or (H.12bis)) and the condition d  d∗1 ,
one actually proves that the map v ∈ V0,uPnX(A, bd) ∩ C1b(R,PnX) →Dw∗(v) ∈ L(C1;C2)
is Lipschitz-continuous.
It remains to show that the above element Dw∗(v) is really the derivative of w∗ with
respect to v. Let v1 and v1 + δv be given in V0,uPnX(A, bd) ∩ C1b(R,PnX). The function
v1 + δv is supposed to be a small perturbation of v1. We set v2 = v1 + δv, w∗i = w∗(vi)
and zi = vi +w∗i , i = 1, 2. Using the equalities (3.10) and (3.30), we can write:
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w∗2 −w∗1 −Dw∗(v1)δv=K∗v1
( 1∫
0
(
Df
(
z1 + σ(z2 − z1)
)−Df (z1))(w∗2 −w∗1 + δv) dσ
+ (Df (z1)−Df (v1))(w∗2 −w∗1 −Dw∗(v1)δv)
)
, (3.32)
which implies, due to hypothesis (H.12) (or (H.12bis)), to the condition d  d∗1 , and the
property 3.28, that, if supt∈R ‖δv(t)‖X  d ,
sup
t∈R
∥∥(w∗2 −w∗1 −Dw∗(v1)δv)(t)∥∥X
 K0K
∗L
δ∗
(
2 sup
t∈R
∥∥(w∗2 −w∗1)(t)∥∥2X + 2 sup
t∈R
∥∥δv(t)∥∥2
X
+ d sup
t∈R
∥∥(w∗2 −w∗1 −Dw∗(v1)δv)(t)∥∥X),
or also,
sup
t∈R
∥∥(w∗2 −w∗1 −Dw∗(v1)δv)(t)∥∥X  C sup
t∈R
∥∥δv(t)∥∥2
X
. (3.33)
Inequality (3.33) indicates that w∗ is a differentiable mapping. Similar arguments
also show that the mapping v ∈ V0,uPnX(A, bd) ∩ C1b(R,PnX) → Dw∗(v) ∈ L(C1,C2) is
uniformly continuous. Finally, to prove the corresponding higher-order differentiability
properties of w∗(v) with respect to v, when f belongs to Ck,1b (BX(0,4r);X), one proceeds
by induction on k, by arguing as above.
Assume next that v belongs to V0,uPnX(A, bd) ∩ C1,1PnX(A, bd). We recall that
w∗(v) = Kf (v + w∗(v)), where K satisfies the property (2.7). Thus, if w∗(v) is differ-
entiable in t , the derivative dw∗(v)/dt is given by:
dw∗(v)
dt
=K
(
Df
(
v +w∗(v))(dv
dt
+ dw
∗(v)
dt
))
,
or also, by using (3.10), since Df (v(s) + w∗(v)(s)) · ((dv/dt)(s) + ϕ) is a Lipschitz-
continuous mapping of the variable (s, ϕ) ∈ R×X into X,
dw∗(v)
dt
=K∗v
(
Df
(
v +w∗(v))dv
dt
+ (Df (v +w∗(v))−Df (v))dw∗(v)
dt
)
. (3.34)
One now considers the operator T ∗1 :ϕ ∈ C0b(R,QnX) → T ∗1 (ϕ) ∈ C0b(R,QnX) defined by:
T ∗1 (ϕ)=K∗v
(
Df
(
v +w∗(v))dv
dt
+ (Df (v+w∗(v))−Df (v))ϕ).
1126 J.K. Hale, G. Raugel / J. Math. Pures Appl. 82 (2003) 1075–1136
Due to hypothesis (H.12) (or (H.12bis)) and the definition of d , one can show that T ∗1 has∗a unique fixed point that we denote by dw (v)/dt . Moreover, we deduce from (3.34) that
sup
t∈R
∥∥∥∥dw∗(v)dt (t)
∥∥∥∥
X
 K
∗K0L
δ∗
(
2r sup
t∈R
∥∥∥∥dvdt (t)
∥∥∥∥
X
+ d sup
t∈R
∥∥∥∥dw∗(v)dt (t)
∥∥∥∥
X
)
,
or
sup
t∈R
∥∥∥∥dw∗(v)dt (t)
∥∥∥∥ 16rK∗K0L7δ∗ supt∈R
∥∥∥∥dvdt (t)
∥∥∥∥
X
. (3.35)
For any τ  0 and any u(t) ∈ X, let uτ (t) = u(t + τ ). If z = v + w∗(v), then, using the
equalities (3.24), (3.34), we can write:
w∗τ (v)−w∗(v)− τ
dw∗(v)
dt
=K∗v
( 1∫
0
(
Df
(
z+ σ(zτ − z)
)−Df (z))(zτ − z)dσ +Df (z)(vτ − v − τ dvdt
)
+ (Df (z)−Df (v))(w∗τ (v)−w∗(v)− τ dw∗(v)dt
))
, (3.36)
and also
sup
t∈R
∥∥∥∥w∗τ (v)−w∗(v)− τ dw∗(v)dt
∥∥∥∥
X
 2K
∗K0L
δ∗
(
sup
t∈R
‖vτ − v‖2X + sup
t∈R
∥∥w∗τ (v)−w∗(v)∥∥2X
+ 2r sup
t∈R
∥∥∥∥vτ − v − τ dvdt
∥∥∥∥
X
+ d sup
t∈R
∥∥∥∥w∗τ (v)−w∗(v)− dw∗(v)dt
∥∥∥∥
X
)
which implies, due to (3.25) that
sup
t∈R
∥∥∥∥w∗τ (v)−w∗(v)− τ dw∗(v)dt
∥∥∥∥
X
 C
(
sup
t∈R
‖vτ − v‖2X + sup
t∈R
∥∥∥∥vτ − v − τ dvdt
∥∥∥∥
X
)
. (3.37)
Since v belongs to the space V0,uPnX(A, bd) ∩ C1,1PnX(A, bd), one deduces from (3.37) that
supt∈R ‖(w∗τ (v)−w∗(v)− τdw∗(v)/dt)(t)‖X = o(τ) and thus that w∗(v) is differentiable
in t . The Lipschitz-continuity of (dw∗(v)/dt)(t) in t is a direct consequence of the formula
(3.34) and of the Lipschitz-continuity properties of v(t), (dv/dt)(t), w∗(v)(t) andDf . One
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next shows the uniform continuity of dw∗(v)/dt ∈ C0QnX(d) with respect to v, by using the
formula (3.34), the Lipschitz-continuity of Df , and the uniform continuity property (3.28)
of w∗(v)(t) with respect to v. Finally, one proves, in a similar way, the uniform continuity
of dw∗(v)/dt ∈ C0,1QnX(d) with respect to v, by using the equality (3.34), the Lipschitz-
continuity of Df , the uniform continuity properties of dw∗(v)/dt ∈ C0QnX(d) with respect
to v and of w∗(v)(t) ∈ C0,1QnX(d) with respect to v. To prove the corresponding properties
for the derivatives of order k <+∞, one proceeds by induction by arguing as above. ✷
In the same way, one shows the analogous property in the holomorphic case. To state
the result, we need additional notation. For 0 < d < inf(r, ρ/2), we introduce the following
open subset of C0bu(R,PnXC):
V0,uPnXC(A, d)=
{
v ∈ C0bu(R,PnXC)
∣∣ there exists an orbit u(t) ∈A
such that sup
t∈R
∥∥v(t)− Pnu(t)∥∥X < d}.
For θ > 0 and d > 0, we also introduce the open subset of Cθ (R,PnXC) given by:
VC,θPnXC(A, d)=
{
v ∈ Cθ (R,PnXC)
∣∣ there exists an orbit u(t) ∈A
such that sup
t+iτ∈Dθ
∥∥v(t + iτ )− Pnu(t)∥∥X < d}.
We finally introduce the following hypothesis:
(H.14) there exist positive numbers d∗, θ∗, δ∗, K∗ and an integer n∗  n1 such that, for
n n∗, for v(t) ∈ VC,θ∗PnXC(A, d∗), t > s, τ  θ∗, we have:∥∥Sn(v, t + iτ, s + iτ )w∥∥X K∗e−δ∗(t−s)‖w‖X, ∀w ∈QnXC. (3.38)
Theorem 3.2. Assume that Y = X and that the hypotheses (H.1), (H.2), (H.3), (H.6(ω)),
(H.11), (H.13), and either (H.12) or (H.12bis) hold. Then, in Theorem 3.1, the positive
constants b, d∗1 and, for 0 < d  d∗1 , the integer N∗0 (d) can be chosen, such that, for
nN∗0 (d), the mapping w∗ is also an holomorphic mapping from
V0,uPnXC(A, bd)∩ C1b(R,PnXC)
into C0(R;UQnXC(d)). Moreover, if hypothesis (H.14) holds, there exists θ∗1 < θ∗ such that,
for 0 < θ < θ∗1 , w∗ is a Lipschitz-continuous mapping from VC,θPnXC(A, bd) into C
C,θ
QnXC
(d).
Remark 3.3. As in the previous section, under the hypotheses of Theorem 3.1, we can
choose N∗1 = N∗1 (d∗1 )  N∗0 (d∗1 ), such that, if u(t) ⊂ A is a mild solution of (2.1), then,
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for n  N∗1 , w(t) = Qnu(t) belongs to C0QnX(d∗1 ) and thus, by uniqueness of the mild
solutions, u(t) must be represented as
u(t)= v(t)+w∗(v)(t),
where v(t)= Pnu(t) is the mild solution of the system of functional differential equations
dv
dt
=Av+ Pnf
(
v +w∗(v)).
Moreover, as we have already remarked, v(t) = Pnu(t) is in V0,uPnX(0, bd∗1 ) ∩ C1(R,PnX)
and w(t)=Qnu(t) is in C0,1QnX(d∗1 ).
Arguing now exactly as in Section 2.1, one shows the following property of finite
number of determining modes.
Theorem 3.4. Theorem 2.7 and Corollary 2.10 still hold, with Y = X and N1 replaced
by the integer N∗1 defined in Remark 3.3, if the hypotheses (H.4), (H.5) (or (H.5bis)) are
replaced by the hypotheses (H.11), (H.13) and either (H.12) or (H.12bis).
As in Section 2, we can prove, mutatis mutandis, the regularity in time of the orbits in
the closed bounded invariant set A.
Theorem 3.5. Assume that the hypotheses (H.1), (H.2), (H.3), (H.11), (H.13) and, either
(H.12) or (H.12bis) hold and that Y =X. If f belongs to Ck,1b (BX(0,4r);X), k  1, then,
for any u0 ∈A, the mapping t ∈ R → S(t)u0 = u0(t) ∈X belongs to Ckbu(R;X) and u0(t)
is a classical solution of (2.1). Moreover, there exists a positive constant K∗∗k such that,for any u0 ∈A, ∥∥S(t)u0∥∥Ckbu(R;X) K∗∗k . (3.39)
If, in addition, hypotheses (H.6(ω)) and (H.14) hold, then there exists δ > 0, such that, any
solution u0(t)⊂A of (2.1) has an holomorphic extension defined on the complex strip Dδ .
In particular, t ∈ R → u0(t) ∈X is an analytic function.
Also, as in Section 2, from Theorem 3.5, we deduce the regularity in space properties.
Theorem 3.6. Assume that the hypotheses (H.1), (H.2), (H.3), (H.11), (H.13) and, either
(H.12) or (H.12bis) hold and that Y =X. Let us be given a family of spaces Zl satisfying
the assumptions (2.44) and suppose that f belongs to Ck,1b (BX(0,4r);X), k  1. If, for
k  2, f is in Ck−j−1b (Zj ;Zj) for 1  j  k − 1, then, for any u0 ∈ A, the mapping
t ∈ R → S(t)u0 = u0(t) belongs to Cjb (R;Zk−j ), 0  j  k. And there exists a positive
constant K˜kA such that, for any u0(t)⊂A,
‖u0‖Cjb (R;Zk−j )  K˜
k
A, ∀j, 0 j  k. (3.40)
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Finally, as in Section 2, we can prove, mutatis mutandis, the following Gevrey regularity
theorem. We note that in the next theorem, hypothesis (H.10)(ii) or (H.10bis)(ii) is replaced
by (H.13).
Theorem 3.7. Assume that Y =X, that the assumptions of Theorem 3.6 are satisfied with
k > p0 and that the hypotheses (H.7), (H.8), (H.9) and either (H.10)(i) or (H.10bis)(i) hold.
Then, there exist real numbers d3, 0 < d3  d∗1 , 0 < b3  b, an integer 0 < N3 N∗1 (d∗1 )
and a real number σ3 = σN3 , 0< σ3  σ0, such that
(i) the mapping w∗, defined in Theorem 3.1 is Lipschitz-continuous from the space
G0,p0σ3 (PN3,A, b3d3)∩ V0,uPnX(A, b3d3)∩ C1b (R,PnX)
(respectively the space G0,p0,uσ3 (PN3 ,A, b3d3) ∩ V0,uPnX(A, b3d3) ∩ C1b (R,PnX)) into the
space G0,p0σ3 (QN3 , d3) (respectively G0,p0,uσ3 (QN3 , d3)). If, moreover,
f ∈ C4bu
(
BY (0,4r);X
)∩ C4bu(Gp0σ3 ;Gp0σ3 ), 4 1,
then the mapping w∗ belongs to the space
C4bu
(G0,p0,uσ3 (PN3 ,A, b3d3) ∩ V0,uPnX(A, b3d3)∩ C1b(R,PnX),G0,p0,uσ3 (QN3 , d3))
and is also a uniformly continuous mapping from
G4,p0,uσ3 (PN3 ,A, d3)∩ V0,uPnX(A, bd)∩ C1b(R,PnX)
into G4,p0,uσ3 (QN3 , d3).
(ii) Furthermore, for any u0 ∈ A, the mapping t ∈ R → S(t)u0 = u0(t) belongs
to C1(R;Gp0σ3 ). If, moreover, f ∈ C4bu(BY (0,4r);X) ∩ C4bu(Gp0σ3 ;Gp0σ3 ), 4  1, then the
mapping t ∈ R → u0(t) belongs to C4bu(R;Gp0σ3 ) and there exists a positive constant K4
such that ∥∥u0(t)∥∥C4b(R;Gp0σ3 ) K4. (3.41)
If there exists a positive number ρ such that f has an holomorphic extension from
DX(4r,2ρ) ∩ DGp0σ3 (4r,2ρ) into (G
p0
σ3 )C and if hypothesis (H.14) holds, then the map
t ∈ R → u0(t) ∈Gp0σ3 is analytic.
3.2. Application to the damped wave equation with constant damping
We go back to the damped wave Eq. (2.69), where the damping γ is a positive constant
and Ω is a bounded, Lipschitzian domain in R3. We assume that the hypotheses (A.0)
and (A.1), with α1 = β1 = 1, hold. In Section 2, we have seen that hypothesis (H.5ter) is
no longer satisfied. If the domain Ω is of class C1,1 or convex, we deduce from [2] that
hypothesis (H.5) holds. If the domain Ω is no longer of class C1,1 or convex, we cannot
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directly use the result of [2]. However, there exists a compact global attractor A [43].
Thus, in order to show the property of finite number of determining modes and the
C1-differentiability in time of the orbits contained in the compact global attractor A,
we shall apply Theorems 3.4 and 3.5. The property (2.70), with β1 = 1, implies that
Df :x ∈X →Df (x) ∈ L(X;X) is Lipschitz continuous in BX(0,4r) and thus hypothesis
(H.12) is satisfied. It remains to prove that hypothesis (H.13) holds, that is, that there
exist positive constants d∗, δ∗, K∗ and an integer n∗  n1 such that, for n  n∗, for any
vn(t) = (Vn(t),Vnt (t)) ∈ V0,uPnX(A, d∗) ∩ C1b(R,PnX), and for any (ϕ0,ψ0) ∈ QnX, the
solution wn(t)= (Wn,Wnt )(t) of the equation,
∂2Wn
∂t2
+ γ ∂Wn
∂t
−∆DWn − (I −pn)DF
(
Vn(t)
)
Wn = 0,(
Wn(0),Wnt (0)
)= (ϕ0,ψ0), (3.42)
satisfies, for t  0, ∥∥(Wn,Wnt )(t)∥∥X K∗e−δ∗t∥∥(ϕ0,ψ0)∥∥X. (3.43)
The inequality (3.43) is proved by arguing as below in the case of the damped
Schrödinger equation. Indeed, by Lemma 2.3, there exist η > 0 and d∗ > 0 such that,
for any t ∈ R, any |τ | η and, any vn(t)= (Vn(t),Vnt (t)) ∈ V0,uPnX(A, d∗),∥∥DF (Vn(t + τ ))−DF (Vn(t))∥∥L(X,X)  γ8 . (3.44)
One next fixes a small positive number ε, such that
γ
2(1− ε) −
1
η
log
(
1+ ε
1− ε
)
>
γ
4
. (3.45)
One then divides [0,+∞) into an infinite number of intervals of length η, that is, one
introduces the times tj = jη, for j = 0,1,2 . . . . For t ∈ [tj , tj+1], one considers the
functional:
Ej(t)=
∫
Ω
(
γ
2
W 2n + γWnWnt +W 2nt + |∇Wn|2
− (I − pn)DF
(
Vn(tj )
)
W 2n
)
(x, t)dx. (3.46)
Arguing as in [43] (see also [17]) and using the property (3.44), one shows that one can
choose an integer n∗ large enough, so that, for n n∗, for t ∈ [tj , tj+1],
dEj
dt
(t)  − γ
2(1− ε)Ej (t) (3.47)
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and(1− ε)∥∥(Wn,Wnt )(t)∥∥2X Ej(t) (1+ ε)∥∥(Wn,Wnt )(t)∥∥2X. (3.48)
Integrating the inequality (3.47), taking into account the estimates (3.48) and proceeding
as in the proof of the inequality (3.64) below, we finally obtain, for any t  0,
∥∥(Wn,Wnt )(t)∥∥2X  1+ ε1− ε∥∥(ϕ0,ψ0)∥∥2X exp
[
−t
(
γ
2(1− ε) −
1
η
log
(
1+ ε
1− ε
))]
. (3.49)
The condition (3.45) together with the estimate (3.49) directly imply the property (3.43)
with K∗ = (1+ ε)/(1− ε) and δ∗ = γ /4.
3.3. Application to the weakly damped Schrödinger equation
We next apply the results of Section 3.1 to the Schrödinger equation with weak damping,
defined on the bounded interval Ω = (0,1)⊂ R. Let γ be a positive constant; we consider
the weakly damped Schrödinger equation:
iut +∆u+ g
(|u|2)u+ iγ u= h, ∀(x, t) ∈ (0,1)× (0,+∞),
u(0, t)= u(1, t)= 0, ∀t ∈ (0,+∞),
u(x,0)= u0, ∀x ∈ (0,1), (3.50)
where, for sake of simplicity, h ∈H 10 ((0,1),C) and g ∈ C2,1([0,+∞),R). We assume that
there exist nonnegative constants k and α < 2, such that, for r  0,
r∫
0
g(s)ds  kr(1+ rα), rg(r)−
r∫
0
g(s)ds  kr(1+ rα). (3.51)
In what follows, we shall view C as R×R. With this identification, if g ∈ Cm([0,+∞),R)
(respectively real analytic on [0,+∞)), then y ∈ R → g(|y|2)y is of class Cm (respectively
analytic) and (3.50) is actually a system of two equations.
We can write (3.50) in the abstract form:
ut =Au+ f (u), (3.52)
where Au = iuxx − γ u with domain D(A) = {v ∈ X | Av ∈ X}, X = H 10 (Ω,C) and
f (u)= ig(|u|2)u− ih(x).
It is well known that (3.52) generates a semigroup S(t) on X =H 10 (Ω,C)=H 10 (Ω)2
and that S(t) has a compact global attractorA in X. In [18], Ghidaglia had first shown that
(3.52) has a compact “weak” global attractor A in X. Later, using a functional argument
introduced by J. Ball [4], Abounouh [1] has proved thatA is actually the global attractor in
the usual sense (see also [43,45]). In 1996, O. Goubet [21] has shown that, if g is regular,
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then this attractor A is bounded in Hk(Ω), for any integer k, by using a Galerkin method.
In 1998, Oliver and Titi [40] have proved that, if the Dirichlet boundary conditions are
replaced by periodic conditions and if g is analytic, then A is bounded in certain Gevrey
classes and thus consists of real analytic functions in x . Under the same hypotheses, they
showed that the property of finite number of determining modes holds.
Here we want to show that the solutions u(t) ∈A, for t ∈ R are actually functions of
class C4 (respectively analytic) in time if g belongs to C4+1([0,+∞),R) (respectively is
analytic). Moreover, the property of finite number of determining modes holds.
We remark that the eigenvalues of A are the complex numbers λn = −in2π2 − γ ,
n ∈ N− {0} with associated eigenfunctions ϕn = sinnπx .
We note that, if g ∈ C4+1([0,+∞);R), 4 1, then the mapping f :u ∈X → f (u) ∈X
belongs to the space C4,1(X,X) and thus, since A is compact, hypothesis (H.12) is
satisfied. Hence, to apply Theorems 3.1, 3.2, 3.4–3.7, we need mainly to show that
hypothesis (H.13) holds, that is, that there exist positive constants d∗, δ∗, K∗ and an integer
n∗  n1 such that, for n  n∗, for any vn(t) ∈ V0,uPnX(A, d∗) ∩ C1b(R,PnX), and for any
w0n ∈QnX, the solution wn(t) ∈QnX of the equation:
wnt = iwnxx − γwn + iQn
(
g
(|vn|2)wn + 2g′(|vn|2)vn Re(vnwn)),
wn(0)=w0n, (3.53)
satisfies, for t  0, ∥∥wn(t)∥∥X K∗e−δ∗t‖w0n‖X. (3.54)
Let now ε0 > 0 be a fixed number, which will be specified later. By Lemma 2.3, there
exist η > 0 and d∗ = inf(2r/K0, ε0/(3K0)) such that, for any t ∈ R, any |τ | η and, any
vn(t) ∈ V0,uPnX(A, d∗),∥∥vn(t + τ )− vn(t)∥∥X

∥∥vn(t + τ )−Pnu(t + τ )+ Pn(u(t + τ )− u(t))+Pnu(t)− vn(t)∥∥X
 ε0, (3.55)
where u(t) is an adequate orbit contained in A. One next fixes a small positive number
ε1  1/2, such that
γ − 1
η
log
(
1+ ε1
1− ε1
)
>
γ
4
. (3.56)
One then divides [0,+∞) into an infinite number of intervals of length η, that is, one
introduces the times tj = jη, for j = 0,1,2 . . . . For t ∈ [tj , tj+1], one considers the
functional:
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Jj (t)=
∫ (|wnx |2 − g(∣∣vn(tj )∣∣2)|wn|2
Ω
− 2g′(∣∣vn(tj )∣∣2)(Re(vn(tj )wn))2)(x, t)dx. (3.57)
The same type of functional had already been used in [21].
Since, for any w ∈QnX,
‖w‖2
L2  λ
−1
n ‖wx‖2L2, (3.58)
and, for any element vn(t) ∈ V0,uPnX(A, d∗),
sup
t∈R
∥∥vn(t)∥∥X  4r, (3.59)
one can choose an integer n∗ large enough so that, for n n∗, for t ∈ [tj , tj+1],
(1− ε1)
∥∥wn(t)∥∥2X  Jj (t) (1+ ε1)∥∥wn(t)∥∥2X. (3.60)
We first assume that w0n ∈Qn(D(A)). Then wn is a classical solution of (3.53) and a short
computation shows that, for t ∈ [tj , tj+1],
1
2
dJj
dt
(t)+ γ Jj (t)=−
∫
Ω
(
g
(|vnj |2)− g(∣∣vn(t)∣∣2))(Re(wnwnt )+ γ |wn|2)dx
− 2
∫
Ω
(
g′
(|vnj |2)Re(vnjwn)Re(vnjwnt )
− g′(∣∣vn(t)∣∣2)Re(vn(t)wn)Re(vn(t)wnt ))dx
− 2γ
∫
Ω
(
g′
(|vnj |2)(Re(vnjwn))2
− g′(∣∣vn(t)∣∣2)(Re(vn(t)wn))2)dx, (3.61)
where vnj = vn(tj ). Replacing wnt by its expression given in (3.53), using the fact that
‖vnj − vn(t)‖X  ε0 for any t ∈ [tj , tj+1], we deduce from (3.61) that one can choose
ε0 > 0 small enough so that, for n n∗, for t ∈ [tj , tj+1],
1
2
dJj
dt
(t)+ γ Jj (t) γ4
∥∥wn(t)∥∥2X  γ2 Jj (t). (3.62)
By a density argument, this inequality also holds for any w0n ∈ QnX. Integrating the
inequality (3.62), we obtain, for n n∗, for t ∈ [tj , tj+1],
Jj (t) e−γ (t−tj )Jj (tj ),
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or also, by (3.60),
∥∥wn(t)∥∥2X  1+ ε11− ε1 e−γ (t−tj )∥∥wn(tj )∥∥2X. (3.63)
From (3.56) and (3.63), we finally deduce that, for n n∗ and for t  0,
∥∥wn(t)∥∥2X  1+ ε11− ε1 e−tγ /4‖w0n‖2X, (3.64)
and thus (3.54) is satisfied with K∗ = 3 and δ∗ = γ /4. Hence, hypothesis (H.13) holds.
Hypothesis (H.14) is proved in the same way.
Applying Theorems 3.1, 3.2, 3.4, 3.5 and 3.6, we obtain the following regularity
properties. We recall that the spatial regularity result had already been obtained by Goubet
in [21].
Theorem 3.8. Assume that g ∈ C4+1,1([0,+∞);R), 4 1 and h ∈ H 10 (Ω,C). Then, the
property of finite number of determining modes holds and, for any orbit u(t) contained in
the global attractor A, the mapping t ∈ R → u(t) ∈X is in C4bu(R,X).
If g is a real analytic function, then, for any solution u(t) ⊂ A, the mapping
t ∈ R → u(t) ∈X is a real analytic function.
If, moreover h belongs to the space H4−1(Ω), for 4  1, the global attractor A is
bounded in H4+1(Ω,C).
If the Dirichlet boundary conditions are replaced by periodic conditions, we show in a
similar way that the hypotheses (H.1), (H.2), (H.3), (H.11), (H.12), (H.13) and (H.14) hold.
Moreover, hypotheses (H.7), (H.8), (H.9) and (H.10)(i) are proved as in Section 2.2. The
details are left to the reader. Applying Theorems 3.1, 3.2, 3.4, 3.5, 3.6 and 3.7, we obtain
the following regularity properties. We recall that the analyticity in the spatial variable as
well as the property of finite number of determining modes had been already proved by
[40] in the frame of periodic boundary conditions.
Theorem 3.9. Assume that g ∈ C4+1,1([0,+∞);R), 4 1 and h ∈H 1p(Ω,C) and that the
Dirichlet boundary conditions are replaced by periodic boundary conditions in Eq. (3.50).
Then, the properties stated in Theorem 3.8 still hold. If moreover, g is an analytic function,
then there exists a positive number σ0 such that A is bounded in the Gevrey space
G
p0
σ0 = D(Bp0eσ0B), for p0 > 3/2 and B = (−∆p)1/2. In particular, A is bounded in the
set of real analytic functions in x .
Remarks. 1. In the above two theorems, we have assumed, for sake of simplicity, that
h ∈ H 10 (Ω). If h belongs only to L2(Ω), Eq. (3.50) has still a global attractor A in
H 10 (Ω,C). Let R > 0 be chosen so that A ∈ BL∞(0,R). Replacing g(|u|2)u by
j (x)g(|u|2)u in 3.50, where j (x) is a C∞ nonnegative function with compact support,
which is equal to 1 in BR(0,2R), one can associate with (3.50) a semigroup S∗(t) on
X∗ = L2(Ω,C). Then, one can show, like in Theorem 3.8, that, if g ∈ C4,1([0,+∞);R),
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4 1 (respectively g is a real analytic function), for any orbit u(t) contained in the global
4attractor A, the mapping t ∈ R → u(t) ∈X is in Cbu(R,X) (respectively is a real analytic
function).
2. The results given in Theorems 3.8 and 3.9 easily generalize to the case where Ω is a
bounded domain in Rn, n= 2,3, provided we consider the flow generated by the damped
Schrödinger equation on the space X =H 2(Ω,C)∩H 10 (Ω,C) [29].
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