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Abstract—The beta-binomial (BBM) channel model was re-
cently proposed to model the overdispersed statistics of empiri-
cally observed bit errors in multi-level cell (MLC) flash memories.
In this paper, we study the capacity of the BBM channel model
for MLC flash memories. Using the compound channel approach,
we first show that the BBM channel model capacity is zero.
However, through empirical observation, this appears to be a
very pessimistic estimate of the flash memory channel capacity.
We propose a refined channel model called the truncated-support
beta-binomial (TS-BBM) channel model and derive its capacity.
Using empirical error statistics from 1X-nm and 2Y-nm MLC
flash memories, we numerically estimate the TS-BBM channel
model capacity as a function of the program/erase (P/E) cycling
stress. The capacity of the 2-TS-BBM channel model provides
an upper bound on the coding rates for the flash memory chip
assuming a single binary error correction code is used.
Index Terms—Flash memory, multi-level cell, channel model,
channel capacity, P/E cycling.
I. INTRODUCTION
THE development of channel models for NAND flashmemories is essential for improved design, decoding and
performance evaluation of error-correcting codes (ECC) and
error-mitigating codes. Channel models for flash memories are
also important as mathematical tools to approximate/estimate
the capacity of the underlying flash memory channel. In this
paper, we focus on the information-theoretic aspect of flash
memory channel models and study the capacity of the recently
proposed 2-Beta-Binomial (2-BBM) channel model for multi-
level cell (MLC) flash memories [1].
A. Overview of the Problem
The beta-binomial (BBM) channel model for MLC flash
memories was first proposed in [1] to accurately model
the overdispersed statistics of the number of bit errors per
frame observed empirically during program/erase (P/E) cy-
cling. It was also shown in [1] that the 2-BBM channel
model for MLC flash memories provides more accurate
ECC frame error rate (FER) performance estimation than a
2-Binary Asymmetric Channel (2-BAC) model. Therefore, the
2-BBM channel model presents itself as a natural candidate
for estimating the actual MLC flash memory channel capacity.
However, as we will show in this paper, the capacity of the
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BBM channel model is zero. The main goal of this paper is to
derive a non-zero capacity channel model for MLC flash mem-
ories which is also representative of the empirically observed
overdispersed error statistics and provides accurate ECC FER
performance estimation. We note that the BBM channel model
can be shown to be equivalent to an urn based channel model,
similar to the zero-capacity urn based contagion channel model
proposed in [2]. In [2], an alternative finite memory version of
the zero-capacity urn based contagion channel model was pro-
posed and this alternative channel model was shown to have a
non-zero capacity. Another approach to studying zero-capacity
real world channels is provided by the example of slow fading
channels in wireless communications. The Shannon capacity
of a slow fading wireless communication channel is known
to be zero and hence, in practice the −outage capacity is
used as an alternative performance measure for slow fading
channels [3].
Previously, information-theoretic studies of NAND flash
memory channel models have been proposed in [4]–[6]. In [4],
an approximate channel model that incorporates P/E cycling,
inter-cell interference (ICI), and data retention effects for MLC
flash memories is proposed, and bounds on its capacity are
established. In [5], the problem of estimating flash memory
capacity with an underlying m-AM (amplitude modulation)
channel model with input dependent Gaussian noise variance
is studied. An information-theoretic study of a one dimen-
sional causal channel model for ICI in flash memories is
presented in [6]. It is important to note that all these previous
information-theoretic studies used cell level based channel
models. However in practice, the ECC is applied at the bit
(page) level and hence we consider a binary-input binary-
output channel model such as the BBM channel model for
the study of MLC flash memory capacity. The problem of
how well the channel models used in [4], [5] represent the
empirical error characteristics has also not been addressed. In
this context, the BBM channel proposed in [1] has been shown
to provide accurate bit error rate and ECC FER performance
prediction under P/E cycling. This makes the BBM channel
model an ideal candidate for an information-theoretic study of
the flash memory channel.
B. Summary of Contributions
We observe that the BBM channel model for MLC flash
memories proposed in [1] is a compound channel model.
Using well known results for compound channel capacity [7],
[8], we show that the capacity of the BBM channel model is
zero.
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2Using the BBM channel model parameters derived from
empirical error characterization results in [1], we observe
that the BBM channel model is a very pessimistic channel
model for MLC flash memories with respect to the problem
of capacity estimation. This is because the probability mass
of the beta-distributed 0→ 1 and 1→ 0 bit error probabilities
in the BBM channel model is concentrated in a small interval
of the support [0, 1]. This observation allows us to define a
truncated-support beta random variable and correspondingly
a truncated-support beta-binomial (TS-BBM) channel model.
We derive analytically the relationships between the statistics
of the number of bit errors per frame resulting from a TS-BBM
channel model and those corresponding to the BBM channel
model. These results are then used to propose an approximate
search algorithm to identify the truncation intervals necessary
to obtain a TS-BBM channel model from a BBM channel
model.
Using Monte-Carlo simulations, we show LDPC and polar
code FER performance results using the TS-BBM channel
model. Comparing with the results obtained using the BBM
channel model [1], we observe that the proposed TS-BBM
channel model is also able to provide accurate ECC FER per-
formance estimation by modeling the overdispersed statistics
of the number of bit errors per frame.
We derive the capacity of the proposed TS-BBM channel
model using the compound channel approach. We then present
non-zero capacity estimates corresponding to the TS-BBM
channel models derived from empirical error characterization
results under P/E cycling stress [1]. The capacity estimates are
obtained for 1X-nm and 2Y-nm feature size MLC flash mem-
ory chips from two different vendors referred to as vendor-A
and vendor-B, respectively. To the best of our knowledge, this
is the first study that presents capacity estimates for a binary-
input binary-output channel model that has been shown to
accurately fit the empirical error characteristics in MLC flash
memories [1]. However, note that the BBM and the TS-BBM
channel models do not explicitly model the data dependence of
cell/bit errors due to ICI [9] and assume independent random
bit errors in lower and upper pages of a MLC flash memory.
Therefore these constraints of the TS-BBM channel model
have to be considered when using the corresponding capacity
estimates in practical applications.
C. Organization of the Paper
The rest of the paper is organized as follows. In Section II,
we briefly review the BBM channel model proposed in [1]
and show that the capacity of the BBM channel model is
zero. In Section III, the TS-BBM channel model is defined
and statistical properties of the model are derived. Results of
FER performance simulation of LDPC and polar codes using
the TS-BBM channel model are also presented. In Section IV,
we derive and numerically compute the capacity of a TS-BBM
channel model. We also provide a brief discussion of open
problems related to coding for the TS-BBM channel model.
Section V provides concluding remarks.
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Fig. 1. Binary Asymmetric Channel
II. CAPACITY OF THE BETA-BINOMIAL CHANNEL MODEL
In this section, we briefly review the BBM channel model
presented in [1] and derive the capacity of a BBM channel
model. The BBM channel model is based on the beta-binomial
probability distribution which is defined as the probability
distribution of counts resulting from a binomial distribution
when the probability of success varies according to the beta
distribution between sets of trials [10].
Let BAC(X ,Y, s) denote a binary asymmetric channel
with state s = (p, q) where p = Pr(y = 1|x = 0) and
q = Pr(y = 0|x = 1), as shown in Fig. 1. Let X and Y
denote the input and output alphabets, respectively, both of
which are binary. Using the notation from [1], we denote the
number of 0→ 1 and 1→ 0 bit errors in a frame with m
zeros (and N − m ones) by K(0)m and K(1)N−m, respectively.
In the BBM channel model, K(0)m and K
(1)
N−m are modeled
as independent random variables distributed according to the
beta-binomial distribution i.e.,
p ∼ Beta(a, b)
K(0)m | p ∼ Binomial(m, p)
K(0)m ∼ Beta-Binomial(m, a, b); (1)
q ∼ Beta(c, d)
K
(1)
N−m | q ∼ Binomial(N −m, q)
K
(1)
N−m ∼ Beta-Binomial(N −m, c, d); (2)
K(0)m ⊥ K(1)N−m (3)
where (a, b) (and similarly (c, d)) correspond to the parameters
of a beta distribution whose probability density function is
defined as
f(θ;α, β) =
θα−1(1− θ)β−1
B(α, β)
0 ≤ θ ≤ 1 (4)
B(α, β) =
∫ 1
0
λα−1(1− λ)β−1dλ (5)
where B(α, β) represents the beta function. Table I shows
the estimated upper page BBM channel model parameters
for both vendor-A and vendor-B MLC flash memory chips
(cf. Figures 6, 7 in [1]) from empirical data. Note that a frame
length of N = 8192 was used to estimate the parameters of
the underlying beta distributions of the BBM channel model.
As Fig. 2 shows, the parameter values of the beta distributions
are independent of the frame length used to estimate them.
Next, we observe that the BBM channel model is a compound
channel model and derive its capacity.
Definition 1: A compound channel is defined as a set of
discrete memoryless channels with state, DMC(X ,Y, s), with
3TABLE I
PARAMETERS CORRESPONDING TO THE UPPER PAGE BBM CHANNEL
MODELS FOR VENDOR-A AND VENDOR-B CHIPS. N = 8192.
P/E Upper Page
Cycles Vendor-A
a b ζa,b c d ζc,d
6000 22.67 7596.71 1.22× 10−3 18.16 11890.14 0.69× 10−3
8000 20.72 4143.52 2.13× 10−3 22.28 7821.13 1.18× 10−3
10000 21.36 2819.03 3.17× 10−3 26.12 5890.35 1.69× 10−3
Vendor-B
6000 15.58 20535.47 0.37× 10−3 7.16 7193.92 0.69× 10−3
8000 15.28 9068.43 0.83× 10−3 7.58 4092.87 1.25× 10−3
10000 13.36 4142.23 1.69× 10−3 9.28 2938.88 1.95× 10−3
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Fig. 2. Parameter estimates for the upper page BBM channel model ((a, b)
for 0→ 1 error, (c, d) for 1→ 0 error) using different frame lengths for
vendor-A chip.
input alphabet X , output alphabet Y and state s ∈ S, where
the channel state is chosen at random and fixed throughout
the entire transmission block/frame i.e., Pr(yN |xN , s) =
ΠNi=1 Pr(yi|xi, s).
Definition 2: The BBM channel is a compound channel
consisting of a set of BACs with state, BAC(X , Y , s), indexed
by the state variable, s ∈ S = {(p, q) | p ∼ Beta(a, b), q ∼
Beta(c, d)}.
( [7], [8]) Proposition 1: The capacity of a compound
channel assuming no state information is available at the
encoder or the decoder is given by
CCC = sup
p¯i
inf
s∈S
Ip¯i,s(X;Y ) (6)
where Ip¯i,s(X;Y ) denotes the mutual information correspond-
ing to a DMC with state s and input probability distribution,
p¯i.
Theorem 1: The capacity of a BBM channel is 0.
Proof: From Definition 2 and Proposition 1,
CBBM = sup
p¯i
inf
s∈S
Ip¯i,s(X;Y ) (7)
where Ip¯i,s(X;Y ) = h(pi0(1 − p) + pi1q) − pi0h(p) − pi1h(q)
is the mutual information for a BAC with state s = (p, q) and
input probability distribution p¯i = (pi0, pi1), i.e., pi0 = Pr(x =
0), pi1 = Pr(x = 1). Here h(·) denotes the binary entropy
function. Using the max-min inequality [11],
CBBM ≤ inf
s∈S
sup
p¯i
Ip¯i,s(X;Y ) = inf
s∈S
Cs (8)
where Cs is the capacity of a BAC with state s. As p, q ∈ [0, 1],
Cs = 0 when the state s = ( 12 ,
1
2 ). Therefore,
CBBM ≤ 0 =⇒ CBBM = 0. (9)
III. TRUNCATED-SUPPORT BETA-BINOMIAL CHANNEL
MODEL FOR MLC FLASH MEMORIES
A. Motivation
In the previous section, we showed that the capacity of
a BBM channel model for MLC flash memories is zero.
However empirical observations suggest that the BBM channel
model is a very pessimistic model in this respect. To elaborate,
from Table I, we observe that the parameters satisfy a > 2,
b > 2, c > 2 and d > 2. It is known [12] that the beta
probability density function (pdf) with parameters α and β is
unimodal and bell-shaped with two inflection points in [0, 1]
if α > 2 and β > 2. The inflection points about the mode are
given by
α− 1
α+ β − 2 ±
√
(α−1)(β−1)
α+β−3
α+ β − 2 . (10)
The difference between the two inflection points, ζα,β , can
be used as a measure of spread of the beta density function,
where
ζα,β = 2
√
(α−1)(β−1)
α+β−3
α+ β − 2 . (11)
Table I also shows the values of ζa,b and ζc,d for the upper
page BBM channel model for vendor-A and vendor-B chips.
Both ζa,b and ζc,d are small indicating that the probability
mass corresponding to the Beta(a, b) and Beta(c, d) pdf’s of
the BBM channel model is concentrated in a small interval.
For example, from a visual inspection of a typical beta pdf
corresponding to the BBM channel model, as shown in Fig. 4,
it is clear that the pdf value is negligible outside the bit
error probability range of [0.002, 0.009]. These observations
motivate us to propose and define a truncated-support beta-
binomial (TS-BBM) channel model for MLC flash memories.
The primary goal of the TS-BBM channel model is to provide
a non-zero capacity estimate which can be reasonably inter-
preted in the context of MLC flash memories, while modeling
the empirically observed distributions of the number of bit
errors per frame as accurately as possible. This latter constraint
is essential for accurate ECC FER performance estimation as
shown in [1].
B. Definition and Statistics of the TS-BBM Channel Model
Before defining a TS-BBM channel model, we define
truncated-support beta (TS-Beta) and truncated-support beta-
binomial (TS-BBM) random variables as follows.
4Definition 3: A TS-Beta random variable is defined by the
probability density function
g(θ;α, β) =
θα−1(1− θ)β−1
Bθu(α, β)−Bθl(α, β)
. (12)
Here the support of the beta density function is truncated,
i.e., θ ∈ [θl, θu], θl < θu and Bθl(α, β) and Bθu(α, β) are
incomplete beta functions defined as
Bθ(α, β) =
∫ θ
0
λα−1(1− λ)β−1dλ. (13)
Note that the TS-Beta probability density function is obtained
by normalizing the beta probability density function as follows
g(θ;α, β) =

0 , θ /∈ [θl, θu]
f(θ;α, β)
ηθ
, θ ∈ [θl, θu]
(14)
where
ηθ = Pr(θl ≤ θ ≤ θu) = Bθu(α, β)−Bθl(α, β)
B(α, β)
. (15)
Definition 4: A TS-BBM random variable Z is defined by
the probability distribution
Pr(Z = z) =
(
n
z
)(
Bθu(α+ z, β + n− z)
Bθu(α, β)−Bθl(α, β)
−
Bθl(α+ z, β + n− z)
Bθu(α, β)−Bθl(α, β)
)
. (16)
Here z ∈ {0, 1, . . . , n} where n is the number of trials and
θu, θl are the upper and lower limits of the success probability
distributed as a TS-Beta random variable.
Before we compute the mean and variance of a TS-BBM
random variable, we define the functions δθ, φθ in terms of
the beta density function, which will be useful in simplifying
the notation and interpretation of the results:
δθ = ρ(f(θu;α+ 1, β + 1)− f(θl;α+ 1, β + 1)) (17)
φθ = ρ(θuf(θu;α+ 1, β + 1)− θlf(θl;α+ 1, β + 1))(18)
ρ =
αβ
(α+ β)(α+ β + 1)
. (19)
Proposition 2: The mean and variance of a TS-BBM random
variable Z are given by
E[Z] = n
(
Bθu(α+ 1, β)−Bθl(α+ 1, β)
Bθu(α, β)−Bθl(α, β)
)
(20)
= E[Z ′]−
(
n
α+ β
)
δθ
ηθ
(21)
Var[Z] = n
(
Bθu(α+ 1, β)−Bθl(α+ 1, β)
Bθu(α, β)−Bθl(α, β)
)
(
1− n
(
Bθu(α+ 1, β)−Bθl(α+ 1, β)
Bθu(α, β)−Bθl(α, β)
))
+
n(n− 1)
(
Bθu(α+ 2, β)−Bθl(α+ 2, β)
Bθu(α, β)−Bθl(α, β)
)
(22)
= Var[Z ′]−
(
nβ(α+ β + n)
(α+ β)2(α+ β + 1)
)
δθ
ηθ
− n
2
(α+ β)2
(
δθ
ηθ
)2
−
(
n(n− 1)
α+ β + 1
)
φθ
ηθ
(23)
where Z˜ is a beta-binomial random variable with parameters
(n, α, β).
Proof: See Appendix A.
To define the 2-TS-BBM channel model for MLC flash
memories, we adopt the definitions and notation from [1]
which were reviewed in Section II. The 0→ 1 and 1→ 0 bit
error counts for a given input frame containing m zeros are
denoted by K(0)m and K
(1)
N−m, respectively. Similarly, K
(0) and
K(1) denote the total number of 0→ 1 and 1→ 0 bit errors,
respectively. The variables K(0)m and K
(1)
N−m are modeled as
being distributed according to the TS-BBM distribution i.e.,
p ∼ TS-Beta(pl, pu; a, b)
K(0)m | p ∼ Binomial(m, p)
K(0)m ∼ TS-BBM(pl, pu;m, a, b); (24)
q ∼ TS-Beta(ql, qu; c, d)
K
(1)
N−m | q ∼ Binomial(N −m, q)
K
(1)
N−m ∼ TS-BBM(ql, qu;N −m, c, d); (25)
K(0)m ⊥ K(1)N−m. (26)
Before we derive expressions for the mean and variance of
the number of bit errors per frame resulting from a TS-BBM
channel model, we introduce some simplifying notation as
follows. Let
U (i)pj = Bpj (a+ i, b) (27)
V (i)qj = Bqj (c+ i, d) (28)
where j ∈ {l, u} and i ∈ {0, 1, 2}.
Proposition 3: The mean and variance of K(0) and K(1)
for a TS-BBM channel model are given by
E[K(0)] =
N
2
(
U
(1)
pu − U (1)pl
U
(0)
pu − U (0)pl
)
(29)
Var[K(0)] =
N
2
(
U
(1)
pu − U (1)pl
U
(0)
pu − U (0)pl
)(
1− N
2
(
U
(1)
pu − U (1)pl
U
(0)
pu − U (0)pl
))
+
N(N − 1)
4
(
U
(2)
pu − U (2)pl
U
(0)
pu − U (0)pl
)
; (30)
E[K(1)] =
N
2
(
V
(1)
qu − V (1)ql
V
(0)
qu − V (0)ql
)
(31)
Var[K(1)] =
N
2
(
V
(1)
qu − V (1)ql
V
(0)
qu − V (0)ql
)(
1− N
2
(
V
(1)
qu − V (1)ql
V
(0)
qu − V (0)ql
))
+
N(N − 1)
4
(
V
(2)
qu − V (2)ql
V
(0)
qu − V (0)ql
)
. (32)
Proof: See Appendix B.
5Proposition 4: The mean and the variance of K for a
TS-BBM channel model are given by
E[K] =
N
2
(
U
(1)
pu − U (1)pl
U
(0)
pu − U (0)pl
+
V
(1)
qu − V (1)ql
V
(0)
qu − V (0)ql
)
(33)
Var[K] =
N
2
(
U
(1)
pu − U (1)pl
U
(0)
pu − U (0)pl
)(
1− N
2
(
U
(1)
pu − U (1)pl
U
(0)
pu − U (0)pl
))
+
N
2
(
V
(1)
qu − V (1)ql
V
(0)
qu − V (0)ql
)(
1− N
2
(
V
(1)
qu − V (1)ql
V
(0)
qu − V (0)ql
))
+
N(N − 1)
4
(
U
(2)
pu − U (2)pl
U
(0)
pu − U (0)pl
+
V
(2)
qu − V (2)ql
V
(0)
qu − V (0)ql
)
−N
2
(
U
(1)
pu − U (1)pl
U
(0)
pu − U (0)pl
)(
V
(1)
qu − V (1)ql
V
(0)
qu − V (0)ql
)
. (34)
Proof: See Appendix C.
Proposition 5: The mean and variance of K(0), K(1), K
corresponding to a TS-BBM channel model can be expressed
in terms of the mean and variance of K˜(0), K˜(1), K˜ corre-
sponding to a BBM channel model with the same parameters,
as
E[K(0)] = E[K˜(0)]−∆(0)mean (35)
Var[K(0)] = Var[K˜(0)]−∆(0)var; (36)
E[K(1)] = E[K˜(1)]−∆(1)mean (37)
Var[K(1)] = Var[K˜(1)]−∆(1)var; (38)
E[K] = E[K˜]−∆mean (39)
Var[K] = Var[K˜]−∆var (40)
where
∆(0)mean =
N
2
1
(a+ b)
δp
ηp
(41)
∆(0)var =
N
4
(
w1
δp
ηp
+ w2
φp
ηp
+ w3
(
δp
ηp
)2)
; (42)
∆(1)mean =
N
2
1
(c+ d)
δq
ηq
(43)
∆(1)var =
N
4
(
w4
δq
ηq
+ w5
φq
ηq
+ w6
(
δq
ηq
)2)
; (44)
∆mean =
N
2
(
1
(a+ b)
δp
ηp
+
1
(c+ d)
δq
ηq
)
(45)
∆var =
N
4
(
w7
δp
ηp
+ w8
δq
ηq
+ w2
φp
ηp
+ w5
φq
ηq
+w3
(
δp
ηp
)2
+ w6
(
δq
ηq
)2
+ w9
δp
ηp
δq
ηq
)
, (46)
w1 =
(a+ b)(a+ 2b+ 1) +N(b− a(a+ b+ 1))
(a+ b)2(a+ b+ 1)
(47)
w2 =
N − 1
a+ b+ 1
w3 =
N
(a+ b)2
(48)
w4 =
(c+ d)(c+ 2d+ 1) +N(d− c(c+ d+ 1))
(c+ d)2(c+ d+ 1)
(49)
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Fig. 3. Plot showing |∆(x)mean| and |∆(x)var| obtained using Algorithm 1,
corresponding to the beta distributions at 6,000 P/E cycles for vendor-A chip.
N = 8192, µ = 10−6,  = 0.01.
w5 =
N − 1
c+ d+ 1
w6 =
N
(c+ d)2
(50)
w7 =
N(b− a(a+ b+ 1))
(a+ b)2(a+ b+ 1)
+
2d
(a+ b)(c+ d)
(51)
w8 =
N(d− c(c+ d+ 1))
(c+ d)2(c+ d+ 1)
+
2b
(a+ b)(c+ d)
(52)
w9 =
2
(a+ b)(c+ d)
. (53)
Proof: See Appendix D.
C. Choosing the Truncation Intervals
As shown in Proposition 5, the mean and variance statistics
of the number of bit errors per frame for the TS-BBM channel
model differ from those of the BBM channel model and this
difference depends on the functions ηp, ηq , δp, δq , φp, φq of
the truncation points (pl, pu), (ql, qu) of the TS-BBM channel
model. Recall that ηp, ηq represent the area under the beta
pdf curve (probability) between the chosen truncation points.
For choosing the truncation intervals of a TS-BBM channel
model, we let ηp, ηq be equal to some large probability value,
e.g., ηp = 1−  and ηq = 1−  where   1. Subject to the
constraints on ηp, ηq , the choice of the truncation intervals
should be such that the respective differences between the
mean and the variance of the number of bit errors per frame for
the TS-BBM and the BBM channel models are minimized; i.e.,
|∆(0)mean|, |∆(1)mean| and |∆(0)var|, |∆(1)var| are minimized. Ideally,
we would want to solve the following optimization problems
to determine the optimal truncation intervals for the TS-BBM
channel model:
(P1) Choose points p∗l , p
∗
u s.t. ηp = 1−  and
|∆(0)mean| and |∆(0)var| are minimized. (54)
(P2) Choose points q∗l , q
∗
u s.t. ηq = 1−  and
|∆(1)mean| and |∆(1)var| are minimized. (55)
However there are some major issues we encounter when
trying to solve (P1) and (P2) directly. The first issue is that
6the constraints in the above optimization problems involve
incomplete beta functions (expressions for ηp and ηq) which
do not have a closed form and the constraints are nonlinear.
The second issue is that it is not known if |∆(0)mean| and
|∆(0)var| (and similarly |∆(1)mean| and |∆(1)var|) can be minimized
simultaneously subject to the given constraints; i.e., it is not
known if feasible solutions exist for problems (P1) and (P2).
Hence we propose a numerical discrete search algorithm
to find the truncation intervals that minimize |∆(0)mean| (resp.,
|∆(1)mean|) and |∆(0)var| (resp., |∆(1)var|) separately, subject to the
relaxed constraints 1 −  ≤ ηp < 1 and 1 −  ≤ ηq < 1. The
justification for the relaxed constraints is that, in the context
of deriving a TS-BBM channel model from a BBM channel
model, the specific values of ηp and ηq are not very important
in practice as long as they are close to 1, which ensures
that the TS-BBM channel model preserves the variability
(randomness) of the original BBM channel model as much as
possible. The numerical discrete search algorithm is described
by Algorithms 1 and 2. The search for the truncation interval
is done by dividing the continuous interval [0, 1] into a set of
discrete points with resolution µ. Using pairs of these points
as endpoints, windows that satisfy the relaxed constraints are
identified. The algorithm then computes |∆(x)mean| or |∆(x)var|,
and picks the window with a minimum value as the truncation
interval. Fig. 3 shows a plot of the |∆(x)mean| and |∆(x)var|
obtained using the numerical discrete search algorithm. We
note that it appears that an absolute minimum exists for
|∆(x)mean| functions whereas for |∆(x)var| functions, it does not
appear to be so. However choosing a small µ ensures that
the algorithm provides accurate results for practical purposes,
as shown in Table IV. The complexity of Algorithm 1 is
O(l log l) where l = 1/µ.
Algorithm 1 Get Truncation Interval
Input: N , α, β, , µ, optParam
Output: Truncation interval points θˆl and θˆu
1: cIntervals = searchCandidates(α, β, , µ)
2: Initialize ∆¯ as an empty vector.
3: Initialize intervalCount = 0.
4: for θl, θu ∈ cIntervals do
5: Compute ηθ using (15).
6: Compute δθ using (17) and φθ using (19).
7: if optParam == “mean” then
8: ∆¯[intervalCount] = |∆(x)mean|
9: else
10: ∆¯[intervalCount] = |∆(x)var|
11: intervalCount = intervalCount + 1
12: minimumIndex = arg min ∆¯
13: return θˆl, θˆu = cIntervals[minimumIndex]
D. Results
Table II and Table III show the truncation intervals for
the TS-BBM channel models obtained using Algorithm 1
for vendor-A and vendor-B flash memory chips, respectively.
We observe that the truncation intervals corresponding to the
min |∆(x)var| constraint are wider than those corresponding to
Algorithm 2 searchCandidates(α, β, , µ)
Input: α, β, , µ
Output: List of candidate truncation interval pairs [θl, θu].
1: Divide the unit interval [0, 1] into l equal intervals where
l = 1/µ and store the points in a list candidatePoints.
2: Compute cumulative distribution function F of Beta(α, β)
at every point in candidatePoints.
3: Initialize candidateList as an empty list.
4: for startPoint ∈ candidatePoints do
5: Using binary search, find the smallest interval
[startPoint, endPoint] such that
F (endPoint)− F (startPoint) ≥ 1− .
6: Add [startPoint, endPoint] to candidateList.
7: return candidateList
TABLE II
TRUNCATION INTERVALS FOR THE TS-BBM CHANNEL MODELS
OBTAINED USING ALGORITHM 1 USING N = 8192, µ = 10−6 ,  = 0.01
FOR VENDOR-A CHIP. ALL TRUNCATION INTERVAL POINTS SHOULD BE
MULTIPLIED BY 10−3 .
P/E Vendor-A, Upper Page
Cycles min |∆(x)mean| min |∆(x)var|
x = 0 x = 1 x = 0 x = 1
pl pu ql qu pl pu ql qu
6000 1.64 4.89 0.78 2.64 1.71 6.16 0.82 3.36
8000 2.66 8.35 1.56 4.69 2.79 11.02 1.63 6.01
10000 4.06 12.51 2.54 7.03 4.26 16.18 2.66 8.81
Vendor-A, Lower Page
6000 0.000 0.064 2.76 9.14 0.000 0.064 2.90 12.34
8000 0.001 0.083 3.94 12.56 0.001 0.083 4.13 16.79
10000 0.001 0.111 5.64 16.34 0.001 0.111 5.91 21.87
TABLE III
TRUNCATION INTERVALS FOR THE TS-BBM CHANNEL MODELS
OBTAINED USING ALGORITHM 1 USING N = 8192, µ = 10−6 ,  = 0.01
FOR VENDOR-B CHIP. ALL TRUNCATION INTERVAL POINTS SHOULD BE
MULTIPLIED BY 10−3 .
P/E Vendor-B, Upper Page
Cycles min |∆(x)mean| min |∆(x)var|
x = 0 x = 1 x = 0 x = 1
pl pu ql qu pl pu ql qu
6000 0.36 1.37 0.31 2.29 0.38 1.64 0.34 3.41
8000 0.80 3.05 0.60 4.18 0.84 3.78 0.65 5.56
10000 1.44 6.05 1.17 6.63 1.53 7.83 1.25 10.84
Vendor-B, Lower Page
6000 0.000 0.004 1.70 6.63 0.000 0.004 1.80 8.68
8000 0.000 0.004 3.58 13.04 0.000 0.004 3.78 18.90
10000 0.000 0.004 6.33 22.71 0.000 0.004 6.68 30.54
the min |∆(x)mean| constraint. This is expected because a wider
support would lead to a larger variance for the number of bit
errors per frame in the TS-BBM channel model. Fig. 4 shows
the beta pdf and the truncation intervals at 8,000 P/E cycles.
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COMPARISON OF MEAN AND VARIANCE OF THE NUMBER OF BIT ERRORS
PER FRAME OBTAINED FROM EXPERIMENT, BBM AND TS-BBM
CHANNEL MODELS USING N = 8192,  = 0.01 AND µ = 10−6 FOR
VENDOR-A CHIP.
P/E Vendor-A, Upper Page
Cycles Experiment BBM TS-BBM TS-BBM
min |∆(x)mean| min |∆(x)var|
Mean Variance Mean Variance Mean Variance Mean Variance
6000 18.43 30.06 18.43 27.06 18.43 26.42 18.52 26.79
8000 32.01 66.43 32.01 57.88 32.01 55.96 32.17 56.97
10000 48.88 125.99 48.88 105.10 48.88 100.92 49.11 102.97
Vendor-A, Lower Page
6000 21.90 46.71 21.90 46.90 21.90 45.04 22.01 46.01
8000 30.55 75.89 30.55 76.25 30.55 72.86 30.71 74.54
10000 41.37 111.35 41.37 111.92 41.37 106.68 41.56 109.13
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Fig. 4. Plot showing the beta pdf corresponding to the upper page 0 → 1
errors BBM channel model and the truncation interval points, pl and pu
corresponding to TS-BBM channel models in Table II at 8,000 P/E cycles for
vendor-A chip.
We also observe that for the TS-Beta distributions of the lower
page 0→ 1 bit errors, the truncation intervals for both the
min |∆(x)mean| and min |∆(x)var| constraints are exactly the same.
This is because the 0→ 1 bit error probability in the lower
page is extremely small during P/E cycling, as was observed
in [1], which leads to a very narrow-width beta distribution.
Because we have  = 0.01, in this case there is only one
truncation interval that satisfies the probability mass condition
given in step 5 of Algorithm 2. The mean and variance of the
total number of bit errors per frame for the TS-BBM channel
models in Table II are shown in Table IV and are compared
with the statistics obtained from empirical data and the BBM
channel models. We observe that the TS-BBM channel models
optimized for the min |∆(x)mean| constraint are able to match the
mean corresponding to the BBM channel models, which yields
a precise estimate of the average raw bit error rate (RBER).
Fig. 5 shows the FER performance of a regular QC-LDPC
code and a Polar code, respectively, using empirical data, as
well as the 2-BAC, 2-BBM and 2-TS-BBM channel models
for vendor-B chip. The empirical FER performance estimates
are obtained from the error data collected from MLC flash
memory chips during P/E cycling experiments. To estimate the
FER performance using the proposed channel models, Monte-
Carlo simulations are used where pseudo-random codewords
of the code are generated and transmitted through the appro-
priate channel model and the received codeword is decoded.
At least 400 frame errors are recorded for FER estimation.
The simulation of the TS-BBM channel model is implemented
using rejection sampling and the beta random variates are
generated using the SciPy library [13].
The regular quasi-cyclic LDPC (QC-LDPC) code parame-
ters are N = 8192, k = 7683, with dc = 64 and dv = 4, where
dc and dv refer to the check node and variable node degrees,
respectively, in the parity check matrix. A sum-product belief
propagation decoder with a maximum of 50 iterations and
early termination is used to decode the QC-LDPC code. A
detailed description of construction of the QC-LDPC code
is given in [1]. The polar code parameters are N = 8192,
k = 7684 and it is optimized for a binary symmetric channel
(BSC) with bit error probability p = 0.001 using the construc-
tion technique proposed in [14]. The successive cancellation
list (SC-List) decoder proposed in [15] is used for decoding
the polar code with list size 8.
We observe that the ECC FER performance estimates ob-
tained using the min |∆(x)var| 2-TS-BBM channel model are
slightly more accurate (with respect to the empirical results)
than those obtained using the min |∆(x)mean| 2-TS-BBM channel
model. We also observe that the min |∆(x)var| 2-TS-BBM
channel model is essentially the same as the BBM channel
model with respect to ECC FER performance estimation.
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Fig. 5. Comparison of FER performance of a regular QC-LDPC code and
a Polar code using empirical error data and simulated error data from the
2-BAC, 2-BBM and 2-TS-BBM channel models for vendor-B chip.
IV. CAPACITY OF THE TRUNCATED-SUPPORT
BETA-BINOMIAL CHANNEL MODEL
The capacity of the TS-BBM channel model can be derived
using the compound channel approach presented in Section II,
as shown in Lemma 1 and Theorem 2 below. Lemma 1 shows
that a pair of BACs can be ordered with respect to their mutual
information irrespective of the input probability distribution,
when their 0→ 1 and 1→ 0 bit error probability pairs (p, q),
can be ordered componentwise. This result is key to showing,
8in Theorem 2, that the capacity of the TS-BBM channel, which
is a compound channel consisting of a set of BACs, achieves
the upper bound given by the max-min inequality [11] on the
compound channel capacity.
Lemma 1: Given two BACs, BAC(X ,Z, (p1, q1)),
BAC(X ,Y, (p2, q2)) with 0 ≤ p2 ≤ p1 < 12 and
0 ≤ q2 ≤ q1 < 12 , there always exists a degrading
channel BAC(Y,Z, (p′, q′)) such that,
Pr(z|x) =
∑
y∈Y
Pr(y|x) Pr(z|y) (56)
and I(X;Z) ≤ I(X;Y ).
Proof: For the first part, it is sufficient to show that p′
and q′ obtained by solving the set of equations resulting from
(56) are always positive. From (56),
(1− p2)p′ + p2(1− q′) = p1 (57)
q2(1− p′) + (1− q2)q′ = q1. (58)
Solving (57) and (58),
q′ =
(q1 − q2)(1− p2) + (p1 − p2)q2
1− p2 − q2 (59)
p′ =
(p1 − p2)(1− q2) + (q1 − q2)p2
1− p2 − q2 . (60)
Clearly, q′ ≥ 0 and p′ ≥ 0.
Since X → Y → Z form a Markov chain, the data processing
inequality [16] implies that we have I(X;Z) ≤ I(X;Y ).
Assume, without loss of generality,
0 ≤ pl < pu < 1
2
0 ≤ ql < qu < 1
2
. (61)
Theorem 2: The capacity of a TS-BBM channel is equal to
the capacity of a BAC(X ,Y, (pu, qu)) given by
CTS-BBM =
(
pu
1− pu − qu
)
h(qu)−
(
1− qu
1− pu − qu
)
h(pu)+
log2
(
1 + 2
h(pu)−h(qu)
1−pu−qu
)
. (62)
Proof: The TS-BBM channel is also a compound
channel consisting of a set of BACs with varying states
s ∈ S where S = {(p, q)|p ∼ TS-Beta(pl, pu; a, b), q ∼
TS-Beta(ql, qu; c, d)}. Using the compound channel approach,
the capacity of the TS-BBM channel is given by
CTS-BBM = sup
p¯i
inf
s∈S
Ip¯i,s(X;Y ) (63)
Using Lemma 1, ∀s ∈ S and p¯i, Ip¯i,s(X;Y ) ≥ Ip¯i,s′(X;Y ),
where s′ = (pu, qu). Therefore,
inf
s∈S
Ip¯i,s(X;Y ) = Ip¯i,s′(X;Y ) (64)
so
CTS-BBM = sup
p¯i
Ip¯i,s′(X;Y ) (65)
From (65), CTS-BBM is equal to the capacity of
BAC(X ,Y, (pu, qu)) and is given by (62).
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Fig. 6. Plot showing the evolution of TS-BBM channel model capacities as
a function of P/E cycle count for lower and upper pages of vendor-A flash
memory chip.  = 0.01, µ = 10−6.
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Fig. 7. Plot showing the evolution of TS-BBM channel model capacities as
a function of P/E cycle count for lower and upper pages of vendor-B flash
memory chip.  = 0.01, µ = 10−6.
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Fig. 8. Plot showing the TS-BBM channel model capacities corresponding to
lower and upper pages of vendor-A flash memory chip at 8,000 P/E cycles for
different values of  parameter. µ = 10−8 for LP, min |∆(x)var| and µ = 10−6
for others.
9Figures 6 and 7 show the TS-BBM channel model capacity
estimates for both the lower and upper pages of vendor-A
and vendor-B flash memory chips respectively. The changing
TS-BBM channel model capacity estimates across P/E cycles
are indicative of the rate of degradation of the underlying
flash memory channel, for e.g., the TS-BBM channel model
capacity for the upper page of vendor-A chip decreases from
∼0.99 at 3, 000 P/E cycles to ∼0.92 at 10, 000 P/E cycles.
We also note that for vendor-B chip, the upper page TS-BBM
channel models consistently have larger capacity than the
lower page TS-BBM channel models at all P/E cycles, whereas
this is not the case for vendor-A chip. Such knowledge of
the page capacities as a function of P/E cycle count in flash
memories could be useful and advantageous for ECC design.
For example, the estimates of the page capacities can be
directly utilized for designing rate adaptive ECC schemes and
for optimally distributing redundancy between the lower and
upper pages at different lifetime stages of the MLC flash
memory. We also observe that the TS-BBM channel models
optimized for min |∆(x)mean| have larger capacities than those
optimized for min |∆(x)var|. Fig. 8 shows the variation of the TS-
BBM channel model capacities with respect to the  parameter.
Choosing a larger  generally leads to a larger capacity TS-
BBM channel model; however a larger  also results in a
narrower truncation interval of the beta pdf. Hence a TS-BBM
channel model corresponding to large  may not be able to
accurately model the variance of the number of bit errors per
frame resulting in optimistic ECC FER performance estimates.
A. Coding for the TS-BBM Channel Model
Recall that the TS-BBM channel model is a compound
channel consisting of a set of BACs with varying states
s ∈ S where S = {(p, q)|p ∼ TS-Beta(pl, pu; a, b), q ∼
TS-Beta(ql, qu; c, d)}. From Theorem 2, the capacity of a
TS-BBM channel model is equal to the capacity of the most
noisy channel i.e., BAC(X ,Y, (pu, qu)). Although coding
techniques based on polar codes and sparse graph codes for
achieving the capacity of a single BAC have been proposed
in the literature [17]–[19], the application of such techniques
to a set of BACs as represented by the TS-BBM compound
channel appears to be a difficult problem.
Therefore, we look at existing coding techniques that can
achieve the symmetric information rate (SIR) of the TS-BBM
channel. The SIR of a binary DMC is defined as its mutual
information with a uniform input probability distribution. It is
known that the difference between the capacity and the SIR of
a binary DMC (∆C,SIR) is at most ∼5.8% of its capacity [20].
Hence, we compute and show this difference between the
capacity and the SIR of the TS-BBM channel model as a
function of the P/E cycle count, in Figures 9 and 10, for the
lower page and upper page models, respectively. We observe
that this difference between the capacity and the SIR of the
TS-BBM channel model is extremely small for both pages.
Therefore for practical applications, the loss (in capacity) is
almost negligible if we use linear codes that achieve the SIR
of the TS-BBM channel.
Under the assumption that both the encoder and decoder
have no knowledge of the channel state, we require a single
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Fig. 9. Plot showing the difference between the capacity and the sym-
metric information rate (SIR) for the lower page TS-BBM channel models
corresponding to vendor-A and vendor-B flash memory chips.  = 0.01,
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Fig. 10. Plot showing the difference between the capacity and the sym-
metric information rate (SIR) for the upper page TS-BBM channel models
corresponding to vendor-A and vendor-B flash memory chips.  = 0.01,
µ = 10−6.
code that can achieve the SIR of all the component BACs of
the TS-BBM channel. Polar codes have been shown to achieve
the SIR of any binary DMC [21]. The SIR of a single BAC
can be achieved by a polar code constructed as shown in [21],
with a suitable choice of values for the frozen bits. However,
finding such a set of frozen bit values of a polar code for
asymmetric binary DMCs such as the BAC is an open problem.
Even though the component BACs in the TS-BBM channel
model are ordered by degradation, it is not clear if the frozen
bit indices of polar codes corresponding to these component
BACs are aligned. We leave these problems open for future
work.
V. CONCLUSION
Using the compound channel model approach, we showed
that the beta-binomial (BBM) channel model for MLC flash
memories proposed in [1] has zero capacity. Flash memories
in practice do have non-zero positive capacities and hence
the BBM channel model appears to be a very pessimistic
model. As an alternative, based on empirical observations,
we proposed the truncated-support beta-binomial (TS-BBM)
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channel model for MLC flash memories and derived its
capacity. We used empirical error characterization data from
1X-nm and 2Y-nm MLC flash memories [1] to obtain the
TS-BBM channel model parameters and estimate its capacity.
Using FER performance results for a regular QC-LDPC code
and a polar code, we also showed that the 2-TS-BBM channel
model is almost as good as the BBM channel model for ECC
FER performance estimation. When using a single binary ECC
for all pages in MLC flash memories, the TS-BBM channel
model capacity represents an upper bound on the rate of the
ECC. This is because, the ECC must be able to correct all
the errors resulting from the most noisy channel in the set of
channels represented by the TS-BBM channel model.
APPENDIX A
PROOF OF PROPOSITION 2
The mean of a TS-BBM random variable Z is given by
E[Z] =
n∑
z=0
z Pr(Z = z)
=
n∑
z=0
z
(
n
z
)(
Bθu(α+ z, β + n− z)
Bθu(α, β)−Bθl(α, β)
−
Bθl(α+ z, β + n− z)
Bθu(α, β)−Bθl(α, β)
)
. (66)
Let
tθu =
n∑
z=0
z
(
n
z
)
Bθu(α+ z, β + n− z)
=
n∑
z=0
z
(
n
z
)∫ θu
0
λα+z−1(1− λ)β+n−z−1dλ
=
∫ θu
0
(
n∑
z=0
z
(
n
z
)
λz−1(1− λ)n−z
)
λα−1(1− λ)β−1dλ.
The term in parentheses in the above equation is the expected
value of a binomial random variable with parameters n and
λ, namely nλ. Substituting, we have
tθu = n
∫ θu
0
λα+1−1(1− λ)β−1dλ
= nBθu(α+ 1, β). (67)
Similarly,
tθl = nBθl(α+ 1, β). (68)
Substituting (67), (68) in (66), we find
E[Z] = n
(
Bθu(α+ 1, β)−Bθl(α+ 1, β)
Bθu(α, β)−Bθl(α, β)
)
. (69)
To relate E[Z] and E[Z˜] where Z˜ is a beta-binomial random
variable, we use the recurrence relations [12]
Bx(α+ 1, β)
B(α+ 1, β)
=
Bx(α, β)
B(α, β)
− x
α(1− x)β
αB(α, β)
(70)
B(α+ 1, β) =
(
α
α+ β
)
B(α, β) (71)
B(α, β + 1) =
(
β
α+ β
)
B(α, β). (72)
Using (70), (71), (72) in (69), we get
E[Z] =
nα
α+ β
−
(
n
α+ β
)
δθ
ηθ
= E[Z˜]−
(
n
α+ β
)
δθ
ηθ
. (73)
To compute the variance, we compute the second moment of
Z, E[Z2], as follows,
E[Z2] =
n∑
z=0
z2 Pr(Z = z)
=
n∑
z=0
z2
(
n
z
)(
Bθu(α+ z, β + n− z)
Bθu(α, β)−Bθl(α, β)
−
Bθl(α+ z, β + n− z)
Bθu(α, β)−Bθl(α, β)
)
. (74)
Let,
t¯θu =
n∑
z=0
z2
(
n
z
)
Bθu(α+ z, β + n− z)
=
n∑
z=0
z2
(
n
z
)∫ θu
0
λα+z−1(1− λ)β+n−z−1dλ
=
∫ θu
0
(
n∑
z=0
z2
(
n
z
)
λz−1(1− λ)n−z
)
λα−1(1− λ)β−1dλ.
The term in parentheses in the above equation is the second
moment of a binomial random variable with parameters n and
λ, namely n(n− 1)λ2 + nλ. Substituting, we have
t¯θu = n(n− 1)
∫ θu
0
λα+2−1(1− λ)β−1dλ
+n
∫ θu
0
λα+1−1(1− λ)β−1dλ
= n(n− 1)Bθu(α+ 2, β) + nBθu(α+ 1, β). (75)
Similarly,
t¯θl = n(n− 1)Bθu(α+ 2, β) + nBθu(α+ 1, β). (76)
Substituting (75), (76) in (74), we find
E[Z2] = n(n− 1)
(
Bθu(α+ 2, β)−Bθl(α+ 2, β)
Bθu(α, β)−Bθl(α, β)
)
+n
(
Bθu(α+ 1, β)−Bθl(α+ 1, β)
Bθu(α, β)−Bθl(α, β)
)
; (77)
Var[Z] = E[Z2]− (E[Z])2
= n
(
Bθu(α+ 1, β)−Bθl(α+ 1, β)
Bθu(α, β)−Bθl(α, β)
)
(
1− n
(
Bθu(α+ 1, β)−Bθl(α+ 1, β)
Bθu(α, β)−Bθl(α, β)
))
+
n(n− 1)
(
Bθu(α+ 2, β)−Bθl(α+ 2, β)
Bθu(α, β)−Bθl(α, β)
)
.(78)
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Using the recurrence relations (70), (71), (72) in (78), we get
Var[Z] = Var[Z˜]−
(
nβ(α+ β + n)
(α+ β)2(α+ β + 1)
)
δθ
ηθ
− n
2
(α+ β)2
(
δθ
ηθ
)2
−
(
n(n− 1)
α+ β + 1
)
φθ
ηθ
(79)
where Var[Z˜] is the variance of a BBM random variable
and ηθ, δθ, φθ are defined in equations (15), (17), (19),
respectively.
APPENDIX B
PROOF OF PROPOSITION 3
The probability distribution of K(0) in terms of the proba-
bility distribution of K(0)m is given by [1]
Pr(K(0) = k) =
N∑
m=k
(
N
m
)
2N
Pr(K(0)m = k)
=
N∑
m=k
(
N
m
)
2N
(
m
k
)(
Bpu(a+ k, b+m− k)
Bpu(a, b)−Bpl(a, b)
−
Bpl(a+ k, b+m− k)
Bpu(a, b)−Bpl(a, b)
)
. (80)
The mean of K(0) is given by
E[K(0)] =
N∑
k=0
kPr(K(0) = k)
=
1
2N
N∑
m=0
(
N
m
)
E[K(0)m ]
=
1
2N
N∑
m=0
(
N
m
)
m
(
Bpu(a+ 1, b)−Bpl(a+ 1, b)
Bpu(a, b)−Bpl(a, b)
)
=
N
2
(
U
(1)
pu − U (1)pl
U
(0)
pu − U (0)pl
)
. (81)
The second moment of K(0) is given by
E[(K(0))2] =
N∑
k=0
k2 Pr(K(0) = k)
=
1
2N
N∑
m=0
(
N
m
)
E[(K(0)m )
2]. (82)
Using (77),
E[(K(0)m )
2] = m(m− 1)
(
Bpu(a+ 2, b)−Bpl(a+ 2, b)
Bpu(a, b)−Bpl(a, b)
)
+m
(
Bpu(a+ 1, b)−Bpl(a+ 1, b)
Bpu(a, b)−Bpl(a, b)
)
. (83)
Substituting (83) in (82) and simplifying, we get
E[(K(0))2] =
N(N − 1)
4
(
Bpu(a+ 2, b)−Bpl(a+ 2, b)
Bpu(a, b)−Bpl(a, b)
)
+
N
2
(
Bpu(a+ 1, b)−Bpl(a+ 1, b)
Bpu(a, b)−Bpl(a, b)
)
=
N(N − 1)
4
(
U
(2)
pu − U (2)pl
U
(0)
pu − U (0)pl
)
+
N
2
(
U
(1)
pu − U (1)pl
U
(0)
pu − U (0)pl
)
. (84)
Therefore, using (81) and (84), we get
Var[K(0)] = E[(K(0))2]− (E[K(0)])2
=
N
2
(
U
(1)
pu − U (1)pl
U
(0)
pu − U (0)pl
)(
1− N
2
(
U
(1)
pu − U (1)pl
U
(0)
pu − U (0)pl
))
+
N(N − 1)
4
(
U
(2)
pu − U (2)pl
U
(0)
pu − U (0)pl
)
. (85)
Note that we have used the following combinatorial identities
to simplify the summations in this proof:
N∑
m=0
(
N
m
)
m = N2N−1 (86)
N∑
m=0
(
N
m
)
m2 = (N +N2)2N−2. (87)
The expressions for E[K(1)] and Var[K(1)] can be derived
similarly.
APPENDIX C
PROOF OF PROPOSITION 4
By definition, we have
K = K(0) +K(1) (88)
E[K] = E[K(0)] + E[K(1)]. (89)
Using the results of Proposition 3, we have
E[K] =
N
2
(
U
(1)
pu − U (1)pl
U
(0)
pu − U (0)pl
+
V
(1)
qu − V (1)ql
V
(0)
qu − V (0)ql
)
. (90)
(91)
To compute Var[K], we first need E[K2], derived as follows:
E[K2] =
1
2N
N∑
m=0
(
N
m
)
E[K2m] (92)
where E[K2m] = Var[Km] + (E[Km])
2. (93)
E[Km] = E[K
(0)
m ] + E[K
(1)
N−m] (94)
Var[Km] = Var[K
(0)
m ] + Var[K
(1)
N−m]. (95)
Using the results of Proposition 2, we obtain
E[Km] = m
(
Bpu(a+ 1, b)−Bpl(a+ 1, b)
Bpu(a, b)−Bpl(a, b)
)
+
(N −m)
(
Bqu(c+ 1, d)−Bql(c+ 1, d)
Bqu(c, d)−Bql(c, d)
)
(96)
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Var[Km] = m
(
Bpu(a+ 1, b)−Bpl(a+ 1, b)
Bpu(a, b)−Bpl(a, b)
)
−
m2
(
Bpu(a+ 1, b)−Bpl(a+ 1, b)
Bpu(a, b)−Bpl(a, b)
)2
+
m(m− 1)
(
Bpu(a+ 2, b)−Bpl(a+ 2, b)
Bpu(a, b)−Bpl(a, b)
)
+
(N −m)
(
Bqu(c+ 1, d)−Bql(c+ 1, d)
Bqu(c, d)−Bql(c, d)
)
−
(N −m)2
(
Bqu(c+ 1, d)−Bql(c+ 1, d)
Bqu(c, d)−Bql(c, d)
)2
+
(N −m)(N −m− 1)(
Bqu(c+ 2, d)−Bql(c+ 2, d)
Bqu(c, d)−Bql(c, d)
)
. (97)
E[K2m] can be computed using equations (93), (96) and (97).
Using E[K2m] in equation (92), E[K
2] can be computed and
thus Var[K] can be written as
Var[K] = E[K2]− (E[K])2
=
N
2
(
U
(1)
pu − U (1)pl
U
(0)
pu − U (0)pl
)(
1− N
2
(
U
(1)
pu − U (1)pl
U
(0)
pu − U (0)pl
))
+
N
2
(
V
(1)
qu − V (1)ql
V
(0)
qu − V (0)ql
)(
1− N
2
(
V
(1)
qu − V (1)ql
V
(0)
qu − V (0)ql
))
+
N(N − 1)
4
(
U
(2)
pu − U (2)pl
U
(0)
pu − U (0)pl
+
V
(2)
qu − V (2)ql
V
(0)
qu − V (0)ql
)
−N
2
(
U
(1)
pu − U (1)pl
U
(0)
pu − U (0)pl
)(
V
(1)
qu − V (1)ql
V
(0)
qu − V (0)ql
)
. (98)
Note that we have used the following combinatorial identities
to simplify the summations in this proof:
N∑
m=0
(
N
m
)
m = N2N−1 (99)
N∑
m=0
(
N
m
)
m2 = (N +N2)2N−2. (100)
This completes the proof.
APPENDIX D
PROOF OF PROPOSITION 5
Using (15), (17)-(19) and the recurrence relations in (70)-
(72), we have
U
(1)
pu − U (1)pl
U
(0)
pu − U (0)pl
=
a
a+ b
− 1
(a+ b)
δp
ηp
(101)
U
(2)
pu − U (2)pl
U
(0)
pu − U (0)pl
=
a(a+ 1)
(a+ b)(a+ b+ 1)
− a+ 1
(a+ b)(a+ b+ 1)
δp
ηp
− 1
(a+ b+ 1)
φp
ηp
(102)
V
(1)
qu − V (1)ql
V
(0)
qu − V (0)ql
=
c
c+ d
− 1
(c+ d)
δq
ηq
(103)
V
(2)
qu − V (2)ql
V
(0)
qu − V (0)ql
=
c(c+ 1)
(c+ d)(c+ d+ 1)
− c+ 1
(c+ d)(c+ d+ 1)
δq
ηq
− 1
(c+ d+ 1)
φq
ηq
. (104)
Substituting (101) and (102) in the expressions for E[K(0)]
and Var[K(0)] given by Proposition 3 and simplifying, we de-
rive the relationships between E[K(0)], E[K˜(0)] and between
Var[K(0)], Var[K˜(0)] as
E[K(0)] = E[K˜(0)]−∆(0)mean (105)
Var[K(0)] = Var[K˜(0)]−∆(0)var (106)
The relationships among E[K(1)], E[K˜(1)] and Var[K(1)],
Var[K˜(1)] can be derived similarly. Substituting (101)-(104) in
the expressions for E[K] and Var[K] given by Proposition 4
and simplifying, we derive the relationships between E[K],
E[K˜] and between Var[K], Var[K˜] as
E[K] = E[K˜]−∆mean (107)
Var[K] = Var[K˜]−∆var. (108)
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