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Abstract--We present a new set of codes for solving almost block diagonal systems of linear equations 
and for performing multiplicative operations with matrices represented using the same data structures. 
These data structures arise when solving ordinary differential equation boundary value problems with 
non-separated boundary conditions by finite differences, and when using spline collocation methods. Our 
codes are written in a modular form using the BLAS and are intended to take advantage of vector 
architecture and, to a limited extent, parallelism. 
1. INTRODUCTION 
Recently, there have appeared implementations of a number of algorithms for solving almost block 
diagonal (ABD) systems of linear equations 
Ax=b,  where A eR n×n and x, beRn. (1) 
The ABD form is illustrated in Fig. 1. The precise definition is given in Ref. [1] and in the prologue 
to the software described in this paper. A is said to be stored in ABD format if it is stored in an 
array of one dimension block by block, each block being stored column by column. Systems of 
this type arise in a wide variety of applications. In particular, they arise directly when solving 
ordinary differential equation boundary value problems with separated boundary conditions, using 
any "global method" based on local discretization. For example, they arise straightforwardly from 
finite-difference discretizations and also in spline collocation techniques [2, 3]. An analysis of the 
cost of using ABD software in this context is given in Ref. [4]. ABDs also arise when discretizing 
time-dependent partial differential equations in one space dimension by the method of lines. Indeed, 
Keast and Muir [5] have modified the well-known PDECOL code [6] to use ABD software for this 
data structure. The software is entirely appropriate to this application. The original PDECOL used 
banded matrix structures hence automatically carrying significant fill-in, implying an inefficiency 
in both memory and arithmetic operations. 
Algorithms for solving equation (1) when A is ABD have been available for some time (see, 
for example Ref. [7]) but portable FORTRAN 77 implementations in the public domain are of 
more recent origin. The code SOLVEBLOK [8] used row eliminations, with row interchanges to 
ensure numerical stability. This algorithm clearly leads to some fill-in. In contrast, the ARCECO 
family of codes [1] uses row and column eliminations and row and column interchanges. This 
family of codes is designed to produce no fill-in. Similarly designed is the unpublished code 
LAMPAK, discussed in Ref. [1], for the same problem, which employs row eliminations and row 
and column interchanges. Indeed, for both the latter sets of codes, whether to use a row or column 
interchange at the next stage of elimination is determined as the unique choice which avoids fill-in 
tThe work of the second author was partly carried out at the Numerical Algorithms Group Ltd, and at the Department 
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at that stage. Given the search direction (row or column), the pivot is chosen to maximize numerical 
stability. 
The basic elimination and substitution algorithms used in our codes are similar to those 
employed in LAMPAK and we expect he same numerical stability properties; see Hay [9] for a 
discussion of an earlier version. There are, however, a variety of design changes and improvements 
which we discuss in the next section. These changes improve portability especially to vector pipeline 
and parallel architectures. Also in the next section, we discuss a number of features provided for 
the first time in our code: 
(i) the code is able to solve either of 
AX=B,  ATX=B,  (2) 
where X, B e R . . . .  , for X, rather than just equation (1), and hence we can employ 
the condition estimator of Higham [10] directly on A when it is stored in ABD 
format; 
and 
(ii) we provide a code to compute ither of 
C =~C + flAB, C=~C + flATB, (3) 
given C, B e R . . . .  , and given A stored in ABD format, where ct, fl are scalars. 
The treatment of multiple right-hand sides, m >t 1, in equation (2) provides the only possibility of 
significant parallelization for a direct elimination approach to this problem. Similarly paralleliza- 
tion is possible in equations (3) when m > 1, but there may also be scope for m = 1 by exploiting 
the ABD structure of A. 
2. THE ABD SYSTEM CODE 
In Refs [1,9] codes are designed for solving equation (1), where A is ABD as shown in 
Fig. 1, without the necessity for fill-in. Our codes use basically the same algorithm and precisely 
the same data structure as in LAMPAK. So, we describe only the differences between the respective 
codes. 
J 
Fig. 1. ABD form. 
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Fig. 2. The special form for B in factorization (4). 
The algorithms described in Refs [1, 9] are presented as though they compute a decom- 
position 
A = PLBUQ,  (4) 
where P and Q are permutation matrices, L and U are respectively unit lower and upper triangular 
matrices and B has the form illustrated in Fig. 2. The elements of L, B and U are stored within 
the structure of A and their positions in A match precisely their positions in L, B and U respectively; 
the unit diagonals in L and U are implicit. The matrices P and Q are represented by a single n-vector 
of additional storage. In fact, the factorization (4) is only performed implicitly. That is, the matrices 
L and U are not formed but kept as a sequence of elementary matrices eparated by permutations. 
In contrast, in our code we form the decomposition 
A = PL 'U 'Q  (5) 
explicitly, simplifying the provision of vectorizable code in the forward and back substitution 
algorithm for solving equations (2). L' and U' are non-singular lower and upper triangular matrices 
respectively. 
In general, our aim has been to present codes which are portable and efficient across calar, vector 
and, to the limited extent permitted by the problem considered here, parallel architectures. We have 
kept the shell: calling sequences; data structures; overall strategy, etc. of LAMPAK but changed 
the internal code, making it more modular, to achieve our aim. The interchange strategy is that 
of LAMPAK, using alternating row and column interchanges, but the internal elimination 
structure has been changed entirely by resorting to the use of level 2 BLAS [11], where possible, 
and level 1 BLAS [12] elsewhere. Indeed, to maximize vectorizability, we have abandoned some 
operation count efficiencies resulting from exploiting reducibility in LAMPAK in favour of calling 
the level 2 BLAS on larger submatrices. 
One result of using level 2 BLAS wherever possible is that specific coding of the matrix-vector 
operations in the elimination process is completely removed from our hands. It is expected that 
the BLAS will be available, coded specifically for the host machine. However, for completeness, 
in the software announced in this paper we have included versions of the specific BLAS we call, 
coded in FORTRAN 77. 
LAMPAK is coded using a mixture of in-line DOT and AXPY operations equivalent to calls 
to level 1 BLAS. In consequence, assuming efficient machine-specific implementations of the level 
2 BLAS, we anticipate that out codes will be more efficient than LAMPAK when the "diagonal 
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blocks" of A are large. In our elimination code, xABDDC, and its subsidiaries we make calls to 
the level 2 BLAS: 
xGER--to perform a rank 1 update of a matrix, 
and the level 1 BLAS: 
xSWAP--to interchange two vectors; 
xSCAL--to scale a vector by a constant; 
and 
IxAMAX--to find the index of the largest element of a vector. 
The prefix x above (and later) denotes ingle (S) or double (D) precision. We supply both versions 
of the software. Having computed the decomposition A, we can solve either of the problems (2) 
in the usual way. Our code, xABDSL, implements a standard forward and backward substitution 
algorithm, for both problems (2), by calls to matrix-matrix level 3 BLAS routines [13]. This set 
of routines is applicable because of the multiple right-hand sides B e R" × m 
It is the solution phase of the code LAMPAK which fails to vectorize on most pipelined machines 
and it is in cases where there are many solutions to be computed for each decomposition where 
the greatest gains in efficiency are to be made. COLSYS [3] and COLNEW [4] provide examples 
where many successive solutions, with m = 1, are usually computed after each decomposition. Even 
greater gains will be made (especially on parallel processors) in applications where simultaneous 
solutions, m > 1, are to be computed. 
xABDSL calls the following level 3 BLAS: 
xGEMM--to multiply matrices; 
xTRSM--to perform triangular solutions with matrix right-hand sides; 
a type of level 3 BLAS not specified in Ref. [13]: 
xTXSM--to perform special solutions [see equations (6) and (7)] with matrix 
fight-hand sides; 
and the level 1 BLAS, SWAP. 
The code xTXSM is actually an extended level 3 BLAS (outside the standard) provided in the 
NAG FORTRAN Library [14] as F04LHX. It solves the problems 
CX = B, 
for X given B when C has the form 






C22 0 , 
C32 1~ 
(7) 
where C22 is lower triangular and p, q >/0. Clearly xTXSM could be implemented using just 
xTRSM and xGEMM but this will not be the most efficient approach at least for vector processors. 
In fact, in the sample implementations of the BLAS included here, each of the level 3 BLAS 
xGEMM, xTRSM and xTXSM are implemented byrepeated calls to level 2 BLAS implementing 
their matrix-vector equivalents. This should provide an efficient implementation on vector 
processors and for small numbers, m, of right-hand sides. However, when m ~> 1, on parallel 
machines there are likely to be alternative more efficient block implementations; forexample see 
Ref. [13]. 
In addition to the linear system solvers described above, we have a single code, xABDML, to 
compute ither of the products in equations (3), where B, C are in standard FORTRAN column 
storage form and A is an ABD system stored in the same way as for solving linear systems in 
problem (2). This software is provided because a user would have some difficulty coding efficiently 
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Loop until 
convergence 
Solution is X 
Factorize A 
Initialize X = 0 
Write 8 to R 
) Solve AY = R 
Add Y to X 
Write 8 to C 
~ C=C-~ 
Write C to R 
l 
Fig. 3. Iterative refinement algorithm. 
matrix-vector multiplication when the matrix is in ABD format. The multiplication is achieved by 
repeated calls to the level 3 BLAS xGEMM discussed above. The level 3 BLAS are intended to 
permit parallel computation by resorting to internal coding at a submatrix level. In the case of 
operations in equations (3), the repeated calls to xGEMM may also largely be performed in 
parallel. 
3. APPLICATIONS 
For the applications discussed in the introduction the efficiency of our software will be described 
elsewhere. The functionality provided through the operations in equations (2) and (3) permit us 
to compute a more reliable and accurate solution of ABD systems than was possible with earlier 
software for this problem. This can be achieved in two ways. 
First, the ability to solve both types of systems in equations (2) permits us to estimate cond(A) 
or cond(A T) using the technique described and implemented by Higham [10]. Since Higham's 
code is written in reverse communication, requiring the solutions of problem (2) externally, we 
are able to make immediate (unmodified) use of it. In Table 1, we report on a set of 10 tests 
each with random ABD matrices of size 50, 100, 200 such as could have arisen structurally 
from solving ODEs. We report on the ratio of the estimated condition number (always a lower 
bound) to the true condition number averaged over each set of problems. We also report the 
minimum value of this ratio for each set. For many of these problems the condition numbers 
were quite large (max 0.12 × 106). Note that we solve these two problems in equations (2) using 
just one factorization of A (which we would need anyway to solve our main problem). Hence, 
Higham's technique provides an accurate stimate of the condition of the problem at minimal 
overhead. 
The second "application" of our software to providing reliable and accurate solutions of ABD 
systems i the use of the multiplicative operations in equations (3) in combination with the equation 
solving operations of problem (2) to provide an iterative refinement facility for ABD systems. 
In cases where all REAL or all DOUBLE PRECISION calculations will suffice the software 
may be used directly. If single precision (REAL) working is the basic mode of operation and 
double precision accumulation is required, this can be achieved by making C in equations (3) and 
Fig. 3 a DOUBLE PRECISION array. Mixed mode arithmetic will then take care of the double 
precision accumulation and the result must be copied back to a single precision array before 
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proceeding with the operations in problem (2). We have catered for this by supplying a routine 
EABDML. An outline algorithm is presented in Fig. 3 (where A, B, X, Y and R are assumed single 
precision). 
All this relies on the fact that we have modified the level 3 BLAS SGEMM so that the 
input/output variable, also called C, is DOUBLE PRECISION. This routine we supply as 
EGEMM. 
4. CONCLUSIONS 
We have described software for the solution of linear systems and for matrix-matrix multipli- 
cation where the matrix involved is ABD. This software is designed to be portable across vector 
and parallel architectures. We have demonstrated that we have provided facilities which permit us 
to estimate the condition of an ABD matrix with sufficient accuracy that it might be used to 
determine strategy and we have provided the building blocks for an iterative refinement algorithm. 
Software availability 
The software described above is available at no cost in non-optimized source form through the 
electronic mail netlib system operated by Argonne National Laboratories. A version of the solvers 
(2) calling BLAS which are optimized for specific machines is available in the NAG Library 
Mark 13 [14], and the optimized software for the multiplicative operations in equation (3) will be 
available in Mark 14 of the NAG Library. 
Acknowledgement--The authors wish to thank R. I. Hay for his comments whilst drafting this paper. 
REFERENCES 
1. J. C. Diaz, G. Fairweather and P. Keast, FORTRAN packages for solving certain almost block diagonal linear systems 
by modified alternate row and column eliminations. ACM Trans. Math. Softw. 9, 358 375 (1983). 
2. U. Ascher, J. Christiansen and R. D. Russell, Collocation software for boundary value ODEs. ACM Trans. Math. 
Softw. 7, 209-229 (1981). 
3. C. Bader and U. Ascher, A new basis implementation for a mixed order boundary value ODE solver. SlAM Jl Sci. 
Stat. Comput. 8, 483-500 (1987). 
4. I. Gladwell and R. I. Hay, Vectorisation and parallelisation ofODE BVP codes. NA Report 145, Univ. of Manchester, 
England (1987). Also Parallel Comput. (in press). 
5. P. Keast and P. H. Muir, EPDCOL: a more efficient PDECOL code. Technical Report, Computing Science Division, 
Dalhousie University, Canada (1987). 
6. R. F. Sincovec and N. K. Madsen, Algorithm 540, PDECOL. ACM Trans. Math. Softw. 5, 326-351 (1979). 
7. J. M. Varah, Alternate row and column elimination for solving certain linear systems. SIAM J. Numer. Ana(vsis 13, 
71-75 (1976). 
8. C. DeBoor and R. Weiss, SOLVEBLOK: a package for solving almost block diagonal inear systems. ACM Trans. 
Math. Softw. 6, 80-87 (1980). 
9. R. I. Hay, The impact of vector processors on boundary value codes. Ph.D. Thesis, Univ. of Manchester, England 
(1986). 
10. N. J. Higham, FORTRAN codes for estimating the one-norm of a real or complex matrix, with applications to 
condition estimation. NA Report 135, Univ. of Manchester (1987). Also ACM Trans. Math. Softw. (in press). 
11. J. J. Dongarra, J. Du Croz, S. Hammarling and R. Hanson, An extended set of FORTRAN basic linear algebra 
subprograms. ACM Trans. Math. Softw. 14, 1-17 (1988). 
12. C. Lawson, R. Hanson, D. Kincaid and F. Krogh, Basic linear algebra subprograms for FORTRAN usage. ACM 
Trans. Math. Softw. 5, 308-323 (1979). 
13. J. J. Dongarra, J. Du Croz, I. Duff and S. Hammarling, A set of level 3 basic linear algebra subprograms. Technical 
Memo No. 88 (Rev. 1), Mathematics and Computer Science Division, Argonne National Laboratory (1988). 
14. NAG FORTRAN Library Manual, Mark 13. NAG Ltd, Wilkinson House, Jordan Hill Rd, Oxford OX2 8DR, England 
(1988). 
