Holonomy groups and holonomy algebras for connections on locally free sheaves over supermanifolds are defined. A one-to-one correspondence between parallel sections and holonomy-invariant vectors, and a one-to-one correspondence between parallel locally direct subsheaves and holonomy-invariant vector supersubspaces are obtained.
Introduction
The holonomy groups play a big role in the study of connections on vector bundles over smooth manifolds. They link geometric and algebraic properties. In particular, they allow us to find parallel sections in geometric vector bundles associated to the manifold, such as the tangent bundle, tensor bundles, or the spin bundle, as holonomy-invariant objects, see [2, 3, 6, 8, 9] .
In the present paper we introduce holonomy groups for connections on locally free sheaves over supermanifolds.
In Section 2 we give some necessary preliminaries on supermanifolds. Section 3 is an introduction to the theory of holonomy for connections on vector bundles over smooth manifolds.
In Section 4 we define the holonomy for connections on locally free sheaves over supermanifolds. First we define the holonomy algebra, for this we generalize the Ambrose-Singer theorem and use the covariant derivatives of the curvature tensor and parallel displacements. Then we define the holonomy group as a Lie supergroup. In Section 5 we study parallel sections of sheaves over supermanifolds. We show that any parallel section is uniquely defined by its value at any point. After this we obtain a one-to-one correspondence between parallel sections and holonomy-invariant vectors, as in the case of vector bundles over smooth manifolds.
Our definition of the holonomy was motivated by this correspondence. In Section 6 a one-toone correspondence between parallel locally direct subsheaves and holonomy-invariant vector supersubspaces is obtained.
Supermanifolds
In this section we give some necessary preliminaries on supermanifolds. An introduction to linear superalgebra and to the theory of supermanifolds can be found in [4, 11, 12, 10, 13] . We will use the following convention about the ranks of the indices i, j, k = 1, ..., n, α, β, γ = 1, ..., m and a, b, c = 1, ..., n + m. We will use the Einstein rule for sums. Let U ⊂ M be as above and let x i be local coordinates on U, then the system (U, x i , ξ α ) is called a system of local coordinates on M over U. We will denote such system also by (U, x a ), where x n+α = ξ α .
A supermanifold M of dimension n|m is a pair (M,
For any f ∈ O M (U) we get
where f α 1 ...αr ∈ O M (U) and f ∅ =f . For any α 1 < · · · < α r and permutation σ : {α 1 , ..., α r } → {α 1 , ..., α r } we assume that f σ(α 1 )...σ(αr) = sign σ f α 1 ...αr . If two of the numbers α 1 , ..., α r are equal, we assume that f α 1 ...αr = 0.
Denote by T M the tangent sheaf, i.e. the sheaf of superderivatives of the sheaf
is a system of local coordinates, then the vector fields ∂ x i , ∂ ξ α form a basis of the superspace
. The vector fields ∂ x i and ∂ ξ α act on a function f of the form (1) by the rule
We will denote the vector field ∂ x a just by ∂ a .
Let M = (M, O M ) be a supermanifold and E a locally free sheaf of O M -supermodules on M, e.g. T M . Let p|q be the rank of E, then locally there exists a basis (e I , h Φ ) I=1,...,p;Φ=1,...,q of sections of E. We denote such basis also by e A , where e p+Φ = h Φ . We will always assume that 
A connection on E is an even morphism ∇ : T M ⊗ E → E of sheaves of supermodules over R such that 
where Y and Z are vector fields on M. Let∇ be a connection on T M . Define the covariant derivatives of R with respect to∇ as follows
are homogeneous and X ∈ E(M). We assume that
then we get the usual covariant derivatives of R. 
It is easy to show the following 
Holonomy of smooth manifolds
In this section we recall the standard facts about holonomy of connections on vector bundles over smooth manifolds, see e.g. [9, 2] .
Let E be a vector bundle over a connected smooth manifold M and ∇ a connection on E. It is known that for any smooth curve γ : [a, b] ⊂ R → M and any X 0 ∈ E γ(a) there exists a unique section X of E defined along the curve γ and satisfying the differential equation ∇˙γ (s) X = 0 with the initial condition X γ(a) = X 0 . Consequently, for any smooth curve γ : Remark that by the holonomy group (resp. holonomy algebra) we understand not just the Lie group Hol(∇) x (resp. Lie algebra hol(∇) x ), but the Lie group Hol(∇) x with the representation Hol(∇) x ֒→ GL(E x ) (resp. the Lie algebra hol(∇) x with the representation hol ֒→ gl(E x )).
This representation is called the holonomy representation.
The theorem of Ambrose and Singer states that the holonomy algebra hol(∇) x coincides with the subalgebra of gl(E x ) generated by the elements of the form
where R is the curvature tensor of the connection ∇, γ is any curve in M beginning at the point x, y ∈ M is the end-point of the curve γ and Y, Z ∈ T y M.
Note that if E = T M is the tangent bundle of M, then
A section X ∈ Γ(E) is called parallel if ∇X = 0. This is equivalent to the condition that X is parallel along all curves in M, i.e. for any curve γ :
The following theorem is one of the main applications of the holonomy. 
(ii) for any point x ∈ M the holonomy group Hol(∇) x preserves a non-zero vector
To prove the inclusion (i)⇒(ii) in Theorem 3.1 it is enough to take the value X x ∈ E x . Since X is invariant under the parallel displacements, we see that the vector X x is invariant under the parallel displacements along the loops at the point x, i.e. under the holonomy representation.
Conversely, for a given vector X x ∈ E x define the section X ∈ Γ(E) such that at any point y ∈ M holds X y = τ γ X x , where γ is any curve beginning at x and ending at y. From condition (ii) it follows that X y does not depend on the curve γ.
. This is equivalent to the condition that F is parallel along all curves in M, i.e. 
Since ∇ is even, the subbundles
. We get the even isomorphism
of vector superspaces. We call this isomorphism the parallel displacement in E along γ. supercurves has been carefully studied in [5] .
The holonomy algebra hol(∇) x of the connection ∇ at the point x ∈ M is the supersubalgebra of the Lie superalgebra gl(E x ) generated by the operators of the form 
Clearly, L(∇) t does not depend on the choice of U. Let (U, x a ) be a system of local coordinates such that y ∈ U. Let∇ be a connection on T M | U . Denote by ∇ the connection on T M | U such that ∇∂ a = 0. To prove the proposition it is enough to show that for any t ≥ 0 we have
Lemma 4.1 For any t ≥ 0 it holds
Proof. We will prove the lemma by the induction over t. For t = 0 there is nothing to prove.
Fix t > 0. Suppose that the lemma is true for all r < t and prove it for r = t.
Using (7) and the induction hypothesis, we get
The proof of the lemma follows from the induction hypothesis applied to the last term.
The proposition is proved.
Let E be the vector bundle over M and∇ the connection on E as above. Then the holonomy algebra hol(∇) x is contained in (hol(∇) x ) 0 , but these algebras must not coincide, this shows the following example. 
Recall that a Lie supergroup G = (G, O G ) is a group object in the category of supermanifolds.
The underlying smooth manifold G is a Lie group. The Lie superalgebra g of G can be identified with the tangent space to G at the identity e ∈ G. The Lie algebra of the Lie group G is the even part g 0 of the Lie superalgebra g.
Any Lie supergroup G is uniquely given by a pair (G, g) (Harish-Chandra pair), where G is a Lie group, g = g 0 ⊕ g 1 is a Lie superalgebra such that g 0 is the Lie algebra of the Lie group G and there exists a representation Ad of G on g that extends the adjoint representation of G on g 0 and the differential of Ad coincides with the Lie superbracket of g restricted to g 0 × g 1 , see [4, 7] .
Denote by Hol(∇) 0 x the connected Lie subgroup of the Lie group GL((E x ) 0 ) × GL((E x ) 1 ) corresponding to the Lie subalgebra (hol(∇)
the Lie subgroup of the Lie group GL((E x ) 0 ) × GL((E x ) 1 ) generated by the Lie groups Hol(∇) 
Consequently, we get a representation Ad of the group Hol(∇) x on hol(∇) x . 
Consider a system of local coordinates (U, x a ) and a basis e A of E(U). Let X ∈ E(U), then
1 1 We assume that (−1)
A in the sum of the even and odd parts.
Thus the condition ∇X = 0 is equivalent to the following condition in local coordinates
or to the conditions
Equations (9) and (10) are equivalent to
where 0 ≤ r ≤ m. These equations can be written as 
Using this, we can prove the following proposition. Proof. Let ∇X = 0, x ∈ M and X x be the value of X at the point x. Since X is parallel along curves in M, using X x , we can find the values of X at all points of M. Consider the local coordinates as above. As we know the values of X at all points, we know the functionsX A .
Using (14) for r = 0, we can find the functions X A γ . Namely, X A γ = −X BΓA γB . Using (14) for r = 1, we get X
γB . In the same way we can find all functions X A γγ 1 ...γr , i.e. we reconstruct the section X in any coordinate system. The proposition is proved. .., Y r ∈ T M (U). Since X is parallel, for any curve γ in M beginning at the point x ∈ M and ending at a point y ∈ M, we have X y = τ γ X x . Hence to prove the implication (i)⇒(ii) it is enough to consider (15) at the point y.
Let us prove the implication (ii)⇒(i). Let x ∈ M be any point and suppose there exists a non-zero vector X x ∈ E x annihilated by the holonomy algebra hol(∇) x and preserved by the group Hol(∇) x . From Theorem 3.1 it follows that there exists a section X 0 ∈ Γ(E) such that ∇X 0 = 0 and (X 0 ) x = X x . Fix a coordinate neighborhood (U, x a ) on M and a local basis e A of E(U). Thenẽ A is a local basis of Γ(U, E) and we get the functions Consider the section X = X A e A ∈ E(U). We claim that ∇X = 0. To prove this it is enough to show that the functions X A satisfy (11) and (12) for all γ 1 < · · · < γ r , 0 ≤ r ≤ m and any γ, then X A will satisfy (11) and (12) for all γ 1 , ..., γ r and γ. Note that, by construction, the functions X A satisfy (12) for γ < γ 1 < · · · < γ r .
For the proof we use the induction over r. Parallel to this we will prove that (∂ ar ... (11) and (12) hold for all r < r 0 and check this for r = r 0 .
Lemma 5.1 It holds
Proof. We have
Here we used the induction hypotheses, (6) and the fact that the induction hypotheses imply
This proves (17).
Let us prove (18). First, if
As above, using the induction hypotheses, for any t, 1 ≤ t ≤ r we get
where we used (19) for t = s and (6).
In the remaining case γ s < γ < γ s+1 for some s, 1 ≤ s ≤ r. Then,
where we used the definition of X A and the induction hypotheses. Combining this with (19) for t = 1 and (6), we get
The lemma is proved.
Since∇X 0 = 0, for any curve γ in U beginning at the point x ∈ M and ending at a point y ∈ U, we have X y = τ γ X x . From this and (ii) it follows that
for all s ≥ 0 and Y, Z, Y 1 , ..., Y r ∈ T M (U). Consequently,
Lemma 5.1 and (21) prove (11), (12) and (16) for r = 1. Suppose now that (16) holds for all r < r 0 and check it together with (11) and (12) for r = r 0 .
Lemma 5.2 It holds
Using (7) and the induction hypotheses, we get
Here we used the fact that by the induction hypotheses
Using Lemma 5.2, (21) and the fact that if for a function f ∈ O M (U) holds |f | = 1, thenf = 0, we get
Thus the functions X A satisfy (11) and (12) . Consequently, ∇X = 0. From Proposition 5.1 it follows that X does not depend on the choice of coordinates over U. Hence for each coordinate neighbourhood U ⊂ M we have a unique parallel section X ∈ E(U). Thus we get a parallel section X ∈ E(M). The theorem is proved. The following theorem is a generalization of Theorem 3.2. Proof of Theorem 6.1. Let F ⊂ E be a parallel locally direct subsheaf of rank p 1 |q 1 . Fix a point x ∈ M. Consider the vector subbundle F = ∪ y∈M F y ⊂ E. Since F ⊂ E is parallel, the subbundle F ⊂ E is parallel. In particular, F is invariant under the parallel displacements in M and for any curve γ in M beginning at the point x ∈ M and ending at a point y ∈ M, we
Consequently, (∇ Consequently, we get parallel vector subbundles F 0 , F 1 ⊂ E on M. Recall that E 0 , E 1 ⊂ E are also parallel. Let U, x a be a system of local coordinates on M and let e A be a basis of Γ(U, E)
such that e 1 , ..., e p 1 ; e p+1 , ..., e p+q 1 ; e 1 , ..., e p and e p+1 , ..., e p+q are bases of Γ(U, F 0 ), Γ(U, F 1 ), Γ(U, E 0 ) and Γ(U, E 1 ), respectively. In particular, e A is a basis of E(U). Since the vector subbundle F ⊂ E is parallel, we getΓB
Let fB A ∈ O M (U) be functions. Consider the sections fĀ = eĀ + fB A eB ∈ E(U).
We will prove that the existence and uniqueness of functions fB A under the conditionsfB A = 0, |fB A | = |B| + |Ā| and the condition that there exist functions XB aĀ ∈ O M (U) such that
Then the supersubmodule
will be parallel, i.e. for all Y ∈ T M (U) and X ∈ F (U) it holds ∇ Y X ∈ F (U). Equation (23) is equivalent to the following two equations
Combining (24) and (25), we get
We will show that the equation (26) has a unique solution fB A satisfying the conditionsfB A = 0 and |fB A | = |B| + |Ā|, then (23) will hold for the functions XB aĀ given by (24). Equation (26) can be written as
where 0 ≤ r ≤ m. The further proof is similar to the proof of Theorem 5.1. As in Section 5, we can use (28) to define functions fB Aγγ 1 ...γr (γ < γ 1 < · · · < γ r , 0 ≤ r ≤ m) and fB A using the conditionfB A = 0. Then these functions satisfy |fB A | = |B| + |Ā|. We must prove that fB A satisfy (27) and (28) for γ 1 < · · · < γ r , 0 ≤ r ≤ m and all γ. We will prove this by the induction over The proof is similar to the proof of Lemma 5.1. The proof follows from the facts that the holonomy algebra hol(∇) x preserves the vector subspace F x ⊂ E x and that the distribution F ⊂ E is parallel along all curves in M.
Lemma 6.2 proves (27), (28) and (29) for r = 1. Fix r 0 ≥ 2. Suppose that (27), (28) and (29) hold for all r < r 0 and check this for r = r 0 . The proof is similar to the proof of Lemma 5.2.
Now Equations (27), (28) and (29) follow from the above lemmas and the induction hypotheses.
We have proved that the supersubmodule F (U) = O M (U) ⊗ span R {fĀ} ⊂ E(U) is parallel.
We claim that F (U) does not depend on the choice of the basis e A . Suppose that we have
another basis e Thus we get a parallel locally direct subsheaf F ⊂ E of rank p 1 |q 1 . The theorem is proved.
