[1] The transformation of hydrated clay minerals (smectite) to anhydrous forms (illite) occurs in the diagenesis of shales in sedimentary basins. The released pore water can lead to excess pore pressures and is of concern in oil drilling operations. Most simply, the process can be modeled as a first-order thermally activated reaction, but an alternative interpretation is that diagenesis occurs via dissolution of smectite in free pore water and subsequent precipitation of illite. We show how such a realistic model of diagenesis can be included in a compactive model of the sediment/pore water system, and by using the limit of weak solubility (also known as solid density asymptotics), we show how an explicit expression can be derived for the smectite dissolution rate, even when this is mediated by feldspar dissolution and other reactions. In certain circumstances, the reaction rate reduces to that of a simple first-order model. By solving the model we also show that shale diagenesis provides a mechanism for the generation of fractures at depth in rapidly deposited sediments. When sedimentation is slow (or compaction is fast), the smectite to illite transition occurs over a reaction window which typically lies below the equilibrated normally pressured part of the profile, but it does not generally contribute significantly to the overpressuring.
Introduction
[2] Diagenesis occurs in sedimentary basins when hydrated clay minerals such as smectite are converted to illite by a dehydration reaction. The process is facilitated by high temperatures and pressures, and the resultant water which is released invades the pore space. One consequence of this is that pore water pressures can be increased, thus leading to the phenomenon of over pressuring, which is of concern in oil drilling operations. The purpose of the present paper is to provide a possible model for the mechanism of diagenesis, and in particular to show how a description of the processes of smectite dissolution and quartz precipitation, mediated by the presence of potassium feldspar, can in certain circumstances be effectively considered as occurring via the kinetics of a simple nonlinear reaction scheme.
[3] The conversion of smectite to illite has received a good deal of attention in the literature. Eberl and Hower [1976] essentially treat the reaction using first-order kinetics as
where S denotes smectite and I denotes illite, with a thermally activated reaction rate
where the rate constant k is given by
Such a description would appear at best to be schematic, insofar as the ''reaction'' is likely to occur through various subsidiary processes. On the other hand, shale diagenesis does appear to ''switch on'' quite suddenly at temperatures of about 100°C [Eberl and Hower, 1976; Abercrombie et al., 1994] , and occurs throughout a diagenetic ''window'' between about 100°C and 200°C. A thermally activated reaction rate constant such as equation (3) can mimic this behavior if the activation energy E is relatively high. This suggests that simple reaction kinetics may mimic a more realistic scheme. On the other hand, Velde and Vasseur [1992] found that a two-step model was necessary to represent their data. Part of our purpose is to establish conditions under which a detailed dissolution-precipitation process can be represented by a simpler scheme.
[4] An alternative description to the first-order reaction involves the dissolution of smectite in pore water to form an aqueous silica compound. At the same time, potassium feldspar dissolves to yield potassium (and aluminium hydroxyl) ions in solution. These combine with the aqueous silica compound and precipitate as illite, leaving aqueous silica in solution, which can precipitate as quartz.
[5] A common reaction scheme which includes the role of potassium feldspar is to write 2S þ KFs ! 2I þ 4QzðaqÞ þ 9H 2 O ð4Þ (Abercrombie et al. [1994] give the detailed chemistry), where KFs represents potassium feldspar, Qz(aq) is aqueous quartz (i.e., in solution), and H 2 O represents released pore water. Huang et al. [1993] analyzed experimental and field data and derived the reaction rate
where [K + ] is the potassium ion concentration, S is the relative shale fraction of smectite (thus 1 À S = I is the relative fraction of illite), and k(T ) is a temperaturedependent rate constant.
[6] The rate (5) follows from equation (4) by application of the law of mass action but cannot legitimately be derived, since equation (4) is a compound reaction. Our purpose in the remainder of this paper is therefore to pose a model for smectite dissolution and illite precipitation, with a view to establishing conditions under which simplified rates such as equation (5) or (2) may be appropriate. Continuum models of the type we consider below have been presented before [e.g., Steefel and Lasaga, 1994; Aharonov et al., 1997] , and applications to the generation of abnormal pore pressures have been made [Wong et al., 1997] . Our approach differs in that we use the weak solubility hypothesis to provide an effective reduction of the governing transport equations to a much simpler form, and we relate the solutions of the resultant model to our earlier work on fast and slow compaction [Fowler and Yang, 1998 ]. In this way we provide an insight into the potential importance of diagenesis in the generation of high pore pressures.
Precipitation/Dissolution Model of Diagenesis
[7] The processes of smectite dissolution, illite precipitation, K-feldspar dissolution, and quartz precipitation are written as the following sequence of reactions:
Sequentially, these represent smectite dissolution (superscripts S, L refer to solids or aqueous phases, S is smectite, X is an aqueous silica combination, such as (for example) Si 4 O 10 (OH) 2 ); potassium feldspar (KFs) dissolution to form potassium and aluminium hydroxyl ions and aqueous silica SiO 2 ; illite precipitation via the combination of the silica compound with potassium and aluminium hydroxyl ions; and finally the precipitation (or dissolution) of quartz (Qz) from the aqueous silica phase. The coefficients n, s, f are stoichiometric coefficients. The indicated rates R i are the reaction rates of the various reactions.
[8] In order to describe the evolution of the species concentrations, we denote by S, X, I, K, A, L, Q and F the concentrations of smectite, aqueous silica compound, illite, potassium ions, aluminium hydroxyl ions, aqueous silica, quartz, and feldspar. For the solid phases, the units are mol m À3 of solids; for the aqueous phases (assumed dilute), the units are mol m À3 of pore water. If f is the porosity and the pore fluid has velocity u l , the solid matrix has velocity u s (the same for each solid phase), then conservation laws following from equation (6) are the following:
wherein M w is the molecular weight of water and r w is its density (thus r w /M w is its ''concentration'' in units of mol m À3 of pore water).
[9] As well as advection, these equations include a diffusion term for the aqueous components (but this is omitted for the water phase due to the diluteness of the solutions). The reaction rates r i correspond to R i . If the aqueous phase is assumed well mixed and if precipitation occurs heterogeneously on preexisting solid grains, then
for each i, where AE i is the specific interfacial surface area (surface area per volume of rock) of the relevant solid substrate. The units of R i are mol s À1 (surface area) À1 , since the dissolution reactions are surface specific; those of r i are mol s À1 m À3 of rock. Prescription of the specific surface areas is hazardous, but the simplest assumption is to write potassium and aluminium hydroxyl ions act in concert, and we henceforth ignore the hydroxyl ions as separate entities in the discussion.
[10] A general expression for the reaction rates R i is [Lasaga, 1984; Lasaga et al., 1994] 
where a j are the activities of the species in solution, and a typical assumption is that
where n ij are stoichiometric coefficients of the aqueous species participating in the reaction. The function g depends on the free energy of the solution, where we take ÁG i < 0 for undersaturation, and ÁG i > 0 for supersaturation. Lasaga et al. [1994] write
for dissolution (where [x] + = max (x, 0)), and
for precipitation. For single species in dilute solutions, we can take ÁG = RTln(c/c eq ), where c is the aqueous concentration, and then
for dissolution, and
for precipitation, where c eq represents the solubility limit (saturated concentration) of the relevant aqueous species and [c] + = max(c, 0). More generally, nonlinear expressions of a similar type have also been suggested [e.g., Nielsen, 1964] . The rate coefficients k i will also vary with temperature, in the general Arrhenius form
where E i is the activation energy for the reaction i. In experiments [e.g., Eberl and Hower, 1976] , the premultiplicative factor is usually given as a frequency (i.e., the reaction rate is given as the frequency
since the rate of reaction is measured volumetrically and not surface specifically). The two are related as follows: equation (8) gives the reaction rate in moles per unit volume per unit time. If M i is the molecular weight (kg mol
À1
) and r i the density of the solid substrate (kg m À3 ), then M i AE i k i /r i is the reaction rate as a frequency, i.e., k*, and hence
[11] It is convenient to write the reaction equations (7) 
for Y = S, F, Q, I. We scale the aqueous concentrations X, L, K in terms of their solubility limits c XS (aqueous silica compound in the presence of smectite), c LQ (aqueous silica in the presence of quartz) and c KF (potassium ions in the presence of feldspar); these may be given in dimensionless units as parts per million (by weight: 1 ppm = 1 mg solute per 1 kg solution). For example, the solubility of quartz takes a value of about 6 ppm at room temperature (the activity is about 10 À4 M, and the gram molecular weight of SiO 2 is 60) [Krauskopf and Bird, 1995] , while that of an amorphous silica phase is higher, about 120 ppm. These values increase with temperature, by factors of about 3 to 5 at 100°C [Krauskopf and Bird, 1995] . In our model, we associate these two solubility limits with illite precipitation and smectite precipitation in the presence of feldspar, i.e., c XI and c XS [Aagaard and Helgeson, 1983] ; more generally, all these solubility limits are very small [Rimstidt, 1997] 
L is the density in kg m À3 . A convenient normalization is to write this in terms of the solubility limit. If this is c D ppm, we write c D * = c D Â10
À6
, and then we define the dimensionless concen-
so that y D is the density of D L relative to that at saturation. Values of y D > 1 correspond to supersaturated pore water, whereas values <1 represent unsaturated pore water.
[12] Equations (7) can now be written in the form
Equations (20) form the basis of our subsequent discussion.
Weak Solubility and the Pseudo-Steady State Hypothesis
[13] We begin our discussion by noting that the total volume fraction of solids and liquid must be conserved; if S, Q, F, and I constitute all the solid mass, then (ignoring the small quantities of dissolved species) we have
if there is another (unreactive) solid fraction
. This extra equation is necessary when the present diagenesis theory is subsumed into a compaction model.
[14] Our principal aim in this section is to relate the model incorporated in Equations (20) to those of other, simpler models. These can be represented as the following reaction schemes, respectively.
[15] Scheme I is a one-step (dehydration) reaction:
The smectite-illite transformation is considered to be a first order reaction through the dehydration of smectite [Eberl and Hower, 1976; Huang et al., 1993; Abercrombie et al., 1994] .
[16] Scheme II is a two-step precipitation/dissolution reaction:
The intermediate aqueous silica combination is included, but the mediating role of K-feldspar is neglected. Reactions of this type have implicitly been considered by Lasaga [1981] and Velde and Vasseur [1992] .
Kinetics Without Transport
[17] The basic simplification we can make to the complete reaction model we have posed can be called the ''weak solubility limit''; it is analogous to the pseudo-steady state hypothesis in enzyme kinetics and is due to the fact that the solubility limits c* DY in Equations (20) are all extremely small [Rimstidt, 1997] . In the context of geochemically reactive flows in porous media, the same approximation is known as ''solid density asymptotics'' [Ortoleva, 1994] . For example, using the values for c XS and c XI of 120 ppm and 6 ppm quoted previously [Aagaard and Helgeson, 1983] , we have c* XS = 120 Â 10 À6 , c* XI = 6 Â 10
À6
. On the assumption that c* XS , c* LQ , c* KF ( 1, we can assume the corresponding reactions (20f ), (20g), and (20h) are at equilibrium, whence there follows
Substitution into the equations for f J then gives equations for the solid concentrations; however, the on-off nature of the precipitation/dissolution kinetics makes the procedure a little more subtle.
[18] To see this, we adopt specific forms for the reaction rates based on the prescription in section 2. Equations (8), (10), (11), and (14) give the reaction rates in the general form (D for dissolution, P for precipitation)
where c i is the relevant aqueous concentration and c q the associated solubility limit. AE i is the precipitate surface area, k i is the thermally activated rate constant, and f i is the activity dependence: we leave these as fixed for the moment. In consideration of equation (6), we have to generalize equation (25) to accommodate precipitation or dissolution of two solutes.
[19] We do this in the obvious way, allowing products of the excess concentration factors such as [c i /c q À 1] + . Specifically, reactions two and three in equation (6) represent dissolution of feldspar and precipitation of illite, and are controlled respectively by the liquid phases K +L and SiO L 2 (for equation (6b)) and K +L and X L (for equation (6c)). Thus we assume that dissolution in these two reactions is controlled by the product of the appropriate concentration factors, and when written in terms of the dimensionless aqueous concentrations y D (D = L, K, X), we find that equation (6c) can be written in the form
where the solubility ratios are defined as
[20] Various possibilities now occur depending on the values of the different solubility limits. We have indicated that silica compound (X ) solubility with respect to illite is much less than that with respect to smectite [Aagard and Helgeson, 1983; Sass et al., 1987] (thus q X ( 1), and we suppose this is also true for potassium, that is to say q K ( 1 [Aagard and Helgeson, 1983, Figure 14] . On the other hand, we suppose that the solubilities of silica with respect to feldspar or quartz are comparable, so that q L $ 1. We denote the reaction terms k i f i in equation (26) as
where " R (mol area À1 time
À1
) is a normalization to be defined below (and R i is dimensionless) and we specifically write, for notational convenience,
bearing in mind that R i may typically depend (perhaps algebraically) on concentrations (via f i ) and on temperature (via k i ). For simplicity, we suppress the dependence of R i on aqueous phase concentrations. The typical form for the reaction rates is then
equation (30) represents a Frank- Kamenetskii [1955] approximation to the Arrhenius rate law; T i is a characteristic ''switch-on'' temperature, and l i is proportional to the activation energy E i . Specifically, if the dimensional reaction rate is k i = n i exp(ÀE i /RT ), then the FrankKamenetskii approximation is that k i = " RR i , where R i is given by equation (30), and
It is valid in practice if T i ( E/R, or equivalently n i ) " R, which we shall later find to be an accurate assumption. Eberl and Hower [1976] report experimental results from which we can infer values E IP % 80 kJ mol À1 and n IP * %1.3 s À1 (see equation (17)). Other estimates of the activation energy are similar to this; for example, Lasaga [1984] ) with an appropriately lower n* (about 0.4 Â 10 À5 s À1 ), but these data are from experiments at higher temperatures, above 250°C.
[21] Indirect inferences of T i in equation (31) come from measured illite fraction in illite/smectite in deep wells. Many different wells show that the smectite-illite reaction starts at typical temperatures which range from about 70°to about 120° [Abercrombie et al., 1994; Freed and Peacor, 1989; Pearson and Small, 1988] , and the reaction occurs over a temperature range upward of 20°, and over a corresponding depth interval of 0.5-1 km, beginning at depths between 1.5 and 3 km [Abercrombie et al., 1994; Freed and Peacor, 1989; Pearson and Small, 1988; Hower et al., 1976] . We use these field and experimental observations later to estimate reasonable values of T i and l i .
[22] The equilibrium equations (24) are then (with
and these are four equations for the reaction rate " r and the three aqueous concentrations y X , y L , and y K . Assuming nonzero reaction rates, and taking q K ,q X ( 1, and q L > 1 (see discussion after equation (27)), we deduce from equation (32) that y L > 1 (thus quartz precipitates from solution), and
whence the basic reaction rate r 3 is given by
where 
and we have assumed that the specific mineral surface areas AE i are given by
where d g is a measure of grain size. Equation (35) determines r* uniquely (taking into account the constraints that y X , y K > 0, and hence (since " r > 0) are also <1) as a function of the relative reaction rates R IP /R SD , R IP /R FD , R IP /R QP , i.e., the rate of illite precipitation as compared to those of smectite dissolution, feldspar dissolution and quartz precipitation. It can in fact be written explicitly as the solution of a quadratic equation, providing q L > 1, i.e., c LF > c LQ . If q L ! 1+, then r* ! 0, and if q L 1, then inspection of equation (32) shows that r 3 = 0, and hence also
the aqueous phases rapidly reach saturation, and the smectite-illite transition is unable to proceed. However, it [23] Substitution of the reaction rates given by equations (24) into the mineral phase conservation equations gives
[24] Summation of the solid phase equations (together with an inert phase, if one exists) also gives
but in general (even with the simplifications we have introduced), the rate r 3 is a complicated function of the individual components of the solid phases. Note also that if we add equations (38e) and (39), we have
so that if the diagenetic reactions are significant, then in general the mixture is not incompressible.
[25] It is convenient to write these equations in dimensionless form. We let d denote a physically relevant depth scale, typically several kilometers, over which porosity changes due to mechanical compaction operate, for example. The sedimentation rate _ m defines a natural velocity scale for u s and u l , and thus d/ _ m defines a natural burial timescale. Writing t, x and the velocities in terms of these, we then obtain the dimensionless set
where
and we have finally chosen the reaction rate normalization " R (see equation (28)) as
The molar density ratios are given by
We assume the following values of the molecular weights, densities and stoichiometric constants (using units of g cm
À3
for density and g mol À1 for molecular weight, and following chemical formulae of Abercrombie et al. [1994] ): 
We assume typical values of _ m, d g and d to be
We then find that the reaction rate normalization parameter " R % 0.6 Â 10 À18 g mol cm À2 s
À1
.
Simplifications
[26] The dimensionless smectite reaction rate R* is given, from equations (42) and (35), by 
and thus is a function of all four solid fractions f I , f S , f F and f Q . It is uniquely determined since, although equation (48) has two positive roots, only the smaller of these has physical meaning, for the reasons stated following equation (36). In general, therefore, all the mineral phase equations need to be solved separately. In practice, it is of interest to see whether any simplification is possible if any of the dissolution or precipitation reactions are rate limiting, and in fact, this is the case for illite precipitation. Quartz precipitation is slow [Abercrombie et al., 1994; Bjørlykke and Egeberg, 1993] , and feldspar dissolution is fast [Busenberg and Clemency, 1976; Gautier et al., 1994] . If we suppose that R QP ( 1 and R FD ( R QP (Bjørlykke and Egeberg [1993] infer values R QP $ 10
À5
, Gautier et al. [1994] imply R FD $ 10), then the last bracketed term in equation (48) is approximately one, and thus equation (48) simplifies to
[27] The reaction rates of smectite and illite, R SD and R IP , are given by
Values of T i and l i are determined by equation (31). Using equations (17), (36), and (43), we can write
is a representative burial time to the depth d. , n* IP = 1.3 s
À1
, and suppose that the equivalent of equation (50) applies, then n IP / " R $ 10 14 (and is indeed large as we supposed), and we find T IP $ 300 K, or about 30°. This is actually quite close to the observed onset reaction temperatures of 70-120°(340-400 K) (they appear worse in the arbitrarily zeroed centigrade scale). The value of T IP is very sensitive to the values of E IP and n* IP ; for example if we use Huang et al. 's [1993] values of 120 kJ mol À1 and 10 À5 s
, we find T IP = 700 K, which is clearly inappropriate. Our preferred choice of T IP and also T SD is thus %100°C, and we denote this common value as T c . The value of E IP = 80 kJ mol À1 then implies l IP % 0.07 K À1 . Following Rimstidt and Barnes [1980] , we might expect that E IP > E SD , and thus l IP > l SD . In this case R SD > R IP for T < T c % 100°C, while R SD < R IP for T > T c . Approximately,
The reaction would then be rate limited by illite precipitation for T < T c but by smectite dissolution for T > T c , and the effect of equation (52) is to slow the reaction to that of the rate-limiting precipitation/dissolution process. The (apparently unlikely) case where f R SD ( R IP reproduces firstorder kinetics precisely, with
but this may not be quantitatively accurate in practice. Note that equation (53) is precisely what one obtains from reaction (22) (or reaction (23) using the weak solubility limit) if the scaled smectite to illite reaction rate is R SI .
[28] The simplification which leads us to equation (49) allows the model to be reduced to three equations for f, f S and f I , and this is detailed in section 4; this is because the reduced reaction rate R* in equation (49) is R*(f S , f I ). In fact, inspection of equation (41) shows that the subsidiary mineral phase concentrations f F and f Q can be written explicitly as linear combinations of f S and f I ; therefore this reduction works in general. To be specific, suppose that the solid phase Y with volume fraction f Y satisfies
together with the boundary condition
where @V denotes the top surface. Then f Y is a simple linear combination of f I and f S , explicitly
One-Dimensional Model
[29] Let us suppose that the smectite reaction rate R* can be taken as a function of f I and f S only. (At least in the present reaction scheme, this can always be done using equation (57).) We construct a one-dimensional model by adding to the mass conservation equations in equation (41) the equation of momentum conservation in the form of Darcy's law, together with constitutive laws for the effective pressure and the permeability. The details of the equations and their scaling have been given several times previously [Audet and Fowler, 1992; Fowler and Yang, 1998, 1999] and are therefore only summarized here. The generalized form of Darcy's law written in nondimensional form (for a one-dimensional flow) is
is a dimensionless parameter measuring the rate of compaction; k 0 is the uncompacted permeability, r s and r l are solid and liquid densities (we assume all the solid phases have the same density), m is the pore water viscosity, g is gravity, and _ m s 0 is the specific choice of sedimentation rate scale. Large values of l correspond to rapid compaction or slow sedimentation, while small values indicate slow compaction or rapid accumulation. Both small and large values are possible, although large values are likely to be more common. We choose constitutive laws fork andp following Smith [1971] and Sharp [1976] :
and a typical assumption is that m is large, e.g., m = 8.
[30] The assumptions in equation (60) are likely to be oversimplified. In particular, we have not made allowance here for the dependence of permeability on clay mineralogy [e.g., Revil et al., 2002] , where there appears to be a strong increase (at fixed porosity) of permeability with the illite/ smectite ratio. In our model, this would be represented by allowingk to depend on the smectite and illite volume fractions f S and f I as well as the porosity f. While it is not complicated to do so, we have not included this effect here, as we wish to isolate the effect of the diagenetic reaction scheme, and compare the results with those we have obtained previously. It should be noted, however, that the effect of increasing permeability with illite fraction is to offset the decrease with porosity, and this will cause the increased pore pressure gradient found in Figure 1 , for example, to become localized in space.
[31] We suppose the sediments lie between a fixed impermeable basement at z = 0 and a free upper surface at z = h(t) (in conditions of accumulation, this represents the ocean bottom). Suitable boundary conditions are then
These represent conditions at the impermeable basement, the kinematic condition of sediment accumulation at the top surface, prescribed porosity resulting from the condition of zero effective pressure (i.e., pore pressure equals overburden pressure) at the top surface, and prescribed constitution of surface composition of the solid sediments being deposited, respectively.
[32] We define the integrated smectite dissolution
then integration of the one-dimensional version of equation (40) implies
It follows that
and the smectite and illite conservation laws are
with equivalent equations for f F and f Q if R* depends on these also. Without loss of generality we can take R* = R*(f S , f I ). The evolution of porosity is given by
Figure 1. Fast compaction with l = 100, and the same first-order kinetics as in Figure 2 . Snapshots of porosity and pressure profiles in terms of scaled height Z = z/h(t) at t = 5. The dotted curve corresponds to the absence of diagenesis, that is a I = 1, a w = 0. The diagenetic case corresponds to values a I = 0.86, a w = 0.47. The effect on porosity and pore pressure is relatively small due to the smallness of 1 À a I .
and with the choice of constitutive law in equation (60) for p, u s is given from equation (65) by
[33] Suitable boundary conditions are then as in equation (61) (the condition on u l is redundant, as it has already been used in obtaining equation (63). The kinematic condition determines h, and the conditions on f at z = h and on u s at z = 0 are suitable boundary conditions for the parabolic equation (68) for f. Equations (66) and (67) are then hyperbolic equations for the solid fractions, and the single boundary conditions for f S , etc., are appropriate for their solution, since the characteristics move downward relative to z = h if _ m s > 0 as we assume here. These observations also color the numerical method we use. Essentially, a diffusive solver is used to step forward f assuming R* is known; then f S and f I are stepped forward with a hyperbolic solver, and the stepping procedure is iterated toward convergence.
[34] In sections 4.1-4.3, we study the behavior of the solutions of this model in the particular limits of slow and fast compaction. Before doing so, however, we reconsider how the model reaction scheme can be compared to the firstand second-order schemes (22) and (23). The first point to notice is that the application of the weak solubility (or solid density) asymptotics implies that the second-order reaction is essentially equivalent to the first-order scheme (22) . If the derivation of the model (20) is followed through for the firstorder scheme, we find that the equations for f S , f I and f are the same, except that the right hand side of the f I equation is M I r 1 /r I . However, the weak solubility limit implies that r 1 = fr 3 , and thus we regain the model in equations (66) -(69), the only difference being in the definitions of R* and a Y . For a first-order reaction, equation (53) would be appropriate, and the absence of quartz or feldspar reaction (even if the minerals are present as inert species) is simply effected in the model by putting a F = a Q = 0: whence we would take a + a w = 1 À a I À a w in equation (68).
Reaction Rates
[35] The temperature-dependent reaction rates R i are assumed to be exponentials of the form (see discussion after equation (49))
in our simulations we suppose that the temperature increases linearly with depth, thus (dimensionally)
where G is the geothermal temperature gradient and T 0 is the surface temperature. We define the dimensionless temperature Â by
so that the present assumption of a linear temperature gradient gives, dimensionlessly,
and the reaction rates can be written as
Typical values of the parameters b i and Â i are^O(1) and are used in our numerical illustrations below. More specifically, following the discussion after equation (51), we use representative values
$ 1000 m, and the geothermal temperature gradient is typically 25 K km À1 [Turcotte and Oxburgh, 1982, p. 53] . With these values, b i = 1.75, Â i = 4. Observed depths of diagenetic windows in kilometers suggest corresponding ranges of Â i should in fact be around 1.5-3. Similar variation of b i can be inferred. The parameter Â i represents the dimensionless depth where the reaction is ''switched on,'' and the size of b i represents the sharpness of the window.
When l ( 1, the basic mechanical compaction model (i.e., with no diagenesis) has a compacting basal boundary layer, above which the porosity is essentially constant, and the pore pressure is close to lithostatic, and thus much higher than the equilibrium hydrostatic pressure. In this situation, the effect of diagenesis is to release extra pore water, and this causes the porosity to be increased above its initial value in the diagenetic window, as a result of which the effective pressure becomes negative. This is illustrated for the first-order reaction (53) in Figure 2 . A zone of overpressure forms above the diagenetic window, and extends all the way to the surface.
[37] Negative effective pressures are, of course, unphysical, and their occurrence indicates the formation of hydrofracture in the uncemented sediments. A natural hypothesis is then that the effective permeability adjusts itself in order to maintain the effective pressure just at zero in such regions. Figure 3 shows the solution of the model with this assumption. The model equations are the same, but if f is computed to be greater than f 0 anywhere, then it is set equal to f 0 there, and equations (67) and (69) are used to compute the effective permeability. We see that a hydrofractured region with a tenfold increase in effective permeability lies above the diagenetic window.
[38] A feature of these results is the relatively well defined diagenetic window between normalized heights Z = 0.2 and Z = 0.5. The relative sharpness of this window is associated with the size of the exponent in the reaction rate law (74), and it is possible to obtain analytic solutions in the limit as b ! 1 [Yang, 1998 ], using ''high activation energy'' asymptotics. We omit analytic details but illustrate the effect of increasing values of b in Figure 4 , where we also show that the effect of changing Â i is simply to shift the reaction zone lower in the burial zone.
We omit presentation of results for the case when l ( 1 for the complex reaction scheme in equation (49), since the pertinent features are unaltered. There is a basal compacting layer, and diagenesis causes an overporous region above the window, which causes hydrofracturing and an associated increase of effective permeability, as we have shown before.
When l ) 1, compaction is fast, or sedimentation is slow, and the porosity relaxes rapidly to an equilibrium in which the pore pressure is hydrostatic: hence the effective figure 2. First-order reaction kinetics using reaction (22) with n = 2, b SI = 2.3, and Â SI = 3. Snapshot of a slowly compacting basin profile when l = 0.01 at a time t = 5. The height variable Z = z/h(t) is scaled to lie between 0 and 1. (left) Reaction window between Z = 0.2 and Z = 0.5, and porosity profile (''water''), which has the usual basal compaction layer but also a region of excess porosity in the diagenetic window. Figure 2 , except that hydrofracturing is allowed to occur in the overporous region and is modeled by constraining the permeability to be such that the minimum effective pressure is zero. The result in Figure 3 (right) is that the effective permeability increases twentyfold, and hydrofracture occurs from the surface down to the diagenetic window. The dotted curves represent an approximate analytic solution [Yang, 1998 ] which is not presented here.
pressure increases with depth, and thus the porosity decreases with depth. However, because the permeability decreases rapidly with the porosity, the high permeability assumption becomes invalid at a critical depth (dimensionlessly, this is denoted by Å = (ln l)/m, and below this, compaction is slow and the pore pressure gradient becomes lithostatic. Figure 1 shows this situation, and also shows the effect of diagenesis. It can be seen that the diagenetic window lies below the transition to low permeability, and this is generally the case. With the temperature Â = h À z, the diagenetic window begins at depth Â i , and typical values of this are greater than Å; for example, Å % 0.58 for m = 8, l = 100.
[41] We see from Figure 1 that diagenesis has little effect on the porosity, or on the pore pressure. The reason for this lies in the amount of dewatering which occurs; this is measured by the value of a I , which is the ratio of the molar densities of smectite and illite. Its value is about 0.86, so that 1 À a I % 0.14 and is small. It is in fact possible to derive analytic approximations to the model in this case, and specifically if we assume 1 À a I $ 1/m $ b SI ; Figure 5 shows the comparison of the theoretical results (Yang 1998) with those obtained numerically. The agreement is reasonable (given that b SI = 2.3!), and clearly improves for higher values of b SI , as indicated in Figure 6 . More specifically, Fowler and Yang [1998] and Yang [1998] show that below the transition region, f is given by
where É = O(1). This applies both if diagenesis occurs and if not, and inspection of equation (6.76) of Yang [1998] shows that the effect of diagenesis is to alter É by O{b SI /m, m(1 À a I )}, which is O(1) for the values we use. Thus the relative variation of f due to diagenesis is O(1/m), consistent with the small variation we see in Figure 1 . Figure 7 shows a comparison of the first-order kinetic solution with that derived from the composite precipitation/dissolution scheme (equation (49)), when compaction is fast (l ( 1). We omit illustration in slow compaction, since in that case the compactive basal boundary layer occurs whatever the reaction scheme, and any reaction leads to the hydrofracturing as before. Figure 8 shows the corresponding pressure profiles. If the kinetic parameters b SD and b IP are equal and Â SD and Â IP are equal, then equation (49) is exactly equivalent to reaction (22). In practice, the values of these reaction parameters are not likely to be too dissimilar for smectite dissolution and illite precipitation, and this is consistent with the comparability of activation energies and rate constants which are generally reported for water-rock interactions (e.g., Lasaga, 1984) , and also with the observation of narrow reaction windows in which both smectite dissolution and illite precipitation take place [Abercrombie et al., 1994] . If this is the case, there is, in fact, little difference between precipitation/dissolution and first-order reaction. Clearly, the difference would be exacerbated if the b and Â parameters were less comparable.
[43] In Figure 9 , we repeat the exercise of Figure 4 , in examining the effects of changing either Â SD or Â IP . Clearly, the effects are similar, except that the change of reaction depth with Â i is nonlinear, reflecting the bipartite control of the two parameters on the reaction rate, as indicated by equation (49).
Conclusions
[44] Our principal aim in this paper has been to consider a realistic model of the smectite to illite transformation process, and to show how the corresponding model set of reaction transport equations is related to models derived using simpler kinetics. In particular, we have considered a detailed composite reaction scheme involving dissolution of smectite and precipitation of illite via the intermediary dissolution of potassium feldspar. The kinetics of precipitation and dissolution are very different from mass action derived rate laws, but we have shown that for this particular composite precipitation/dissolution scheme (and, we infer, most probably for more general ones) the application of weak solubility (or, solid density) asymptotics based on the extremely small molar concentrations of aqueous saturated mineral solutions leads to effective reaction equations which are in fact very similar to a model based on first-order kinetics. The primary distinction is that where a first-order model naturally leads to a reaction rate (for smectite dissolution) of R* / f S , the composite reaction rate is a function of all the solid mineral reactive constituents, and this leads to certain differences in the consequent diagenetic porosity profiles. The weak solubility limit is a very powerful way of producing useful rate equations from very complicated reaction schemes.
[45] We have used the derived reaction model to derive porosity and pore pressure profiles in the limits of fast and slow compaction, and for both the first-order kinetic scheme and an approximate form of the feldspar mediated precipitation/dissolution scheme. When l ( 1, i.e., compaction is slow (sedimentation is fast) then in the absence of diagenesis, pore pressures are almost lithostatic everywhere except near a boundary layer at the basement, and the effect of the extra pore water release due to diagenesis is to cause hydrofracturing to occur. We infer that in this case the effective permeability increases to allow effective pressure to be reduced to zero, and this is a predictive mechanism whereby fractures in sedimentary rocks may be explained.
[46] In the more interesting and probably common situation where compaction is fast, i.e., sedimentation is slow (l ) 1), the diagenetic window will typically lie below the equilibrium compaction region, where the pore pressure is hydrostatic. Below this, compaction is slow and the pore pressure gradient becomes approximately lithostatic (see Figure 1) ; however, the effect of diagenesis is fairly small, and this can be ascribed to the relatively small quantity of pore water release, mathematically signaled by the closeness of a I to one. Thus, at least within the confines of the model studied here, diagenesis is not a primary agent for excess pore pressure.
[47] It should be noted that the result in Figure 1 assumes a uniformly decreasing permeability with compaction, i.e., with decreasing porosity. The counteracting effect of permeability increase with illite fraction [Revil et al., 2002] will tend to localize the region of high pore pressure gradient, as found in pressurized seals [Hunt, 1990] .
[48] The use of the weak solubility limit allows us to reduce a quite general precipitation/dissolution scheme to one involving two species, the source (smectite) and the product (illite), with a reaction rate which is in general a complicated function of both their concentrations. When source dissolution and product precipitation are slow and thus rate limiting, then the reaction rate is equation (49), and indicates that precipitation and dissolution effectively occur serially (by analogy to two resistors in series). Furthermore, if the reaction parameters b and Â for the two processes are similar (as here), then in fact the overall scheme is essentially the same as the simpler first-order reaction scheme. Figure 4 and thus _ h % 1, whereas l = 100 here and _ h % 0.66, hence the difference in vertical scale.
