Abstract. We study similarity solutions of a nonlinear partial differential equation that is a generalization of the heat equation. Substitution of the similarity ansatz reduces the partial differential equation to a nonlinear secondorder ordinary differential equation on the half-line with Neumann boundary conditions at both boundaries. The existence and uniqueness of solutions is proven using Ważewski's Principle.
1.
Introduction. In this article, we study the boundary value problem x (t) = cΦ(x (t))(x(t) − tx (t)), (1a)
where a, b, c ∈ (0, ∞) and Φ : R → R is continuously differentiable and satisfies suitable restrictions. This boundary value problem arises in the study of a one-dimensional elastic continuum model of epithelial cell sheet migration without cell proliferation, developed by Mi et al. [10] .
Similar boundary value problems on the half-line often arise in the study of radially symmetric solutions of nonlinear elliptic equations, and common solution techniques include using upper and lower solutions, Green's functions, and fixed point theory. See, for example, Agarwal and O'Regan [1] , Amster and Deboli [2] , Lian and Ge [7] , Lian and Geng [8] , Liu et al. [9] , Szymańska [14, 15] , and Yan et al. [16] . However, Lipschitz continuity and other bounds or conditions on the right-hand side of (1a) or different boundary conditions are necessary to use these methods. We will instead use Ważewski's Principle to prove the existence and uniqueness of solutions of (1) .
In Mi et al. [10] , a model of cell sheet migration in the context of wound healing was developed based off of experimental movies of intestinal epithelial (IEC-6) cells. It was observed that the epithelial layer was one cell deep, and cells within the layer were mechanically linked to each other, thus they did not separate from one another and moved collectively to close wounds. Instead of describing the movement as the result of diffusion, as many other models of cell migration incorporate via reactiondiffusion equations (see the review paper by Arciero and Swigon [3] and references therein), the cell layer was modeled as an elastic continuum, which is appropriate as long as the characteristic length of the wound is several times larger than the size of a cell (Callaghan et al. [4] ).
The formulation of the cell migration model of Mi et al. [10] is based on the following. Consider a layer of cells in one spatial dimension where one edge of the cell layer is free to move and the other edge remains attached to the end of a microscope slide or fixed structure. Letting s be the position of cells in this layer, then the motion of cells can be described in material (Lagrangian) coordinates where x(s, t) is the position at time t.
The general governing equation for the motion of the cell layer when there is no cell proliferation is a nonlinear partial differential equation
where the parameter b > 0 is the constant for adhesion between the cells and substrate and f (s, t) is the resultant force on a cross section of the cell layer, which is a constitutive function governing the stress-strain relationship of the layer. The resultant force f describes the material under consideration and can be written as a function of the strain (deformation gradient) λ which is defined as
where λ > 1 corresponds to stretch in the cell sheet, 0 < λ < 1 corresponds to compression, and λ = 1 corresponds to cells being neither stretched or compressed so they would be in an equilibrium state. λ ≤ 0 is physiologically irrelevant. We use the notation f (s, t) = φ(λ(s, t)) to explicitly indicate the dependence of the resultant force on the strain λ, and three physiologically relevant f = φ(λ) functions are logarithmic:
linear (Hooke's Law):
reciprocal (Ideal Gas Law):
where parameter k > 0 is the residual stretching modulus of the cell sheet after cytoskeleton relaxation. It is natural to consider functions φ(λ) that are monotone increasing, differentiable, and such that φ(1) = 0.
Substituting constitutive functions (4) into the governing equation (2), we obtain logarithmic:
For generality, we consider for any n ∈ Z the following equation
Initially, the cell layer is assumed to be uniformly distributed throughout the layer and free from internal stresses, resulting in the initial condition
Assuming the cell layer is moving to the left, and letting the right side of the cell sheet be the fixed side, we have the boundary condition
Note that the side that is chosen to be fixed is contrary to Mi et al. [10] , Stepien [12] , and Stepien and Swigon [13] , but the frame of reference is irrelevant as we may simply take s → −s to obtain the opposite case. For simplicity, we assume that there is a constant net external force F > 0 that develops as a result of lamellipodia formation at the moving edge on the left side of the cell sheet, giving the boundary condition f (s L , t) = F for all t > 0. Referring to (4) , this corresponds to logarithmic:
reciprocal (Ideal Gas Law): ∂x(s L , t) ∂s
for all t > 0. We will use the general condition
where a is a constant. From the definition of λ in (3), a > 1 corresponds to stretch, 0 < a < 1 corresponds to compression, a = 1 corresponds to equilibrium, and a ≤ 0 is physiologically irrelevant.
2. Similarity solution formulation. When n = 0, the governing equation (6) reduces to the heat equation in one spatial dimension. On an infinite domain, the fundamental solution of the heat equation can be derived by seeking a similarity solution under scaling of the form
where α, β > 0. However, cell layers are finite in length, so our domain cannot be infinite. In fact, the leading edge of a finite cell layer in the absence of cell proliferation will eventually stop migrating, which implies a lack of a similarity solution under scaling (Mi et al. [10] ). Instead of assuming the right side of the cell layer is fixed and unable to move as in equation (8), consider an infinite supply of cells beyond the right boundary. Physically, this could represent the boundary of an observable region of an experiment which does not contain the edge of the microscope slide. In this semi-infinite case, the motion of the cell layer continues indefinitely. For small t and a large enough cell layer, this semi-infinite description gives a reasonable approximation of a finite cell layer since cells sufficiently far away from the moving edge are unaffected by the migration.
Therefore, if we assume that the right boundary is no longer fixed, but rather, the cell layer is unstressed at the right infinite boundary, then we replace the boundary condition (8) with
For n ≥ 1, the similarity ansatz (11) fails to satisfy (6) since α and β cannot be positive. Instead we look for similarity solutions under scaling of the form
where α, β > 0 (Stepien [12] , Stepien and Swigon [13] ). Substituting this ansatz into the governing equation (6), we obtain the ordinary differential equation
To convert this equation into one involving the variable z alone, we remove tdependence by requiring nα
Setting s L = 0, the boundary condition (10) with similarity form (13) becomes
which implies that we must also require α = β since both w (0) and a are constants. Thus, we find that α = β = 1 2 . The boundary condition (12) implies lim z→∞ w (z) = 1.
Hence for any n ∈ Z, we seek a similarity solution of (6) of the form
where w(z) is a solution of the second-order ordinary differential equation
with boundary conditions
Equations (17) and (19b) imply that x(s, t) → s as t → 0 if lim z→∞ w(z) = 0, which corresponds with the initial condition (7). To avoid the nonzero condition at infinity, we make the change of variables w(z) = z + h(z), and defining c = b 2k > 0, the corresponding boundary value problem is
Recall that a − 1 > 0 corresponds to stretching of the cell layer, −1 < a − 1 < 0 corresponds to compression, a − 1 = 0 corresponds to equilibrium, and a − 1 ≤ −1 is physiologically irrelevant. Numerical results suggest that a solution of the boundary value problem (20) exists (see Figure 1) . In the next section we analytically prove the existence of such a solution.
Ignoring the previous definitions of x and t, we convert to the standard variable naming h → x and z → t, and we consider a more general boundary value problem for the remainder of this article.
3. Basic properties of the differential equation. We consider the boundary value problem
where a, c ∈ (0, ∞) and Φ : R → R is assumed to be continuously differentiable and to satisfy
The function Φ is related to the resultant force φ (as in equation (4)
The conditions in (22) are physically motivated since φ is monotone increasing and differentiable. We remark that the argument x (t) + 1 of Φ could as well be x (t) + b for any b > 0 (cf. equation (1)). Scaling x by b then yields the equation (21).
We note two special features of (21a). First, Φ(0) = 0 and uniqueness of solutions implies that x = −1 is an invariant set. Hence a solution satisfying x + 1 > 0, or x + 1 < 0, at some value of t satisfies that relation for all values of t. Second, if we set
then v satisfies v(0) = x(0) as well as the differential equation
In particular, v = x − tx = 0 is an invariant surface; solutions on it satisfy x ≡ 0. The special properties described above have important consequences. Namely, since v = −tx , both x and v have opposite constant sign on [0, ∞), and therefore both lim t→∞ x (t) and lim t→∞ v(t) exist as extended real numbers for any solution.
Setting y(t) = x (t), we have the first-order system
We will use the fact that (25) is a monotone system in the invariant region y > −1, where x increases with y and y increases with x. It is convenient to introduce the vector orderings
The first means that the indicated inequality holds componentwise, the second "strict inequality" means that at least one of the inequalities is strict, and the third "strong inequality" means that both inequalities are strict. Corollary 1.2 in Hirsch and Smith [6] implies that if (x(t), y(t)) and (x(t),ȳ(t)) are solutions of (25) in the invariant region y > −1 with (x(s), y(s)) < (x(s),ȳ(s)) for some s, then (x(t), y(t)) (x(t),ȳ(t)) for t > s. Comparing a nontrivial solution with the trivial one, we conclude that the first quadrant is positively invariant in a strong sense: if (x(s), y(s)) > (0, 0) for some s, then (x(t), y(t)) (0, 0) for t > s. Similarly, the portion of the third quadrant in y > −1 is positively invariant in a strong sense. 4 . Finding solutions that converge to zero at infinity. Given a > 0, we seek x 0 such that the solution of the initial value problem
satisfies lim
We claim that if a > 1 then x 0 < 0, and if a ∈ (0, 1) then x 0 > 0. In other words, the point (x 0 , a − 1) in the (x(0), x (0))-plane for which (27) can be satisfied is in either Quadrant II or IV, but it cannot be in Quadrant I or III. 
(ii) Letting x(0) < 0, then v(t) < 0 and x (t) < 0 for all t ≥ 0. Thus x (t) is monotonically decreasing, so x (t) → 0 since x (t) < x (0) < 0, and x(t) is unbounded for t ≥ 0.
(iii) Since x = −1 is an invariant set, if x (0) ≤ −1, then x (t) ≤ −1 for all t ≥ 0, so x(t) → −∞ and lim t→∞ x (t) ≤ −1.
(iv) If x(0) = 0, then v(t) = 0 and x (t) = 0 for all t ≥ 0, which implies that x(t) = ηt for some constant η. Excluding the trivial solution, x (t) → η = 0 and |x(t)| → ∞.
Thus, for all cases described above, a solution of the initial value problem (26) satisfies lim t→∞ |x(t)| = ∞ and cannot satisfy (27).
Consider the case when a > 1 and we seek x 0 < 0 such that the solution of the initial value problem (26) satisfies (27) . Define the open set ω by ω = {(x, x , t) : x < 0, x > 0, t ∈ R}.
We need the following result.
Lemma 4.2. If x(t)
is a solution of the initial value problem (26) satisfying (x(t), x (t), t) ∈ ω for t > 0, then (27) holds and lim t→∞ x(t) ≤ 0.
Proof. x(t) is increasing and bounded above, so lim t→∞ x(t) ≤ 0 holds. Since x (t) is uniformly bounded on [0, ∞), then x (t) is uniformly continuous on the same interval. It follows immediately that (27) holds.
Later we will show that a solution satisfying the hypotheses of Lemma 4.2 satisfies lim t→∞ x(t) = 0.
To solve the boundary value problem (21), we will show that for some a and x 0 the solution of the initial value problem (26) satisfies (x(t), x (t), t) ∈ ω for t > 0 using Ważewski's Principle (see Theorem 6.1 of Chapter X in Hale [5] ).
A boundary point of ω, P 0 = (x 0 , x 0 , t 0 ), is an egress point from ω if there is δ > 0 such that the solution of (26) satisfying x(t 0 ) = x 0 , x (t 0 ) = x 0 satisfies (x(t), x (t), t) ∈ ω for t ∈ [t 0 − δ, t 0 ). An egress point P 0 is a strict egress point if there exists δ > 0 such that (x(t), x (t), t) / ∈ ω for t ∈ (t 0 , t 0 + δ]. The set S of egress points and the subset S * of strict egress points satisfy
Indeed, if x = 0 then x > 0, and if x = 0 then x = cΦ(1)x < 0; see Figure 2A . Note that the t-axis, T = {x = x = 0, t ∈ R}, contains no point of S, since it is a solution of (21a), so S is disconnected. S ∪ T constitutes the boundary of ω.
Given X < 0 and a > 1, let A and B be the subsets
and define Z to be the set Z = A ∪ B; see Figure 2B . Observe that
Lemma 4.3. There exists a solution of (21a) starting at a point P ∈ Z \ S at t = 0 which satisfies (x(t), x (t), t) ∈ ω for t > 0.
Proof. According to Ważewski's Principle, we must show: (i) Z ∩ S is a retract of S; and (ii) Z ∩ S is not a retract of Z. Recall that if U ⊂ V are any sets where V is a topological space and K : V → U is a continuous map satisfying K(P ) = P for all P ∈ U , then K is a retraction from V to U and U is said to be a retract of V .
To show that (i) holds, define the map K : S → Z ∩ S as
Note that K is continuous since the t-axis T does not belong to S, i.e., since S is disconnected by T . It also has fixed points K(0, a − 1, 0) = (0, a − 1, 0) and K(X, 0, 0) = (X, 0, 0). We show (ii) by contradiction. If there exists a continuous map M : Z → Z ∩ S then, as Z is connected, its image under map M must also be connected. But in view of (29), its image must be a single point in Z ∩ S, so M cannot be a retraction of Z onto Z ∩ S.
Therefore, by Ważewski's Principle, there exists a point (x(0), x (0), 0) ∈ Z \ S such that (x(t), x (t), t) ∈ ω for t > 0. By Lemma 4.2, (27) holds, and thus either x(0) ∈ [X, 0) and x (0) = a − 1, or x(0) = X and x (0) = s(a − 1) for some s ∈ (0, 1).
This result is very intuitive. If we regard Z as a "string," then the flow generated by (21a) cannot push Z out of the closure of ω without it "getting hung-up" on T (see Figure 2) . The reason is that each endpoint of Z leaves the closure of ω through different parts of its boundary ∂ω so the string is bound to get hung up on T .
With the Z that we have defined, we are able to use X < 0 as an arbitrary parameter.
Theorem 4.4. For every a > 1, there exists an x 0 < 0 such that the solution of the initial value problem (26) also satisfies
and (27).
Proof. By Lemma 4.2 and Lemma 4.3, it suffices to show that if X is sufficiently negative, then no solution starting on the segment B of Z can satisfy (x(t), x (t), t) ∈ ω for t > 0. Assume for contradiction that a solution starting on B satisfies (x(t), x (t), t) ∈ ω for t > 0. Since Φ(x + 1) > 0 and v < 0, then x = cΦ(x + 1)v < 0. Thus 0 ≤ x (t) ≤ a − 1 for t > 0, and hence 1 ≤ x + 1 ≤ a for t > 0. This implies that there exists m, M > 0 such that m ≤ Φ(x (t) + 1) ≤ M for t > 0 by our assumptions regarding Φ.
Recalling from (23) that v(t) = x(t) − tx (t) satisfies v(0) = x(0) = X and (24), we have v(t) < 0 and v ≤ −cM tv, so
therefore implying
Fix t = 1 and take X sufficiently negative and we have the contradiction that x (1) < 0.
Now we consider the case a ∈ (0, 1) and we seek x 0 > 0 such that the solution of the initial value problem (26) satisfies (27). Define
The analog of Lemma 4.2 is the following.
Lemma 4.5. If x(t) is a solution of (26) satisfying (x(t), x (t), t) ∈ Ω for t > 0, then (27) holds and lim t→∞ x(t) ≥ 0.
The set S of egress points from Ω and the subset S * of strict egress points from Ω satisfy
The reasoning is entirely similar to the case treated above. Observe that the invariant plane {x = −1} contains no egress points of Ω by invariance; similarly T contains no egress points. Fix X > 0 and a ∈ (0, 1), let A and B be the subsets
and define Z to be the set Z = A ∪ B. Observe that
Arguing as in Lemma 4.3, we have the following.
Lemma 4.6. There exists a solution of (21a) starting at a point P ∈ Z \ S at t = 0 which satisfies (x(t), x (t), t) ∈ Ω for t > 0.
Theorem 4.7. For every 0 < a < 1, there exists an x 0 > 0 such that the solution of the initial value problem (26) also satisfies
Proof. If we take X sufficiently large and positive, then the point P of Lemma 4.6 must belong to A. This is proved by contradiction in a similar manner as in Theorem 4.4. Assume that P ∈ B. Here v(0) = X > 0, so v > 0 and 0 < x + 1 < 1, and
Estimating v from below, we have v ≥ −cM tv, where M = max a≤z≤1 Φ(z), implying that v ≥ Xe
Then estimating x we have x ≥ cmXe −ct 2 /2 , where m = min a≤z≤1 Φ(z).
Integrating, we obtain x (1) ≥ a − 1 + cmX Theorem 5.1. There is a strictly decreasing, continuous map r → x 0 (r) defined on −1 < r < ∞ satisfying
such that the solution of (21a) with initial conditions x(0) = x 0 , x (0) = r also satisfies
(i) if r > 0, then x 0 < 0 and x(t) < 0 < x (t) for t > 0.
(ii) if r = 0, then x 0 = 0 implies x(t) ≡ 0 for t > 0.
(iii) if −1 < r < 0, then x 0 > 0 and −1 < x (t) < 0 < x(t) for t > 0. In addition,
A solution (x(t), y(t)) satisfies |x(t)| → ∞ if and only if (x(0),
Proof. The assertion that (27) holds for some suitable x 0 for each r > −1 as in case (i) and (iii) follows from Theorem 4.4 and Theorem 4.7, respectively. Consider a solution of (21a) as described in case (i). We integrate (21a) to obtain As v(t) < 0 is monotone increasing and integrable, we have v(t) = x(t) − tx (t) → 0 as t → ∞. In case (i), x(t) → ≤ 0. If < 0, then tx (t) → , implying that x (t) < 0 for large t, in contradiction to (i). Therefore, = 0 in case (i). Case (iii) is handled in a similar manner with inequalities reversed. Thus we have proved (32).
Uniqueness of x 0 (r). We first consider case (i). Suppose that r > 0 and that there are distinct x 01 < x 02 < 0 such that the solutions (x(t, x 0i , r), y(t, x 0i , r)), i = 1, 2, both satisfy x(t) → 0 and y(t) → 0 as t → ∞. Then (34) and the integrand on the right is positive by monotonicity. Letting t → ∞, we get the contradiction that 0 ≥ x 02 − x 01 > 0. We conclude that there is at most one value of x 0 < 0 such that (32) holds when r > 0. Hereafter, we label this value of x 0 as x 0 (r).
The argument for uniqueness of x 0 (r) is similar in the case that −1 < r < 0. This establishes the uniqueness of x 0 in cases (i) and (iii).
Monotonicity of x 0 (r). Let r 1 ≥ r > 0, 0 > x 1 ≥ x 0 (r), and (x 1 , r 1 ) = (x 0 (r), r). Then monotonicity of the system implies that x(t, x 1 , r 1 ) > x(t, x 0 (r), r) and y(t, x 1 , r 1 ) > y(t, x 0 (r), r), t > 0, and
The right hand side of (35) is nonnegative and strictly increasing with t. Taking t → ∞, x(t, x 0 (r), r) → 0, and it follows that x(t, x 1 , r 1 ) is bounded below by a positive constant for large t > 0.
As an immediate consequence of the previous paragraph, by the definition of x 0 (r), for each r > 0, if r 1 > r then x 0 (r 1 ) < x 0 (r). Otherwise (r 1 , x 0 (r 1 )) ≥ (r, x 0 (r)) implying that x(t, x 0 (r 1 ), r 1 ) > 0 is bounded below by a positive constant for large t > 0, which contradicts that it converges to zero. Therefore, we have established that the map r → x 0 (r) is strictly decreasing on (0, ∞).
Similarly if −1 < r 1 ≤ r < 0, x 0 (r) ≥ x 1 > 0, and (x 1 , r 1 ) = (x 0 (r), r), then monotonicity of the system implies that x(t, x 1 , r 1 ) < x(t, x 0 (r), r) and y(t, x 1 , r 1 ) < y(t, x 0 (r), r), t > 0, and
The right hand side of (36) is nonpositive and strictly decreasing while x(t, x 0 (r), r) → 0 as t → ∞ from which we conclude that x(t, x 1 , r 1 ) < 0 for large t > 0. Then it follows from the definition of x 0 (r 1 ) that if −1 < r 1 < r 0 < 0, then x 0 (r 1 ) > x 0 (r). This concludes the proof that r → x 0 (r) is strictly decreasing on (−1, ∞).
Continuity of x 0 (r). Now we address the continuity of the map r → x 0 (r) on (−1, ∞). First, consider a sequence {r n } ⊂ (−1, ∞) with r n → r 0 > 0 monotonically. Then {x 0 (r n )} is a bounded monotone sequence and as such has a limit
uniformly on compact subsets of [0, ∞), we conclude that (x(t, x 1 , r 0 ), y(t, x 1 , r 0 )) ∈ ω for t ≥ 0. However, then (x(t, x 1 , r 0 ), y(t, x 1 , r 0 )) cannot be a strict egress point of ω. It follows from Lemma 4.2 and the arguments in the first paragraph of this proof that this solution converges to the trivial solution as t → ∞ and, by uniqueness of
In the case that the sequence {r n } > 0 and r n → 0 monotonically, we may argue as above that x 0 (r n ) → x 1 ≤ 0 monotonically and that the limiting solution (x(t, x 1 , 0), y(t, x 1 , 0)) ∈ ω for t ≥ 0. If x 1 < 0, then the point (t, x, x ) = (0, x 1 , 0) is a strict egress point of ω and therefore (x(t, x 1 , 0), y(t, x 1 , 0)) ∈ ω for t ≥ 0 cannot hold. We conclude that x 1 = 0.
A similar argument shows that when the sequence {r n } ⊂ (−1, 0) and r n → r 0 ∈ (−1, 0] monotonically, then x 0 (r n ) → x 0 (r 0 ).
We consider the final assertion of the theorem. Four sets of initial conditions (x(0), y(0)) that are not contained in W s (0) since the corresponding solutions satisfy |x(t)| → ∞ are stated in Lemma 4.1. By Lemma 4.2, the uniqueness of x 0 (r) for each r, and the second paragraph of this proof showing that (32) holds, we conclude that {(x 0 (r), r) : r ≥ 0} = {(x(0), y(0)) : x(t) ≤ 0, y(t) ≥ 0, t ≥ 0}.
By monotonicity as shown above, if x(0) < 0, y(0) = r > 0, and x(0) < x 0 (r), then x(t) > 0 for all large t > 0 and x (t) > 0 for all t > 0. Since v(0) < 0, then v(t) < 0 and x (t) < 0 for t > 0. Since 0 < x (t) < x (0) for t > 0, we can argue that ∞ 0 v(s)ds < ∞ as in the second paragraph of this proof and so v(t) = x − tx → 0. If x(t) → < ∞, then > 0 and tx (t) > /2 for large t, but this implies that x(t) → ∞, a contradiction. We conclude that x(t) → ∞.
If x(0) < 0, y(0) = r > 0, and x(0) > x 0 (r), then x (t) < 0 for all large t by monotonicity. Since x (t) < 0 for all t > 0 it follows that x(t) → −∞.
Similar arguments apply if x(0) > 0, −1 < y(0) = r < 0, and x(0) > x 0 (r), in which case x (t) > 0 for all large t > 0 so x(t) → ∞ because x (t) > 0. If instead, x(0) < x 0 (r) then x(t) < 0 for all large t > 0 and x (t) < 0 < x (t) for all t > 0. Again, the integrability of v > 0 implies that v(t) → 0 and we conclude that x(∞) = −∞.
Therefore, (33) holds. Figure 3 . Stable manifolds of the trivial solution x(t) = x (t) = 0 of the boundary value problem (21) for Φ(x (t) + 1) = (x (t) + 1) n , where n = 0 (green), n = 2 (blue), n = 3 (red), and n = 5 (yellow). Figure 3 shows a plot of (x(0), x (0)) initial conditions that result in solutions to the boundary value problem (21).
