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Intervalli di confidenza :
un esempio di stima di un parametro
Un’urna contiene 5 palline colorate, rosse o blu; almeno una di ciascun colore.  Si vuole stimare il 
parametro ϑ𝜗 = “probabilità di estrarre una pallina rossa”; questo appartiene all’insieme Θ =  15 , 25 , 35 , 45 ; nel caso attuale dunque ψ𝜓(ϑ𝜗) = ϑ𝜗.  Un Modello statistico per questo problema è(Ω, A, (Pϑ𝜗)ϑ𝜗∈Θ) con Ω= {0, 1}, A =P(Ω), Pϑ𝜗({1}) = ϑ𝜗, Pϑ𝜗({0}) = 1 -− ϑ𝜗
vale a dire lo spazio di probabilità relativo a una estrazione, in cui 1 rappresenta l’esito “pallina 
rossa”.
Una osservazione è un vettore X = (X1, … , Xn) di variabili definite su Ω.  Definiamo le Xi ponendo 
Xi(ω𝜔) = ω𝜔 per ω𝜔∈Ω, cioè Xi è l’indicatrice del “successo” nella i-esima estrazione.  Assumiamo 
n = 10.
La statistica che adottiamo come stimatore di ϑ𝜗 è
t(X) = X = 110 ∑i=110 xi
cioè la frequenza relativa del successo in 10 esecuzioni dell’estrazione (s’intende che dopo ogni 
estrazione la pallina estratta viene reinserita nell’urna).
In corrispondenza di una osservazione X definiamo l’intervallo di confidenza per ϑ𝜗
IX = X -− 0.1 , X + 0.1.
Vediamo qual è il livello di confidenza di questo intervallo.  Bisogna valutare, per ogni ϑ𝜗 ∈ Θ la 
probabilità Pϑ𝜗(ϑ𝜗 ∈ IX).  Le disuguaglianze
X -− 0.1 ≤ ϑ𝜗 ≤ X + 0.1
equivalgono a ϑ𝜗 -− 0.1 ≤ X ≤ ϑ𝜗 + 0.1
Ci serve calcolare Pϑ𝜗ϑ𝜗 -− 0.1 ≤ X ≤ ϑ𝜗 -− 0.1 per ogni ϑ𝜗 ∈ Θ.  Siccome nel caso attuale Θ è un insieme 
finito, possiamo calcolare uno a uno questi valori.  La probabilità che X assuma valori in un determi-
nato intervallo si calcola in base a una distribuzione binomiale, in cui di volta in volta la probabilità di 
successo in un singolo esperimento è il valore di ϑ𝜗 che si è stabilito.  Seguono i calcoli.ϑ𝜗 = 15 = 0.2;    ϑ𝜗 -− 0.1 ≤ X ≤ ϑ𝜗 -− 0.1  vuol dire 0.1 ≤ X ≤ 0.3
P 15  0.1 ≤ X ≤ 0.3 = 
i=1
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ϑ𝜗 = 25 = 0.4;    ϑ𝜗 -− 0.1 ≤ X ≤ ϑ𝜗 -− 0.1  vuol dire 0.3 ≤ X ≤ 0.5
P 25  0.3 ≤ X ≤ 0.5 = 
i=3
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ϑ𝜗 = 35 = 0.6;    ϑ𝜗 -− 0.1 ≤ X ≤ ϑ𝜗 -− 0.1  vuol dire 0.5 ≤ X ≤ 0.7
P 35  0.5 ≤ X ≤ 0.7 = 
i=5
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ϑ𝜗 = 45 = 0.8;    ϑ𝜗 -− 0.1 ≤ X ≤ ϑ𝜗 -− 0.1  vuol dire 0.7 ≤ X ≤ 0.9
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P 45  0.7 ≤ X ≤ 0.9 = 
i=7
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Perciò il livello di confidenza dell’intervallo IX = X -− 0.1 , X + 0.1 è 0.666472 cioè 1 -− α𝛼 con α𝛼 = 0.333528; non è un livello particolarmente alto.  Si ottiene un risultato migliore se l’osservazione 
è non più di 10 esecuzioni dell’esperimento, ma di un numero maggiore: proviamo con n = 100, 
quindi
t(X) = X = 1100 ∑i=1100 xi
Poniamo ancora
IX = X -− 0.1 , X + 0.1.
Come prima, ci serve calcolare Pϑ𝜗ϑ𝜗 -− 0.1 ≤ X ≤ ϑ𝜗 -− 0.1 per ogni ϑ𝜗 ∈ Θ; calcoliamo uno a uno questi 
valori. ϑ𝜗 = 15 = 0.2;    ϑ𝜗 -− 0.1 ≤ X ≤ ϑ𝜗 -− 0.1  vuol dire 0.1 ≤ X ≤ 0.3
P 15  0.1 ≤ X ≤ 0.3 = 
i=10
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ϑ𝜗 = 25 = 0.4;    ϑ𝜗 -− 0.1 ≤ X ≤ ϑ𝜗 -− 0.1  vuol dire 0.3 ≤ X ≤ 0.5
P 25  0.3 ≤ X ≤ 0.5 = 
i=30
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ϑ𝜗 = 35 = 0.6;    ϑ𝜗 -− 0.1 ≤ X ≤ ϑ𝜗 -− 0.1  vuol dire 0.5 ≤ X ≤ 0.7
P 35  0.5 ≤ X ≤ 0.7 = 
i=50
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ϑ𝜗 = 45 = 0.8;    ϑ𝜗 -− 0.1 ≤ X ≤ ϑ𝜗 -− 0.1  vuol dire 0.7 ≤ X ≤ 0.9
P 45  0.7 ≤ X ≤ 0.9 = 
i=70
90






Perciò il livello di confidenza dell’intervallo IX = X -− 0.1 , X + 0.1 è 0.968463 cioè 1 -− α𝛼 con α𝛼 = 0.031537; molto meglio.
L’esempio qui esposto serve per illustrare il significato di “modello statistico”, di “stimatore”, di “intervallo di confidenza”; in pratica si opera più spesso mediante approssimazioni delle distribuzioni 
di probabiità delle statistiche utilizzate come stimatori dei parametri, spesso con N(0, 1) grazie al 
Teorema Limite Centrale, ma anche con altre distribuzioni (t di Student, in particolare).  Inoltre, 
diversamente da questo esempio, è desiderabile fissare prima il livello di fiducia 1 -− α𝛼 che si vuole, 
e in funzione di questo definire un opportuno intervallo di confidenza per ψ𝜓(ϑ𝜗).
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