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Resumen
En la literatura es usual encontrar acuerdo,
en que un sistema experto o de recomendacio´n
debe responder con un nivel comparable a los
humanos expertos, pero tambie´en debe tener la
capacidad de explicar, en una forma entendi-
ble por el usuario, el proceso de razonamiento
que empleo´ para resolver el problema y gene-
rar una recomendacio´n. En general, cuando un
usuario es responsable por la toma de decisio-
nes, normalmente tiende a descartar una re-
comendacio´n que no entiende completamente.
Por ejemplo, aunque una recomendacio´n efec-
tuada por el sistema sea te´cnicamente correcta,
la pe´rdida de confianza en ella puede deberse
simplemente a que este´ basada en alternativas
que el usuario no hab´ıa previsto. El objetivo
principal de esta l´ınea de investigacio´n es in-
tentar avanzar sobre el desarrollo de explica-
ciones que resulten aceptables para el usuario
que recibe una recomendacio´n de un sistema.
Palabras claves: Explicaciones, argumenta-
cio´n, DeLP.
Contexto
Esta l´ınea de investigacio´n se realizara´ den-
tro del a´mbito del Laboratorio de Investigacio´n
y Desarrollo en Inteligencia Artificial (LIDIA)
del Departamento de Ciencias e Ingenier´ıa de
la Computacio´n de la Universidad Nacional del
Sur. Esta´ asociada con el proyecto de investiga-
cio´n: “Formalismos Argumentativos aplicados
a Sistemas Inteligentes para Toma de Decisio-
nes”. Co´digo: PGI 24/ZN18 financiado por la
Universidad Nacional del Sur, y con el Proyec-
to de Investigacio´n Plurianual, (PIP): “Siste-
mas de Apoyo a la Decisio´n Basados en Ar-
gumentacio´n: formalizacio´n y aplicaciones”, fi-
nanciado por CONICET.
1. Introduccio´n
Una explicacio´n segu´n [9] debe ser “entendi-
ble”, debe permitir “mejorar el conocimiento”,
y debe ser “satisfactoria” en el sentido de cum-
plimentar las expectativas del interlocutor. En
[14] se define una explicacio´n como “una trans-
ferencia de conocimiento de un interlocutor a
otro dentro del contexto de un dia´logo”. De
acuerdo a lo expresado en [12], desde el punto
de vista del disen˜o de las explicaciones, una ex-
plicacio´n “tiene que ser planeada y luego trans-
mitida de una forma apropiada”, es decir una
explicacio´n es un “objeto para ser disen˜ado” y
un “acto comunicativo” a ser logrado.
Dentro de la literatura encontramos una
clasificacio´n generalizada de las explicaciones
[1, 14, 12, 15]. Esta tipolog´ıa responde a que el
concepto de explicacio´n ha sido usado amplia-
mente para referirse a cualquier tipo de reque-
rimiento de informacio´n, por ejemplo, reque-
rimiento de instrucciones de operacio´n, datos,
explicacio´n de te´rminos, realimentacio´n o jus-
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tificaco´n de los me´todos de razonamiento o del
asesoramiento brindado. En [15] se expresa que
intentar agrupar bajo el mismo concepto todos
estos distintos requerimientos de informacio´n
no resulta u´til.
En te´rminos generales se especifican 4 tipos
de explicaciones, las cuales se mencionan a
continuacio´n:
1. “Trace Explanation”: en [12] y [1] se de-
fine como una cadena de inferencias que
muestra como fue realizada la derivacio´n,
es decir la secuencia de razonamiento eje-
cutada. En [15], se refiere al registro de los
pasos inferenciales tomados por un siste-
ma experto para alcanzar una conclusio´n.
2. “Strategic Explanation”: [1, 14, 12, 15],
revela la estrategia de resolucio´n de pro-
blemas que posee el sistema para ejecutar
una tarea, es decir como arriba el sistema
a una determinada conclusio´n.
3. “Deep Explanation”: [1, 14], en este tipo
de explicaciones la respuesta ante una con-
sulta se realiza utilizando el conocimiento
del interlocutor, y no so´lo del sistema. El
sistema debe poseer el conocimiento del
interlocutor. Este tipo de explicacio´n se
ajusta a la definicio´n, de transferencia de
conocimiento.
4. “Justification Explanation”: [15], la cual
es una descripccio´n expl´ıcita de la causali-
dad de los argumentos o de la racionalidad
utilizada en la construccio´n de cada paso
inferencial tomado por el sistema experto.
La generacio´n de una “explicacio´n entendi-
ble”, en un sentido amplio, se refiere a una jus-
tificacio´n o explicacio´n coherente solicitada por
el interlocutor. En [14] se indica que una pro-
piedad o caracter´ıstica que deben poseer las
explicaciones, es que deben ser “explicaciones
entendibles”. El agente que actua como inter-
locutor, so´lo posee un conocimiento parcial del
tema en cuestio´n, por lo cual solicita una ex-
plicacio´n, con la esperanza que el agente que
genera la explicacio´n pueda cubrir sus vac´ıos o
gaps de conocimiento.
En [12] se expresa que para que el usario
acepte una explicacio´n, el sistema debe conven-
cerlo que la misma es “relevante, justificada y
u´til”. Para esto el sistema debe explicar como
alcanzo´ la conclusio´n y adema´s indicar cuales
son los argumentos so´lidos (sound arguments)
que soportan esta conclusio´n. Viendo las ex-
plicaciones como un acto comunicativo, para
que sean aceptables, las explicaciones genera-
das por el sistema deben ser “expresivas”, tam-
bie´n deben estar “adaptadas al conocimiento
del usuario”, y deben ser “sensibles” a las ne-
cesidades del usuario.
En [12] se indica como cr´ıtica a los sistemas
actuales de recomendacio´n o apoyo a la deci-
sio´n, que usualmente este tipo de sistemas no
son usados eficientemente por los responsables
en la toma de decisiones debido a una pe´rdi-
da de confianza en la recomendacio´n provista
por el sistema. Adema´s, en [7] se indica que,
en general, cuando un usuario es responsable
por la toma de decisiones, normalmente tiende
a descartar la recomendacio´n que no entien-
de completamente. La pe´rdida de confianza en
el sistema, puede deberse a que la recomenda-
cio´n efectuada por el sistema, si bien puede ser
te´cnicamente aceptable, puede ser inaceptable
para la persona, ya que e´sta puede estar ba-
sada en alternativas que el usuario no hab´ıa
previsto.
Varios autores [2, 10, 11, 13] concuerdan en
que un sistema debe responder a un nivel com-
parable con los humanos expertos, pero tam-
bie´n debe tener la capacidad de explicar, en
una forma entendible por el usuario, el pro-
ceso de razonamiento que empleo´ para resol-
ver el problema y generar una recomendacio´n.
Adema´s [15] agrega que, si bien, la capacidad
de brindar explicaciones es importante en to-
do producto de software, para el caso especial
de los sistemas expertos, es au´n mas impor-
tante, ya que sin ello, los usuarios no estar´ıan
en capacidad de rechazar una recomendacio´n
del sistema cuando este´ equivocado y adicio-
nalmente, sera´n renuentes a la aceptacio´n de
un consejo au´n cuando el sistema este´ acerta-
do en su recomendacio´n.
En [14], se identifican Explicaciones Fallidas
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y Explicaciones Exitosas. Se expresa que el mo-
delo conversacional, puede facilitar un contex-
to dentro del cual se puede arribar al e´xito de
una explicacio´n. Los sistemas de explicaciones
deben abordar o plantear distintos tipos de ex-
plicaciones o estrategias para lograr el e´xito en
su objetivo. Actualmente, tampoco se aborda
el tema de calificar o juzgar cuan exitosa es
una explicacio´n ni tampoco el grado de enten-
dimiento que pudo ser transferido al interlocu-
tor. Dada una pareja de agentes que establecen
un dia´logo (en el contexto de las explicaciones)
existe un entendimiento compartido (sharing
understanding), pero tambie´n existen diferen-
tes huecos o vac´ıos (gaps) de entendimiento,
los cuales determinan el e´xito o el fracaso de
la explicacio´n. Es decir se establecen distintos
niveles de conocimiento y de desconocimiento,
que pueden provocar la falla en el intento de
explicar una consulta.
2. L´ıneas de investigacio´n
y desarrollo
El objetivo principal de esta l´ınea de inves-
tigacio´n es intentar avanzar sobre el desarrollo
de explicaciones que resulten aceptables para
el usuario que recibe una recomendacio´n de un
sistema.
En esta l´ınea de investigacio´n nos centrare-
mos, desde el punto de vista general en los
Sistema Argumentativos Basados en Reglas
SABR, y en particular trabajaremos sobre un
Sistema Argumentativo concreto denominado
DeLP (Defeasible Logic Programming) [6]. Los
SABR son formalismos de argumentac´ıon en
los cuales el conocimiento incluye un conjunto
de reglas de inferencia que permiten construir
argumentos a favor o en contra de una afirma-
cio´n. Estos sistemas son de particular intere´s
en el a´rea de Inteligencia Artificial dado que
este tipo de reglas de inferencia permite repre-
sentar conocimiento de sentido comu´n, posibi-
litando la construccio´n de argumentos de ma-
nera automa´tica.
DeLP es un formalismo que combina resul-
tados de programacio´n en lo´gica y argumen-
tacio´n rebatible. Utilizando DeLP es posible
representar informacio´n tentativa de forma de-
clarativa, mediante el uso de reglas ”de´biles”.
Adicionalmente, dado que es posible utilizar
negacio´n estricta en la cabeza de este tipo de
reglas, es posible representar informacio´n con-
tradictoria. En este formalismo se identifican
aquellos elementos en contradiccio´n, y poste-
riormente se lleva a cabo un proceso argumen-
tativo de diale´ctica para determinar cual de
estos elementos prevalecera´.[5]. Este sistema se
encuentra totalmente implementado y disponi-
ble online en [8].
Si bien, existe trabajo preliminar sobre expli-
caciones en DeLP [4, 3], el objetivo principal
de esta l´ınea de investigacio´n, es reformular,
adaptar y expandir este modelo, para lograr
que el nuevo modelo, este´ de comu´n acuerdo
a lo especificado en la literatura y a partir de
all´ı, expandir varios aspectos que detallaremos
mas adelante.
Nuestra l´ınea de investigacio´n esta´ compues-
ta por dos ejes principales: el primer eje se basa
en la adaptacio´n del modelo actual con el fin
de satisfacer y brindar todas las caracter´ısticas
mencionadas en la introduccio´n y que a nues-
tro entender debe brindar una explicacio´n; y el
segundo eje de investigacio´n se basa en expan-
dir determinadas caracter´ısticas del modelo de
explicaciones.
2.1. Primer eje: adaptacio´n
En los trabajos que anteceden a esta investi-
gacio´n [3], en general lo que se interpreta como
explicacio´n, es devolver al interlocutor el con-
junto de a´rboles de diale´ctica generados por
el proceso de razonamiento. Este tipo de res-
puesta, desde el punto de vista del interlocu-
tor, puede no ser satisfactoria, en el caso que el
interlocutor reciba ma´s informacio´n de la que
realmente necesita (por ejemplo envia´ndole to-
do el conjunto de a´rboles de diale´ctica). Esto
har´ıa que la explicacio´n no fuese u´til, y que
tampoco pudiese adaptarse para la integracio´n
adecuada de la informacio´n (transferencia de
conocimiento).
Como primer paso, se establecera´n diferen-
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tes niveles en lo que respecta a los tipos de ex-
plicaciones que brindara´ el modelo, las cuales
se indican a continuacio´n: Conjunto de Arbo-
les de Diale´ctica, Arbol de Diale´ctica, L´ınea de
Argumentacio´n y Argumento. Cada uno de es-
tos niveles permite generar distintos tipos de
respuestas de acuerdo a las necesidades del in-
terlocutor. Sobre cada uno de los niveles, se
adaptara´n las siguientes caracter´ısticas o pro-
piedades:
1. Explicacio´n Concisa/Completa: concepto
relacionado con la bu´squeda de argumen-
tos que permiten obtener una garant´ıa pa-
ra la consulta. En general, el me´todo de
razonamiento, una vez que encuentra un
argumento que esta´ garantizado (en caso
de existir) no continua la bu´squeda.
2. Explicacio´n Satisfactoria: concepto rela-
cionado con la capacidad de mostrar en la
explicacio´n generada, los argumentos que
fueron construidos pero no fueron consi-
derados por el algoritmo de razonamiento.
Existen varias causas por la cual el me´to-
do de razonamiento, no considera un argu-
mento, una de las causas es que el argu-
mento puede ser “falaz”, en particular, es
importante a nivel de explicacio´n, poder
tener una visio´n de las falacias que pue-
den producirse en la explicacio´n y porque
no fue considerado ese argumento.
3. Explicacio´n Parcial/Exhaustiva: este con-
cepto esta relacionado con la forma en la
cual se construye un a´rbol de diale´ctica
o a´rbol de razonamiento, dentro del cual
puede optimizarse realizando ”podas”, en
las l´ıneas de argumentacio´n para optimi-
zar la respuesta del sistema, lo cual brinda
mayor rapidez. Esta optimizacio´n esta´ li-
gada directamente al me´todo de bu´squeda
de contra-argumentos para un argumen-
to particular, una vez hallado un contra-
argumento que no es derrotado (garanti-
zado) se detiene la bu´squeda. En la ex-
plicacio´n exhaustiva, se obtendr´ıan todos
los posibles contra-argumentos, y esto per-
mitir´ıa poder presentar la misma explica-
cio´n de distintas formas o soportadas por
argumentos alternativos. Es decir, se dis-
pondr´ıa de la capacidad de brindar la mis-
ma explicacio´n de distintas formas.
4. Explicaciones Justificadas: concepto rela-
cionado con la presentacio´n de argumen-
tos que justifican o sustentan la conclusio´n
garantizada.
2.2. Segundo eje: expansio´n
El segundo eje esta´ basado en investigar co-
mo lograr que un sistema que provee explica-
ciones satisfaga las caracter´ısticas menciona-
das en la literatura y resumidas en la intro-
duccio´n de este trabajo.
En particular se trabajara´ en lograr que el
usario acepte una explicacio´n. Como para ello
el sistema debe convencerlo que la misma es
relevante, justificada y u´til. Entonces se debe
trabajar en buscar que el sistema explique co-
mo alcanzo´ la conclusio´n y que indique cuales
son los argumentos que soportan esta conclu-
sio´n. Se buscara´ definir elementos para lograr
identificar cuando las explicaciones generadas
por el sistema son expresivas o adaptadas al
conocimiento del usuario.
3. Resultados obtenidos y
esperados
Los resultados obtenidos hasta el momento,
debemos indicarlos dependiendo de los dos ejes
principales en que se trabaja en esta investiga-
cio´n.
De la primera l´ınea de investigacio´n, se
han identificado los distintos niveles de ti-
pos de explicaciones, y para cada una de
ellas, se han definido las caracter´ısticas y
formas de generacio´n de las explicaciones,
segu´n sean concisas/completas, satisfactoria,
parcial/exhaustiva y/o justificada.
Con respecto al segundo eje se espera po-
der definir explicaciones que resulten acepta-
bles para el usuario que recibe una recomen-
dacio´n de un sistema.
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