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Метод діагностики хвороби Альцгеймера за томографічними зображеннями 
мозку 
Розглянуто проблематику діагностики 
хвороби Альцгеймера. Приведено огляд сучас-
них інженерних методів автоматичної діагно-
стики хвороби Альцгеймера за зображеннями 
магнітно-резонансної томографії та позит-
ронно-еміснійної томографії.  
Наведено алгоритм методу відбору ознак, 
розроблений з використанням статистичних 
критеріїв. 
Розроблено и експериментально дослідже-
но метод на базі математичного апарату не-
чіткої логіки для автоматизованої діагности-
ки хвороби Альцгеймера.  
Бібл. 34., рис. 7., табл. 2 
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Вступ 
Хвороба Альцгеймера (ХА) – це нейродеге-
нартивне захворювання, що веде до смерті 
нейронів головного мозку людини. Загибель 
нейронів призводить до тяжких розладів пам'яті, 
інтелекту та когнітивних функцій. Дані зміни ве-
дуть за собою проблеми в емоційно-
особистісній сфері і поведінці. ХА є найбільш 
поширеною формою слабоумства [1, 2]. Біль-
шість людей, які страждають на ХА, відчувають 
деяку помірну втрату пам'яті, яка суттєво впли-
ває на їх повсякденне життя, а також інші симп-
томи (дратливість, часту зміну настрою та ін.) 
[2]. 
Найбільш поширеними інженерними мето-
дами діагностики ХА є магнітно-резонансна то-
мографія та позитронно-емісійна томографія 
(однофотонна емісійна комп’ютерна томогра-
фія). Перший метод дозволяє виявити структур-
ні зміни у тканинах головного мозку, в той час як 
другий є функціональним методом і дозволяє 
оцінити порушення метаболізму. 
В роботах [3-13] описані та досліджені мето-
ди діагностики хвороби Альцгеймера, що засно-
вані на використанні МРТ- або ПЕТ-\ОФЕКТ-
зображень. Ці методи мають достатньо високу 
точність, але всі вони або не враховують функ-
ціональні зміни, враховуючи тільки структурні, 
або не враховують структурні, враховуючи тіль-
ки функціональні. Водночас, урахування функці-
ональних та структурних змін може підвищити 
точність діагностики. Окрім цього у попередніх 
роботах [14-18] розглядалась можливість вико-
ристання підходу нечіткої логіки [19-21] у діагно-
стиці хвороби Альцгеймера. Нечітка логіка уза-
гальнює класичну логіку та теорію множин. Тео-
рія нечіткої логіки базується на понятті нечіткої 
множини як об’єкта з функцією приналежності 
елементу до множини, що набуває будь-які зна-
чення на інтервалі [0,1], а не тільки 0 або 1. Тоб-
то, якщо описані [3-13] методи дозволяють чітко 
визначити хворий пацієнт чи здоровий, то вико-
ристання апарату нечіткої логіки потенційно дає 
змогу оцінити «на скільки» хворий. Використан-
ня такого підходу продемонструвало достатньо 
високі результати у діагностиці, зокрема на ран-
ніх стадіях [15]. 
Метою даної роботи є використання муль-
тимодальних ознак в системах автоматизованої 
діагностики хвороби Альцгеймера, заснованих 
на використанні нечіткої логіки. 
Нечітка логіка та системи нечіткого виводу 
Термін «нечітка логіка» почав використову-
ватись у кінці 60-х років ХХ століття. На сьогод-
нішній день даний термін використовується у 
двох змістах. 
В узькому змісті, нечітка логіка – це логічна 
система, що є розширенням багатозначної логі-
ки. Нечітка логіка представляє собою спеціальну 
багатозначну логіку, що націлена на забезпе-
чення формальних основ градуйованого підходу  
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до нечіткості. Під градуйованим підходом розу-
міється загальний принцип людського мислення, 
який використовується при спробі визначити, 
наділений об’єкт властивістю в повній мірі чи 
тільки частково, оскільки дана властивість є чіт-
кою.  
Нечітка логіка у широкому змісті є розши-
ренням нечіткої логіки у вузькому змісті та наці-
лена на створення математичної моделі мірку-
вань, притаманних людині, в яких принципову 
роль відіграє природна мова. У цьому сенсі не-
чітка логіка рівносильна теорії нечітких множин, 
тобто класів з нечіткими, розмитими границями. 
Використання даного підходу для діагности-
ки хвороби Альцгеймера має дозволити в якості 
цих нечітких класів використовувати стадії хво-
роби (предеменція, помірна, важка та ін.), гра-
ниці між якими є розмитими та нечтікими, а в 
якості лінгвістичних змінних використовувати 
параметри, які будуть характеризувати окремі 
структурні та функціональні зміни в мозку люди-
ни [15]. 
Процес нечіткого виводу – це процес отри-
мання нечітких «висновків» щодо деякого об'єк-
та на основі нечітких умов або передумов, що 
представляють собою інформацію про поточний 
стан об'єкта. На рис. 1 зображена внутрішня 
структура системи нечіткого виводу у загально-
му випадку [22]. 
 
Рис. 1. Загальна внутрішня будова систем нечіт-
кого виводу 
В даній роботі для автоматичної діагностики 
ХА пропонується використовувати систему нечі-
ткого виводу типу Сугено [14] синтезовану за 
алгоритмом Subtractive clustering algorithm 
[14,23]. 
Розробка методу вибору та відбору ознак 
для діагностики ХА 
Для своєчасної успішної діагностики ХА про-
понується визначити так звані області інтересу – 
області мозку, в яких відбуваються першочерго-
ві зміни. З медичної літератури відомо [1,2], що 
найбільші зміни відбуваються в області гіпокам-
пу (зміни пов’язані з порушеннями пам’яті) та в 
корі головного мозку (зміни пов’язані з порушен-
нями сенсорних функцій) – атрофія гіпокампа-
льних ділянок та кори, відповідно.  
Окрім локальних змін у областях гіпокампу 
та корі головного мозку людини відбуваються 
також і глобальні зміни у інших областях. Ці змі-
ни є менш помітними людському оку на МРТ- та 
ПЕТ-/ОФЕКТ-зображеннях і стають більш виро-
дженими тільки на більш пізніх стадіях ХА. Вра-
хування цих структурних відхилень є дуже кри-
тичним для успішної та своєчасної діагностики 
захворювання, особливо на ранніх стадіях, коли 
зовнішні симптоми є слабко виродженими, а для 
візуального аналізу томографічних зображень 
мозку необхідні висококваліфіковані лікарі, зда-
тні помітити всі видозміни.  
Тому, під час розробки методів автоматичної 
діагностики ХА за томографічними зображання-
ми мозку необхідно приділити особливу увагу 
врахуванню не тільки анатомічних областей ін-
тересу, які висвітлені у медичній літературі, в 
яких відбуваються найбільш суттєві зміни, а й 
інших анатомічних областей, в яких зміни менш 
помітні.  
Автоматичне виділення анатомічних облас-
тей інтересу у томографічних зображеннях є 
дуже важливою складовою процесу 
комп’ютерної діагностики ХА. Для цієї задачі ви-
користовують так звані «атласи» мозку. Ці атла-
си відрізняються один від одного кількістю ана-
томічних регіонів, тобто деталізацією, та мето-
дом отримання. Більшість із них отримані за до-
помогою статистичних оцінок та ймовірнісних 
розподілень. В даній роботі використаний ста-
тистичний атлас IBASPM116 [24]. 
Для того, щоб визначити суттєвість локаль-
них змін та необхідність їх врахування при діаг-
ностиці, пропонується застосовувати методи ві-
дбору ознак. Для того щоб визначити важли-
вість регіонів мозку людини та обрати критерій 
«ненадмірності» ознак, в даній роботі пропону-
ється порівнювати окремі області інтересу, об-
рані з анатомічного атласу, в деякого усередне-
ного здорового пацієнта та деякого усереднено-
го хворого пацієнта. Розгляд вокселів кожного 
окремого регіону, як окремого набору ознак до-
зволить в подальшому розраховувати нові озна-
ки, які б описували характеристики цього регіону 
у більш зручній формі.  
В той самий час, кількість вокслеів у межах 
кожного окремого регіону в залежності від роз-
мірів цього регіону може бути достатньо вели-
кою. Тому в даній роботі пропонується розгля-
дати інтенсивність кожного окремого вокселя у 
межах одного регіону томографічного зобра-
ження мозку людини як випадкову величину 
72          ISSN 1811-4512. ElectronComm 2016, Vol. 21, №3(92) 
 
 Крашений І.Е., Попов А.О., Рамірез Х., Горріз Х.М., 2016 
 
[25,26]. Для того щоб визначити, чи належать 
два набори вокселів до однієї генеральної суку-
пності, в даній роботі пропонується використо-
вувати методи перевірки значень параметрів 
розподілів – статистичні критерії.  
В даній роботі робиться припущення щодо 
нормальності закону розподілу вокселів у межах 
одного окремого регіону. Це припущення мож-
ливо перевірити за допомогою статистичного 
тесту Колмогорова-Смирнова [26]. Даний крите-
рій дозволяє перевірити гіпотезу: 
 
    0 : nH F x x   
де   x  – повністю визначена з точністю до па-
раметрів теоретична функція розподілу, а 
 nF x  – емпірична функція розподілу випадко-
вої величини x , що представлена вибіркою 
  1 2 nx x x : 
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Алгоритм перевірки нульової гіпотези має 
вигляд: 
   
 
     
 
* 0.85sup 0.01n n
x
D x F x n
n
. 
Залежно від значення допустимого рівня 
значущості   та критичного значення *nD  ро-
биться рішення про прийняття та відкидання ну-
льової гіпотези. 
В даній роботі пропонується за умови прий-
няття нульової гіпотези щодо закону розподілу в 
межах одного окремого регіону томографічного 
зображення використовувати критерій Стьюден-
та для двох незалежних вибірок [25,26]:  
   


  

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1 2
1 2
2 2
1 2
1 2
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де 1n  та 2n – кількість значень у виборці, 
1
2
X
s та 
2
2
X
s  – незміщені оцінки дисперсії.  
У разі, якщо ж критерій Колмогорова-
Смирнова відкине нульову гіпотезу – пропону-
ється використання рангового U-критерію Ман-
на-Уітні. Для обчислення U-критерію необхідно: 
1) скласти ранжований ряд з обох вибірок, в 
якому найменша ознака матиме найменший 
ранг, а найбільша – найбільший; 2) розділити 
ранжований ряд на дві вибірки, що складати-
муться з елементів першої і другої вибірок; 3) 
визначати суми рангів та визначити яка з ранго-
вих сум більша – xT ; 4) виконати розрахунок за 
формулою: 
  
   1 2
1
2
x x
x
n n
U n n T , 
де 1 2,n n  – кількість значень у вибірках 1 та 2. 
5) перевірити нульову гіпотезу за таблицею 
значень U-критерію у відповідності до рівня зна-
чущості  .  
 
 
Рис. 2. Блок-схема алгоритму сортування ознак для автоматичної діагностики хвороби Альцгеймера на 
основі статистичних критеріїв. Р-значення – ймовірність похибки першого роду 
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На рис. 2 наведено блок-схему алгоритму 
сортування ознак для діагностики хвороби Аль-
цгеймера на основі статистичних критеріїв. У 
табл. 1 наведені назви 40-ка регіонів, що мають 
найменше р-значення, для МРТ- та ПЕТ-
зображень відповідно, на рис. 3 та 4 ці регіони 
виділені на зрізах томографічних зображень мо-
зку.  
 
Таблиця 1. Сорок областей інтересу розраховані на основі статистичних критеріїв 
№ 
Назва області 
інтересу ПЕТ 
Назва області 
інтересу МРТ 
№ 
Назва області інте-
ресу ПЕТ 
Назва області інте-
ресу МРТ 
1 Angular_R Parietal_Sup_L 
21 Putamen_L Paracentral_Lobule_
R 
2 Angular_L Precentral_L 22 Precentral_L Angular_R 
3 
Cerebelum_4_5
_L 
Postcentral_R 
23 Precuneus_R Cingulum_Mid_L 
4 Cerebelum_6_L Cingulum_Mid_R 24 Vermis_4_5 Frontal_Sup_L 
5 
Cingulum_Post_
L 
Parietal_Inf_R 
25 Cerebelum_8_L Frontal_Mid_R 
6 Cerebelum_3_L Hippocampus_L 26 Cingulum_Post_R Cingulum_Post_L 
7 
Cerebelum_4_5
_R 
Precentral_R 
27 Putamen_R Angular_L 
8 Cerebelum_3_R Frontal_Sup_R 28 Parietal_Inf_R Occipital_Sup_R 
9 Cerebelum_6_R Postcentral_L 29 Cerebelum_9_R Occipital_Mid_L 
10 Vermis_3 Cuneus_R 
30 Vermis_6 Frontal_Sup_Medial
_L 
11 Postcentral_R Parietal_Sup_R 31 Precentral_R Putamen_L 
12 Vermis_1_2 
Frontal_Sup_Me
dial_R 
32 Temporal_Mid_L Frontal_Inf_Orb_R 
13 Vermis_9 Parietal_Inf_L 
33 Paracentral_Lobule_
R 
Heschl_L 
14 
Paracentral_Lob
ule_L 
Supp_Motor_Are
a_R 
34 Supp_Motor_Area_L Lingual_R 
15 Vermis_8 Frontal_Mid_L 35 Temporal_Inf_L Precuneus_R 
16 Parietal_Inf_L Hippocampus_R 36 Precuneus_L SupraMarginal_L 
17 Cerebelum_8_R 
Paracentral_Lobu
le_L 
37 ParaHippocampal_R Pallidum_L 
18 Postcentral_L Precuneus_L 
38 Supp_Motor_Area_
R 
Olfactory_L 
19 Temporal_Inf_R Occipital_Sup_L 39 ParaHippocampal_L Occipital_Inf_L 
20 
Temporal_Mid_
R 
Supp_Motor_Are
a_L 
40 Hippocampus_L Temporal_Inf_R 
 
 
Таким чином застосування атласів у комбі-
нації зі статистичними тестами у даному дослі-
джені має дозволити визначити регіони з най-
більш суттєвими змінами та відхиленнями, не 
розглядаючи весь мозок загалом. Такий підхід 
має дозволити уникнути надмірної діагностики 
та визначити області які потребують особливої 
уваги при діагностиці, як візуальній, так і авто-
матичній. 
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Рис. 3. Сорок регіонів, що мають найменше Р-значення, що позначенні на МРТ-зображеннях мозку лю-
дини: а) аксіальна проекція; б) корональна проекція; в) сагітальна проекція 
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Рис. 4. Сорок регіонів, що мають найменше Р-значення, що позначенні на ПЕТ-зображеннях мозку лю-
дини: а) аксіальна проекція; б) корональна проекція; в) сагітальна проекція 
 
Експериментальні дослідження та результа-
ти 
В даній роботі була використана база даних 
томографічних зображень ADNI. Дана база міс-
тить в собі 249 FDG ПЕТ-зображень та Т1 МРТ-
зображення пацієнтів на різних стадіях хвороби 
Альцгеймера (табл. 1).  
Всі зображення були попередньо оброблені. 
Була виконана просторова нормалізація, а та-
кож реорганізація вокселів для відповідності всіх 
томографічних зображень одному єдиному ста-
ндартному шаблону [24]. В якості ознак в даній 
роботі пропонується використовувати середній 
церебральний кровоток в локальних областях 
мозку та середню щільність сірої речовини у 
найбільш схильних до змін регіонах під час хво-
роби Альцгеймера. 
Таблиця 2. Демографічні дані пацієнтів в бази да-
них ADNI 
Діагноз Кількість Вік Стать 
(Ч/Ж) 
MMSE 
NOR 68 75,97±5,0 43/25 29,06±1,08 
MCI 111 74,85±7,4 76/35 26,68±2,16 
AD 70 75,36±7,5 46/24 22,84±2,91 
 
В експерименті була синтезована одна сис-
тема нечіткого виводу за алгоритмом Subtractive 
Clustering використовуючи середню щільність 
сірої речовини в межах одного регіону (середня 
інтенсивність вокселів МРТ-зображень) та сере-
дній метаболізм в межах одного регіону (серед-
ня інтенсивність вокселів ПЕТ-зображень). На 
рис. 5 зображена блок-схема експерименту. 
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Рис. 5. Блок-схема експерименту для дослідження автоматичної діагностики ХА на основі мультимо-
дальних томографічних зображень мозку людини 
Дана система були створена та перевірена 
за допомогою баз томографічних зображень 
трьох різних типів пацієнтів (NOR – контрольна 
група, AD – хворих хворобою Альцгеймера, MCI 
– пацієнтів з помірними когнітивними розлада-
ми) та алгоритму крос-валідації leave-one-out 
[27,28]. Для визначення якості діагностики була 
використана методика один проти одного (one 
vs one) в результаті якої були визначені площі 
під кривою помилок в залежності від кількості 
вхідних ознак. Залежності площі під кривою по-
милок від кількості інформативних ознак наве-
дені на рис. 6, а на рис. 7 відповідні статистичні 
діагностичні міри [29-32].  
 
 
Рис. 6. Залежності площі під кривою помилок від кількості вхідних ознак для мультимодальних ознак 
отриманих на основі МРТ та ПЕТ 
Биомедицинские приборы и системы                     77 
 
 Крашений І.Е., Попов А.О., Рамірез Х., Горріз Х.М., 2016 
 
Рис. 7. Залежності стандартних діагностичних мір від кількості вхідних ознак для мультимодальних 
ознак отриманих на основі МРТ та ПЕТ 
Як видно, максимальна площа під кривою 
для у класифікації AD vs NOR склала 0.91 з ви-
користанням 35 ознак, а для MCI vs NOR – 0.775 
з використанням 20 ознак.  
Даний метод має кращі показники, ніж ме-
тод, що використовує метод опорних векторів у 
якості класифікатора та мультимодальні ознаки 
[33], що має точність = 0.86 (AD vs NOR) та точ-
ність = 0.72 (MCI vs NOR) (рис. 7). У перспективі 
ж ці показники якості класифікації з використан-
ням нечіткої логіки можуть бути ще більш пок-
ращені використанням голосування чи викорис-
танням методів зменшення розмірності даних 
[34]. 
Висновки 
В роботі представлено можливе викорис-
тання методів нечіткої логіки в системах для діа-
гностики хвороби Альцгеймера за мультимода-
льними томографічними зображеннями мозку. 
Показано, що даний метод має кращі показники, 
ніж аналогічні методи на основі мультимодаль-
них ознак. 
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Метод диагностики болезни Альцгеймера по томографическим 
изображениям мозга человека 
Рассмотрено проблематику диагностики болезни Альцгеймера. Приведен обзор современ-
ных инженерных методов автоматизированой диагностики болезни Альцгеймреа по изображе-
ниям магнитно-резонансной томографии и позитронно-эмисионной томографии мозга челове-
ка.  
Приведен алгоритм метода отбора признаков, разработанный с применением статистиче-
ских критериев.   
Разработан и экспериментально исследован метод на базе математического аппарата не-
четкой логики для автоматизированной диагностики болезни Альцгеймера.  
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Methods for Аlzheimer’s desiease diagnostics 
The problem of Alzheimer disease diagnosis is considered. The review of current existing automated 
methods of Alzheimer disease diagnosis using MRI and PET/SPECT images is given. Advantages and 
disadvantages are presented. Problem of potential redundancy of Alzheimer disease features, which are 
used in modern diagnosis systems, is considered. 
A feature selection algorithm was developed using statistical tests.  
The new approach based on a fuzzy logic application for the computer-aided diagnosis of Alzheimer’s 
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