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Resumo
Neste trabalho é realizado um estudo sobre a estabilidade de um esquema numério para
um sistema do tipo Boussinesq para ondas internas. Através da Análise de von Neumann
obteve-se três ondições suientes para que o método numério proposto para a versão
linearizada do sistema seja estável. Tais ondições foram orroboradas por experimentos
omputaionais e serviram de base para a implementação de um esquema numério para
a versão fraamente não linear do sistema que também se mostrou estável nos testes.
Palavras-have: Método espetral. Derivação numéria. Transformadas de Fourier.

Abstrat
In this work a stability study of a numerial sheme that approximates a Boussinesq type
system for internal waves is addressed. Three suient onditions to ensure stability of the
linearized numerial approximation are obtained by performing a von Neumann analysis.
Said onditions are validated by omputational simulations and serve as the basis for the
implementation of a numerial sheme for the weakly nonlinear system whih also remains
stable in the tests.
Key words: Spetral method. Numerial dierentiation. Fourier Transforms.
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Capítulo 1
Introdução
Este trabalho tem por objeto de estudo um modelo reduzido para ondas internas ob-
tido a partir das equações de Euler para duas amadas de uidos. Ondas internas existem
devido à estratiação do oeano pela diferença de densidade da água. A estratiação
pode ser ausada pela variação de salinidade ou por variações de temperatura, dentre as
ausas mais omuns. Este tema é de importânia para a segurança das operações em pla-
taformas de produção de petróleo oshore, onde as ondas internas podem interagir om
as estruturas submersas no fundo do mar e a topograa, omprometendo as operações
de reuperação de petróleo e gás. Ondas internas também oorrem na atmosfera, onde
orrentes de ar interagem om a orograa, por exemplo montanhas ou o perl de uma
região urbana, o que é relevante no estudo da dispersão de poluentes.
Modelos bastante eientes para o estudo da propagação de ondas internas foram
obtidos a partir das Equações de Euler usando análise assintótia [3, 4℄. Para modelar esse
fenmeno, onsideramos dois uidos invísidos, imisíveis, inompressíveis e irrotaionais
de densidades diferentes limitados por um fundo plano e uma tampa rígida omo mostra
a gura 1.1. A densidade do uido da amada superior é ρ1 e a densidade do uido da
amada inferior é ρ2. Para garantir uma onguração estável assumimos que ρ2 ¡ ρ1 ¡ 0.
A amada superior é delgada se omparada à longitude de onda araterístia (L), ou
seja, h1 é muito menor do que L (0   h1    L, regime de águas rasas).
A amplitude araterístia da perturbação da interfae é denotada por a ¡ 0. Se
ela é pequena quando omparada om h1 estamos no regime fraamente não linear de
propagação. Se ela for da ordem de h1 estamos no regime fortemente não linear. A
amada inferior é profunda sem ter profundidade innita, ou seja, h2 é omparável om L
(0   h2  OpLq, regime de águas intermediárias). O sistema de oordenadas px, zq está
situado à altura da interfae em repouso. Uma onda interna se desenvolve na interfae
entre os dois uidos.
O modelo fortemente não linear apresentado em [13℄, que desreve a evolução ao longo
do tempo t da onda interna desrita por ηpx, tq junto om a média da veloidade horizontal
da amada superior upx, tq é dado pelo sistema
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Figura 1.1: Conguração de duas amadas om tampa rígida e fundo plano.
onde δ  h2{L, β 
 
h1
L
2
é o parâmetro de dispersão e o domínio é periódio na variável
x. O operador pseudodiferenial Tδ é onheido omo transformada de Hilbert na faixa e
é denido no domínio da frequênia omo
zTδrf spkq  i cothpδkq pfpkq, k P Z
. (1.2)
O operador Tδ vem de resolver uma equação de Laplae que surge durante a dedução
de (1.1). Esta pode ser enontrada om detalhes em [12℄.
Considerando o regime de propagação de ondas fraamente não linear, introduzem-se
os esalamentos η  αη, u  αu, onde α  a{h1 é pequeno e da mesma ordem de β.
Como resultado, ignorando os asterisos, a partir do sistema (1.1) obtem-se o seguinte
sistema de tipo Boussinesq,
$
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%
ηt 

p1 αηqu

x
,
ut   αu ux  

1
ρ2
ρ1


ηx 
ρ2
ρ1
a
β Tδ

u

xt
 
β
3
uxxt,
de ordem β
3
2
. Após a normalização da veloidade adimensional c2
0


ρ2
ρ1
 1
	
pelo
esalamento
η  η:, u  c0u
:, t 
t:
c0
,
e ignorando os :, obtem-se o sistema
$
&
%
ηt 

p1 αηqu

x
 0
ut   αu ux  ηx 
a
β
ρ2
ρ1
Tδ rusxt  
β
3
uxxt.
(1.3)
Note que, no aso partiular em que α  0 e β  0 este sistema tem a forma
$
&
%
ηt  ux,
ut  ηx.
(1.4)
Que é uma outra forma de apresentar a equação da onda.
Podemos omparar (1.3) om o modelo obtido em [4℄ que não tem o termo de tereira
ordem pβ{3quxxt,
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ηt 

p1 αηqu

x
,
ut   αu ux  ηx 
ρ2
ρ1
a
β Tδ

u

xt
.
(1.5)
Essa diferença oorre pois (1.3) é de ordem mais alta do que (1.5) onforme vemos em [13℄.
Estudos do modelo de menor ordem podem ser enontrados em [12℄ e [9℄.
O sistema (1.3) já foi estudado desde o ponto de vista teório no que diz respeito à boa
oloação em espaços de Sobolev em [2℄, mas aree de estudos aera de implementação
numéria. O objetivo deste trabalho é desenvolver uma implementação numéria para este
sistema e analisar as propriedades de estabilidade e onvergênia do esquema numério
esolhido, visto que já existem estudos semelhantes para o sistema (1.5).
A primeira parte deste trabalho onsiste em estudar a estabilidade numéria para uma
disretização do sistema (1.6) que é a versão linearizada do sistema (1.3). Para tal vamos
seguir de perto [9℄ onde um estudo semelhante é feito para a versão linearizada do sistema
(1.5).
$
&
%
ηt  ux,
ut 
ρ2
ρ1
a
β Tδrusxt 
β
3
uxxt  ηx.
(1.6)
Na segunda parte do trabalho faremos a implementação do sistema (1.3) tendo omo
base os resultados obtidos para o sistema (1.6). Vamos realizar testes omputaionais a
m de omprovar a eiênia do método utilizando ondas viajantes omo ondição iniial.
A dissertação está organizada do seguinte modo. No Capítulo 2 são apresentados
alguns resultados relevantes sobre séries de Fourier, Transformada Disreta de Fourier
(TDF) e o estudo teório do sistema (1.3) feito em [2℄. A disretização do sistema (1.6) e a
análise de estabilidade desta são feitas nos Capítulos 3 e 4, respetivamente. No Capítulo 5
são realizados testes omputaionais da implementação numéria do sistema (1.3).
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Capítulo 2
Revisão de Análise de Fourier
Neste apítulo vamos apresentar algumas denições e resultados relevantes para o
desenvolvimento do trabalho. Algumas demonstrações foram omitidas mas são dadas
referênias de onde enontrá-las.
2.1 Série de Fourier
Antes de falar sobre Séries de Fourier devemos denir o que é uma função periódia.
Denição 2.1.1. Um função f : R Ñ C é dita periódia de período l ¡ 0 se fpx  lq 
fpxq x P R.
Em muitos asos é onveniente esrever uma função periódia omo um somatório de
exponeniais omplexas, ou seja, esrevê-la omo uma Série de Fourier na forma
fpxq 
8
¸
k8
ck exppikpix{lq, (2.1)
onde os oeientes ck são determinados por
ck 
1
2l
» l
l
fpxq exppikpix{lqdx. (2.2)
É omum utilizar a notação ck 
N
fpkq para os oeientes da Série de Fourier.
A próxima denição será muito útil para trabalhar om o operador Tδ.
Denição 2.1.2. A onvolução periódia de duas funções f e g é denida omo
pf  gqpxq 
1
2l
» l
l
fpyqgpx yqdy.
Existem muitas propriedades da Série de Fourier, mas apresentaremos aqui apenas as
que utilizaremos neste trabalho:
N
pafqpkq  a
N
fpkq, a P R,
N
pf   gqpkq 
N
fpkq  
N
gpkq,
N
pf 1qpkq  pikpi{lq
N
fpkq,
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Npf  gqpkq 
N
fpkq
N
gpkq.
As demonstrações destas propriedades podem ser enontradas em [5℄.
2.2 Transformada de Fourier periódia
Diferente da Série de Fourier, a Transformada de Fourier Periódia (TFP) é um
operador que leva uma função em uma sequênia. Antes de apresentá-la vamos denir os
seguintes espaços.
Denição 2.2.1. O espaço da funções periódias de quadrado integrável é denido omo
L2perrl, ls : tf : R Ñ C, f periódia de período 2l tal que existe
» l
l
|fpxq|2dxu.
Denição 2.2.2. O espaço das sequênias de quadrado somável é denido omo
l2pZq : ttαkukPZ tal que
8
¸
k8
|αk|
2
é onvergenteu.
Podemos agora denir a TFP.
Denição 2.2.3. A Transformada de Fourier Periódia é o operador linear
N : L2perrl, ls Ñ l
2
pZq
f ÞÑ t
N
fpkqukPZ
tal que
N
fpkq 
1
2l
» l
l
fpxq exppikpix{lqdx.
A Transformada de Fourier Periódia inversa é denida a seguir:
Denição 2.2.4. A Transformada de Fourier Periódia inversa é um operador linear
O : l2pZq Ñ L2perrl, ls
tαkukPZ ÞÑ f
tal que
fpxq 
8
¸
k8
αk exppikpix{lq.
Os oeientes de Fourier
N
fpkq da função f , imagem da TFP inversa, oinidem om
os termos αk da sequênia tαkukPZ.
2.3 Transformada de Fourier disreta
A TFP tem propriedades interessantes, mas preisa de um tratamento diferente para
ser usada omputaionalmente. Primeiramente, vamos denir uma malha de pontos em
r0, 2ls. Seja N um número par e ∆x  2l{N , os pontos xj da malha são denidos omo
xj  j∆x, j  1, 2, . . . , N .
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Ao usarmos a regra do trapézio para aproximar
N
fpkq obtemos a denição da Trans-
formada de Fourier Disreta (TFD).
Denição 2.3.1. Seja f : R Ñ C uma função periódia de período 2l e fj  fpxjq, j 
1, 2, . . . , N . A TFD é denida omo
fˆk  fˆpkq 
1
N
N¸
j1
fj exppikpixj{lq, k  
N
2
  1, . . . ,
N
2
.
A inversa da TFD é dada por
fj 
1
2l
N{2
¸
kN{2 1
fˆkw
jk
N , j  1, 2, . . . , N
om
wN  exppi2pi{Nq.
A TFD é usada do seguinte modo: apliamos a TFD na função em questão, usamos
a propriedade da TFP neessária e retornamos ao domínio periódio om a TFD inversa.
Deste modo é possível realizar difereniação e onvolução, por exemplo.
Podemos esrever a TFD em uma versão matriial através da matriz de Fourier F
dada por
Fm,j  expp2piipmN{2qj{Nq, 1   m, j   N
Denotando f  rf1, . . . , fN s
T
e fˆ  rfˆ
N{2 1, . . . , fˆN{2s
T
temos
fˆ  ∆xFf e f 
1
2l
F
T
fˆ .
O uso da TFD será esrito da forma g  1
N
F
T
DFf , onde D é uma matriz diagonal
obtida om ajuda das propriedades da TFP usada. Por exemplo, pela propriedade da
derivada
N
pf 1qpkq  pikpi{lq
N
f pkq temos a matriz diagonal D  diagpikpi{lq, k  N{2  
1, . . . , N{2.
Algo interessante a destaar é que a matriz de Fourier diagonaliza matrizes Toeplitz
irulantes.
Denição 2.3.2. Dados os valores c1, c2, . . . , cN , uma matriz Toeplitz irulante C é
denida omo
Ci,j 
"
c1 ji, i ¤ j,
cN 1 ji, i ¡ j.
(2.3)
Se C é uma matriz Toeplitz irulante, então existe uma matriz diagonal D tal que
C  1
N
F
T
DF . Este fato é provado em [7℄. O teorema a seguir dá uma fórmula simples
de álulo dos autovalores de uma matriz Toeplitz irulante.
Teorema 2.3.3. Os autovalores de uma matriz Toeplitz irulante C denida pelos valores
c1, c2, . . . , cN são dados por
λkpCq 
N¸
m1
cm exppipm 1qθkq, onde θk 
2pik
N
.
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Demonstração: Considere k  lN{2, 1 ¤ l ¤ N e w  Cv, onde v é a l-ésima oluna
de F
T
. A j-ésima entrada de w é dada por
wj 
N¸
n1
Cj,n exppinθkq 

N¸
n1
Cj,n exppipn  jqθkq

exppijθkq 


N¸
n1
Cj,n exppipn jqθkq

vj .
Se provarmos que a expressão que multiplia vj é uma onstante que não depende de
j teremos a fórmula desejada.
N¸
n1
Cj,n exppipn jqθkq 
j1
¸
n1
cN 1 nj exppipn jqθkq  
N¸
nj
c1 nj exppipn jqθkq.
Fazendo a mudança de índies n j  mN  1 temos
λkpCq 
N¸
mNj 2
cm exppipmN  1qθkq  
Nj 1
¸
m1
cm exppipm 1qθkq

N¸
mNj 2
cm exppipm 1qθkq  
Nj 1
¸
m1
cm exppipm 1qθkq

N¸
m1
cm exppipm 1qθkq,
e obtemos a fórmula desejada.
2.4 Resultados do sistema linearizado
Utilizando a TFP e suas propriedades é possível enontrar uma solução para o sistema
linearizado (1.6) que é dada pela expressão a seguir. A dedução desta solução pode ser
enontrada om maiores detalhes em [2℄.

ηpx, tq
upx, tq


1
2l
8
¸
k8
exp

i
kpix
l


G

t,
kpi
l


ηˆpk, 0q
uˆpk, 0q

, (2.4)
onde
G pt, κq 

cospκvpκqtq iv1pκq sinpκvpκqtq
ivpκq sinpκvpκqtq cospκvpκqtq

,
vpκq 

1 
ρ2
ρ1
?
β
δ
φpκδq  
β
3
κ2


1{2
e
φpκq 
"
1, κ  0
κ coth κ, κ  0.
(2.5)
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Além disso, é provado em [2℄ que a solução do sistema (1.6) é únia e depende ontinua-
mente dos dados iniiais, isto é, o sistema linearizado é bem posto em espaços de Sobolev
periódios. Antes de enuniar os resultados que garantem a boa oloação preisamos
denir alguns espaços.
Denição 2.4.1. Dizemos que f : R Ñ C pertene ao espaço C8per  C
8
perrl, ls se esta é
innitamente difereniável e periódia de período 2l .
Denição 2.4.2. O espaço de Sobolev periódio Hsper  H
s
perrl, ls, s ¡ 0 é o feho do
onjunto das funções f P C8per tais que
||f ||2s  2pi
8
¸
k8
 
1  pkpi{lq2
s
|
N
fpkq|2   8.
Denição 2.4.3. O produto artesiano de espaços de Sobolev é denido omo H ps,rq 
Hsper H
r
per om a norma ||rf1, f2s
T
||
2
s,r  ||f1||
2
s   ||f2||
2
r.
Com o teorema enuniado a seguir, uja demonstração enontra-se em [2℄, é possível
provar que a solução do sistema (1.6) é únia e que depende ontinuamente dos dados
iniiais. Assim, junto om (2.4) temos que o sistema linearizado é bem posto.
Teorema 2.4.4. Sejam ηp, 0q P Hs e up, 0q P Hs 1, om s ¡ 0, as ondições iniiais do
sistema (1.6). Existe uma onstante positiva C que só depende de s tal que
||rηp, tq, up, tqsT ||s,s 1 ¤ C||rηp, 0q, up, 0qs
T
||s,s 1, t ¡ 0.
onde ηpx, tq e upx, tq são soluções do sistema (1.6).
Como vamos trabalhar om a disretização do sistema (1.6), vamos onsiderar HsN que
é a versão disreta de Hs onsistente no espaço N-dimensional CN munido da norma
||f ||2N,s  2pi
N{2
¸
kN{2 1
 
1  pkpi{lq2
s
|fˆpkq|2.
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Capítulo 3
Disretização do modelo linearizado
Neste apítulo vamos apresentar a disretização do sistema (1.6). Esta é feita mediante
o método de linhas, que onsiste em realizar a disretização espaial de um sistema de
EDPs transformando este em um sistema de EDOs om um número maior de equações, o
qual será resolvido om um método numério adequado. Neste aso, o sistema (1.6) om
duas EDPs será transformado em um sistema om 2N EDOs, onde N P N é o número de
pontos na malha espaial.
Como o problema é periódio, isto é, u e η são funções periódias de período 2l em x,
vamos trabalhar apenas no intervalo r0, 2ls. Sejam N P N um número par e ∆x  2l{N ,
os pontos da malha espaial são xj  j∆x, j  1, . . . , N . O ponto x0  0 não é utilizado
por onta da periodiidade de u e η (upx0q  upxNq e ηpx0q  ηpxNq).
Figura 3.1: Ilustração do método de linhas.
Agora, no lugar de u e η, funções nas variáveis x e t, teremos as funções vetoriais em t
uptq  ru1, . . . , uNs
T
e ηptq  rη1, . . . , ηN s
T
ujas entradas são funções na variável t, isto
é, uj  upxj, tq e ηj  ηpxj , tq, j  1, . . . , N .
Para failitar a disretização das derivadas espaiais, onsidere a função auxiliar ψ
denida por
ψ  u
ρ2
ρ1
a
β Tδ,xrus 
β
3
uxx. (3.1)
De forma análoga temos a função vetorial ψptq onde ψj  ψpxj, tq. O nosso objetivo
é determinar matrizes C e P tais que ux  Cu, ηx  Cη e ψ  Pu na malha, de modo
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que, se onsiderarmos a igualdade nestas aproximações, obtemos o sistema de 2N EDOs
#
ηt  Cu,
Put  Cη.
(3.2)
Desde que P seja invertível, podemos apresentar este omo

ηt
ut

 D

η
u

, D 

0 C
P1C 0

. (3.3)
Observação 3.0.5. O subíndie t nas funções vetoriais denota a derivada de ada ompo-
nente dessas om relação a t.
Na Seção 3.1 vamos apresentar três possibilidades de esolha para a matriz C e na
Seção 3.2 iremos obter a matriz P utilizando propriedades da série de Fourier. Na Seção 3.3
será feita a disretização temporal do sistema semi-disretizado (3.2) om o método de
Runge-Kutta lássio de quarta ordem.
3.1 Disretização do operador de derivação espaial de
primeira ordem
Diversas maneiras de disretizar derivadas estão desritas na literatura de forma
a termos ux  Cu, mas vamos aqui impor algumas restrições sobre a matriz C para
reproduzir as propriedades onservativa e periódia do modelo (1.4). Assim, C deve ser
real, anti-simétria (CT  C) e Toeplitz irulante onforme é disutido em [10℄.
Como C é Toeplitz irulante, ela é ompletamente determinada pelos valores c1, . . . , cN
que ompõem a sua primeira oluna. Conforme visto no Capítulo 2, C é diagonalizada
pela matriz de Fourier e seus autovalores tem a forma
λkpCq 
N¸
m1
cm e
ipm1qθk , θk 
2pik
N
, N{2  1 ¤ k ¤ N{2. (3.4)
Como C é anti-simétria vale Cij  Cji, usando a denição de matriz Toeplitz
irulante (2.3), suponto i ¡ j, vale cij 1  cji N 1, em partiular, para i  N
c1 j  cN 1j. (3.5)
Tomando j  N{2 na igualdade aima e notando que c1  c1 obtemos
c1  cN{2 1  0. (3.6)
Outra onsequênia de C ser anti-simétria é que seus autovalores são imaginários
puros. Podemos então esrever (3.4) omo
λkpCq  i
N1
¸
m0
c1 m senpmθkq  i
N{21
¸
m1
c1 m senpmθkq   i
N1
¸
mN{2 1
c1 m senpmθkq. (3.7)
Apliando (3.5) e (3.6) temos
λkpCq  i
N{21
¸
m1
c1 m senpmθkq  i
N1¸
mN{2 1
cN 1m senpmθkq. (3.8)
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Faremos agora uma mudança de índie no segundo somatório, N   1m  1  j, ou
seja, m  N  j. Os extremos do somatório serão m  N  1 Ñ j  1, m  N{2   1 Ñ
j  N{2  1. Logo,
λkpCq  i
N{21
¸
m1
c1 m senpmθkq  i
N{21
¸
j1
c1 j senppN  jqθkq. (3.9)
Note que senppN  jqθkq   senpjθkq. Assim, onluímos que
λkpCq  i
N{21
¸
m1
c1 m senpmθkq   i
N{21
¸
j1
c1 j senpjθkq  2i
N{21
¸
m1
c1 m senpmθkq. (3.10)
Considerando a função auxiliar γ denida para θ P rpi, pis por
γpθq  2∆x
N{21
¸
m1
c1 m sin pmθq, (3.11)
temos que
λkpCq 
i
∆x
γpθkq, N{2   1 ¤ k ¤ N{2, (3.12)
onde para ada uma das disretizações desritas a seguir teremos uma função γ diferente.
3.1.1 Diferenças Finitas
Podemos usar a aproximação de quarta ordem e ino pontos para aproximar as
derivadas espaiais [10℄, uja fórmula é dada por
uxpxjq  pCuqj 
1
∆x

2
3
puj 1  uj1q  
1
12
puj2  uj 2q


. (3.13)
A matriz C é denotada por CFD e os oeientes ci  c
FD
i são denidos omo
cFD2  c
FD
N 
2
3∆x
, cFD3  c
FD
N1  
1
12∆x
, ci  0 aso ontrário.
Assim obtemos a expressão
γFDpθq  2∆x

2
3∆x
sen θ 
1
12∆x
sen 2θ



4
3
sen θ 
1
6
sen 2θ. (3.14)
3.1.2 B-Spline
Utilizando a disretização da difereniação por B-Spline linear por partes omo em
[10℄, a matrizC é dada por CBS  Q1B, onde B, Q são duas matrizes Toeplitz irulantes
ujos oeientes seguem a relação
cB2  c
B
N  3, c
B
i  0 aso ontrário,
c
Q
1  4∆x, c
Q
2  c
Q
N  ∆x, c
Q
i  0 aso ontrário.
Conforme [9℄, γBS tem a forma
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γBSpθq 
3
2

senpθq
1  cospθq{2


.
3.1.3 Difereniação Espetral
A difereniação espetral usa a transformada de Fourier disreta e propriedades da
série de Fourier para aproximar a derivada em x. Segundo [8℄ os oeientes de CSP são
denidos omo
cSP1  0, c
SP
i 
p1qN 1ipi
2l
cot

θN 1i
2


, i  1.
Em [9℄ a função γSP é alulada utilizando o fato de que λkpC
SP
q  ipik{l, N{2   1 ¤
k ¤ N{2  1, e λ0pC
SP
q  0 tem multipliidade dois [8℄
γSP pθq 
"
θ, θ P ppi, piq
0, θ  pi.
A melhor esolha para o nosso modelo vai depender das propriedades de estabilidade
que serão disutidas no Capítulo 4.
3.2 Disretização de ψ e obtenção da matriz P
A disretização de ψ será feita por meio de séries de Fourier e transformada de Fourier
disreta, aproveitando algumas propriedades dessas bem omo o fato de que
p
N
Tδ,xrf sqpkq 
1
δ
φpkpiδ{lq
N
fpkq.
Logo, podemos esrever
N
ψpkq da seguinte forma
N
ψpkq 
N
upkq 
ρ2
ρ1
a
β p
N
Tδ,xrusqpkq 
β
3
N
uxxpkq

N
upkq  
ρ2
ρ1
?
β
δ
φpkpiδ{lq
N
upkq  

kpi
l

2
β
3
N
upkq


1 
ρ2
ρ1
?
β
δ
φpkpiδ{lq  

kpi
l

2
β
3

N
upkq
 vpkpi{lq2
N
upkq,
onde
vpκq 

1 
ρ2
ρ1
?
β
δ
φpκδq   κ2
β
3


1{2
. (3.15)
Temos então
ψ 
1
2l
8
¸
k8
vpkpi{lq2
N
upkq exp

i
kpi
l
x


. (3.16)
Trunando o somatório aima e substituindo
N
u pela sua aproximação via TFD uˆ, obtemos
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ψj 
1
2l
N{2
¸
kN{2 1
vpκq2uˆpkq exp

i
2pikj
N


, 1 ¤ j ¤ N, (3.17)
ou seja,
ψˆpkq  vpkpi{lq2uˆpkq. (3.18)
A igualdade (3.18) pode ser esrita matriialmente omo
ψˆ  Pˆ uˆ, onde Pˆ  diag
 
vpkpi{lq2

, k  N{2   1, . . . , N{2. (3.19)
Utilizando os resultados da transformada de Fourier disreta apresentados no Capí-
tulo 2 e (3.19) temos
ψ 
1
2l
F T ψˆ 
1
2l
F T Pˆ uˆ 
1
2l
F T Pˆ∆xFu 
1
N
F T PˆFu  Pu, (3.20)
onde,
λkpP q  vpkpi{lq
2
 λkpPˆ q, k  N{2  1, . . . , N{2.
Com a expressão (3.20) a disretização espaial está ompleta, e o sistema pode ser
esrito onforme (3.2).
3.3 Disretização temporal
A disretização temporal utilizará o método de Runge-Kutta de quarta ordem (RK4)
assim omo em [9℄. Vamos onsiderar a malha tn  n∆t, onde ∆t é o passo de integração
do método RK4, de modo que 0  t0   t1        T .
O método de linhas funiona bem se os autovalores λk do operador do sistema semi-
disretizado linear, esalados por ∆t, estão na região de estabilidade R do método usado
para a integração temporal, isto é, z  λk∆t P R, [8℄. A esolha do método RK4 se
justia pois a região de estabilidade deste (gura 3.2) é boa para autovalores imaginários
puros omo os do operador D, onforme prova o seguinte lema.
Re(z)
Im
(z)
−3 −2 −1 0 1 2 3
−3
−2
−1
0
1
2
3
R
Figura 3.2: Região de estabilidade do método de Runge-Kutta de quarta ordem.
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Lema 3.3.1. Os autovalores da matriz D do sistema (3.3) são imaginários puros e são
dados por λkpDq  λkpCq{
a
λkpP q.
Demonstração: Sabemos que C e P , onsequentemente P1, são diagonalizadas pela
matriz de Fourier, portanto, ompartilham a mesma base de autovetores. Suponhamos
que rvTk αv
T
k s
T
é um autovetor de D, sendo vk a k-ésima oluna de F e α uma onstante
a ser determinada. temos então
D

vk
αvk



0 C
P1C 0
 
vk
αvk



αCvk
P1Cvk




αλkpCqvk
pλkpCq{λkpP qqvk



αλkpCqvk
pλkpCq{αλkpP qqαvk

.
Para que rvTk αv
T
k s
T
seja autovetor de D deve oorrer
αλkpCq 
λkpCq
αλkpP q
ñ α2 
1
λkpP q
ñ α  
1
a
λkpP q
,
desde que λkpCq  0. Se λkpCq  0 temos que λkpDq  0 independente da esolha de
α  0. Logo, os autovalores de D são
λkpDq  λkpCq{
a
λkpP q. (3.21)
Pereba que λkpDq é imaginário puro pois λkpCq é imaginário puro e λkpP q é real
positivo.
Conforme vemos em [1℄, ao apliar RK4 em (3.3) este terá a forma

ηn 1
un 1



I  ∆tD  
∆t2
2
D2  
∆t3
3!
D3  
∆t4
4!
D4


ηn
un

, (3.22)
onde ηn e un são as aproximações aluladas pelo método para ηptnq e uptnq.
Note que C e P1 omutam porque ambas têm a mesma base de autovetores, assim
as potênias de D são
D2 

P1C2 0
0 P1C2

, D3 

0 P1C3
P2C3 0

e
D4 

P2C4 0
0 P2C4

.
Devido a isto, esrevemos (3.22) omo
$
'
'
&
'
'
%
ηn 1 

I  
∆t2
2
P1C2  
∆t4
4!
P2C4

ηn  

∆tC  
∆t3
3!
P1C3

un,
un 1 

∆tP1C  
∆t3
3!
P2C3

ηn  

I  
∆t2
2
P1C2  
∆t4
4!
P2C4

un.
(3.23)
Observação 3.3.2. Se C e P1 não omutassem, o lema 3.3.1 não seria possível, assim
omo esrever o sistema (3.22) onforme (3.23).
Desta forma nalizamos este apítulo sobre a disretização do sistema (1.6).
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Capítulo 4
Análise de von Neumann
Conforme apresentado no Capítulo 1, o sistema (1.6) é bem posto. Neste apítulo
vamos mostrar que a versão disreta do sistema (1.6), o esquema numério (3.23) preserva
a boa oloação dentro de algumas ondições, isto é, temos estabilidade numéria.
A estabilidade numéria é fundamental para garantir que pequenos erros ometidos
nas disretizações não sejam ampliados [8℄, aso ontrário, a solução numéria não seria
uma boa aproximação da solução analítia. Para obter a estabilidade numéria devemos
esolher adequadamente ∆x e ∆t, mais preisamente, usando uma proporção entre estes.
Além do número de Courant σ  ∆t{∆x, tradiionalmente usado na análise de von Neu-
mann, usaremos também µ  ∆t{
?
∆x devido a ertas araterístias do problema que
serão apresentadas neste apítulo. Também é possível garantir a estabilidade quando ∆t
é menor do que uma onstante omo veremos a seguir. Na sequênia as três possibilidades
serão omparadas.
Proedendo omo em [9℄ e utilizando a notação de [1℄, ao transformarmos (3.23) para
o espaço de Fourier temos, para N{2   1 ¤ k ¤ N{2,

ηˆn 1k
uˆn 1k



pθk, σ,∆xq iv
1
p
θk
∆x
qspθk, σ,∆xq
ivp θk
∆x
qspθk, σ,∆xq pθk, σ,∆xq
 
ηˆnk
uˆnk

 Gk

ηˆnk
uˆnk

, (4.1)
onde
pθ, σ,∆xq  1
1
2
σ2v2p θ
∆x
qγ2pθq  
1
4!
σ4v4p θ
∆x
qγ4pθq,
spθ, σ,∆xq  σvp θ
∆x
qγpθq 
1
3!
σ3v3p θ
∆x
qγ3pθq.
Usando (4.1) reursivamente obtemos rηˆnk , uˆ
n
ks
T
 Gnk rηˆ
0
k, uˆ
0
ks
T
. Assim omo a solução
(2.4) do sistema (1.6) é obtida via superposição de ondas, vamos agora enontrar soluções
de (3.23) que tenham a forma

ηnj
unj

 pgk q
n exppi2pikj{Nq

ak
bk

, (4.2)
onde gk são os autovalores da matriz Gk e rak, bks
T
 0.
detpGk  gkIq  0ñ ppθk, σ,∆xq  gkq
2
  pspθk, σ,∆xqq
2
ñ
ñ pθk, σ,∆xq  gk  ispθk, σ,∆xq ñ
ñ gk  g

pθ, σ,∆xq  pθk, σ,∆xq 	 i spθk, σ,∆xq. (4.3)
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Esrevendo gk na forma polar temos g

pθ, σ,∆xq  |gpθ, σ,∆xq|expp	iϕpθ, σ,∆xqq
e de modo análogo ao feito em [9℄, (4.2) pode ser apresentada omo

ηnj
unj

 exp
"
i

kpi
l
xj 	 ωktn

*
ak
bk

, ωk 
1
∆t
ϕpθ, σ,∆xq. (4.4)
Assim omo em [9℄, denimos a veloidade de fase numéria omo
vk  
ϕpθk, σ,∆xq
σ θk
, k  N{2  1, . . . , N{2,
e a veloidade de fase numéria relativa por
vrel 
ϕpθ, σ,∆xq
σ θ v
 
θ
∆x
 , pi   θ ¤ pi. (4.5)
Para garantir a estabilidade do sistema (3.23), devemos mostrar que, sob determinadas
ondições, existe uma onstante positiva Cs que não depende de n nem de ∆t tal que vale
a desigualdade
}rηn,unsT }N,s,s 1 ¤ Cs}rη
0,u0sT }N,s,s 1, n∆t ¤ T. (4.6)
A proposição 4.0.4 garante que se |gpθ, σ,∆xq| ¤ 1, então (4.6) vale. Para provar
esta proposição preisamos do lema a seguir. A demonstração deste foi omitida, mas pode
ser enontrada em [2℄.
Lema 4.0.3. Existem onstantes positivas c1 e c2 tais que  y P R
c1 ¤
1  ay cothpδyq   by2
1  y2
¤ c2. (4.7)
Se onsiderarmos a  pρ2{ρ1q
?
β e b  β{3 podemos onluir que
c1 ¤
1
vpyq2p1  y2q
¤ c2. (4.8)
Proposição 4.0.4 (Condição de von Neumann). Sejam β ¡ 0 e s ¥ 0. Uma ondição
suiente para que o sistema (3.23) seja estável em H
ps,s 1q
N é
|gpθ, σ,∆xq| ¤ 1, (4.9)
para todo θ P ppi, pis.
Demonstração: Seja rηn,unsT a solução do sistema (3.23). Temos que
}rηn,unsT }2N,s,s 1  }η
n
}
2
N,s   }u
n
}
2
N,s 1 

1
2l
N{2
¸
kN{2 1

1  pkpi{lq2
s
|ηˆnk |
2
 
1
2l
N{2
¸
kN{2 1

1  pkpi{lq2
s 1
|uˆnk |
2


1
2l
N{2
¸
kN{2 1

1  pkpi{lq2
s  
|ηˆnk |
2
 

1  pkpi{lq2

|uˆnk |
2


1
2l
N{2
¸
kN{2 1

1  pkpi{lq2
s 
Apkpi{lqrηˆnk , uˆ
n
ks
T


2
2
,
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onde
Apκq 

1 0
0
?
1  κ2

. (4.10)
De forma análoga obtemos
}rη0,u0sT }2N,s,s 1 
1
2l
N{2
¸
kN{2 1

1  pkpi{lq2
s 
Apkpi{lqrηˆ0k, uˆ
0
ks
T


2
2
. (4.11)
Basta, então, provar que existe uma onstante positiva Cs tal que

Apkpi{lqrηˆnk , uˆ
n
ks
T


2
2
¤ C2s

Apkpi{lqrηˆ0k, uˆ
0
ks
T


2
2
. (4.12)
Lembre que rηˆnk , uˆ
n
ks
T
 pGkq
n
rηˆ0k, uˆ
0
ks
T
, logo

Apkpi{lqrηˆnk , uˆ
n
ks
T


2
2
 }Apkpi{lqpGkq
n
rηˆ0k, uˆ
0
ks
T
}
2
2



Apkpi{lqpGkq
nA1pkpi{lqApkpi{lqrηˆ0k, uˆ
0
ks
T


2
2
¤
¤ }Apkpi{lqpGkq
nA1pkpi{lq}22

Apkpi{lqrηˆ0k, uˆ
0
ks
T


2
2
.
Note que Gk  V pkpi{lq G˜k V pkpi{lq
1
, onde
V pκq 

1 0
0 vpκq

, G˜k 

cpθk,∆xq ispθk,∆xq
ispθk,∆xq cpθk,∆xq

.
Ou seja,
}Apkpi{lqpGkq
nA1pkpi{lq}2
2
 }Apkpi{lqV pkpi{lqG˜nk pApkpi{lqV pkpi{lqq
1
}
2
2
¤
¤ }Apkpi{lqV pkpi{lq}22}G˜k}
2n
2 } pApkpi{lqV pkpi{lqq
1
}
2
2.
Como os autovalores de G˜k são g

pθk, σ,∆xq, temos
}G˜k}
2n
2
¤ max
 
|gpθk, σ,∆xq|
2n
(
. (4.13)
Por hipótese, |gpθk, σ,∆xq| ¤ 1 para todo θk P ppi, pis, logo
}G˜k}
2n
2
¤ 12n  1. (4.14)
Por outro lado,
}Apkpi{lqV pkpi{lq}2
2
} pApkpi{lqV pkpi{lqq
1
}
2
2

max
"
vpkpi{lq2p1  pkpi{lq2q,
1
vpkpi{lq2p1  pkpi{lq2q
*
.
De (4.8) obtemos
1
vpkpi{lq2p1  pkpi{lq2q
¤ c2, e vpkpi{lq
2
p1  pkpi{lq2q ¤ 1{c1. (4.15)
Portanto,
}Apkpi{lqV pkpi{lq}2
2
} pApkpi{lqV pkpi{lqq
1
}
2
2
¤ max t1{c1, c2u  C
2
s . (4.16)
Logo,
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A pkpi{lq rηˆnk , uˆ
n
ks
T


2
2
¤ C2s

A pkpi{lq rηˆ0k, uˆ
0
ks
T


2
2
,
o que nos leva a onluir que
}rηn,unsT }N,s,s 1 ¤ Cs}rη
0,u0sT }N,s,s 1.
A proposição 4.0.4 garante a estabilidade do método, mas preisamos determinar sob
quais ondições |gpθk, σ,∆xq| ¤ 1. O lema 4.0.5 traz uma forma de esrever |g

|
2
que
será de grande ajuda para este propósito.
Lema 4.0.5. Seja gk denido onforme (4.3). Podemos esrever |g

|
2
omo
|gpθk, σ,∆xq|
2
 1  ppyq, onde ppyq  y6py2  8q{576 e y  σvp θ
∆x
qγpθq. (4.17)
Demonstração: Primeiramente, onsidere y  σvp θ
∆x
qγpθq. Assim,
g  1
1
2
y2  
1
4!
y4 	 i

y 
1
3!
y3

.
Da propriedade de números omplexos |a  ib|2  pa  ibqpa  ibq  a2   b2. Temos,
|g|2  gg 

1
1
2
y2  
1
4!
y4
2
 

y 
1
3!
y3
2
.
Basta, agora, realizar manipulações algébrias para hegarmos no resultado esperado:
|g|2 

1 y2  
1
3
y4 
1
4!
y6  
1
4!4!
y8

 

y2 
1
3
y4  
1
3!3!
y6


 1
1
72
y6  
1
576
y8  1 y6

1
72

1
576
y2

 1  y6py2  8q{576.
Devido à dependênia explíita de ∆x em |gpθk, σ,∆xq|, onseguimos obter três on-
dições independentes para garantir a estabilidade do método. Estas são apresentadas no
teorema 4.0.8 uja demonstração neessita dos dois lemas enuniados a seguir.
Lema 4.0.6. Seja φpq a função denida em (2.5). São válidas as seguintes desigualdades:
φpyq ¥ |y|, y P R (4.18)
φpyq ¥ 1, y P R (4.19)
A demostração deste lema pode ser enontrada em [2℄.
Lema 4.0.7. Seja β ¡ 0. Vale a seguinte desigualdade.
1 
β
3
y2 ¡
a
β|y|, y P R (4.20)
Demonstração: Devemos mostrar que as funções f1pyq  1  
β
3
y2  
?
βy e f2pyq 
1  β
3
y2
?
βy são positivas. Como f1p0q  f2p0q  1, preisamos apenas mostrar que as
raízes destas funções são números omplexos.
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Da fórmula quadrátia, as raízes de f1 são números omplexos se p
?
βq2  4β
3
1 
βp1  4{3q   0. O que sempre oorre se β ¡ 0. Para f2 temos a ondição análoga
p
?
βq2  4β
3
1  βp1 4{3q   0. Logo, vale a desigualdade (4.20).
De posse desses lemas podemos enuniar o teorema que garante a estabilidade do
sistema disreto (3.23).
Teorema 4.0.8. Seja β ¡ 0. Para que o modelo disreto (3.23) seja estável basta que
uma das seguintes ondições seja verdadeira,
σ 
∆t
∆x
¤ γ1
d
1 
ρ2
ρ1
?
β
δ
, γ1  2
?
2
 
sup
|θ|¤pi|γpθq|

1
, (4.21)
µ 
∆t
?
∆x
¤ γ2
d
a
β

1 
ρ2
ρ1


, γ2  2
?
2

sup
|θ|¤pi
#
|γpθq|
a
|θ|
+
1
, (4.22)
∆t ¤ γ3

β
3
, γ3  2
?
2

sup
|θ|¤pi
"
|γpθq|
|θ|
*

1
. (4.23)
Demonstração:
Pelo teorema 4.0.4, basta provar que |gk | ¤ 1. Para tal, lembre que
|gk |
2
 1  ppσvp θk
∆x
qγpθkqq. (4.24)
Assim, se ppσvp θk
∆x
qγpθkqq ¤ 0 então |g

k | ¤ 1. Note que ppyq ¤ 0 se |y| ¤ 2
?
2. Logo,
o sistema é estável se
σ

vp θk
∆x
qγpθkq


¤ 2
?
2. (4.25)
Para a primeira ondição usamos que φpyq ¥ 1 e pβ{3qy2 ¥ 0, portanto,

vp θk
∆x
qγpθkq


¤ sup
|θ|¤pi
vp θ
∆x
q sup
|θ|¤pi
|γpθq| ¤

1 
ρ2
ρ1
?
β
δ

1{2
sup
|θ|¤pi
|γpθq|.
Apliando esta em (4.21) e realizando algumas manipulações algébrias obtemos (4.25).
Para a segunda ondição usamos (4.18) e o lema 4.0.7 para obter

vp θk
∆x
qγpθkq


¤ sup
|θ|¤pi
$
&
%
|γpθq|
b
ρ2
ρ1
?
β
δ
|θδ{∆x|  
?
β|θ{∆x|
,
.
-





g
f
f
e
∆x
?
β

1  ρ2
ρ1
	

Æ

sup
|θ|¤pi
#
|γpθq|
a
|θ|
+
.
Substituindo esta em (4.22) temos (4.25).
Para a tereira ondição vamos usar que φpkq ¡ 0.

vp θk
∆x
qγpθkq


¤ sup
|θ|¤pi
$
&
%
|γpθq|
b
β
3
pθ{∆xq2
,
.
-



∆x
b
β
3

 sup
|θ|¤pi
"
|γpθq|
|θ|
*
.
Apliando esta em (4.23) obtemos (4.25).
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Ou seja, se uma das três ondições, (4.21), (4.22) ou (4.23), é válida então |gk | ¤ 1 e
o método é estável.
Em geral, queremos obter o maior ∆t possível para um erto ∆x de forma a diminuir
o número de passos de integração sem perder a estabilidade, pois queremos uma solução
numéria próxima à analítia sem um usto omputaional elevado. Note que γ1, γ2 e γ3
dependem das disretizações espaiais, assim, para obtermos um passo temporal maior
devemos esolher as disretizações espaiais que forneem os maiores valores para γ1, γ2
e γ3, ou seja, devemos esolher as disretizações que forneem os menores valores para
sup
|θ|¤pi
|γpθq|, sup
|θ|¤pi
|γpθq|
a
|θ|
e sup
|θ|¤pi
|γpθq|
|θ|
.
A gura 4.1 mostra os gráos de |γpθq|, |γpθq|{
a
|θ| e |γpθq|{|θ| para ada uma das
disretizações espaiais da Seção 3.1. Nela podemos pereber que a disretização por
diferenças nitas é mais apropriada nos dois primeiros asos e que no tereiro não há
diferença entre as três disretizações.
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Figura 4.1: |γpθq|, |γpθq|{
a
|θ| e |γpθq|{|θ| para ada disretização espaial om∆θ  pi{40.
De fato podemos armar que diferenças nitas é mais adequado nos dois primeiros
asos quando omparamos as aproximações dos valores de γ1 e γ2 aluladas para ada
disretização e que o valor de γ3 é igual para as três disretizações.
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γFD
1
 2.061, γBS
1
 1.633, γSP
1
 0.900,
γFD
2
 2.651, γBS
2
 2.300, γSP
2
 1.595,
γFD3  2.828, γ
BS
3  2.828, γ
SP
3  2.828.
Além da disretização espaial, podemos esolher entre os ritérios (4.21), (4.22) e
(4.23) para garantir a estabilidade. Considere ∆tσ, ∆tµ e ∆tc os maiores valores de ∆t
obtidos por (4.21), (4.22) e (4.23), respetivamente, dado um ∆x. A gura 4.2 mostra
os gráos omparando ∆tσ, ∆tµ e ∆tc para ada uma das três disretizações espaiais
apresentadas indiando om asterisos os valores de ∆x onde duas ondições se igualam.
Neste aso onsideramos β  0.01, h2{h1  35.05 e ρ1{ρ2  0.5 onforme [9℄ .
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Figura 4.2: ∆tσ, ∆tµ e ∆tc em função de ∆x.
Note que nos três asos ∆tσ é mais indiada para valores maiores de ∆x, ∆tc para
valores bastante pequenos de ∆x e ∆tµ para os valores intermediários de ∆x. Este fato
nos leva a determinar um ritério para deidir qual ondição usar dado ∆x.
Primeiramente, pereba que a razão ∆tσ{∆tµ pode ser esrita omo
∆tσ
∆tµ

?
∆x
γ1
γ2
d
ρ1  
?
βρ2{δ
?
βpρ1   ρ2q
. (4.26)
Se ∆tσ{∆tµ ¤ 1, ∆tµ é mais indiado, aso ontrário, devemos usar ∆tσ. De modo
análogo podemos esrever a razão ∆tµ{∆tc omo
∆tµ
∆tc

?
∆x
γ2
γ3
d
?
βpρ1   ρ2q
ρ1β{3
. (4.27)
De (4.26) e (4.27) podemos determinar o seguinte ritério para esolha de ∆t:
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Observação 4.0.9. Sejam as desigualdades
∆x  

γ2
γ1

2
?
βpρ1   ρ2q
ρ1  
?
βρ2{δ
, (4.28)
∆x  

γ3
γ2

2
ρ1β{3
?
βpρ1   ρ2q
, (4.29)
se (4.28) vale mas (4.29) não, usamos ∆tµ omo passo temporal, se (4.29) vale então
devemos usar ∆tc, aso ontrário usamos ∆tσ.
É possível provar que para as três disretizações propostas sempre que (4.29) for
verdadeira (4.28) também será. De fato, onsidere ∆x e ∆x˜ os valores de ∆x onde
oorrem as igualdades em (4.28) e (4.29), respetivamente. Como a função
?
x é resente,
se mostrarmos que
∆tσ  ∆xγ1
d
1 
ρ2
ρ1
?
β
δ
¥ γ3

β
3
 ∆tc
então teremos ∆x ¡ ∆x˜.
Primeiramente note que
?
β{δ  h1{h2   1 e γ
2
2
{γ1 ¥ γ3{
?
3, assim
∆tσ  ∆xγ1
d
1 
ρ2
ρ1
?
β
δ

γ2
2
γ1
?
βp1  ρ2
ρ1
q
1  ρ2
ρ1
?
β
δ
d
1 
ρ2
ρ1
?
β
δ


γ22
γ1
?
βp1  ρ2
ρ1
q
b
1  ρ2
ρ1
?
β
δ
¥
γ3
?
3
?
βp1  ρ2
ρ1
q
b
1  ρ2
ρ1
?
β
δ
¥
γ3
?
3
?
βp1  ρ2
ρ1
q
1  ρ2
ρ1
?
β
δ
¥
¥
γ3
?
3
?
βp1  ρ2
ρ1
q
1  ρ2
ρ1
 γ3

β
3
 ∆tc
A Tabela 4.1 apresenta os valores de ∆x e ∆x˜ para ada disretização onsiderando
h2{h1  35.05 e ρ1{ρ2  0.5. A gura 4.3 mostra os valores máximos de ∆t para ada ∆x
levando em onsideração o ritério dado anteriormente.
Disretização ∆x ∆x˜
Parâmetro β  0.001 β  0.01 β  0.001 β  0.01
Diferenças Finitas 0.1485 0.4696 0.0040 0.0126
B-Spline 0.1780 0.5630 0.0053 0.0168
Difereniação Espetral 0.2819 0.8914 0.0110 0.0349
Tabela 4.1: Valores de ∆x e ∆x˜ para ada disretização.
Com base nessas observações, para a realização de testes omputaionais do método
apenas a disretização por diferenças nitas foi implementada.
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Figura 4.3: ∆t máximo para ada disretização espaial em função de ∆x.
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Capítulo 5
Implementação omputaional
Neste apítulo vamos mostrar omo foi feita a implementação do método numé-
rio para o sistema fraamente não linear (1.3) baseado na disretização de (1.6), bem
omo testes realizados para veriar se a estabilidade teória do esquema se mantém ao
implementá-lo.
Para realizar os testes iremos enontrar ηpx, 0q e upx, 0q adequados para que tenhamos
soluções próximas a uma onda viajante para o sistema (1.3). Uma onda viajante mantém
o seu perl ao longo do tempo, mais preisamente ηpx, tq  ηpx  ct, 0q, onde c é a
veloidade de propagação da onda. Na próxima seção apresentaremos uma forma de obter
aproximações de uma onda viajante para este sistema numeriamente. Esta abordagem
é utilizada em [6℄ para obter aproximações de uma onda viajante para o sistema (1.5) de
ordem mais baixa.
5.1 Perl iniial da onda
A obtenção da onda viajante se dará da seguinte forma: vamos usar uma mudança de
variável y  x ct, onde teremos as funções ηpx ct, 0q  η˜pyq e upx ct, 0q  u˜pyq, para
transformar o sistema (1.3) em uma equação em η˜ que será soluionada numeriamente
através do método de Newton.
Lembre que o sistema (1.3) é dado por
$
&
%
ηt 

p1 αηqu

x
 0
ut   αu ux  ηx 
a
β
ρ2
ρ1
Tδ rusxt  
β
3
uxxt.
Pela Regra da Cadeia temos
ηt  cη˜y, ηx  η˜y, ut  cu˜y e ux  u˜y, (5.1)
assim, a primeira equação de (1.3) será
cη˜y  u˜y   αpη˜u˜qy  0.
que ao integrar resulta em
cη˜  p1 αη˜qu˜  c1, (5.2)
onde c1 é a onstante de integração.
Considerando c1  0 e isolando u˜ em (5.2) temos
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u˜  
cη˜
1 αη˜
. (5.3)
Pereba que ao fazermos a expansão de Taylor de
1
1αη˜
obtemos
1
1 αη˜
 1  αη˜  Opα2q. (5.4)
Multipliando (5.4) por cη˜ e substituindo o resultado em (5.3) onseguimos
u˜  
cη˜
1 αη˜
 cη˜  cαη˜2  Opα2q (5.5)
e, onsequentemente,
u˜  cη˜  Opαq, u˜y  cη˜y  Opαq e u˜yy  cη˜yy  Opαq. (5.6)
Por outro lado, apliando (5.1) a segunda equação de (1.3) teremos
cu˜y   αu˜u˜y  η˜y   c
a
β
ρ2
ρ1
Tδ

u˜yy

  c
β
3
u˜yyy  0,
que ao ser integrada resulta em
cu˜ 
α
2
u˜2  η˜   c
a
β
ρ2
ρ1
Tδ

u˜y

  c
β
3
u˜yy  c2, (5.7)
onde c2 é a onstante de integração.
Agora, se onsiderarmos c2  0 e substituirmos (5.5) e (5.6) em (5.7) teremos
c2η˜   c2αη˜2  Opα2q   c2
α
2
η˜2  Opα2q  η˜
 c2
a
β
ρ2
ρ1
Tδ

η˜y

 Opα
a
βq  c2
β
3
η˜yy  Opαβq  0.
Dividindo o resultado por c2 e ignorando os termos de ordem Opα2q, Opα
?
βq e Opαβq
temos
α
3
2
η˜2  

1
1
c2

η˜ 
a
β
ρ2
ρ1
Tδ

η˜y


β
3
η˜yy  0. (5.8)
O próximo passo é disretizar η˜ para utilizar o método de Newton em (5.8). A disre-
tização é análoga à feita para a variável espaial no Capítulo 3. Seja N P N par e ∆y  2l
N
,
denimos os pontos da malha yj  j∆y, j  1, . . . , N e o vetor η˜  rη˜1, . . . , η˜N s
T
onde
η˜j  η˜pyjq.
Disretizando Tδ de forma análoga a feita para ψ na Seção 3.2 e η˜yy por difereniação
espetral de segunda ordem, temos a versão disretizada de (5.8) dada por
f






η˜1
.
.
.
η˜N




Æ

 α
3
2



η˜2
1
.
.
.
η˜2N



 

1
1
c2


I  
a
β
ρ2
ρ1
T  
β
3
S





η˜1
.
.
.
η˜N



 0, (5.9)
onde
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T 
1
N
F T Tˆ F, Tˆ  diag

1
δ
φpkpiδ{lq


e
S 
1
N
F T SˆF, Sˆ  diag
 
pkpi{lq2

.
Podemos ver que a matriz Jaobiana Jpη˜q de f é dada por
Jpη˜q  3α diagpη˜q  

1
1
c2

I  
a
β
ρ2
ρ1
T  
β
3
S.
Deste modo, o método de Newton é dado pela fórmula
η˜m 1  η˜m  J1pη˜mqfpη˜mq,
onde η˜m é a m-ésima iteração do método.
Como ondição iniial para o método esolhemos a onda viajante das equaçes Inte-
mediate Long Wave (ILW), sua versão regularizada (rILW) e Korteweg-de Vries (KdV).
Apesar de serem modelos não periódios, são bons andidatos para ondição iniial do
método de Newton.
A equação ILW é dada por
ηt   ηx   c1ηηx   c2Tδrηxxs  0,
onde
c1  
3
2
α, c2 
ρ2
ρ1
?
β
2
.
Conforme vemos em [4℄, a onda viajante admitida por esta equação é
ηpyq 
a cos2pθq
cos2pθq   senh2py{λq
, y  x ct, (5.10)
om
a 
4c2θ tan θ
δc1
, λ 
δ
θ
, c  1
2c2
δ
θ cotp2θq, 0   θ   pi{2.
Sua versão regularizada é dada por
ηt   ηx   c1ηηx  c2Tδrηxts  0.
A onda viajante da equação rILW também é dada por (5.10) omo vemos em [4℄, porém
om
a 
4cc2θ tan θ
δc1
, c 
1
1  2c2
δ
θ cotp2θq
, 0   θ   pi{2.
A equação KdV é dada por
ηt  6ηηx   ηxxx  0.
Em [11℄ podemos ver que a onda viajante da equação KdV é dada por
ηpyq 
c
2
sech2

?
c
2
y


, y  x ct, (5.11)
Deidimos usar o mesmo valor de c da onda viajante da equação ILW.
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Durante os testes numérios alguns ajustes foram neessários para o álulo das ondas
viajantes. As ondas esolhidas omo ondição iniial do método não são periódias e o
omprimento de onda é maior que o período esolhido, para resolver este problema em
(5.10) multipliamos o argumento de senh por 10 e em (5.11) multipliamos o argumento
de sech por 3. Outro ajuste se deve ao fato de que as ondas esolhidas não possuem media
zero (
³l
l
ηpyqdy  0) e tem amplitude muito grande para o sistema. Para ontornar isto
impomos média zero numeriamente através da regra do trapézio e amplitude próxima a
h1 multipliando por 0.1 a onda obtida.
Alguns problemas surgiram ao usar o método om valores maiores para α e β omo
0.01 por exemplo. Para ontornar isto deidimos apliar o método primeiramente om
α  β  0.001 e utilizar o resultado obtido omo ondição iniial para apliar o método
om os valores desejados de α e β. A primeira solução tem amplitude muito pequena e
gera instabilidade ao apliar o método novamente, ontudo, se aumentarmos a amplitude
multipliando esta solução por um valor adequado a instabilidade não oorre. O valor
esolhido para multipliar a solução foi 1016 porém outras potênias de 10 podem ser
utilizadas. Mesmo no aso α  β  0.001 optamos por utilizar o método duas vezes para
manter o padrão estabeleido.
Um fato a ser destaado é que a solução obtida pelo método tem amplitude bastante
pequena e apresenta apenas uns pouos modos de Fourier om frequênia não nula, se
omparado om o perl iniial proveniente da onda solitária da ILW omo mostra a
gura 5.1. Isto pode indiar um omportamento muito próximo ao da solução da equação
linearizada om β pequeno, onde os modos de Fourier estão próximos de ser soluções.
Para a solução obtida impomos numeriamente média zero e amplitude próxima a h1
omo feito para a ondição iniial.
Como nosso objetivo é ahar ondições iniiais próximas de ondas viajantes, as mo-
diações desritas aima não omprometem os testes numérios, apenas forneem pers
iniiais apropriados para testar os esquemas numérios para os sistemas (1.6) e (1.3).
As guras 5.2 - 5.4 mostram exemplos da utilização do método de Newton om as
ondas viajantes desritas aima, os valores dos oeientes são os mesmos utilizados na
Seção 5.4 om β  0.001 e ∆x  0.0123.
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(a) Modos de Fourier do perl iniial da ILW
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(b) Modos de Fourier da solução obtida
Figura 5.1: Modos de Fourier da onda viajante da ILW p|ηˆp, 0q|q omparados om os
modos da onda viajante aproximada do sistema (1.3), obtida após apliar o método de
Newton modiado. Os parâmetros utilizados foram α  β  0.001, L  3.1623, δ 
1.1084 , N  512 e ∆x  0.0123.
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(a) Perl iniial proveniente da equação ILW
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(b) Onda viajante obtida pelo método de Newton
Figura 5.2: Uso do método de Newton para obter uma onda viajante para o sistema (1.3)
om α  β  0.001, L  3.1623, δ  1.1084 e ∆x  0.0123.
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(a) Perl iniial proveniente da equação rILW
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(b) Onda viajante obtida pelo método de Newton
Figura 5.3: Uso do método de Newton para obter uma onda viajante para o sistema (1.3)
om α  β  0.001, L  3.1623, δ  1.1084 e ∆x  0.0123.
5.2 Veloidade do sistema e direção de propagação da
onda
Uma vez que o perl iniial da onda foi esolhido, devemos determinar a veloidade
e direção de propagação deste, isto é, determinar upx, 0q dado ηpx, 0q. O aso não li-
near é bastante ompliado de tratar, portanto, vamos utilizar o sistema linearizado para
determinar upx, 0q e utilizar este no sistema fraamente não linear.
Apliando a Transformada de Fourier periódia em (1.6) podemos obter
#
N
ηpk, tqt  ik
N
upk, tq
vpkpi{lq
N
upk, tqt  ik
N
ηpk, tq.
(5.12)
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ial proveniente da equação KdV
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(b) Onda viajante obtida pelo método de Newton
Figura 5.4: Uso do método de Newton para obter uma onda viajante para o sistema (1.3)
om α  β  0.001, L  3.1623, δ  1.1084 e ∆x  0.0123.
Derivando a primeira equação de (5.12) em relação a t e substituindo na segunda
equação temos
N
ηpk, tqtt  ik
N
upk, tqt  ik

ik
N
ηpk, tq
vpkpi{lq

,
o que resulta na equação
N
ηpk, tqtt  
k2
vpkpi{lq
N
ηpk, tq  0,
que pode ser resolvida usando a equação araterístia
r2  
k2
vpkpi{lq
 0.
Assim temos
N
ηpk, tq  c1pkq exppikvpkpi{lqtq   c2pkq exppikvpkpi{lqtq. (5.13)
O objetivo agora é determinar c1pkq e c2pkq. Para t  0 obtemos
N
ηpk, 0q  c1pkq   c2pkq. (5.14)
Derivando (5.13) om relação a t enontramos
N
ηpk, tqt  ikvpkpi{lqc1pkq exppikvpkpi{lqtq  ikvpkpi{lqc2pkq exppikvpkpi{lqtq. (5.15)
Considerando t  0 e utilizando a primeira equação de (5.12) onseguimos
N
ηpk, 0qt  ikvpkpi{lqc1pkq  ikvpkpi{lqc2pkq  ik
N
upk, 0q. (5.16)
De (5.14) e (5.16) temos o sistema
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#c1pkq   c2pkq 
N
ηpk, 0q
c1pkq  c2pkq  vpkpi{lq
1
N
upk, 0q.
Sem maiores diuldades podemos ver que a solução deste sistema é
#
c1pkq  0.5p
N
ηpk, 0q   vpkpi{lq1
N
upk, 0qq
c2pkq  0.5p
N
ηpk, 0q  vpkpi{lq1
N
upk, 0qq.
Nosso objetivo é ter apenas uma direção de propagação, assim onsideramos c2pkq  0
para todo k, logo
N
upk, 0q  vpkpi{lq
N
ηpk, 0q.
Para o álulo omputaional de upx, 0q usaremos transformada de Fourier disreta
onforme feito em outros asos.
5.3 Esquema numério para o sistema fraamente não
linear
O esquema numério para o sistema fraamente não linear (1.3) foi feito seguindo de
perto [12℄. As disretizações espaial e temporal serão feitas omo na versão linearizada,
mas não utilizaremos a abordagem matriial devido ao usto omputaional elevado. Para
o sistema linearizado será neessário apenas onsiderar α  0.
Vamos reesrever (1.3) omo
"
ηt  Epη, uq
ψt  F pη, uq
onde,
Epη, uq  rp1 αηqusx,
F pη, uq  ηx  αuux,
ψ  u
a
β
ρ2
ρ1
Tδ,xpuq 
β
3
uxx.
As derivadas espaiais das funções auxiliares E e F são disretizadas por diferenças
nitas de quarta ordem onforme (3.13). Para alular u a partir de ψ usamos TFD omo
na Seção 3.2, denindo o operador u  Bpψq tal que
uˆpkq  vpkpi{lq2ψˆpkq, vpκq 

1 
ρ2
ρ1
?
β
δ
φpκδq   κ2
β
3


1{2
.
A disretização temporal será feita om o método de RK4 para η e ψ. Como E e F
são denidas a partir de u, a ada passo temporal, inluindo os intermediários, devemos
alular u através de B. Portanto, temos as fórmulas de reorrênia
$
'
&
'
%
ηn 1  ηn  
∆t
6
pK1   2K2   2K3  K4q,
ψn 1  ψn  
∆t
6
pKK1   2KK2   2KK3  KK4q,
(5.17)
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onde,
K1  Epη
n,unq,
KK1  F pη
n,unq,
uk1  Bpψ
n
  0.5∆tKK1q,
K2  Epη
n
  0.5∆tK1,uk1q,
KK2  F pη
n
  0.5∆tK1,uk1q,
uk2  Bpψ
n
  0.5∆tKK2q,
K3  Epη
n
  0.5∆tK2,uk2q,
KK3  F pη
n
  0.5∆tK2,uk2q,
uk3  Bpψ
n
  0.5∆tKK3q,
K4  Epη
n
  0.5∆tK3,uk3q,
KK4  F pη
n
  0.5∆tK3,uk3q.
No apêndie A estão os programas usados na implementação.
5.4 Testes omputaionais
Nesta seção vamos realizar alguns testes a m de omprovar a estabilidade do método
numério implementado, bem omo apontar algumas araterístias deste. Além das três
andidatas a onda viajante apresentadas anteriormente vamos realizar testes om a onda
ηpyq  expp2y2q. Assim omo feito para as andidatas a onda viajante impomos média
zero e amplitude h1 para este perl de Gaussiana. Na Subseção 5.4.1 vamos realizar testes
om o sistema linearizado e na Subseção 5.4.2 om o sistema fraamente não linear.
Para os testes esolhemos os seguintes valores para os oeientes:
h1  0.1, h2  3.505, ρ1  1, ρ2  2 e l  2pi. (5.18)
Para β esolhemos os valores β  0.01 e β  0.001. Os oeientes L e δ serão
alulados a partir dos demais. Serão testadas apenas as ondições de estabilidade (4.22)
e (4.23) pois a ondição (4.21) só é melhor que as demais para valores muito grandes de
∆x. A Tabela 5.1 mostra os valores máximos de ∆t para alguns valores de ∆x e β.
β  0.01 β  0.001
∆x  0.0245 ∆t  0.2275 ∆t  0.1279
∆x  0.0123 ∆t  0.1633 ∆t  0.0905
∆x  0.0061 ∆t  0.1633 ∆t  0.0640
∆x  0.0031 ∆t  0.1633 ∆t  0.0516
Tabela 5.1: Valores máximo de ∆t em função de ∆x.
5.4.1 Sistema linearizado
Apesar de termos α  0 no sistema linearizado, para o perl iniial da onda onside-
ramos α  β para usar a equação (5.9). Nas guras 5.5 - 5.8 os experimentos foram feitos
om β  0.01 para os quatro pers iniiais de onda apresentados utilizando o maior ∆t
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possível dentro das ondições de estabilidade. Podemos notar que as três andidatas a
onda viajante tiveram um omportamento bastante pareido entre si, o perl iniial sofreu
um pouo de deformação ao deorrer do tempo mas se manteve próximo do esperado. A
dispersão alterou bastante o perl iniial da Gaussiana que se dividiu em duas ondas em
t  41.4718. A estabilidade se manteve em todos asos mesmo para o perl iniial da
Gaussiana.
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(a) ∆x  0.0245 e ∆t  0.2275
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(b) ∆x  0.0031 e ∆t  0.1633
Figura 5.5: ηpx, tq om β  0.01, L  1, δ  3.505 e perl iniial da ILW.
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(a) ∆x  0.0245 e ∆t  0.2275
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(b) ∆x  0.0031 e ∆t  0.1633
Figura 5.6: ηpx, tq om β  0.01, L  1, δ  3.505 e perl iniial da rILW.
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(a) ∆x  0.0245 e ∆t  0.2275
0 1 2 3 4 5 6
−0.1
−0.05
0
0.05
0.1
 
 
t=0
t=13.5518
t=27.5934
t=41.3085
(b) ∆x  0.0031 e ∆t  0.1633
Figura 5.7: ηpx, tq om β  0.01, L  1, δ  3.505 e perl iniial da KdV.
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(a) ∆x  0.0245 e ∆t  0.2275
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(b) ∆x  0.0031 e ∆t  0.1633
Figura 5.8: ηpx, tq om β  0.01, L  1, δ  3.505 e perl iniial da Gaussiana.
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As guras 5.9 - 5.12 mostram os testes om β  0.001 utilizando o maior ∆t possível
dentro das ondições de estabilidade. A dispersão menor deformou menos o perl iniial
da Gaussiana onforme podemos ver nos gráos desta em 5.8 e 5.12 aproximadamente
em t  13. Para as andidatas a onda viajante o resultado foi bastante pareido om o
anterior, mas o perl iniial não se deformou tanto quanto no aso β  0.01. Novamente
a estabilidade se manteve para os quatro pers iniias de onda.
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(a) ∆x  0.0245 e ∆t  0.1279
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(b) ∆x  0.0031 e ∆t  0.0516
Figura 5.9: ηpx, tq om β  0.001, L  3.1623, δ  1.1084 e perl iniial da ILW.
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(a) ∆x  0.0245 e ∆t  0.1279
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(b) ∆x  0.0031 e ∆t  0.0516
Figura 5.10: ηpx, tq om β  0.001, L  3.1623, δ  1.1084 e perl iniial da rILW.
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(a) ∆x  0.0245 e ∆t  0.1279
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(b) ∆x  0.0031 e ∆t  0.0516
Figura 5.11: ηpx, tq om β  0.001, L  3.1623, δ  1.1084 e perl iniial da KdV.
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(a) ∆x  0.0245 e ∆t  0.1279
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(b) ∆x  0.0031 e ∆t  0.0516
Figura 5.12: ηpx, tq om β  0.001, L  3.1623, δ  1.1084 e perl iniial da Gaussiana.
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A gura 5.13 mostra os experimentos realizados om os pers iniiais da ILW e da
Gaussiana para β  0.001 e ∆t  0.0990maior do que o valor máximo dado pelos ritérios
de estabilidade (Tabela 5.1). Podemos pereber que ao exedermos o limite máximo para
∆t o sistema apresenta instabilidade.
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(a) Perl iniial da ILW
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(b) Perl iniial da Gaussiana
Figura 5.13: ηpx, tq om β  0.001, L  3.1623, δ  1.1084, ∆x  0.0123 e ∆t  0.0990.
5.4.2 Sistema fraamente não linear
As guras 5.14 - 5.17 mostram os experimentos feitos om β  α  0.01 para
os quatro pers iniiais de onda apresentados. Os resultados são bastante pareidos
om os do sistema linearizado para os mesmos valores. Dois fatores podem expliar
este omportamento: o fato do sistema ser fraamente não linear e a esolha para a
função upx, 0q ser baseada no sistema linearizado. Foram utilizados os mesmos ritérios
do sistema linearizado para a esolha de ∆t e a estabilidade se manteve, o que india
que esta ondição pode ser usada para o sistema fraamente não linear sem perda de
estabilidade.
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(a) ∆x  0.0245 e ∆t  0.2275
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(b) ∆x  0.0031 e ∆t  0.1633
Figura 5.14: ηpx, tq om α  β  0.01, L  1, δ  3.505 e perl iniial da ILW.
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(a) ∆x  0.0245 e ∆t  0.2275
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(b) ∆x  0.0031 e ∆t  0.1633
Figura 5.15: ηpx, tq om α  β  0.01, L  1, δ  3.505 e perl iniial da rILW.
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(a) ∆x  0.0245 e ∆t  0.2275
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(b) ∆x  0.0031 e ∆t  0.1633
Figura 5.16: ηpx, tq om α  β  0.01, L  1, δ  3.505 e perl iniial da KdV.
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(a) ∆x  0.0245 e ∆t  0.2275
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(b) ∆x  0.0031 e ∆t  0.1633
Figura 5.17: ηpx, tq om α  β  0.01, L  1, δ  3.505 e perl iniial da Gaussiana.
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As guras 5.18 - 5.21 mostram os testes om β  α  0.001. Assim omo oorreu
para o sistema linearizado a dispersão menor deformou menos os pers iniiais de onda
quando omparado om os resultados obtidos om β  0.01. Os resultados também foram
bastante pareidos om os do sistema linearizado para os mesmos valores. Novamente a
estabilidade se manteve, reforçando a hipótese de que as ondições de estabilidade do
sistema linearizado são validas para o sistema fraamente não linear.
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(a) ∆x  0.0245 e ∆t  0.1279
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(b) ∆x  0.0031 e ∆t  0.0516
Figura 5.18: ηpx, tq om α  β  0.001, L  3.1623, δ  1.1084 e perl iniial da ILW.
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(a) ∆x  0.0245 e ∆t  0.1279
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(b) ∆x  0.0031 e ∆t  0.0516
Figura 5.19: ηpx, tq om α  β  0.001, L  3.1623, δ  1.1084 e perl iniial da rILW.
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(a) ∆x  0.0245 e ∆t  0.1279
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(b) ∆x  0.0031 e ∆t  0.0516
Figura 5.20: ηpx, tq om α  β  0.001, L  3.1623, δ  1.1084 e perl iniial da KdV.
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(a) ∆x  0.0245 e ∆t  0.1279
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(b) ∆x  0.0031 e ∆t  0.0516
Figura 5.21: ηpx, tq om α  β  0.001, L  3.1623, δ  1.1084 e perl iniial da
Gaussiana.
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A gura 5.22 mostra os experimentos realizados om os pers iniiais da ILW e da
Gaussiana para β  0.001 e ∆t  0.0990. Ao exeder o limite máximo para ∆t pelos
ritérios de estabilidade do sistema linearizado (Tabela 5.1) também temos instabilidade
no sistema fraamente não linear o que novamente reforça a hipótese de que as ondições
de estabilidade do sistema linearizado se apliam ao fraamente não linear.
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(a) Perl iniial da ILW
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(b) Perl iniial da Gaussiana
Figura 5.22: ηpx, tq om α  β  0.001, L  3.1623, δ  1.1084, ∆x  0.0123 e
∆t  0.0990.
Apesar dos resultados obtidos para ondas andidatas a viajante neste apítulo serem
próximos do esperado estes ainda não mostram ondas viajantes próprias do modelo fra-
amente não linear. Por isso, se faz neessária uma proura mais extensiva de ondições
iniiais adequadas no futuro.
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Capítulo 6
Conlusões
Neste trabalho provamos que o esquema numério (3.23) para o sistema linearizado
(1.6) é estável para esolhas adequadas de ∆x e ∆t. Através da análise de von Neumann
enontramos três ondições que garantem a estabilidade do esquema: a (4.21) que usa o
número de Courant ∆t{∆x, a (4.22) que usa ∆t{
?
∆x e a (4.23) onde é neessário apenas
que ∆t seja menor que uma onstante.
Experimentos mostraram que o esquema (3.23) é estável omputaionalmente dentro
das ondições estabeleidas. Além disso, a versão deste para o sistema fraamente não
linear (1.3) se mostrou estável quando usadas as mesmas ondições. Apesar de não ser
uma prova analítia e rigorosa é um bom indíio de que o esquema (5.17) é estável.
Em trabalhos futuros será estudada a versão do sistema (1.3) om fundo variável onde
esperamos enontrar resultados de estabilidade semelhantes aos obtidos aqui. Além disso,
vamos ontinuar prourando boas ondições iniiais para o sistema om fundo plano visto
que os resultados obtidos, apesar de próximos, não mostraram ondas viajantes. Tais
ondições são importantes para ompreender omo o fundo altera a propagação da onda.
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Apêndie A
Programas utilizados
mainscript.m
function InitialEta.m
function NewtonMethod.m
function initialu.m
function defineV.m
function computeu.m
function RK4step.m
function computeEandF.m
function computeu.m
Figura A.1: Árvore dos programas utilizados na implementação do método.
mainsript
l = pi; % period/2
N = 2^8;
deltaxi = 2 * pi / N
x = (deltaxi:deltaxi:2*pi);
MODEL = 'flat_linear';
%MODEL = 'flat_weakly_nonlinear';
DISPERSION = 'higher_order'; %CHECK PERIOD l
%DISPERSION = 'lower_order';
METHOD = 'RK4';
ro1 =1; ro2 =2;
beta = 0.001; alpha =0.001;
h1=0.1;
h2=35.05*h1;% See Choi & Camassa, J. Fl Meh, 1999
L = h1/sqrt(beta)
delta=h2/L;
gamma_2=2.651;
mult_dx=sqrt(beta)*(1+ro2/ro1);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Time step
%por=0.95;
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por=1;
%por=1.095;
%por=1.2;
%deltat=por*2.828*sqrt(beta/3)
deltat = por*gamma_2*sqrt(mult_dx*deltaxi)
%mi=por*gamma_2*sqrt(mult_dx)
Tfinal=20
Tsteps=fix(pi*Tfinal/(deltat*l));
%WAVE='ILW'
%WAVE='rILW'
%WAVE='KdV'
WAVE='EXP'
if WAVE=='EXP'
eta0 = exp(-2*(x-l*ones(1,N)).^2);
v=ones(1,N);
media=sum(eta0)/N;
eta0=eta0-media*v;
MM=max(eta0);
init_eta=h1*eta0/MM;
else
init_eta = InitialEta(l,N,alpha,beta,ro1,ro2,h1,h2,delta,x,WAVE);
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Initial veloity
%PROPAGATION = 'two_diretions';
PROPAGATION = 'one_diretion';
init_u = initialu(init_eta,MODEL,DISPERSION,ro1,ro2,alpha,beta,h2,L,l,PROPAGATION);
% %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Initializing answer
% %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
Eta = init_eta;
U = init_u;
V = defineV(init_eta,init_u,MODEL,DISPERSION,ro1,ro2,alpha,beta,h2,L,l);
swith upper(METHOD)
ase 'RK4'
for i=1:Tsteps
[eta_next,V_next℄=RK4step(Eta(i,:),U(i,:),V(i,:),deltaxi,MODEL,DISPERSION,ro1,ro2,alpha,beta,deltat,h2,L,l);
u_next = omputeu(eta_next,V_next,MODEL,DISPERSION,ro1,ro2,alpha,beta,h2,L,l);
Eta = [Eta; eta_next℄;
U = [U; u_next℄;
V = [V; V_next℄;
end
end
initialEta
funtion [ init_eta℄ = InitialEta4(l,N,alpha,beta,ro1,ro2,h1,h2,delta,x,WAVE)
alpha0=0.001;
beta0=0.001;
L0 = h1/sqrt(beta0);
delta0=h2/L0;
swith WAVE
ase 'ILW';
theta=pi/8;
lambda=delta0/theta;
1=-1.5*alpha0;
2=ro2*sqrt(beta0)/(ro1*2);
aa =4*2*theta*tan(theta)/(delta0*1);
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eta0=aa*os(theta)*os(theta)./(os(theta)*os(theta)*ones(1,N)+sinh(10*(x-l)/lambda).*sinh(10*(x-l)/lambda));
=1-((2*2)/delta0)*theta*ot(2*theta);
ase 'rILW'
theta=pi/8;
lambda=delta0/theta;
1=-1.5*alpha0;
2=ro2*sqrt(beta0)/(ro1*2);
=1/(1+(2*2/delta0)*theta*ot(2*theta));
aa =*4*2*theta*tan(theta)/(delta0*1);
eta =aa*os(theta)*os(theta)./(os(theta)*os(theta)*ones(1,N)+sinh(10*(x-l)/lambda).*sinh(10*(x-l)/lambda));
ase 'KdV'
theta=pi/8;
2=ro2*sqrt(beta0)/(ro1*2);
=1-((2*2)/delta0)*theta*ot(2*theta);
eta0 = 0.5**(seh(1.5*sqrt()*(x-l))).^2;
end
v=ones(1,N);
media=sum(eta0)/N;
eta0=eta0-media*v;
eta0=(10^(-1))*eta0;
eta0=NewtonMethod(l,N,alpha0,beta0,ro1,ro2,delta0,eta0,);
swith WAVE
ase 'ILW';
theta=pi/8;
lambda=delta/theta;
1=-1.5*alpha;
2=ro2*sqrt(beta)/(ro1*2);
=1-((2*2)/delta)*theta*ot(2*theta);
ase 'rILW'
theta=pi/8;
lambda=delta/theta;
1=-1.5*alpha;
2=ro2*sqrt(beta)/(ro1*2);
=1/(1+(2*2/delta)*theta*ot(2*theta));
ase 'KdV'
theta=pi/8;
2=ro2*sqrt(beta0)/(ro1*2);
=1-((2*2)/delta0)*theta*ot(2*theta);
end
eta0=(10^(16))*eta0;
eta0=NewtonMethod(l,N,alpha,beta,ro1,ro2,delta,eta0,);
media=sum(eta0)/N;
eta0=eta0-media*v;
M=max(eta0);
eta0=(h1/M)*eta0;
init_eta=eta0;
end
NewtonMethod
funtion [ init_eta ℄ = NewtonMethod(l,N,alpha,beta,rho1,rho2,delta,eta0,)
%UNTITLED Summary of this funtion goes here
% Detailed explanation goes here
w = exp(-2*pi*i/N);
for j = 1:N
for k = 1:N
F(j,k) = w^((j-1)*(k-1));
%F(j,k) = w^((j-N/2)*(k));
end
end
aux = [1:N/2 -N/2 + 1:-1℄;
auxp = pi*aux/l; % 2l period
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td = auxp.*oth(auxp.*delta);
td = [ 1/delta td℄';
diagonaltd = diag(td);
ThD = real(onj(F)*diagonaltd*F/N);
diagDD= auxp.^2;
diagDD=[0 diagDD℄';
diagonalDD=diag(diagDD);
DD=real(onj(F)*diagonalDD*F/N);
ontador = 0;
norma = 10;
eta0=eta0';
while norma > 0.00001 && ontador < 10
fun_F = 1.5*alpha*eta0.*eta0 + (-(1/^2)+1)*eta0 + sqrt(beta)*rho2/rho1*ThD*eta0+(beta/3)*DD*eta0;
Jaobiana = diag(3*alpha.*eta0) + (-(1/^2)+1)*eye(N) + sqrt(beta)*rho2/rho1*ThD+(beta/3)*DD;
Inversa = inv(Jaobiana);
Eta = eta0 - Inversa*fun_F;
erro = Eta - eta0;
norma = norm(erro,inf);
eta0 = Eta;
ontador = ontador + 1;
end
init_eta=eta0';
end
initialu
funtion u = initialu(eta,ro1,ro2,alpha,beta,h2,L,l,PROPAGATION)
N=length(eta);
swith lower(PROPAGATION)
ase 'two_diretions';
u = zeros(1,N);
ase 'one_diretion'; %For one propagation diretion fft(u) = - omega(k)*fft(eta)/k
etaeta = fft(eta);
aux = [1:N/2 -N/2 + 1:-1℄;
aux = pi*aux/l; % 2l period
omega_sobre_k = sqrt(1./(ones(1,N-1)+sqrt(beta)*ro2*aux.*oth(h2*aux/L)/ro1 + beta*aux.*aux/3));
omega_sobre_k = [ 0 , omega_sobre_k℄;
uu = -omega_sobre_k .* etaeta;
u = real(ifft(uu));
end
deneV
funtion V = defineV(eta,u,ro1,ro2,alpha,beta,h2,L,l)
N=length(eta);
uu = fft(u);
aux = [1:N/2 -N/2 + 1:-1℄;
aux = pi*aux/l; % 2l period
kernel = (ones(1,N-1) + sqrt(beta)*ro2*aux.*oth(h2*aux/L)/ro1 + beta*aux.*aux/3);
kernel = [1 + sqrt(beta)*L*ro2/(ro1*h2), kernel℄; % disrete version
V = real(ifft(kernel.*uu));
RK4step
funtion [eta_next,V_next℄ = RK4step(eta,u,V,deltaxi,MODEL,ro1,ro2,alpha,beta,deltat,h2,L,l)
N=length(eta);
swith lower(MODEL)
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ase 'flat_linear'
[K1,KK1℄ = omputeEandF(eta,u,deltaxi,MODEL,ro1,ro2,alpha,beta,l);
% Rigorously, eta should be modified, but u does not depend on eta in
% this ase.
Phi_KK1 = omputeu(eta,KK1,ro1,ro2,alpha,beta,h2,L,l);
[K2,KK2℄ = omputeEandF(eta + deltat*K1/2,u + deltat*Phi_KK1/2,deltaxi,MODEL,ro1,ro2,alpha,beta,l);
Phi_KK2 = omputeu(eta,KK2,ro1,ro2,alpha,beta,h2,L,l);
[K3,KK3℄ = omputeEandF(eta + deltat*K2/2,u + deltat*Phi_KK2/2,deltaxi,MODEL,ro1,ro2,alpha,beta,l);
Phi_KK3 = omputeu(eta,KK3,ro1,ro2,alpha,beta,h2,L,l);
[K4,KK4℄ = omputeEandF(eta + deltat*K3,u + deltat*Phi_KK3,deltaxi,MODEL,ro1,ro2,alpha,beta,l);
ase 'flat_weakly_nonlinear'
[K1,KK1℄ = omputeEandF(eta,u,deltaxi,MODEL,ro1,ro2,alpha,beta,l);
% Rigorously, eta should be modified, but u does not depend on eta in
% this ase.
Phi_KK1 = omputeu(eta,KK1,ro1,ro2,alpha,beta,h2,L,l);
[K2,KK2℄ = omputeEandF(eta + deltat*K1/2,u + deltat*Phi_KK1/2,deltaxi,MODEL,ro1,ro2,alpha,beta,l);
Phi_KK2 = omputeu(eta,KK2,ro1,ro2,alpha,beta,h2,L,l);
[K3,KK3℄ = omputeEandF(eta + deltat*K2/2,u + deltat*Phi_KK2/2,deltaxi,MODEL,ro1,ro2,alpha,beta,l);
Phi_KK3 = omputeu(eta,KK3,ro1,ro2,alpha,beta,h2,L,l);
[K4,KK4℄ = omputeEandF(eta + deltat*K3,u + deltat*Phi_KK3,deltaxi,MODEL,ro1,ro2,alpha,beta,l);
end
eta_next = eta + deltat*(K1+2*K2+2*K3+K4)/6;
V_next = V+ deltat*(KK1+2*KK2+2*KK3+KK4)/6;
omputeEandF
funtion [E,F℄ = omputeEandF(eta,u,deltaxi,MODEL,ro1,ro2,alpha,beta,l)
%to be modified for the long wave ase
N=length(eta);
%finite differene differentiation
u_xi = ( 8*([u(2:N) u(1)℄ - [u(N) u(1:N-1)℄) + [u(N-1:N) u(1:N-2)℄ - [u(3:N) u(1:2)℄ )/(12*deltaxi) ;
eta_xi=(8*([eta(2:N) eta(1)℄-[eta(N) eta(1:N-1)℄)+[eta(N-1:N) eta(1:N-2)℄-[eta(3:N) eta(1:2)℄)/(12*deltaxi);
swith lower(MODEL)
ase 'flat_linear'
E = u_xi ;
F = eta_xi ;
ase 'flat_weakly_nonlinear'
E = (ones(1,N) - alpha*eta).*u_xi - alpha* u .* eta_xi ;
F = eta_xi - alpha* u.*u_xi ;
end
omputeu
funtion u = omputeu(eta,V,ro1,ro2,alpha,beta,h2,L,l)
N=length(eta);
VV = fft(V);
aux = [1:N/2 -N/2 + 1:-1℄;
aux = pi*aux/l; % 2l period
kernel = (ones(1,N-1) + sqrt(beta)*ro2*aux.*oth(h2*aux/L)/ro1 + beta*aux.*aux/3);
kernel = [1 + sqrt(beta)*L*ro2/(ro1*h2), kernel℄; % disrete version.
u = real(ifft(VV./kernel));
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