A popular approach for modeling dependence in a finite-dimensional random vector X with given univariate marginals is via a normal copula that fits the rank or linear correlations for the bivariate marginals of X. In this approach, known as the NORTA method, the normal distribution function is applied to each coordinate of a vector Z of correlated standard normals to produce a vector U of correlated uniform random variables over (0, 1); then X is obtained by applying the inverse of the target marginal distribution function for each coordinate of U. The fitting requires finding the appropriate correlation ρ between any two given coordinates of Z that would yield the target rank or linear correlation r between the corresponding coordinates of X. This root-finding problem is easy to solve when the marginals are continuous, but not when they are discrete. In this paper, we provide a detailed analysis of this root-finding problem for the case of discrete marginals. We prove key properties of r and of its derivative as a function of ρ. It turns out that the derivative is easier to evaluate than the function itself. Based on that, we propose and compare alternative methods for finding or approximating the appropriate ρ. The case of discrete distributions with unbounded support is covered as well. In our numerical experiments, a derivative-supported method is faster and more accurate than a state-of-the-art, non-derivative-based method. We also characterize the asymptotic convergence rate of the function r (as a function of ρ) to the continuous-marginals limiting function, when the discrete marginals converge to continuous distributions. 1
Introduction
This paper develops methods that support the estimation (fitting) of discrete multivariate distributions. A powerful scheme for modeling multivariate distributions in general is based on the concept of copula; it permits one to specify separately the marginal distributions and the stochastic dependence. To put our work in the proper perspective, we start by recalling basic facts from copula theory. For a concise introduction to copulas, see Embrechts et al. (2002) or Joe (1997) ; for a more complete treatment, see Nelsen (1999) .
A function C : [0, 1] d → [0, 1] is called a copula if it is the distribution function of a random vector in R d with U (0, 1) marginals (uniform over the interval (0,1)). Consider a random vector X = (X 1 , . . . , X d ) with joint distribution F and write F j for the marginal distribution of X j . A copula associated with F (equivalently, X) is a copula C that satisfies
Given an arbitrary F , a copula C satisfying (1) always exists. If each X j is a continuous random variable, then C is unique, and this uniqueness means that we have separated the marginals from the dependence structure, which is captured by C. (Otherwise, there may be more than one C satisfying (1), so the dependence cannot be uniquely characterized.) We will shortly specify a class of distributions F via (1) by specifying the dependence via a d-variate copula C that is selected after the marginals have been selected. For given marginals, the choice of copula can have a dramatic impact; see Embrechts et al. (2003, Sec. 7 .1) for an example.
In this paper, we nevertheless restrict our attention to normal copulas; these are the copulas defined by taking F as a multivariate normal distribution in (1). This family of copulas has been suggested by several authors, dating back to Mardia (1970) . Attractive features of normal copulas are that they facilitate estimation (as will be explained) and simulation. They are sufficient and very convenient for a wide range of applications where fitting only the marginals and the correlations is a reasonable compromise. In more than two or three dimensions, estimating the entire copula in a complicated real-life situation is often an insurmountable challenge.
Other models of discrete multivariate distributions can be found, e.g., in Joe (1997, sec. 7.2) .
A limitation of several of these models is that the same parameters affect the marginal distributions and the dependence. For example, in Model (7.27) of Joe (1997) the X i 's are conditionally independent Poisson with mean A i , where the A i , i = 1, . . . , d, obey some multivariate continuous distribution; but the upper limit Corr(X i , X j ) = 1 is only possible in the limit where X i and X j have identical marginals and Var(X i )/E(X i ) → ∞; a further limitation is that if one wanted negative binomial marginals for the X i , then one would need the A i to obey a multivariate distribution with gamma marginals, which is not convenient to use (Joe, 1997, p. 236 ).
Returning to the normal copula, if we write N R for the normal distribution with mean the zero vector and d × d correlation matrix R, and C R for the associated copula defined via (1) with F = N R , we have the representation
where Φ is the standard normal distribution function (with mean 0 and variance 1) and F
−1
i , defined by F −1 i (u) = inf{x : F i (x) ≥ u} for 0 ≤ u ≤ 1, is the quantile function of the marginal distribution F i . It is easily seen that C R is a copula associated with X in (2). This C R is a normal copula.
Model (2) is also known under the name NORTA Nelson, 1996, 1997; Chen, 2001) , an acronym for NORmal To Anything, since normal variates are transformed to variates with general nonuniform marginals.
The main issue here is how to find a matrix R such that the vector X has the desired rank or linear correlation matrix, either exactly or approximately. The natural way of doing this is elementwise, so we start by discussing the bivariate case (d = 2). Later, we will discuss the extension to d > 2.
Suppose that d = 2 and that the marginals F 1 and F 2 have been specified. Selecting R in (2) reduces to selecting the scalar correlation ρ = Corr(Z 1 , Z 2 ). The rank correlation between X 1 and X 2 is r X (ρ) = r X (ρ; F 1 , F 2 ) = Corr(F 1 (X 1 ), F 2 (X 2 )) = Corr
where ρ = Corr(Z 1 , Z 2 ) and "•" denotes function composition. We will explain shortly that r X may depend on the marginals only if at least one of them is not continuous. One approach to specifying ρ is to require that r X (ρ; F 1 , F 2 ) equals a given target valuer, which may be the sample rank correlation computed from data, (observations of X), or determined otherwise. This leads to the NORTA rank-correlation matching problem of solving r X (ρ; F 1 , F 2 ) =r.
The dependence of r X on the marginals disappears when F 1 and F 2 are both continuous:
l , l = 1, 2 are the identity map, and thus r X (ρ; F 1 , F 2 ) = Corr(Φ(Z 1 ), Φ(Z 2 )) = (6/π) arcsin(ρ/2), where the second equality is a well-known property of the bivariate normal distribution (references are given in the proof of Theorem 1 in Section 2.1). Thus, solving (3) is trivial if all marginals are continuous, and the solution is 2 sin(πr/6); consequently, the solution poses a problem only when at least one of the marginals is not continuous.
Another possibility would be to work analogously with the linear correlation (also called product-moment correlation): ρ X (ρ; F 1 , F 2 ) = Corr(X 1 , X 2 ) = Corr(F −1
which leads to the NORTA linear-correlation matching equality:
whereρ is the sample linear correlation computed from data. Embrechts et al. (2002) give a detailed account of measures of dependence and strong arguments that rank correlation is a more appropriate measure than linear correlation. We review their Example 5, which illuminates this issue. Consider the marginals X 1 ∼ Lognormal(0, 1) and X 2 ∼ Lognormal(0, σ 2 ) for σ > 0. Under several measures of dependence discussed there, extreme positive and negative dependence occur when X 2 is an increasing (decreasing) function of X 1 , i.e., in the stochastic representations (X 1 , X 2 ) = (e Z , e σZ ) and (X 1 , X 2 ) = (e Z , e −σZ ), respectively, where Z ∼ Normal(0, 1). Then the rank correlation of the pair (X 1 , X 2 ) equals 1 and −1, respectively. On the other hand, we have: Corr(e Z , e σZ ) = (e σ − 1)/ (e − 1)(e σ 2 − 1) and Corr(e Z , e −σZ ) = (e −σ − 1)/ (e − 1)(e σ 2 − 1); these continuous functions of σ are far from 1 and −1 over most of their domain, and they converge to zero as σ → ∞. Here, linear correlation fails to capture well the dependence, and the failure is dramatic in the limit. Hörmann et al. (2004, Section 12.5) give additional examples of this phenomenon and strongly recommend matching the rank correlations instead of the linear correlations.
When d > 2, (2) is specified by constructing R elementwise. That is, for each pair (i, j), one has a target valuer i,j (orρ i,j ) and one sets the (i, j)-th element of R to the solution of (3) withr =r i,j (or the solution of (4) withρ =ρ i,j ). Thus, one needs to solve d(d − 1)/2 such independent equations. In case the resulting matrix R is not positive semidefinite, various authors suggest replacing it by another matrix that is positive semidefinite and minimizes some measure of distance from R (Mardia, 1970; Cario and Nelson, 1997; Lurie and Goldberg, 1998; Ghosh and Henderson, 2003) . According to Ghosh and Henderson (2003) , this appears to work well, in the sense that the minimized distance was very small in their tests.
Another related setting is the VARTA class of multivariate stationary time series (Biller and Nelson, 2003) , {X t = (X 1,t , . . . , X k,t ), t = 1, 2, . . .}, where one specifies the marginals F l for l = 1, . . . , k and dependence via the normal copula, i.e., via correlations between X i,t and X j,t−h for h = 0, 1, . . . , p and i, j ∈ {1, 2, . . . , k}; the univariate case k = 1 is known as ARTA (Cario and Nelson, 1996) . That is, the i-th component time series is obtained by the transformation
, where {Z t } = (Z 1,t , . . . , Z k,t ) is a k-variate vector autoregressive process of order p and whose noise vectors are Gaussian; see Biller and Nelson (2003, Section 3.1.1) . Here, the number of equations that must be solved is pk 2 + k(k − 1)/2. (The complications and remedies mentioned earlier have analogs in the time-series setting). Because the number of equations to be solved can be considerable, efficient methods for solving equations of the form (3) and (4) are of interest.
We now review past work on NORTA correlation matching. This literature has emphasized linear-correlation matching (Cario and Nelson, 1998; Chen, 2001; Biller and Nelson, 2003) , despite the existing arguments in favor of rank correlation, and in principle applies to both continuous and discrete marginals, unless otherwise said. Cario and Nelson (1998) employ root bracketing combined with approximating ρ X (ρ; F 1 , F 2 ) (a function of ρ) via two-dimensional numerical integration (Gauss and Kronrod quadrature rules). With discrete marginals, the integrand has a discontinuity at every support point, so these general-purpose quadrature rules are not well-suited. Chen (2001) proposed a simulation-based approach. Biller and Nelson (2003) showed that the restriction of the marginals to certain Johnson families simplifies the solution. For the case of discrete marginals, we were unable to find a published or unpublished example of NORTA rank-or linear-correlation matching.
The main contributions of this paper are a detailed study of the NORTA correlation matching problems (3) and (4) and the development of efficient methods for solving these problems when the marginal distributions are discrete. We do not address the case where some marginals are discrete and others are continuous. Allowing the support to be infinite, we express r X (ρ; F 1 , F 2 ) as an infinite series, where each term involves a bivariate normal integral to the northeast of a bivariate support point. We obtain the derivative of r X with respect to ρ as a series of terms that only involve the exponential function. For finite support, it turns out that the derivative is considerably faster to evaluate than r X , even if one uses state-of-the-art methods to compute the bivariate normal integrals. We then develop solution methods that exploit the derivative. In particular, we propose a simple Newton-type method, which in numerical experiments is faster and more accurate than a state-of-the-art, non-derivative-based method. For unbounded marginals, we propose a method that does not require evaluating r X and that substitutes an approximation of the derivative (obtained by truncating the series); and we provide bounds on the resulting error.
Another contribution is an asymptotic upper bound and convergence result on the L ∞ distance (i.e., the supremum over ρ ∈ [−1, 1] of the absolute difference) between the rank-correlation function r X (ρ; F 1 , F 2 ) for given discrete marginals F 1 and F 2 and the explicitly known analog for continuous marginals, in terms of the maximum probability masses of F 1 and F 2 , as these masses go to zero.
The bound is relevant to the correlation-matching problem in the following sense. Suppose one uses the continuous-marginals solution, 2 sin(πr/6)), as an approximation. If the bound were smaller than the desired accuracy, then our algorithms would no longer be needed. In our examples, the bound was larger than the desired accuracy, so the discrete-marginals correlation-matching problem had to be dealt with directly.
Our results and methods for the rank-correlation problem extend immediately to the linearcorrelation problem, under mild uniform convergence conditions. For reasons given earlier, we em-phasize the rank-correlation problem and discuss only briefly the extension to the linear-correlation problem.
The remainder is organized as follows. Section 2.1 summarizes relevant background. In Section 2.1, we prove key properties of the rank and linear correlations as a function of ρ, we obtain expressions for their derivatives, and we discuss implications. Section 2.2 proposes an approximation to the derivative, with error bounds, for the infinite-support case. The convergence result to the continuous case is proved in Section 2.3. Section 3 specifies the benchmark and the new methods for bivariate NORTA correlation matching, for either finite or infinite support. In Section 4 we give numerical examples.
2 Mathematical properties 2.1 Background Theorem 1 below summarizes useful known results that hold for arbitrary marginals. Let
the bivariate standard normal density function with correlation ρ.
Theorem 1 Assume F 1 and F 2 are arbitrary c.d.f.'s and define r X (ρ) = Corr(
and ρ X (ρ) = Corr(X 1 , X 2 ) with (X 1 , X 2 ) defined as in (2) with ρ = Corr(Z 1 , Z 2 ).
1 The functions r X and ρ X are nondecreasing on [−1, 1]. We have r X (0) = 0 and ρ X (0) = 0.
Assume there exists
3 If the marginals F l are continuous, then
where
Proof. For the linear correlation ρ X , parts 1 and 2 are Theorems 1 and 2 of Cario and Nelson (1997) , respectively. These unpublished results are straightforward extensions to the case of different marginals of analogous results published as Theorems 1 and 2 in Cario and Nelson (1996) for the case of identical marginals. To prove the analogous results for r X , it suffices to replace the nondecreasing functions F −1 l
• Φ in the proofs of Theorems 1 and 2 of Cario and Nelson (1997) , respectively, by the nondecreasing functions
• Φ for l = 1, 2. According to Kurowicka and Cooke (2001) Parts 1 and 2 provide the basis for solving (3) and (4) via root-bracketing; see method NI1 in Section 3. In Section 2.3 we provide a theoretical result that establishes r C (ρ) as a natural approximation of r X (ρ; F 1 , F 2 ). The derivative-based solution methods of Section 3 can work without this approximation, but the approximation usually helps increase their speed.
This section develops the basis for the proposed solution methods. We assume that marginals are discrete and satisfy weak conditions and we develop explicit formulae for the derivatives of the functions r X and ρ X .
For l = 1, 2, we assume that the positive support can be (and is) enumerated in increasing order as 0 ≤ x l,0 < x l,1 < x l,2 < ... and that the negative support is enumerated as 0 > x l,−1 > x l,−2 > ....
Here is an example of a positive support that is not enumerable as above: there is a support point Denote the probability mass of x l,j as p l,j . For any integer k, the cumulative probability mass is
, and note that lim k→∞ z l,k = − lim k→∞ z l,−k = ∞. Results are stated below for the case where each marginal has infinite support. The finite-support case is an (artificial) special case; to see this, note that if the probability mass above zero is concentrated on a finite number of points, then an increasing sequence of artificial points x l,j with probability p l,j = 0 can be added as needed, and similarly for the probability mass below zero.
Derivative of the rank correlation. The rank correlation between X 1 and X 2 is
where:
where µ k and σ k are the known mean and standard deviation of F k (X k ), respectively. Note that r X involves only shifting and scaling of g by known constants. We rewrite the double integral in (8) as
which involves the bivariate normal integralΦ ρ (x, y) =
In the derivation above, (9) follows directly from the definition (2); the second step rewrites each double integral over a square as the signed summation of four terms involving four related integrals at the square's corners; the third step is a simple rearrangement of the summation. Observe that in (10), the weight p 1,i+1 p 2,j+1 multiplies the value ofΦ ρ at (z 1,i , z 2,j ), not at (z 1,i+1 , z 2,j+1 ). If x 1,i+1 and x 2,j+1 are the smallest values with positive probabilities for X 1 and X 2 , respectively, then z 1,i = z 2,j = −∞, soΦ ρ (z 1,i , z 2,j ) = 1 and the corresponding term in (10) is p 1,i+1 p 2,j+1 . As a special case, suppose X 1 is degenerate to a single value, say p 1,i+1 = 1. Then, (10) yields
(a constant), whereF 2 (x) := P [X 2 ≥ x]. If both X 1 and X 2 are degenerate, this gives g(ρ) ≡ 1.
Proposition 1
The function g(ρ) is infinitely differentiable on the interval (−1, 1), with first derivative
Proof. We start with the first derivative. We will exploit the property of the bivariate standard normal density that for −1 < ρ < 1, (Kendall and Stuart, 1977, p. 393, exercise 15.4) . We have
In steps one and two, the interchange of differentiation and integration is valid because of the existence and boundedness of the derivatives over the integration domain; in step two, we used (12); steps three and four use the fundamental theorem of calculus.
Equation (13) shows that the derivative of each term in the series (10) is the corresponding term in the series (11). It remains to show the validity of interchanging the order of differentiation and summation. A sufficient condition for this is that for each ρ 0 ∈ (−1, 1), there is a neighborhood of ρ 0 , N (ρ 0 ) = (ρ 0 − , ρ 0 + ) ⊂ (−1, 1), such that the series on the right side of (11) converges uniformly for ρ ∈ N (ρ 0 ) (Rudin, 1976, Theorem 7.17) . This uniform convergence holds in particular if there is an increasing sequence of finite sets
(Since all the terms in (11) are non-negative, this condition is actually a special case of the wellknown Cauchy criterion for uniform convergence (Rudin, 1976, Theorem 7.8) .) The latter condition is easily verified if we take S k as the bounded rectangle {(i, j) : max(|i|, |j|) ≤ k}:
where ρ * = max(|ρ − |, |ρ + |). To study the higher-order derivatives, we note that φ ρ (x, y) =
and we change from coordinates (x, y) to polar coordinates (r, θ), i.e., set x = r cos θ, y = r sin θ, where r ≥ 0 and θ ∈ [0, 2π]. Let δ > 0 and write φ
ρ for the d-th derivative of φ ρ with respect to ρ for |ρ| ≤ 1 − δ. Differentiation gives
for all r, θ, and
where 
for d = 1. Thus, the analog of (15) holds when we substitute |φ
ρ | for φ ρ ; this proves that g has a second derivative on (−1, 1) and that this derivative is an infinite series analogous to (11) (in each term, one replaces φ ρ by φ (1) ρ ). The existence of higher-order derivatives of g follows along similar lines, which we only sketch: φ
ρ obeys a generalized expression as in (16), where the φ terms remain intact (the multiplying fraction becomes more complicated); a bound as in the right of (16) applies with the exponential term intact, a power no larger than r 2d outside the exponential, and a different constant K 1 . Thus, (17) holds for any integer d > 1, and the remaining argument is as before. 2 Proposition 1, combined with the strict positivity of φ ρ (z 1,i , z 2,i ) when z 1,i and z 2,i are finite, and part 2 of Theorem 1, yield:
Corollary 1 If both F 1 and F 2 are non-degenerate distributions, then the function r X is strictly increasing on [−1, 1], and has therefore an inverse, i.e., there exists a mapping r
X is the identity map.
Corollary 1 guarantees the existence and uniqueness of a solution to equation (3), under the
Derivative of the linear correlation. Analogous properties can be derived for the linear correlation between X 1 and X 2 , defined as
and λ i and τ 2 i < ∞ are the known mean and variance of F i , respectively. Following the reasoning that led to (10), we obtain the analogous series representation
Cario and Nelson (1998, eq. (5)) have stated an expression for the function g L that is analogous to (9) (mass points appear instead of cumulative probabilities); they heuristically truncate both summations to a finite number of terms without providing an estimate of the truncation error.
To obtain an analogue of Proposition 1, we must justify the interchange of derivative with summation when we differentiate (19) with respect to ρ. A sufficient uniform convergence condition in this case is
Moreover, if Condition 1 holds with φ ρ (z 1,i , z 2,j ) replaced by its nth derivative with respect to ρ for
Proof. The proof parallels that of Proposition 1 and we omit the details. 2
Condition 1 is clearly verified if both F 1 and F 2 have finite support. A bounded support (i.e., if all the probability mass of the joint distribution is contained in a bounded rectangle)
is also a (weaker) sufficient condition. For discrete distributions with unbounded support, the condition will hold if the tail probabilities 1 − F l (x) converge to zero at a fast enough rate when |x| → ∞. If the support is the set of non-negative integers (this is the case for most popular discrete distributions with infinite support), it is natural to take x l,i = i for all i. We then have
Suppose for example that the support is the set of positive integers (so x l,i = i) and that the tail of F l decreases at an exponential rate:
for some positive constants α and γ. Several common distributions such as the geometric, negative binomial, Poisson, etc., satisfy this condition. Using the fact that Φ −1 (y) ∼ −2 ln(1 − y) when y → 1, we have that for large i,
for some small constant δ > 0. Putting this in (5) yields (for i and j large enough)
Using this, we can easily show that for j large enough,
for some positive constants K 0 and K 1 that may depend on ρ 0 but not on j. Summing this over j > k, for k large enough, we obtain that
The same property obviously holds if we permute i and j, which means that the sum over {(i, j) :
i > k} also vanishes when k → ∞. This implies (20).
Corollary 2 If both F 1 and F 2 are non-degenerate distributions and Condition 1 holds, then ρ X is strictly increasing on [−1, 1], so it has an inverse ρ
We conclude this section by studying the limit when |ρ| → 1. The behavior of g (ρ) as ρ → 1 depends on whether there exist i and j such that 0 < f 1,i = f 2,j < 1; (22) the behavior as ρ → −1 depends on whether there exist i and j such that 0 < f 1,i = 1 − f 2,j < 1.
In words, (22) says that F 1 and F 2 are non-degenerate discrete distributions whose c.d.f. values meet at least once at a value that is strictly between 0 and 1. The interpretation of (23) is analogous.
(c) Analogs of (a) and (b), obtained by replacing g by g L , hold.
Proof.
We use well-known properties of φ ρ as |ρ| → 1. If y = x, then lim ρ→1 φ ρ (x, y) = ∞.
Analogously, if y = −x, then lim ρ→−1 φ ρ (x, y) = ∞. For all (x, y) that lie outside the lines y = x and y = −x, we have lim ρ→±1 φ ρ (x, y) = 0. Condition (22) implies that there exist i and j with finite z 1,i = z 2,j and with
Similarly, (23) implies that there exist i and j with finite z 1,i = −z 2,j and with p 1,i+1 p 2,j+1 > 0, which gives g (ρ) → ∞ as ρ → −1. This completes the proof of part (a). For part (b), there are only finitely many terms, so the failure of (22) implies that all finite pairs (z 1,i , z 2,j ) lie outside the line y = x; as ρ → 1, each of the finitely many terms in (11) converges to zero, yielding g (ρ) → 0.
The result as ρ → −1 follows analogously. The above arguments remain intact if we replace g by g L ; this proves part (c). 2
Approximating g when the support is unbounded
For the case where one or both marginals have unbounded support, we propose approximate computation of the derivative g via truncation of (11), provide a bound on the truncation error, and outline the computation. This supports the approximate method detailed in Section 3.2. We discuss the case where both marginals have unbounded support; straightforward modifications apply otherwise.
We rewrite (11) as
Our bound of the upper tail of S i is based on the observation that φ (z 2,j − ρz 1,i )/ 1 − ρ 2 is decreasing as j increases beyond j * (i), where j * (i) = min{j : z 2,j ≥ ρz 1,i }. This yields
The lower tail is bounded similarly:
because φ (z 2,j − ρz 1,i )/ 1 − ρ 2 is decreasing as j decreases beyond j * (i). A similar approach allows bounding the tails of the summation in (24). Observe that S i ≤ φ(0) for all i and φ(z 1,i ) is decreasing as i increases beyond i * , where i * = min{i : z 1,i ≥ 0}. This yields
Similarly,
Select small real numbers 1 > 0 and 2 > 0. We truncate the summation in (24), keeping terms between the indices
For i in this finite range, we truncate the summation in (25), keeping terms between the indices
(Note the truncation indices depend on ρ; our notation does not emphasize this). Define the finite-term approximation of g ,
The bounds stated in (26), (27), (28) and (29) easily imply the following result.
Proposition 4 We haveg
Remark 1 We outline an implementation for computingg (ρ) and (ρ). In a first outer until block, i increases from i * until i + is found; for each fixed i in this range, j first increases from j * (i) until j + (i) is found (an until block nested inside the outer block); then, similarly, j decreases from j * (i) until j − (i) is found. A second outer until block is analogous to the first outer block: i decreases from i * until i − is found. The work of this algorithm is O
. This work and the size of the error bound (ρ) are unknown a priori in terms of 1 and 2 ; they are both determined during the process of approximating g (ρ).
Uniform convergence to the continuous-marginals rank correlation
This section establishes a convergence result relating the rank-correlation function under discrete marginals to the rank-correlation function for continuous marginals, i.e., r C in (6), in a limit we will make precise. Let (X 1,n , X 2,n ), n = 1, 2, . . . be a sequence of pairs of discrete random variables; write p l,j,n for the probability mass corresponding to the j-th mass point of the l-th marginal (l = 1, 2) in the n-th pair, and denote by F 1,n and F 2,n the associated c.d.f.'s in the n-th pair. Write r n (ρ) = Corr(F 1,n (X 1,n ), F 2,n (X 2,n )), where (X 1,n , X 2,n ) has marginals F 1,n and F 2,n and bivariate dependence as in (2) with ρ = Corr(Z 1 , Z 2 ). To capture the idea that discreteness vanishes in the limit, let m l,n = max j p l,j,n and assume lim n→∞ m l,n = 0 for l = 1, 2.
We now state an asymptotic upper bound on the L ∞ -distance between r n and r C that vanishes in the limit as n → ∞. 
and thus sup ρ∈[−1,1] |r n (ρ) − r C (ρ)| converges to 0 as n → ∞.
Proof.
For l = 1, 2, define the composite functions h l,n = F l,n • F −1 l,n . Each F l,n (X l,n ) has distribution equal to that of h i,n (U ), where U is uniformly distributed on (0,1). The key behind the proof is that
We will use repeatedly below the inequality |x 1 y 1 −x 2 y 2 | ≤ |y 1 − y 2 | + |x 1 − x 2 | for any 0 ≤ x 1 , x 2 , y 1 , y 2 ≤ 1. Using (6) and this inequality, we have
We now find asymptotic upper bounds for each of the terms in (36). We have
so lim n→∞ µ l,n = 1/2 for l = 1, 2 and lim sup n→∞ |µ 1,n µ 2,n − 1/4|/(m 1,n + m 2,n ) ≤ 1/2. Writing
2 du and integrating the expanded square, it is easy to see that
proving that lim n→∞ σ 2 l,n = 1/12 for l = 1, 2. The Cauchy-Schwartz inequality yields sup ρ |g n (ρ)| ≤ σ 1,n σ 2,n , so lim sup n→∞ sup ρ |g n (ρ)| ≤ 1/12. Furthermore, in the above, the first inequality follows from a Taylor expansion of √ x about 1/12 with remainder term involving the first derivative, and the second inequality follows from (37). Finally,
The result (35) follows from the asymptotic bounds established for each of the terms in (36). 2
For n large, (35) and (6) imply the approximate bound sup ρ∈[−1,1] |r n (ρ) − (6/π) arcsin(ρ/2)| ≤ 42(m 1,n +m 2,n ). In our examples in Section 4, this bound was too large to ensure that r X (2 sin(πr/6)) is sufficiently close (for our purposes) tor = r C (2 sin(πr/6)). Had the bound been small enough, that would have made our nearly-exact solution methods less intereresting, because the bound by itself would have ensured that 2 sin(πr/6) is a sufficiently accurate answer. Of course, better bounds than ours may still act in the same way, i.e., as guarantors of the accuracy of 2 sin(πr/6) as an approximation to the exact solution. Regardless of the bound's effectiveness in our examples, the proof adds to our intuition; it suggests, for example, that the approximation's effectiveness hinges on both marginals (as opposed to only one) being nearly continuous.
Solution methods
We detail methods for solving each of the two versions of the correlation-matching problem. Our discussion focuses on the rank-correlation variant for reasons given earlier. Assume that we are given a targetr ∈ (r X (−1), r X (1)) and want to compute the value r −1 X (r), i.e., the unique solution of (3). A zero of a function f is a value ρ such that f (ρ) = 0. To conform with standard algorithms for solving a single equation, which typically seek a zero of an appropriate function, define f (ρ) = g(ρ) − µ 1 µ 2 −rσ 1 σ 2 and note that f has derivatives identical to those of g and that f (ρ) < (>) 0 if and only if r X (ρ) < (>)r. Thus, finding the solution of (3) is equivalent to finding the unique zero of f . Section 3.1 treats the case where both marginals have finite support. Infinite supports are addressed in Section 3.2, which offers an approximate solution method and a bound on its error. Java implementations of the four methods we examine are available at http://www.iro.umontreal. ca/~lecuyer/myftp/nortadisc/java/.
Discrete marginals with finite support
If n i is the number of support points of marginal i, then (10) and (11) imply that the computational work for each evaluation of g (equivalently, f ) or of its derivative f = g is proportional to n = n 1 n 2 , the number of terms in the double sums. The proportionality constants may differ substantially between g and g .
In what follows, we first explain how we compute g and g , then we define three algorithms to find a root of f . The first algorithm uses only evaluations of g and not its derivative, the second integrates f until the integral reaches zero, and the third is a variant of the Newton-Raphson iterative method to find a root of f .
Evaluation of g and g . For the evaluation of g, we employ (10) instead of (9), because the literature emphasizes the computation of the bivariate normal integral in the former expression.
We considered several methods for evaluatingΦ ρ (x, y), a function of ρ, x, and y, for which no analytic expression is available. Algorithm 462 in Donnelly (1973) implements the method developed in Owen (1956) , which expressesΦ ρ in terms of the functions Φ and T (h, a), where the latter is the area (integral) of an uncorrelated bivariate standard normal distribution (zero means, unit variances) over the subset of the (x, y)-plane contained between y = ax and y = 0 and to the right of x = h. The function T (h, a) is expressed (and computed efficiently) as a series. A second class of methods exploits property (13) and computesΦ ρ (x, y) by numerical integration with respect to the correlation. More precisely,Φ ρ (x, y) is computed asΦ s (x, y) + Q, where: s = 0 or sign(ρ) (when |ρ| is under and above a certain threshold, respectively);Φ 0 (x, y) = Φ(−x)Φ(−y); Φ 1 (x, y) = Φ(− max(x, y));Φ −1 (x, y) = max(0, Φ(−x) − Φ(y)); and Q = ρ s φ t (x, y)dt is computed by numerical integration. This approach is detailed in Drezner and Wesolowsky (1989) and Genz (2004) , which focus on moderate accuracy (6-7 decimals) and high accuracy (15 decimals), respectively. For 15-decimal precision, we compared Algorithm 462 to the method of Genz (2004) . Computing the derivative g (ρ) is easier, because there is an analytic expression for φ ρ (x, y).
We just use it and sum up the terms. In a preliminary test, we estimated the ratio of work (CPU time) needed to compute g(ρ) over the work needed to compute the derivative g (ρ) at about 12.
This was based on all calls made to these functions when solving the problemr = 0.90 in the nearly-continuous negative binomial case shown at the bottom panel of Table 1 , Section 4. We feel that this number is fairly representative because the points z i,k = Φ −1 (f i,k ), k = 1, 2, . . ., provide a good coverage of the normal density for each i. Root-bracketing methods maintain a bracket; this is an interval with endpoints b and c such that f (b) and f (c) are of opposite sign, so the interval must contain the root. One such method is bisection, which is iterative and halves the bracket length at each iteration. Root accuracy is usually controlled by a tolerance > 0: if b is the better root estimate among the bracket endpoints, (i.e., |f (b)| < |f (c)|), then it is returned as the root on the first iteration such that either f (b) = 0 (in the floating-point representation) or |b − c| ≤ . By the definition of bracket, this guarantees that b is within of the root. According to Press et al. (1992) , Procedure zero in Brent (1971) (called Brent's method for short), is "the method of choice for general one-dimensional root finding where a function's values only (and not its derivative) are available." This method combines root bracketing, bisection, and inverse quadratic interpolation, which uses three prior root estimates to fit an inverse quadratic function (ρ as a quadratic function of f (ρ)) whose value at f (ρ) = 0 is taken as the next estimate of the root. This is what we have used in our experiments.
Method NI2: Finding a root of f by numerically integrating its derivative. This method is summarized as follows.
1. Start at some initial value ρ 0 and evaluate f (ρ 0 ), as described in the previous subsection.
2. Select an integration grid S = {ρ 0 , ρ 1 , ρ 2 , . . .}, which is a sequence of increasing (decreasing) values depending on whether f (ρ 0 ) < (>) 0, and such that: ifr > 0 and f (ρ 0 ) < (>) 0, then 1 (0) is an accumulation point of S; ifr < 0 and f (ρ 0 ) < (>) 0, then 0 (−1) is an accumulation point of S. 
We now discuss the selection of integration rule, the choice of sequence S, and the method's accuracy. We discuss the caser > 0 andf (ρ 0 ) < 0; the other three cases are similar.
Two effective classes of integration rules over a finite interval [a, b] are the Gaussian and NewtonCotes quadrature rules (Stoer and Bulirsch, 1980) . These rules evaluate the integrand at a finite set of points in [a, b] and compute a weighted sum of these evaluations. In theory, the Gaussian rules (Stoer and Bulirsch, 1980, sec. 3.6) give better accuracy than the Newton-Cotes rules for a given number n of evaluation points: they integrate exactly all polynomials of degree less than 2n. However, if we change a or b slightly, for fixed n, then all the evaluation points must change.
In our context, since the integration interval changes at each step of the root-finding process, the A well-known special case of a Newton-Cotes rule is Simpson's rule (Stoer and Bulirsch, 1980, pp. 119-120) . For this rule, we select a finite sequence S consisting of ρ k = ρ 0 + 2kh for k = 0, 1, 2, . . . , m, where h > 0 is a step size and m is such that 1−2h < ρ m < 1. In our implementation, we first select ρ m close to 1 (ρ m = 1 − δ for some small δ > 0) and then select h and m (a positive integer) such that |1 − δ − ρ 0 | = 2hm. The Simpson estimate of the definite integral
is computed recursively by setting I 0 = 0 and
This gives the estimatef (ρ k ) = f (ρ 0 ) + I k , whose error will be discussed later.
If the stopping condition in step 3 is not met after m steps for the m selected at the outset (that is,f (ρ m ) has the same sign asf (ρ 0 )), then we continue integrating over a new grid defined to the right of the last point of the previous grid, recursively, if necessary, until a stopping condition as in step 3 is met. That is, the mention in step 2 of an infinite sequence S only serves to allow an inputr that is arbitrarily close to r X (1) or r X (−1).
We consider two variants of algorithm NI2, defined according to how ρ 0 is selected: Variant NI2A sets ρ 0 = 2 sin(πr/6), which is a natural estimate of the root because it becomes exact in the limit where discreteness disappears (see Proposition 5 and part 3 of Theorem 1). Variant NI2B sets ρ 0 = 0. The motivation for NI2A is to try to minimize the length of the integration interval
, and thus the number N g of evaluations of the function g . On the other hand, it requires one (costly) evaluation of f (ρ 0 ) in Step 1. Variant NI2B eliminates the cost of this evaluation, because we know f (0) = −rσ 1 σ 2 , but N g is typically larger because we must integrate over a longer interval. If the root does not exceed the value ρ m selected at the outset, then NI2 requires
evaluations of the function g , where h is the value selected at the outset. Which variant will be faster depends on: (i) the ratio of work needed to compute g relative to g ; (ii) the distance |r −1 X (r) − ρ 0 |; and (iii) the desired accuracy; lower accuracy allows larger h and thus smaller N g .
Method NI3: Hybrid of Newton-Raphson and bisection. Our third algorithm is a modified version of the Newton-Raphson method. This method would produce a sequence of root estimates
is a correction term such that the new root estimate is the zero of the linear function with value f (ρ k ) and slope f (ρ k ) at abscissa ρ k . We need to protect against the possibility that at two subsequent iterations k and k + 1, the correction terms cancel each other and neither ρ k nor ρ k+1 is a root; that is, f (ρ k )/f (ρ k ) + f (ρ k+1 )/f (ρ k+1 ) = 0, f (ρ k ) = 0, and f (ρ k+1 ) = 0; in this case, the recursion enters an infinite cycle without ever finding the root (ρ k+2j = ρ k for all positive j); this is illustrated in Press et al. (1992, Figure 9 .4.3). We protect as proposed in Press et al. (1992, routine rtsafe, pp. 366-367) ; this algorithm maintains a root estimate and a bracket formed by the last two root estimates; if the Newton step starting from the current root estimate would fall outside the current bracket or if the current bracket length is more than half the previous bracket length, then the next root estimate is the bracket's midpoint; otherwise, the next root estimate is found by the Newton step. Root accuracy is controlled by a tolerance as in NI1. This method has good convergence properties near the root (Press et al., 1992 , pages 364-365), so it is particularly attractive when high accuracy is sought. The initial bracket is [−1, 0] ifr < 0, and [0, 1] ifr > 0. Our initial root estimate is ρ 0 = 2 sin(πr/6); this value is likely to be closer to the root than other uninformative values, e.g., the midpoint of the initial bracket. It is easy to show that the bracket is at least halved over any two successive iterations (Press et al. (1992) do not state this); thus, the number of iterations never exceeds 2 log 2 (1/ ) , and it is potentially smaller, depending on the Newton steps' effectiveness.
Controlling the accuracy. Efficient algorithms are known for computing the bivariate normal integralΦ ρ to negligible error (this was discussed earlier); this allows efficiently computing g to negligible error. In view of this, the methods we discussed fall into two classes that should be contrasted: classical root finding (NI1, NI3) versus approximate root finding via integration and interpolation (NI2). In general, none of these methods can provide a guarantee on rank-correlation error (a known multiple of |f (ρ)|, whereρ is the estimated root) unless a global bound on the slope of f is known. Classical root-finding methods, however, do deliver a value to within a specified distance from the true root. For the approximate root-finding methods, we do not have integration-error bounds and consequently we offer no guarantee either on root error or on rankcorrelation error, regardless of how much work one does. (Note, however, that global bounds on higher-order derivatives of g can be obtained by straightforward derivations and arguments paralleling (16); this would yield such integration-error bounds.) Thus, the approximate root finding approach-as developed here-can be attractive only in special settings, namely: (1) solution speed is more important than a root-accuracy guarantee; or (2) classical root finding is too complicated to implement, e.g., because a good code for computing Φ ρ is unavailable.
Worst-case work comparison as required accuracy increases. We focus on the rankcorrelation error at the estimated root, |r X (ρ) −r|, and assume a requirement that it should not exceed > 0. We explain that if one views the error in evaluating g as negligible, then one should expect NI2 to require more work than NI3 or the bisection method in the limit as → 0. In standard polynomial interpolation, function values are known exactly at the interpolation points; in this case, a bound on the error (at any point inside the interpolation interval) is given in Stoer and Bulirsch (1980, Theorem 2.1.4.1) . If the integration error was zero at all interpolation points, this result would imply that the error is of order O(h +1 ) when an order-interpolating polynomial is used (the error may of course be zero, but that would seem to be a fortunate coincidence). Thus, we can expect the error to decrease at the rate m −k for some positive integer k that depends on the particular Newton-Cotes rule and . The worst-case number of evaluations of g for NI2 is pm + 1, where p is a positive integer that depends on the Newton-Cotes rule; for Simpson's rule, we have p = 2. To keep the error at most , this number must grow as O( −1/k ). To allow comparison to NI3 and bisection, we consider a user of these methods that selects a tolerance /M , where M := sup ρ∈I |g (ρ)| < ∞, where I is the initial bracket; this ensures that the error is at most .
The bisection method requires log 2 (M/ ) evaluations of g. NI3 requires 2 log 2 (M/ ) iterations in the worst case. In conclusion, if high accuracy is required, then NI3 (or bisection) are preferred to NI2, because they are likely to require less work.
Linear correlations. For the linear correlation matching problem, all three methods extend immediately. The initial bracketing intervals are identical; we simply replace the functions g and g by their counterparts g L and g L stated in Section 2.1. To get a nonzero starting point for NI2
or NI3, we can invert (6), despite the fact that this has no theoretical basis and that it may be a poor choice relative to crude estimates such as the midpoint of the initial bracket, as suggested by the discussion following (4).
Discrete marginals with infinite (or large) support
If one of the marginals has infinite support, then all quantities involved in the definition of f (ρ), namely, µ l and σ l for l = 1, 2, and g(ρ), involve infinite series; in general, exact computations appear to be impossible-we are not aware of exact formulae, even if the marginals belong to the well-known classes. Approximating g(ρ) (for arbitrary ρ) is the main difficulty, because if one were to truncate the series (10) to a finite number of terms, it would be difficult to bound the error.
Approximating the constants µ l and σ l is easier, as we will explain. In view of this, method NI2B stands out, because it is the only one among those in Section 3.1 that does not require evaluating g(ρ). Thus, we adapt method NI2B as follows: (i) in the integration (step 3 of method NI2), we replace g by its approximationg established in Section 2.2; and (ii) we replace µ l and σ l by approximations defined below (the µ l are involved indirectly via σ l ).
It is straightforward to approximate µ l and σ l by truncating the associated series; error bounds are easily obtained and stated in the proof of Proposition 6 below. Select small real numbers η l > 0.
l as approximations of µ l and σ 2 l , respectively. We now define the adaptation of NI2B. We assume that ρ 0 = 0 and that we use the sequence S with the Newton-Cotes integration rule. The estimates of f (ρ k ) aref (0) = −rσ 1σ2 (since r X (0) = 0) andf (ρ k ) =f (0) + I(ρ k ;g ) for k = 1, 2, ..., where I(ρ k ;g ) is the estimate of To bound the error in rank correlation at the estimated root, |r X (ρ) −r|, define: I(ρ k ; ) is the Newton-Cotes estimate of ρ k 0 (t)dt, where (ρ) is defined following (33); I(ρ k ; g ) is the NewtonCotes estimate of ρ k 0 g (t)dt, which will not be explicitly computed, but is involved in the bound; and write ∆ k = |f (ρ k ) − f (ρ k )| for all k. Write K for the index in step 3 of NI2; note that
The next result bounds the error, and finite support is a special case. The Remarks below discuss how one may reduce this bound.
Proposition 6 (a) Assume all integral estimates are based on Simpson's rule with h = (1 − δ)/(2m), ρ 0 = 0, and |ρ m | = 1 − δ for some δ > 0. Then
Proof. We have
step 2 is the triangle inequality; in step 3, we observe that I(ρ k ; g ) − I(ρ k ;g ) = I(ρ k ; ) and
is the fourth derivative of g (Stoer and Bulirsch, 1980, p. 122) , and finally note that |g (5) (ξ)| < ∞, since g (5) is continuous on the closed interval [−1 + δ, 1 − δ]; step 4 is another application of the triangle inequality. It remains to bound σ 1 and |σ l − σ l | for l = 1, 2. We have |μ l − µ l | ≤ 2η l and
(proofs are easy and omitted), and thus
Thus
Combining (41), (42), and (43), we obtain (39). To prove (40), we note that |r X (ρ) −r| = |f (ρ)|/(σ 1 σ 2 ) and
Step 1 uses the monotonicity of f ; step 2 uses the definition of ∆ k ; the equality in step 4 holds becausef (ρ K−1 ) andf (ρ K ) bracket zero, by construction. This proves the first inequality in (40).
To get the second inequality in (40), we use the bound in (39), note that |I(ρ k ; )| are nondecreasing in k, and note that |f
Remark 2 In the special case of finite support, (41) states that ∆ k = O(m −4 ) for all k. We obtain the rudimentary bound |r X (ρ) −r| ≤ M K /(mσ 1 σ 2 ) + O(m −4 ), which goes to zero as m → ∞.
Remark 3 In the infinite support case, the first inequality in (40) combined with (39) yields the
bound on the absolute error in the output correlation, because we dropped the O(m −4 ) integrationerror term. Contrary to the finite-support case, it is not enough to let m → ∞ to guarantee that the rank correlation error goes to zero. One must additionally keep small the two new error terms, which may be done as follows. Controlling ζ(η 1 , η 2 ) is straightforward by decreasing the η i , i = 1, 2.
Controlling |I(ρ k ; )| is somewhat complicated; recall the expression for the function (ρ) following (33) and note that 2(i + ( 1 ) − i − ( 1 ) + 1) 2 may increase as 1 decreases. In general, we may expect to reduce (ρ) (for any ρ) by appropriately decreasing 1 and/or 2 (at the expense of increased work). Also note that fixed 1 and decreasing 2 result in decreasing (ρ).
Numerical examples
We tried our solution methods on two sets of examples, in which the marginal distributions have finite and infinite support, respectively. In our first set of examples, the two marginals are identical binomial distributions, denoted Bin(n, p), with success probability p = 1/2 and varying number of trials n.
Our second set of examples is inspired from modeling the joint distribution of arrival counts to a call center over successive time periods in a day and is based on the case study in Avramidis et al. (2004) . We are focusing on bivariate rank-correlation matching for (X 1 , X 2 ), where X 1 and X 2 are the counts on the time periods (8:00am, 8:30am) and (8:30am, 9:00am), respectively. The negative binomial distribution provides a good fit to each marginal. Denote by NegBin(s, p) the negative binomial distribution with mean sp and variance sp(1 + p). The parameters (s, p) of the two marginals estimated from the call center data set in that paper are s 1 = 15.68, s 2 = 60.21, p 1 = 0.3861, p 2 = 0.6211. The sample rank correlation between X 1 and X 2 is 0.43. For the correlation matching, we work with bounded (and finite) supports: we upper-bound the support of each marginal at the quantile of order 1 − 10 −6 , i.e, x * l = F −1 l (1 − 10 −6 ), and reset the probability mass of x * l accordingly, for l = 1, 2. This may significantly impact the correlation relative to the unbounded marginals, but we did not attempt to bound this error. We create additional test problems as follows. In our experiments, we vary s to study the effect of "discreteness strength" on the NORTA correlation matching problem. We also vary the target correlationr.
In applications we have in mind,r will be estimated from data; this means high accuracy (either in the root or in the rank correlation) is unlikely to be necessary. With this in mind, we employed NI1 and NI3 with tolerance 10 −2 and 10 −4 . Preliminary computations showed that in one of our examples the root is very close to 1; to avoid cumbersome implementations of NI2 that must refine the integration rule to the right of 1 − 2h (for the h of interest here), we set ρ m = 1 − δ with δ = 10 −4 . To select the integration-grid spacing 2h, let d denote the worst-case integration and [x] is the integer closest to x; this aims to make the accuracy (very roughly) comparable to that of NI1. For a sufficiently small m, NI2B will be faster than NI2A because it does not require the evaluation of f (ρ 0 ), so with this in mind, we used NI2B with m = 5 (so h = (1 − δ)/10 ≈ 0.2).
This aims towards fast execution achieved at the risk of loss of accuracy. We employ quadratic interpolation in step 4 unless m = 2, in which case linear interpolation applies. Tables 1, 2 , 3, and 4 summarize the results for methods NI1, NI2A, NI2B and NI3, respectively.
Each of the six panels corresponds to a different pair of marginals; in each case, we give the defining parameters, the extreme correlations r X (−1) and r X (1) for these marginals, and the number of bivariate support points n = n 1 n 2 , where n i is the number of support points of marginal i. Each row corresponds to a problem instance created by additionally specifying the targetr. For each problem instance, we report system-independent (method-dependent) measures of work: for NI1, the number N 1 of iterations of the root-bracketing algorithm and thus evaluations of g; for NI2, the number N g of evaluations of g ; for NI3, the number N 3 of iterations, and thus evaluations of each of g and g . Additionally, we report: the computed rootρ; the CPU time measured in seconds; the correlation r X (ρ); and the (absolute) relative error (error, for short) in induced correlation, |r X (ρ) −r|/r, shown as a percentage. When the target correlation is small, the reader may prefer to focus on absolute errors. All experiments were done on a 2.4 GHz AMD 64 bit-processor running Linux.
In all cases, NI1 and NI3 with = 10 −4 have good accuracy and require only a modest number of iterations. As the tolerance decreases from = 10 −2 to = 10 −4 , the number of iterations of NI3 grows by a factor much smaller than the worst-case number 2 log 2 (100) ≈ 13. This suggests that high accuracy would require a small additional computing cost. For all methods, the largest errors occur in the binomial example with n 1 = 3, which we examine in more detail later. Except for this example withr = 0.98, NI3 always requires less work than NI1, about 30% on average and usually between 20% and 45%. Moreover, with two exceptions in the same example, NI3 is more accurate than NI1. The high-tolerance NI1 ( = 10 −2 ) usually has relative error about 4%-5% wheñ r = 0.05, but the absolute error is perhaps more relevant, and this error is small (a simple rough remedy against large relative errors would be to set in proportion tor). NI2A is generally fast; it is also accurate, with one exception. This method benefits when the distance |r −1 X (r) − 2 sin(πr/6)| is small; in the minimal-discreteness cases (when n 1 = n 2 = 1000 for the binomial and for the largest values of r 1 and r 2 for the negative binomial case), this distance is very small, and NI2A is as accurate as NI1 or NI3 and usually faster. The largest observed value of this distance was about 0.09 (binomial marginals, n 1 = 3,r = −0.5). NI2B does not benefit from such a small integration distance, unless the root is close to zero; it frequently exhibits large errors that tend to increase as the discreteness increases and as the root (orr) moves farther from zero; the large errors are not surprising, since a very sparse integration grid was used.
We discuss the binomial problem with n 1 = n 2 = 3 andr = 0.98. The root is r −1 X (0.98) ≈ 0.999041 and its approximation is 2 sin(0.98π/6) ≈ 0.981808. Figure 1 shows r X (ρ) for 0.98 ≤ ρ ≤ 1. NI3 behaves as pure bisection, because the attempted Newton steps fall outside the bracket at all iterations. NI1 requires fewer iterations than NI3. The low-order polynomial approximations of g supporting NI2 are poor in this area, so NI2 suffers from relatively large integration error. (Condition (22) is easily seen to hold in all binomial examples, and Proposition 3 gives lim ρ→1 g (ρ) = ∞.)
We examined NI2 with m varying widely over powers of 2. The inaccuracy of NI2B persists until m quite large enough to make the method slow: at m = 128, we obtain ρ K = 1 − δ = 0.9999, f (ρ K ) has relative error about 2.2%, and the final error (the measure in the rightmost column in the tables) is about 1.7%; comparing these two errors suggests that the large final error is due to integration error; it is not due to interpolation error. NI2A fares much better; for example, at m = 16, the final error is 0.06%. In view of the singularity at ρ = 1, it is not surprising that setting δ too small is detrimental: for NI2A, changing to δ = 10 −12 and maintaining the value m = 2 that applies in Table 2 , the final error increases to 4.2%.
In summary, if a good code is available for computing the bivariate normal distribution (and thus f ), then we recommend NI3; both NI2 variants provide no accuracy guarantee and therefore they should be viewed as cheap, fast alternatives to NI3. If such good code is not available, then NI2B is an easier solution, because it requires only f and not f . 
Conclusion
We studied the NORTA correlation-matching problem for the case where the marginals are discrete.
We proved some key properties of both the rank and linear correlations and their derivatives as functions of the correlation parameter ρ of the normal copula. We obtained a formula for the derivative f of the function f whose root is sought. The derivative involves only the exponential function and can be evaluated significantly faster than f . We developed and analyzed algorithms that exploit the derivative. We emphasized rank-correlation matching, but our methods apply immediately to linear-correlation matching. For unbounded univariate marginals and rank-correlation matching, we adapted one of our methods that only requires evaluating f (and not f ) by substituting a finite-term approximation of f , and we provided bounds on the resulting error.
Our numerical experience and findings can be summarized as follows. We initially expected that the ratio of work per evaluation of f compared to work per evaluation of f would be large, making NI2 competitive. To our surprise, there exist algorithms that compute the bivariate normal integral (and thus f ) to negligible error at small computing cost. In our implementation, this ratio was about 12, a value smaller than we expected. (Other users may observe a different value, depending on the method for computing bivariate normal integrals and the implementation quality.)
Moreover, NI2 lacks a solution-error guarantee, so it should be viewed as a cheap and approximate alternative to exact methods. Implementing the derivative f is very simple, requiring just a few lines of simple code. In summary, if a good code is available for computing the bivariate normal integral, then our recommendation is the Newton-type method NI3. Otherwise, NI2B is an easy (approximate) solution, because it requires only f and not f ; but some care is needed to keep the integration errors small enough.
We also contributed a convergence result on the L ∞ distance (i.e., the supremum over ρ ∈ [−1, 1] of the absolute difference) between the rank-correlation function r X (ρ; F 1 , F 2 ) for given discrete marginals F 1 and F 2 and the explicitly known analog for continuous marginals, (6/π) arcsin(ρ/2), in terms of the maximum probability masses of F 1 and F 2 , as these masses go to zero. In particular, this result justifies the value 2 sin(πr/6) as an approximation to the solution to (3) and points to it as a starting point for exact solution methods.
Interesting future work is to analyze further the properties of normal-copula dependence for discrete marginals with unbounded support. Problems and approaches of interest are: (1) study the correlation error that results from truncating to finite support for a single given ρ; (2) if this error can be made small uniformly across ρ by an appropriate truncation, then finite-support correlation-matching methods could be proved to be effective; (3) propose and analyze alternatives to our approximate correlation-matching method, perhaps via steps (1) and (2); and (4) evaluate correlation-matching methods experimentally.
