Abstract. We study a parabolic-elliptic system of partial differential equations that arises in modelling the overdamped gravitational interaction of a cloud of particles or chemotaxis in bacteria. The system has a rich dynamics and the possible behaviours of the solutions include convergence to time-independent solutions and the formation of finite-time singularities. Our goal is to describe the different kinds of solutions that lead to these outcomes. We restrict our attention to radial solutions and find that the behaviour of the system depends strongly on the space dimension d. For 2 < d < 10 there are two stable blowup modalities (self-similar and Burgers-like) and one stable steady state. On unbounded domains, there exists a one-parameter family of unstable steady solutions and a countable number of unstable blowup behaviours. We document connections between one unstable blowup behaviour and both a stable steady state and a stable blowup, as well as connections between one unstable blowup and two different stable blowups. There is a topological and stability correspondence between the various asymptotic behaviours and this suggests the possibility of constructing a global phase portrait for the system that treats the global in time solutions and the blowing up solutions on an equal footing.
Introduction
In this paper we consider solutions of the parabolic-elliptic system
The scalar functions ρ = ρ(x, t) and c = c(x, t) depend on x ∈ ⊆ R d and on t 0. We are interested in solving the system (1) for domains that are bounded as well as when = R d ('the unbounded case'). For the solutions on a bounded domain, the boundary conditions are zero flux of the scalar ρ through ∂ and the scalar c is zero on ∂ . For solutions on R d , the boundary conditions are decay at infinity in ρ and in c. These equations constitute a simplification of the Keller-Segel model [1] that was introduced in the context of chemotactic aggregation. In this interpretation, ρ represents the density of the bacteria and c represents the density of the chemo-attractant. These equations can also be interpreted as an overdamped version of the Chandrasekhar equation for the gravitational equilibrium of isothermal stars [2] § Author to whom correspondence should be sent. or with the evolution of self-interacting clusters of particles in a viscous regime where ρ is the mass density and c is the gravitational potential (see [3, 4] and references therein). Suppose one starts with some initial density distribution and asks: what is the final state of the system? Figures 1-3 show numerical simulations that give three different final fates. In figure 1 , the diffusion wins and the density ρ spreads out so that the system heads for a steady state. In figure 2 , the density ρ blows up at some finite-time T . En route to the blowup, the maximum of the ρ(r, t) is always at the origin. In figure 3 , the density ρ again blows up at a finite-time T , but, in this case, the solution corresponds to an imploding shock and prior to the blowup, the location of the maximum of ρ(r, t) is always off the origin. We wish to study these and the other possible dynamical outcomes.
The problem has several experimental realizations. As was discussed above, the equations represent the dissipative dynamics of a mass density ρ interacting with itself via the gravitational potential. In this example, blowup corresponds to gravitational collapse at low Reynolds numbers. The time dynamics of gravitational collapse into black holes is a topic of current interest [5] . Another realization occurs in bacterial chemotaxis-the bacteria drift up the gradient of the attractant c. This last example has recently been realized with E. Coli [6, 7] . In this context, blowup corresponds to the formation of dense aggregates of bacteria. The experiments show a competition between cylindrically symmetric collapse (in which the final state is a line) and spherically symmetric clumping to a geometrical point.
From the mathematical side, the problem is one of a class of blowup problems [8] in which small scales are produced in a finite time. An equation with finite-time blowup that has been the subject of much study is the nonlinear Schrödinger equation [9] . The blowup in the system (1) bears some similarities to the blowup in the nonlinear Schrödinger equation, both in the scaling of the self-similar blowing up solutions and in the dependence of the blowup on the dimensionality of the space. A canonical example for finite-time blowup in a parabolic PDE is the finite-time blowup in the solutions of the semi-linear heat equation Figure 3 . The density profile with spherically symmetric initial data in three dimensions at time to blowup T − t = 7.13 × 10 −9 for the initial condition shown in the upper right corner. recent work [13] significantly extends the scope of the analysis. The equation for the density ρ in (1) can be rewritten as
R(t) δ(t) Q(t)
so that these equations are similar to the semi-linear heat equations except for the presence of the advection term ∇c · ∇ρ. It turns out that the presence of this term significantly changes the properties of the solutions. Unlike the semi-linear heat equation, the mechanism for the blowup in system (1) depends on the space dimension d. In the semi-linear heat equation blowup is self-similar; for the system in (1), in addition to one stable and many unstable self-similar blowup profiles, there exists another, stable, qualitatively different blowup modality: a collapsing Burgers-like shock [14] (see figure 3 ). The system is rich: two different stable blowup regimes and countable many unstable ones coexist with stable and unstable steady states. Blowup of solutions of the Keller-Segel equations as predicted by Nanjudiah [15] and analysed in a definitive paper of Childress and Percus [16] . The question of blowup in the Keller-Segel equations and the closely related problem of blowup in the system (1) has been studied by many authors (see [14, [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] and references therein). In this paper, we restrict ourselves to the investigation of radial solutions of the system (1) in R d as well as bounded spherical domains in R d for d > 2. It is known that d = 2 is the critical dimension for this system, that is finite-time singularities in the solutions of (1) can occur for d 2 but all the solutions are regular for d = 1 [20] .
The goal of this paper is to understand the different kinds of (radial) solutions of the system (1). It is well known that a dissipative system (a dynamical system with a closed and bounded absorbing set) with a Lyapunov functional, has solutions that exist for all time, and the dynamical behaviour is characterized by a global attractor that is formed by the steady solutions and their unstable manifolds [27, 28] . The existence of a Lyapunov functional rules out the possibility of periodic or chaotic solutions. Knowing all the steady solutions and their respective stabilities will enable the construction of a global phases portrait for the system that will describe the qualitative features of all the solutions (trajectories) of the system.
The system in (1) has an energy functional (see also [24] [25] [26] ) that is non-increasing on solutions. Unlike the dynamical systems mentioned above, this system is not dissipative; moreover it has both global (in time) solutions, and solutions with finite-time singularities. We will present evidence that it might still be possible to construct a global phase portrait of the system, and in this phase portrait the singular behaviour (blowup) and the non-singular behaviour (convergence to steady states) are treated on an equal footing. To study the question of whether it is indeed possible to construct a global phase portrait, we will analyse the various solutions for this system and their stability.
Summary of results
In this paper, we restrict ourselves to the analysis of radial solutions. For radial solutions, it is useful to define a quantity h(r, t) (also see equations (7) and (11) below) by
For the 2 < d < 10 the results that emerge from a combination of numerical (N) and rigorous (R) analyses are summarized below. For both bounded and unbounded domains, there are three kinds of eventual behaviour that are stable (seen numerically without any tuning of parameters):
(i) Blowup at time T with h(η, t) converging to a self-similar profile H 0 (η) as t → T − where the similarity variable η = r/ √ T − t. (R, N, see section 4.1 and also [23] .) (ii) Blowup at time T like a Burgers shock S. This solution is not self-similar-there are two distinct length scales in the solution R(t)
(N, see section 4.2 and also [14] ). (iii) Steady solutions-in an unbounded domain, the only stable steady solution is ρ = 0. A decaying solution on an unbounded domain converges to zero uniformly on compact sets in both ρ and h. In a bounded domain, if the total mass is sufficiently small, there exists a unique stable steady state h 0 (r) (that depends on the total mass). (R, N, see section 3).
The blowup modalities in items (i) and (ii) are stable in the sense that the profiles H 0 and S are numerically observed without any tuning of parameters. Of course, blowup solutions are unstable, that is, a small perturbation of the initial condition, unless it is carefully tuned, may lead to a change of the blowup time T , so that the difference between the perturbed and the unperturbed solution can grow without bound.
Besides the stable behaviours, the following asymptotic (that is as t → ∞ for global solutions and t → T − for solutions that blow up at T ) behaviours of solutions are shown to exist:
(i) A countable family {H n }, n = 0, 1, . . . of self-similar blowup modalities. H 0 gives a stable blowup profile. In similarity coordinates, the profile given by H n has one unstable mode corresponding to a change in blowup time and at least n additional unstable modes.
(R, see sections 4.1 and 5.1.) (ii) A self-similar blowup modality H * . It is numerically seen that this blowup modality has one unstable mode corresponding to the blowup time and one additional unstable mode.
(N, see sections 4.1 and 5.1.) (iii) Steady solutions-on an unbounded domain, there exist a one-parameter family of steady solutions, parametrized by ρ 0 , the density at the origin, that have h(r) → 1 as r → ∞ that have an infinite number of unstable directions and one neutral direction. These solutions are monotone in ρ but have an infinite number of oscillations in h. (R, N, see section 3).
Taking the pointwise limit of ρ(r) or h(r) as ρ 0 → ∞, we obtain a steady solution with a singular density (see equation (18)). Taking the limit ρ 0 → 0 yields the steady solution ρ(r) = 0. In a bounded domain, the number of steady solutions is a function of the number µ = h(R), where h is as defined above and R is the radius of the domain. Numerical results suggest that the codimension-one unstable asymptotic behaviours (the solutions with one unstable direction, beside the change in blowup time T ) determine the separatrices between the 'basins of attractions' of the various stable asymptotic behaviours. We find that each codimension-one solution has connections with a pair of stable solutions and that an initial conditions lying on the boundary between the basins of attractions of different stable behaviours will converge to a codimension-one solution asymptotically (see section 6.1). The following connections are observed numerically:
(i) The self-similar blowup modality H 1 has connections to the stable steady state h 0 and to the stable self-similar blowup H 0 . (ii) The self-similar blowup modality H * has connections with the self-similar blowup H 0 and with the Burger-type shock S. (iii) The steady solution h 1 has connections with the self-similar blowup H 0 and the stable steady state h 0 .
Figure 4 summarizes these numerical results for the connections between the codimensionone behaviours and the stable behaviours. It also presents our conjectures about the existence of connections between the codimension-two behaviours and the more stable (codimension one and codimension zero) asymptotic behaviours (see section 6.2).
Outline of the paper
This paper is organized as follows. In section 2 we collect some of the well known properties of solutions of the system in (1). We then describe the existence of an energy functional for the system in (1) on unbounded domains. We also specialize the equations in (1) to the rotationally symmetrical case. In section 3 we investigate the radial steady solutions of the system in (1) in both bounded and unbounded domains. In section 4, we first give a proof of blowup of solutions. We then investigate the various kinds of blowup modalities of the system (1). In section 5, we study the stability of the blowup profiles. We discuss the structure of the phase space in section 6.
The energy and comparison principles for solutions
First we review some of the properties of the solutions of (1). In the solutions to equation (1) on R d , the function c has the representation
where E is the fundamental solution of − ,
in two dimensions and
We will consider solutions for compactly supported, smooth, nonnegative initial data. Positivity and local existence of solutions, for the Cauchy problem with non-negative and rapidly decaying initial data for ρ, follow from minor modifications of standard results for quasilinear parabolic equations [17, 29] . Local existence of solutions for (1) has been shown for a much larger class of initial data (initial data whose norm in a Morrey space is sufficiently small) in [19] and this result is, in a sense, optimal.
The equation for ρ in (1) can be written as
where the mass-flux is given by
For the system (1) on a bounded domain , we impose a no-flux boundary condition and it follows that
We denote this conserved quantity by
Another property of the equations is scale invariance-on unbounded domains, if ρ(x, t) is a solution then, for any L > 0,
is again a solution. To investigate the regularity of the solutions, we look at the evolution of the L p norm of ρ(r, t). From equation (1) we obtain
At p = d 2 the growth term in the rhs can be bound in terms of the dissipation term by
This inequality follows from the Sobolev inequality (cf Evans and Gariepy [32] ) by straightforward interpolation (or Hölder inequality). This is a modification of a similar estimate for the Keller-Segel system obtained in [17] . A consequence of this is the fact that if the initial L d 2 norm of ρ is small then it is non-increasing in time; higher norms can be shown to also decay. This proves the regularity of solutions for initial data whose L d 2 norm is sufficiently small. It is also known that if any of the L p norms of ρ diverge, then all the norms for p d/2 diverge simultaneously [4] .
The energy in unbounded domains
Consider the quantity
Note that in more than two dimensions the integral of ρc is positive and always
The quantity E(ρ(·, t)) decays on solutions
Therefore, the energy dissipation vanishes only if the mass-flux = 0, so that ρ is a steady (time-independent) solution. Similar Lyapunov functionals have been used in the analysis of the system in (1) as well as the Keller-Segel system, on bounded as well as unbounded domains, in [24] [25] [26] . The existence of a Lyapunov functional implies that (1) does not have any periodic solutions with E finite. Therefore, every solution of (1) with a finite energy that is global in time has to converge to a steady (time-independent) solution. Another possibility is for the solution to have a finite-time singularity so that the solution cannot be extended beyond the blowup time.
Note that the functional derivative of E is δE δρ = log ρ − c so the equation takes the form
The energy can be used to deduce information about steady states. If the energy and energy dissipation are well defined then the latter must vanish for time-independent solutions. In the whole space the implications are the following: if ρ is the density of a smooth steady state and if it is strictly positive in an unbounded open connected set then it follows that log ρ − c is a constant in the same set. This implies that ρ = k exp (c) and because c vanishes at infinity it follows that ρ does not. This is impossible if the energy is finite, so the assumptions are inconsistent: there are no steady states with a finite energy on an unbounded domain.
Radial equations
Henceforth, we restrict ourselves to solutions with spherical symmetry and treat the space dimension d as a parameter in the equation. Let m(r, t) be given by
so that m(r) is the mass inside a sphere of radius r divided by
/2) (the 'surface area' of the unit sphere in d dimensions). From the system in equation (1), we can deduce that m(r, t) satisfies
Under a scale transformation r → r/L, t → t/L 2 , the transformation of the quantity m is given by
In the variable ρ, we have the integro-differential equation
The boundary conditions are ρ decaying at infinity for unbounded domains and zero mass flux at the boundaries for bounded domains.
All the numerical results we present in this paper are for solutions on bounded domains. We use (9) along with the definition of m in (7) and the no-flux boundary conditions for our numerical simulations. All the simulations were performed using a mass conserving, second order in time step, implicit scheme along with adaptive mesh refinement. Some of the numerical results reported in this paper were obtained with numerical routines that were developed using BuGS [30] , a general purpose toolkit for solving parabolic PDEs.
We define the quantities b(r) and h(r) by
and
Under a scale transformation, b transforms as ρ, i.e.,
and h transforms as
t L 2 so that h does not pick up any powers of L under a scale transformation. The variables b and h turn out to be the most convenient variables to analyse this system. b(r, t) satisfies the equation
where
Comparison principles for radial solutions
As a consequence of the maximum principle for parabolic equations [31] , we obtain the following comparison principles for the radial solutions of (1):
The number of oscillations of the density ρ(r, t) (the number of changes of sign in ρ r (r, t)) is non-increasing in time.
(ii) The number of changes of sign of h 1 (r, t) − h 2 (r, t) is non-increasing for any pair of non-negative solutions h 1 (r, t) and h 2 (r, t). These results are obtained by adapting the proofs for similar results in [29] . A consequence of (ii) is the following.
Let m 1 (r, t) and m 2 (r, t) be solutions to equations (7) and (8) 
Time-independent solutions
We will now investigate the steady (time-independent) solutions of equation (8) . The steady solutionsm(r) are given by
Using equation (7), the above equation can be written as the following system of coupled ODEsρ
The steady states are solutions to the ODEs with the initial conditions
The solutions to these ODEs give us a one-parameter family of steady solutions parametrized by the density at the origin ρ 0 . These solutions are related to each other by the scale transformation
Consequently, we can obtain all the steady solutions by integrating the system of equations in (15) with ρ 0 = 1 and rescaling appropriately.
Steady solutions in d > 2
Let m S (r) be the solution of equation (14) for a particular value of ρ 0 . Then we have the following theorem.
Theorem 1. For d > 2, we have
Further, for 2 < d < 10, the solution h S (r) has a countable number of oscillations about the asymptotic value of h = 1 and for d > 10, the solution is monotonic on (0, ∞).
This result is obtained by doing a phase-plane analysis of the autonomous system that is obtained for h in the variable z = log(r) (see [18] ).
Since all steady solutions are related by scale transformations, the one-parameter family of steady solutions is given by h L (r) = h S (r/L), where h S is the particular steady solution from above and L is a continuous parameter. For all these steady solutions, m L (r) is asymptotically given bym
independent of the initial density ρ 0 . Therefore, there are no finite-mass steady state solutions for d > 2 on an unbounded domain. There are, however, finite-mass steady solutions on bounded domains. Figure 5 shows a plot of h S as a function of r for d = 3. The density at the origin is ρ 0 = 20. Taking the limit L → 0, h S (r/L) converges pointwise to the solution h(r) = 1. This is a steady solution that corresponds to a singular density of the form (18) and is called the Chandrasekhar solution [19] . Taking the limit L → ∞, we h S (r/L) converges to h(r) = 0 uniformly on compact sets. These limiting solutions are important in the study of the behaviour of solutions of (1) on unbounded domains.
We will now investigate the conditions under which there exist steady solutions in a bounded domain B R (the ball with radius R) in d dimensions with a given total mass M. We define the quantity where C d as defined above is the 'area' of a unit sphere in d dimensions. Since all the steady solutions can be obtained by appropriate scale transformations of a particular steady solution (say the solution h S (r)), it follows that there exists a steady solution in B R with a total mass M if and only if we can find a r µ such that
For 2 < d < 10, let µ i represent the ith extremum of the curve h S (r) with r ∈ (0, ∞), i.e. not counting the point (0, 0) and let µ 0 = 0. From the phase plane analysis, it is easily seen that
(See figure 5 for an illustration of these inequalities for d = 3.) Consequently, there are no solutions to equation (19) if µ > µ 1 . There is one solution for µ 0 = 0 < µ < µ 2 , two solutions for µ 3 < µ < µ 1 and so on.
Let r i denote the (i + 1)th solution to equation (19) , i.e, r i is in between h
The scale factor L for obtaining the solution in the bounded domain B R is given by
Therefore, for every solution r i of equation (19), we can find a steady solution in B R given by
Note that h i (r) has i extrema in (0, R). Also note that, if µ = 1, lim i→∞ h i (r) exists pointwise, and the limiting function corresponds to the Chandrasekhar solution (18).
If M > M c with
equation (19) has no solutions. Consequently, there exists a critical mass M c such that there exist no spherically symmetric steady solutions in a bounded domain B R with a mass larger than M c [18] . From the above discussion, it is also clear that if µ is such that a steady solution exists, then the steady solution is not necessarily unique [18] . For d > 10, the h S (r) increases monotonically from 0 to 1. Therefore, there exist no steady solutions with mass larger than M c = 2C d R d−2 for a space dimension d. In this case however, if a steady solution exists with a given mass, it is unique [18] .
Stability of steady solutions in a bounded domain
As we saw above, we can have more than one steady solution with a given total mass and a given bounded domain B R in dimensions 2 < d < 10. We will now prove the following result concerning the stability of the various steady solutions. h 1 (r) , . . . , h p−1 (r) with the given total mass on the bounded domain B R . Then, the solution h i (r) that has i extrema for r ∈ (0, R) with i 1 is unstable and the corresponding unstable manifold has a dimension i.
Proof. Linearizing equation (13) about
We consider the eigenvalue problem for the above equation. Let φ λ be a solution of
with the initial conditions
as r → 0.
We are interested in finding λ n so that the solution φ λ n (r) satisfies φ λ n (R) = 0. If we define
Off the origin, v(r) > 0. Therefore, the zeros of ψ λ and φ λ coincide off the origin. Also, if λ m > λ n , by the Sturm comparison theorem, ψ λ m vanishes between every two zeros of ψ λ n and therefore it is also true that φ λ m vanishes between every two zeros of φ λ n . It is easily seen that the locations of the zeros of φ λ are continuous functions of λ. (13) with L arbitrary, yields an identity since the steady solutions are scale invariant. Differentiating this identity w.r.t. L and setting L = 1, it is easily seen that f 0 (r) = rh i (r) satisfies equation (22) 
Blowup modalities
In the previous section, we analysed the time-independent (steady) solutions of the system (1). In this section, we will investigate time-dependent solutions with finite-time singularities. We begin by showing that there exist spherically symmetric solutions that blowup in a finite time for d 2. 
Proof. For radial solutions, equation (12) gives
is the d + 2 dimensional radial Laplacian. Now we take a function γ that depends on a free parameter T γ (r, t) = c d+2 (T − t) We note for later use that
The constant T will be chosen later. Now we multiply the equation (23) by γ , integrate r d+1 dr and use the properties of γ . After checking that there are no boundary contributions we obtain:
We recall that
and that
Now, if d > 2 we discard the first term in the square brackets and use the fact that
that follows from the positivity and normalization of γ via the Schwartz inequality. Therefore, the quantity
Consequently, this quantity diverges no later than t = T ∞ where
. Now we will choose T and the initial data so that
and conclude that we have blowup in d > 2. Recalling that
using the definition of m and changing the order of integration we obtain that
By choosing first T > 0 and then ρ 0 appropriately, for instance
2 and ρ 0 = 0 for the rest we deduce that T ∞ < T follows from
i.e., if NT is sufficiently large. If d = 2 the analysis is based on the slightly different inequality
with C = 4c 4 , but otherwise it is completely similar.
Note that the blowup quantity y(t) is actually a priori bounded in terms of the conserved mass. However, its time derivative is not bounded, and the argument in theorem 3 implies that the quantity y(t) has to develop a discontinuity (shock) before the time T ∞ .
Various authors have proved the existence of solutions that blowup for the system in (1) as well as the Keller-Segel equations and other generalizations of these equations, both for radial and non-radial solutions, using a variety of techniques. Some of these proofs can be found in [17, 18, 20, 33] .
Self-similar blowup
The scale invariance (see equation (3)
motivates us to look for solutions with the parabolic scaling
for solutions that blow up at t = T . We look for solutions of the form
subject to the boundary conditions To look for solutions that blow up, we rewrite the equations in terms of the scaled radial coordinate η = r/ √ T − t and the slow time τ = − log(T − t), and we obtain
It is again convenient to solve for the function h(r, t) instead of ρ(r, t). Taking note of the rescaling properties of h(r, t), we write h(r, t) = H (η, τ ). We imagine that H (η, τ ) = H S (η) + H C (η, τ ), where H S (η) is a self-similar solution that describes the blowup and H C (η, τ )
describes the approach to the self-similar solution, so that H C (η 0 , τ ) → 0 as τ → ∞ for any fixed η 0 < ∞. In the rescaled coordinates, we can rewrite equation (13) as
The τ -independent solutions of this equation that satisfy the boundary conditions η∂ η H S (η) → 0 as η→ ∞ and lim η→0 H S (η) η 2 < ∞, give exactly self-similar solutions that blowup at a finite-time T . If we set ∂ τ H S (η) = 0 in (31), we obtain
Besides satisfying the boundary conditions at infinity and at η = 0, in order to describe the blowup of a solution whose initial condition is a non-negative density, we need that the solution H S should have a non-negative density and a non-negative mass for all η 0, i.e., H S 0 and ∂ η (η d−2 H S ) 0. Figure 6 shows numerically obtained solutions to equation (32) that satisfy the boundary conditions and also have a non-negative mass and density.
We have the following theorem about the solutions to equation (32) . These results are proved in [34] . From these results, it is easily seen that, given any natural number N , there exists at least one solution of (32) that satisfies the boundary conditions, and has N intersections with the line H = 1. In the proof, we also obtain that the solution with N intersections has precisely N − 1 extrema for η ∈ (0, ∞). As in the statement of the theorem, we will denote this solution by H N −1 . These solutions give self-similar blowup modalities for (1). They have also been described in [23] . We will return to this point subsequently. For all d > 2, we can check that
Theorem 4. For 2 < d < 10, there exist a countable number of solutions to the equation
∂ 2 η H S + d − 3 + 2H S η ∂ η H S + 2(d − 2)H S η 2 (H S − 1) − η 2 ∂ η H S = 0,
satisfying the boundary conditions H S (η)/η

Remark 2. It is easily seen that, for d > 2, all the solutions to equation (32) satisfying the boundary conditions describe blowup where the density diverges at the origin but no mass is concentrated at the origin, i.e.,
is a solution of equation (32) satisfying the boundary conditions and the non-negativity requirements. This solution has U = 1 and N = 1 (one intersection with the line H = 1). We will show below that all the stable self-similar blowup profiles should have no extrema for η ∈ (0, ∞) so that they can have no more than one intersection with the line H = 1. Therefore, all the other solutions to equation (32) for 2 < d < 10, that are described in theorem 4, give blowup profiles that are unstable. Figure 7 shows numerically obtained solutions to equation (1) with spherical symmetry for d = 3. The figure shows the density scaled by the inverse of the time to blowup as a function of the radial coordinate rescaled by the square root of the time to blowup. This is precisely the scaling in equation (28) . The theoretical curve is given by the density corresponding to the solution H 0 (η) in equation (33) , i.e.,
We find that this blowup profile is stable in the sense that there is an open set of initial conditions all of which blow up converging to this profile. As we remarked earlier, the solutions with N = 1 are not unique if we relax the restriction that U ∈ [−1, 1]. Figure 8 shows H * (η), a solution of equation (32) 
Non-self-similar blowup
In this section, we present numerical results about certain solutions ρ(r, t) that blowup in a nonself-similar fashion. By non-self-similar, we mean that the asymptotics of such solutions do not develop on scales corresponding to the similarity variables η = r/ √ T − t and = (T − t)ρ. They correspond to an imploding smoothed out shock wave that collapses into a Dirac mass at the origin when the singularity is formed. Hence, unlike the self-similar solutions described above, a finite portion of the initial mass is driven to the origin at the blowup time. For d = 3, those solutions have been analysed in [14] by means of matched asymptotics.
As mentioned in the previous section, the density profile 1 given by the explicit similarity solution in (34) has been obtained numerically for several initial data with the density concentrated in balls around the origin or in shells close enough to the origin. On the other hand, starting with an initial condition whose mass is concentrated in a shell away from the origin, the numerical integration of equation (9) does not lead to this self-similar blowup, but to the formation of a peak moving towards the origin, with a height blowing up to infinity and a width shrinking to zero at a finite-time T .
This behaviour is also stable in the sense that it has been observed for various such initial data, so that it is expected for an open set of initial conditions. Figure 3 shows a typical profile just prior to blowup. Furthermore, the dynamics of the height Q(t) of the peak, its width δ(t) and its location R(t) depend upon the dimension d and satisfy for several values of d > 2, as t → T ,
See figures 9-11. Generalizing an argument from [14] , a simple motivation for the power laws in equation (35) goes as follows. We begin by assuming that δ R 1 and that the peak contains a finite and slowly changing portion of mass, namely that m(R, t) ∼ R d−1 Qδ ∼ M. In the neighbourhood of the peak, we have ∂ r ρ ∼ Q/δ and ∂ 2 r ρ ∼ Q/δ 2 , so that the second term in the rhs of equation (9) becomes asymptotically irrelevant, leading to
We will require that the three remaining terms to be of the same size. Recalling that 
With the mass conservation assumption, this leads to
Those relations, together with R 1 imply for d > 2 that (36) is in turn asymptotically equivalent to
To estimate R(t), we next consider travelling wave solutions of equation (39) 
ρ(r, t) = ϕ(ξ ), ξ = r − R(t).
Assuming that ϕ and ϕ decrease to zero as ξ → ∞ and integrating the equation for ϕ once, yields
This yields the power law for R(t) in equation (35)
. The behaviours of δ and Q follow from equations (37) and (38).
Asymptotic solutions neglecting diffusion
In the previous section, we discussed solutions that lead to blowup on scales different from the parabolic scaling η = r/ √ T − t. In this section, we discuss the structure solutions that blowup at time T on scales L(t) √ T − t with L(t) → 0 as t → T , so that the density blows up at t = T but the diffusion term becomes asymptotically irrelevant. Since the nonlinearity gives ∂ t ρ ∼ ρ 2 , we consider the following ansatz for solutions that blowup at t = T :
where η is the similarity variable r/L(t), L(t) is an as yet unspecified function of t and τ = − log(T −t). To describe a blowup we will require that satisfy the boundary conditions
0 for all η 0. As before, we shall eventually go to a similarity solution by requiring that the solution be τ independent. Using the above ansatz, equation (10) gives
and equation (12) can be written in the form:
we see that the diffusive term is asymptotically irrelevant in comparison with the nonlinearity. Assuming that we approach a τ -independent solution for B as τ → ∞, we obtain the asymptotic equation
In particular, for
occurs for example with L(t) = (T − t)| log(T − t)| which is the scaling for a family of solutions for the semi-linear heat equation [12] .
From the boundary conditions specified above, we see that the solution should satisfy B(0) < ∞ and B(η) → 0 as η→ ∞. Defining ξ = log η, equation (41) can be written as the autonomous system
The fixed point at B = 0 is stable, the fixed point at B = 1 is repelling, and there are no critical points in the interval (0, 1) if α > 1/d. Consequently, for 1/d < α 1 2 , given any C ∈ (0, 1), we have a solution of equation (42) so that it satisfies the boundary conditions. We therefore have a continuous family of solutions for each α that satisfy the boundary conditions. We can integrate equation (42) to obtain the implicit solutions
where k ∈ (0, ∞) is an arbitrary constant that parametrizes the continuous family of solutions. These solutions satisfy
for small η and B ≈ k 2 η −1/α for large η where k 1 and k 2 are constants that depend on the parameter k.
Stability and convergence properties of blowup profiles
In section 4.1, we saw that the system has a countable number of possible self-similar blowup profiles with the parabolic scaling (equation (27) ). This brings up the question of which of these profiles are stable (that are seen if we start from arbitrary initial data).
Stability of the blowup profiles
We will now prove the following result concerning the stability of the various blowup profiles.
Theorem 5. Every self-similar solution H S (η)
that blows up at a finite time has an unstable mode corresponding to changing the blowup time. Also, a blowup profile with n extrema in (0, ∞) has at least n additional unstable modes.
Proof. Linearizing equation (31) about H = H S , we obtain
We will consider the eigenvalue problem for the above equation. For a given λ, let λ be a solution of
Then, λ (η)e −λτ is a solution of equation (44). Near η = 0, the leading behaviours of the two linearly independent solutions of (45) and λ (η) ∼ η 2λ . Although the functions η 2λ diverge as η → ∞, in terms of r and t, we have
is bounded for r bounded as t → T . Consequently, the solutions which behave like η 2λ are admissible but the functions that behave like η −(1+2λ) e η 2 /4 diverge at finite r as t → T and are consequently inadmissible. Therefore, we are interested in finding λ n so that the solution λ n (η) also satisfies the boundary condition λ n (η)e −η → 0 as η→ ∞. We have the freedom to choose the blowup time T , i.e., H S (r/ √ T + δ − t) is a solution to equation (13) for all δ. Using η = r/ √ T − t and τ = − log(T − t), we see that, setting H (η, τ ) = H S (η, τ, δ) yields an identity wherē
Differentiating the resulting identity w.r.t. δ, setting δ = 0, and comparing the resulting equation with equation (45), we see that F This theorem implies that a self-similar blowup profile that is stable to small perturbations in the initial conditions (except for possibly a change in the blowup time) cannot have any extrema for η ∈ (0, ∞).
Convergence to the stable blowup profile
A formal procedure for determining the stability of blowup profiles is as follows. We will assume that we are sufficiently close to the blowup so that we can use the linear equation (44) to describe the stability of the blowup profile H S (η). If we choose the blowup time T correctly in the definition of τ and η, we can eliminate the mode corresponding to the change in blowup time. From the linear analysis in the preceding section, we have
close to the blowup, where λ 1 and λ 2 are respectively the smallest and the next to smallest eigenvalues in the set of all the eigenvalues of equation (45) 
, we obtain λ 1 ≈ 0.27. We also find that λ 1 > 0 for H 0 (η) for all d > 2. Therefore, the similarity solution
, will be seen generically in solutions that blowup according to the parabolic scaling. Using h(r, t) = H (η, τ ) and the definition of h, we get
Using the fact F
For d = 3, this formal procedure yields the prediction
where the constant C is generically not equal to zero. Figure 12 is a plot generated by numerically solving the system in equation (1) and it agrees well with this prediction. In section 4.1, we saw that there exist two solutions to equation (32) each having one intersection with the line H = 1 and no extrema for η ∈ (0, ∞). In the above discussion we showed that the solution in (33) gives a stable self-similar profile. Numerically calculating λ 1 and λ 2 for the solution H * (η) in d = 3, we see that λ 1 ≈ −0.443 < 0 and λ 2 > 0. Therefore, although the solution H * (η) has no extrema for η ∈ (0, ∞), it has one unstable mode (besides the mode that changes the blowup time). This explains why we do not see blowup corresponding to the solution H * (η) in numerical simulations with arbitrarily chosen initial data. Numerically calculating the eigenvalues for the linearization about the solution H 1 gives λ 1 ≈ −77.2 and λ 2 > 0, so that the blowup profile given by H 1 also has one linearly unstable mode besides the mode that changes the blowup time.
The phase portrait for the system
Critical solutions
The analysis in the previous sections has led us to the identification of several stable final states for the solutions of the system in (1) (ii) Blow up at a finite-time T converging to the self-similar blowup profile given by H 0 (η) in equation (33) (see section 4.1), or (iii) Blow up at a finite-time T in a non-self-similar fashion (see section 4.2 and equation (35)).
The fate of an initial condition not only depends on its conserved total mass, but also on the density distribution ρ 0 (r). The existence of more than one kind of stable behaviour brings up the question of what determines the boundaries (separatrices) between the different sets of initial conditions that correspond to different final states. A related question is what happens to solutions whose initial data lies on the separatrix between the basins of attraction of two different types of stable behaviours.
We investigate these questions numerically by following the solutions for a family of initial conditions ρ 0 (r, p) parametrized by a parameter p. The family of initial conditions is chosen such that the final states for the initial conditions given by p = p 0 and p = p 1 are different. In that case, there exists at least one critical value p c ∈ (p 0 , p 1 ) such that the final states for initial conditions for any p a and p b sufficiently close to p c with p a < p c < p b are different. We find the critical value p c by successive bisection and we can determine the separatrix by following the solution with initial condition ρ 0 (r, p c ) for different families of initial conditions.
Using this bisection method, we investigate the separatrices between the initial conditions that converge to the steady solution h 0 , that blowup in a self-similar fashion given by H 0 , and that blowup in a non-self-similar manner by an imploding shock. We find that the boundaries between initial conditions leading to different kinds of stable behaviour are sets of initial conditions that 'converge' to 'unstable behaviours' with one unstable direction (codimension one asymptotic behaviours). If the relevant unstable behaviour is a steady state with one unstable direction, then both ρ or h converge uniformly on compact sets to the appropriate limits. On the other hand, it is also possible that the relevant behaviour is a blowup modality that has an unstable mode besides the mode that changes the blowup time. In this case, the rescaled density (η, τ ) and H (η, τ ) converge uniformly to the appropriate limits on compact sets in the similarity variable η as τ → ∞.
We will refer to the final states for initial conditions lying on the separatrix between different basins of attraction as critical solutions. If we choose an initial condition ρ 0 (r, p d ) with p d close to the critical value p c , the solution has a transient phase when it stays close to the separatrix and seems to converge to the critical solution. However, it will eventually move away from the critical solution along the unstable direction and end up in one of the stable final states for the system. For 2 < d < 10, if the total mass is smaller than the critical mass M c (R) for a domain of size R (see equation (20) ), one possible final state is the stable steady state given by h 0 (r). Numerical evidence suggests that the separatrix M 0 between the stable steady state and the stable self-similar blowup contains at least two pieces. One piece M a is given the initial conditions that converge to the steady state h 1 (r) that has one unstable mode. Another piece M b is given by the set of solutions converging to the self-similar blowup profile given by H 1 (η), which also has one unstable direction (if we eliminate the mode that changes the blowup time). Figure 13 shows numerically obtained solutions of equation (9) in d = 3 for an initial condition that is very close to the separatrix between between solutions converging to the steady state and self-similar blowup with a profile given by H 0 (stable blowup). In this case, the relevant critical solution is the self-similar blowup given by H 1 . A linearization about this solution gives an unstable eigenvalue λ ≈ −77.2. Since this is very large, it is difficult to obtain solutions with a long transient phase during which the solution is close to the critical solution H 1 . In this case, it is also difficult to estimate the blowup time appropriate for the solution in the transient phase since there are solutions close to the critical solution that converge to the stable steady state and hence are global in time. Therefore, we normalize the density, using its maximum value ρ max , rather than the inverse of the time to blowup 1/(T − t) and the radial coordinate by ρ
This implies that we have effectively used one-fitting parameter to obtain the agreement of the curves in figure 13 .
We also investigate the separatrix between the basins of the self-similar blowup and nonself-similar blowup. In this case, the relevant critical solution turns out to be the blowup modality H * . Our solutions follow track this blowup profile until very close to the time of blowup. They eventually diverge away from the critical solution but during this transient period, the density blows up on the self-similar scales and converges in the similarity variables towards a profile which is in very good agreement with the solution * corresponding to the unstable solution H * . Figure 14 shows numerically obtained solutions of equation (9) in d = 3 for an initial condition that is very close to the separatrix between the self-similar blowup and non-selfsimilar blowup. Since the unstable eigenvalue corresponding to H * , λ ≈ −0.443 is not very large, it is possible to find initial conditions such that the solutions remain close to the critical solution during the interval where ρ max grows by many orders of magnitude. Also, in this case, it is possible to estimate the blowup time relevant to the transient regime by setting it equal to the blowup time of the solution. Although the solution will move away from the critical solution and blowup, and toward one of the stable blowup modes, the errors we make are very small since the solution stays close to the critical solution until about 10 −22 before the blowup. The density is normalized by the inverse of the time to blow up and the radial coordinate is scaled by the square root of the time to blowup. The function * is also shown for comparison. Note that the scaled density profiles eventually start to diverge away from the curve given by * (for t ∼ T − 10 −22 ).
Connections and the global phase portrait
We will first consider the case of solutions on a bounded domain B R . From the analysis of the structure and the stability of the various solutions, we see that there is a correspondence between the blowup modality H k and the steady solution h k . They both have k extrema and k linearly unstable modes. The solution H * has one linearly unstable mode and the solution S (the Burger-like shock) is stable. Based on the numerical results that we discuss in the preceding section, we make the following conjectures about the structure of the phase space for radial solutions on a bounded domain: 
Conclusions
We have studied a parabolic-elliptic system (1) which describes the evolution of a compressible active scalar that diffuses and is advected by the gradient it generates. We have discussed the existence, stability and connections between steady solutions, parabolic self-similar blowup solutions and Burgers like blowup solutions for this system. We find that the system has rich dynamics with multiple steady states, multiple parabolic self-similar blowups and nonself-similar blowup. We prove results on the number of linearly unstable modes for the various steady solutions and the self-similar blowup profiles. Numerically, we find heteroclinic connections between different modalities of blowup, between steady states and blowup, and most remarkably between blowup and steady states. Using these connections and the correspondence between the number of unstable directions of the various solutions, we begin to sketch a global phase portrait that encompasses both the smooth behaviour and the singularity formation. This task is not complete yet and we expect the situation to be rather complicated.
There remain many open problems, among them the connections between the unstable steady states and the unstable self-similar blowup profiles; the role of the solutions from section 4.3 that are not self-similar with the parabolic scaling; questions about the similarities and the differences between the phase portraits for finite domains and for unbounded domains; and last but not the least, proving the conjectures about the structure of the phase space.
