Introduction {#sec1-1}
============

For analyzing binary type response variable, logistic regression is commonly used. Logistic regression enables researchers to estimate the effect of the exposure variable after adjusting for the effect of other potential confounding variables. An example of such binary type response variable is the case-control study finding the association between alcohol intake and heart disease after adjusting for confounding factors such as smoking, age, and gender.\[[@ref1]\] Usually in logistic regression, the measure of association such as odds ratio (OR) is estimated by using the maximum-likelihood estimation (MLE) method. A common problem in estimating OR in logistic regression whenever with empty cell frequency in k × k table or with a small number of frequency count, is the failure of maximum likelihood estimate to converge \[OR: \>999.999; 95% confidence interval (CI): \<0.001, \>999.999\].\[[@ref2]\] This predominantly occurs in small to medium size datasets where the regression coefficient of at least one covariate value becomes infinitely large. Sparse data or separation data occur when the response variable is perfectly separated by a single covariate or linear combination of variables.\[[@ref3]\] The problem of separation is by no means negligible and may occur even if the variable values are low in numbers.\[[@ref4]\]

A simple example of separation is a k × k table with "empty cell" frequency. [Table 1](#T1){ref-type="table"} presents the data on diabetics and obesity that were collected by the US National Institute of Diabetics and Digestive and Kidney Diseases.\[[@ref5]\] One of the aims of the study was to find the association between obesity and diabetes after adjusting for age, number of pregnancies, blood pressure, etc. In this data, the separation is due to the presence of few/zero count values between obesity and diabetes. In the presence of separation, the model may converge but produce huge values of regression coefficients and standard error (SE) and CI may present with infinite values (OR: \>999.999; 95% CI: \<0.001, \>999.999). This is due to the nonexistence of maximum likelihood estimates that makes it difficult for researchers to make appropriate decisions.

###### 

Distribution of obesity among diabetics in the US National Institute of Diabetes and Digestive and Kidney Diseases data

  Frequency      Diabetics     Total        
  -------------- ------------- ------------ -----
  Obesity                                   
   Underweight   2 (100.00)    0 (0.00)     2
   Normal        21 (91.30)    2 (8.70)     23
   Over weight   35 (81.40)    8 (18.60)    43
   Obese         74 (56.06)    58 (43.94)   132
   Total         132 (66.0%)   68 (34.0%)   200

Some of the existing solutions that have been in practice for the problem of separation exclude the variable from the analysis. The second commonly used method is making modifications (usually by adding 0.5) in the data to eliminate the problem (Yates' correction in bivariate analysis for categorical data). But both these methods were strictly not recommended as they would lead to misleading results. Another alternative approach in the analysis of sparse/separation data is the exact logistic regression.\[[@ref6][@ref7]\] The idea behind this method is the same as the exact inference (Fisher\'s exact test) in 2 × 2 table. The exact logistic regression is based on the "exact permutational distributions of the sufficient statistics that correspond to the parameters of interest, conditional on fixing the sufficient statistics of the remaining parameters at their observed value."\[[@ref3]\] Although this method is shown to be another option as compared to the above two, it is not used in regular practice due to the computational difficulty, provision of degenerate estimates, and not allowing the inclusion of continuous type covariates.\[[@ref3]\]

This paper disseminates the strategy and method of handling separated data in logistic regression using penalized maximum likelihood estimation method (PMLE).\[[@ref4]\] We also examine the characteristics of this approach with the presence of separation data for small to large sample sizes with a different number of covariates using simulation.

Methods {#sec1-2}
=======

Data {#sec2-1}
----

The data used in this paper is from a case control study on hyponatremia and hiccups conducted in Christian Medical College, Vellore, Tamil Nadu, India.\[[@ref8]\] The main aim of the hyponatremia study was to find an association between hyponatremia and hiccups after adjusting for potential confounding factors such as gender, age, renal disease, and creatine level in hospitalized patients. The dataset consists of 50 subjects with hiccups (cases) and 50 subjects without hiccups (controls). The hiccups groups were subdivided according to the severity of the disease so that among 50 subjects with hiccups, 23 subjects had mild hiccups, 12 subjects had moderate hiccups, and 15 subjects had a severe kind of hiccups. For an illustrative purpose, we have chosen 23 mild hiccup cases and 50 controls from the dataset and other confounding factors were randomly generated based on the given estimated values. Data were analyzed using SAS 9.2 for windows (SAS Institute, Inc., Cary, NC, 2000) software.\[[@ref9]\]

Maximum likelihood and penalized maximum likelihood estimates {#sec2-2}
-------------------------------------------------------------

Basically, the likelihood function is the joint probability of each data point under an assumed distribution for the outcome. The probability mass function of the Bernoulli random variable is written as f(y,p) = p^y^ (1 - p)^1-y^ ; y = 0,1 & 0 ≤p ≤1. The logistic regression model is ![](JPGM-62-26-g001.jpg), with i = 1, 2...; *n* denotes *n* observations, r = 1, 2.., k denotes k-1 independent variables with r = 1 denoting the constant. The maximum likelihood estimate for the unknown parameter β~r~ is obtained in such a way that it maximizes the probability of observing the data such that the likelihood function ![](JPGM-62-26-g002.jpg). The log likelihood (logL) is determined by taking the natural log of the likelihood function logL = ∑(y~i~ logp~i~ +(1-y~i~)log(1-p~i~)). The maximum likelihood estimate is obtained by solving the score equation,

![](JPGM-62-26-g003.jpg).

The problem in maximum likelihood estimate in the case of separation is that the function cannot have one maximum \[[Figure 1a](#F1){ref-type="fig"}\]. Hence, the idea behind penalized maximum likelihood estimate for logistic regression is that the method penalizes the likelihood by half of the logarithm of the determinant of the information matrix (I), that is, ![](JPGM-62-26-g004.jpg).\[[@ref10]\] So, the modified score function becomes U(β~r~)\* = ∑^n^~i=1~ (y~i~ --p~i~ +h~i~ (1/2--p~i~)x~ir~) = 0. Thus, the penalized maximum likelihood estimate provides a solution to the problem of separation in [Figure 1b](#F1){ref-type="fig"}. For the calculation of CI, we used profile likelihood based CI as compared to asymptomatic based Wald-type confidence interval that is inaccurate in the presence of separation.\[[@ref11]\] For comparing models fitted by maximum likelihood and penalized maximum likelihood for logistic regression, we used Akaike information criterion (AIC) and −2 log likelihood (−2logL) methods.\[[@ref12]\] Given the different models, the one with smaller AIC/−2 logL fits the data better than the one with larger AIC/−2 logL values. Details of the software for execution of penalized logistic regression (PLR) are given below.

![(a and b) Profile of log likelihood and penalized log likelihood function under complete separation](JPGM-62-26-g005){#F1}

Simulation study {#sec2-3}
----------------

A simulation experiment was conducted to study the empirical performance of PLR with respect to coverage probability. Coverage probability is defined as the probability that the procedure produces an interval that covers the true (regression coefficient) value. In order to investigate the performance of this method in the presence of complete and quasi separations, we created 1,000 datasets, each with different sample of sizes *n* = (30, 75, 150) and with a different number of covariates k = (2, 3, 4). We used Monte Carlo method to obtain the 95% coverage probability of PLR. We conducted the simulation experiment by using SAS 9.2 for windows (SAS Institute, Inc., Cary, NC, 2000) statistical software. The R, STATA, and SAS codes for doing PLR are given in the [appendix](#app1){ref-type="app"}.

Results {#sec1-3}
=======

Twenty three cases and 50 controls were selected for the analysis of ordinary logistic regression and PLR. [Table 2](#T2){ref-type="table"} shows the demographic and clinical characteristics of the subjects. The primary exposure factor hyponatremia was present in nine (39.13%) of the cases and in four (8.0%) of the controls. Of the 23 hiccup cases, all were males and among the controls, 46 (92.0%) were males. Renal disease was present in five (21.74%) of the cases and seven (14.0%) of the controls. The mean \[standard deviation (SD)\] age of the subjects in the hiccups group was 51.61 (12.27) years and in the control group was 49.34 (11.94) years. The mean (SD) creatine level was more in the cases, that is, 2.23 (1.52) mg/dL than in the control group 1.45 (0.72) mg/dL. Our primary interest in this paper is to find the association between hyponatremia and hiccups after adjusting the potential confounders with the presence of separation due to zero cell frequency in the cross tabulation between gender and the disease group.

###### 

Distribution of each of the predictor variables with the outcome in hiccups data

  Variable                       Hiccups         
  ------------------------------ --------------- ---------------
  Hyponatremia                                   
   Yes                           9 (39.13)       4 (8.00)
   No                            14 (60.87)      46 (92.00)
  Gender                                         
   Male                          23 (100.0)      46 (92.00)
   Female                        0 (0.00)        4 (8.00)
  Renal disease                                  
   Present                       5 (21.74)       7 (14.00)
   Absent                        18 (78.26)      43 (86.00)
   Age (years): mean (SD)        51.61 (12.27)   49.34 (11.94)
   Creatine (mg/dL): mean (SD)   2.23 (1.52)     1.45 (0.72)

\*We only considered mild hiccups cases from the original paper

[Table 3](#T3){ref-type="table"} presents the results of the association between hiccups and its corresponding risk factors with 95% CI using both ordinary logistic regression and PLR methods. In the analysis of hiccups data, complete separation between gender and the disease group led to an infinite maximum likelihood estimate of gender (OR: \>999.999; 95% CI: \<0.001, \>999.999) and intercept (OR: 47287; 95% CI: -) with large standard errors, whereas there is a finite and consistent regression coefficient for gender (OR: 5.35; 95% CI: 0.42, 816.48) and the intercept (OR: 0.05; 95% CI: 0.00, 1.30) using PLR. After adjusting for gender, age, and clinical characteristics, hyponatremia was associated with nearly 7.9 (95% CI: 2.06, 38.86) times higher risk of developing hiccups that is statistically significant (*P* value = 0.0057) using the penalized maximum likelihood method. Rather, there is an overestimation of OR: 10.76 (95% CI: 2.17, 53.41) between hyponatremia and hiccups by using ordinary logistic regression (*P* value = 0.0036). There is a statistically significant effect of the creatine level on hiccups in both the methods \[OR: 2.16; 95% CI (1.16, 5.58)\] using penalized methods (*P* value = 0.0493) and OR: 2.62; 95% CI (1.10, 6.27) the ordinary logistic regression method (*P* value = 0.0301)).

###### 

Results of analysis of hiccups data by maximum likelihood and penalized maximum likelihood logistic regression methods

  Variable                 Ordinary logistic regression   Penalized logistic regression                                                                              
  ------------------------ ------------------------------ ------------------------------- -------- ----------- ---------------------- ------- ------ -------- ------ ----------------
  Intercept                −14.15                         377.90                          0.9701   47287.44    ---                    −3.08   2.09   0.1412   0.05   (0.00, 1.30)
  Hyponatremia: Yes        2.38                           0.82                            0.0036   10.76       (2.17, 53.41)          2.06    0.75   0.0057   7.88   (2.06, 38.86)
  Gender: Male             12.86                          377.90                          0.9729   \>999.999   (\<0.001, \>999.999)   1.68    1.82   0.3561   5.35   (0.42, 816.48)
  Renal disease: Present   0.06                           0.79                            0.9346   1.07        (0.23, 5.02            0.16    0.75   0.8309   1.17   (0.25, 4.81)
  Age (years)              −0.03                          0.03                            0.3481   0.97        (0.91, 1.03)           −0.02   0.03   0.4856   0.98   (0.92, 1.03)
  Creatine (mg/dL)         0.96                           0.44                            0.0301   2.62        (1.10, 6.27)           0.77    0.39   0.0493   2.16   (1.16, 5.58)
  AIC                      80.82                          70.02                                                                                                      
  −2 Log L                 68.82                          58.02                                                                                                      

SE -- Standard error; OR -- Odds ratio; CI -- Confidence interval; \*Profile penalized likelihood-based CI

It is also noted that point estimates for each of the risk factors by the penalized maximum likelihood method was considerably smaller than the maximum likelihood estimates owing to the bias correction property of the penalized maximum likelihood method. In addition to this, the width of the 95% CI of the penalized maximum likelihood estimates was narrow as compared to the maximum likelihood estimates. PLR had a lower AIC and −2 log L values as compared to ordinary logistic regression using maximum likelihood estimate. This shows that PLR is preferred over ordinary logistic regression in the presence of separation.

It is also evident from the results of the simulation study that the estimated coverage probabilities of the CI of PLR were almost near the nominal level of 95% \[[Table 4](#T4){ref-type="table"}\]. This is even true for the studies with complete/nearly separated data with small sample sizes and an increased number of covariates. Instead, the coverage probabilities of ordinary logistic regression of almost 100% (where it is expected to be nearly 95%) indicates that this method is a poor choice when there is a presence of separation in the data. Thus, the simulation study implies that penalized maximum likelihood logistic regression can be applied for separated data even for small number of observations with increased number of covariates.

###### 

Results of the simulation study for different sample sizes and number of covariates -- coverage probability of 95% CI

  --------------------------------------------------------------------
  *N*   K   Coverage probability of\      Coverage probability of\
            95% CI (based on penalized\   95% CI (based on ordinary\
            logistic regression) (%)      logistic regression) (%)
  ----- --- ----------------------------- ----------------------------
  30    2   93.9                          100

        3   94.5                          100

        4   93.4                          100

  75    2   94.7                          100

        3   97.7                          100

        4   96.8                          100

  150   2   94.7                          100

        3   93.7                          100

        4   94.7                          100
  --------------------------------------------------------------------

[Figure 2](#F2){ref-type="fig"} plots the profile penalized maximum likelihood estimates for the effect of hyponatremia on hiccups, along with 95% CI. The circle denotes the point estimate with indications for lower limit (LL) and upper limit (UL).

![Profile penalized maximum likelihood estimates for the effect of hyponatremia on hiccups, along with 95% confidence interval](JPGM-62-26-g006){#F2}

Discussion {#sec1-4}
==========

In the analysis of the data, while the researcher may want to adjust for the effects of all confounding factors, including gender, omission of this risk factor cannot be considered here. Hence, we used the penalized maximum likelihood logistic regression method that provided a reasonable estimate of the effect of each of the risk factors on the disease status and greatly improved the interpretation as compared to the conventional method. All the ORs were nearly greater than 1; however, only hyponatremia and creatine level were statistically significant in both the models. The estimated OR of hyponatremia on hiccups is easily interpretable. After adjusting for all the confounding factors, hyponatremia was significantly associated with hiccups (PMLE OR: 7.88; 95% CI: 2.06, 38.86 as compared to MLE OR: 10.76; 95% CI: 2.17, 53.41). Excluding the covariate - gender, in both ordinary logistic regression and PLR models, the effect of hyponatremia on hiccups was lower as compared to the model with the presence of gender (PMLE OR: 6.95; 95% CI: 1.91,29.80 as compared to MLE OR: 8.62; 95% CI: 2.00,37.20).

Initially, the PMLE method was introduced to reduce the bias of maximum likelihood estimate in generalized linear models.\[[@ref13]\] Currently, this method is used in many situations such as in multinomial logistic regression where it was suggested that this method was superior to other methods in small samples and equivalent to maximum likelihood estimate when the sample size increases;\[[@ref14]\] in the analysis of complete/nearly separated data in logistic regression;\[[@ref4]\] in the analysis of diagnostic and prognostic prediction models\[[@ref15]\] where it has been shown that PMLE leads to smaller prediction error as compared to other methods such as bootstrapping technique. PLR has been used for finding the association between coronary heart disease (CHD) and smoking.\[[@ref16]\] Comparison between maximum likelihood estimate and penalized maximum likelihood estimate were also done for separation case in which one of the cells in 2 × 2 table was equal to zero. Double penalized MLE has also been proposed for separation and multicollinearity in multiple logistic regressions.\[[@ref17]\]

In many medical researches, in dealing with binary type response variables the presence of separation is unavoidable. It arises most often when the sample size is small or strong relationships are present. The PMLE method is simple and easy-to-use and can be implemented via the most of the popular softwares. It also gives meaningful results that enable researchers to make appropriate decisions about important risk factors. In our data, the effect of gender on hiccups could not be studied using the conventional method while it would have been possible by using the penalized method (OR: 5.35; 95% CI: 0.42, 816.48). Thus, PLR provides an attractive, finite, and consistent regression coefficient against the conventional method. The OMLE method is approximately equal to the conventional method when the sample size is large and the cell frequency is more or equally distributed and is superior in small cell values. Hence, a recommendation can be made to always use PLR as compared to the ordinary logistic regression method.\[[@ref18]\] The goal of considering the separation variable in the analysis is two pronged:firstly, how its impact on the exposure variable of interest as a co-variate or a confounder, for example: hyponatremia in this study; and secondly its effect on the outcome variable (OR and 95% CI).\[[@ref4]\] The PLR analysis provides the correct estimate of OR and its 95% CI for the separation variables as compared to ordinary logistic regression analysis. However, many times the 95% CI is still wider despite its significance.

Hence, in the analysis of logistic regression with the presence of separation/sparse data the researchers need to make out two important points of information. One is that we need to review carefully the contingency table of separation variable and the outcome. It should provide biologically important data. Here in our example, men are more likely to have hiccups as compared to women. Second, we should not throw away such useful information due to a wider CI. The author should also provide the contingency table for the separation variable and the outcome to convey this message. Thus, the application of PLR in this study has provided a better picture of the effect of hyponatremia on hiccups after adjusting for other confounding variables.

Software details {#sec2-4}
----------------

PLR can be done using SAS, STATA, and R statistical software. In SAS, Proc logistic procedure with keyword "firth" was used to estimate the parameter of the covariates using PLR.\[[@ref9]\] In STATA, "firthlogit" command is used to implement Firth-based PLR.\[[@ref19]\] The "logistf" library in R software also has the function to perform PLR.\[[@ref20]\]
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###### Appendix

**R codes**

\#\#\# The R codes are case-sensitive

\#\#\# To use penalized logistic regression, install the package "logistf" install.packages("logistf")

library(logistf)

\#\#\# How to input data:

\#\#\# Please note the double slash in the directory. Copy the directory and insert one more slash.

\#\#\# If MAC users ignore the above

\#\#\# The following command is to read the data which is in Documents folder

hic \<- read.csv("C:\\\\Users\\\\ljey\\\\Documents\\\\Hiccups data.csv", sep=",", header=T)

hic \# This command will display the data

names(hic) \# This command will display the names of the variables

\#\#\# How to run the penalized regression

model \<- logistf(Disease\~Exposure+gender+renal+age+creatine, data=hic)

summary (model)

\#\#\# To calculate OR with 95% CI

exp(model\$coef\[1\]);exp(model\$ci.lower\[1\]);exp(model\$ci.upper\[1\])

exp(model\$coef\[2\]);exp(model\$ci.lower\[2\]);exp(model\$ci.upper\[2\])

exp(model\$coef\[3\]);exp(model\$ci.lower\[3\]);exp(model\$ci.upper\[3\])

exp(model\$coef\[4\]);exp(model\$ci.lower\[4\]);exp(model\$ci.upper\[4\])

exp(model\$coef\[5\]);exp(model\$ci.lower\[5\]);exp(model\$ci.upper\[5\])

exp(model\$coef\[6\]);exp(model\$ci.lower\[6\]);exp(model\$ci.upper\[6\])

**SAS codes:**

/\* To import data into SAS\*/

proc import datafile=" C:\\Users\\ljey\\Documents\\Hiccups data.csv"

out=hic_data;

run;

/\* To run penalized logistic regression in SAS\*/

proc logistic descending data=hic_data;

model disease=exposure gender renal age creatine/firth clparm=PL;

run;

**STATA codes:**

/\*To import data in STATA\*/

import delimited "C:\\Users\\ljey\\Documents\\Hiccups data.csv "

/\* To run penalized logistic regression in STATA\*/

firthlogit disease exposure gender renal age creatine

/\* To calculate OR with 95% CI\*/

firthlogit, or
