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Abstract. We consider the symbolic controller synthesis approach to
enforce safety specifications on perturbed, nonlinear control systems. In
general, in each state of the system several control values might be ap-
plicable to enforce the safety requirement and in the implementation one
has the burden of picking a particular control value out of possibly many.
We present a class of implementation strategies to obtain a controller
with certain performance guarantees. This class includes two existing im-
plementation strategies from the literature, based on discounted payoff
and mean-payoff games. We unify both approaches by using games char-
acterized by a single discount factor determining the implementation. We
evaluate different implementations from our class experimentally on two
case studies. We show that the choice of the discount factor has a signif-
icant influence on the average long-term costs, and the best performance
guarantee for the symbolic model does not result in the best implemen-
tation. Comparing the optimal choice of the discount factor here with
the previously proposed values, the costs differ by a factor of up to 50.
Our approach therefore yields a method to choose systematically a good
implementation for safety controllers with quantitative objectives.
Keywords: Symbolic Controller Synthesis; Discounted Payoff Games;
Mean-Payoff Games; Safety Controller
1 Introduction
The symbolic controller synthesis approach [21] has gained considerable atten-
tion within the Cyber-Physical System research community. The approach con-
structs a finite-state abstraction (a.k.a. symbolic model) of a continuous-space,
continuous-time system, and reduces the control problem over the continuous
⋆ Partially supported by the DFG project “Game-based Synthesis for Industrial
Automation” and the Institute for Advanced Study of the Technische Universita¨t
Mu¨nchen.
2system to the computation of a winning strategy in a finite-state game. Follow-
ing this paradigm, it is guaranteed by construction that the winning strategy
delivers a correct controller for the concrete system, i.e., the refined controller
enforces the given specification over the original system.
In this work, we follow the symbolic approach to enforce safety specifica-
tions for perturbed, nonlinear control systems. Safety specifications are one of
the most fundamental requirements and are ubiquitous in the analysis and con-
trol of dynamical systems [2,4]. Given a system, the main goal is to synthesize
a controller that enforces the system to evolve within a safe set for all times.
Via the symbolic approach, the possible behaviours of the continuous system
are safely over-approximated leading to a 2-player safety game over a finite (but
large) arena. The controller plays against an adversary that represents the non-
determinism, which arises from the discretization of the continuous system and
possibly from model uncertainties and perturbations. From a theoretical per-
spective, solving safety games over finite arenas is trivial: one simply has to
identify and then (iteratively) deactivate all actions which allow the adversary
to force a play out of the safety region. After deactivating all dangerous actions,
the controller is essentially free to play in any way within the winning region. It
is well-known that there exists a unique maximal (or permissive or nondetermin-
istic) optimal winning strategy, which assigns to each state all possible actions
available to the controller that guarantee that the system stays within the safety
region. In general, there might be multiple actions available to the controller and
the natural question is whether we can make use of this flexibility to further op-
timize the controller with respect to some quantitative objectives. Examples of
such quantitative conditions that arise quite naturally in the control of physical
systems are:
– minimization of the number of input switches (lazy controller);
– minimization of the deviation from a reference value (reference tracking);
– minimization of energy consumption;
– minimization of relative change between inputs (avoiding jerkiness).
In this paper, we follow ideas in [19,13] and use possibly discounted mean-payoff
games to synthesize deterministic controllers that enforce the system to stay
within the safety region and minimize certain cost functions. Specifically, we
consider normalized λ-discounted cost functions (with λ ∈ [0, 1])
(1− λ)
∞∑
i=0
λic(i) (1)
and limit-average cost functions
lim sup
T→∞
1
1 + T
T∑
i=0
c(i) (2)
where c(i) represents a certain cost (to be defined later) that is associated with
the system behavior at time i. We follow standard nomenclature, and call the re-
3sulting games whose goal is to minimize those cost functions λ-discounted payoff
safety games (λ-DPSG) and mean-payoff safety game (MPSG), respectively.
We set up an effective tool chain for symbolic controller synthesis to enforce
safety specifications under mean-payoff objectives. In the first step, we employ
SCOTS [18] to obtain the symbolic model; subsequently, we compute the win-
ning strategies for the resulting DPSGs and MPSGs with the state-of-the-art
GPU solver described in [14]; finally, the performance of the controller in the
continuous-time system is evaluated by means of simulations conducted with
MATLAB. We measure the performance by the limit-average cost (2) for con-
trollers obtained from both DPSGs and MPSGs.
We present two case studies and conduct a systematic analysis to illustrate
the effects of different choices of cost functions and discount parameters. In the
first case study, we consider the regulation of the room temperature and the
humidity of the air in a building equipped with a heating, ventilation and air
conditioning (HVAC) system introduced in [5,10]. In the second example, we
consider regulation of the popular cart-pole system, e.g. studied in [17]. For
each of the different objectives, we associate both λ-discounted cost functions
and limit-average cost functions, and solve the corresponding games. Our main
finding is that performance guarantees come at a price: while the limit-average
cost function provides the strongest, global performance guarantee on the actual
limit-average cost over the complete execution of the controller, it typically leads
to controllers that perform poorly. Using discounted cost functions leads to con-
trollers with only weaker limit-average cost guarantees, which however achieve
better limit-average costs in the simulation. We also present experimental results
about the values of λ leading to controllers with the best limit-average costs.
Related work. Quantitative objectives are a natural requirement in specifying the
desired system behavior. Consequently, there exist several different approaches
to augment language containment specifications, e.g. defined in linear temporal
logic, with quantitative properties [8,9,12,13,15,22,23,24]. A considerable number
of approaches focus on finite horizon specifications, like reachability [8,12,15,22]
or co-safety [9] specifications, which leads to an optimization of the transient
behavior. Our work, on the contrary, focuses on optimizing the average, long-
term behavior. This is also the focus of [23,24]. However, the approach of these
papers is incomparable with ours: while their work is applicable not only to
safety specifications, but also to more general temporal logic specifications, it
is restricted to specific classes of systems. In particular, [23] is restricted to
deterministic symbolic models, and [24] is restricted to mixed logical dynamical
systems and differentially flat systems. None of these classes contains the control
systems considered in this work. While DPSG and MPSG in the context of
symbolic synthesis have been considered in [13] and [19], this work is the first
one to systematically study the effects of different cost functions and discount
factors on the performance of the resulting refined controllers.
Structure of the paper. Section 2 presents the control problem. Section 3 presents
the symbolic approach to controller synthesis. Section 4 presents the game-
4theoretic approach to quantitative safety synthesis. Section 5 describes the cost
functions and our two case studies: the HVAC system and the cart-pole sys-
tem. Section 6 presents the results of our experimental evaluation. Section 7
summarizes our findings.
2 Control Systems and Objectives
We study nonlinear control systems of the form
ξ˙(t) ∈ f(ξ(t), u) + J−w,wK (3)
where f is given by f : Rn × U¯ → Rn and U¯ ⊆ Rm. The vectorw = [w1, . . . , wn] ∈
Rn≥0 is a perturbation bound and denotes the hyper-interval
J−w,wK := [−w1, w1]× . . .× [−wn, wn].
We can use the perturbations to take into account model uncertainties and other
adversarial effects. Given an interval I ⊆ R, we define a solution of (3) on I
under (constant) input u ∈ U¯ as an absolutely continuous function ξ : I → Rn
that satisfies (3) for almost every (a.e.) t ∈ I [7].
In order to facilitate a digital controller implementation, which operates in
discrete time, we consider the sampled behavior of the continuous-time sys-
tem (3). Let τ ∈ R>0 be the sampling time. We assume that the controller has
access to the system state only at integer multiples of the sampling times kτ ,
k ∈ Z≥0. Similarly, we assume that the control input is updated only at the
sampling times kτ , k ∈ Z≥0 and held constant otherwise. See Figure 1 for an
illustration of this process. We cast the sampled behavior of (3) as a simple
system [16].
ξ˙ = f(ξ, ν) + J−w,wK
Controller
ZOH τ
S
Fig. 1. Sample-and-hold implementation of a controller.
For sets A and B, a set-valued map from A to B is a set f ⊆ A×B, written
as f : A⇒ B, with f(a) := {b ∈ B | (a, b) ∈ f} for every a ∈ A.
5Definition 1. A simple system (with initial states) S is a quadruple
S := (X,X0, U, F ) (4)
where the state alphabet X, the initial state alphabet X0 ⊆ X, and the input
alphabet U are nonempty sets, and the transition function F is a set-valued map
F : X × U ⇒ X. The behavior of the simple system S is defined by
B(S) :=
{
(u, x) ∈ (U ×X)[0;T [ | x(0) ∈ X0,
∀t∈[0;T−1[ x(t + 1) ∈ F (x(t), u(t))
and (T <∞ =⇒ F (x(T − 1), u(T − 1)) = ∅)
}
.
We say that a simple system S of the form (4) represents the τ-sampled
behavior of (3), if X = Rn, U = U¯ and the transition function satisfies for all
arguments
F (x, u) = {x′ | ∃ a solution ξ of (3) on [0, τ ] under u : ξ(0) = x ∧ ξ(τ) = x′}.
(5)
A safety specification for (4) is simply a set Z ⊆ U ×X . A simple system S
together with a specification Z constitute a safety problem (S,Z).
Even though, in this framework, we obtain safety guarantees only with re-
spect to the τ -sampled behavior of (3), it is straightforward to work with a
slightly modified safety specification in the synthesis procedure, which then im-
plies safety guarantees with respect to the continuous-time behavior of (3), see
e.g. [11].
A solution of a safety problem (S,Z), where S is given in (4), is a set-valued
map K : X ⇒ U (i.e. ∀x ∈ X : K(x) ⊆ U) such that the closed loop K × S,
which is the simple system (X,X0, U, FK), whose transition function is defined
by
FK(x, u) := {x
′ ∈ X | x′ ∈ F (x, u) ∧ u ∈ K(x)}
satisfies the safety specification, i.e.,
B(K × S) ⊆ Z [0;∞[.
In this context, we refer to K as a controller for S. The domain of a controller
K is the set D(K) := {x ∈ X | K(x) 6= ∅}.
Let K be a solution of a safety problem (S,Z) with S given in (4). An
implementation of S and K is a function Kimp : X × U → U that satisfies
Kimp(x, u) ∈ K(x) for all x ∈ D(K) and u ∈ U . The closed loop Kimp ⊗ S
resulting from the implementation Kimp is the simple system Kimp⊗S := (X ×
U,X0 × U, {0}, Fimp), whose transition function is defined by
Fimp((x, u), 0) := {(x
′, u′) ∈ X × U | x′ ∈ F (x, u′) ∧ u′ = Kimp(x, u)}.
For the remainder, we identify the behavior of Kimp⊗S with the set that results
from the projection of B(Kimp⊗S) onto (X ×U)
[0;∞[. Given this identification,
it is straightforward to see that the inclusion
B(Kimp ⊗ S) ⊆ B(K × S)
6holds. Hence, any closed loop Kimp ⊗ S resulting from an implementation Kimp
of K satisfies the safety specification Z.
Subsequently, we assume we are given a cost function
c : U ×X × U → R (6)
and a discounting factor λ ∈ [0, 1] which we use to determine the implementation
strategy. Specifically, we would like to find an implementation Kimp of a solution
K of (S,Z) that minimizes the worst-case, discounted cost function
J(K imp ⊗ S, c, λ) := sup
(u,x)∈B(Kimp⊗S)
(1 − λ)
∞∑
i=0
λic(u(t), x(t), u(t+ 1)). (7)
For the case λ = 1, we consider the above function with the limit value for
λ → 1−, where it is converges (see e.g. Appendix H of [6] for a proof) to the
limit-average cost given by
J(K imp⊗ S, c, 1) := sup
(u,x)∈B(Kimp⊗S)
lim sup
T→∞
1
1 + T
T∑
i=0
c(u(t), x(t), u(t+1)). (8)
The quadruple (S,Z, c, λ) constitutes a valuated safety problem.
3 Symbolic Synthesis
Within the symbolic controller synthesis paradigm [16,21,25] a controller K for
S is not computed directly, but a finite representation Sˆ of S is used as a sub-
stitute in the synthesis process. The procedure is roughly summarized in three
major steps: first, a finite representation Sˆ, i.e., the symbolic model, of S is
computed; second, the synthesis problem is algorithmically solved with respect
to Sˆ; third, the obtained solution Kˆ is refined or transferred to a controller K
for S. The correctness of this approach is usually ensured by relating the plant
S with the symbolic model Sˆ by a system relation. In this work we follow [16],
in which symbolic models are related with the plant via feedback refinement
relations. Notably feedback refinement relations are appealing as they facilitate
a particularly easy controller refinement procedure compared to other system
relations [16], see also the controller refinement equation (11).
Let S be given in (4). Consider a simple system
Sˆ := (Xˆ, Xˆ0, Uˆ , Fˆ ) (9)
whose states xˆ ∈ Xˆ, also referred to as cells, are subsets of X , i.e., xˆ ⊆ X , and
whose input alphabet Uˆ is a subset of U . The system Sˆ is a symbolic model of S,
if there exists a strict3 relation Q ⊆ X × Xˆ so that for all u ∈ Uˆ and (x, xˆ) ∈ Q
we have
3 A relation R ⊆ A×B is strict, if for every a ∈ A there exists b ∈ B so that (a, b) ∈ R.
71. x ∈ X0 implies xˆ ∈ Xˆ0;
2. Fˆ (xˆ, u) 6= ∅ implies F (x, u) 6= ∅ and Q(F (x, u)) ⊆ Fˆ (xˆ, u).
The relation Q is called a feedback refinement relation from S to Sˆ. The first
condition ensures that every cell xˆ that is related to an initial state of S is an
initial state of Sˆ. The second condition ensures, that if a state-input pair (xˆ, u)
is non-blocking, i.e., Fˆ (xˆ, u) 6= ∅, then (x, u) is non-blocking for every related
state x. Additionally, every cell xˆ′ that is related to a successor state x′ ∈ F (x, u)
is also a successor of (xˆ, u), i.e., xˆ′ ∈ Fˆ (xˆ, u).
A safety specification Zˆ for (9) is derived from a safety specification Z for (4)
by
Zˆ := {(u, xˆ) ∈ Uˆ × Xˆ | {u} × xˆ ⊆ Z}. (10)
In the refinement of a controller for the symbolic model Sˆ to a controller for
the concrete system S, the feedback refinement relation Q is interpreted as a
set-valued map Q : X ⇒ Xˆ and is used to translate concrete states x ∈ X to
related abstract states xˆ ∈ Q(x). The refined controller K for S is then simply
given by the composition of the map Q with the controller Kˆ : Xˆ ⇒ Uˆ for
Sˆ by K := Kˆ ◦ Q. In this context, K is referred to as refined controller. The
correctness of this procedure is ensured by the following result recalled from [16,
Thm. VI.3].
Theorem 1. Let (S,Z) be a safety problem with S given in (4). Let Sˆ and Zˆ
be given according to (9) and (10), respectively. Suppose that Q is a feedback
refinement relation from S to Sˆ. If Kˆ solves (Sˆ, Zˆ) then K := Kˆ ◦ Q is a
controller for S which solves (S,Z).
Suppose that Kˆimp is an implementation of Sˆ and Kˆ, then we obtain an
implementation of S and K by
Kimp(u, x) := Kˆimp(u, P (x)) (11)
where P : X → Xˆ picks for every x a related cell xˆ, i.e., (x, P (x)) ∈ Q for all
x ∈ X . Again, Kimp represents a refinement of the implementation Kˆimp derived
for the symbolic model Sˆ and controller Kˆ.
Let (S,Z, c, λ) be a valued safety problem with S given in (4). Consider the
valuated safety problem (Sˆ, Zˆ, cˆ, λ) with Sˆ and Zˆ given according to (9) and (10),
respectively. Suppose that Q is a feedback refinement relation from S to Sˆ and
c(u, x, u′) ≤ cˆ(u, xˆ, u′) (12)
holds for all (x, xˆ) ∈ Q and u, u′ ∈ Uˆ . For λ = 1 in [19] and for λ ∈ [0, 1[ in [13],
it is shown that the worst-case costs associated with the controller Kimp derived
in (11) from an implementation Kˆimp of Sˆ and Kˆ (for any qualified function P )
is upper bounded by the worst-case costs associated with Kˆimp, i.e., the following
inequality holds:
J(K imp ⊗ S, c, λ) ≤ J(Kˆ imp ⊗ Sˆ, cˆ, λ) (13)
8In this work, we use SCOTS [18] to compute symbolic models Sˆ of systems S
that represent the τ -sampled behavior of continuous-time control systems (3).
The feedback refinement relation Q is given by the set-membership relation, i.e.,
(x, xˆ) ∈ Q iff x ∈ xˆ.
4 Quantitative Safety Synthesis
In this section, we formulate quantitative games whose solutions lead to deter-
ministic implementations of safety controllers that minimize certain cost func-
tions. Specifically, we introduce mean-payoff games (MPG) and λ-discounted
payoff games (λ-DPG) played on the subarena induced by the winning region
of the safety game. In an MPG the goal of the controller is to minimize the
limit-average costs accumulated along an infinite play
lim sup
T→∞
1
1 + T
T∑
i=0
γ(vi, vi+1), (14)
and in a λ-DPG the goal is to reduce the discounted costs
(1− λ)
∞∑
i=0
λiγ(vi, vi+1), (15)
where λ ∈ [0, 1) is the discount factor, and γ is the cost function on the game.
The intuition is that for λ close to 0 the players only focus on optimizing w.r.t.
the near future (as λ0 = 1 and λk ≈ 0 for k >> 1), while for λ close to 1 they
focus more on optimizing the cost in the long run.
In the rest of the section we first present these games more formally, and recall
some well known results. Then we show in detail how to construct the games for
a given symbolic system. Moreover, we show how to derive an implementation
of a safety controller from the solution of the 2-player games.
4.1 Mean-payoff games and λ-discounted payoff games
Both an MPG and a λ-DPG are played on an arena, which is a weighted directed
bipartite graph consisting of the nodes V = Vmin ⊎ Vmax, the edges E ⊆ (Vmin×
Vmax∪Vmax×Vmin) with Emin := E∩Vmin×Vmax and Emax := E∩Vmax×Vmin,
and γ : E → Q. The nodes Vmin, Vmax belong to the two players Pmin and Pmax,
respectively, and each edge (u, v) ∈ E is assigned a rational cost γ(u, v) ∈ Q that
Pmin has to pay to Pmax. In a play, a pebble is placed on a starting node v0. At
each step, the player owning the current node chooses a successor of the node,
and moves the pebble to it. A play is an infinite sequence {vi}N of nodes visited
by the moves. The goal of Pmin is to minimize the (maximal) value of (14) in
an MPG and the value of (15) in a λ-DPG, respectively, while Pmax has the
opposite goal.
A memoryless strategy for player Pmin is simply a function σ : Vmin → Vmax
such that σ(v) is a successor of v in the arena. Analogously, memoryless strategies
9for player Pmax are defined. It is known that for both MPG and λ-DPG memo-
ryless strategies suffice to play optimally, i.e., there exist memoryless strategies
σmin, σmax and a valuation v : V → R s.t. when Pmin uses σmin to determine to
where to move the pebble – no matter how Pmax chooses to move – the resulting
average cost for Pmin will be at most v(v) for v the node in which the pebble has
been placed initially, and symmetrically for Pmax using σmax. It is also known
that for λ → 1− the optimal game values in the λ-DPG (i.e., the costs of the
plays corresponding to the optimal strategies) converge to the optimal values of
the MPG [6]. In fact, there is some λ0 ∈ [0, 1) ∩Q depending only on the given
arena such that optimal strategies in the λ-DPG w.r.t. any λ ≥ λ0 and optimal
strategies in the MPG coincide [1].
4.2 From valuated safety problems to games
Let (Sˆ, Zˆ, cˆ, λ) be a valuated safety problem with Sˆ = (Xˆ, Xˆ0, Uˆ , Fˆ ). As the
symbolic model is finite, we can use the well-known fixed point algorithms [3,21]
implemented in SCOTS, to solve the abstract safety problem and obtain a safety
controller Kˆ : Xˆ ⇒ Uˆ as a solution of (Sˆ, Zˆ).
In order to obtain an implementation of Kˆ that optimizes the value for the
quantitative problem, we create an arena (the same for all λ-DPG including
MPG) by associating the controller with Pmin, who chooses the input for a given
state, and the environment with Pmax, who chooses the successor in accordance
with the transition relation, where the cost of an arena edge is given by the cost
function we are using. As in the next section we consider cost functions that also
depend on the last input issued by the controller to the system, we extend the
state space with the last used input4.
With the domain of the controller given by D(Kˆ) the nodes of the arena are
Vmin := D(Kˆ)× Uˆ ⊆ Xˆ × Uˆ , Vmax := Kˆ ⊆ Xˆ × Uˆ (16a)
and edges
Emin := {((x, u), (x, u
′)) ∈ Vmin × Vmax | u
′ ∈ Kˆ(x)} (16b)
Emax := {((x, u), (x
′, u)) ∈ Vmax × Vmin | x
′ ∈ Fˆ (x, u)} (16c)
where the edges in Emin and Emax are assigned the costs
γmin((x, u), (x, u
′)) := cˆ(u, x, u′) and γmax((x, u), (x
′, u)) := 0, (16d)
respectively.
To solve a λ-DPG with λ ∈ [0, 1), we use fixed point iteration on the fixed
point equations derived for both players (see e.g. [6]). It follows from Banach’s
fixed-point theorem that this converges to the least and only fixed point, and
4 This in fact means that we consider strategies with bounded memory.
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additionally that it converges quickly unless λ is close to 1. For the case λ = 1
we solve the resulting MPG using the tool presented in [14].
The output in each case is an optimal strategy σmin : Vmin → Vmax for Pmin.
An implementation of Sˆ and Kˆ from σmin is given by
Kˆimp(x, u) := piUˆ (σmin(x, u)) (17)
where pi
Uˆ
is the projection of a pair (x, u) onto Uˆ , i.e., pi
Uˆ
(x, u) = u.
5 Case Studies
In order to analyse the influence of the discount factor λ on the synthesized
controller implementation, we study both a HVAC system and the classical cart-
pole system in Section 5.1 and 5.2, respectively. For both case studies, we will
consider the following cost functions:
cIS(u, x, u
′) =
{
0 if u = u′
1 if u 6= u′
(input switches) (IS)
cDR(u, x, u
′) = ‖pir(x)− r‖
2
(deviation from reference) (DR)
cEC(u, x, u
′) = ‖u− u0‖
2 (energy consumption) (EC)
cID(u, x, u
′) = ‖u− u′‖
2
(input deviation) (ID)
These are instantiated with a reference point r ∈ Rm (e.g. the optimal tempera-
ture), a projection pir : X → R
m onto the coordinates of the reference point and
the input u0 consuming minimal energy (e.g. where no actuators are active).
The function cIS is used to minimize the average amount of input switches
and cDR is used to minimize the average deviation from a reference point. These
two criteria were already introduced in [19]. The function cEC assumes that the
distance of an input from an energy-minimal input correlates with the amount of
energy consumed by using this input. Then we can use this function to minimize
the average amount of energy consumed. The function cID minimizes the change
in successive inputs, which could e.g. lead to less jerky trajectories. We will not
analyze the latter two costs seperately, but use them as intermediate functions
to derive the following combined cost function, which is used in [13]:
cCC(u, x, u
′) =
1
3
(
cDR(u, x, u
′)
maxDR
+
cEC(u, x, u
′)
maxEC
+
cID(u, x, u
′)
maxID
)
(CC)
Here, the normalizing factors maxDR, maxEC and maxID are the maximal values
of the respective cost functions within the domain of the safety controller Kˆ.
We derive the cost function cˆ(u, xˆ, u′) required by (12) by taking the max-
imum of c(u, x, u′) for all (x, xˆ) ∈ Q. Additionally, as we require rational costs
for solving MPGs, the costs are rounded with a precision of 6 decimal digits.
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5.1 Heat, ventilation and air conditioning
In our first example, we synthesize an implementation of a safety controller for
a heat, ventilation and air conditioning (HVAC) system. We follow closely the
setup described in [5,10], which considers a rooftop unit that is used to regulate
the temperature and to circulate the air in different zones in a building to keep
the air at a comfortable level. The HVAC system consists of a packaged direct
expansion cooling rooftop unit (RTU) that conditions one zone in a single story
building, which is equipped with a two-stage compressor, a multi-speed fan and
modulating economiser dampers. It is assumed that the economiser dampers
remain in constant position and are not available for control. A control unit is
used to regulate the temperature and the humidity of the air within the regulated
zone within a desired comfort interval, despite the presence of disturbances. We
refer the interested readers to [5,10] for a more detailed description of the HVAC.
A linear dynamical system with four states that approximates the local sys-
tem behavior at a pre-specified nominal behavior given by the zone set-points
with fixed heating loads, moister loads and RTU actions serves as basis of the
design scheme. The nominal dynamics in (3) is described by f(x, u) = Ax+Bu,
where the matrices are determined from data during nominal operation as follows
A = 10−4 ·


−28−5.6 0 0
0−8.3 0 0
0 0−17 1
0 0 0−2.8

 , B = 10−4 ·


−0.8−1.7
0 5.8
−1.7 0.08
0 2.3

 .
The inputs of the system denoted by ν1(t) and ν2(t) represent the fan angular
velocity and compressor angular velocity, respectively, and are restricted for all
times t ∈ R≥0 to the stage values
ν(t) ∈ U := {−25, 0, 25, 50}× {−50, 0, 50}.
In order to account for input uncertainties (which according to [10] are also
used to account for model uncertainties) we use a perturbation bound of w =
B · (10, 10)⊤ in (3). Notably our disturbance model is rather simple yet powerful
and unlike to [5,10], we do not assume that the disturbance signal is constant
during sampling times.
The first and the third elements of the state vector represent the zone tem-
perature in degree Celsius and the zone relative humidity in %, respectively. The
values are restricted to lie within [−1, 1] and [−5, 5], respectively. As a result,
we obtain as safety specification
Z := [−1, 1]× R× [−5, 5]× R.
For the HVAC system, we can interpret the quantitative specifications as the
following:
1. (IS): Find a lazy controller that minimizes the amount of input switches. In
this system, this reduces the wear on the compressor and fan.
12
2. (DR): Find a controller with minimal deviation from the optimal comfort
level. We set the reference point r = (0, 0) and pir(x) = (x1, x3), i.e. temper-
ature and relative humidity should be kept close to the normalized optimal
value, which corresponds to 21°C and 50% humidity.
3. (CC): Simultaneously minimize comfort, energy consumption and relative
change in inputs. The minimal energy input u0 = (−25,−50) corresponds
to having the fan and compressor turned off.
We will construct optimized controllers for each of the cost functions, with
different values of λ, and evaluate them by comparing the limit-average cost in
the long-term when simulating the system.
We introduce a disturbance signal ω during simulation by instatiating equa-
tion (3) by ξ˙(t) = f(ξ(t), u)+ω(t), and consider the following disturbance signals:
ωsin(t) :=
(
10 sin
(
t
2piτ
)
,−10 sin
(
t
2piτ
))T
;
ωcon(t) := (10,−10)
T
.
We use η = (0.2, 1, 0.4, 10) as the discretization parameter for constructing the
symbolic model and τ = 100 sec as the sampling time.
5.2 Cart-pole system
In this example, we synthesize an implementation of a safety controller that en-
sures that the pole, which is attached to a cart, stays within a neighborhood
of the upright position. The cart-pole system is illustrated in Figure 2. We fol-
u
x1 = pi
safety boundary
Fig. 2. Cart-pole system. The safety controller ensures that the pole stays within the
interval
[
1
2
pi, 3
2
pi
]
.
low [17] and describe the system by a four dimensional differential equation with
f in (3) given by
f1(x, u) = x2,
f2(x, u) = −(α
2 sin(x1) + u cos(x1))− 2βu,
f3(x, u) = x4,
f4(x, u) = u,
where α = 1 and β = 0.0125. For this example, we assume that there are
no disturbances and set ω = 0. While in [17], a reachability problem has been
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solved to regulate the cart-pole from the downward facing position to the upright
position, we focus on the safety problem to force the cart-pole to stay in the
upright position, i.e., the first state x1 is constrained to
[
1
2pi,
3
2pi
]
. As in [17,20],
we constrain the third coordinate x3 to [−2.4, 2.4]. For the velocity coordinates
x2 and x4 we use the constraints [−1, 1] and [−1.4, 1.4], respectively. We enforce
an input bound of U = [−5, 5]. We use SCOTS to synthesize a safety controller K
with the discretization paramater η = (0.05, 0.1, 0.1, 0.1) and the sampling time
τ = 0.35 sec.
Here, we can interpret the quantitative specifications as the following:
1. (IS): Find a lazy controller that minimizes the amount of input switches. In
this system, this avoids frequent changes in acceleration, which causes stress
in the system.
2. (DR): Find a controller with minimal deviation from the reference point
r = (pi, 0) with pir(x) = (x1, x3). This reference point corresponds to the
pole being in upright position and the cart being in the center.
3. (CC): Simultaneously minimize deviation from the reference point, energy
consumption and relative change in acceleration. The minimal energy input
u0 = 0 corresponds to no acceleration.
As for the HVAC system, we construct optimized controllers for each cost
function with different values of λ and compare their long-term performance
w.r.t. these cost functions in the simulation.
6 Experimental Evaluation
For each of the two case studies, we constructed the symbolic system Sˆ and
solved the safety game to obtain a safety controller Kˆ. Then for each of the
three cost functions cIS, cDR and cCC and for different values of λ, we solved the
resulting λ-DPG and translated the optimal strategies into an implementation
Kimp. We choose the values of λ ∈ [0, 1] to include the two extrema: λ = 0, which
results in a controller greedily optimizing one step, and λ = 1, which results in a
controller giving an optimal solution for the limit-average cost on the symbolic
system. Additionally, we chose λ = 1/2, which is the value chosen in [13], and
several values spaced more closely towards the boundaries.
Then we simulate each controller on its respective system, using two different
disturbance functions for the HVAC system, and measure the the limit-average
cost for the cost function for which the controller is optimized. Assessing the
performance of the obtained controller w.r.t. the limit average has two reasons:
– As the controllers are assumed to run indefinitely on the system, the limit-
average cost is usually the value that is actually the most relevant.
– This allows us to compare controllers obtained for different values of λ, i.e.
whether it is preferable to chose λ close to 0 so that Pmin only optimizes
w.r.t. the near future or λ close or equal to 1 so that the far future becomes
more and more important for Pmin.
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In the simulations, the systems display periodic behaviour, and we run the sim-
ulation sufficiently long enough until the limit-average cost stabilizes.
The obtained values are summarized in Table 2. The sizes of the symbolic
models and times needed to construct them, to construct the arena, and to solve
the respective games are given in Table 1.
Table 1. Size of the symbolic model for each system and times in seconds to construct
the safety controller Kˆ, the game arena G, and the maximum times over all cost
functions c to solve the λ-DPG for any λ ≤ 15/16 and to solve the MPG.
Size of Sˆ Time (sec)
System |Xˆ | |Uˆ | |Fˆ | Kˆ G λ-DPG MPG
HVAC 1.4 · 103 12 3.8 · 106 16.78 55.37 8.49 477
Cart-pole 2.3 · 106 101 3.1 · 109 3558 1306 156 8846
Table 2. Values of the limit-average cost for different cost functions and controllers on
the two systems. For each system and cost function c, we synthesize controllers for each
given value of λ. We then simulate the controller, possibly with different disturbance
signals ω, and measure the limit-average cost w.r.t. the cost function c. The entry for
each value of λ lists the result of this limit-average cost with the respective controller.
The entry for v lists the upper guaranteed bound on the limit-average cost by the
controller from the MPG with λ = 1. The best values in each row are marked in bold.
λ
System c ω 0 1/16 1/8 1/4 1/2 3/4 7/8 15/16 1 v
HVAC
cIS
ωsin 0.082 0.051 0.051 0.051 0.051 0.051 0.051 0.051 0.051
0.750
ωcon 0.278 0.167 0.167 0.167 0.167 0.167 0.167 0.167 0.175
cDR
ωsin 2.631 0.069 0.069 0.069 0.069 0.069 0.079 0.165 1.919
5.410
ωcon 12.784 0.109 0.109 0.109 0.109 0.109 0.126 0.137 2.757
cCC
ωsin 0.147 0.137 0.136 0.132 0.130 0.126 0.119 0.123 0.148
0.796
ωcon 0.346 0.346 0.346 0.346 0.336 0.261 0.170 0.170 0.213
Cart-pole
cIS 0.765 0.380 0.375 0.373 0.373 0.373 0.377 0.389 0.765 1.000
cDR 1.610 1.378 1.377 1.314 1.113 0.031 0.030 0.023 1.246 5.117
cCC 0.046 0.045 0.044 0.032 0.032 0.005 0.009 0.013 0.034 0.625
In our experiments, the controller with an optimal choice of λ is sometimes
up to 50 times better than a controller for a different λ. Also, there is no single
optimal choice for λ: depending on the system (resp. the symbolic model) and
the cost function, it may be necessary to choose different values. In particular,
even though the controller for λ = 1 gives an optimal solution for the symbolic
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system, its actual performance on the continuous-time system is almost never
optimal when compared to the implementations obtained for smaller values of λ.
Note that our approach can handle systems with up to several million states
and a billion transitions (see Table 1), and that most of the computation time
is spent on constructing the safety controller and the unweighted arena (i.e.
without edge costs). As this basic arena is independent of the choice of c and λ,
it can be reused to solve different λ-DPGs. Solving such a game is fast unless λ
tends to 1, and therefore our tool chain allows to easily construct and evaluate
controllers for several different values of λ and choices of the cost function c.
Our explanation for the subpar performance of the controller obtained for
λ = 1 is that this reflects the conservative over-approximation used in the con-
struction of the symbolic model. In the game on the symbolic system, the adver-
sary player (Pmax) chooses successors for sequences of inputs from the symbolic
states, which may lead to transition sequences that can never occur in the con-
crete system. This overestimation of reachable states increases as the length of
the sequence increases. In the case of an MPG, the controller (Pmin) optimizes
its inputs to guard against the worst-case for arbitrarily long sequences. It may
choose any strategy that achieves the optimal value v, even a very conservative
one. As seen in Table 2, the optimal value of the MPG is usually much higher
than the actually achievable minimal costs. To support our hypothesis, we tried
to simulate the worst-case behaviour by extracting the optimal strategy σmax
of Pmax from the MPG for the HVAC system and testing if we could chose a
disturbance ω(t) ∈ ([−10, 10]× [−10, 10])∩ (Z× Z) in each time step leading to
a successor in accordance with σmax. However, this was impossible most of the
time, and we could not enforce the worst-case costs. While this approach does
not cover all possible disturbance signals, it still gives an indication that many
transitions of the symbolic system can not occur in the concrete system.
To reduce this gap, one might choose a finer approximation, however this
is often impossible due to the increasing size of the symbolic system. Using
discounted payoff functions comes at no additional cost and leads to better
performing controllers. This is due to their focus on optimization towards the
near future, which offsets the error from the overapproximation.
7 Summary
In this paper we studied different quantitative implementation strategies of
safety controllers for perturbed, nonlinear, control systems. We use normalized
λ-discounted costs in order to define the costs accumulated along a run of the
system. The normalization allows us to also cover the limit-average costs for
λ → 1− thereby also obtaining a unified presentation of previous results. We
present two case studies and conduct a systematic analysis to illustrate the ef-
fects of different choices of cost functions and discount parameters. We show
that carefully choosing λ allows us to reduce the limit-average cost associated
with the refined controller quite drastically when compared to the fixed values
of λ = 12 and λ → 1
− found in [13] and [19], respectively. Our explanation for
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this is that by carefully choosing λ the safe, yet pessimistic over-approximation
used for the construction of the symbolic model can be offset at least to some
extent. With our existing tool-chain it is effectively possible to sample for differ-
ent choices of λ in a reasonable amount of time for symbolic models consisting
of up to several millions of states.
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