A hybrid genetic algorithm is proposed for the sequential ordering problem. It is known that the performance of a genetic algorithm depends on the survival environment and the reproducibility of building blocks. For decades, various chromosomal structures and crossover operators were proposed for the purpose. In this paper, we use Voronoi quantized crossover that adopts complete graph representation. It showed remarkable improvement in comparison with state-of-the-art genetic algorithms.
Introduction
Given n nodes, sequential ordering problem (SOP) is the problem of finding a Hamiltonian path of minimum cost satisfying given precedence constraints. Formally, given a set of nodes V = {1, 2, . . . , n} and cost matrix C = (c ij ), c ij ∈ N ∪ {∞}, i, j ∈ V , it is the problem of finding a Hamiltonian path π that satisfies precedence constraints and minimizes the following:
Here, the precedence constraints are marked by infinity (∞) in the cost matrix, i.e., if c ji = ∞, node j cannot precede node i in the path. The relationship is denoted by i ≺ j; node i is called a predecessor of node j and node j is called a successor of node i. It is assumed that the path starts at node 1 and ends at node n, i.e., 1 ≺ i and i ≺ n for all i ∈ V \ {1, n}. Generally, the cost matrix C is asymmetric and the precedence constraints are transitive and acyclic. The problem is also called 'asymmetric Hamiltonian path problem with precedence constraints'. The special case of SOP with empty precedence constraints is reduced to asymmetric traveling salesman problem (ATSP). As ATSP is an NP-hard problem, so is SOP.
The problem arises in various practical fields such as manufacturing, routing, and scheduling. However, not very much attention has been paid to the problem, while TSP, which is a reduction of SOP, has been one of the most popular problems in the combinatorial optimization area. Cutting-plane approach [1] , Lagrangian relax-and-cut method [2] , and branch-and-cut algorithm [3] are mathematical model-based approaches. The genetic algorithm using a crossover called maximum partial order/arbitrary insertion (MPO/AI) [4] and the hybrid ant colony system called HAS-SOP [5] are state-of-the-art metaheuristics for SOP. Path preserving 3-Opt (pp-3-Opt) algorithm and its variants such as SOP-3-exchange [5] are the most popular local improvement heuristics for hybrid metaheuristics.
In this paper, we propose a new genetic algorithm for SOP. We adopt Voronoi quantized crossover to exploit the topological linkages of genes in the genetic search. The crossover is based on complete graph representation.
The rest of this paper is organized as follows. We mention the background in Section 2 and describe the proposed genetic operators in Section 3. The experimental results are provided in Section 4. Finally, the conclusions are given in Section 5.
Background
The building block hypothesis implies that the power of a genetic algorithm lies in its ability to create and grow the building blocks efficiently. Building blocks appear in interactive gene groups. The interaction between genes means the dependence of a gene's contribution to the fitness upon the values of other genes. The interaction is also called epistasis in GA, although it is wider than the biological definition of epistasis [6, 7, 8] .
A gene group is said to have strong linkage if the survival probability of the corresponding schema is higher than normal, and it is said to have weak linkage otherwise [6] . To make building blocks survive through recombinations, we must let the strongly epistatic gene groups have stronger linkage than ordinary gene groups [6, 9] . The linkage of a gene group is affected by various factors. Particularly, the linkage determined by the relative positions of genes in the chromosome is called topological linkage [10] . In the case, each gene is placed in an Euclidean or non-Euclidean space, called chromosomal space, to represent the linkages between genes. In order to make the topological linkages reflect well the epistatic structure of a given problem, we need to choose an appropriate chromosomal structure. The chromosomal structure here means the conceptual structure of genes used for the crossover operator. A typical chromosomal structure is one-dimensional array. In general, multi-dimensional representations are more advantageous than simple one-dimensional representations for highly epistatic problems [10] . For example, two-dimensional array, two-dimensional real space (plane), and complete graph are available.
Recently, a large number of genetic algorithms that exploit the topological linkages of genes have been proposed. They are classified into three models: static linkage model, adaptive linkage model, and evolvable linkage model [10] . The linkages are fixed during the genetic process in the static linkage model. They adaptively changes in the adaptive linkage model, and evolve in parallel with the allele values in the evolvable linkage model. We adopt the Voronoi quantized crossover [11] and apply the static linkage model in this paper.
Genetic Operators

Voronoi Quantized Crossover
In Voronoi quantized crossover (VQX), a chromosome is a complete graph of genes where each edge weight, called genic distance, reflects the epistatic strength between the two corresponding genes. The graph is directed if the genic distance is asymmetric. In fact, the genes are assigned a position in a non-Euclidean space defined by the genic distances. By adopting such a non-Euclidean chromosomal space, we aim to reflect the epistases with minimal distortion in the crossover. The proposed heuristic for the genic distance assignment is described in Section 3.2. VQX was applied to the traveling salesman problem for the first time [11] . Applying VQX to SOP needs considerable modification. We describe the VQX for SOP in the following.
For the problem, we use the locus-based encoding 1 as in [12] ; one gene is allocated for every node and the gene value represents the index of its next node in the path. VQX has a simple structure. Figure 1 shows the pseudo code
S ← Extract path segments from o; 4.
S ← PrecCycleDecomposition(S); 5.
s0 ← the segment that contains node 1 in S; 6.
S ← S \ {s0}; 7.
do { 8.
s ← the nearest segment from s0 among the segments, in S, 9.
all whose predecessors are already contained in the segment 10.
itself or in s0; 11.
Attach s to s0; S ← S \ {s}; 12.
} while (|S| > 0); 13.
o ← the solution of the segment s0; 14.
return o ; 15. } of VQX where n is the number of genes and k is the crossover degree ranged from 2 to n. The function d g : I 2 → R represents the genic distance. The two parents and the offspring are denoted by p 1 , p 2 , and o, respectively. Following the convention, the notation "arg min" takes the argument that minimizes the value. Given a number of vectors, the Voronoi region of a vector is defined to be the nearest neighborhood of the vector [13] . In VQX, the chromosomal space defined by d g is quantized into k Voronoi regions determined by the k randomly selected genes (lines 4-7), then a sort of block-uniform crossover [14] is performed on the regions (lines 8-13). We use a random tie-breaking in the calculation of "arg min" in the crossover (line 6).
The part of gene inheritance (lines 8-13) goes as follows. At first, each region is masked white or gray at random. The white and gray correspond to 0 and 1, respectively, in line 8. Then the genes in the white regions are inherited from parent 1 and the others are inherited from parent 2 (lines 9-13). At this time, the gene values are not always copied but only when a gene (gene i) and the gene pointed by it (gene p 1 [i] or gene p 2 [i]) belong to the same-colored region. That is, an arc in a parent has a chance to survive in the offspring when both end points belong to the same-colored region(s). The word nil is used for the genes whose values are not determined. As a result, a partial solution consisting of path segments is generated. We use a greedy approach to repair it. Figure 2 shows the pseudo code of the greedy repair. Beginning with the segment containing node 1 (lines 5-6), it repeatedly merge segments available (lines 7-12). An available segment is a segment all whose predecessors are contained in the segment itself or in the segments already merged.
Because the segments are inherited from the two parents, it may include precedence cycles. Therefore, a precedence cycle decomposition algorithm is re-
for each node i in s { 9.
for each predecessor ip of i { 10.
sp ← the segment contains ip in S;
Split s into s and s ; 14.
S ← S \ {s} ∪ {s , s }; 15.
goto START; 16.
} else { 17.
} while (|D| < |S|); 24.
return S; 25. } quired before merging the segments (line 4 in Figure 2 ). Figure 3 shows the pseudo code of the algorithm. The algorithm inspects the precedence relationships between the segments and if it finds a precedence cycle, it decomposes the cycle by splitting a segment involved in the cycle into two sub-segments (lines [13] [14] . The splitting point is determined to be the position before the node i or the position after the node i in the figure. The position with more balanced sizes of the resulting segments is preferred. The splitting is repeated until no cycle is found (lines 3-23). TransitiveClosure() returns the transitive closure of a precedence relation T (line 18). Figure 4 shows an example of VQX for SOP. In the figure, the nodes (genes) and the non-trivial precedence constraints are drawn by small circles and dashed arrows, respectively. For the convenience of illustration, we assumed the chromosomal space to be a two-dimensional Euclidean space. The assumption is merely for the visualization. At first, the chromosomal space is quantized into nine Voronoi regions as in (a). Then, the offspring inherits path segments from the parents. Figures 4(b)-(c) shows the two parents and Figure 4 inherited path segments. By the precedence cycle decomposition, the segment s in (d) is split into segments s and s in (e). Finally, an offspring is generated by the greedy repair as in (f).
Genic Distance Assignment
We apply the static linkage model to the genetic algorithm, i.e., the genic distances are assigned statically before running the genetic algorithm. Intuitively, an ideal value of a genic distance is a value inversely proportional to the strength of the epistasis. However, no practical method to get the exact values of the epistases is known yet. Therefore, we rely on heuristics. The genic distance from gene i to gene j is defined as
where V is the set of nodes and c pq is the (p, q) element of the cost matrix. It is based on the fact that the epistasis reflects the topological locality of the nodes. The genic distance is asymmetric as the cost matrix C is asymmetric.
Heterogeneous Mating
It is known that VQX shows faster convergence than other crossovers; this may cause the premature convergence of genetic algorithms. To avoid it, we use a special type of mating used in [11] . In the mating, each individual is mated with one of its dissimilar individuals. Hollstien called this type of breeding a negative assortive mating [15] . The heterogeneous mating is done similarly to a selection method called crowding [16] . First, given an individual p 1 , m candidate individuals are selected from the population P by roulette-wheel selection. Among them, the most different one from p 1 is selected as p 2 . Hamming distance 2 is used for the distance measure. The heterogeneous mating improved the performance of VQX by slowing down the convergence of the genetic algorithm. It is notable that we could not found any synergy effect between the mating and other crossovers such as k-point crossover and uniform crossover in our experiments.
Properties of VQX
VQX has two notable properties:
-Convexity -Voronoi regions are convex 3 (see [13] p. 330). -Diversity -It has n k 2 k crossover operators.
In VQX, genes in the chromosome are quantized into several groups by randomly selected Voronoi regions, and the gene values in the same group are inherited from the same parent. Therefore, the first property that Voronoi regions are convex implies that the gene groups of relatively short genic distance have high survival probabilities, i.e., strong linkages. The other property means that VQX has a lot of crossover operators. The number of crossover operators affects the creativity of new schemata. The number of crossover operators of k-point crossover is n−1 k . For n = 10000 and k = 12, for example, VQX has about 10 43 crossover operators, while k-point crossover has about 10
39 . However, we should mention that we do not pursue the maximal number of crossover operators.
Experimental Results
The genetic algorithms used in this paper are steady-state hybrid genetic algorithms. Figure 5 shows the template. In the template, n is the problem size, m is the group size of heterogeneous mating, k is the crossover degree, and d g is
Initialize population P ; 4.
repeat { 5.
p1 ← Selection(P ); 6.
p2 ← MateSelection(P, m, p1);
o ← LocalImprovement(o); 10.
P ← Replacement(P, p1, p2, o); 11.
} until (stopping condition); 12.
return the best of P ; 13. } the genic distance. The two selected parents and the offspring are denoted by p 1 , p 2 , and o, respectively. The genetic operators and their parameters used in this paper are summarized in the following.
-Population Initialization -Initial solutions are generated at random, then the local improvement algorithm is applied to each of them. All the solutions in the population are feasible. -Population Size -|P | = 50.
-Selection -Roulette-wheel selection, i.e., the fitness value f i of the solution i is calculated as
where C i , C w , and C b are the costs of the solution i, the worst solution, and the best solution in the population, respectively. The fitness value of the best solution is five times as great as that of the worst solution in the population. -Group Size of Heterogeneous Mating -m = 3.
-Crossover Degree -k = 6. -Mutation -Five random feasible-path-preserving 3-exchanges are applied to each offspring with probability 0.1. Figure 6 shows a symbolic drawing of the exchange. -Local Improvement -A simple path-preserving 3-Opt (pp-3-Opt) algorithm is used. In the algorithm, a path-preserving 3-exchanges of maximum gain is selected and performed repeatedly. The gain of an exchange, with Figure  6 as an example, is computed by
where c pq is the (p, q) element of the cost matrix. For efficient feasibility checking, a marking technique is used as the SOP labeling procedure in [5] . -Replacement -A variant of preselection [17] is used as in [12] . Each offspring is replaced with (i) its more similar parent if the offspring is better, (ii) the other parent if the offspring is better, (iii) the worst solution in the population, otherwise. -Stopping Condition -Until 70 percent of the population converges with the same cost as the best solution. This takes account of the cases that more than one best solution of the same quality competes with each other.
The algorithms were implemented in C on Pentium III 1132 MHz running Linux 2.2.14. We tested on eighteen SOP instances taken from [18] . They are all instances that have more than seventy nodes. Tables 1-3 compare the performance of VGA with DGA and MGA. VGA represents the genetic algorithms using Voronoi quantized crossover (VQX) with the genic distance assignment heuristic described in Section 3.2. DGA and MGA represent the genetic algorithms using distance preserving crossover (DPX) and maximum partial order/arbitrary insertion (MPO/AI) 4 [4] , respectively. DPX tries to generate an offspring that has equal Hamming distance to both of its parents, i.e., its aim is to achieve that the three Hamming distances between offspring and parent 1, offspring and parent 2, and parent 1 and parent 2 are identical. It was proposed originally for traveling salesman problem [19] . In MPO/AI, the longest common subsequence (maximum partial order) of the two parents is inherited to the offspring and the crossover is completed by repeatedly inserting arbitrary nodes (arbitrary insertion) not yet included into a feasible position of minimum cost. The same local improvement algorithm was used in all the genetic algorithms. In the tables, the frequency of finding solutions better than or equal to the best-known (BK#), the best cost (Best), average cost (Avg), group standard deviation (σ/ √ t), average generation (Gen), and average running time (Time) are presented. We got the results from 1000 (= t) runs on ESC78, ft70. * , kro124p. * , rbg1 * , and 50 runs on prob.100, rbg2 * , and rbg3 * . The values (%) after the best and average costs represent the percentages above the best-known 5 . VGA outperformed other genetic algorithms for twelve instances, while DGA and MGA outperformed the others for four instances and one instance, respectively. VGA broke the best-known for prob.100, rbg323a, and rbg341a. All three genetic algorithms consumed comparable running time for all instances except prob.100, rbg341a, rbg358a, and rbg378a. The overall results show that VGA is the most efficient and stable among them. 
Conclusions
In this paper, we proposed a new hybrid genetic algorithm for the sequential ordering problem (SOP). It adopts a crossover, called Voronoi quantized crossover (VQX), on a complete graph representation. The crossover was modified by employing several new features for SOP. In the experiments, the proposed genetic algorithm outperformed state-of-the-art genetic algorithms for SOP. We suspect that the power of VQX is based on two main properties, convexity and diversity. The properties are believed to improve the performance of genetic algorithms by encouraging the survival probability and reproducibility of high-quality building blocks in the genetic process.
