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The likelihood an event will occur
Expressed as a number between 0 and 1 
(0 = impossible, 1 = certain)
As a percent: 10%
As a decimal: 0.10














Probability is the 








*Pierre-Simon Laplace, Philosophical Essays on Probability. Translated from the 5th French edition of 1825 by Andrew I. Dale, (New York: Springer-Verlag, 1995), p. 1. 
“The most important questions 
in life are, for the most part, 







“…we cannot understand the 
scientific method without a 
previous investigation of the 
different kinds of probability.”*






“Nature permits us to 
calculate only probabilities. 
Yet science has not collapsed.”
Richard P. Feynman

























































occur as a 
























Joint Probability P(A & B)
12
Likelihood that 2 
or more events 










Scientific study of probability
14
Two 17th century French mathematicians (Blaise Pascal & 
Pierre de Fermat) codified probability theory
Pascal enlisted de Fermat to solve a gambling problem







*Pierre-Simon Laplace, Philosophical Essays on Probability. Translated from the 5th French edition of 1825 by Andrew I. Dale, (New York: Springer-Verlag, 1995), p. 123. 
“It is remarkable that a science 
[probability] that began by considering 
games of chance should itself be raised 
to the ranks of the most important 








The Development of Mathematics (p. 154). Cited in C. C. Gaither and A. E. Cavazos-Gaither, “Statistically Speaking” A Dictionary of Quotations, London: IOP Publishing Ltd., 1996)
“Games of chance are probably as 
old as the human desire to get 
something for nothing; but their 
mathematical implications were 
appreciated only after Fermat and 
Pascal reduced chance to law.”
16
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What sparked Pascal’s interest in Probability?
In 1654, Antoine Gombaud (Chevalier de Méré) asked 
Pascal for help solving a problem about a game of dice
Gombaud was an intellectual, not a gambler
The Question: Is betting even money on rolling a 












Pascal confers with 
de Fermat
Their letters lay out 
probability theory











Not a smart bet P(~6,~6) = 35/36 or ≈0.9724
P(~6,~6|24 Rolls) = 
0.972424 ≈ 0.5086
Losing bet more 




25 rolls needed for a winning bet
21









The probability of 
any event happening 



















The probability of a series 
of events that cannot 
happen simultaneously 
can be found by adding 





A. N. Kolmogorov, Foundations of the Theory of Probability. Translator: N. Morrison, (New York: Chelsea Publishing, 1956) 
25
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Three Approaches to Probability




Three Approaches to Probability
Objective
Classical
Based on a priori 
probability
Empirical
Based on relative 
frequencies
Subjective







Probabilities are known a priori (before the event)
Odds of winning at dice, coin flips, or a lottery
P(Craps) = P(2, 3, 12)





A posteriori probability (after the fact)








Belief is based on a person’s knowledge, 
belief, judgment, hunches, or biases




The Law of Large Numbers
“Let’s suppose that we toss up a penny a 
great many times; the results of the 
successive throws of this series seem to occur 
in utter disorder….The irregularity of the 
single instances diminish when we take a 
large number, and at last seem for all 
practical purposes to disappear.” 








Law of Large Numbers*
French naturalist Comte de Buffon (1707-1788) tossed a coin 4040 times. 
Result: 2048 heads, a proportion of 2048/4040 = 0.5069 of heads 
At around 1900 the English statistician Karl Pearson tossed a coin 24,000 
times. Result: 12,012 heads, a proportion of 0.5005
The English mathematician John Kerrich, while imprisoned by the Germans 
during World War II, tossed a coin 10,000 times. Result: 5067 heads, a 
proportion of 0.5067




Notion that the odds for something with a fixed 
probability depend on recent occurrences
The gambler believes that something is “due”





Suppose we flip a 
coin ten times 
and get all heads?














Addition and Multiplication Rules
Addition Rules
(Think “Or”)
Special Rule of Addition 
(Mutually Exclusive Events)




Special Rule of Multiplication 
(Independent Events)





Complement or Subtraction Rule
Used to find probability of an event not happening 
by subtracting the probability of that event from 1
P(6,6) = 1/36 ≈ 0.02778










Events A and ~A are 
Mutually Exclusive & Collectively Exhaustive
38
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Special Rule of Addition
Probability of 2 or more mutually exclusive events
P(A or B or C) = P(A) + P(B) + P(C)
Probability of “craps” P(rolling a 2, 3, or 12)










General Rule of Addition
Deals with the probability of two or more non-
mutually exclusive events occurring
P(A or B) = P(A) + P(B) – P(A and B)










General Rule of Addition (example)
Deck of playing cards has 4 suits: 
Hearts, Clubs, Diamonds, and Spades
13 cards in a suite: Ace, 2, 3, 4, 5, 6, 7, 8, 9, 
10, Jack, Queen, and King
What’s the probability of selecting a 
Spade or a King?
52 cards with 13 Spades, 4 Kings






General Rule of Addition
P(King or Spade) =
P(King) + P(Spade) – P(King of Spade)




Special Rule of Multiplication
Applies to two or more independent events occurring at the same time
Independent events: P(A|B) = P(A)
P(A and B and C) = P(A) * P(B) * P(C)






P(~6,~6) = 0.9722, found by 1 – 0.0278
P(~6,~6|24 Throws) = P(~6,~6)1 * P(~6,~6)2 *…* P(~6,~6)24




General Rule of Multiplication
Applies to the probability of two or 
more dependent events happening





General Rule of Multiplication:
M&Ms Example
48
What’s the probability of selecting 3 red
M&Ms when the candy is not returned 
after selection?












General Rule of Multiplication:
M&Ms Example
P(Red1 & Red2 & Red3) = P(R1)*P(R2|R1)*P(R3|R2)
=13/57 * 16/56 * 15/55 =
=0.2280 * 0.2143 * 0.2039 = 0.0098












Putting it all together
Probability that Apple’s 
stock will increase in value 
next year is 70% (Subjective 
Probability)
Probability that Microsoft’s 
stock will increase in value 
next year is 50% (Subjective 
Probability)
What’s the probability the 
value of one or both stocks 
will increase?








= P(MS and ~Apple) = P(0.5*0.3) = 0.15
= P(~MS and Apple) = P(0.5 * 0.7) = 0.35
= P(MS and Apple) = P(0.5 * 0.7) = 0.35


























In 1990, the Monty Hall Paradox 
was posed by Marilyn vos Savant 
in her “Ask Marilyn” weekly 




The paradox is based on a game 
similar to the ones played on 











…2 goats and a car. Each of the prizes is 




A lucky contestant picks 1 door and 




You are the contestant 






You pick Door #A




What is the probability of 


















Are the odds of 
winning now 50-50

















Your chance of winning 
the car changes based 





By switching doors your 
chance of winning the
car jumps from 1 in 3








“…[vos Savant’s] solution is 
astounding in its simplicity and more 
compelling than any I have seen in 
many textbooks. She made a list of 
the three possible arrangements of 
doors and goats, along with the 
corresponding outcomes under the 







Door Outcome if Outcome if
Door 1 Door 2 Door 3 You Switch You Stay
Car Goat Goat Lose Win
Goat Car Goat Win Lose





Vos Savant received over 10,000 























One even suggested that she erred 




















If there are m ways of doing one thing and n ways of 
doing another, there are m x n ways of doing both
A car comes in 9 colors and 3 body styles
How many arrangements of colors and body styles are 
there?





A car comes in 9 colors, 3 body styles, & 2 engines
How many arrangements of colors, body styles, and 
engines are there?




How many 5-digit numeric codes are available?
82
A * B * C * D * E = Answer
10 * 10 * 10 * 10 * 10 = 100,000
82
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How many 5-digit numeric codes are available?
Cannot use #5
83
A * B * C * D * E = Answer




How many 5-digit numeric codes are available?
No number can repeat
84
A * B * C * D * E = Answer
10 * 9 * 8 * 7 * 6 = 30,240
84
Clear-Sighted Statistics
How many 5-digit codes are available?
Can use numbers and letters
85
A * B * C * D * E = Answer




It expresses the number of ways n elements can be 
ordered
4 widgets:
4! = 4 x 3 x 2 x 1 = 24
5 widgets:










A Combination is the number of ways to select r objects 
from a group of n objects without regard to order
88
Where: n: Number of objects or elements
r: Number of objects selected







A circus has 5 elephants: How many ways can it 























A Permutation is the number of ways to select r objects from 
a group of n objects when order matters
92
Where: n: Number of objects or elements
r: Number of objects selected







A circus has 5 elephants: How many ways can it 



























Select 5 numbers from 1 to 69





1) Use combinations, then













Bayes’ Theorem: Revises predictions 
as more information is acquired
101
“It’s tough to make predictions, 





History of Bayes’ Theorem 
Bayes’ Theorem is concerned with 
how probabilities change with new 
data
After his death, Richard Price 









Years later, Laplace refined 
the Bayes’ idea and named 























Where: P(A1): The prior, the initial probability of event A1
P(A2): The prior, the initial probability of event A2
P(B|A1): The conditional probability of B, given that A1 occurred
P(B|A2): The conditional probability of B, given that A2 occurred
P(A1|B): Probability of A1 given that B has occurred
P(A1|B)=
P B|A1( )P A1( )
P B|A1( )P A1( )+P B|A2( )P A2( )
105
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Bayes’ Theorem: Monty Hall Problem 
106
P(A) = 1/3 = 0.333 P(~A) = 2/3 = 0.667
P(B) = 1/3 = 0.333 P(~B) = 2/3 = 0.667




You select Door A
Hall opens either Door B or Door C
He never opens the door hiding the car
Let’s say he opens Door B
Hall asks, “Do you want to switch to Door C?”






When Hall opened the 




Calculation 1: Probability of Hall opening 
Door B if the car is behind Door A




Calculation 2: Probability of Hall opening 
Door B if the car is behind Door B
Hall would never open the door concealing 
the car at this stage of the game
P(Open B|Car@B) = 0




Calculation C: Probability of Hall opening 
Door B if the car is behind Door C















0.50−0.333( )+ 1.000−0.333( )
= 0.667





Bayes’ Theorem and PSA Test
PSA test used to detect prostate cancer
PSA ≥ 4.0 suggests prostate cancer (men aged 60 – 70)
8.4% of men: PSA ≥ 4.0 (20% false positive rate)











Prostate-Specific Antigen (PSA) Test Men 60 up to 70 years old
PSA ≥ 4.0 is a Positive Result for Prostate Cancer





















P(P & C) = P(P)(P|C) = 0.084 * 0.80 = 0.0672
P(P & C) = P(P)(P|~C) = 0.084 * 0.20 = 0.0168
P(~P & ~C) = P(~P)P(~P|~C) = 0.916 * 0.75 = 0.6870
P(~P & C) = P(~P)P(~P|C) = 0.916 * 0.25 = 0.2290
P(~C) = P(Not Prostate Cancer)P(~P) = P(Negative PSA)
P(C) = P(Prostate Cancer)P(P) = P(Positive PSA)
116
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The Misuse of Probability





Wife, mother & lawyer
Born in 1964 in the UK
Father: 




Tragedy #1: Death of her 11-week-old son
Christopher dies in his 
“Moses Basket” at the 
end of 1996






Tragedy #2: Death of second infant son
120
Harry dies in his “Bouncy Chair” 
in January 1998
Coroner: Death from natural 
causes









The State’s Expert Witness
Author: ABC of Child Abuse
Meadow’s Law: “One sudden infant death is 
a tragedy, two is suspicious and three is 
murder, until proved otherwise.”
Hypothesized that 40% of crib 
deaths are murders
122
Dr. Samuel Roy Meadow, MD
122
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Meadow applies Special Rule of Multiplication
P(SIDS) = 1 in 8,544* or 0.00011704
P(SIDS1) x P(SIDS2) = 8,544 x 8,544,
or 1 in 73 million




November 1999: Clark convicted based 




Was Dr. Meadow’s testimony sound?
NO! 




Royal Statistical Society: #1
“…approach is, in general, statistically invalid. It would only 
be valid if SIDS cases arose independently within families, an 
assumption that would need to be justified empirically. Not 
only was no such empirical justification provided in the case, 
but there are very strong a priori reasons for supposing that 
the assumption will be false. There may well be unknown 
genetic or environmental factors that predispose families to 





Royal Statistical Society: #2
“The well-publicised figure of 1 in 73 million thus has 
no statistical basis. Its use cannot reasonably be 
justified as a ‘ballpark’ figure because the error 
involved is likely to be very large, and in one 
particular direction. The true frequency of families 
with two cases of SIDS may be very much less 






What happened to Ms. Clark?
During 2nd appeal, the court declared that Meadow’s numbers were 
subject to qualifications that were never presented to jury
January 2003, Clark’s conviction overturned and she was freed from 
prison
Attorney General orders review of hundreds of similar cases and two 
convicts were freed









Believing in God is the best bet
130
The Wager God Exists God Doesn't Exist
Wager for God Ticket to Heaven No gain or loss
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