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Abstract. This paper analyzes the local properties of the symmetric interior penalty upwind
discontinuous Galerkin (SIPG) method for the numerical solution of optimal control problems gov-
erned by linear reaction-advection-diﬀusion equations with distributed controls. The theoretical and
numerical results presented in this paper show that for advection-dominated problems the conver-
gence properties of the SIPG discretization can be superior to the convergence properties of stabilized
ﬁnite element discretizations such as the streamline upwind Petrov Galerkin (SUPG) method. For
example, we show that for a small diﬀusion parameter the SIPG method is optimal in the interior
of the domain. This is in sharp contrast to SUPG discretizations, for which it is known that the
existence of boundary layers can pollute the numerical solution of optimal control problems every-
where even into domains where the solution is smooth and, as a consequence, in general reduces
the convergence rates to only ﬁrst order. In order to prove the nice convergence properties of the
SIPG discretization for optimal control problems, we ﬁrst improve local error estimates of the SIPG
discretization for single advection-dominated equations by showing that the size of the numerical
boundary layer is controlled not by the mesh size but rather by the size of the diﬀusion parameter.
As a result, for small diﬀusion, the boundary layers are too “weak” to pollute the SIPG solution into
domains of smoothness in optimal control problems. This favorable property of the SIPG method is
due to the weak treatment of boundary conditions, which is natural for discontinuous Galerkin meth-
ods, while for SUPG methods strong imposition of boundary conditions is more conventional. The
importance of the weak treatment of boundary conditions for the solution of advection dominated
optimal control problems with distributed controls is also supported by our numerical results.
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1. Introduction. We analyze the convergence behavior of symmetric interior
penalty upwind discontinuous Galerkin (SIPG) methods for the numerical solution
of linear-quadratic optimal control problems governed by advection dominated ellip-
tic partial diﬀerential equations (PDEs) with distributed controls. In particular, we
show that for a small diﬀusion parameter the SIPG method is optimal in the interior
of the domain. This is in sharp contrast to stabilized continuous ﬁnite element dis-
cretizations. For example, we have shown in [17] that underresolved boundary layers
in streamline upwind Petrov Galerkin (SUPG) methods can pollute the numerical
solution of optimal control problems everywhere even into domains where the solu-
tion is smooth. In order to prove the favorable convergence properties of the SIPG
discretization for optimal control problems, we also improve local error estimates in
[16] for the SIPG discretization for single advection-dominated PDEs. We demon-
strate numerically that the favorable convergence properties of the SIPG method is
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LOCAL ERROR ESTIMATES FOR OPTIMAL CONTROL PROBLEMS 2013
due to the weak treatment of boundary conditions which is natural for discontinuous
Galerkin methods, while for SUPG methods strong imposition of boundary conditions
is more conventional. Another important aspect of this work is that we estimate the
discretization error in local norms. This is crucial for advection dominated problems
since the constants in these local estimates depend only on the solution and its deriva-
tives in regions where these are well behaved. Almost all other convergence analyses
for advection dominated optimal control problems use global norms which are not
very informative, since the constants in these estimates involve the derivatives of the
solution in boundary layers and can be huge.
Let Ω be a bounded open, convex domain in R2 (or in R) and Γ = ∂Ω. We
consider the model problem
(1.1a) minimize
1
2
∫
Ω
(y(x) − ŷ(x))2dx+ α
2
∫
Ω
u2(x)dx
subject to
−εΔy(x) + β · ∇y(x) + r(x)y(x) = f(x) + u(x), x ∈ Ω,(1.1b)
y(x) = d(x), x ∈ Γ,(1.1c)
where f, r, ŷ, d are given functions, the advection β ∈ R2 is constant, diﬀusion, and
regularization parameters ε, α > 0 are given scalars. We refer to u as the control, to
y as the state, and to (1.1b), (1.1c) as the state equation.
Discontinuous Galerkin (DG) methods are attractive alternatives to stabilized
continuous ﬁnite element methods for the numerical solution of advection-diﬀusion-
reaction PDEs [2, 7, 9, 10, 15, 16, 19, 20, 31] because, e.g., they provide greater
ﬂexibility to locally adapt the mesh or the polynomial degree of the basis functions
which implies better ability to capture ﬁne scales of the solution. The literature on
DG methods for advection diﬀusion PDEs is already substantial and the research
in this area is still active. Surprisingly, there are almost no theoretical or numerical
analyses of DG methods for the spatial discretization of optimal control problems such
as (1.1). See [8, 30] for some work in this area. Almost all analyses of discretization
methods for advection dominated optimal control problems has focused on stabilized
ﬁnite element methods. See, e.g., [1, 4, 5, 12, 17, 18, 24].
The analysis of discretization schemes for advection dominated optimal control
problems is particularly important for reasons which are related to the fact that
the numerical solution of such optimal control problems requires the solution of an
optimality system which consists of the state equation (1.1b), (1.1c), the adjoint
equation
−εΔλ(x)− β · ∇λ(x) + r(x)λ(x) = −(y(x)− yˆ(x)), x ∈ Ω,(1.2a)
λ(x) = 0, x ∈ Γ,(1.2b)
and the equation
λ(x) = αu(x), x ∈ Ω.(1.3)
Like the original state equation (1.1b), (1.1c), the adjoint equation (1.2) is also an
advection-diﬀusion equation, but with advection −β instead of β. Discretization
methods applied to advection dominated optimal control problems can introduce in-
consistencies in the discretization of the adjoint PDE which can negatively impact
D
ow
nl
oa
de
d 
07
/0
2/
13
 to
 1
68
.7
.2
09
.1
66
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
2014 DMITRIY LEYKEKHMAN AND MATTHIAS HEINKENSCHLOSS
the convergence behavior. See, e.g., [5, 11, 12, 22]. Additionally, as a result of the
transport of information in the optimality system in the direction of the advection in
the state PDE as well as in the direction of its negative in the adjoint PDE, the con-
vergence properties of a discretization method applied to the optimal control problem
can be substantially diﬀerent from the convergence properties of the discretization
method applied to a single advection-dominated PDE. In [17] we provided a detailed
local convergence analysis for SUPG applied to advection dominated optimal control
problems. In particular, we have shown in [17] that any boundary layer in either state
or adjoint PDE pollutes the numerical solution everywhere in the entire domain, even
in subregions where the exact solution is smooth. This reduces the order of conver-
gence to only ﬁrst order. This is in sharp contrast to the case of a single PDE, where
it has been shown analytically that neither layers pollute the numerical solution into
domain of smoothness (see, e.g., [29]). As we have mentioned earlier, the goal of this
paper is to show that the SIPG methods do not suﬀer from a deterioration in the
order convergence and that the SIPG method is optimal in the interior of the domain.
We estimate the discretization error in local norms, i.e., we derive a priori bounds
for the error localized in subdomains Ω0 ⊂ Ω away from regions where layers occur.
The right-hand sides in our error bounds involve derivatives of the solution y, u, λ
of (1.1) restricted to Ω0 ⊂ Ω. Since interior or boundary layers of the solution
are located outside Ω0, the right-hand sides of our bounds are independent of ε.
Therefore, our local error bounds are much more descriptive than the error bounds in
[4, 5, 11, 12, 18, 24, 30], which use global norms. The constants in these global norm
estimates involve the derivatives of the solution in boundary layers and can be huge.
We show that interior layers do not pollute the numerical solution obtained using
SIPG into subdomains of smoothness. This nice property was also shown in [17] for
the SUPG method. However, in the presence of boundary layers the situation is more
complicated and the convergence properties of the SIPG and SUPG discretizations
diﬀer dramatically. We show that if ε  h, the layers are too “weak” to pollute
the numerical solution obtained using SIPG and, for example, the convergence rates
in the L2-norm are optimal almost until the error is of order ε. This is in sharp
contrast to the SUPG method, where only ﬁrst order convergence rates in general can
be expected. The explanation of this strange at ﬁrst fact lies in treatment of Dirichlet
boundary conditions. The SIPG method naturally enforces the boundary conditions
weakly, while for SUPG methods strong imposition of the boundary conditions is
more common. For small ε the numerical solution must not only approximate the
exact solution, but also the solution to the reduced problem, which can be formally
obtained by taking ε = 0. The reduced version of the state equation only requires
Dirichlet boundary conditions on the inﬂow part of the boundary, but no conditions
are imposed on the reduced state at the outﬂow part of the boundary. Thus the
weak treatment of Dirichlet boundary seems more advantageous since it does not ﬁx
the numerical solution there. There have been several publications advocating weak
treatment of boundary conditions for advection-dominating problems even for the
SUPG method [3, 14, 26, 27].
If we take for granted that the DG solution well approximates the reduced prob-
lem, then the numerical boundary layers are not of order h, which one would naturally
expect, but of order ε. For ε  h this is quite remarkable. It means that the numeri-
cal layer is deep inside a skin layer of width of just a single element. This paper gives
a theoretical justiﬁcation of this observation. In particular, we improve the local error
estimates for a single equation of Guzma´n [16]. We show that the boundary layers
do not pollute the numerical solution into subdomains which are of order ε distance
D
ow
nl
oa
de
d 
07
/0
2/
13
 to
 1
68
.7
.2
09
.1
66
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
LOCAL ERROR ESTIMATES FOR OPTIMAL CONTROL PROBLEMS 2015
away from outﬂow boundary. In [16] the subdomain Ω0 had to be of order h distance
away form the boundary. This “small” improvement has important consequences for
optimal control problems. It implies that the pollution from the numerical boundary
layers that propagates into the domain is insigniﬁcant for mesh sizes ε  h and,
consequently, for ε  h is too weak to aﬀect the convergence rates.
We analyze the SIPG method, which has the property that the two discretiza-
tion strategies optimize-then-discretize and discretize-then-optimize lead to the same
discrete systems. The same is true for several other DG methods, but not all [22].
For those DG methods for which optimize-then-discretize and discretize-then-optimize
lead to the same result, we expect a similar error behavior as established for SIPG in
the sense that convergence in regions away from boundary or interior layers is equal
to what one can observe for these methods applied to PDEs with small advection.
The issue becomes a bit more involved for methods like the nonsymmetric interior
penalty discontinuous Galerkin method (NIPG) for which optimize-then-discretize
and discretize-then-optimize lead to diﬀerent systems. Typically, the discretize-
then-optimize approach leads to reduced convergence rates. For the optimize-then-
discretize approach, we expect that these methods exhibit a similar error behavior as
SIPG in the sense speciﬁed above. See, e.g., [11, 17, 22].
The rest of this paper is organized as follows. In the next section we state the
problem and the standard existence and regularity results. In section 3 we describe
the DG method. This section mainly introduces the notation used in this paper and
collects some basic results on DG needed in subsequent parts. Section 4 is devoted to
the analysis of the SIPG method applied to the state equation. The main result of this
section is Theorem 4.5, which improves the result of [16]. The SIPG discretization
error for the optimal control problem is analyzed in section 5. The main result in
the presence of interior layers is Theorem 5.1. The central result in the presence
of boundary layers is Theorem 5.2, which establishes optimal order convergence for
ε  h. Due to rather technical proofs, we only treat the problems with constant
advection ﬁeld β and in two dimensions. With appropriate changes the analysis can
be extended to three dimensions. Using techniques similar to the ones in [2] it seems
possible to relax the restriction of constant advection ﬁeld. However, this would make
this paper even more technical and distract from the main points of our analysis.
Finally, in section 6 we provide numerical illustrations of our theoretical ﬁndings. In
addition we demonstrate that if we impose the boundary conditions strongly in DG
methods, the numerical layer become of order h, even for ε  h, and the pollution
of order h spreads across the domain and reduces the convergence rates to the ﬁrst
order even far away from the layers and for high order elements. This is exactly what
one observed in [17] for the SUPG method.
2. Optimal control problem. In this section we give the precise statement of
the optimal control problem (1.1) and we collect well-known results on the existence,
uniqueness, and characterization of solutions. The problem set-up is identical to that
in [17]. We repeat the problem speciﬁcation and some basic results for completeness.
The results in this section hold for domains Ω ⊂ Rn and β ∈ Rn.
We deﬁne the state and control space
(2.1) Y =
{
y ∈ H1(Ω) : y = d on Γ} , U = L2(Ω)
and space of test functions
(2.2) V =
{
v ∈ H1(Ω) : v = 0 on Γ} .
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The weak form of the state equations (1.1b), (1.1c) is given by
(2.3) a(y, v) + b(u, v) = 〈f, v〉 ∀v ∈ V,
where
a(y, v) =
∫
Ω
ε∇y(x) · ∇v(x) + β · ∇y(x)v(x) + r(x)y(x)v(x)dx,(2.4a)
b(u, v) = −
∫
Ω
u(x)v(x)dx, 〈f, v〉 =
∫
Ω
f(x)v(x)dx.(2.4b)
We are interested in the solution of the optimal control problem
minimize
1
2
‖y − ŷ‖2L2(Ω) +
α
2
‖u‖2L2(Ω),(2.5a)
subject to a(y, v) + b(u, v) = 〈f, v〉 ∀v ∈ V,(2.5b)
y ∈ Y, u ∈ U.
We assume that
(2.6a) f, ŷ ∈ L2(Ω), β ∈ Rn, r ∈ L∞(Ω), d ∈ H3/2(Γ), α > 0, ε > 0,
and
(2.6b) r(x) ≥ r0 ≥ 0 a.e. in Ω.
The constant r0 is introduced to better trace the impact of the reaction term in some
estimates (cf. (4.7) and (4.10)).
Under the assumptions (2.6), the bilinear form a(·, ·) is continuous on V ×V and
V -elliptic. The theory in [23, sect. II.1] guarantees the existence of a unique solution
(y, u) ∈ Y × U of (2.5) and also provides necessary and, for our model problem,
suﬃcient optimality conditions. These are stated in the following result.
Theorem 2.1. If (2.6) are satisﬁed, the optimal control problem (2.5) has a
unique solution (y, u) ∈ Y × U . The functions (y, u) ∈ Y × U solve (2.5) if and only
if there exists an adjoint λ ∈ V such that
a(ψ, λ) = −〈y − yˆ, ψ〉 ∀ψ ∈ V,(2.7a)
b(w, λ) + α〈u,w〉 = 0 ∀w ∈ U,(2.7b)
a(y, v) + b(u, v) = 〈f, v〉 ∀v ∈ V(2.7c)
holds. The optimality system (2.7) has a unique solution (y, u, λ) ∈ Y × U × V .
The equation (2.7a) is the weak form of the so-called adjoint equation (1.2) It is
also an advection-diﬀusion equation, but advection is now given by −β. The equation
(2.7b) simply means that λ(x) = αu(x), x ∈ Ω (cf. (1.3)). The state equation (2.7c)
is the weak form of (1.1b).
Under our regularity assumptions (2.6a) on the data, the following regularity
result for the optimal states and corresponding adjoints is proven in [17].
Theorem 2.2. Let Ω be a bounded open convex subset of Rn and let the assump-
tions (2.6) be satisﬁed. There exists a positive constant C independent of ε such that
the unique solution of the optimal control problem (2.5) and the associated adjoint
satisfy (y, λ) ∈ H2(Ω)×H2(Ω) and
ε3/2‖y‖H2(Ω) + ε1/2‖y‖H1(Ω) + ‖y‖L2(Ω) ≤ C,
ε3/2‖λ‖H2(Ω) + ε1/2‖λ‖H1(Ω) + ‖λ‖L2(Ω) ≤ C.
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3. Discontinuous Galerkin discretization. From now on we restrict the dis-
cussion to a bounded domain Ω ⊂ R2. We discretize the system (2.7) by a discontin-
uous Galerkin (DG) ﬁnite element method. More speciﬁcally, the diﬀusion part will
be discretized using the symmetric interior penalty Galerkin (SIPG) method and the
advection-reaction part will be discretized by the upwind method. This section estab-
lishes notation used in the remainder of this section and collects some basic properties
of the SIPG method.
Let T = {Th}h be a family of conforming quasi-uniform triangulations such that
Ω = ∪τ∈Thτ , τi ∩ τj = ∅ for τi, τj ∈ Th, i = j. We set h = maxτ∈Th diam(τ). The
assumption that the triangulations are conforming can be relaxed in the formulation
of the discontinuous Galerkin discretization.
For an integer l and τ ∈ Th let Pl(τ) be the set of all polynomials on τ of degree
at most l. We deﬁne the discrete state and control spaces to be
Vh = Yh
def
=
{
y ∈ L2(Ω) : y |τ∈ Pk(τ) ∀τ ∈ Th
}
,(3.1a)
Uh
def
=
{
u ∈ L2(Ω) : u |τ∈ Pl(τ) ∀τ ∈ Th
}
,(3.1b)
respectively. The orders k, l ∈ N of the ﬁnite element approximation can be diﬀerent
for the states and the controls. Note that since discontinuous Galerkin methods
impose boundary conditions weakly, the space Yh of discrete states and the space of
test functions Vh are identical. To emphasize the connection between (2.7) and its
discretization by a discontinuous Galerkin method we use both Yh and Vh.
We split the set of all edges Eh into the set E0h of interior edges of Th and the set
E∂h of boundary edges so that Eh = E∂h ∪ E0h. Let n denote the unit outward normal
to Ω. We further decompose the boundary edges into edges E−h that correspond to
inﬂow boundary
Γ− def= {x ∈ ∂Ω : β · n(x) < 0} ,
and edges E+h that correspond to the outﬂow boundary Γ+ def= ∂Ω \ Γ−. That is, we
decompose E∂h = E+h ∪ E−h , where E+h def= E∂h \ E−h and E−h def=
{
e ∈ E∂h : e ⊂ Γ−
}
.
For e ∈ E0h we deﬁne the averages and jumps of y ∈ Yh by
[[y]]e(x) = lim
δ→0+
(
y(x− δne)− y(x+ δne)
)
(3.2a)
{∇hy}e(x) =
1
2
lim
δ→0+
(
ne · ∇y(x− δne) + ne · ∇y(x+ δne)
)
,(3.2b)
where ne is one of the normal unit vectors to e. For e ∈ E∂h
[[y]]e(x) = lim
δ→0+
y(x− δne), {∇hy}e(x) = lim
δ→0+
ne · ∇y(x− δne),(3.2c)
where ne is the outward normal unit vector to the boundary of Ω. Finally, we deﬁne
y±(x) = limδ→0+ y(x± δβ).
We use the following inner product and (semi-)norms. Let D ⊂ Ω. For an
integer k and a multi-index α we deﬁne (f, g)D =
∫
D fg, ‖f‖2D = (f, g)D, |f |2k,D =∑
|α|=k
∫
D
|Dαf |2, and ‖f‖2k,D =
∑
|α|≤k
∫
D
|Dαf |2. If D = Ω, we will drop the
subscripts.
3.1. Discontinuous Galerkin discretization of the state equation. In this
section we review discontinuous Galerkin discretizations of the state equation (1.1b)
for a ﬁxed control u. We follow [19]. As mentioned before, the diﬀusion part is
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discretized using the SIPG method and the advection-reaction part is discretized by
the upwind method. By he we denote the length of an edge e ∈ Eh and σ is a positive
parameter to be determined later.
For y, v ∈ Vh, u ∈ Uh, and a constant advection ﬁeld β we deﬁne
ah(y, v) =ε
∑
τ∈Th
(∇y,∇v)τ
+ ε
∑
e∈Eh
(
σ
he
([[y]], [[v]])e − ({∇hy}, [[v]])e − ([[y]], {∇hv})e
)
+
∑
τ∈Th
(β · ∇y + ry, v)τ
+
∑
e∈E0
h
(
y+ − y−, |n · β|v+)
e
+
∑
e∈E−h
(
y+, v+|n · β|)
e
,(3.3)
bh(u, v) =−
∑
τ∈Th
(u, v)τ ,
lh(v) =
∑
τ∈Th
(f, v)τ + ε
∑
e∈E∂h
(
σ
he
(d, [[v]])e − (d, {∇hv})e
)
+
∑
e∈E−h
(
d, v+|n · β|)
e
.
The DG discretization of the state equation (1.1b) for a ﬁxed control u is now
given as follows (cf., (2.3)). Find yh ∈ Vh such that
(3.4) ah(yh, v) + bh(u, v) = lh(v) ∀v ∈ Vh.
Since β is a constant vector, we have (β · ∇v)v = 12β · ∇(v2). Using integration
by parts one can show (cf. [20])
ah(y, y) ≥ ‖y‖2DG def=
∑
τ∈Th
(
ε‖∇y‖2τ + r0‖y‖2τ
)
+
∑
e∈Eh
ε
he
‖[[y]]‖2e(3.5)
+
∑
e∈E∂h
1
2
‖y|n · β|1/2‖2e +
∑
e∈E0h
1
2
‖(y+ − y−)|n · β|1/2‖2e,
provided σ is large enough.
3.2. Discontinuous Galerkin discretization of the optimal control prob-
lem. Our DG discretization of the optimal control problem (2.5) is given by
minimize
1
2
∑
τ∈Th
‖yh − ŷ‖2τ +
α
2
∑
τ∈Th
‖uh‖2τ(3.6a)
subject to ah(yh, v) + bh(uh, v) = lh(v) ∀v ∈ Vh,(3.6b)
(yh, uh) ∈ Yh × Uh.
Since the bilinear form ah(·, ·) satisﬁes (3.5), the same technique used to prove
Theorem 2.1 can be applied to establish the following counterpart for the discretized
problem (3.6).
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Theorem 3.1. The discretized optimal control problem (3.6) has a unique solu-
tion yh ∈ Yh, uh ∈ Uh. The functions (yh, uh) ∈ Yh × Uh solve (3.6) if and only if
there exists a discrete adjoint λh ∈ Vh such that
ah(v, λh) = −(y − ŷ, v) ∀v ∈ Vh,(3.7a)
(w, λh)τ = α(uh, w)τ ∀τ ∈ Th, ∀w ∈ Uh,(3.7b)
ah(yh, v) + bh(uh, v) = lh(v) ∀v ∈ Vh(3.7c)
holds. The optimality system (3.7) of the DG discretized optimal control problem (3.6)
has a unique solution (yh, uh, λh) ∈ Yh × Uh × Vh.
It is of interest whether the optimality system (3.7) of the DG discretized op-
timal control problem (3.6) is equivalent to the DG discretization of the optimality
system (2.7). This is not the case for many stabilized ﬁnite element methods and may
negatively impact the convergence properties of the method in the optimal control
context (see, e.g., [1, 4, 5, 11]). The paper [22] studies a large number of DG methods
and identiﬁes whether they have this property or not. In particular, it is show in [22]
that for the DG method applied in this paper the DG discretization of the optimal-
ity system (2.7) is the optimality system (3.7) of the DG discretized optimal control
problem (3.6).
Proposition 3.2. The optimality system (2.7) discretized by the SIPG method is
identical to the optimality system (3.7) of the DG discretized optimal control problem
(3.6).
3.3. Trace and inverse inequalities. We will frequently use the following
trace and inverse inequalities. For τ ∈ Th and v ∈ V , vh ∈ Vh there exist positive
constants Ctr and Cinv independent of τ and v, vh such that
‖v‖∂τ ≤ Ctr
(
h−1/2‖v‖τ + h1/2‖∇v‖τ
)
,(3.8a)
‖∇vh‖τ ≤ Cinvh−1‖vh‖τ ,(3.8b)
‖vh‖∂τ ≤ Ctr(1 + Cinv)h−1/2‖vh‖τ .(3.8c)
3.4. Coercivity of the bilinear form. In the advection-dominated case we
can equip Yh with a stronger norm than the DG norm deﬁned in (3.5) (cf. [2, sect. 4]
or [15, sect. 5]). This norm, which will allow us to provide stronger estimates for the
gradient of the error in the direction of the advection β, is given by
(3.9) |||y|||2 def= ‖y‖2DG +
∑
τ∈Th
hτ‖β · ∇y‖2τ .
The following result is proven in [15, Lemma A.1]).
Lemma 3.3. There exist constants C1 and K such that for all y ∈ Yh,
C1|||y|||2 ≤ ah(y,Ky + hβ · ∇y).
The proof in [15] uses the fact that β is either constant or linear. A more general
result can be found in [2, Thm. 4.7].
4. Local error estimates for the state equation. In this section we consider
the uncontrolled (u = 0) state equation
−εΔy(x) + β · ∇y(x) + r(x)y(x) = f(x), x ∈ Ω,(4.1a)
y(x) = d(x), x ∈ Γ.(4.1b)
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Global error analysis of DG methods for advection-diﬀusion-reaction equations have
been derived in a number of papers; see, e.g., [2, 15, 19]. The estimates for the error
e = y − yh
derived in these papers are essentially of the form
|||e||| ≤ Chk+1/2‖y‖Hk+1(Ω).
However the presence of layers makes such estimates rather meaningless for advection
dominated problems, since ‖y‖Hk+1(Ω) depends on ε and usually dominates hk+1/2
for ε ≤ h. More descriptive local (weighted) error estimates were derived in [16].
Such estimates show that interior or boundary layers do not pollute the numerical
solution into subdomains Ω0, which are suﬃciently far away from the layers and the
convergence is optimal over such subdomains,
|||e|||Ω0 ≤ C| log h|hk+1/2.
In the above estimate the constant C does not depend on ε if the subdomain Ω0 is
O(h1/2| log h|) away from the interior layers and O(h| log h|) away from the boundary
layers. Although much more precise than global error estimates, the above local error
estimate is not sharp for ε < h. Surprisingly we can show that for DG methods
the actual and numerical boundary layers almost coincide, i.e., the subdomain Ω0
needs only to be of O(ε| log ε|) away from the boundary. This seems to be a small
improvement, but has important consequences for optimal control problems. We will
show later that for ε  h the discretization error in optimal control problems has
optimal order of convergence for mesh sizes h almost down to O(ε). This result
should be compared to the corresponding result in [17] for an SUPG discretization
of optimal control problems. There, it has been shown that in contrast to a single
equation the boundary layers can pollute the optimal control solution everywhere even
into subdomain of smoothness and only the ﬁrst order convergence rates in general
are the best possible. This “nice” behavior of the error for DG methods is due to
the weak treatment of the boundary conditions, which are natural to DG methods.
If in DG methods we impose Dirichlet boundary conditions strongly, then we observe
the same deterioration in the order convergence that is known to hold for SUPG (cf.
section 6).
An intuitive reason and some analytical justiﬁcation for the excellent convergence
behavior of DG methods has already been provided in [26] in the case of the CIP
method with weak treatment of boundary conditions. Roughly speaking, the main
idea is that a “good” numerical solution in the case of ε  h does not only have to
approximate the exact solution y, but also the solution yr to a reduced problem
β · ∇yr(x) + r(x)yr(x) = f(x), x ∈ Ω,(4.2a)
yr(x) = d(x), x ∈ Γ−,(4.2b)
where as before Γ− denotes the inﬂow boundary.
Remark 4.1. For smooth domains, the regularity u ∈ Hk(Ω) follows from the
method of characteristics if f ∈ Hk(Ω) and g ∈ Hk(Γ−) (cf. [13, sect. 3.2]). In
the case of a rectangular domain such regularity follows from the diﬀerentiability
theorem of Rauch [25] under some additional compatibility condition on data at the
inﬂow vertex.
D
ow
nl
oa
de
d 
07
/0
2/
13
 to
 1
68
.7
.2
09
.1
66
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
LOCAL ERROR ESTIMATES FOR OPTIMAL CONTROL PROBLEMS 2021
The following result shows that for small ε the error between y and yr is small
on subdomains that are Kε and K
√
ε distances in directions of β = (β1, β2)
T and
β⊥ = (−β2, β1)T , respectively, away from the outﬂow boundary Γ+. We deﬁne the
cross product for two dimensional vectors a and b by a×b := a1b2−a2b1, which is just
a z-component of the cross-product if we think of vectors a and b as three dimensional
vectors with z component to be zero.
Lemma 4.2. Let y ∈ H1(Ω) solve (4.1) and let the solution yr of the reduced
problem (4.2) satisfy yr ∈ H2(Ω). Deﬁne
Ω0 = {x ∈ Ω : (x′ − x) · β ≥ Kε, |(x′ − x)× β| ≥ K
√
ε ∀x′ ∈ Γ+}.
If K is suﬃciently large, then there exists a constant C independent of y and ε such
that
ε1/2‖∇(y − yr)‖Ω0 + ‖y − yr‖Ω0 ≤ Cε‖Δyr‖Ω.
Remark 4.3. The conditions on Ω0 essentially come from the theory of singularly
perturbed problems, namely that the typical size of exponential layers is of order ε
and a typical size of the parabolic layers is of order
√
ε. Two examples of Ω0 for
typical advection ﬁelds β are given in Figure 4.1.
Fig. 4.1. Sketch of the subdomain Ω0 for two diﬀerent advections β.
Proof. The proof follows the ideas of Lemma 23.2 in [29]. Since we include the
case of r0 = 0 the proof is more involved. First, we deﬁne two weight functions
ω ∈ W 1∞(Ω) and η ∈ C∞(Ω) with the following properties:
0 ≤ ω(x) ≤ 1 for x ∈ Ω,(4.3a)
ω(x) = 1 for x ∈ Ω0,(4.3b)
ω(x) = 0 for x ∈ Γ+,(4.3c)
β · ∇ω(x) ≤ 0 for x ∈ Ω,(4.3d)
|β · ∇ω(x)| ≤ K−1ε−1ω(x) for x ∈ Ω,(4.3e)
|β⊥ · ∇ω(x)| ≤ K−1ε−1/2ω(x) for x ∈ Ω.(4.3f)
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and η = e−γβ·(x−x0), where x0 ∈ ∂Ω such that ‖η‖L∞(Ω) = 1 and γ is some positive
number we specify later. The construction of such a function ω is given in [21, sect. 2]
or [16, sect. 2]. If we deﬁne L = diam(Ω), then η has the following properties:
(4.4) e−γL|β| ≤ η ≤ 1, ∇η = −βγη, β · ∇η = −|β|2γη.
We deﬁne a bilinear form associated with the advection-diﬀusion equation by
a(y, v) = ε(∇y,∇v) + (β · ∇y, v) + (ry, v).
Put e = y − yr. Since ω3ηe ∈ H10 (Ω) (e = 0 on Γ− and ω = 0 on Γ+),
(4.5) a(e, ω3ηe) = ε(Δyr, ω
3ηe).
On the other hand
(4.6) a(e, ω3ηe) = ε(∇e,∇(ω3η)e) + ε(∇e, ω3η∇e) + (β · ∇e, ω3ηe) + (re, ω3ηe).
Applying integration by parts, (4.4), and (4.3d), we ﬁnd
(β · ∇e, ω3ηe) = 1
2
(β · ∇e, ω3ηe)− 1
2
(e,∇ · (βω3ηe))
= −3
2
(β · (∇ω)e, ω2ηe) + γ|β|
2
2
(e, ω3ηe)
=
3
2
‖ω|β · ∇ω|1/2η1/2e‖2 + γ|β|
2
2
‖ω3/2η1/2e‖2.
If we insert the above estimate into (4.6) and use (2.6b), (4.5), we obtain
ε‖ω3/2η1/2∇e‖2 + 3
2
‖ω|β · ∇ω|1/2η1/2e‖2 +
(
γ|β|2
2
+ r0
)
‖ω3/2η1/2e‖2
= a(e, ω3ηe)− ε(∇e,∇(ω3η)e)(4.7)
= ε(Δyr, ω
3ηe)− 3ε(ω2∇e,∇ωηe)− ε(ω3∇e,∇ηe)
:= J1 + J2 + J3.
Using the Cauchy–Schwarz inequality, the fact that ω, η ∈ [0, 1], and the arithmetic-
geometric mean inequality, we can estimate J1 as
(4.8) J1 ≤ ε‖Δyr‖‖ω3/2η1/2e‖ ≤ ε2 1
γ|β|2 ‖Δyr‖
2 +
γ|β|2
4
‖ω3/2η1/2e‖2.
To estimate J2 we recall that β = (β1, β2)
T , β⊥ = (−β2, β1)T , and we use
∇ω = 1|β|2
(
β β⊥
) (
β β⊥
)T ∇ω = (ωx1 , ωx2)T ,
where
ωx1 =
1
|β|2
(
β1(β · ∇ω)− β2(β⊥ · ∇ω)
)
, ωx2 =
1
|β|2
(
β2(β · ∇ω) + β1(β⊥ · ∇ω)
)
.
Then,
J2 =− 3ε(ω2∇e,∇ωηe) = −3ε
[
(ω2ex1 , ωx1ηe) + (ω
2ex2 , ωx2ηe)
]
=− 3ε|β|2
[
(ω2ex1 , (β1(β · ∇ω)− β2(β⊥ · ∇ω))ηe)
+ (ω2ex2 , (β2(β · ∇ω) + β1(β⊥ · ∇ω))ηe)
]
.
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Using (4.3d), the Cauchy–Schwarz and the arithmetic-geometric mean inequalities,
and the property (4.3e) of ω, we have
3εβ1
|β|2 (ω
2ex1 , β · ∇ωηe) = −
3εβ1
|β|2 (ω|β · ∇ω|
1/2η1/2ex1 , ω|β · ∇ω|1/2η1/2e)
≤ ε3|β1||β|2 ‖ω|β · ∇ω|
1/2η1/2ex1‖ ‖ω|β · ∇ω|1/2η1/2e‖
≤ ε2 18β
2
1
|β|4 ‖ω|β · ∇ω|
1/2η1/2ex1‖2 +
1
8
‖ω|β · ∇ω|1/2η1/2e‖2
≤ Cε
K
‖ω3/2η1/2∇e‖2 + 1
8
‖ω|β · ∇ω|1/2η1/2e‖2
for some constant C. Similarly, using the Cauchy–Schwarz and the arithmetic-
geometric mean inequalities and the property of ω (4.3f), we have
3εβ2
|β|2 (ω
2η1/2ex1 , β
⊥ · ∇ωη1/2e) ≤ Cε
K
√
ε
‖ω3/2η1/2ex1‖‖ω3/2η1/2e‖
≤ ε
4
‖ω3/2η1/2∇e‖2 + C
K2
‖ω3/2η1/2e‖2
for some constant C. Similarly we can estimate the other terms in J2 and arrive at
J2 ≤ ε
(
1
2
+
2C
K
)
‖ω3/2η1/2∇e‖2 + 1
4
‖ω|β · ∇ω|1/2η1/2e‖2 + 2C
K2
‖ω3/2η1/2e‖2.
Finally,
J3 = −εγ(ω3∇e, βηe) ≤ ε|β|γ‖ω3/2η1/2∇e‖‖ω3/2η1/2e‖
≤ ε
4
‖ω3/2η1/2∇e‖2 + ε|β|2γ2‖ω3/2η1/2e‖2.
In summary, we have the bound
J1 + J2 + J3 ≤ε2 1
γ|β|2 ‖Δyr‖
2 + ε
(
3
4
+
2C
K
)
‖ω3/2η1/2∇e‖2
+
1
4
‖ω|β · ∇ω|1/2η1/2e‖2
+
(
γ|β|2
4
+
2C
K2
+ ε|β|2γ2
)
‖ω3/2η1/2e‖2.(4.9)
Hence if we choose γ and K such that
(4.10)
3
4
+
2C
K
< 1,
γ|β|2
4
+
2C
K2
+ ε|β|2γ2 < γ|β|
2
2
+ r0,
the estimates (4.7) and (4.9) imply the existence of a constant c > 0 such that
ε‖ω3/2η1/2∇e‖2 + ‖ω|β · ∇ω|1/2η1/2e‖2 + ‖ω3/2η1/2e‖2 ≤ cε2‖Δyr‖2.
Using e−γL|β| ≤ η (see (4.4)) and the properties (4.3a) and (4.3b) we obtain
ε‖∇e‖2Ω0 + ‖e‖2Ω0 ≤ eγL|β|
(
ε‖ω3/2η1/2∇e‖2 + ‖ω|β · ∇ω|1/2η1/2e‖2 + ‖ω3/2η1/2e‖2
)
≤ ceγL|β|ε2‖Δyr‖2,
which implies the desired inequality.
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Next we show that the DG approximation yh well approximates yr globally on Ω
for ε  h.
Proposition 4.4. Let Ω be a bounded open convex subset of Rn. Assume the
solution to the reduced problem (4.2) satisﬁes yr ∈ Hk+1(Ω), k ≥ 1. If yh is the DG
approximation to y obtained by solving (3.4) using polynomials of degree k ≥ 1, then
there exists a constant C independent of ε and h such that
|||yr − yh||| ≤ C(εh−3/2 + hk+1/2)‖yr‖k+1 for ε < h.
Proof. In the proof we adapt the technique of [26]. Let Ih : H
k+1(Ω) → Vh be
the standard interpolation operator. Put v = Ihyr − yh and w = v + hβ · ∇v. Note
that v, w ∈ Vh. By Lemma 3.3 and Galerkin orthogonality (a(y − yh, w) = 0),
C1|||v|||2 ≤ ah(v, w) = ah(Ihyr − yr, w) + ah(yr − y, w) = I1 + I2.(4.11)
From (A.8) and (A.9) in [15] we have the following estimate for I1:
(4.12) I1 ≤ C(ε1/2hk + hk+1/2)‖yr‖k+1|||v||| ≤ Chk+1/2‖yr‖k+1|||v|||
for ε < h. Assume for now we also have the estimate
(4.13) I2 ≤ Cεh−3/2‖yr‖k+1|||v|||.
(The proof of (4.13) is lengthy and will be given in Lemma 4.6). Combining (4.11),
(4.12), and (4.13), we have
|||v||| ≤ C(εh−3/2 + hk+1/2)‖yr‖k+1
for ε < h. By the trace inequalities and the approximation properties of the inter-
polant one can show
|||Ihyr − yr||| ≤ C(ε1/2hk + hk+1/2)‖yr‖k+1 ≤ Chk+1/2‖yr‖k+1
for ε < h. In fact, by the approximation properties of the interpolant [6, sect. 4.4] we
get
ε
∑
τ∈Th
‖Ihyr − yr‖2τ ≤ Cεh2k+2
∑
τ∈Th
‖yr‖2k+1,τ ≤ Cεh2k+2‖yr‖2k+1.
Moreover, by the trace inequality (3.8a) and the approximation properties of the
interpolant [6, sect. 4.4],∑
e∈Eh
ε
he
‖[[Ihyr − yr]]‖2e ≤ Cεh−1
∑
τ∈Th
(
h−1‖Ihyr − yr‖2τ + h‖Ihyr − yr‖21,τ
)
≤ Cεh−1
∑
τ∈Th
h2k+1‖yr‖2k+1,τ ≤ εh2k‖yr‖2k+1.
The estimates of other terms are similar. Thus, by the triangle inequality we have
(4.14) |||yr − yh||| ≤ |||Ihyr − yr|||+ |||Ihyr − yh||| ≤ C(εh−3/2+ hk+1/2)‖yr‖k+1.
The above result shows that for ε  h, the DG solution yh approximates the solu-
tion yr of the reduced problem with optimal order on the whole domain Ω. Combining
this result with Lemma 4.2 we immediately obtain the following result.
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Theorem 4.5. Let Ω be a bounded open convex subset of Rn. Assume that the
solution to the reduced problem (4.2) satisﬁes yr ∈ Hk+1(Ω), k ≥ 1. Furthermore, let
yh be the DG approximation to y obtained by solving (3.4) using polynomials of degree
k ≥ 1. If the subdomain Ω0 is given as in Lemma 4.2, then there exists a constant C
independent of ε and h such that
ε1/2‖∇(y − yh)‖Ω0 + ‖y − yh‖Ω0 ≤ C(εh−3/2 + hk+1/2)‖yr‖k+1 for ε < h.
Proof. For any subdomain Ω0 ⊂ Ω, Proposition 4.4 implies that
|||yr − yh|||Ω0 ≤ C(εh−3/2 + hk+1/2)‖yr‖k+1 for ε < h.
Furthermore, since k ≥ 1, we have ‖Δyr‖ ≤ Ch−3/2‖yr‖k+1 for all h ≤ diam(Ω). Us-
ing these estimates, the triangle inequality, and Lemma 4.2, we immediately conclude
ε1/2‖∇(y − yh)‖Ω0 + ‖y − yh‖Ω0
≤ ε1/2‖∇(yr − yh)‖Ω0 + ‖yr − yh‖Ω0 + ε1/2‖∇(yr − y)‖Ω0 + ‖yr − y‖Ω0
≤ C(εh−3/2 + hk+1/2)‖yr‖k+1 + Cε‖Δyr‖ ≤ C(εh−3/2 + hk+1/2)‖yr‖k+1
for ε < h.
To complete the proof of Proposition 4.4, we still have to show (4.13), which we
state as a separate lemma.
Lemma 4.6 (estimate (4.13)). If the assumptions of Proposition 4.4 are valid,
then there exists a constant C such that (4.13) holds.
Proof. Recall that y ∈ H2(Ω) and yr ∈ Hk+1(Ω), k ≥ 1. Using the deﬁnition
(4.2) of yr, yr ∈ C0(Ω), and integration by parts we have
ah(yr − y, w) =ε
∑
τ∈Th
(∇yr,∇w)τ
+ ε
∑
e∈Eh
(
σ
he
([[yr]], [[w]])e − ({∇yr}, [[w]])e − ([[yr]], {∇w})e
)
=ε
∑
τ∈Th
(−Δyr, w)τ + ε
∑
e∈Eh
(
σ
he
([[yr]], [[w]])e − ([[yr]], {∇w})e
)
.(4.15)
If we recall the deﬁnition of w = v + hβ · ∇v and apply the local inverse inequality
(3.8b), we ﬁnd that
(4.16)
∑
τ∈Th
‖w‖2τ ≤ C
∑
τ∈Th
‖v‖2τ = C‖v‖2Ω.
Using the inequality
(4.17)
∑
i
|aibi| ≤
(∑
i
|ai|2
)1/2(∑
i
|bi|2
)1/2
for ai, bi ∈ R,
and (4.16) the ﬁrst term on the right-hand side of (4.15), we can estimate
ε
∑
τ∈Th
(−Δyr, w)τ ≤ ε
(∑
τ∈Th
‖Δyr‖2τ
)1/2(∑
τ∈Th
‖w‖2τ
)1/2
≤ Cε‖yr‖2,Ω‖v‖Ω.(4.18)D
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To estimate the second sum in (4.15) we notice that since yr ∈ H2 we have [[yr]]e = 0
on all interior edges e. Thus we need only estimate
ε
∑
e∈E∂h
(
σ
he
([[yr]], [[w]])e − ([[yr]], {∇w})e
)
.
Using (4.17) and the local inverse inequality (3.8c), we have
ε
∑
e∈E∂h
( σ
he
([[yr]], [[w]])e
)
≤ Cεh−1
⎛⎝∑
e∈E∂h
‖[[yr]]‖2e
⎞⎠1/2⎛⎝∑
e∈E∂h
‖[[w]]‖2e
⎞⎠1/2
≤ Cε
h
⎛⎝∑
e∈E∂h
‖[[yr]]‖2e
⎞⎠1/2(∑
τ∈Th
h−1‖v‖2τ + h‖β · ∇v‖2τ
)1/2
(4.19)
≤ Cεh−3/2
⎛⎝∑
e∈E∂h
‖[[yr]]‖2e
⎞⎠1/2 |||v|||.
Using the continuous embedding H2(Ω) ↪→ C(Ω) and that the number of boundary
edges is of order h−1, we have
(4.20)
∑
e∈E∂h
‖[[yr]]‖2e ≤ Ch‖yr‖2L∞(Ω)
∑
e∈E∂h
1 ≤ C‖yr‖2H2(Ω).
Similarly, using the trace inequality (3.8c) applied to ∇w followed by the inverse
inequality (3.8b) applied to ∇w and (4.20), we ﬁnd
ε
∑
e∈E∂h
([[yr]], {∇w})e ≤ ε
⎛⎝∑
e∈E∂h
‖[[yr]]‖2e
⎞⎠1/2⎛⎝∑
e∈E∂h
‖{∇hw}‖2e
⎞⎠1/2
≤ Cε‖yr‖H2(Ω)
(∑
τ∈Th
h−3‖w‖2τ
)1/2
(4.21)
≤ Cε‖yr‖H2(Ω)
(∑
τ∈Th
h−3‖v‖2τ + h−1‖β · ∇v‖2τ
)1/2
≤ Cεh−3/2‖yr‖H2(Ω)|||v|||.
Equations (4.19) and (4.21) imply
ε
∑
e∈Eh
(
σ
he
([[yr]], [[w]])e − ([[yr]], {∇w})e
)
= ε
∑
e∈E∂h
(
σ
he
([[yr]], [[w]])e − ([[yr]], {∇hw})e
)
≤ Cεh−3/2‖yr‖H2(Ω)|||v|||.
This inequality combined with (4.15) and (4.18) implies (4.13).
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5. Local error estimates for the optimal control problem. We now turn
to optimal control problems. We assume
• ε ≤ h, i.e., we consider only the advection-dominating case, and
• Yh = Uh = Vh.
Consider the optimality systems (2.7) and (3.7). From (2.7b) we can conclude
that λ = αu, which leads to the reduced optimality system
αa(ϕ, u) + (y, ϕ) = 〈yˆ, ϕ〉 ∀ϕ ∈ V,(5.1a)
a(y, φ)− (u, φ) = 〈f, v〉 ∀φ ∈ V.(5.1b)
Similarly, from (3.7b) we obtain λh = αuh, which leads to the reduced discrete opti-
mality system
αah(ϕh, uh) = −〈yh − yˆ, ϕh〉 ∀ϕh ∈ Vh,(5.2a)
ah(yh, φh)− (uh, φh) = lh(φh) ∀φh ∈ Vh.(5.2b)
The system (5.2) motivates the deﬁnition of the reduced bilinear form ADG(·, ·) on
(Vh × Vh)× (Vh × Vh) given by
(5.3) ADG((yh, uh), (φh, ϕh)) = ah(yh, φh)− (uh, φh) + αah(ϕh, uh) + (yh, ϕh).
The reduced discrete optimality system (5.2) can be written as
(5.4) ADG((yh, uh), (φh, ϕh)) = lh(φh) + 〈yˆ, ϕh〉 ∀(φh, ϕh) ∈ Vh × Vh.
Notice that the discontinuous Galerkin method is consistent, i.e., provided that the
exact solution is regular enough (e.g., y and u, λ in H2), then
(5.5) ADG((y, u), (φh, ϕh)) = lh(φh) + 〈yˆ, ϕh〉 ∀(φh, ϕh) ∈ Vh × Vh.
In particular, (5.4) and (5.5) imply the Galerkin orthogonality condition
(5.6) ADG((y − yh, u− uh), (φh, ϕh)) = 0 ∀(φh, ϕh) ∈ Vh × Vh.
5.1. The case of interior layers. First we state an estimate for the local error
between the solution of the inﬁnite dimensional optimal control problem (2.5) and
the solution of the discretized problem (3.6) in the presence of interior layers. We
will show that the interior layers do not pollute the numerical solution to the coupled
optimality system (3.7) obtained using SIPG. For the SIPG discretization of a single
equation, such a result is shown in [16], and for numerical solution of optimal control
problems using the SUPG method the same behavior was proven in [17, sect. 3].
The results in, e.g., [28, p. 473] or [29, L. 23.1] describe what parts of the forcing
term f inﬂuence the exact solution of a single advection dominated PDE at any ﬁxed
point x0 ∈ Ω: The force term in the entire upstream direction of x0 inﬂuences the
exact solution at x0, but only the force term from within an ε| log ε|-neighborhood
in the streamline (downwind) direction and within a
√
ε| log(ε)|-neighborhood in the
crosswind direction inﬂuence exact solution at x0. The same behavior can be observed
from the properties of the corresponding Green’s function. In the presence of interior
layers only, the exact solution may vary strongly in the crosswind direction, but not in
the streamline direction. Since the adjoint equation has similar properties, the same
behavior of the solution can be expected from the coupled optimality system.
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Recall that for a, b ∈ R2 the cross product is deﬁned by a× b := a1b2 − a2b1. Let
A1 < A2, let K > 0 be a suﬃciently large constant, and let s > 0. We deﬁne the
strips
Ω0 = {x ∈ Ω : A1 ≤ (x× β) ≤ A2},
Ω+s = {x ∈ Ω : A1 − sK
√
h| log h| ≤ (x× β) ≤ A2 + sK
√
h| log h|}
along β of width |A2 −A1| and |A2 −A1 + 2sK
√
h| log h|, respectively.
Theorem 5.1. Let Ω be a bounded open convex subset of Rn and let (y, u) and
(yh, uh) satisfy (5.6). If h ≤ C2α for some constant C2 and ε ≤ h, then there exists
a constant C independent of y, u, ε, and h such that for any s > 0 and mesh sizes
ε ≤ h,
‖y − yh‖Ω0 + α‖u− uh‖Ω0 ≤C
(
h3/2‖y‖2,Ω+s + hs+3/2‖y‖2,Ω
)
+ Cα
(
h3/2‖u‖2,Ω+s + hs+3/2‖u‖2,Ω
)
.
The proof of Theorem 5.1 uses weighted error estimates, where the purpose of
the weighting function is to isolate the domains of smoothness from the layers. The
main ideas of the proof are already contained in [17, sect. 3], where the same result
is proven for the SUPG discretization of the optimal control problem (1.1). Since the
proof is rather long, we omit it here.1
The interpretation of Theorem 5.1 is essentially the same as that given in [17,
p. 4615] and we adapt it here for completeness. The right-hand side in the error
estimate of Theorem 5.1 depends on local and global norms of the state and the
adjoint. The local norms associated with h3/2 are independent of ε if Ω+s does not
contain interior layers. The global norms depend on ‖y‖2,Ω and ‖u‖2,Ω and because
of the regularity result and in view of Theorem 2.2 may depend on negative powers
of ε. However, they are associated with the higher order terms hs+3/2. Thus negative
powers of ε can be compensated by hs for suﬃciently large s, provided that for these
values of s the subdomain Ω+s does not contain interior layers.
5.2. The case of boundary layers. In this section we extend the main result
of section 4 to optimal control problems. Because the optimality system consists of
coupled advection-diﬀusion-reaction equations the analysis is more involved.
The reduced optimality system corresponding to (1.1b), (1.1c), (1.2), (1.3) is given
by
β · ∇yr(x) + r(x)yr(x) = f(x) + ur(x), x ∈ Ω,(5.7a)
yr(x) = d(x), x ∈ {x ∈ ∂Ω : β · n(x) < 0} ,(5.7b)
−αβ · ∇ur(x) + αr(x)ur(x) = −(yr(x) − ŷ(x)), x ∈ Ω,(5.7c)
ur(x) = 0, x ∈ {x ∈ ∂Ω : β · n(x) > 0} .(5.7d)
Theorem 5.2. Assume that the solution yr, ur to reduced problem (5.7) satisﬁes
yr, ur ∈ H2(Ω) and that there exists Ω0 such that
ε1/2‖∇(y − yr)‖Ω0 + ‖y − yr‖Ω0 + ε1/2‖∇(u− ur)‖Ω0 + ‖u− ur‖Ω0
≤ Cε (‖Δyr‖Ω + ‖Δur‖Ω) .(5.8)
1An “appendix” with the proof of Theorem 5.1 is available at http://www.caam.rice.
edu/∼heinken/papers/DLeykekhman MHeinkenschloss 2010a.html.
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Let yh and uh be the SIPG approximation to y and u using polynomials of degree
k ≥ 1 and satisfy (5.6). Assume ε ≤ h. Then for h suﬃciently small there exists a
constant C independent of ε, h, y, and u such that
|||y − yh|||Ω0 + |||u − uh|||Ω0 ≤ C(εh−3/2 + hk+1/2) (‖yr‖k+1 + ‖ur‖k+1) .
Remark 5.3. From Lemma 4.2 for a single equation, we expect (5.8) to hold for
Ω0 = {x ∈ Ω : |(x′ − x) · β| ≥ Kε, |(x′ − x)× β| ≥ K
√
ε ∀x′ ∈ ∂Ω}.
Before we provide the proof of the theorem, let us ﬁrst collect some result we will
use in the proof.
5.2.1. Preliminary results. The ﬁrst result we will need is a simpliﬁed version
of Lemma 4.1 in [2]. To state the result we need the function η = e−β·γ(x−x0) from
section 4 with the properties (4.4). We will also need an exponential function η∗ =
eβ·γ(x−x1), where x1 ∈ ∂Ω such that ‖η∗‖L∞(Ω) = 1. Then η∗ has the following
properties:
(5.9) e−γL|β| ≤ η∗ ≤ 1, ∇η∗ = βγη∗, β · ∇η∗ = |β|2γη∗.
Lemma 5.4. There exists a constant C2 such that for all y ∈ Yh,
C2(‖y‖2DG + γ‖y‖2) ≤ a(y, ηy).
Proof. The proof of this result is straightforward.
For v ∈ Hk+1(Ω), we let v˜ denote the local L2-projection of v onto Vh deﬁned by
(v − v˜, χ)τ = 0 ∀χ ∈ Pk(τ) τ ∈ Th.
Recall the standard estimates
‖v − v˜‖s,τ ≤ Chk+1−sτ |v|k+1,τ , s = 0, 1,(5.10a)
‖v − v˜‖∂τ ≤ Chk+1/2τ |v|k+1,τ .(5.10b)
The following superapproximation result shows that functions of special form can
be approximated very well by an L2-projection.
Lemma 5.5 (superapproximation). Let η be from above. Then for any v ∈ Vh
there exists a constant C independent of h such that for h ≤ γ,
‖ηv − η˜v‖τ + h1/2‖ηv − η˜v‖∂τ + h|ηv − η˜v|1,τ ≤ Chγ‖v‖τ .
Proof. The proof is standard. One needs to use the approximation properties of
the L2-projection (5.10), |v|Hk+1(τ) = 0, ‖η‖W l∞ ≤ Cγl, and the inverse inequality
‖v‖Hl(τ) ≤ Ch−l‖v‖τ .
Lemma 5.6. For any v ∈ Vh and any constant δ there exists a constant Cδ
independent of h and ε such that
ah(v, ηv − η˜v) ≤ δ|||v|||2 + Cδγ2(ε+ h)‖v‖2.
Proof. The proof uses the superapproximation result, Lemma 5.5, and the
Cauchy–Schwarz and the arithmetic-geometric mean inequalities. We give some illus-
tration. By the Cauchy–Schwarz inequality, superapproximation result Lemma 5.5,
and the arithmetic-geometric mean inequality,
ε(∇v,∇(ηv − η˜v))τ ≤ ε‖∇v‖τ‖∇(ηv − η˜v)‖τ
≤ ε‖∇v‖τCγ‖v‖τ ≤ δε‖∇v‖2τ + Cδεγ2‖v‖2τ .
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Similarly, employing in addition the inverse inequality,
ε
∑
e∈Eh
({∇hv}, [[ηv − η˜v]])e ≤ ε
∑
τ∈Th
h−1/2‖∇v‖τCh1/2γ‖v‖τ
≤
∑
τ∈Th
δε‖∇v‖2τ + Cδεγ2‖v‖2τ
and
ε
∑
e∈Eh
σ
h
([[v]], [[ηv − η˜v]])e ≤ εδ
∑
e∈Eh
1
h
‖[[v]]‖2e + Cδεγ2
∑
τ∈Th
‖v‖2τ .
Finally we can estimate the advection terms by
(β · ∇v, ηv − η˜v)τ ≤ ‖β · ∇v‖τChγ‖v‖τ ≤ δh‖β · ∇v‖τ + Cδhγ2‖v‖2τ
and∑
e∈Eh
((v+ − v−)|β · n|,(ηv − η˜v)+)e ≤
∑
e∈Eh
‖(v+ − v−)|β · n|‖eCh1/2γ‖v‖Se
≤ δ
∑
e∈Eh
‖(v+ − v−)|β · n|1/2‖2e + Cδεγ2
∑
τ∈Th
‖v‖2τ .
5.2.2. Proof of Theorem 5.2. Put v = Ihyr − yh and w = Ihur − uh, then by
Lemma 5.6,
C1(|||v|||2+γ‖v‖2 + |||w|||2 + γ‖w‖2)− (w,Kv + hβ · ∇v + ηv)
+ (v,Kw − hβ · ∇w + η∗w)
≤ ADG((v, w), (Kv + hβ · ∇v + ηv,Kw − hβ · ∇w + η∗w)).
By the Cauchy–Schwarz, the arithmetic-geometric, and the inverse inequalities, we
have
−(w,Kv+ hβ · ∇v+ ηv) + (v,Kw− hβ · ∇w+ η∗w) ≤ (K +Cinv + 1)(‖v‖2 + ‖w‖2).
Adding and subtracting η˜y and η˜∗u we have
ADG((v, w), (Kv + hβ · ∇v + ηv,Kw − hβ · ∇w + η∗w))
= ADG((v, w), (Kv + hβ · ∇v + η˜v,Kw − hβ · ∇w + η˜∗w))
+ADG((v, w), (ηv − η˜v, η∗w − η˜∗w))
def
= I1 + I2.
To treat I1 we add and subtract yr and ur and use the Galerkin orthogonality. Notice
that Kv + hβ · ∇v + η˜v ∈ Vh. Thus,
I1 = ADG((Ihyr − yr, Ihur − ur), (Kv + hβ · ∇v + η˜v,Kw − hβ · ∇w + η˜∗w))
+ADG((yr − y, ur − u), (Kv + hβ · ∇v + η˜v,Kw − hβ · ∇w + η˜∗w))
def
= J1 + J2.
Similarly to Theorem 4.5, from (A.8) and (A.9) in [15] we have the following estimate
for J1:
(5.11) J1 ≤ C(ε1/2hk + hk+1/2)(‖yr‖k+1|||v||| + ‖ur‖k+1|||w|||).
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Along the lines of Lemma 4.6 we can obtain an estimate for J2,
J2 ≤ C(εh−3/2 + hk+1/2)(‖yr‖k+1|||v||| + ‖ur‖k+1|||w|||).
Next we will treat I2. To obtain the desirable estimate we use Lemma 5.6 with
δ = C1/2 and observe that the coupling terms do not pose problems and, for example,
can be estimated as
(w, ηv − η˜v)τ ≤ ‖w‖τChγ‖v‖τ ≤ Chγ(‖v‖2τ + ‖w‖2τ ).
Thus, we have
I2 ≤ C1
2
(|||v|||2 + |||w|||2) + Chγ(‖v‖2 + ‖w‖2).
Thus provided ε ≤ h and h is small enough, by combining estimates for I1, I2, J1,
and J2 and choosing γ ≥ K + Cinv + 1 + Chγ2, we have
|||v|||2 + |||w|||2 ≤ C(εh−3/2 + hk+1/2)(‖yr‖k+1 + ‖ur‖k+1).
The above inequality implies that for any subdomain Ω0 ⊂ Ω,
|||v|||2Ω0 + |||w|||2Ω0 ≤ C(εh−3/2 + hk+1/2)(‖yr‖k+1 + ‖ur‖k+1).
Let Ω0 be as in the statement of the theorem, then by the triangle inequality we
ﬁnally can conclude
|||y − yh|||2Ω0 + |||u − uh|||2Ω0 ≤ C(εh−3/2 + hk+1/2)(‖yr‖k+1 + ‖ur‖k+1).
6. Numerical results. We illustrate our theoretical ﬁndings of the previous
sections with a few simple examples.
6.1. Example 1. To support the theoretical result of section 4, we consider
(6.1a) −εy′′(x) + y′(x) = f(x) on (0, 1), y(0) = y(1) = 0
with ε = 10−9. The right-hand side function f is such that the exact solution is
(6.1b) y(x) = x4 − e
x−1
ε − e− 1ε
1− e− 1ε .
The solution has a boundary layer at x = 1 of width O(ε| log ε|). We compute the L2
and H1 norm errors between the computed solution and the exact solution over the
subdomain Ω0 = (0, 1− 6ε| log ε|).
The left plot in Figure 6.1 shows the exact solution (6.1b) and the solution com-
puted using the SIPG method with piecewise quadratic elements on a uniform mesh
with mesh size h = 1/10. Without any special mesh design, the SIPG method
fails to resolve the boundary layer for meshes with h > ε. However, in contrast
to other stabilized methods, where boundary conditions are imposed strongly, such
as in the SUPG method, the numerical layer in the SIPG method is only of order
O(ε| log ε|) and not O(h| log h|), as one would expect. The right plot in Figure 6.1
shows the L2- and H1-errors between the exact and computed solution on the sub-
domain Ω0, where the computed solution is obtained using the SIPG method with
piecewise linear and piecewise quadratic elements. The numerical results conﬁrm our
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Fig. 6.1. Results for Example 1. The left plot shows the exact solution (6.1b) and the computed
solution using the SIPG method with piecewise quadratic (P2) elements on a uniform mesh with
mesh size h = 1/10. The right plot shows the L2- and H1-errors between the exact and computed
solutions of the PDE (6.1a) on the subdomain Ω0 = (0, 1 − 6ε| log ε|), when the computed solu-
tion is obtained using the SIPG method with piecewise linear (P1) and piecewise quadratic (P2)
elements.
theoretical ﬁndings. For example, for piecewise quadratic elements, k = 2, the esti-
mate in Theorem 4.5 reads ε1/2‖∇(y − yh)‖Ω0 + ‖y − yh‖Ω0 ≤ C(εh−3/2 + h5/2) for
ε < h. In particular for h ≥ ε1/4 = 10−2.25, we have εh−3/2 + h5/2 ≤ 2h5/2. Hence,
‖y − yh‖Ω0 ≤ C(εh−3/2 + h5/2) ≤ Ch5/2. The right plot in Figure 6.1 shows even
cubic convergence for h ≥ ε1/4 = 10−2.25.
6.2. Example 2. We apply the SIPG method to the optimal control problem
(1.1) on Ω = (0, 1). The right-hand side f and the desired solution ŷ are selected such
that the optimal state y, control u, and adjoint λ are given by
(6.2) y(x) = x4 − e
x−1
ε − e− 1ε
1− e− 1ε , αu(x) = λ(x) = (1− x)
4 − e
− xε − e− 1ε
1− e− 1ε .
We set the diﬀusion and regularization parameters to ε = 10−9 and α = 10−1. Note
that the solution is constructed such that the optimal state y has a boundary layer
at x = 1, and the optimal control u has a boundary layer at x = 0 (cf. Figure 6.2).
The convergence behavior of the SIPG method for the optimal control problem
is a direct consequence of the behavior of the SIPG method for a single equation, as
illustrated in Example 1. Since the numerical boundary layer is of order O(ε| log ε|) we
expect the convergence to be optimal all the way down to order ε and then deteriorate
because of the pollution eﬀect. Figure 6.3 conﬁrms this prediction.
On the other hand, if we impose boundary conditions strongly, we can see (cf.
Figure 6.4) that since the boundary layers are of orderO(h| log h|) they now pollute the
numerical solution everywhere. As a consequence, the convergence rates are reduced
to only ﬁrst order in both L2(Ω0) or H
1(Ω0) norms for both piecewise linear and
piecewise quadratic elements (cf. Figure 6.5). A similar pollution eﬀect was already
observed for the SUPG method in [17].
6.3. Example 3. In the previous example, we selected the optimal state and
control and constructed the other problem data from the optimality conditions. Now
we specify the right-hand side f and desired state ŷ rather than the solution of the
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exact and computed states, weak BC exact and computed controls, weak BC
Fig. 6.2. Exact and computed states (left plot) and controls (right plot) for Example 2. The
computed state and control are obtained using the SIPG method with piecewise quadratic (P2) ele-
ments on a uniform mesh with mesh size h = 1/10.
error in the state error in the control
Fig. 6.3. The left (right) plot shows the L2- and H1-errors between the exact and computed
state (control) for Example 2 on the subdomain Ω0 = (0.1, 0.9), when the computed solution is
obtained using SIPG with piecewise linear (P1) and piecewise quadratic (P2) elements.
optimal control problem. Let Ω = (0, 1) and
f ≡ 1, ŷ ≡ 1, ε = 10−9, α = 10−1.
The optimal state, control, and adjoint for this problem are not known analytically.
Instead we compute the solution of the optimal control problem using the SIPG
method on a ﬁne grid with mesh size h = 1/(5 ∗ 210). We refer to this solution as the
“exact” solution. We compare this “exact” solution with the computed solution on
meshes with mesh sizes h = 1/5 to h = 1/(5 ∗ 28). Figure 6.6 shows the “exact” and
the approximate states and controls.
Figure 6.7 shows the L2- and H1-errors between the exact and the computed
states and controls on the subinterval Ω0 = (0.1, 0.9) for various mesh sizes. The
errors behave optimally even down to o(ε) for both the L2- and H1-norms and for
both piecewise linear and piecewise quadratic elements.
If we impose Dirichlet boundary conditions strongly, then the convergence rate
of the SIPG method deteriorate to ﬁrst order as already observed in the previous
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exact and computed states, strong BC exact and computed controls, strong BC
Fig. 6.4. Exact and computed states (left plot) and controls (right plot) for Example 2. The
computed state and control are obtained using the SIPG method with strong implementation of
boundary conditions with piecewise quadratic (P2) elements on a uniform mesh with mesh size
h = 1/20.
error in the state error in the control
Fig. 6.5. The left (right) plot shows the L2- and H1-errors between the exact and computed
state (control) for Example 2 on the subdomain Ω0 = (0.1, 0.9), when the computed solution is
obtained using the SIPG method with strong implementation of boundary conditions with piecewise
quadratic (P2) elements.
example.
6.4. Example 4. Theorem 5.1, among other things, shows that interior layers
do not pollute the solution. To illustrate this statement numerically we consider the
system (5.1) with Ω = (0, 1)2, ε = 10−5, α = 10−1, and β = (1, 0)T . The functions f
and ŷ are computed such that the exact solution is
y(x1, x2) = (1− x1)3 tan−1
(
x2 − 0.5
ε
)
, u(x1, x2) = x1(1− x1)x2(1− x2).
Figure 6.8 shows the exact state and control.
For small ε the exact state has an interior layer along the line x2 = 0.5. The
SIPG method without special treatment does not resolve the interior layer even in
the case of a single equation. Actually, since the mesh is aligned with the layer, the
SIPG method just ignores the layer. Because of the coupling the computed control is
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exact and computed states exact and computed controls
Fig. 6.6. Exact and computed states (left plot) and controls (right plot) for Example 3. The
computed states and adjoint are obtained using the SIPG method with piecewise linear (P1) elements
on a uniform mesh with mesh size h = 1/20.
error in the state error in the control
Fig. 6.7. The left (right) plot shows the L2- and H1-errors between the exact and computed
state (control) for Example 3 on the subdomain Ω0 = (0.1, 0.9), when the computed solution is
obtained using the SIPG method with piecewise linear (P1) and piecewise quadratic (P2) elements.
0
0.5
1
00.5
1
−1
0
1
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Exact State (Interpolated)
x2
0
0.5
1
0
0.5
1
0
0.02
0.04
0.06
x1
Exact Control (Interpolated)
x2
Fig. 6.8. Exact state and adjoint for Example 4.
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0
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00.51
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−1
0
1
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Computed State
0
0.5
1
00.51
−0.1
−0.05
0
0.05
0.1
Computed Control
Fig. 6.9. Computed state and control for Example 4 using SIPG with piecewise linear elements
on a uniform mesh with mesh size h = 1/10.
error in states
10−2 10−1 100
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h3 L2 error, P1
H1 error, P1
L2 error, P2
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error in controls
10−2 10−1 100
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h
 
 
h
h2
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L2 error, P1
H1 error, P1
L2 error, P2
H1 error P2
Fig. 6.10. The left (right) plot shows the L2- and H1-errors between the exact and computed
state (control) for Example 4 on the subdomain Ω0 = [0, 1]× [0.6, 1], when the computed solution
is obtained using SIPG with piecewise linear (P1) and piecewise quadratic (P2) elements.
not resolved along the location of the interior layer, the line x2 = 0.5, despite the fact
that the exact control is smooth (cf. Figure 6.9). On the other hand, Theorem 5.1
says that the interior layers do not pollute the SIPG solutions into the subdomains of
smoothness. This fact we observe numerically in Figure 6.10.
7. Conclusions. We have provided a careful local error analysis of the SIPG dis-
cretization of distributed optimal control problems governed by advection-dominated
elliptic PDEs. We have proven that in the presence of boundary layers the conver-
gence rate is optimal in the interior of the domain. This is in sharp contrast to the
convergence behavior of SUPG discretizations of the same optimal control problem
[17]. Numerical examples indicate that this favorable behavior of the SIPG discretiza-
tion is due to the weak imposition of Dirichlet boundary conditions. In addition we
have proven that in the presence of interior layers the convergence rate for the SIPG
discretized solution is optimal in regions away from the interior layer. The same
convergence behavior was proven in an earlier paper [17] for the SUPG discretiza-
tion.
Acknowledgment. The authors thank the referees for their constructive com-
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