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Abstrat
The problem of nding boundary onditions for fastening of a ring membrane, whih are
inaessible for diret observation from the natural frequenies of its exural osillations,
is onsidered.
Two theorems on the uniqueness of this problem are proved, and a method for estab-
lishing the unknown onditions for fastening of the membrane to the walls is indiated.
An approximate formula for determining the unknown onditions is obtained, using rst
three natural frequenies. The method of approximate alulation of unknown boundary
onditions, is explained with the help of an example.
Keywords: Boundary onditions, inverse spetral problem, membrane, natural frequen-
ies, Pluker oordinates, Pluker relation.
1. Formulation of the Inverse Problem.
Let us give the mathematial formulation of the problem, before desribing
the method of its solution. The problem of the radial osillations of membrane, is
redued after making a separation of variables, to the following eigenvalue problem
(see [5℄)
y¨(r) + y˙(r)/r + λ2 y(r) = 0, (1)
U1(y) = k1 y˙(a)− k2 y(a) = 0, U2(y) = k3 y˙(b) + k4 y(b) = 0, (2)
where λ, is the spetral parameter, a and b are the short and long radius of the
ring membrane respetively.
Now we formulate the inverse of the eigenvalue problem:
Problem 1(inverse problem). It is required to nd the unknown linear forms
U1(y) and U2(y) from the eigenvalues of the problem (1)(2).
Let L(y, λ) = y¨(r) + y˙(r)/r + λ2 y(r), (U1(y), U2(y))
T = AXT ,
where A = {aij|i = 1, 2; j = 1, 2, 3, 4} is a matrix of order 2 × 4 suh that
a11 = k1, a12 = −k2, a23 = k3, a24 = k4, a13 = a14 = a21 = a22 = 0, and
X(y) = (y˙(a), y(a), y˙(b), y(b)) is a row-vetor. Then the eigenvalue problem
(1)(2) is equivalent to the following eigenvalue problem
L(y, λ) = 0, AXT (y) = 0. (3)
We onsider also another eigenvalue problem
L(y, λ) = 0, A˜XT (y) = 0. (4)
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In these problems only the matries of boundary onditions are dierent.
Proposition 1. If matrix A˜ is equivalent to matrix A, i.e. there exist non-
singular matrix S suh that A = SA˜, then problem (4) is equivalent to problem
(3).
The proof is trivial.
Proposition 2. Matrix A˜ is equivalent to matrix A, if and only if, their
orrespond minors of order 2 are equal, aurate to oeient.
The proof is in [3℄.
In the projetive geometry we dene the Pluker oordinates of the set of
equivalent matries of order m× n to be any one of the equivalent C
(m+1)
(n+1) -tuples
of its minors of order m.
Now we shell give the following
Denition 1. Pluker oordinates of boundary onditions of the eigenvalue
problem (3) are alled any one of the equivalent 8-tuples of minors (of order 2) of
its matrix A: (. . . , Aij , . . .).
From Proposition 1 and Proposition 2 we get
Proposition 3. If Pluker oordinates of boundary onditions of the eigen-
value problems (3) and (4) are idential, then problems (3) and (4) are also
idential.
Then Problem 1 is equivalent to the following problem:
Problem 2. It is required to nd Pluker oordinates of boundary onditions
of the problem (3) from its eigenvalues, if its dierential equation is known.
2. The Uniqueness of the Solution of the Inverse Problem.
Together with problem (3), let us onsider problem (4).
Theorem 1 (on the uniqueness of the solution of the inverse problem). Sup-
pose the following onditions are satised:
rankA = rank A˜ = 2. (5)
If non-zero eigenvalues of problems (3) and (4) are idential, with aount taken
for their multipliities, then problems (3) and (4) are also idential.
Proof. A general solution of the dierential equation of the problem (3) is the
funtion y(r) = y(r, λ) = C1 J0(λ r) + C2 Y0(λ r), where standard notations for
ylinder funtions are used (see [2℄).
The boundary onditions are used to determine the onstants C1 and C2.
The following funtion is a harateristi determinant of the problem (3):
∆(λ) ≡
∣∣∣∣∣∣
U1
(
J0(λ a)
)
U1
(
Y0(λ a)
)
U2
(
J0(λ b)
)
U2
(
Y0(λ b)
)
∣∣∣∣∣∣
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∆(λ) ≡ det(ABT ), where B is a matrix of order 2×4 suh that b11 = J˙0(λ a) ,
b12 = J0(λ a) , b13 = J˙0(λ b) , b14 = J0(λ a) , b21 = Y˙0(λ a) , b22 = Y0(λ a) , b23 =
Y˙0(λ b) , b24 = Y0(λ b) . The equation for frequenies, is obtained from the ondi-
tion of the existene of a non-zero solution for Ci.. The latter solution exists if
and only if, the determinant ∆(λ) is equal to zero (see [5℄).
Using the Binet-Cauhy formula, we obtain
∆(λ) =
∑
1≤i<j≤4
Aij ·Bij(λ) ≡ 0. (6)
It follows from asymptoti estimations for ylindrial funtions
Jν(z) ∼
√
2
π z
cos(z − ν π/2− π/4), Yν(z) ∼
√
2
π z
sin(z − ν π/2− π/4),
that ∆(λ) is an entire funtion (see [4℄). Hene, it follows from Hadamard's
fatorization theorem (see [4℄), that harateristi determinant ∆(λ) of problem
(3) and harateristi determinant ∆˜(λ) of problem (4), are onneted by the
relation
∆(λ) ≡ C λk ∆˜(λ), (7)
where k is a ertain non-negative integer and C is a ertain non-zero onstant.
From this, we obtain the identity∑
1≤i<j≤4
Aij · Bij(λ) ≡ C λ
k
∑
1≤i<j≤4
A˜ij · Bij(λ).
It follows from this, that∑
1≤i<j≤4
(Aij · Bij(λ)− A˜ij · C λ
k Bij(λ)) ≡ 0. (8)
Note, that number k in this identity is equal to zero. Atually, let us assume the
opposite: k 6= 0. Using Maple, we get that the funtions Bij(λ) (1 ≤ i < j ≤ 4)
and also the same funtions multiplied by λk, are linearly independent.
From this and identity (8), we obtain Aij = A˜ij = 0 (1 ≤ i < j ≤ 4), whih
ontradit the ondition (5) of the theorem.
Hene, k = 0 and ∑
1≤i<j≤4
(Aij − C A˜ij) · Bij(λ) ≡ 0. (9)
From this, by virtue of the linearly independene of the orresponding fun-
tions, we obtain Aij = C A˜ij, i.e. Pluker oordinates of boundary onditions of
the eigenvalue problems (3) and (4) are idential.
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Then, it follows from Proposition 3, that problems (3) and (4) are also idential.
The theorem is proved.
3. Exat Solution of The Inverse Problem and Its Stability.
This setion is onerned with solving this problem and onstruting an exat
solution of the inverse problem.
Suppose λ1, λ2, λ3, are the eigenvalues of problem (3). We substitute the
values λi, (i = 1, 2, 3) into (6) . Sine A12 = A34 = 0, we obtain a system of three
homogeneous algebrai equations in the four unknowns A13, A14, A23, A24:
F · ZT = 0, (10)
where F = {fij|i = 1, 2; j = 1, 2, 3, 4} is a matrix of order 3 × 4 suh that
fi1 = B13(λi), f12 = B14(λi), f13 = B23(λi), a24 = B24(λi), (i = 1, 2, 3), and
Z = (A13, A14, A23, A24)) is a row-vetor.
The resulting system has an innite set of solutions. It follows from the unique-
ness theorem, whih has been proved that the unknown minors A13, A14, A23, A24
an be found apart from a onstant. Hene, the resulting system must have a rank
of 3 and a solution, determined apart from a onstant multiplier.
If the minors (Pluker oordinates) A13, A14, A23, A24 are found apart from
a onstant, then then Problem 2 is solved. We an reonstrut any one of the
equivalent matrix of boundary onditions by its Pluker oordinates (see [3℄).
For example, if A13 = 1, A12 = A34 = 0 then
A =
∥∥∥∥ 1 A23 0 00 0 1 A14
∥∥∥∥ . (11)
This reasoning proves
Theorem 2. If the matrix F of system (10) has a rank of 3, then the solution
of the inverse problem of the reonstrution boundary onditions (3), is unique.
Note, that theorem 2 is stronger than theorem 1. Theorem 2 used only three
natural frequenies for the reonstrution of the boundary onditions and not all
natural frequenies as theorem 1, are used.
It is signiant that we have the following theorem on stability of the solution:
Theorem 3. Suppose that one of the third-order minors of matrix F is sub-
stantially non-zero. If |λ˜i − λi| < δ << 1, then the boundary onditions of
problem (3), are lose to the boundary onditions of problem (4).
The proof is analogous to the proof of the theorem on stability in [1℄.
4. Approximate Solution.
Sine small errors are possible when measuring natural frequenies, the problem
arises to nd an algorithm for the approximate determination of the type of
fastening from the natural frequenies, whih are found with a ertain error.
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Let A◦13, A
◦
14, A
◦
23, A
◦
24 be solution of the system of homogeneous algebrai
equations(10). It is unneessary for these liquids to be totally immisible.
Aside from measurement and alulation errors, it is unneessary for the values
A◦13, A
◦
14, A
◦
23, A
◦
24 to be minors of a matrix. So this problem is not trivial. We
must nd minors A13, A14, A23, A24, loser to the values A
◦
13, A
◦
14, A
◦
23, A
◦
24.
It is known from algebrai geometry [3℄ that the numbers A12, A13, A14, A23,
A24, A34 are minors of some 2× 4 matrix, if and only if, the following ondition
is satised: A12A34 − A13A24 + A14A23 = 0. This ondition is alled the Pluker
relation.
If the Pluker relation for these numbers is realized, then A◦13, A
◦
14, A
◦
23, A
◦
24
are minors of some matrix and orresponding boundary onditions are found.
If the Pluker relation for numbers A◦12, A
◦
13, A
◦
14, A
◦
23, A
◦
24, A
◦
34 is not realized,
the required minors A12, A13, A14, A23, A24, A34 are found with the help of
orthogonal projetion. By denition, put x1 = A12, x2 = A34, x3 = A13, x4 =
−A24, x5 = A14, x6 = A23. Using this denition, we get the Pluker relation
x1 x2 + x3 x4 + x5 x6 = 0, (12)
whih haraterizes a surfae S in the 6-dimensional spae. By denition, put
y1 = A
◦
12, y2 = A
◦
34, y3 = A
◦
13, y4 = −A
◦
24, y5 = A
◦
14, y6 = A
◦
23.
By denition, put
X = (x1, x2, x3, x4, x5, x6), Y = (y1, y2, y3, y4, y5, y6),
X∗ = (x2, x1, x4, x3, x6, x5), Y
∗ = (y2, y1, y4, y3, y6, y5),
( ~X, ~Y ) = x1 y1 + x2 y2 + x3 y3 + x4 y4 + x5 y5 + x6 y6,
where
~X =
−−→
OX , ~Y =
−−→
OY , O is the origin.
Let X be an orthogonal projetion of Y on surfae (12). The vetor ~X∗ is
normal for surfae (12) at the point X. It is idential to the following equations
~Y = ~X + p ~X∗, (13)
where p is a real number. Having solved a set of linear equations (13), with the
unknowns x1, x2, x3, x4, x5, x6, we obtain
~X =
1
1− p2
(~Y − p ~Y ∗). (14)
From (15), it is easy to obtain (see [1℄)
p =
(~Y , ~Y )−
√
(~Y , ~Y )2 − (~Y , ~Y ∗)2
(~Y , ~Y ∗)
. (15)
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5. Example.
If λ1 = 2.93, λ2 = 6.16, λ3 = 9.34 orresponding to the rst three natu-
ral frequenies ωi determined, using instruments for measuring the natural fre-
quenies, then the solution of system (10), apart from a onstant, has the form
A◦13 = 1.00C, A
◦
14 = 2.00C, A
◦
24 = −2.00C, A
◦
23 = −C., Using (14) and (15),
we get A13 = 0.72C, A14 = 1.17C, A23 = −1.17C, A24 = −1.89C. Suppose
C = 1/A13; then from (11), we obtain
A =
∥∥∥∥ 1 −1.62 0 00 0 1 1.62
∥∥∥∥ .
Note that the numbers λ1 = 2.93, λ2 = 6.16, λ3 = 9.34 presented above are
almost the same as the rst three exat values, that orrespond to a ase with
A =
∥∥∥∥ 1 −2 0 00 0 1 2
∥∥∥∥ .
This means that the unknown xing of the membrane, whih is inaessible for
diret observation, has been satisfatorily determined. The errors of determina-
tion of boundary onditions, are stipulated with round-o errors of alulations.
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