Un método de captura de choques basado en las funciones de forma para Galerkin discontinuo de alto orden by Casoni Rero, Eva et al.
Un método de captura de choques basado en las funciones de forma para 
Galerkin discontinuo de alto orden
E. Casoni a, J. Peraire b y A. Huerta
aa Laboratori de Cálcul Numèric, Universitat Politècnica de Catalunya, E.T.S. d’Enginyers de Camins, Canals i Ports de Barcelona
b Massachusetts Institute of Technology, Cambridge, MA 02139, U.S.A.
Palabras clave:
Galerkin discontinuo de alto orden
Ecuaciones de Euler
Captura de choques
Funciones de forma
Sensor
r e s u m e n
Eneste artículo sepresentaunmétododealtoordendeGalerkindiscontinuoparaproblemasdeﬂujo com-
presible, en los cuales es muy frecuente la aparición de choques. La estabilización se introduce mediante
una nueva base de funciones. Esta base tiene la ﬂexibilidad de variar localmente (en cada elemento) entre
un espacio de funciones polinómicas continuas o un espacio de funciones polinómicas a trozos. Así, el
método propuesto proporciona un puente entre los métodos estándar de alto orden de Galerkin disconti-
nuo y los clásicos métodos de volúmenes ﬁnitos, manteniendo la localidad y compacidad del esquema. La
variaciónde las funcionesde la base sedeﬁneautomáticamente en funciónde la regularidadde la solución
y la estabilización se introduce mediante el operador salto, estándar en los métodos Galerkin disconti-
nuo. A diferencia de los clásicos métodos de limitadores de pendiente, la estrategia que se presenta es
muy local y robusta, y es aplicable a cualquier orden de aproximación. Además, el método propuesto
no requiere reﬁnamiento adaptativo de la malla ni restricción del esquema de integración temporal. Se
consideran varias aplicaciones de las ecuaciones de Euler que demuestran la validez y efectividad del
método, especialmente para altos órdenes de aproximación.
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a b s t r a c t
This article presents a high-order Discontinuous Galerkin method for compressible ﬂow problems, in
which is very frequent the formation of shocks. The stabilization is introduced by a new basis func-
tions. This base has the ﬂexibility to vary locally (within each element) between continuous polynomial
functions space and a space of piecewise polynomial functions. Thus, the proposed method provides a
bridge between the standard methods of high-order Discontinuous Galerkin and classical Finite Volume
methods,maintaining the locality and compactness of the scheme. Thevariationof basis functions is auto-
matically set according to the regularity of the solution and the stabilization is introduced by the jump
operator, standard in Discontinuous Galerkin methods. Unlike the classical methods of slope limiting,
the strategy here presented is very local, robust, and applies to any order of approximation. Moreover,
the proposed method does not require adaptive mesh reﬁnement techniques and it can be used with any
temporal integration scheme. Several applications of the Euler equations are shown, demonstrating the
validity and effectiveness of the method, especially for high orders of approximation.
1. Introducción
El desarrollo de métodos numéricos cada vez más precisos para
la resolución de problemas de dinámica de ﬂuidos es una impe-
rante necesidad. Dos de los campos de la dinámica de ﬂuidos
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computacional que requieren esquemas de máxima precisión son
la turbulencia y la aeroacústica. Las ecuaciones involucradas son las
de Navier-Stokes y las de Euler. En la última década, el desarrollo
demétodos numéricos de alta precisión ha ido ligado, en general, al
aumentodel ordende los esquemasnuméricos enmallas no estruc-
turadas. Sin embargo, los esquemas de alto orden para el cálculo de
ﬂujo compresible son computacionalmente inestables debido a la
aparición de oscilaciones espurias físicamente inaceptables [1,2].
Los métodos de Galerkin discontinuo [3–7] se presentan
como una buena alternativa para la solución de problemas de
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2propagación de ondas y, en general, de leyes de conservación 
hiperbólicas. Estos métodos proporcionan un puente entre la 
aproximación mediante funciones de forma de elementos ﬁnitos 
continuos y la tecnología de los métodos de volúmenes ﬁnitos [8,9]. 
Para problemas puramente hiperbólicos los métodos Galerkin dis-
continuo proporcionan un esquema muy compacto para cualquier 
orden de aproximación y cualquier tipo de malla no estructurada 
e incluso con nodos colgantes. Lamentablemente, en presencia de 
choques y cuando se utilizan altos órdenes de aproximación (p ≥ 1) 
el mecanismo estabilizador introducido por los métodos Galerkin 
discontinuo mediante el operador salto no es suﬁciente. En estos 
casos es necesario utilizar otras técnicas más robustas de estabiliza-
ción que, en general, van acompan˜adas del reﬁnamiento adaptativo 
de la malla.
Entre las técnicas posibles de resolución de choques desta-
can las técnicas de limitación [5,10–13] y las técnicas de difusión 
artiﬁcial [14–16]. Los limitadores de pendiente se introducen 
inicialmente para los métodos de volúmenes ﬁnitos [2] y poste-
riormente se extienden a métodos de Galerkin discontinuo [4,17]. 
Estos esquemas buscan la monotonicidad de la solución en los valo-
res promedios y, por lo tanto, reducen la aproximación a orden 
constante o, en el mejor de los casos, lineal, no solo en la región 
donde se localiza el choque, sino también en su entorno. Ade-
más, para poder garantizar estabilidad no lineal en una seminorma 
arbitraria solo pueden emplearse en combinación con una clase 
particular de esquemas de integración temporal Runge-Kutta explí-
citos que hasta el momento, según el conocimiento de los autores, 
como mucho son de cuarto orden [18–20]. En resumen, las técnicas 
de limitadores de pendiente a ˜naden difusión artiﬁcial de orden h 
(siendo h tama ˜no de la malla) proporcionando una solución estable, 
pero a costa de perder el alto orden de precisión. Esto hace nece-
sario el uso de técnicas de reﬁnamiento adaptativo, que además 
deben tener en cuenta el carácter direccional del choque.
Otras técnicas de reconstrucción más soﬁsticadas que han 
centrado la atención de varios autores son los métodos de recons-
trucción no oscilatorios de alto orden ENO y WENO [19,21,22]. Estos 
métodos preservan la estabilidad no lineal del esquema así como 
el alto orden de aproximación proporcionando soluciones libres 
de oscilaciones. No obstante, a ˜naden grados de libertad adiciona-
les y pierden la compacidad del esquema, debido al uso de stencils 
amplios. Además el uso de estos métodos queda esencialmente res-
tringido a mallas uniformes y estructuradas, raramente empleadas 
en el tratamiendo de choques y problemas complejos.
La segunda alternativa consiste en la introducción de difusión 
artiﬁcial para obtener soluciones estables. Esta técnica ya fue intro-
ducida en los a ˜nos cincuenta por Von Neumann y Richtmyer [14]. En 
su extensión a los métodos Galerkin discontinuo es habitual deﬁnir 
la constante en cada elemento, de esta forma se obtiene una solu-
ción precisa que mantiene el grado de la aproximación. En general, 
la solución es de orden superior al de los limitadores de pendiente. 
Recientemente se han presentado nuevos enfoques donde el orden 
obtenido es h/p o hk con k ≤ p, siendo p el grado de aproximación 
[15,16]. Sin embargo, estos métodos presentan serias diﬁcultades 
en su extensión al caso multidimensional. Por un lado, ajustar la 
magnitud de la difusión no es sencillo, así como tampoco el efecto 
de propagación multidireccional del choque. Por otro lado, a ˜nadir 
difusión constante en todo elemento puede derivar en una pérdida 
de resolución signiﬁcativa cuando se utilizan mallas groseras en 
presencia de capas límite o estructuras no dimensionales, como los 
choques o discontinuidades. Además, la introducción de difusión 
artiﬁcial implica la resolución de una ecuación diferencial parcial 
de segundo orden, lo cual conlleva un error asociado a la ecuación 
original, así como un incremento del coste computacional [23,24].
En este trabajo se explota la ﬂexibilidad que ofrecen los méto-
dos de Galerkin discontinuo, variando el espacio de aproximación 
en cada elemento, así como también para distintos instantes de la
simulación. Un espacio de funciones continuas debe emplearse para 
aproximar soluciones suaves, y un espacio de funciones disconti-
nuas a trozos es apropiado para soluciones con discontinuidades o 
gradientes pronunciados. Basándose en esta idea, se introduce una 
nueva base de funciones polinómicas que dependen linealmente 
de un parámetro. Este parámetro permite deﬁnir funciones de la 
base localmente según la regularidad de la solución. Así, para un 
valor del parámetro la base permite una representación continua 
de alto orden de la solución. Variando el valor del parámetro se 
introduce una representación local, mediante una expansión poli-
nómica a trozos en el interior de cada elemento. El objetivo reside 
en aprovechar la potente tecnología que proporcionan los métodos 
de volúmenes ﬁnitos en el contexto de leyes hiperbólicas de con-
servación, y en general, para problemas de convección dominante. 
Una de las principales ventajas del método propuesto respecto a los 
métodos de difusión artiﬁcial dependientes de uno o más paráme-
tros es que en este caso el parámetro que deﬁne la base de funciones 
no es arbitrario y está controlado por un indicador de regularidad.
El método propuesto utiliza el principio estabilizador de los 
métodos de Galerkin discontinuo en la interfaz de los elemen-
tos mediante el operador salto y lo extiende al interior de ellos, 
tomando como idea un argumento similar a las técnicas de volú-
menes ﬁnitos. A diferencia de estos últimos, el método propuesto 
tiene la propiedad de calibrar la magnitud de las discontinuidades 
introducidas y, por lo tanto, de controlar la difusión en el interior 
del elemento. Adicionalmente, la nueva base de funciones se deﬁne 
únicamente en el dominio espacial, y por lo tanto no interﬁere en 
el esquema de integración temporal empleado, permitiendo el uso 
de esquemas explícitos o implícitos de cualquier orden.
El artículo se divide según sigue: en la sección 2 se resume breve-
mente el método de Galerkin discontinuo estándar para funciones 
de forma hiperbólicas, en particular para las ecuaciones de Euler. 
En la sección 3 se deﬁne la nueva base de funciones de forma y el 
criterio de regularidad impuesto. También se detalla el sensor de 
discontinuidades utilizado. La sección 4 recoge varios tests numé-
ricos que demuestran la aplicabilidad del método para diversas 
situaciones frente a otros métodos clásicos, así como su eﬁcien-
cia para altos órdenes de aproximación. Finalmente en la sección 5 
se resumen las conclusiones obtenidas.
2. El método de Galerkin discontinuo para las ecuaciones
de Euler
En esta sección se resume brevemente el método de Galerkin 
discontinuo para las ecuaciones de Euler. Sin pérdida de generali-
dad se asume el caso bidimensional (x1, x2) ∈ R2.
Las ecuaciones de Euler de la dinámica de gases computacional 
[1] expresan la conservación de la masa, el momento y la energía 
para un ﬂuido ideal compresible y no viscoso. En ausencia de fuerzas 
externas, las ecuaciones de Euler se expresan de forma conservativa 
como el siguiente sistema
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deﬁnido en un dominio acotado  ⊂ R2 con condiciones de con-
torno en ∂. En esta expresión  representa la densidad del ﬂuido,
u y v son las componentes del vector velocidad v, p es la presión y
E es la energía total. Para completar el sistema se deﬁne una ecua-
ción de estado, que relaciona la energía interna con la presión y la
3densidad. Para un gas perfecto politrópico la ecuación de estado es
p = ( − 1)(E − ||v||
2
2
)
donde  es el exponente adiabático, con valor  =1,4 para el aire.
De forma compacta el sistema (1) se expresa como
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= 0 para k = 1,2 (2)
donde se utiliza el criterio de Einstein para la notación, con
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Eneldesarrolloposterior se empleael númerodeMach, deﬁnido
como M = ‖v‖c donde c =
√
p/ es la velocidad del sonido.
El método de Galerkin discontinuo para un sistema hiperbó-
lico de leyes de conservación se describe como sigue. Se divide
el dominio computacional  en una partición de elementos no
superpuestos entre sí:
 =
⋃nel
e=1
e tal que i
⋂
j = ∅ para i /= j (3)
donde nel es el número total de elementos de la partición.
Sea W ∈ [Pp(e)]nsd+2 una función de test, donde nsd respre-
senta la dimensión del espacio vectorial de trabajo (en este artículo
se trabaja connsd =2). Además,Pp(e) es el conjunto depolinomios
de grado menor o igual a p en e. Multiplicando (2) por la función
de test, integrando sobre el elemento e y usando el teorema de la
divergencia se obtiene la forma débil∫
e
W · ∂Ue
∂t
d −
∫
e
∂W
∂xk
·Fk(Ue)d +
∫
∂e
W ·Fne (Ue)d = 0
∀W ∈ [Pp(e)]nsd+2 (4)
donde Ue es la restricción de U en el elemento e y Fne (Ue) es la
función de ﬂujo normal. Como consecuencia de la discontinuidad,
la función de ﬂujo normal Fne tiene 2 valores en la interfaz de los
elementos. Por ello se introduce un ﬂujo numérico Fˆne (Ue,U
out
e )
que depende de los estados de la variable U a ambos lados de cada
interfaz entre elementos, y del vector unitario normal a esta, ne:
Uoute = lı´m
ε→0+
U(x + εne) para x ∈ e
e
W · ∂Ue
∂t
d −
Para el ﬂujo numérico Fˆne es posible emplear cualquiera de los 
Riemann solvers estándar de los métodos de volúmenes ﬁnitos [9].
En los ejemplos numéricos que se presentan en este artículo se ha 
elegido el ﬂujo de Roe [25]. Así, la forma débil del método Galerkin
discontinuo para cada elemento e se escribe como∫ ∫
e
∂W
∂xk
·Fk(Ue)d
+
∫
∂e
W · Fˆne (Ue,Uoute )d = 0 ∀W ∈ [Pp(e)]nsd+2 (5)
Discretizando la forma débil en cada elemento se obtiene el
sistema de ecuaciones diferenciales ordinarias
M
dU
dt
+ R(U) = 0 (6)
donde en este caso U representa el vector de coeﬁcientes de la
aproximación,M es lamatriz demasa, que resulta diagonal por blo-
ques, y R(U) es el vector residuo. El sistema (6) puede resolverse
con diversos esquemas de integración temporal. En el presente tra-
bajo se utiliza un método estándar Runge-Kutta explícito [1]. La
condición de estabilidad viene determinada por una acotación del
número de Courant:
C = |ma´x|
	t
h
≤ 1
2p + 1
donde h es el taman˜o elemental y p es el grado de la aproximación.
El valor escalar ma´x es el valor propio máximo en valor absoluto
de la matriz de Jacobi del ﬂujo, ∂F
∂U
, es decir, ma´x = ma´xj|j| para
j=1, . . ., nsd + 2.
Observación 2.1. En el caso de un sistema hiperbólico de ecua-
ciones, como las ecuaciones de Euler, los valores propios j no son
más que las velocidades de propagación de las cantidades caracte-
rísticas. Para más detalles, consultar [1,26].
3. Base de funciones
El método propuesto se caracteriza por la introducción de la
nueva base de funciones polinómicas Ni. Como es habitual en los
métodos de Galerkin discontinuo, se aproxima la solución U ele-
mento a elemento con una base de funciones de grado p:
Ue =
nen(p)∑
i=1
Ni(x;˛)U i para e = 1 . . .nel (7) 
donde nen(p) es el número de nodos en cada elemento (es decir, el
número de grados de libertad por elemento).
Labasede funcionesN(x;˛) tieneunpapel crucial en laprecisión
de la aproximación. Las funciones Ni se deﬁnen en cada elemento
como una combinación convexa de las funciones de forma con-
tinuas estándar de los métodos Galerkin discontinuo Ni, y unas
funciones de forma constantes a trozos en el elemento, 
i. Es decir,
Ni(x;˛) := ˛Ni(x) + (1 − ˛)
i(x) para i = 1, . . . ,nen(p) (8) 
donde ˛ es un parámetro que toma valores entre 0 y 1 en función
de la suavidad de la aproximación.
Una de las ventajas de los métodos de Galerkin disconti-
nuo reside en su inherente mecanismo estabilizador mediante
la función salto U ·ne = Ue ·ne + Uoute · nout para aproximaciones
constantes y lineales, véase por ejemplo [6,12,17]. La base de fun- 
ciones propuesta (8) explota esta propiedad y la extiende al interior
de los elementos, permitiendo así discontinuidades no solo en la
interfaz, sino también en el interior del elemento. Asimismo, según
la deﬁnición (8) para ˛=0 se obtiene la base de funciones disconti-
nuas a trozos (Ni = 
i) y para ˛=1 se obtiene la base de funciones
continuas (Ni = Ni), recuperando en este caso la forma estándar del
método de Galerkin discontinuo.
La ﬁgura 1 muestra una función Ni(x;˛) de grado p=3 para dis-
tintos valores de ˛. Los casos particulares Ni(x;˛) = 
i y Ni(x;˛) =
Ni corresponden a las ﬁgura 1(a) y (b) respectivamente.
La nueva base de funciones debe ser capaz de representar cual-
quier perﬁl de la solución, ya sea suave o con tendencia a formar
frentes o discontinuidades. Por lo tanto, es de gran importancia
elegir de manera adecuada, tanto el parámetro ˛ como la base de
funciones discontinuas 
. En los siguientes apartados se detallan
ambas elecciones.
3.1. Deﬁnición de la base de funciones discontinuas
La deﬁnición de la base de funciones discontinuas 
i tiene una
estrecha relación con los métodos de volúmenes ﬁnitos [9,27,28].
En estos métodos se discretiza el dominio computacional en un
conjunto de volúmenes de control (o celdas) no superpuestos entre
sí y se impone la conservación de las ecuaciones en cada una de
ellas. Siguiendo esta idea, se deﬁne la base
 de la siguientemanera.
4(a) α = 0 (b) α = 1
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Figura1. Funciónde formaasociada aunode losnodos aristade labasede funciones
de grado p=3 para distintos valores de ˛.
(a) Elemento de grado p = 1 (b) Elemento de grado p = 2
Figura 2. Partición en volúmenes de control de un elemento de primer y segundo
orden. Los nodos del elemento están representados con puntos y los vértices de las
celdas de control con cuadrados.
Se considera la partición arbitraria del elemento e en un con-
junto de nen(p) volúmenes de control que no se solapan entre sí,
e =
⋃nen(p)
k

k
e tal que 
l
e
⋂
me = ∅ para l /= m
k
e
donde cada celda  contiene un nodo del elemento. La ﬁgura 2 
muestra la partición para elementos de primer y segundo orden, 
donde se puede ver que las interfases quedan de forma arbitraria 
en una malla no estructurada.
Observación 3.1. La partición del elemento e en volúmenes de 
control no es única. Por simplicidad, en este trabajo se ha cons-
truido a partir de una subtriangulación del elemento que se obtiene 
uniendo los nodos. Se considera entonces el centroide de cada sub-
triángulo y los puntos medios de sus aristas. Uniendo el conjunto 
de puntos que forman de manera que cada polígono contenga uno 
y solo uno de los nodos elementales se obtiene una partición del 
elemento en nen(p) celdas.
Dada esta partición, cada función 
i se deﬁne como una función
real
i(x) : e −→ R constante a trozos en cada volumen de control
ke . Es decir, ∀x ∈e

i(x) =
⎧⎪⎨
⎪⎩

k
i
= cst si x ∈ ke
0 six /∈ ke ∀x para k = 1, . . . ,nen(p) (9) 
Por construcción, las funciones de forma continuas Ni veriﬁcan
la condición de reproducibilidad constante, o sea:
nen(p)∑
i=1
Ni(x) = 1 (10) 
Para que la nueva base de funciones Ni veriﬁque también esta pro-
piedad debe cumplirse
nen(p)∑
i=1
Ni(x;˛) = ˛ + (1 − ˛)
nen(p)∑
i=1

i(x) = 1 (11) 
o equivalentemente,
∑nen(p)
i=1 

k
i
= 1.
Existen varias opciones para deﬁnir 
k
i
de manera que se
satisfaga (11). La primera y más obvia opción es considerar

k
i
= 1nen(p) ∀ k = 1, . . . ,nen(p). Esta opción lleva a una distribución
constante y continua en cada elemento, sin ninguna aportación
relevante a las funciones Ni(x;˛).
Una segundaopciónconsiste endeﬁnir
k
i
= ıik. Estaopciónpro-
porciona una aproximación simple y eﬁcaz, pero se descarta debido
a que no tiene en cuenta el taman˜o de la celda ke correspodiente.
Así pues, con el ﬁn de establecer una relación entre el taman˜o
de las celdas y el valor de la función de forma asociada, se deﬁne 
k
i
como

ki =
1
meas(ke)
∫
ke
Ni(x)d (12) 
donde ke es el subelemento que contiene el nodo xi. De este modo,
se prioriza la contribución de 
i al elemento para cada celda, de
manera que esta sea equivalente a la contribución de la función de
forma Ni del nodo xi ∈ ke .
Observación 3.2. La condición de reproducibilidad constante (11)
es independiente del valor del parámetro ˛. Es decir,
∂
∂˛
∫
ke
Ni(x;˛)dx = 0 ∀k = 1, . . . ,nen(p)
3.2. Parámetro ˛
Una de las principales ventajas de los métodos Galerkin dis-
continuo es su ﬂexibilidad respecto al espacio de aproximación.
Esencialmente, cualquier espacio lineal puede usarse como espacio
de aproximación local, y este puede variar elemento a elemento, así
como para cada instante de tiempo. La introducción del parámetro
˛ permite explotar esta propiedad adaptando la base localmente
en función de la regularidad de la solución.
Por su deﬁnición, ver (8), las funciones de forma Ni(x;˛) depen-
den linealmente de ˛, que actúa como función de peso entre las
basesNi y
i. El espaciode aproximaciónquedadeﬁnido localmente
según el valor de˛. Tal y como se hamencionado en la sección ante-
rior, para ˛=1 se tiene la base de funciones estándar, continua en el
elemento,mientras quepara˛=0 se introducen saltos en el interior
de los elementos (en particular, en la interfaz de los subelementos
ke), obteniendo una base constante a trozos en e. La magnitud
de los saltos interiores está controlada por ˛ según la expresión
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Figura 3. Función-tipo ˛ continua y switch.
k
e
(1− ˛ )  
i(xj)nj  para los puntos xj ∈ ∂ , siendo nj el vector nor-
mal unitario a xj. El control, vía el parámetro ˛, de la potencia del 
salto también permite un control sobre la estabilización introdu-
cida por los Riemann solvers.
La elección de ˛ permite una cierta ﬂexibilidad. En primer 
lugar se podría recurrir a una función switch (˛ = 0 o 1) entre una 
discretización con volúmenes ﬁnitos constante a trozos o una dis-
cretización clásica de Galerkin discontinuo. Esta opción, además de 
ser muy restrictiva, no resulta apropiada para problemas estaciona-
rios, ya que el uso de funciones no diferenciables diﬁculta alcanzar 
el estado estacionario. Este hecho ya ha sido se ˜nalado por otros 
autores haciendo referencia a técnicas de limitación o estabiliza-
ción basadas en operadores discontinuos [29,30]. Otras opciones 
razonables consisten en modelar el parámetro ˛ como una función 
Ck con k ≥ 0. La introducción de funciones continuas permite una 
variación suave elemento a elemento de ˛, así como un rango más 
amplio de valores. Por simplicidad, en este artículo se ha consi-
derado ˛ como una función C0, pero otras alternativas pueden ser 
también válidas. La ﬁgura 3 muestra el perﬁl de una posible función 
˛ y una función tipo switch.
Con el ﬁn de adaptar la base de funciones a la regularidad de la 
solución, ˛ debe estar necesariamente controlada por un detector 
de choques que permita discernir gradientes pronunciados frente 
a perﬁles suaves. En este trabajo se utiliza el sensor propuesto 
recientemente por Persson y Peraire [15,31], Se(s), deﬁnido a nivel 
elemental e. Este sensor depende únicamente de la cantidad física 
s, obtenida a partir de la variable de estado U. Esta cantidad se 
conoce como variable de detección. Para el caso particular de las 
ecuaciones de Euler, otras referencias indican que el número de 
Mach es una variable de detección más precisa que otras canti-
dadas físicas como la entropía o la densidad, propuestas en otros 
trabajos [13,15].
En la ﬁgura 3 se distinguen 3 regiones en el perﬁl de la fun-
ción ˛(s): una primera región tal que si S(s) < s1 entonces ˛ = 1, una 
segunda región donde ˛ toma valores entre 0 y 1, y una tercera 
región S(s) > s0 para la cual ˛ = 0. La aproximación de la solución en 
el interior del elemento es continua para valores del sensor de la 
primera región (i.e., ˛ = 1). En este sentido s1 representa un umbral 
para discernir entre funciones suaves o funciones con gradientes 
pronunciados o discontinuidades.
Observación 3.3. La experiencia con diferentes cáculos indica 
que la función ˛ se comporta de manera robusta respecto a estos 
2 valores, es decir, peque ˜nas variaciones de s0 y s1 no afectan al 
comportamiento global de la aproximación.
Seguidamente se deﬁne el sensor de discontinuidades S(s), así
como los valores s1 y s0.
3.2.1. El sensor de discontinuidades
El sensor de discontinuidades se deﬁne a nivel elemental por
un operador no lineal Se(s) : e −→ R, donde la variable de detec-
ción s= s(U) es una componente o función del vector de estado U.
El sensor proporciona una medida escalar de la regularidad de la
aproximación.
A continuación se resumebrevemente el sensor para el casouni-
dimensional, detallado en trabajos previos de los autores [15,16].
Posteriormente se extiende al caso bidimensional.
Sea la base de polinomios ortonormal de Legendre, Pi para i=1,
. . ., nen(p). Las aproximaciones de grado p y p−1 de la variable de
detección s en esta base se expresan como
s(x) =
nen(p)∑
i=1
siPi(x) sˆ(x) =
nen(p−1)∑
i=1
siPi(x) (13) 
donde, debido a las propiedades jerárquicas de la base, sˆ(x) se ha
obtenido truncando la serie polinómica s(x).
El sensor de discontinuidades para el elemento unidimensional
Ie queda deﬁnido como
Se(s) = log10(
‖s − sˆ‖22
‖s‖22
)
donde ‖ • ‖ 2 es la norma L2 de la variable. El cálculo del sensor con
estas normas se simpliﬁca gracias a la ortonormalidad de la base
de polinomios de Legendre. En efecto, sea sT = (s1, . . . , snen(p)) el
vector de valores nodales de la aproximación s(x), se tiene
‖s‖22 =
∫
Ie
s2 dx =
∫
Ie
(
nen(p)∑
i
siPi(x))
2 dx = sTMs
dondeM es lamatriz demasa diagonal obtenida con los polinomios
ortonormales de Legendre:
Mij =
∫
Ie
Pi(x)Pj(x)dx = ıij
Con esta deﬁnición y teniendo en cuenta la jerarquía de la base,
el sensor de discontinuidades resulta
Se(s) = log10(
(0, . . . ,0, snen(p))
T M (0, . . . ,0, snen(p))
sTMs
) (14) 
El sensor de discontinuidades en 2D se construye de manera
análoga pero utilizando la base de polinomios ortonormales de
Koornwinder [32] para cada elemento. La expresión ‖s − sˆ‖22 en (14)
representa una medida de las frecuencias altas de la aproximación
y vive en el espacio de polinomios ([Pp] \ [Pp−1])2. En el caso bidi-
mensional la matriz de masa se construye utilizando la base de
polinomios de Koornwinder. La norma asociada a las frecuencias
altas de la aproximación se obtiene de nuevomediante una proyec-
ción de la solución s(x) en el espacio de polinomios ([Pp] \ [Pp−1])2.
Así pues, las proyecciones en norma L2 del sensor (14) para el caso
multidimensional se expresan como
E = ‖s‖22 = sTMs, EH = ‖s − sˆ‖22 = sTMHs
donde MH no es más que la matriz de masa calculada con los
monomios de Koornwinder de grado únicamente p. Para ello se
considera V la matriz de Vandermonde en la base de Koornwinder,
con las columnas ordenadas por bloques de polinomios de menor
a mayor grado. Sea nL el número de modos hasta grado p−1 y
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Figura 6. Tubo de choque: perﬁles para las variables densidad, velocidad y presión 
calculadas con aproximaciones de grado p = 6. Arriba: con una función ˛ (S) continua. 
Abajo: con una función ˛(S) discontinua tipo switch.
longitudinales, representada en la ﬁgura 5(b) y con aproximaciones 
de grado p = 6.
Los resultados obtenidos con ambas aproximaciones se mues-
tran en la ﬁgura 6. Para poder hacer una mejor comparación con 
la solución unidimensional se ha representado un corte a lo largo 
de la sección horizontal para las variables densidad, velocidad y 
presión. Las soluciones obtenidas con la función ˛(S) continua pro-
porcionan perﬁles más angulosos que se ajustan mejor a la solución 
exacta. En cambio, la función switch introduce más difusión, lle-
gando incluso a inhibir el perﬁl escalón característico de la solución 
(veáse por ejemplo la variable densidad en la ﬁgura 6d). Además, 
con ˛-switch se obtienen perﬁles que no son localmente suaves. 
Aunque los resultados obtenidos son satisfactorios, el método pro-
puesto permite utilizar reﬁnamiento adaptativo para obtenter una 
mejor resolución en las discontinuidades de contacto, por ejemplo, 
en la variable velocidad.
A continuación, para conﬁrmar el buen comportamiento del 
método, se ha representado en la ﬁgura 7 el error absoluto entre 
la aproximación y la solución aproximada para las variables densi-
dad, velocidad y presión. El análisis del error conﬁrma los resultados 
observados en los perﬁles de las variables: los errores obtenidos 
con ˛(S) continua son ligeramente menores que los errores corres-
pondientes a la solución con ˛-switch. Sin embargo, destaca en 
la variable velocidad el pico alrededor del punto x = 0,9, debido al 
suavizado en la discontinuidad de contacto. Para obtener mayor 
precisión se deben aplicar técnicas de reﬁnamiento local, ya que 
una reducción de la cantidad de difusión (i.e., valores de ˛ más
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Figura 7. Tubo de choque: error absoluto para las funciones ˛(S) testeadas.
cercanos a 1) produciría la aparición de oscilaciones en las variables
densidad y presión.
4.2. Flujo supersónico alrededor de un bache circular
El siguiente ejemplo es un test clásico en simulaciones de
ﬂujo compresible estacionario, tanto en régimen transónico como
supersónico. Veánse, por ejemplo, los trabajos [36–38]. El problema
consiste en un canal de dimensiones rectangulares con un bache
circular de altura 4% en la pared inferior. El bache está centrado en
lamitad de la pared inferior y tiene amplitud igual a 1. El número de
Mach de entrada esM=1,4. En las paredes superior e inferior se han
utilizado condicones de contorno de pared sólida no penetrante.
El objetivo de este test es mostrar, por una parte, el buen com-
portamiento del método para mallas estructuradas y alto orden de
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grandes y no requiere reﬁnamiento para obtener soluciones pre-
cisas, el uso de técnicas adaptativas es compatible con el método.
Con el ﬁn de mejorar la precisión de los resultados obtenidos los
autores creen que debería hacerse un estudio más preciso entre la
opción de reﬁnamiento h o p localmente.
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