We consider a mesh grading quadrature method for real constant-coefficient Cauchy singular integral equations of index 0. The quadrature method is based on the trapezoidal rule. A complete stability and convergence analysis is given by the use of the noncompact perturbation analysis as in Jeon [ 10] and Elschner and S tephan [7] . The order of convergence can be arbitrarily high if the order of mesh grading is high enough. We also provide an efficient way of evaluating asymptotics of the solution at the end points. Experimentally, we observe that the method also works well for Cauchy singular integral equations with variable coefficients.
Cauchy singular integral equations
We consider real constant-coefficient Cauchy singular integral equations In the presence of a compact perturbation in (1.1), collectively compact operator analysis and perturbation analysis [1, 8] , will allow our analysis to be extended to these cases. Cauchy singular integral equations have physical applications in elasticity and aerodynamics [14] .
In this paper, we consider a natural airfoil solution of index 0. We therefore set [2] p(x) 
y/w'{t), r(t) := p(w(t)) = u>°(0(l -w(t)) p and g(t) := / {w(t~))Jw'(t)/r(.t), we have a transformed equation, e^q^r {t):= a^r(t)-\ p.v. / --TJr(s)ds = g(t)
. We solve (1.5) for \fr in preference to solving (1.3) for 0. If/ in (1.1) is sufficiently smooth on [0, 1], then [3] Quadrature for Cauchy singular integrals 289
with sufficiently smooth h on [0,1]. Therefore, \fr is considered to be a sufficiently smooth periodic function such that V 0) (0) = V 0 ) (l) = 0, 0 < j < (q -l)/2 for q large. We now suggest a numerical method based on the Fourier series approximation of the density function \fr and the trapezoidal quadrature approximation with the subtraction of singularity for the singular integral operator. We therefore do not need to evaluate computationally costly Jacobi polynomials and this is what distinguishes our method from traditional polynomial methods [5, 9, 20] . In some cases polynomial methods may give rise to algorithms which converge more quickly than ours, but our method will be easier and more flexible to implement, especially in the presence of a compact perturbation.
In this paper we propose a modified version of the quadrature method introduced by Prossdorf and Rathsfeld in [15] , in which they handle Cauchy singular integral equations of variable coefficients of index 0. They use the Simpson rule for the quadrature method, with which they achieve the convergence of O(h rnin^q~X)m ) for the approximation of the density function \j/ in (1.5). The evaluation of 0(0) and 0(1) in (1.3) is physically important, and they obtain the convergence of O(h q(q~l)IOq~X) ) for q < 8. Moreover, they use the Toeplitz operator analysis for stability analysis that can be mathematically complicated.
In this paper, we use the trapezoidal rule for the quadrature instead of the Simpson rule. In applying a quadrature rule to the singular integral operator in (1.5), we use the subtraction of singularity by the periodic singular operator Ji? (see (2.1) ). This looks unconventional for the Cauchy singular operator on the interval [0, 1], but which has already been considered in [12] . Subsequent application of the perturbation theory in [10] and [7] yields a complete, concise stability analysis. Moreover, we obtain an optimal order of convergence, that is, O(h q/2 ) for the density function V-For the evaluation of 0(0) and 0(1) we invent a new method, and the convergence of order
), for an arbitrary k > 0, is achieved (in practice, 1/2 < k < 1 is desirable). As stated above, we theoretically obtain a convergence of arbitrarily high order with a high order mesh grading. From our observation, q < 5 looks fine for moderately large mesh points (see Section 7). So far, our analysis does not extend to variable coefficients, but numerical experiments suggest that our method is promising.
The paper is organized in the following way. In Section 2 we introduce a quadrature method for (1.5). In Section 3 strong ellipticity for the operator induced from ^q is obtained. Interpolatory projection and an induced solution projection on periodic function spaces are introduced in Section 4. Stability and convergence analysis are given in Sections 5 and 6. In Section 7 we present numerical results. Experimental numerical results for a variable coefficient case are also given and a good convergence is observed even though our analysis does not cover this case.
A quadrature method
Here we introduce a quadrature method for ^q. We write (1.5) in a symbolic form as 
where with N el and h = := /i^cot(7r(//i -t))ir(jh) and i'f ) Collocation of (2.2) at nodes {kh}"'^ cannot be defined, so we consider the mid-point collocation method. We now introduce the TV -dimensional trigonometric function space T h such that 
sm(n(x -v)) But the stability of the above collocation method is unknown, and we modify the integral operator Jf h around the end points to have a complete analysis. Our modified method requires us to find \jr h € T h such that
Here the modification appears only for theoretical purposes, and we observe that /* = 0 is sufficient for stability in numerical experiments. We can rewrite (2.6) in symbolic form as
where forO<r < 1/2.
3. Strong ellipticity [6] The Hilbert operator 3V has well-known properties such as 3^\ = 0 and 3ft 11 = -I [14] . Then 3>? J = J Jf = 0 and simple calculation yields
alwhere J?(t>(t) = fi 4>(s)ds.
Multiplying both sides of (2.1) by (al + bJff)~l, we have 
r{t) w(s) -w{t)
=XoWXo(O s q - (3.3)
T 2 (t, s).

Here note that (7\(f, s) -T 2 (t, s)) is a sufficiently smooth periodic function for large q.
Introducing the Mellin transform on L 2 [0, oo), we have that
For details of the Mellin transform, see [6] and [19] . We now introduce three Mellin convolution operators on the half interval [0, oo):
x Jo \sj s
Then the corresponding symbols are = cot(7rz), = -! -and (3.6) sin(^z)
&<(z) = -tan(n (^^ -a X\,
where z = 1/2 + iy, y £ R. Note that the Mellin symbol for &* is defined only for -1/2 < a < 1/2 and so our analysis does not cover the cases of index -1 and 1. In view of (3.2) and (3.3), the operators J^ in (2.1) and Jf? can be written as where n := (xo, Xi) a n d {x.}/=o,i are considered to be operators such that xof (•*) : where S is a compact operator. To show that (/ + bl£) is strongly elliptic, we only need to show that the real part of the 2 x 2 complex matrix at 1/2 + iy, y e K, is positive definite uniformly in y. Using that
where z := 1/2 + iy, y e K .
Note that
When a = -ft, we have u a = -Up and v a = vp. Then simple calculation with .
It is worthy of note that H°
, where t k = kh + tjh, 0 < £ < 1. Then P A has the standard convergence property [18] that with J( = (a + b<7ey x X.
Stability
In this section we prove the stability of the operator (/ + bR h^h Ti. h ) :
for a sufficiently large i* > 0 independent of h. As a first step, we introduce a stability result for a finite section operator. . For a detailed proof, see [6, 10] .
Before proceeding to our stability analysis, we shall introduce some properties that are satisfied by the operator Jf (see (2.1)).
Consider an integer m such that m < q(l/2 -\y |) (see Section 1 for the definitions of q and y). Then 
Jr u , v ,i,j*(t) = f [/(I -r)]"[s(l -s)Y \D',DiK(t,s)\ t{s)ds (5.2) Jo
is a bounded operator in H°. 
\\D'^hTj. h u\\o < -;-r||«||o, " e T Taking i* sufficiently large, we have \\S h^H o < q\\i//1| 0 , q < 1. Therefore and it is uniformly bounded independently of A.
\D\jf-Jtr h )T l . h u{t)\ < Ch / \D' l D s K(t,s)u(s)\ds
Ji'h pl-i'h
+ Ch \D' t K(t,s)Du(s)\ds
Error analysis
The convergence analysis heavily depends on the Euler-Maclaurin formula [2] for periodic functions, and we supply here a modified version of it. Assume / ( t ) (0) = / ( *'(1) for k = 1 , . . . , p -1, and that/ 0 0 is integrable, then for j = 0, 1. Therefore, by (6.5) and (6.6), we have an estimate for (6.4):
The triangle inequality yields II* -**llo < II* -iMIo + WN -**llo < and our theorem is proved. We will have the same bound for 
Numerical results
Consider a Cauchy singular integral equation where p equals the smallest integer less than q/2, and q is the order of mesh grading.
In Tables 1, 2 and 3 we expect convergence of orders 1, 2 and 2 respectively. But as mentioned in Section 6 we may have convergence of orders 1.5, 2.5 and 2.5 by the generalized Euler formula as in the tables. We are also interested in evaluating the physically important constants </ > (0) and 0(1). Here we describe a way of using x// h to approximate 0(0) and 0(1).
Consider the Chebyshev polynomial on the interval [0, 1]: that is, T n (x) = cos(n6) with 9 = cos" 1 (2x -1). For any 0 e C[0, 1], [19] Quadrature for Cauchy singular integrals Now we estimate the convergence of </>*(l) to [20] = f We will have the same kind of bound for |0(O) -0*(O)| by replacing F n in (7.7) and (7.8) with n := g (-1)'7}(*) = -( 1 + gl , j (7.14) with even n. In practice, optimizing X in (7.13) is an important issue, and X should be chosen appropriately according to the regularity of </ >. In our numerical test we have used X = 1/2 for Tables 1 and 2 and X = 1 for Table 3 . Therefore, we expect convergence of orders 1, 2 and 2, respectively, and the fourth column of each table shows the convergence of $*(1) to 0(1). For the quadrature approximation for the integral in (7.8), we use the trapezoidal rule with 1024-points, while at points other than node points we evaluate \jr h , using the interpolation formula (2.5).
Let us consider a variable coefficient singular integral equation, 
-x Q(x)P'(x) + lQ{x)P(x) k+a (k + a + l)R(x)P(x) + xR'(x)P(x) -xR(x)P'(x) [P(x)] 2
Looking at the numerator of (x Q'(x)P(x) -x Q(x)P'(x) + lQ(x)P(x))/[P(x)]
2 , the coefficient of x 2n~' is (n -l)d n -ic n -nd n -t c n + ld n -ic n = 0. Then the numerator is a polynomial of degree < (2« -/ -1).
For((k+a + l)R(x)P(x)+xR'(x)P(x)-xR(x)P'(x))/aP(x)]
2 ),asintheproof of (1) 
