Numerous organisations collect data in the Great Barrier Reef (GBR), but they are rarely analysed together due to different program objectives, methods, and data quality. We developed a weighted spatio-temporal Bayesian model and used it to integrate image-based hard-coral data collected by professional and citizen scientists, who captured and/or classified underwater images. We used the model to predict coral cover across the GBR with estimates of uncertainty; thus filling gaps in space and time where no data exist. Additional data increased the model's predictive ability by 43%, but did not affect model inferences about pressures (e.g. bleaching and cyclone damage). Thus, effective integration of professional and high-volume citizen data could enhance the capacity and costefficiency of monitoring programs. This general approach is equally viable for other variables collected in the marine environment or other ecosystems; opening up new opportunities to integrate data and provide pathways for community engagement/stewardship.
Introduction
Australia's Great Barrier Reef (GBR) is the largest coral-reef ecosystem on earth, as well as one of the most biodiverse. It includes a wide array of habitats, which support over 1500 species of fish, around 400 species of hard coral, and close to 8,000 other species of invertebrates and vertebrates including marine mammals, sea turtles and birds (GBRMPA 2009 ). The GBR also provides a suite of ecosystem services, such as coastline protection from wave exposure, food for people, recreational and cultural heritage benefits, and significant economic benefits to the Australian economy including tourism integrating monitoring data and model outputs from multiple organisations to measure progress towards those outcomes (Commonwealth of Australia 2018). The goal of this study is to support those integration tasks by demonstrating how existing data from multiple organisations can be combined within a statistical model, which accounts for differences in survey method and quality, to provide spatially and temporally explicit information used to inform science and improve management.
Monitoring the GBR World Heritage Area is challenging because it is approximately 348,000 km 2 in size and contains 2900 coral reefs with a surface area of about 25,000 km 2 (Hedge et al. 2013 ). This These data provide a resource for estimating trends in coral cover and represent the "gold standard"
in terms of data quality. Although the program was designed to be spatially representative in terms of coral communities, it was not designed to capture spatial variability in coral cover, or to generate fine-scale predictions of coral cover over time, at the GBR scale. This is also true of the other professional, coral-reef monitoring programs run by research institutions and government agencies, which are individually too constrained in space or time to meet both short-and long-term management needs (Hedge et al. 2013) . At the same time, thousands of surveys are undertaken each year by community groups and private organisations, but there is currently no framework to formally integrate these data with those from professional programs.
The aim of this study was to demonstrate how coral cover data from a diverse array of public and privately funded monitoring programs can be combined to provide spatially and temporally explicit information throughout the GBR, which can be used to support data-enabled management decisions. We used a mechanistic weighting scheme to account for methodological differences in coral cover data from different programs and weighted spatio-temporal Bayesian models to predict coral cover, with estimates of uncertainty, throughout the GBR and over time. More specifically, we investigated whether the inclusion of multiple data sources increased the predictive ability of the models and/or decreased the uncertainty in predictions in areas with and without existing professional monitoring data. We also explored the influence of citizen-contributed data in the model and investigated the impact that increased participation of citizens would have on model outputs. We conclude with an in-depth discussion about the potential for an integrated approach to monitoring, evaluation, and reporting of coral cover condition using this method, including monitoring the effectiveness of management actions and point out how this approach could be applied to coral reefs and other ecosystems more broadly.
Methods

Hard coral cover measurements
Estimates of hard coral cover are often based on transects of individual images of the benthos, which are captured using a still or video camera oriented perpendicular to the seabed. The images are then either manually annotated (i. . Each dataset provided multiple estimates of coral cover, but there were differences in the scale of the estimates and the estimation methods (Table 1) . For additional details about how the data were collected, please see Appendix 1.
Covariate data
A reference raster with a spatial resolution of 0.005 decimal degrees (dd) was created (approximately 500m 2 ), covering the extent of the reefs in the GBR. In addition, 85529 unsampled prediction locations were generated at the centroid of each reference raster cell.
A number of physical, topographic and disturbance covariates were included in the model to account for direct and indirect sources of variation in coral cover ( Table 2 ). The covariate rasters were resampled (i.e. the spatial resolution was altered) to match the spatial resolution of the reference raster (0.005 dd). Covariate values were then extracted for all of the observed and prediction locations for inclusion in the model. Please see Appendix 2 for a description of the relationship between coral cover and the potential covariates and details about the geo-processing operations used to create them. We used the classifications contributed by citizens in the model in two ways and this affected the way the classification was performed. For the 218 Reef Check images, a unique spatially balanced random sample of 20 classification points was generated for each citizen, which they classified as either water, (hard) live coral, algae, sand, unknown, or other ( Figure 1 ). Once all 20 points were annotated, the user submitted the classifications to a database, where the image's media identifier (ID), latitude and longitude, a classification identification (ID) number (for each point in the image), classification label, and the user ID for the citizen providing the classification were recorded. For each image and each citizen, a coral cover estimate was obtained based on the number of points labelled "coral" as a fraction of the number of points labelled as something other than "unknown".
Citizens were also asked to annotate an additional 20 Catlin images, which we used as validation images. We asked a marine scientist with expertise in coral reef ecology to classify the 20 validation images and then asked each citizen to classify the same classification points within the images. This allowed us to assess each individual's ability to accurately identify coral in the imagery. We describe how this accuracy measure was calculated and is used in Section 2.5.1.2. 
Deriving weighted coral cover estimates
There were numerous discrepancies in the image-based coral-cover data to account for during the data integration process; including differences in sampling methodologies (Table 1) , non-response rates (e.g. number of points classified as "unknown"), and disparities in classification accuracy between citizens, which adds to measurement uncertainty. Failing to account for these differences give data with high variances (e.g. high measurement uncertainty) too much weight in the model, leading to biased parameter estimates and confidence intervals (Gelman 2007) . We chose to use weighted regression because it provides a natural way to account for these differences (Weisberg 2014) . A detailed description of the deterministic weighting scheme applied to the citizen-science and the professional monitoring data are described in Sections 2.5.1 and 2.5.2, respectively. In Section 2.6, we describe the spatial data aggregation process used to generate the weighted coral-cover value for each reference raster cell and in Section 2.7, the weighted spatio-temporal Bayesian Beta regression model fit to the integrated dataset.
Weights for citizen-elicited coral cover measurements
The weight associated with the classification of image , within source , and classified by person is given by:
where is the physical extent of each image, is the number of points used to elicit the coral cover in an image, is the overall accuracy of the person classifying the image, and is a factor used to up-or down-weight an image depending on source (Table 1) . Each component contributing to is described in more detail below.
Image extent
For each image and source, an extent weight, w = A / (A ), was set based on the physical area of the image, A , captured by the camera. This is important because coral cover measurements are unitless proportions, but the extent over which they are calculated differs depending on the survey (Table 1) . We standardized the weights based on the maximum image extent to ensure that w ≤ 1.
Citizen's accuracy
We generated a classification accuracy weight, , for each citizen based on their classification results for the 20 validation images annotated by the marine scientist. This was defined as the average accuracy across that person's classifications (Sammut and Webb 2010),
where TP is the number of true positives identified by citizen in image , TN is the number of true negatives and similarly FP and FN are the false positives and negatives for each image and citizen, respectively. The set represents the collection of images classified by person .
Number of classification points and number of images
Citizens were asked to annotate 20 points on each of the 218 citizen science images, but individual responses labelled as "unknown" were removed from the analysis. Thus, the number of classifications per image for each person, , was sometimes less than 20. An additional factor, , was used to account for the number of images used to generate a coral cover estimate (Table   1 ). However, = 1 for all citizen contributed images in this study.
Weighted coral cover estimates: Citizen science data
Although classification points can be classified into numerous benthic categories, we are only concerned with whether a point was classified as hard coral or not. Thus, the coral cover estimate for a citizen's classification of an image from a specific source was the number of points, indexed , that they labelled "coral" out of
with (⋅) an indicator function and the classification category label for point in image from source by citizen .
Multiple people annotated the same image, but we ultimately wanted a single coral-cover estimate per image. Thus, the weighted coral-cover estimate, by image and source (i.e. Reef Check), was taken to be a weighted mean of the coral cover estimates derived from the participants,
where represents the collection of people classifying the image and is defined in (1) . Note that this number is depicted as "variable" in Table 1 since it varies over images and sources. The total weight allocated to a measurement from a citizen-contributed image was
Thus, as more participants generate coral cover estimates for an image, the total weight for the citizen-science derived image, , will increase, as desired.
Weights for professional monitoring data
The amount of information represented by the professional survey measurements differed depending on the survey design and classification procedures ( Table 1 ). The image extent was accounted for in the same way it was for the citizen science images and we set = 1 for all professional survey data, reflecting the increased ability of marine scientists to identify hard corals.
The total number of points annotated on an image was included as ( Table 1 ). The number of points required to obtain an automatic estimate of coral cover which is comparable to a manual classification by an expert is approximately 10 (Beijbom et al. 2015), and manual classification of additional points by a marine scientist within an image has not been shown to substantially improve coral cover estimates for an individual image. Therefore, the number of classification points allocated to the Catlin and UQ-RSRC coral cover estimates was = 10, while the number of classification points for LTMP and MMP was set to 5. It was also necessary to include a weight to account for the number of images used to estimate coral cover, , for the transect-level LTMP ( = 40) and MMP ( = 32), with = 1 for all other sources (Table 1 ). This up-weighted these data to account for the fact that the measurements were aggregated over multiple images.
Thus, the weights associated with each estimate of coral cover from a professional survey, , were derived as shown in Equation 1.
Spatial data aggregation
The weights described above provided a way to aggregate the various data sources into weighted measurements of coral cover. Next we spatially aggregated these observations to the reference- 
and the total weight
for the collection of images, , that were contained within a cell, i, by source, s, and time, t. In total, there were 2056 cell-level estimates of coral cover. We wanted to model using the Beta distribution (Section 2.7) and so we added the minimum weighted-mean coral cover greater than 0 (approximately 0.0005) to to ensure that all values fell between 0 and 1.
To aid in interpretation and numerical stability, these weights were normalised prior to model fitting
based on the sample size, N=2056, for each cell, time, and source.
Spatio-temporal modelling
Gaussian process models are often used for spatial statistical modelling and prediction, but these methods quickly become computationally infeasible for large datasets (Cressie and Wikle 2011).
However, low rank approximations to Gaussian processes have been developed to address this issue, and freely available software has been developed to implement them. We chose to use a stochastic partial differential equation ( The proportion of coral cover, , within a cell, time, and source was modelled as a random draw from a Beta distribution with mean, , and a common precision parameter, , with a logistic link function and with the log likelihood, , weighted by the normalised values generated in Eq. 8 and scaled to sum to 1. Hence the posterior distribution of the full parameter set, , given the data, is given by
where ~ Beta( , ),
The logit of the mean parameter was a function of a matrix of covariates, X , and a vector of coefficients, , a temporal effect, , fit using a first-order random walk, and a spatial random effect, a SPDE. The triangulation nodes for the SPDE were based on the observed data locations and boundaries were constrained using the GBR Features shapefiles (GBRMPA 2014), with an extension radius of 0.5 dd. was also included to represent uncorrelated errors. The spatio-temporal model was implemented using the r-INLA package (Rue et al. 2017 ) using the default priors. For , this was a log-gamma prior with parameters 1.0 and 0.1, while the regression coefficients had a Normal prior with mean 0 and precision 0.001. A log-gamma prior was also used for the first-order random walk with parameters 1.0 and 0.00005. The SPDE is defined based on two parameters (κ and τ), which
were modelled using a multivariate normal prior. The initial values for κ and τ depend on the size of the mesh and in our case were set to -0.872 and -0.394, respectively. The covariates, X , were always included in the model and no formal model selection was undertaken. All of the analyses were implemented in R statistical software (R Core Team 2017).
Prediction
The fitted model was used to generate coral cover predictions, ̂, and corresponding standard deviations at each of the 85529 locations over time. The prediction locations were assigned a weight equal to the mean of the standardised weights generated in Eq. 8, which was 1.
Model Assessment
We fit the model to two separate datasets to test whether including additional data collected by multiple organisations (citizen science groups, universities, etc.), in addition to those collected by official monitoring programs increases the predictive ability of the models and thus, provides more accurate and precise information about coral cover across the whole-of-the GBR. First, we fit the model to all of the data available (i.e. LTMP, MMP, UQ-RSRC, Catlin, and Reef Check); we refer to this as the "All Data" model. Then, we fit the model to the LTMP and MMP data only; we refer to this model as the "LTMP/MMP Only" model.
We used a 10-fold cross-validation procedure to assess the predictive ability of the two models. Data from the UQ-RSRC, Catlin, and Reef Check surveys were randomly divided into 10 parts without respect for the spatio-temporal structure of the data. These validation data were iteratively removed from the training dataset before refitting both the All Data and LTMP/MMP Only models and making predictions at the validation sites. The models were compared based on the root mean square prediction error (RMSPE) of the observations versus cross-validation predictions, which is given by√∑
, where ̂ is the prediction for the ith datum, , after removing it from the observed dataset, and n is the total number of observations used in the cross-validation procedure.
The interpretation of the RMSPE is fairly straight forward. For example, if the RMSPE value for the best model is one quarter that of a competing model the gain in predictive ability is 75%. We also calculated the 95% prediction interval coverage, which is the percent of intervals containing the true value. For a single prediction, =̂, the 95% prediction interval was calculated as ∓ 1.96 .
Influence of citizen science data
There were relatively few benthic images available for this project from citizen scientists compared to professional data sources (Table 1 ). Yet, online platforms demonstrate the potential for citizen scientists to both contribute and process imagery. For example, the platform Zooniverse (Simpson et al. 2016 ) has tens-of-thousands of people who help process images and videos in scientific studies. It was important to understand how large volumes of citizen-contributed data would influence model results and so we undertook a simulation study to explore this issue. We treated the Catlin data as our "citizen-contributed" data because it contained a relatively large number of aggregated coral cover estimates collected at different locations in the GBR. We down-weighted the Catlin data to 1 on the standardised scale ( ′ ) and refit the SPDE model to obtain predictions, with corresponding standard deviations. We repeated this three more times, but increased the normalised weights for the Catlin data from 1 to 1000, 10000, and 100000 at each iteration. The coral-cover measurement weights are a product of sub-weights and so this is an approximation of what would happen if the number of citizens classifying data was increased by 1000, 10000, and 100000. We refit the models using the adjusted weights and generated the RMSPE and 95% prediction coverage (proportion of observed values within the 95% prediction intervals).
Results
Classification of citizen science images
A total of 12 citizens annotated 218 Reef Check images. The average classification accuracy of citizens compared to the marine scientist for the 20 validation images was 79%, while the median accuracy value was even higher with the exception of one participant (Figure 2 ). This suggests that the users who annotated the images were more often than not correctly identifying image features that were, and were not, corals. However, there was also a considerable amount of variability in the classification accuracy of participants ( Figure 2 ). This variability is likely attributable to image properties and the benthic composition (Appendix 3); the 20 Catlin images used in the training set were selected to capture a wide variety of reef characteristics, such as haziness, sand, and soft and hard corals and these characteristics increased or decreased the users' ability to accurately classify coral. We captured these differences in the individualised accuracy weights assigned to each person. The normalised weights (Eq. 8) for the spatially aggregated data sources ranged between 0.0315 and 22.6717 for coral cover estimates derived from different sources ( Figure 4 ). As expected, the aggregated coral-cover estimates from the Reef Check data were assigned the smallest weights (< 0.0947) because of the limited image extent (Table 1) , the small number of citizens annotating the images (n=12), and the fact that citizens had accuracy weights less than 1 (Figure 2 ). Although the spatially aggregated coral-cover estimates for the LTMP and MMP were substantially up-weighted (Table 1) compared to other data sources, the coral cover estimates from the UQ-RSRC and Catlin surveys often had much larger weights ( Figure 4 ) because large numbers of images were collected within the same cell (Appendix 1). 
Model Results
As anticipated, the posterior estimate of the Beta precision term, , was much larger for the All Data model than the LTMP/MMP Only model, reflecting the greater amount of data in the former.
However, the fixed effects parameters in the two models were similar (Appendix 3, A3.4 and A3.5, respectively). Cyclone and bleaching damage were the only substantive covariates based on the 95% credible intervals and both negatively influenced coral cover, as expected. In addition, bleaching had the strongest negative influence in both models. Nevertheless, the relative reduction of the RMSPE between the two models indicates that the predictive ability of the All Data model was 42.76%
better than the LTMP/MMP Only model and also better with respect to the 95% prediction coverage (Table 3 ). Both models tended to over-predict when observed coral-cover values were low and under-predict when they were high, but this was much more severe in the LTMP/MMP Only model ( Figure 5 ; Appendix 3). As a result, there was a relatively strong positive relationship between the observed and cross-validation predictions in the All Data Model, but almost no relationship between the two in the LTMP/MMP Only model (Table 3 ; Figure 5 ). Table 3 . Results of the 10-fold cross-validation for the model fit to all the data (All Data) and the model fit to the LTMP and MMP data only, including the 95% prediction coverage, the root mean square prediction error (RMSPE), and the correlation (Corr) between the observed and predicted coral cover. Table 4 ). For example, when the weights were set to 1, there was no correlation between the observed and fitted citizen-science data values (Figure 8a ), even though data from these exact locations and times were included in the spatio-temporal model (i.e. this was not a cross-validation procedure). When the weights were set to 1, the prediction intervals were exceptionally wide (Figure 8a ), which means that the true coral cover value could fall anywhere within the prediction interval. This reflects the fact that we have little confidence in the quality of small amounts of citizen-contributed data and the subsequent model predictions based on those data. As the weights increased, the positive correlation between the observations and model predictions became progressively stronger and the prediction intervals narrower (Figures 8b,c,d) ,
Model
showing how the certainty in the model prediction grows as the number of citizen classifications within a cell increases. The 95% prediction intervals captured the true value at least 96% of the time regardless of the weights (Table 4) , which means that the estimates of prediction uncertainty are reliable. Figure 8 . The predicted posterior mean coral cover values and 95% credible intervals for the simulated citizen-science data at the original scale (weight = 1), and then upweighted by 1000, 10000, and 100000 (1+e05). 
Discussion
Data collection in the GBR is currently fragmented over dozens of organisations, with data collected for different purposes, using different methods, and in different habitats (e.g. reef slopes versus reef We addressed this challenge using a mechanistically based weighting scheme within a spatiotemporal model to account for the differences in survey design and coral-cover estimation method from different image-based sources, as well as the uncertainty associated with different data sources. Integrating additional data in the All Data model did not negatively affect inferences about the relationship between coral cover and known pressures such as bleaching and cyclone damage (Appendix 3). In contrast, including additional data sources, in addition to the LTMP and MMP, significantly increased the predictive accuracy of the model (Table 3 , Figure 5 ), even in areas where long-term datasets have been collected for more than 10 years (Figures 6 and 7) . Thus, valuable information is lost when informative data from multiple sources are not integrated; information that could be used to support better data-enabled management decisions. This is not surprising given that the model contains a spatial statistical component (Eq. 9), which reduces parameter bias and improves predictive accuracy when data are spatially dependent (Hefley et al. 2017). Nevertheless, the improvement in predictive ability is significant given that only 384 additional measurements from 363 locations were included in the All Data model. As the volume and density of the data increases over time, the predictive accuracy of the spatial statistical model is also expected to increase; especially when new data come from areas that were not previously sampled.
Combining data from different sources, collected using different methods, with disparities in nonresponse rates (e.g. number of points not classified as 'unknown') and measurement uncertainty, and different sampling intensities is challenging, which is one reason these data are not usually analysed together. We used weighted regression because it is a natural way to account for these differences (Fuller 1987) , but one drawback is that the weights are generally assumed to be "known" (Weisberg 2014) , as was the case here. The mechanistic weights were specifically designed to account for measurable differences in the data related to survey and estimation method, classification non-response rates and accuracy, and the number of images used to estimate coral cover at an aggregated cell level (Table 1 and Section 2.7). However, it is impossible to verify that these are the optimal weights for each measurement. An alternative approach is to include covariates for the full weighting (e.g. image sources, extent, number of annotation points, and accuracy levels, and number of images within an aggregated cell), so that parameters can be estimated for each sub-weight. However, the model quickly becomes large and complicated, especially as the number of image sources and citizens classifying images increases. In addition, interactions must be included between sub-weight covariates, as well as other covariates in the model, and large numbers of interactions can lead to unstable estimates (Gelman 2007) . Another way to address this issue in the future would be to extend the weighting scheme to allow for stochasticity in the weights, possibly by representing them as prior distributions within a Bayesian hierarchical model (Gelman 2007 ; Si et al. In Review). Depending on the parameterisation, this could also provide a way of incorporating measurement-specific precision, rather than using a pooled precision as we did here.
Reef managers and scientists often refrain from using citizen-science data due to a lack of There was little citizen-science data used in this study (~0.3%; Table 1 ) and as a result it had little weight in the model due to the limited pool of citizen scientists, the relatively small number of images, and the extremely small spatial extent of the Reef Check images used in this study (Table 1) .
Thus, a simulation study was used to understand how citizen's participation would influence model outputs as the amount of citizen-contributed data increased. The results showed that individual people, or small numbers of people, have almost no influence on the model results ( Figure 8 , Table   4 ). Instead, the weighting scheme ensures that large numbers of citizens (~1000) would need to classify each image before their aggregated data would have a strong influence on model predictions and associated estimates of uncertainty. Although these numbers seem large, they are not unreasonable given the participation rates in popular, online citizen-science studies (e.g. Simpson et al. 2016) , where researchers rely on replication to help improve the quality of observations (e.g. cover. Government-funded monitoring programs are ideally suited to assess the impacts of planned management actions and RIMReP is an example where data from multiple sources is being integrated to achieve both short-and long-term sustainability targets (Addison et al. 2015) . In the wake of broad-scale disturbances such as coral bleaching events (Hughes et al. 2018 ), however, coordinated efforts by multiple monitoring programs and institutions are required to provide rapid situational understanding. The modelling framework described here provides a way to integrate disparate data sources to maximize information value for management using all available data.
Conclusions
Monitoring efforts in the GBR are fragmented with dozens of organisations collecting data in different regions to meet a variety of monitoring objectives. We developed a weighted spatiotemporal Bayesian modelling framework that can be used to integrate and model multiple sources of coral cover data collected by both professional and non-professional organisations. There are numerous types of models that can be used to estimate coral cover, but there are a number of advantages to the model we describe here in terms of monitoring and management: 1) the mechanistic weighting scheme provides a way to integrate image-based data from multiple sources, while accounting for different levels of uncertainty; 2) the approach can be used with spatially and temporally dependent data collected for different purposes and using different survey designs; 3) the model produces spatially and temporally explicit predictions of coral cover, with estimates of uncertainty using a probabilistic framework; thus filling in gaps in space and time where no data exist; and 4) the accuracy of the predictions continue to improve as more data become available.
The model results show clear advantages in terms of predictive performance and management; even in areas where professional datasets have been collected for more than 10 years. It also highlights the opportunities and potential for citizen science to contribute to data collection and processing.
Predictive maps with estimates of uncertainty can be used to prioritize management actions, inform the design of monitoring programs and guide coordinated monitoring efforts within and across organisations, and provide scientifically rigorous information, summarised at multiple scales for environmental report cards. This spatio-temporal data integration approach can be applied to other variables and in different ecosystems, opening up opportunities to explore new ways to integrate data, enhance data processing power, and provide pathways for community engagement and shared stewardship.
