We review and develop some techniques used to investigate the effective cones of higher codimension classes. We then use these methods to show that boundary strata of rational tails type are extremal in their effective cones on Mg,n, establishing as a corollary that all boundary strata are extremal in genus zero. These methods also show that two additional special families of boundary strata are extremal and provide evidence for the conjecture that all boundary strata of Mg,n are extremal.
Introduction
The cone of effective divisors on a projective variety X dictates its birational geometry. When X is a moduli space, birational models of X often have new modular interpretations and useful connections to each other. For this reason and others, the structure of the cone of effective divisors of M g,n has attracted a great deal of attention; see for example [CC14, CT15, Opi16, Mul17b, Mul20] . More generally, there has been interest in probing the finer aspects of the birational geometry of moduli spaces by studying the cones of effective higher codimension cycles, e.g., [Mul17a, Che18, Mul19, Bla20] .
Cones of higher codimension cycles are significantly more difficult to understand than cones of divisors, in part because their positivity properties do not behave as well as those of divisors; for example, nef cycles may fail to be pseudoeffective in higher codimension [DELV11] . Moreover, some of the tools used to study the cone of effective divisors are not known to generalize (or are known to not generalize). For more on positivity of higher codimension cycles, see [FL17b] .
There are two complementary types of results in studying extremality of cycles. The first is to show whether or not a given cone is rational polyhedral, or more specifically, whether there are infinitely-many extremal rays for the cone. In codimension one, this focus stems largely from interest in running the minimal model program. The second is to study a particular family of classes of more general interest that live in a family of cones and to establish which classes in the family are extremal in their respective cones. This paper is of the latter type: we extend the work of [CC15] and show that all boundary strata of rational tails type span extremal rays of the cones of effective classes of M g,n . In order to do so, we first review some (pseudo)effective techniques for determining when (pseudo)effective classes are extremal in a (pseudo)effective cone. The paper as a whole presents evidence for the following conjecture.
The paper is organized as follows. In Section 2, we review properties of effective cycles and cones. In Section 3 we cover basic information about M g,n , as well as Hassett spaces and known results about effective cones on the moduli space. Section 4 contains the main results of the paper, showing that rational tails strata are extremal. In Section 5 we discuss some additional results that follow from the same line of reasoning but which do not fit as cleanly into the main rational tails narrative.
Background on Effective Cones
In this section we review some standard definitions and results about effective cones of cycles on a variety and present some criteria for establishing extremality of effective cycles. Throughout, we assume all varieties are defined over C and all coefficients are taken to be R-valued.
A cycle on a complete projective variety X is a formal sum of subvarieties of X; if all subvarieties in the sum are of dimensional d (resp. codimension k), the cycle is d-dimensional (resp. kcodimensional). Two d-dimensional cycles Z and Z ′ on X are numerically equivalent if, for any polynomial P of weight d in Chern classes of vector bundles on X,
where ∩ is the cap product (see [Ful98, Chapter 19] ). If X is non-singular, numerical equivalence is equivalent to requiring the intersection product
for all subvarieties V ⊂ X of codimension-d. Although M g,n -the focus of this paper -is not non-singular, the compatibility still holds for moduli spaces of curves by [Edi92] , as M g,n is Q-factorial.
We denote by [Z] the numerical equivalence class of Z in X and write [Z] = [Z ′ ] if Z and Z ′ are numerically equivalent. Let N d (X) be the (finite-dimensional) R-vector space of cycles of dimension d modulo numerical equivalence, and let N k (X) be the vector space for cycles of codimension k. We caution that these spaces are in general not dual when (d, k) = (1, 1); the decision of which notation to use is based on whether it is more convenient to note the dimension or codimension of a given class.
A cycle is effective if all of the coefficients in its sum are non-negative or if it is numerically equivalent to such a sum. The sum of two effective dimension-d (resp. codimension-k) classes is again effective, as is any R + -multiple of the same, which gives a natural convex cone structure on the set of effective classes of dimension d (resp. codimension k) inside N d (X) (resp. N k (X)), called the effective cone and denoted Eff d (X) (resp. Eff k (X)).
Definition 2.1. Let X be a projective variety and α ∈ Eff d (X). An effective decomposition of α is an equality
with each a i > 0 and E i irreducible effective cycles on X of dimension d.
Definition 2.2.
A class α ∈ Eff d (X) is extremal if for any effective decomposition of α all classes in the decomposition are proportional to α.
There are a variety of numerical techniques to determine whether divisors are extremal; in particular, the following criterion is a powerful tool. Unfortunately, there is no analog to Lemma 2.3 for higher codimension cycles, and its failure to generalize is in some ways responsible for our overall lack of information about cones of such classes. In these cases, more subtle techniques must be used, and of particular use to us is the notion of an index of a cycle under a morphism.
Definition 2.4 ([CC15]
). Let f : X → Y be a morphism between complete varieties. For a subvariety Z ⊂ X define the index of Z under f as
and note that e f (Z) > 0 if and only if Z drops dimension under f.
Note that the index is not well-defined on numerical classes of cycles; however, the following proposition shows that the index does provide a well-defined lower-bound across effective decompositions. It also allows us to rule out certain cycles from appearing in an effective decomposition.
Proposition 2.5 ([CC15, Proposition 2.1]). Let f : X → Y be a morphism between projective varieties and let k > m ≥ 0 be two integers. Let Z ⊂ X be k-dimensional, and suppose e f (Z) ≥ k − m > 0. If
The primary topics of interest in this paper are moduli spaces of curves and their boundary strata. As discussed in Section 3, boundary strata can be realized as products of smaller moduli spaces of curves. Thus the following result is of crucial importance.
Lemma 2.6. Let X and Y be projective varieties and let Z ⊂ X be extremal and of codimension k. Then Z × Y is extremal and of codimension k in X × Y.
be an effective decomposition. Let π : X × Y → X the projection morphism; by Proposition 2.5, e π (E i ) ≥ e π (Z × Y) = dim Y for every i. Moreover, since π is projection, in fact e π (E i ) = dim Y, and E i = F i × Y for some F i ⊂ X. By the projection formula, (1) becomes
Now fix an F i and assume without loss of generality that the proportionality constant between
However, after another application of the projection formula, we find that
The next lemma allows us to transfer extremality from one space to another with the proper setup.
Lemma 2.7. Let γ : Y → X, f : X → W be morphisms of projective varieties, and assume the exceptional
is an effective decomposition. Since e f (γ(Z)) > 0, by Proposition 2.5 we must have e f (E i ) > 0 for all i. Thus E i ⊆ γ(Y) for all i, as the exceptional locus of f is contained in γ(Y). Since γ * is injective, we have an effective decomposition
If we apply Lemma 2.7 in the particular case when γ is inclusion, the requirement on γ * is auto-
). Hence ker( γ * ) is trivial and γ * is injective. The following corollary summarizes.
Corollary 2.8. Let f : X → W be a morphism of projective varieties, and suppose Y ⊂ X contains the exceptional locus of f.
Background on Moduli Spaces of Curves
We collect here some of the background information necessary for this paper concerning the moduli space of curves. For a more thorough introduction to and treatment of this important space, we recommend any of [HM98, Vak08, ACGH13].
Denote by M g,n the moduli space of isomorphism classes of Deligne-Mumford stable genus g curves with n (ordered) marked points. For fixed g, we may vary n to obtain a family of moduli spaces related by forgetful morphisms: for each 1 ≤ i ≤ n, the map π i : M g,n → M g,n−1 forgets the ith marked point and stabilizes the curve if necessary. The map π n+1 realizes M g,n+1 as the universal curve over M g,n .
The boundary ∂M g,n = M g,n \M g,n consists of irreducible boundary strata, which we denote by a ∆, and which, depending on how we would like to emphasize the stratum, has one of three decorations: an integer-set pair (h; S), a stable graph Γ , or an ordered partition P • (the latter is detailed in Section 4).
When the stratum is a boundary divisor, we decorate with an integer-set pair: for 0 ≤ h ≤ g and S ⊆ [n], the general point of ∆ h;S parametrizes a genus h curve containing the marked points labeled by S, attached at a node to a genus g − h curve containing the marked points in [n]\S.
Associated to any boundary stratum is a dual graph Γ , realized as the dual graph of the general point of the stratum; such a stratum is denoted ∆ Γ . The dual graph Γ of a stratum ∆ Γ is defined as follows: if (C; p 1 . . . , p n ) is the marked curve parametrized by the generic point of ∆ Γ , then Γ has a vertex for every irreducible component of C labeled by geometric genus, an edge connecting vertices when corresponding components of C share a node, and labeled half-edges corresponding to the marked points p 1 , . . . , p n .
One boundary stratum ∆ Γ ′ is contained in another ∆ Γ if and only if Γ can be obtained from Γ ′ by a series of edge contractions. In terms of the general points of the strata, contracting an edge of Γ corresponds to smoothing the corresponding node. For ∆ ′ ⊆ ∆, we say ∆ ′ is a codimension-k degeneration of ∆ if the dual graph of ∆ ′ has k more edges than the dual graph of ∆.
We may canonically identify a boundary stratum with a product of smaller moduli spaces modulo a symmetric group; the quotient may be non-trivial when there are zero marked points or if the strata is in the locus of curves with a self-node (curves which are not contained in the latter locus are said to be of compact type). Because this paper concerns strata which do not require such a symmetric group quotient, we abuse notation and suppress the isomorphism when making this identification.
We call any boundary stratum of compact type where all of the genus is concentrated at one vertex of the dual graph a stratum of rational tails type, and we call the genus g vertex/component the anchor of the stratum. A tail of a rational tails stratum is a tree of P 1 s with a node connected to the anchor, such that the deletion of this tree does not change the connectivity of the associated dual graph.
The following is a standard result on the effective cone of M g,n , which inspires the results in this paper.
Proposition 3.1. All boundary divisors in M g,n are extremal.
Proof. This result has been well-known for quite some time; see [CC15, Proposition 3.1] for a straightforward proof utilizing Lemma 2.3.
The combinatorial stratification of M g,n and Proposition 3.1 allow us to bootstrap extremality of boundary divisors to extremality for higher-codimension strata, at least relative to boundary divisors.
Corollary 3.2. Let n ≥ 1 and let ∆ be a boundary stratum in M g,n of compact type. Let ∆ ′ be a codimension-k degeneration of ∆ which is also of compact type. Then [∆ ′ ] is extremal in Eff k (∆).
Proof. Suppose ∆ ′ is a codimension-one degeneration of ∆. We may write
where M is a product of smaller moduli spaces of curves and without loss of generality
We view M ga,na × M g b ,n b as a boundary divisor in M g 1 ,n 1 , which is extremal by Proposition 3.1. Therefore [∆ ′ ] is extremal in Eff 1 (∆) by Lemma 2.6.
For higher codimension degenerations, iterate the argument above.
Remark 3.3. The requirements that n ≥ 1 and that our strata be of compact type are imposed to avoid concern over the need to write them as quotients of products of moduli spaces under symmetric group actions. One practical effect of these requirements is in ruling out degenerations that induce self-nodes. We do not believe these restrictions are strictly necessary, but our focus is here on rational tails strata, which parametrize curves that do not have self-nodes and which have at least one mark. Therefore we leave these subtler cases for future study.
The full moduli space M g,n is not merely a product of smaller moduli spaces, so the remaining challenge is to push extremality within a boundary divisor to extremality within the full space. Corollary 2.8 is one tool to do so, in conjunction with the Hassett spaces introduced in [Has03] .
We recall some of their basic characteristics here.
Definition 3.4. Fix (ordered) weight data A = (a 1 , a 2 , . . . , a n ) so that a i ∈ (0, 1] ∩ Q. A (nodal) marked curve (C; p 1 , . . . , p n ) is A-stable if
• p i ∈ C is smooth for every i ∈ [n];
• ω C + n i=1 a i p n is ample; and
• for every point x ∈ C, we have
The Hassett space M g,A is the moduli space of A-stable curves of genus g up to isomorphism.
When 2g − 2 + a i > 0, the Hassett space M g,A is a non-empty, smooth, proper Deligne-Mumford stack. In this case there exists a reduction morphism
which on the level of curves reduces the weights and stabilizes if necessary by contracting unstable rational components. The exceptional locus of r A consists of curves that have a rational tail with at least three marked points of total weight at most one.
Main Results
The goal of this section is to prove the following theorem. Some specializations of Theorem 4.1 are already established in the literature. Most immediately, boundary divisors of rational tails type are extremal by Proposition 3.1. In [CC15] , extremality is shown for pinwheel strata in genus zero in arbitrarily-high codimension and in genus-one in codimension-two. In [Sch15] , the author extends the genus zero result to allow for further special degenerations.
We break Theorem 4.1 into multiple parts corresponding to the proof techniques used, which in turn depend on whether the rational components of the general point of a given stratum have moduli (Proposition 4.2) or not (Propositions 4.4, 4.5, and 4.6).
Proposition 4.2. Let ∆ ⊂ M g,n be a rational tails stratum of codimension k such that at least one of the rational components has more than three special points (marks or nodes). Then [∆] is extremal in Eff k (M g,n ).
Proof. In the general point of ∆, fix one tail T which has moduli and denote by T the marked points in T . Then ∆ 0;T is the boundary strata whose general point is attained from the general point of ∆ by smoothing every node except the node connecting T to the anchor. By Corollary 3.2, [∆] is extremal in Eff k−1 (∆ 0;T ).
Let r A : M g,n → M g,A be the reduction morphism for weight data A = (a 1 , . . . , a n ) such that
The exceptional locus of r A is precisely ∆ 0;T , and because T has moduli, e r A (∆) > 0. Then [∆] is extremal in M g,n by Corollary 2.8.
If there are no tails with moduli, we can no longer use Corollary 2.8 with a Hassett space, as the index of r A on such a cycle is zero. Instead, we use the fact that classes of such cycles survive pushforward by multiple forgetful morphisms. To facilitate those cases, we introduce some additional notation.
Definition 4.3. Let P • = (P 0 , P 1 , . . . , P r ) ⊢ [n] be an ordered partition (that is, we care about the ordering on the parts, but not within the parts) such that |P r | ≥ 2. We define the stratum ∆ P • as the image of the gluing morphism
which glues together each • i with ⋆ i+1 . See Figure 1 for an example. We next show the extremality for the case of ∆ P • in codimension 2.
Proposition 4.4. Let P • = (P 0 , P 1 , P 2 ) ⊢ [n] with |P 1 | = 1 and
Proof. Without loss of generality, suppose P 1 = {1}, P 2 = {2, 3}, and P 0 = {4, . . . , n}, and note that
be an effective decomposition such that each [E s ] survives pushforward by one of π 1 , π 2 , π 3 and each [F t ] vanishes under all such morphisms.
Fix an [E s ] appearing in the right-hand side of (2) and suppose it survives under pushforward by π i . Since
is a boundary divisor, it is extremal, and π i * [E s ] is a positive multiple of [∆ 0;[3]\{i} ]. Therefore
. Since π i * π j * [∆ P • ] = 0 for any i, j ∈ {1, 2, 3} (and by the fact that forgetful morphisms commute), if [E s ] survives pushforward by any π i for i ∈ {1, 2, 3}, it survives pushforward by the other two forgetful morphisms as well. Hence for any such [E s ], we conclude
The cycles F t may or may not be contained in ∆ 0;{1,2,3} ; denote those that are by F t and those that are not by F t . This gives an effective decomposition
(3)
After subtracting and rescaling, (2) becomes
where [ F ℓ ] vanishes under pushforward by π 1 , π 2 , and π 3 . But [∆ P • ] survives such pushforwards, a contradiction. So the only effective decomposition of [∆ P • ] is the trivial decomposition, and hence [∆ P • ] is extremal.
When ∆ P • has codimension greater than 2, we have a similar set up but employ an intersectiontheoretic proof instead to conclude extremality.
Proposition 4.5. Let P • = (P 0 , P 1 , . . . , P r ) ⊢ [n] with |P 1 |, . . . , |P r−1 | = 1, and |P r | = 2. Then [∆ P • ] is extremal in Eff r (M g,n ).
Proof. We proceed by induction on the number of parts in P • . Assume r ≥ 3 and that the result holds for all ordered partitions with fewer than four parts; Propositions 4.2 and 4.4 provide the base cases. Without loss of generality, let P i = {i} for i ∈ {1, . . . , r − 1}, P r = {r, r + 1}, and P 0 = {r + 2, . . . , n} (see Figure 2 ). g p r+2 . . . p n p 1 · · · p r−1 p r p r+1 Figure 2 . The dual graph of the stratum ∆ P • with partition given above.
Let
be an effective decomposition with [E s ] surviving pushforward by π i for some i ∈ {1, 2, . . . , r + 1} and [F t ] vanishing under all such pushforwards. Fix an [E s ] appearing in the right-hand side of (4) and suppose it survives under pushforward by π i . Since
. Because π i * π j * [∆ P • ] = 0 for any i, j ∈ {1, 2, . . . , r + 1}, if [E s ] survives pushforward by any π i for i ∈ {1, 2, . . . , r + 1}, it survives pushforward by all such forgetful morphisms. It follows that
Because each Q • i is ordered, it is easy to check that the common intersection is precisely ∆ P • , and we conclude that each [E s ] must be proportional to [∆ P • ].
As before, subtract and rescale (4) so that
However, [∆ P • ] survives pushforward by some π i whereas each [F t ] does not; this is a contradiction, so only trivial effective decompositions of [∆ P • ] exist, and [∆ P • ] is extremal.
Finally, we handle the case in which ∆ is an arbitrary rational tails stratum with no moduli coming from any of its rational components. we rely again on forgetful morphisms sending the class of ∆ to other extremal classes.
Proposition 4.6. Let ∆ ⊂ M g,n be a rational tails stratum of codimension k such that every rational component has exactly three special points (marks or nodes). Then [∆] is extremal in Eff k (M g,n ).
Proof. We show that the extremality of ∆ depends on the extremality of other rational tails strata which have strictly fewer rational components. If ∆ has a single tail, we are done by Proposition 4.5, so assume ∆ has at least two tails. Then there are at least four forgetful morphisms π i so that π i * [∆] = 0; let [∆ i ] be the image of [∆] under π i * , and without loss of generality, say i ∈ {1, 2, 3, 4}. Let
be an effective decomposition with [E s ] surviving pushforward by π i for some i ∈ {1, 2, 3, 4} and [F t ] vanishing under all such pushforwards. Fix an [E s ] appearing in the right-hand side of (5) and suppose it survives under pushforward by π i . Suppose that [∆ i ] is extremal. Then π i * [E s ] is a positive multiple of [∆ i ] and E s ⊂ π −1 i (∆ i ). As before, because π i * π j * [∆] = 0 for any i, j ∈ {1, 2, 3, 4}, if [E s ] survives pushforward by any π i for i ∈ {1, 2, 3, 4}, it survives pushforward by all such forgetful morphisms. It follows that
Is easy to check by looking at each tail of the ∆ i individually that the common intersection is precisely ∆, and we conclude that each [E s ] must be proportional to [∆] .
As before, subtract and rescale (5) so that
However, [∆] survives pushforward by some π i , whereas each F t does not; this is a contradiction, and so only trivial effective decompositions of [∆] exist.
In order to verify the assumption that each [∆ i ] is extremal, we iterate the argument until we end with a stratum with a single tail. A final appeal to Proposition 4.5 then completes the proof.
Propositions 4.2 and 4.6 together imply Theorem 4.1. We obtain the following immediate consequence.
Corollary 4.7. All boundary strata are extremal in M 0,n .
Proof. All boundary strata in M 0,n are of rational tails type.
Remark 4.8. The analogous statement of Corollary 4.7 fails for M 0,n = M 0,n /Σ n , the moduli space of stable rational curves with n unordered marked points. A counter example for n = 7 involving F-curves is computed explicitly in [Moo17] .
Additional Results
In the preceding sections, we limited our conclusions somewhat in order to present a compelling narrative concerning rational tails strata, a natural and oft-studied family of boundary strata. However, our methods may be pushed further in order to cover more boundary strata, lending more evidence to Conjecture 1.1. In addition, we may extend some of the results above to the slightly larger pseudoeffective cone. We discuss both of these topics in this section and include remarks identifying the limits of the arguments given in the hopes that future work overcomes the restrictions imposed here.
Two subfamilies of boundary strata are readily shown to be extremal in M g,n using the methods established in previous sections. These are strata with dangling rational tails or dangling elliptic tails. By dangling rational tails (resp. dangling elliptic tails), we mean boundary strata whose respective generic point has a tree of components that eventually terminates in a chain of one or more rational components (resp. components of genus one). Alternatively, these are boundary strata which are compact type degenerations of ∆ 0;S (resp. of ∆ 1;S ) for some S ⊆ [n].
The statement for the former family in the case where the chain of rational components has moduli is an immediate generalization of Proposition 4.2.
Proposition 5.1. Let ∆ ⊂ M g,n be a codimension-k stratum of compact type with at least one dangling rational tail such that the chain of rational components has some component with more than three special points (marks or nodes). Then [∆] is extremal in Eff k (M g,n ).
Proof. The argument is parallel to the one given in the proof of Proposition 4.2, where we now replace the rational tail T with the chain of rational components with moduli.
Remark 5.2. Although some additional analogous statements are possible for when the chain of rational components has no moduli, the general case is still elusive, as we cannot replicate the inductive arguments of Propositions 4.5 and 4.6 without knowing that the forgetful morphisms send classes of such strata to extremal classes.
To handle dangling elliptic tails, we recall another compactification of M g,n : let M ps g,n be the moduli space of genus g pseudostable curves with n ordered marked points, and let ε : M g,n → M ps g,n be the first divisorial contraction of the log minimal model program for M g,n (see [HH09, AFS17, AFSvdW17] ). The morphism ε contracts ∆ 1;∅ by replacing an unmarked elliptic tail by a cusp.
Proposition 5.3. Let n ≥ 1 and let ∆ ⊂ M g,n be a codimension-k stratum of compact type with with at least one elliptic component with a single node and no marks. Then [∆] is extremal in Eff k (M g,n ).
Proof. The exceptional locus of ε is precisely ∆ 1;∅ . The strata ∆ is a degeneration of ∆ 1;∅ , and hence [∆] is extremal in Eff k−1 ∆ 1;∅ by Corollary 3.2. Because ∆ has an unmarked elliptic tail, e ε (∆) > 0, so [∆] is extremal in Eff k (M g,n ) by Corollary 2.8.
Remark 5.4. The map ε does not contract elliptic tails with marks, and pushing forward by any of the forgetful morphisms which forget marks on an elliptic component kills the class. As such, there is no clear strategy towards extending Proposition 5.3 in meaningful ways using these particular techniques.
Building on the work of [FL16] , some of our results may be extended to the pseudoeffective cone Eff d (M g,n ), defined as the closure of the effective cone in the usual R n topology on N d (M g,n ). In particular, Lemma 2.7 (and hence Corollary 2.8) may be extended to show extremality in the pseudoeffective cone. Proof. The proofs of these three propositions rely on Lemma 2.7 or Corollary 2.8, which extend to the pseudoeffective cone by Lemma 5.5. To complete the proof, note that the argument in Lemma 2.6 -which is used to establish extremality of the strata under consideration in the effective cones of boundary divisors -also readily extends to the pseudoeffective cones without complication.
Remark 5.7. In general there are a great many subtleties involved in moving extremality from the effective cone to the pseudoeffective cone, especially for higher codimension classes. At present, we are unable to extend the extremality of all of the strata considered here to the pseudoeffective cone without the presence of a morphism such as r A or ε. See [FL17a] for further discussion and results on some of the challenges associated with moving from effective to pseudoeffective.
