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Abstract                      
The Development of a Mental Workload Assessment System using Psychophysiological Signals 
Yichuan Liu 
An accurate measure of mental workload level from psychophysiological signals has diverse 
neuroergonomic applications ranging from brain computer interfacing to improving the 
efficiency of human operators. The techniques currently used to decode mental workload from 
psychophysiological signals are not yet field deployable due to a number of challenges, including 
the long calibration time required before the mental workload decoder can be used. Current 
available techniques require the recording of lengthy signals to calibrate a workload-decoding 
model with machine learning before each use. This is mainly due to the challenge that 
psychophysiological signals vary considerably between different people and over time. The 
development of a “calibration-free” workload assessment system that functions without 
recording lengthy calibration data is needed. Improving the decoding accuracy presents a 
second challenge. Techniques have been developed to decode workload level mainly using the 
brain activity measured by an electroencephalogram (EEG). Although promising results have 
been reported, the decoding accuracy of these techniques needs to be improved. 
This thesis advances the field along two complementary paths by using a set of EEG, functional 
near-infrared spectroscopy (fNIRS), and physiological data, simultaneously recorded from 21 
subjects during a working memory (n-back) task. First, it develops an alternative calibration 
approach to derive workload-decoding models as a step toward “calibration-free” workload 
assessment. Existing techniques calibrate workload-decoding models only using the data 
recorded from the target subject (the user). This thesis shows that workload-related patterns 
that are sufficiently common across different subjects can be found such that deriving workload-
xi 
decoding models using the additional data recorded from other subjects improves the decoding 
accuracy. This is especially true when the amount of calibration data from the target subject is 
small. The results in this thesis provide the first evidence that machine learning from the data of 
multiple subjects outperforms learning from a single subject in terms of mental workload 
decoding accuracy. 
Second, this thesis acquires workload-relevant information from fNIRS and physiological 
measures such as heart rate variability and breath rate in addition to the most commonly 
adopted EEG for improving the accuracy of workload assessment. The results show that there is 
workload-related information that is complementary in EEG and fNIRS such that integrating the 
two outperforms using either alone in terms of workload decoding accuracy.   
The techniques developed in this thesis may have applications in neuroergonomics research and 
applications such as adaptive aiding systems that are designed to improve the efficiency and 
safety of human-machine systems during critical tasks. 
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CHAPTER 1:  INTRODUCTION 
1.1 Motivation 
A workload level that is either too high (Byrne and Parasuraman 1996, Parasuraman 2003) or 
too low (Pattyn et al. 2008) will deteriorate the performance of human operators such as 
aircraft pilots and car drivers. Continuous evaluation of mental workload enables real-time 
adjustment to the task load assigned to human operators so that their workload can be kept at a 
moderate level (Parasuraman 2003, Parasuraman et al. 1992). Taking aviation as an example, 
worldwide data show that 46% of the contributing factors to fatal aviation accidents from 1993–
2007 were cockpit-crew related (CAANL 2008). In a National Aeronautics and Space 
Administration (NASA) aviation safety report, high workload was identified as a factor that 
promoted human error in over 100 aircraft incidents (McElhatton and Drew 1993). On the other 
hand, prolonged periods of low workload can cause low vigilance, loss of situational awareness 
(losing track of what is happening with the aircraft and/or the surrounding environment), and 
loss of manual piloting skills in the long term (Johnson et al. 2014), any of which may lead to 
accidents. 
Psychophysiological signal based workload measurement has been receiving a great deal of 
attention in the literature due to the advantage of being continuously obtainable – an 
advantage not offered by some other techniques, such as workload level self-reported by 
operators. The techniques currently used to decode mental workload from psychophysiological 
measures are not yet field deployable due to a number of challenges, including the long 
calibration time required before the mental workload decoder can be used (Durkee et al. 2013). 
Current available techniques require the recording of lengthy signals to calibrate a workload-
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decoding model before each use. This is mainly due to the challenge that psychophysiological 
signals vary considerably between different people and over time. The development of a 
“calibration-free” workload assessment system functions without recording lengthy calibration 
data is needed. Improving the decoding accuracy presents a second challenge (Durkee et al. 
2013, Johnson et al. 2014). Techniques have been developed to decode workload level by using 
brain activity measured by the electroencephalogram (EEG) (Parasuraman 2011). Although 
promising results have been reported, the decoding accuracy of these techniques needs to be 
improved. This thesis proposes various new approaches to these two challenges in order to 
make strides toward field deployment.  Future studies will benefit from the knowledge gained in 
this study regarding the choice of psychophysiological measures used to overcome the two 
issues. 
1.2 Approach and Contribution 
The premise of this thesis is to address the need for developing a more reliable mental workload 
assessment system that requires less calibration time to achieve the same level of accuracy. It 
will advance the field along two complementary paths by using a set of EEG, functional near-
infrared spectroscopy (fNIRS), and physiological data, simultaneously recorded from 21 subjects 
during a working memory (n-back) task.  
First, this thesis develops an alternative calibration approach to derive workload-decoding 
models as a step toward “calibration-free” workload assessment. Existing techniques develop 
workload-decoding models only from the calibration data of the target subject. The proposed 
technique derives workload-decoding models from a pool of subjects in addition to the target 
subject. It is expected that less calibration data from the target subject is required to achieve the 
same level of accuracy by adopting the proposed technique, assuming workload-related 
3 
patterns could be found that are sufficiently common across subjects. It is difficult to quantify 
the amount of calibration data needed to achieve a certain level of accuracy. Instead of directly 
comparing the calibration time needed by the traditional and the proposed technique to achieve 
a certain level of accuracy, this work compares the workload decoding accuracy achieved by 
the two approaches given the same amount of calibration data from the target subject. We 
expect that workload-related patterns could be found that are common across subjects and that 
the workload decoding accuracies achieved by the proposed calibration approach are higher 
than those achieved by the traditional calibration approach. This thesis demonstrates that 
machine learning from the data of multiple subjects outperforms learning from a single subject 
in terms of mental workload decoding accuracy; the findings from the first study establish the 
contribution and significance. 
Second, this work acquires workload-relevant information from multiple types of 
psychophysiological measurements for improving the accuracy of workload assessment. Most of 
the current research has utilized either EEG or fNIRS for the continuous evaluation of mental 
workload levels (Gevins et al. 1998, Herff et al. 2014).  An EEG measures the scalp electric 
potentials, whereas fNIRS measures cerebral hemodynamics; combining the two measures 
yields complementary views of brain activity. It has been reported that combining EEG and fNIRS 
enables a more reliable assessment of behavior performance (Merzagora et al. 2009) and 
memory load (Herff et al. 2015) than either technique alone. Previous studies have suggested 
the existence of non-overlapping information when considering EEG, heart rate variability (HRV), 
respiration rate (RR), and electrooculography (EOG) (which records eye movements) for mental 
workload assessment (Wilson and Russell 2003, Hankins and Wilson 1998). To investigate the 
multimodality-based workload assessment, this thesis evaluates workload-related information 
that is complementary in diverse psychophysiological signals. To outline its significance and 
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contribution: this thesis contains the first study investigating the integration of fNIRS, EEG, and 
physiological signals for mental workload assessment,  demonstrating that there is 
complementary workload-related information in EEG and fNIRS, and that combining EEG and 
fNIRS outperforms either modality alone.  
In summary, the contributions of this thesis are listed below: 
1. This is the first study to demonstrate that machine learning from brain activation data of 
multiple subjects outperforms machine learning from a single subject in terms of mental 
workload decoding accuracy. The conventional approach of machine learning considers 
using the data from a single subject. The results in this thesis suggest that mental 
workload decoding accuracy can be improved by learning from multiple subjects so that 
less calibration data from the target subject is required to achieve the same level of 
accuracy. 
2. This is the first study to investigate the integration of fNIRS, EEG and physiological 
signals for mental workload assessment and demonstrates that: 
a.  There is complementary information in EEGs and fNIRS concerning workload, 
and  
b.  Combining EEG and fNIRS data outperforms either modality alone.  
1.3 Outline 
The remainder of this thesis is organized as follows. 
Chapter 2: Functional neuroimaging 
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In this chapter, two functional neuroimaging techniques, EEG and fNIRS, are introduced. The 
integration of these two techniques is one of the main objectives of this thesis. The origin of the 
signal recorded using these two techniques is described and their advantages and disadvantages 
are compared. 
Chapter 3: Mental workload definition and assessment 
Chapter 3 reviews the definition of “mental workload” in the literature, discusses its importance 
to workload assessment, and then reviews currently available assessment techniques of mental 
workload. Subsequently, the need for reducing the calibration time of a workload assessment 
system is discussed. 
Chapter 4: Approaches and experimental design 
This chapter first reviews the n-back task and then describes in detail the n-back paradigm used 
in this study to induce three levels of workload. The techniques adopted to simultaneously 
record EEG, fNIRS, and physiological signals from human subjects are also described. 
Furthermore, this chapter reviews the various approaches of characterizing mental workload 
using EEG, fNIRS, and physiological signals, and describes the signal-processing and feature-
extraction approaches that have been used.  
Chapter 5: Workload-related information that is common across subjects 
Chapter 5 presents details of the investigation of workload-related information that are 
common across subjects. First, the behavioral results achieved by the 21 participants are shown 
and discussed. The group effect of workload on EEG and fNIRS results and physiological signals is 
investigated using a repeated measures analysis of variance (ANOVA), and the results are 
presented. Following that, the two approaches adopted to calibrate a mental workload decoder 
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are described: 1) the traditional calibration approach using only the data from the target 
subject, and 2) the proposed calibration approach using the data from the target subject and a 
pool of other subjects. The mental workload classification results adopting the two approaches 
are presented and compared. 
Chapter 6: Complementary workload-related information in different 
psychophysiological signals 
This chapter presents the approaches selected to investigate workload-related information that 
is complementary in different types of psychophysiological signals and the results. To investigate 
if EEG and fNIRS contain complementary information about workload, a regression-based 
approach is adopted to remove the part of EEG signal that is correlated with the fNIRS signal; 
the effect of workload on the resulting “fNIRS-free” EEG signal is then examined. Similarly, the 
part of the fNIRS signal that is correlated with the EEG signal is removed by regression and the 
effect of workload on the resulting “EEG-free” fNIRS signal is explored. Following that, using 
standardized data from all subjects, a multinomial logistic regression model is used to ascertain 
if using both EEG and fNIRS signals to predict workload levels outperforms the use of either 
modality alone in terms of the model’s goodness of fit. Finally, the integration of EEG, fNIRS, and 
physiological signals for the workload classification of individual participants is considered, and 
the results are discussed. 
Chapter 7: Conclusion and next steps 
This chapter presents a summary of the thesis and makes suggestions for future work in this 
research area. 
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CHAPTER 2:  FUNCTIONAL NEUROIMAGING 
2.1 Electroencephalography (EEG) 
Electroencephalography (EEG) monitors the scalp electrical potentials that are affected by the 
electrical activities of the brain. EEG measures the voltage fluctuations caused by the ionic 
current generated within the neurons of the brain. EEG is recorded by placing electrodes 
(usually made of silver chloride) on the scalp and measures the voltage between two of the 
electrodes – one active electrode and one reference electrode. In many cases, a third electrode  
placed either on scalp or on ear lobes is connected to the ground in order to keep the voltages 
within a small range relative to the ground level of the amplifier. Conductive gel is usually 
applied between an electrode and the scalp in order to reduce the impedance and obtain good 
signal quality. The application of conductive gel makes EEG setup a lengthy process which can 
take up to an hour or more especially if high-density EEG electrodes are used. Furthermore, if 
the EEG recording takes hours long, more gels need to be applied during recording to prevent 
the conductive gels from drying which will lower the quality of the signal. After recording, 
subjects need to wash their hair in order to remove the gel. All of these caused frustrations and 
hindered the application of EEG techniques in everyday life scenarios. Figure 2.1 shows a typical 
EEG recording setup. EEG is usually studied by investigating the changes in the power of certain 
frequency bands or by comparing the electrical potential amplitude changes after the onset of 
stimulus events. 
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Figure 2.1 An EEG recording setup 
Physiological Basis  
Brain based EEG signals contain oscillatory patterns originating from the radially-arrayed cortical 
pyramidal cells’ local field potentials (!!! INVALID CITATION !!! (Nunez 1974, Varela et al. 2001)). 
The postsynaptic potential is believed to be the main source of EEG signal (Bucci and Galderisi 
2011, da Silva 2010, Nunez 1974). Neurons generate electrical currents when activated. There 
are two main forms of neuronal activations: action potential and postsynaptic potential. Action 
potential is a fast impulse like potential changes that propagate along axons which lasted about 
1ms long.  It is believed that the action potential is too fast to be picked up by scalp EEG 
recordings except in situations such as epileptic discharges (Bucci and Galderisi 2011). Unlike the 
action potential, postsynaptic potentials have a duration of tens of milliseconds and hence is 
more likely to be picked up by scalp EEG recordings. A neuron at rest has high concentrations of 
potassium (K+) and chloride (Cl-) ions inside the cell and high concentrations of sodium (Na+) and 
calcium (Ca2+) ions outside the cell. This lead to a more negative charge inside the neuron 
compared to outside the cell membrane – a voltage difference of about 60-70ms. When an 
activated neuron transmits an electric impulse to a synapse, neurotransmitter is released at the 
9 
synapse to open and close iron channels that results in a gain of positive or negative charge 
across the membrane. A flow of positive irons into the cell (current sink) is produced by an 
excitatory postsynaptic potential and the resulting reduced voltage difference inside and outside 
the cell may cause a neuron to fire an action potential after the reduction passed a certain 
threshold. On the other hand, an inhibitory postsynaptic potential produces a flow of positive 
irons out of the cell (current source) which will inhibit the firing of the neuron. The postsynaptic 
potentials at one synapse, however, is too small to be detectable by scalp EEG. The EEG 
activities recorded from the scalp is thus a summation of postsynaptic potentials from 
populations of neurons. 
Advantages and disadvantages 
EEG has milliseconds level temporal resolution, which is not available in some of the other 
neuroimaging techniques such as magnetic resonance imaging (MRI), computed tomography 
(CT) and functional near-infrared spectroscopy (fNIRS). This high temporal resolution makes it 
ideal for clinical applications such as the diagnosing of epilepsy and sleep disorders. EEG offers 
the opportunity to study the rhythmic activities of neuronal populations, which is not possible 
with many other neuroimaging techniques. An alternative non-invasive technique that matches 
the temporal resolution of EEG is magnetoencephalography (MEG) which records the magnetic 
fields produced by electrical currents generated by the neurons in the brain. However, MEG 
requires large, expensive device whereas EEG is portable and relatively inexpensive. The 
portability of EEG making it a suitable choice in brain-computer interface applications.  
However, EEG suffers from the volume conduction effect. The head has several layers such as 
the brain, the cerebrospinal fluid, the skull and the scalp. Each of these layers acts like a 
conductor and would spread and distort the electrical fields generated by the brain. Due to this 
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volume conduction effect, the electrical potentials measure at each electrode reflects a 
weighted summation of the electrical activities of the entire brain, making it have low spatial 
resolution. Although various efforts have been made to reconstruct the electrical sources based 
on scalp EEG recordings, the sources still cannot be reliably localized because multiple source 
configurations may generate the same electrical fields on the scalp (Michel et al. 2004, Grech et 
al. 2008). In addition, muscle movements such as eye blink, eye rotation, and swallowing induce 
electrical potentials that will severely contaminate the EEG signals. The artifacts caused by eye 
movements is especially severe at the frontal site because they are close to the extraocular 
muscles that controls the eye movements. Facial and tongue muscle movements and swallowing 
may also contaminate EEG signals. Various approaches has been proposed by the communities 
to reduce the eye movements artifact based on either regression (Schlögl et al. 2007) or 
independent components analysis(Fitzgibbon et al. 2007). However, it is still common practice 
to instruct subjects to minimize eye movements during EEG recordings and detect/reject eye 
movements contaminated portions of EEG signal during signal processing. Finally, EEG 
recordings typically requires applying conductive gels on the scalp which makes EEG setup and 
cleanup a lengthy process that causes frustration if used in a daily life scenario. 
2.2 Functional near-infrared spectroscopy (fNIRS) 
Functional near-infrared spectroscopy (fNIRS) is an optical brain imaging technology for 
monitoring the concentration changes of oxygenated hemoglobin (oxy-Hb) and deoxygenated 
hemoglobin (deoxy-Hb) in the cortex. By utilizing portable, safe and wearable sensors, fNIRS 
provides a cost-effective and easy-to-use imaging solution for studying brain activation in real-
life contexts (Ayaz et al. 2013b). fNIRS is recorded by shining near-infrared light with light 
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sources on the scalp and recording the intensity of the light traversed back to the surface of the 
scalp.  
Physiological Basis 
Glucose metabolism fuels the neuronal activities. An increase in the neuronal activities will 
result in an increase in the consumption of glucose which require oxygen. This is delivered by 
oxy-Hb in the local tissues through neurovascular coupling (Girouard and Iadecola 2006). 
Reduced local oxy-Hb concentration will result in an increased local blood flow which will 
eventually result in an overabundance of cerebral blood oxygenation in the local brain areas. 
This process is known as the hemodynamic response and can be localized to as small as 1mm3 
(Duong et al. 2001).  
When photons enter the tissue, they are either absorbed or scattered. Though the scattering 
will make photons traverse in all directions, a predictable portion of the photons traverse 
through a banana shaped path and eventually back to the surface of the scalp to be picked up by 
light detectors as shown in Figure 2.2. Three types of chromophore in the tissue are mainly 
responsible for the absorption of the photons in the near-infrared range between 700–900 nm: 
water, oxy-Hb and deoxy-Hb. The other types of chromophore are relatively transparent to the 
light in the near-infrared range. The light absorption spectra for 600 to 1100 nm range of water, 
oxy-Hb and deoxy-Hb is shown in Figure 2.3. Because the amount of water is relatively stable in 
tissues, the changes in light intensity detected by the detectors is mainly determined by the 
concentration changes in oxy-Hb and deoxy-Hb.  
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Figure 2.2 Banana-shaped photon path (Bunce et al. 2006, page 55). 
 
Figure 2.3 Absorption of light by water, oxy-Hb and deoxy-Hb according to wavelength 
(Bunce et al. 2006, page 55). 
These light intensity changes can be quantified using the modified Bear-Lambert law (Cope and 
Delpy 1988): 
𝐥𝐨𝐠 (
𝑰𝒊𝒏
𝑰𝒐𝒖𝒕
) = 𝝐𝝀 × 𝒄 × 𝒅 × 𝑫𝑷𝑭𝝀 + 𝑮                                               (Eq. 2.1) 
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Where 𝜆  is the wavelength of the light, 𝐼𝑖𝑛 and 𝐼𝑜𝑢𝑡 represent the intensity of the light before 
entering the tissue and after exiting the tissue respectively, 𝜖𝜆 represents the absorption 
coefficient of the chromophores, 𝑐 represents the concentration of the chromophores, 𝑑 
represents the distance between light source and detector, 𝐷𝑃𝐹𝜆 represents the differential 
path length factor reflecting the increase in path length due to high scattering and 𝐺 is an 
intrinsic constant related to the attenuation factor account for measurement geometry and 
scattering of the medium. 
By measuring the light intensity changes using two or more wavelengths, the concentration 
changes in oxy-Hb and deoxy-Hb can be calculated.  
Advantages and disadvantages 
An important advantage of fNIRS is its portability compared to fMRI. Wireless fNIRS sensors are 
already commercially available (Ayaz et al. 2013b). fNIRS also has good spatial specificity. The 
intensity of the light is related to the concentration changes in the small brain areas covered by 
the banana shaped path that photon traversed and a spatial resolution on the order of 1cm2 can 
be achieved. Comparatively, the EEG recorded at an electrode is a summation of the electrical 
activity of the entire brain due to the volume conduction effect. Finally, fNIRS is easy to setup 
and cleanup. The setup of fNIRS merely involves placing the light sources and detectors on the 
scalp. Comparatively, EEG setup requires putting conductive gels between each electrodes and 
the scalp. 
fNIRS has higher temporal resolution compared to fMRI. However, it has lower temporal 
resolution compared to EEG because there is a time delay between increased neuronal activities 
and an increased local blood flow due to the hemodynamic response. In addition, fNIRS can only 
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measure the hemodynamic response of the outer cortex, whereas the activities of deeper 
structures are not available. 
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CHAPTER 3:  MENTAL WORKLOAD DEFINITION AND ASSESSMENT 
3.1 What is mental workload 
The human brain has limited capacity in information processing (Cowan 2001). To account for 
the human performance deterioration due to the capacity limitations, researchers proposed the 
measurement of mental workload (Parasuraman 2003, Parasuraman 2011, Parasuraman, 
Christensen, and Grafton 2012, Reid and Nygren 1988). Several definitions of mental workload 
have been proposed in the literature and no one definition has been universally accepted. 
Gopher and Donchin in 1986 referred to workload as “the difference between the capacities of 
the information processing system that are required for task performance to satisfy 
performance expectations and the capacity available at any given time”  (Gopher and Donchin 
1986). O’Donnell and Eggemeier referred to workload as “the portion of an individual’s limited 
mental capacity that is actually required by task demands” (O'Donnell and Eggemeier 1986, pp. 
42-2). Kramer et al. in 1987 described mental workload as “the cost of performing one task in 
terms of a reduction in the capacity to performance additional tasks, given that the two tasks 
overlap in their resource demands” (Kramer, Sirevaag, and Braune 1987).   Regardless of its 
definition, workload played a central role in the ergonomic (Parasuraman 2003). In this work, we 
focus on improving the assessment of mental workload for possible ergonomic applications. 
3.2 Why assess mental workload 
Improving the performance of human operators such as pilots and drivers is a highly-desired 
outcome in ergonomics (Wickens et al. 2015). Take the aviation context as an example, 
worldwide data showed that 46% of the contributing factors of fatal aviation accidents during 
1993–2007 are cockpit crew related (CAANL 2008).  In a National Aeronautics and Space 
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Administration (NASA) aviation safety report, high workload was identified as a factor that 
promoted human error in over 100 aircraft incidents (McElhatton and Drew 1993). In order to 
reduce workload and improve efficiency, automation systems are often adopted to perform 
tasks that were once completed by human operators (Parasuraman and Riley 1997).  
However, overreliance on automation will diminish the performance of operators and lead to 
accidents in the occasional situations when automation fails (Parasuraman, Molloy, and Singh 
1993, Parasuraman and Riley 1997). In fact, the U.S. Federal Aviation Administration encourages 
pilots to operate manually when appropriate (FAA 2013). Factors that may have compromised 
operator performance include (Johnson et al. 2014) low vigilance, loss of situation awareness 
(i.e., losing track of what is happening with the aircraft and/or the surrounding environment), 
and loss of manual piloting skills in the long term, all of which may be associated with prolonged 
periods of low workload (Endsley 2009, Pattyn et al. 2008). 
Adaptive automation is a concept that may help to maximize the benefits of automation while 
minimizing its harms. Proposed by Parasuraman and colleagues (Parasuraman et al. 1992), the 
concept of adaptive automation is to provide automation only when needed and to restore 
manual control when appropriate so that the mental workload of the operator can be kept at a 
moderate level (Johnson 2015, Byrne and Parasuraman 1996). There were concerns and 
evidences that a human operator may not be the best judge of when to use automation (Scerbo 
2006, Johnson et al. 2014, Scerbo 1996). As a result, a number of different criteria have been 
proposed to trigger changes in automation in real-time (Parasuraman, Mouloua, and Molloy 
1996, Scerbo 1996, Kaber and Endsley 2004). These include: 
• Critical events – reallocate task for example from computer to human after a 
malfunction event. 
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• Performance measurement – reallocate task after the human performance degraded to 
certain level. 
• Psychophysiological assessment – reallocate task based on real-time assessment of 
human work load level, fatigue, etc. which is achieved by decoding psychophysiological 
signals such as electroencephalogram (EEG), electrocardiogram (ECG) and 
electrooculogram (EOG). 
• Behavior modelling – reallocate task based on empirical information of the overall 
system and the human operator population such as the time spend operating 
continuously.  
• Hybrid approach incorporating two of more of the above strategies. 
Among these criteria, psychophysiological measures have been receiving a great deal of 
attention in the literature (Parasuraman, Christensen, and Grafton 2012, Parasuraman 2003, 
Wilson and Russell 2007).  
Psychophysiological measures have the advantage of being continuously obtainable without 
interruption of the normal piloting task, an advantage not offered by some other criteria, such 
as workload level self-reported by operators. A number of earlier studies were concerned with 
using EEG measures as feedback to switch between auto and manual mode in a closed loop 
control system. Pope et al. in 1995 first proposed a close-loop system which switch the 
operation mode of a task set (manual/automated) on EEG feedback that reflects the operator 
engagement (Pope, Bogart, and Bartolome 1995). This close-loop system was designed based on 
the assumption that if an operator is not engaged (e.g. get bored) the task demand need to be 
increased accordingly to make the task more challenging.  They proposed four candidates of 
EEG-based index of engagement which are ratios of EEG band powers according to the literature 
of attention and vigilance. For evaluating the effectiveness of these candidates, they provided 
the engagement index as positive and negative feedback to the system respectively in different 
experiment blocks. For negative feedback, operator mode was switched to manual for 
increasing task demand if the operator engagement decreased. For positive feedback, operator 
mode was switched to manual if the operator engagement increased. If the engagement index is 
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effective, a negative feedback would stabilize the operator engagement so that there are only 
small oscillations between more and less engaged. On the other hand, a positive feedback 
would cause large oscillations so that operator is either not engaged or overly engaged 
(overloaded) for long period of time. Of the four candidates evaluated, the beta power/(alpha 
power + theta power) index was found to be the best. In subsequence studies, they showed that 
using the EEG-based indexes of engagement as negative feedback resulted in a better behavior 
performance compared to positive feedback (Freeman et al. 1999, Prinzel et al. 2000) and the 
no feedback control condition (Prinzel et al. 2000). The effectiveness of negative engagement 
feedback was further supported by the fact that 1) negative feedback resulted in lower overall 
workload (evaluated by the NASA task load index) compared to positive feedback and no 
feedback control and 2) when auditory oddball was used as a secondary task, the amplitude of 
P300 event-related potentials (ERPs) were significantly larger in the negative feedback condition 
than the positive feedback and no feedback control condition, suggesting a higher level of 
attention and alertness (Prinzel et al. 2003).  
More recently, studies have been conducted with workload decoded from psychophysiological 
measures for dynamically controlling the difficulty of Unmanned Air Vehicle (UAV) task. Wilson 
et al in 2007 conducted a study that used psychophysiological feedback to adaptively adjust the 
difficulty level of an UAV task (Wilson and Russell 2007). In a simulated UAV bombing mission, 
operators monitored the progress of UAVs and visually identified and selected targets from the 
radar images. Using EEG, ECG and EOG features, workload level of human operator was 
predicted with an artificial neural network (ANN). The ANN was trained to classify two task 
conditions, easy and difficult, based on the number of distractors in the images and complexity 
of the mission. The predicted workload level was used as feedback for adaptively aiding the UAV 
task: during high workload, the task difficulty is automatically decreased by slowing down the 
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UAV and providing hint to ease memory workload. Significantly higher performance was 
achieved with adaptive aiding compared to no-aiding and random-aiding. 
Another dynamic UAV task difficulty study was conducted by Afergan et al in 2014 (Afergan et 
al. 2014). The UAV task considered in the study is path planning for multiple vehicles. A 
combination of EEG, ECG and EOG, functional near-infrared spectroscopy (fNIRS) have been 
employed in the study for mental work assessment. Before the UAV task, an n-back task was 
assigned to the subjects for the system to train classifiers which take fNIRS signal as input and 
output the mental workload level. The trained classifier was then used to predict the user’s 
workload level during the UAV task. If the system is confidence about its prediction of user 
mental state, a UAV would be added or removed to increase or decrease workload respectively 
for the low workload mental state and high workload mental state. Their results suggested that 
using fNIRS feedback to dynamically adjust task difficulty significantly decreased operator error 
compared to a baseline condition in which UAV are added or removed in random intervals. 
Despite the promising results of studies using simulated aviation tasks, no field deployment of 
adaptive automation has yet been reported. Researchers have identified several challenges 
related to making field deployment possible. These challenges include but are not limited to the 
need for (1) reducing the calibration time required for the use of an adaptive automation system 
(Durkee et al. 2013) and (2) improving the accuracy of mental workload assessment (Durkee et 
al. 2013, Johnson et al. 2014). It is precisely these two challenges that this study will address. 
3.3 Mental workload assessment 
The feasibility and overall effectiveness of adaptive automation depend on reliable assessments 
of human operators’ mental workload (Durkee et al. 2013, Johnson et al. 2014).  Several types of 
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assessment technique have been proposed in the literature includes rating scales (Hart and 
Staveland 1988, Reid and Nygren 1988), behavior performance measures (Cain 2007) and 
psychophysiological measures.  
3.3.1 Subjective rating scales 
Subjective rating scales request subjects to self-report their workload levels by filling out 
questionnaires.  
NASA-TLX 
The National Aeronautics and Space Administration - Task Load Index (NASA-TLX) is a 
multidimensional rating scale that includes six subscales:  mental Demand, physical Demand, 
temporal demand, performance, effort and frustration (Hart and Staveland 1988). Subjects rate 
the scales from very low to very high and the final workload is the weighted average of the six 
subscales. NASA-TLX is based on the assumption that workload represents the cost incurred by 
human operators to achieve a specific level of performance of a given task. It is affected by a 
combination of factors that affect each individual differently and hence cannot be uniquely 
defined by a single scale.  
SWAT 
A similar multidimensional rating scale is the Subjective Workload Assessment Technique 
(SWAT), which asks the subjects to rate their time load (how often have spare time during task), 
mental effort load (the extent of mental effect or concentration required), and psychological 
stress load (the extent of confusion, frustration and anxiety) (Reid and Nygren 1988). Workload 
profile is a multidimensional rating scale based on the multiple resource model (Tsang and 
Velaquez 1996, Wickens 2008). In workload profile, the performance of human operator is rated 
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on 4 dimensions, each with 2 discrete levels: stage of processing (perceptual/response), code of 
processing (spatial/verbal), input (visual/auditory) and output (manual/speech). Subjects rated 8 
cells (2 discrete level of 4 dimensions) from 0 to 1 with 0 represent the task does not demand 
resource from the level and 1 represent the task require the most attention. The ratings are 
summed to provide a final estimate of workload associated with a particular task. 
Despite being widely used by researchers, subjective rating scale has the drawback of relying on 
the subject’s honest self-report. It will also intrude the main task if workload need to be 
assessed during the task and it is therefore unsuitable for online applications. 
3.3.2 Behavior performance measures 
Behavior performance measures include two subcategories: the primary task performance and 
secondary task performance (Williges and Wierwille 1979). A possible primary task performance 
for a driver, for example, is the driver’s ability to keep a car’s lateral position centered in a lane 
(Salvucci 2001). The primary task performance is often used as a validation of successful 
manipulation of workload during experiment. However, it is not always real-time measurable for 
adaptive automation applications.  Secondary task, for example mental math and memory 
scanning, is performed concurrently with the primary task for evaluating the spare mental 
capacity. It is assumed that the primary task performance is stable and the secondary task 
performance is a function of spare mental capacity. Secondary task performance is useful for 
investigating the workload required by a given task but unsuitable for adaptive automation 
applications due to the additional workload imposed by the secondary task.  
3.3.3 Physiological measures 
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Physiological measures have the benefit of non-intrusive and continuously available, making it 
ideal for real-time application. For practical applications, a physiological measure needs to be 
sensitive to workload changes, and the measurement device needs to be portable and field 
deployable.  
Various physiological measures have been investigated in the literature for characterize mental 
workload include (Scerbo et al. 2001): 1) eye blink. It has been found that a slowing of blink rate 
and a decrease in blink amplitude (due to the drop of eyelid caused by fatigue) is associated 
with workload demand; 2) respiration. An increase in breath rate and a decrease in breath 
depth is associated with workload demand; 3) cardiac activities. An increase in heart rate and a 
decrease in heart rate variability is associated with workload demand. 
Although these non-brain physiological measures showed a sensitivity when comparing 
workload and rest condition, there was little evidence that they differentiate between different 
levels of workload (Scerbo et al. 2001). 
3.3.4 Neuroimaging measures 
Neuroimaging measures has become popular in recent years (Parasuraman 2011).  
Electroencephalography 
EEG, despite the issues regarding artifacts, is the most studied and a very popular 
psychophysiological measurement for mental workload assessment (Berka et al. 2007). As early 
as 1998, Gevins, Smith, and colleagues investigated EEG-based n-back classification using 
spectral features with high (up to 95% ) accuracy reported for classifying two workload levels 
across eight subjects (Gevins et al. 1998). Furthermore, the classifications were found to be 
stable across days, participants and two different tasks (verbal/spatial n-back). However, the 
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data was recorded in three sessions of 6-8 hours’ time span with two thirds of the data 
randomly chosen for training the classifier. In addition, the EEG data were visually inspected for 
artifact rejection before classification. All of these requirements could be prohibitive for 
practical use. Grimes, Tan and colleagues investigated the effect of several factors that might 
affect the classification accuracy for the n-back task (Grimes et al. 2008). These factors included 
the time window size of a trial, the amount of available training data and the number of EEG 
channels. Although all of these factors were found to affect classification accuracy, the time 
window size was particularly sensitive. Using a combination of spectral and phase coherence 
features, they achieved classification accuracy comparable to Gevins et al. using as few as 20 
min worth of training data and a 30s time window size. Brouwer and colleagues investigated n-
back classification across 35 subjects using event-related potential (ERP) features in addition to 
the traditionally adopted spectral features which resulted in improved classification accuracy 
(Brouwer et al. 2012). Muhl, Jeunet, et al. found that EEG-based n-back classification can be 
performed across two affective contexts – relaxed and stressed – without much performance 
loss (Muhl, Jeunet, and Lotte 2014).  
Functional near-infrared spectroscopy 
Recently, fNIRS-based mental workload assessment has gained attention among researchers. 
fNIRS is an optical brain imaging technology for monitoring the concentration changes of 
oxygenated hemoglobin (oxy-Hb) and deoxygenated hemoglobin (deoxy-Hb) in the cortex.  It is 
easy to setup and particularly suitable for monitoring prefrontal activation due to its resistance 
to eye movement artifacts and it is a cost effective device for measuring cortical activation from 
the hairless forehead areas. fNIRS has been used to investigate cognitive activation patterns 
under different task load conditions. For example, Ayaz, et al. compared the average fNIRS 
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activation under different workload levels for n-back tasks (Ayaz et al. 2007, Ayaz, Bunce, et al. 
2012), air traffic control tasks (Ayaz et al. 2011) and UAV piloting tasks (Ayaz, Cakir, et al. 2012).  
Significant fNIRS activation was found across the different workload levels. The potential of 
fNIRS for workload level classification is important and the results could establish a framework 
to enable future real-time applications. Herff et al.  (2014) investigated single trial n-back 
classification using only prefrontal fNIRS (Herff et al. 2014) and ~78% accuracy was achieved for 
discriminating between 1-back and 3-back condition. 
Hybrid approach 
Studies have adopted a combination of EEG and non-brain measures such as heart rate 
variability, respiration rate, and electrooculography for workload assessment. Handins and 
Wilson evaluated the sensitive of cardiac, eye, EEG and subjective data to mental workload 
during an actual flight scenario (Hankins and Wilson 1998). Their results suggested there are 
unique information in the different measures about mental workload. Wilson and Russel 
investigated workload classification in a stimulated flight task using a combination of EEG, ECG, 
EOG and respiration rate and an improved classification accuracy has been found including the 
ECG, EOG and respiration data in addition to EEG  (Wilson and Russell 2003) 
Recent advancements in multimodality neuroimaging suggested that combining EEG and fNIRS 
may lead to more reliable decoding of mental activities than either technique alone. EEG 
measures scalp electric potentials, whereas fNIRS measures cerebral hemodynamics; combining 
the two may yield complementary views of brain activity. Another motivation is that EEG and 
fNIRS are highly complementary technologies each having its own advantages and 
disadvantages.  EEG, for example, is precise in the time domain but lacks spatial specificity due 
to the volume conductive effect. fNIRS, on the other hand, is spatially specific yet lacks the time 
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precision due to the delay in the hemodynamic response. EOG contamination is still a concern 
for EEG especially in the prefrontal areas despite substantial efforts to either detect or reduce 
the effect (Joyce, Gorodnitsky, and Kutas 2003, Schlögl et al. 2007, Croft and Barry 2000). In 
contrast, fNIRS is not affected by eye activities and is particularly suitable for recording in the 
usually hair-free prefrontal sites. These qualities further highlight the compatibility for 
integration. 
Concurrent EEG and fNIRS has been previously investigated and shows potential for brain-
computer interfacing (BCI) (Pfurtscheller et al. 2010, Leamy, Collins, and Ward 2011, Fazli, 
Mehnert, Steinbrink, and Blankertz 2012, Fazli, Mehnert, Steinbrink, Curio, et al. 2012, Morioka 
et al. 2014, Blokland et al. 2014, Tomita et al. 2014, Khan, Hong, and Hong 2014, Yin et al. 2015). 
Pfurtscheller et al. (2010) described a hybrid BCI that used fNIRS as a brain switch to turn on/off 
a steady-state visual evoked potentials (SSVEP) BCI [24]. While Leamy found that using 
simultaneous EEG-fNIRS was able to better differentiate two mental states of the subjects: 
motor imagery and rest (Leamy, Collins, and Ward 2011). Fazli and colleagues investigated 
enhancing the performance of EEG-based real-time motor imagery BCI with fNIRS using two 
approaches. In the first approach, they directly used the fNIRS features in classification (Fazli, 
Mehnert, Steinbrink, Curio, et al. 2012); while the second approach, fNIRS was used to predict 
the performance of an EEG-based BCI that informs a meta-classifier (Fazli, Mehnert, Steinbrink, 
and Blankertz 2012). Both approaches improved the BCI accuracy by around 3-5% from a 
baseline of about 78% achieved by EEG-only approach. Morioka and colleagues reported the 
enhancement of an EEG-based decoder in spatial attention task using fNIRS prior to solving the 
cortical current estimation problem (Morioka et al. 2014). They found that using EEG cortical 
sources estimated with prior fNIRS sources significantly improved decoding accuracy (~79%) 
compared to the traditional EEG-only approach (~71%). Khan et al. in 2014 proposed a 4-
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command BCI that used fNIRS to decode mental-counting/arithmetic and used EEG to decode 
left/right hand tapping (Khan, Hong, and Hong 2014).  While Tomita et al. in 2014 showed that 
an improved classification can be achieved by adding fNIRS to detect the on and off state for a 
SSVEP-based BCI (Tomita et al. 2014). Blokland et al. investigated differentiating motor 
execution, attempted execution, or motor imagery from rest for healthy subjects and 
tetraplegia patients (Blokland et al. 2014). They demonstrated that adding fNIRS improved 
classification accuracy approximately 6% for attempted movement and 7% for imagined 
movement. Yin et al. in 2015 extracted EEG time-phase-frequency features and combined them 
with fNIRS for the classification of a motor imagery task. Adopting a joint mutual information 
criterion for feature selection and an extreme learning machine for classification, an 1-5% 
improvement in decoding accuracy was found with the inclusion of fNIRS (Yin et al. 2015). 
In the area of mental workload classification, the potency of EEG-fNIRS is yet to be shown. To 
our knowledge, there were three preliminary studies thus far addressing EEG-fNIRS mental 
workload classification. Hirshfield et al. investigated the classification of mental workload levels 
induced by a plane counting task and reported a binary classification accuracy of 53-55% (EEG) 
and 70-72% (fNIRS) (Hirshfield et al. 2009). Coffey et al. investigated the classification of n-back 
induced workload levels and reported a 2- vs. 0-back accuracy of  73% (EEG), 61% (fNIRS) and 
61% (EEG+fNIRS) (Coffey, Brouwer, and van Erp 2012). The authors from the two studies 
suggested a number of factors that might have affected accuracies include but not limited to 
sensor layout/placement, signal processing, and the task adopted to elicit workload changes. 
Herff and colleagues recently reported the preliminary results of memory load level 
classification with concurrent EEG-fNIRS and showed that feature-level fusion of the two 
modalities increased the robustness of classification using the data recorded from 3 EEG 
channels, 4 EOG channels, 28 fNIRS sources and 15 fNIRS detectors (Herff et al. 2015). 
27 
3.4 Reducing the calibration time of workload assessment systems 
Before mental workload can be decoded from psychophysiological measures, it is typical that a 
time-consuming calibration process is required to derive a decoder for each individual operator. 
This is mainly due to the challenge that psychophysiological signals vary considerably between 
different people and over time. In the traditional calibration approach, lengthy 
psychophysiological signals (i.e., calibration data) need to be recorded from an operator so that 
a decoder can learn both the signal patterns specific to this operator and the variations of these 
patterns over time. 
This problem is not unique to mental workload decoding. The lengthy calibration process is also 
required to decode other types of mental activities such as motor imagery (Blankertz et al. 
2006). To address this problem for motor imagery decoding, Lotte and Guan proposed an 
alternative calibration approach (Lotte and Guan 2010). In this approach, a decoder is derived 
using calibration data from both the target subject and some other subjects. Lotte and Guan 
argued that despite the large inter-subject variations, similar signal patterns can be found across 
some individuals so that less calibration data from the target subject is required to derive a 
decoder. This approach has been further investigated by other researchers, with positive results 
(Samek, Meinecke, and Muller 2013, Devlaminck et al. 2011). An alternative approach to 
learning from other subjects, which models the inter-subject variations from a large database, 
has been proposed (Fazli et al. 2009).  
For mental workload decoding, only one preliminary study to date has explored the reduction of 
calibration time using a simulated aviation task (Wang et al. 2012). Authors have shown that 
calibrating decoders using data from both the target subject and a pool of other subjects did not 
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degrade the decoding accuracies compared to using data only from the target subject. However, 
no benefit of including data from the other subjects has been shown.  
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CHAPTER 4:  APPROACH AND EXPERIMENTAL DESIGN 
This chapter includes contents that have been published in Liu, Ayaz, and Shewokis (2017b) and 
Liu, Ayaz, and Shewokis (2017a). Please see Appendix C and Appendix D for more detail.  
4.1 Experimental Design 
4.1.1 Working memory task 
In order to study mental workload classification, an experimental task needs to be selected 
which is able to reliably induce controlled task-load levels with reliable behavioral performance 
measurements. In the literature, various tasks have been introduced for inducing workload 
levels such as Sternberg memory scanning (Michels et al. 2010, Rypma et al. 1999, D'Esposito, 
Postle, and Rypma 2000, Meltzer et al. 2007), mental arithmetic (Sammer et al. 2007, Menon et 
al. 2000) and Multi-Attribute Task Battery (Wilson and Russell 2003).  In this thesis, the n-back 
task was adopted because the task has been shown to be able to reliably induce different levels 
of workload by many workload classification studies (Gevins et al. 1998, Grimes et al. 2008, 
Muhl, Jeunet, and Lotte 2014, Herff et al. 2014).  
The n-back task has been frequently adopted by previous studies to investigate working 
memory. Braver et al. in 1997 adopted a verbal n-back paradigm with four levels of workload to 
study the prefrontal cortex involvement in working memory using functional magnetic 
resonance imaging (fMRI). They found that the activation of dorsolateral and left inferior regions 
of prefrontal cortex are linearly related to working memory load. Owen et al. in 2005 conducted 
a meta-analysis of 24 fMRI and positron emission tomography (PET) studies and results revealed 
that the lateral premotor cortex, dorsal cingulate and medial premotor cortex, dorsolateral and 
ventrolateral prefrontal cortex, frontal poles, and medial and lateral posterior parietal cortex 
30 
are consistently activated across the studies (Owen et al. 2005). Gevin et al. in 1997 investigated 
changes in cortical activity during the n-back task using electroencephalogram (EEG)  (Gevins et 
al. 1997) and found that the frontal midline theta rhythm increased and the parietocentral alpha 
rhythm decreased with increased working memory load. Ayaz et al. in 2012 investigated the 
prefrontal activation in n-back task using functional near-infrared spectroscopy (fNIRS) and an 
increased left dorsolateral prefrontal activation has been found to associated with increased 
workload (Ayaz, Shewokis, et al. 2012). 
Due to its simplicity and clearly defined workload levels, the n-back task has also been adopted 
by many studies to investigate working memory classification using either EEG (Gevins et al. 
1998, Brouwer et al. 2012, Grimes et al. 2008, Muhl, Jeunet, and Lotte 2014) or fNIRS (Herff et 
al. 2014). 
There are different variant of the n-back task such as auditory-verbal, visual-spatial and visual-
shape(Owen et al. 2005). To facilitate comparison with previous n-back classification study, we 
adopted the visual-verbal version of the n-back task. In the verbal n-back task, sequences of 
letter stimulus are shown on a screen, and the task of participants is to indicate whether the 
current letter matches the one presented 𝑁 screens back. For the special case when 𝑁 = 0, the 
task is to indicate if the current letter is “X.” Figure 4.1 illustrates the n-back task. With 
increasing 𝑁, participants must maintain and update an increasing number of letters in their 
working memory and hence are subjected to an increasing workload level. 
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Figure 4.1 Illustration of the n-back task. 
4.1.2 Protocol 
In this study, the verbal n-back paradigm was adopted to induce three levels of workload: 0-
back (lowest), 2-back (medium), and 3-back (highest). Subjects sat comfortably in front of a LED 
screen. Sequences of capitalized letter stimulus (~1.7° visual angle) were shown on the center of 
the screen. The BCI2000 software was employed for stimulus delivery and for the recording of 
EEG and behavior data (Schalk et al. 2004). Each letter was displayed for a duration of 480ms 
and the inter-stimulus interval (ISI) was 2520ms. Subjects were instructed to click a keypad 
button with their right index finger in response to a “match stimulus” and to click another 
keypad button with their right middle finger in response to a “non-match stimulus” as fast as 
possible. There were three workload conditions. In the 0-back condition, letter “X” is the match. 
In the 2-back condition, a letter is the match if it was shown two screens back. In the 3-back 
condition, a letter is the match if it was shown three screens back. 
The letter stimuli were grouped into n-back blocks. Each block included 6s instruction, 45s task 
and 15s fixation. The instruction period informed the subject which task (0-, 2-, or 3-back) to 
perform. During the task period, 15 letters were shown to the participants on the screen in a 
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pseudo random order. Four of the letters were targets. No letters appeared more than twice in 
succession within a block. In the fixation period, subjects were instructed to focus their eye gaze 
on a white plus sign located at the center of the screen for allowing fNIRS signals return to the 
baseline. Figure 4.2 shows the time line of an n-back block 
 
Figure 4.2 Time line of an n-back block 
There were four recording sessions. Each session included 12 n-back blocks, 4 from each 
condition. Hence there were 48 n-back blocks for the entire experiment, 16 from each 
condition. To reduce the correlation between adjacent samples and to balance time induced 
experimental factors such as fatigue across the three workload conditions, the 48 n-back blocks 
were grouped into 16 repetitions. Each repetition included one block from each workload 
conditions. The order of the blocks was further randomly shuffled so that no workload condition 
is repeated twice in succession within a session.  Before the start of the first session, subjects 
practiced one block from each condition for getting familiarized with the procedure and a ~5min 
long EOG calibration session was performed during which subjects were instructed to rotate, 
blink and move (up/down, left/right) their eyes.  A five minutes break was given to the subjects 
between the recording sessions. The entire recording time was about one hour. Figure 4.3 
shows the outline of the experiment. 
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Figure 4.3 Experiment outline 
4.2 Participants 
A total of 25 healthy participants has been recruited in this study. Two of the participants were 
not able to finish the protocol. Another two participants need to be rejected from analysis due 
to excessive movement. As a result, 21 valid subjects (all right-handed, 12 females, ages 
25.9±4.9 [mean±SD]) has been included in analysis. This is sufficient to achieve 80% power with 
an alpha level of .05 to detect a moderate-to-large (dz=0.57) effect of EEG-fNIRS model 
outperforming EEG-alone model as suggested by the power analysis conducted using 
preliminary data in the proposal. The Edinburgh Handedness Inventory (Oldfield 1971) showed 
that participants are all right handed and the average Laterality Quotient (L.Q.) and Decile is 
78.7 (SD=22.2) and 6.2 (SD=3.4), respectively. Participants self-reported that they had their 
vision corrected to 20/20, did not have any history of neurological or psychiatric disorders and 
that they did not take any medication known to affect brain activity. Prior to the experiment, 
participants gave written informed consent for their participation in the study (Appendix B).  The 
protocol was approved by the Institutional Review Board of Drexel University (Appendix A). 
4.3 Recording 
EEG, fNIRS, Heart rate, R-R interval, breath rate and breath depth were simultaneously recorded 
during data collection. Figure 4.4 shows an overview of the recording setup. 
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Figure 4.4 Recording setup 
EEG were recorded using a Neuroscan Nuamp amplifier from 26 locations according to the 
International 10-10 system (See Figure 4.5). Four frontal sites Fp1, Fp2, F7 and F8 were not 
recorded due to the placement of fNIRS sensor over the forehead. Three additional electrodes, 
one placed above nasion, the other two placed below the left/right outer canthus were used for 
electrooculography (EOG) artifact correction according to (Schlögl et al. 2007). All 29 channels 
(26 EEG + 3 EOG) were band-pass filtered 0.1-100Hz, digitally sampled at 500Hz and referenced 
to linked mastoid.  
 
Figure 4.5 EEG channels according to international 10-10 system. The 26 recorded channels 
were highlighted. 
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Prefrontal fNIRS were recorded from forehead at 2Hz sampling rate using a 16-optode 
continuous wave fNIRS system developed at Drexel University (Ayaz, Shewokis, et al. 2012, Ayaz 
et al. 2013a) and manufactured by fNIR Device LLC. The sensor includes 4 light sources (LED) 
that can emit 730nm and 850nm wavelength light and 10 photon detectors (See Figure 4.6). The 
distance between light sources and detectors is 2.5cm which allowed for a ~1.2cm penetration 
depth. To ensure repeatable sensor placement, the center of the sensor was aligned to the 
midline and the bottom of the sensor was touching the participant’s eyebrow.  
 
Figure 4.6 fNIRS sensor layout. 
Systemic NIR were recorded from right cheek at 4Hz sampling rate using a 2-optode continuous 
wave wireless fNIRS system developed at Drexel University (Ayaz et al. 2013a) and 
manufactured by fNIR Device LLC. The recording of systemic NIR was for monitoring the 
systemic hemodynamic changes caused by spontaneous physiological fluctuations arising from 
cardiac activity, respiration, blood pressure, etc.   Removal of systemic hemodynamic changes 
from fNIRS signal has been shown to be able to improve the signal quality (Gregg et al. 2010).  
Heart rate, R-R interval, breath rate and breath depth were recorded using Zephyr Bioharness 
chest band. 
4.4 Behavior measures 
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4.5 Workload characterization 
4.5.1 EEG measures 
It has been shown that a reduction of parietal-central alpha power and an increased frontal 
midline theta power is associated with an increased workload (Gevins et al. 1997). Band powers 
has also been widely adopted for mental workload characterization in workload classification. 
Gevin et al in 1998 adopted the peak amplitudes of theta, alpha, beta (13-30Hz) and gamma (30-
50Hz) bands as features to classify 3 workload levels for the n-back task (Gevins et al. 1998). 
Wilson and Russel in 2003 adopted delta, theta, alpha, beta and gamma (31-42Hz) bands power 
to classify 3 workload levels induced by the Multi-Attribute Task Battery (Wilson and Russell 
2003). Grime et al. in 2008 adopted the band power of delta, theta, alpha, lower beta, higher 
beta and gamma bands (Grimes et al. 2008). In addition, they extracted the power from 4-13Hz 
in 1Hz intervals, from 13-31Hz in 2Hz intervals and from 32-50Hz in 4Hz intervals. They also used 
the ratio between band powers, 
𝑡ℎ𝑒𝑡𝑎
𝑎𝑙𝑝ℎ𝑎
  and 
𝑡ℎ𝑒𝑡𝑎
𝑎𝑙𝑝ℎ𝑎+𝑏𝑒𝑡𝑎
  as additional features. Brouwer et al in 
2012 extracted the power from 2 to 20Hz with 0.5Hz interval as feature (Brouwer et al. 2012). 
They evaluated the accuracy of the band power features in classifying 0-back vs. 2-back and 
results suggested alpha band offered high classification accuracy especially at Pz whereas frontal 
theta also showed some effect but less clear. Muhl et al used delta, theta, alpha, beta, low 
gamma  (30-40Hz) and high gamma (53-90Hz) band powers and adopted the common spatial 
pattern approach to extract a few discriminative spatial patterns for dimensional reduction 
(Muhl, Jeunet, and Lotte 2014). They also performed feature selection and found that 65% of 
the features selected was in the delta, theta and alpha bands whereas the remaining 35% of the 
features selected was in the beta, low gamma and high gamma bands. 
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In addition to band powers, other type of features has been adopted by previous studies. 
Brouwer et al. and Muhl et al. adopted event-related potential (ERP) features in addition to 
band powers whereas Grime et al. adopted the phase-coherence between the EEG channels. 
ERP features may help improve workload classification. However, a drawback of ERP feature is 
that stimulus onset timing is needed in order to extract ERP which is not always available. For 
phase-coherence, the number of features is too much and may cause overfitting. 
Signal processing and feature extraction 
In this work, we extracted for each EEG channel the band powers of 1-3.9Hz, 4-7.9Hz, 8-12.9Hz, 
13-19.9Hz and 20-30Hz bandwidths. This was performed at single stimulus level, forming a 
feature vector 𝒇𝑬𝑬𝑮 of 6 bands × 26 channels = 156 length for each of the 48 blocks × 15 stimuli 
= 720 sample epochs for each subject.  
Raw EEG and EOG signals were band-pass filtered 1-35Hz. A regression-based approach has 
been adopted to reduce EOG contamination using the calibration data recorded before the n-
back sessions started (Schlögl et al. 2007). In this approach, the recorded signals were assumed 
to follow a linear model: 
𝒀(𝒄𝒉, 𝒕) = 𝑺(𝒄𝒉, 𝒕) + [𝑬𝑶𝑮𝟏(𝒕), 𝑬𝑶𝑮𝟐(𝒕)] ∙ [𝒃𝟏(𝒄𝒉), 𝒃𝟐(𝒄𝒉)]
𝑻                (Eq. 4.1) 
where 𝑌(𝑐ℎ, 𝑡) is the recorded signal at channel 𝑐ℎ, 𝑆(𝑐ℎ, 𝑡) is the source signal without EOG 
contamination. 𝐸𝑂𝐺1(𝑡) = 𝐸𝑂𝐺𝑙𝑒𝑓𝑡(𝑡) − 𝐸𝑂𝐺𝑐(𝑡) and 𝐸𝑂𝐺2(𝑡) = 𝐸𝑂𝐺𝑟𝑖𝑔ℎ𝑡(𝑡) − 𝐸𝑂𝐺𝑐(𝑡) 
where  𝐸𝑂𝐺𝑙𝑒𝑓𝑡(𝑡), 𝐸𝑂𝐺𝑟𝑖𝑔ℎ𝑡(𝑡) and 𝐸𝑂𝐺𝑐(𝑡) represent the raw data recorded at left outer 
canthus, right outer canthus and above Nasion, respectively. 𝐸𝑂𝐺1(𝑡) and 𝐸𝑂𝐺2(𝑡) are able to 
capture the horizontal and vertical EOG activities (See Figure 4.7). And 𝑏(𝑐ℎ) represent the 
weights of the EOG artifacts for channel 𝑐ℎ.  
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Figure 4.7 The two EOG artifact components 
Using a matrix notation, we have: 
𝒀 = 𝑺 + 𝑼𝒃                                                                        (Eq. 4.2) 
Where 𝑈 represent the EOG channels. Assuming the source 𝑆 and the noise 𝑈𝑏 are 
independent, we then have 
𝒃 = (𝑼𝑻𝑼)−𝟏𝑼𝑻𝒀                                                                  (Eq. 4.3) 
and: 
𝑺 = 𝒀 − 𝑼𝒃                                                                       (Eq. 4.4) 
The EOG calibration approach can then be applied to correct EEG channels (possibly in a real-
time online fashion): 
𝑺(𝒄𝒉, 𝒕) = 𝒀(𝒄𝒉, 𝒕) − [𝑬𝑶𝑮𝟏(𝒕), 𝑬𝑶𝑮𝟐(𝒕)] ∙ 𝒃                                   (Eq. 4.5) 
where 𝑏 is estimated applying Eq. 4.3 using the data from the ~5min long EOG calibration 
session during which subjects were instructed to rapidly blink their eyes, make eye rotations and 
make horizontal/vertical eye movements. 
Epochs were extracted from 0s to 2.8s and baseline corrected from -0.20s to 0s respect to 
stimulus onset. The power spectral density of each epoch were then estimated using the 
Multitaper method (Thomson 1982) for subsequent analysis.  
4.5.2 fNIRS measures 
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Few fNIRS-based workload classification studies existed in the literature. Herff et al in 2013 
subtracted the mean amplitude of oxy-Hb and deoxy-Hb in the first half of a trial from the mean 
amplitude in the second half and used it as feature to classify mental arithmetic, word 
generation and mental rotation tasks (Herff et al. 2013). Same authors used the slope of a 
straight line fitted to the data in sliding windows to classify a 4-level n-back task (Herff et al. 
2014) and a 5-level memory updating task (Herff et al. 2015). Bauernfeind et al. used the 
average amplitude respect to a 10s baseline before task as features to classify mental arithmetic 
vs. rest  (Bauernfeind et al. 2011). Power et al. adopted the slope of a straight line fitted to the 
data in sliding windows to classify mental arithmetic vs. rest (Power, Kushki, and Chau 2012). Liu 
et al. adopted the average activation difference between the first 5s and the last 35s of a block 
as feature (Liu, Ayaz, and Shewokis 2017a). 
Signal processing and feature extraction 
In this study, the average oxy-Hb/deoxy-Hb amplitude change between (25s, 45s) and (-5s, 5s) 
respect to block start has been used as feature. The feature was extracted from 14 forehead 
optodes, forming a feature vector 𝒇𝑵𝑰𝑹 of 14 × 2(oxy/deoxy-Hb) = 28 length for each of the 48 
sample block. Optode 1 and 15 were rejected from analysis because they were over the hairline 
for most of the subjects. The average activation amplitude with respect to a baseline have been 
adopted as the feature for characterizing the mental activities in many studies (Ayaz et al. 2007, 
Ayaz, Shewokis, et al. 2012, Merzagora et al. 2009, Liu et al. 2013, Herff et al. 2012).  This 
feature extraction strategy has been shown to be more reliable compared to other possible 
choices in our preliminary analysis. 
Raw light intensities recorded from prefrontal fNIRS were first visually inspected to reject those 
optodes with inadequate contact or those positioned over the hairline. Raw light intensities 
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were converted into concentration changes in oxy-hemoglobin (oxy-Hb) and deoxy-hemoglobin 
(deoxy-Hb) using the modified Beer-Lambert law (Cope and Delpy 1988).  
When light entered and exited a tissue, the portion of the photons that will be absorbed by the 
molecules is depend on length of path light travelled, the wavelength of the light and the type 
and concentration of molecules. In modified Beer-Lambert law, this is described as: 
𝐥𝐨𝐠 (
𝑰𝒊𝒏
𝑰𝒐𝒖𝒕
) = 𝝐𝝀 × 𝒄 × 𝒅 × 𝑫𝑷𝑭𝝀 + 𝑮                                               (Eq. 4.6) 
Where 𝜆  is the wavelength of the light, 𝐼𝑖𝑛 and 𝐼𝑜𝑢𝑡 represent the intensity of the light before 
entering the tissue and after exiting the tissue respectively, 𝜖𝜆 represents the absorption 
coefficient of the chromophores, 𝑐 represents the concentration of the chromophores, 𝑑 
represents the distance between light source and detector, 𝐷𝑃𝐹𝜆 represents the differential 
path length factor reflecting the increase in path length due to high scattering and 𝐺 is a 
constant attenuation factor account for measurement geometry and scattering. 
It turns out the three main chromophores in human tissue is water, oxygenated hemoglobin 
(oxy-Hb) and deoxygenated hemoglobin (deoxy-Hb). The concentration of water is considered 
relatively constant whereas oxy-Hb and deoxy-Hb concentration changes depend on the glucose 
consumption in the nearby tissue – the hemodynamic response (Buxton et al. 2004). Hence we 
have: 
𝐥𝐨𝐠 (
𝑰𝒊𝒏
𝑰𝒐𝒖𝒕
) = (𝝐𝝀
deoxy-Hb
× 𝒄deoxy-Hb + 𝝐𝝀
oxy-Hb
× 𝒄oxy-Hb + 𝒄𝒐𝒏𝒔𝒕𝒂𝒏𝒕) × 𝒅 × 𝑫𝑷𝑭𝝀 +
𝒄𝒐𝒏𝒔𝒕𝒂𝒏𝒕  (Eq. 4.7) 
When comparing the light intensity changes during rest and during workload, we have the 
following after applying Eq. 4.7: 
𝐥𝐨𝐠 (
𝑰𝒓𝒆𝒔𝒕
𝑰𝒍𝒐𝒂𝒅
) == [𝝐𝝀
deoxy-Hb
× (𝒄𝒍𝒐𝒂𝒅
deoxy-Hb
− 𝒄𝒓𝒆𝒔𝒕
deoxy-Hb
) + 𝝐𝝀
oxy-Hb
× (𝒄𝒍𝒐𝒂𝒅
deoxy-Hb
− 𝒄𝒓𝒆𝒔𝒕
deoxy-Hb
)] × 𝒅 ×
𝑫𝑷𝑭𝝀                                              (Eq. 4.8) 
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Measuring the intensities at two different wavelengths and applying Eq. 4.8 gives: 
[
 
 
 
 log (
𝐼𝑟𝑒𝑠𝑡
𝜆1
𝐼𝑙𝑜𝑎𝑑
𝜆1
)
log (
𝐼𝑟𝑒𝑠𝑡
𝜆2
𝐼𝑙𝑜𝑎𝑑
𝜆2
)
]
 
 
 
 
= [
𝜖𝜆1
deoxy-Hb
𝜖𝜆1
oxy-Hb
𝜖𝜆2
deoxy-Hb
𝜖𝜆2
oxy-Hb
] [
𝑐𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦
deoxy-Hb
− 𝑐𝑟𝑒𝑠𝑡
deoxy-Hb
𝑐𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦
deoxy-Hb
− 𝑐𝑟𝑒𝑠𝑡
deoxy-Hb
] 
which can be solved for obtaining the concentration changes between rest and workload 
conditions. In practice, oxy-Hb and deoxy-Hb signals are obtained by using a rest period before 
experiment start as the reference to apply Eq. 4.8 
Oxy-Hb/deoxy-Hb signals were band-pass filtered at 0.005-0.1Hz for reducing artifacts from 
physiological signals (e.g. heartbeat and respiration).  Signals from systemic NIR recordings were 
processed in the same way and then down-sampled from 4Hz to 2Hz to match with the sampling 
rate of prefrontal fNIRS. The oxy-Hb and deoxy-Hb epochs of each n-back block were then 
extracted with (0s, 45s) time window and baseline corrected (-5s, 5s) respect to the onset of the 
first stimulus.  
4.5.3 Physiological measures 
Heart rate variability (HRV) were estimated according to (Clifford 2002, Gritti et al. 2013). The R-
to-R interval recorded by Bioharness were first interpolated to form a 4Hz time series. Epochs 
were extracted for each n-back block with (0s, 45s) time window respect to the onset of the first 
stimulus and the power spectral density (PSD) were estimated with the Multitaper approach 
(Thomson 1982) for evaluating the variability of R-to-R interval. The average PSD in the 
bandwidths 0.02-0.06Hz (mainly originated from body temperature regulation), 0.07-0.14Hz 
(related to regulation of blood pressure) and 0.15-0.5Hz (momentary respiratory influences on 
heart rate) were extracted as suggested by Scerbo et al. (2001).  
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In addition to HRV, the average of heart rate, breath rate and breath depth for each n-back 
block recorded by Bioharness were extracted as features.  
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CHAPTER 5:  WORKLOAD-RELATED INFORMATION THAT IS COMMON ACROSS 
SUBJECTS 
This chapter includes contents that have been published in Liu, Ayaz, and Shewokis (2017b) and 
Liu, Ayaz, and Shewokis (2017a). Please see Appendix C and Appendix D for more detail.  
5.1 Effect of workload on behavioral measures 
To verify the successful manipulation of workload level with the adopted protocol, we evaluated 
the following two behavioral measures: 
1) d-prime, which is the key-press true positive rate minus false positive rate: 
d-prime =   
N(stim=match and responded=match)
N(stim=match)
−
N(stim=non-match and responded=match)
N(responded=match)
 
where N(event) is the number of cases of an event, stim=match/unmatch represent 
the true stimulus type, and responded=match/unmatch represent subject’s response. 
2) response delay: The time elapsed between stimulus onset and key-press in milliseconds.  
Table 5.1 Mean and standard deviation of behavior results 
 0-back 2-back 3-back 
d-prime 0.89 ± 0.11 0.81 ± 0.14 0.63 ± 0.1 
Response delay (ms) 447 ± 81 593 ± 169 671 ± 229 
A summary of the behavior results can be found in Table 5.1. For both behavioral measures, a 
one-way repeated measures ANOVA revealed a significant effect of workload (d-prime: 
𝐹(2,40) = 34.3, 𝑝 < 0.001, 𝜂
2 = 0.42; response delay: 𝐹(2,40) = 30.8, 𝑝 < 0.001, 𝜂
2 = 0.24). 
Post hoc tests (pair-wise paired t-tests with False discovery rate [FDR] corrections) revealed 
significant differences (FDR q < 0.05) between all three workload levels, suggesting the 
successfully manipulation of workload level (see Figure 5.1). We reported the generalized eta-
squared (𝜂2) effect size as adopted by the ezANOVA library of R (Bakeman 2005). For the one-
way repeated measures ANOVA, 𝜂2 is calculated as:  
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𝜼𝟐 =
𝑺𝑺𝒆𝒇𝒇𝒆𝒄𝒕
𝑺𝑺𝒆𝒇𝒇𝒆𝒄𝒕+𝑺𝑺𝒔𝒖𝒃𝒋𝒆𝒄𝒕+𝑺𝑺𝒆𝒓𝒓𝒐𝒓
                                             (Eq. 5.1) 
where 𝑆𝑆𝑒𝑓𝑓𝑒𝑐𝑡, 𝑆𝑆𝑠𝑢𝑏𝑗𝑒𝑐𝑡 and 𝑆𝑆𝑒𝑟𝑟𝑜𝑟  is the sum of squares of the within-subject effect, 
between subject and the error term, respectively. 
 
Figure 5.1 Effect of workload on behavioral results. One-way repeated measures ANOVA 
results and the 𝜼𝟐 effect sizes with workload as the independent variable are shown. Error 
bars showed the bootstrapped 95% confidence interval. Interpretation of the effect size  𝜼𝟐 
are 0.02 = small, 0.13 = medium and 0.26 or greater is large (Bakeman 2005).  
5.2 Effect of workload on psychophysiological signals 
5.2.1 Effect of workload on fNIRS 
To correct for systemic physiological contamination on forehead optodes, a regression-based 
approach has been adopted using the concentration changes of oxygenated hemoglobin (oxy-
Hb) and deoxygenated hemogloblin (deoxy-Hb) time courses recorded at cheek optodes as 
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For each subject and at each forehead optode, the average deoxy-Hb and oxy-Hb at 0-back, 2-
back and 3-back blocks respect to the start of n-back blocks were calculated respectively. For 
completeness and facilitating comparison with previous studies (Ayaz et al. 2011, Ayaz, 
Shewokis, et al. 2012), we also evaluated the effect of workload on total-Hb (i.e. oxy-Hb plus 
deoxy-Hb) and oxygenation (i.e. oxy-Hb minus deoxy-Hb). The average activation amplitude with 
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respect to a baseline have been adopted as the feature for characterizing the mental activities in 
many studies (Ayaz et al. 2007, Ayaz, Shewokis, et al. 2012, Merzagora et al. 2009, Liu et al. 
2013, Herff et al. 2012). Z-score standardization was performed to reduce between-subject 
variations.  
Deoxygenated hemoglobin  
Figure 5.2 shows the results from deoxy-Hb. Repeated measures ANOVA revealed a significant 
effect of workload only on optode 14 (𝐹(2,40) = 3.4, 𝜂
2 = 0.16, 𝐹𝐷𝑅 𝑞 < 0.05).  Post hoc tests 
(pair-wise paired t-tests with FDR corrections) revealed a significant effect of 2-back  > 0-back 
(𝑡20 = 2.9, 𝑑𝑧 = 0.64, 𝐹𝐷𝑅 𝑞 < 0.05) at optode 14. 𝑑𝑧 refers to the Cohen’s dz effect size 
measure for paired t-test (Faul et al. 2007). 
 
Figure 5.2 Effect of workload on fNIRS deoxy-Hb. A: Average fNIRS deoxy-Hb at each 
workload level; B: ANOVA F- ratio statistics and 𝜼𝟐 effect size of workload effect; C: Average 
deoxy-Hb for each optode. Highlighted optodes showed a significant workload effect (optode 
14, FDR q < 0.05). Error bars showed the bootstrapped 95% confidence interval. Interpretation 
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of the effect size  𝜼𝟐 are 0.02 = small, 0.13 = medium and 0.26 or greater is large (Bakeman 
2005). 
Oxygenated hemoglobin  
Figure 5.3 shows the results from oxy-Hb. Repeated measures ANOVA revealed a significant 
effect of workload on optode 5 (𝐹(2,40) = 4.0, 𝜂
2 = 0.17, 𝐹𝐷𝑅 𝑞 < 0.05), optode 7 (𝐹(2,40) =
7.9, 𝜂2 = 0.28, 𝐹𝐷𝑅 𝑞 < 0.05), optode 8 (𝐹(2,40) = 4.4, 𝜂
2 = 0.19, 𝐹𝐷𝑅 𝑞 < 0.05), and optode 
14 (𝐹(2,40) = 4.0, 𝜂
2 = 0.49, 𝐹𝐷𝑅 𝑞 < 0.05). Post hoc tests (pair-wise paired t-tests with FDR 
corrections) revealed a significant 3-back > 0-back (𝑡20 = 5.7, 𝑑𝑧 = 1.25, 𝐹𝐷𝑅 𝑞 < 0.05) and 2-
back > 0-back (𝑡20 = 5.4, 𝑑𝑧 = 1.19, 𝐹𝐷𝑅 𝑞 < 0.05) at optode 14. At optode 7, there was a 
significant effect of 3-back < 0-back (𝑡20 = 4.2, 𝑑𝑧 = 0.91, 𝐹𝐷𝑅 𝑞 < 0.05) and 3-back < 2-back 
(𝑡20 = 2.4, 𝑑𝑧 = 0.53, 𝐹𝐷𝑅 𝑞 < 0.05). At optode 8, there was a significant effect of 3-back < 0-
back (𝑡20 = 2.6, 𝑑𝑧 = 0.59, 𝐹𝐷𝑅 𝑞 < 0.05) and 2-back < 0-back (𝑡20 = 2.6, 𝑑𝑧 = 0.57, 𝐹𝐷𝑅 𝑞 <
0.05). No significant post hoc test results were detected at optode 5.  
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Figure 5.3 Effect of workload on fNIRS oxy-Hb. A: Average fNIRS oxy-Hb at each workload 
level; B: ANOVA F- ratio statistics and 𝜼𝟐 effect size of workload effect; C: Average oxy-Hb for 
each optode. Highlighted optodes showed a significant workload effect (optode 5, 7, 8 and 14, 
FDR q < 0.05). Error bars showed the bootstrapped 95% confidence interval. Interpretation of 
the effect size  𝜼𝟐 are 0.02 = small, 0.13 = medium and 0.26 or greater is large (Bakeman 2005). 
Total hemoglobin 
Figure 5.4 shows the fNIRS activations in terms of total-Hb (i.e. oxy-Hb plus deoxy-Hb). A 
repeated measures ANOVA revealed a significant effect of workload on optode 14 (𝐹(2,40) =
10.7, 𝜂2 = 0.35, 𝐹𝐷𝑅 𝑞 < 0.05). Post hoc tests (pair-wise paired t-tests with FDR corrections) on 
total-Hb revealed a significant effect of 3-back > 0-back (𝑡20 = 3.1, 𝑑𝑧 = 0.68, 𝐹𝐷𝑅 𝑞 < 0.05) 
and 2-back > 0-back (𝑡20 = 5.7, 𝑑𝑧 = 1.24, 𝐹𝐷𝑅 𝑞 < 0.05) at optode 14. 
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Figure 5.4 Effect of workload on fNIRS total-Hb (oxy-Hb plus deoxy-Hb). A: Average fNIRS 
total-Hb at each workload level; B: ANOVA F- ratio statistics and 𝜼𝟐 effect size of workload 
effect; C: Average total-Hb for each optode. Highlighted optodes showed a significant 
workload effect (optode 14, FDR q < 0.05). Error bars showed the bootstrapped 95% 
confidence interval. Interpretation of the effect size  𝜼𝟐 are 0.02 = small, 0.13 = medium and 
0.26 or greater is large (Bakeman 2005). 
Oxygenation 
Figure 5.5 shows the fNIRS activations in terms of oxygenation (i.e. oxy-Hb plus deoxy-Hb). A 
repeated measures ANOVA revealed a significant effect of workload on optodes 3 (𝐹(2,40) =
9.1, 𝜂2 = 0.32, 𝐹𝐷𝑅 𝑞 < 0.05), optode 5 (𝐹(2,40) = 6.0, 𝜂
2 = 0.23, 𝐹𝐷𝑅 𝑞 < 0.05), optode 7 
(𝐹(2,40) = 10.7, 𝜂
2 = 0.35, 𝐹𝐷𝑅 𝑞 < 0.05), optode 12 (𝐹(2,40) = 6.4, 𝜂
2 = 0.24, 𝐹𝐷𝑅 𝑞 < 0.05) 
and optode 14 (𝐹(2,40) = 9.5, 𝜂
2 = 0.32, 𝐹𝐷𝑅 𝑞 < 0.05). Post hoc tests (pair-wise paired t-tests 
with FDR corrections) revealed a significant 2-back > 0-back (𝑡20 = 3.6, 𝑑𝑧 = 0.81, 𝐹𝐷𝑅 𝑞 <
0.05) and 3-back < 2-back (𝑡20 = 5.2, 𝑑𝑧 = 1.16, 𝐹𝐷𝑅 𝑞 < 0.05) at optode 3, a significant effect 
of 3-back < 0-back (𝑡20 = 3.5, 𝑑𝑧 = 0.77, 𝐹𝐷𝑅 𝑞 < 0.05) at optode 5, a significant effect of 3-
back > 0-back (𝑡20 = 2.4, 𝑑𝑧 = 0.52, 𝐹𝐷𝑅 𝑞 < 0.05) and 3-back > 2-back (𝑡20 = 3.8, 𝑑𝑧 =
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0.83, 𝐹𝐷𝑅 𝑞 < 0.05) at optode 12 and a significant effect of 2-back > 0-back (𝑡20 = 2.4, 𝑑𝑧 =
0.52, 𝐹𝐷𝑅 𝑞 < 0.05) and 3-back > 0-back (𝑡20 = 4.8, 𝑑𝑧 = 1.04, 𝐹𝐷𝑅 𝑞 < 0.05) at optode 14. 
 
Figure 5.5 Effect of workload on fNIRS oxygenation (oxy-Hb minus deoxy-Hb). A: Average 
fNIRS oxygenation at each workload level; B: ANOVA F- ratio statistics and 𝜼𝟐 effect size of 
workload effect; C: Average oxygenation for each optode. Highlighted optodes showed a 
significant workload effect (optode 3, 5, 7, 12 and 14, FDR q < 0.05). Error bars showed the 
bootstrapped 95% confidence interval. Interpretation of the effect size  𝜼𝟐 are 0.02 = small, 
0.13 = medium and 0.26 or greater is large (Bakeman 2005). 
5.2.2 Effect of workload on EEG 
A one-way repeated measures ANOVA with workload as the within factor has been conducted 
with the delta, theta, alpha, lower beta and higher beta band power on the six midline channels 
(Fz, FCz, Cz, CPz, Pz and Oz) as the dependent variable. Only the midline channels are included in 
the statistical test because previous studies suggest that band powers are often peaking at one 
of the midline channels where a significant effect of workload could be found (Gevins et al. 
1997, Meltzer et al. 2007). These 5 frequency bands were analyzed separately as it has been 
done traditionally in the literature (Gevins et al. 1997). There are evidences  in concurrent fMRI-
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EEG studies suggest that activities of these 5 frequency bands are originated in different parts of 
the brain (Michels et al. 2010). 
Delta (1-3.9Hz) rhythm 
Channels Cz (𝐹(2,40) = 7.3, 𝜂
2 = 0.27, 𝐹𝐷𝑅 𝑞 < 0.05) and CPz  (𝐹(2,40) = 3.9, 𝜂
2 =
0.16, 𝐹𝐷𝑅 𝑞 < 0.05) showed a significant effect of workload on delta band (Figure 5.6). Post hoc 
tests  (pair-wise paired t-tests with FDR corrections) revealed that at Cz, a significant effect of 2-
back < 0-back (𝑡20 = 2.2, 𝑑𝑧 = 0.47, 𝐹𝐷𝑅 𝑞 < 0.05), 3-back < 0-back (𝑡20 = 3.2, 𝑑𝑧 =
0.67, 𝐹𝐷𝑅 𝑞 < 0.05) and 3-back < 2-back (𝑡20 = 2.2, 𝑑𝑧 = 0.48, 𝐹𝐷𝑅 𝑞 < 0.05) can be found. 
From the topographical map, it can be seen that delta band power was particularly strong at the 
frontal sites. This is possibly due to the contamination of EOG artifact. 
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Figure 5.6 Effect of workload on delta (1-3.9Hz) band power. Channels Cz and CPz showed a 
significant effect of workload (FDR q < 0.05). Error bars showed the bootstrapped 95% 
confidence interval. Interpretation of the effect size  𝜼𝟐 are 0.02 = small, 0.13 = medium and 
0.26 or greater is large (Bakeman 2005). 
Theta (4-7.9Hz) rhythm 
Workload has a significant effect on theta band at the frontal midline channel Fz (𝐹(2,40) =
3.5, 𝜂2 = 0.15, 𝐹𝐷𝑅 𝑞 < 0.05) and the central channel Cz (𝐹(2,40) = 5.9, 𝜂
2 = 0.10, 𝐹𝐷𝑅 𝑞 <
0.05) (Figure 5.7). Post hoc tests (pair-wise paired t-tests with FDR corrections) revealed that at 
Cz, there was a significant effect of 3-back < 0-back (𝑡20 = 2.9, 𝑑𝑧 = 0.64, 𝐹𝐷𝑅 𝑞 < 0.05). It can 
be seen from the topographical map that theta band power was peaking at Fz.  
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Figure 5.7 Effect of workload on theta (4-7.9Hz) band power. Fz and Cz showed a significant 
effect of workload (FDR q < 0.05). Error bars showed the bootstrapped 95% confidence 
interval. Interpretation of the effect size  𝜼𝟐 are 0.02 = small, 0.13 = medium and 0.26 or 
greater is large (Bakeman 2005). 
Alpha (8-12.9Hz) rhythm 
Workload has a significant effect on alpha band power at all of the six midline channels Fz 
(𝐹(2,40) = 22.0, 𝜂
2 = 0.52, 𝐹𝐷𝑅 𝑞 < 0.05), FCz (𝐹(2,40) = 23.8, 𝜂
2 = 0.54, 𝐹𝐷𝑅 𝑞 < 0.05), Cz 
(𝐹(2,40) = 13.9, 𝜂
2 = 0.41, 𝐹𝐷𝑅 𝑞 < 0.05), CPz (𝐹(2,40) = 13.3, 𝜂
2 = 0.40, 𝐹𝐷𝑅 𝑞 < 0.05), Pz 
(𝐹(2,40) = 13.0, 𝜂
2 = 0.39, 𝐹𝐷𝑅 𝑞 < 0.05) and Oz (𝐹(2,40) = 13.6, 𝜂
2 = 0.40, 𝐹𝐷𝑅 𝑞 < 0.05) 
(Figure 5.8). Post hoc tests (pair-wise paired t-tests with FDR corrections) revealed a significant 
effect of 3-back < 0-back at Fz (𝑡20 = 5.2, 𝑑𝑧 = 1.14, 𝐹𝐷𝑅 𝑞 < 0.05), FCz (𝑡20 = 5.7, 𝑑𝑧 =
1.24, 𝐹𝐷𝑅 𝑞 < 0.05), Cz (𝑡20 = 4.2, 𝑑𝑧 = 0.91, 𝐹𝐷𝑅 𝑞 < 0.05), CPz (𝑡20 = 4.0, 𝑑𝑧 =
0.86, 𝐹𝐷𝑅 𝑞 < 0.05), Pz (𝑡20 = 3.8, 𝑑𝑧 = 0.84, 𝐹𝐷𝑅 𝑞 < 0.05) and Oz (𝑡20 = 4.2, 𝑑𝑧 =
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0.91, 𝐹𝐷𝑅 𝑞 < 0.05) and 2-back < 0-back at Fz (𝑡20 = 5.3, 𝑑𝑧 = 1.16, 𝐹𝐷𝑅 𝑞 < 0.05), FCz (𝑡20 =
5.4, 𝑑𝑧 = 1.19, 𝐹𝐷𝑅 𝑞 < 0.05), Cz (𝑡20 = 4.0, 𝑑𝑧 = 0.87, 𝐹𝐷𝑅 𝑞 < 0.05), CPz (𝑡20 = 3.9, 𝑑𝑧 =
0.85, 𝐹𝐷𝑅 𝑞 < 0.05), Pz (𝑡20 = 3.8, 𝑑𝑧 = 0.82, 𝐹𝐷𝑅 𝑞 < 0.05) and Oz (𝑡20 = 4.0, 𝑑𝑧 =
0.88, 𝐹𝐷𝑅 𝑞 < 0.05) on alpha power. It can be seen from the topographical map that theta 
band power was peaking at the posterior sites.  
 
Figure 5.8 Effect of workload on alpha (8-12.9Hz) band power. All six channels showed a 
significant effect of workload (FDR q < 0.05). Error bars showed the bootstrapped 95% 
confidence interval. Interpretation of the effect size  𝜼𝟐 are 0.02 = small, 0.13 = medium and 
0.26 or greater is large (Bakeman 2005). 
Low beta (13-19.9Hz) rhythm 
Workload has a significant effect on low beta band power at all of the six midline channels Fz 
(𝐹(2,40) = 67.3, 𝜂
2 = 0.77, 𝐹𝐷𝑅 𝑞 < 0.05), FCz (𝐹(2,40) = 66.4, 𝜂
2 = 0.77, 𝐹𝐷𝑅 𝑞 < 0.05), Cz 
(𝐹(2,40) = 98.9, 𝜂
2 = 0.83, 𝐹𝐷𝑅 𝑞 < 0.05), CPz (𝐹(2,40) = 85.8, 𝜂
2 = 0.81, 𝐹𝐷𝑅 𝑞 < 0.05), Pz 
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(𝐹(2,40) = 73.0, 𝜂
2 = 0.78, 𝐹𝐷𝑅 𝑞 < 0.05) and Oz (𝐹(2,40) = 10.7, 𝜂
2 = 0.35, 𝐹𝐷𝑅 𝑞 < 0.05)  
(Figure 5.9). Post hoc tests (pair-wise paired t-tests with FDR corrections) results are shown in 
Table 5.2. It can be seen from the topographical map that low beta band power was smallest at 
the central sites.  
 
Figure 5.9 Effect of workload on low-beta (13-19.9Hz) band power. All six channels showed 
a significant effect of workload (FDR q < 0.05). Error bars showed the bootstrapped 95% 
confidence interval. Interpretation of the effect size  𝜼𝟐 are 0.02 = small, 0.13 = medium and 
0.26 or greater is large (Bakeman 2005). 
High beta (20-30Hz) rhythm 
Workload has a significant effect on high beta band power at Fz (𝐹(2,40) = 17.8, 𝜂
2 =
0.47, 𝐹𝐷𝑅 𝑞 < 0.05), FCz (𝐹(2,40) = 22.6, 𝜂
2 = 0.53, 𝐹𝐷𝑅 𝑞 < 0.05), Cz (𝐹(2,40) = 31.6, 𝜂
2 =
0.61, 𝐹𝐷𝑅 𝑞 < 0.05), CPz (𝐹(2,40) = 31.9, 𝜂
2 = 0.61, 𝐹𝐷𝑅 𝑞 < 0.05) and Pz (𝐹(2,40) =
28.6, 𝜂2 = 0.59, 𝐹𝐷𝑅 𝑞 < 0.05) (Figure 5.10). Post hoc tests (pair-wise paired t-tests with FDR 
corrections) results are shown in  
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Table 5.3. It can be seen from the topographical map that high beta band power was smallest at 
the centroparietal sites. 
Table 5.2 Comparing the low beta band power at different workload levels. Paired t-test 
results were shown. Results with FDR q < 0.05 are bold highlighted.  
Channel 
Workload levels compared 
0-back vs. 2-back 0-back vs. 3-back 2-back vs. 3-back 
Fz 𝒕𝟐𝟎 = 𝟖. 𝟔, 𝒅𝒛 = 𝟏.𝟖𝟕 𝒕𝟐𝟎 = 𝟏𝟎.𝟒, 𝒅𝒛 = 𝟐. 𝟐𝟖 𝒕𝟐𝟎 = 𝟐. 𝟕, 𝒅𝒛 = 𝟎. 𝟓𝟖 
FCz 𝒕𝟐𝟎 = 𝟖. 𝟐, 𝒅𝒛 = 𝟏.𝟕𝟗 𝒕𝟐𝟎 = 𝟗. 𝟓, 𝒅𝒛 = 𝟐.𝟎𝟖 𝒕𝟐𝟎 = 𝟑. 𝟐, 𝒅𝒛 = 𝟎. 𝟕𝟎 
Cz 𝒕𝟐𝟎 = 𝟏𝟏.𝟑, 𝒅𝒛 = 𝟐. 𝟒𝟔 𝒕𝟐𝟎 = 𝟏𝟏.𝟗, 𝒅𝒛 = 𝟐. 𝟔𝟎 𝒕𝟐𝟎 = 𝟐. 𝟒, 𝒅𝒛 = 𝟎. 𝟓𝟐 
CPz 𝒕𝟐𝟎 = 𝟏𝟎.𝟒, 𝒅𝒛 = 𝟐. 𝟐𝟖 𝒕𝟐𝟎 = 𝟏𝟎.𝟔, 𝒅𝒛 = 𝟐. 𝟑𝟏 𝒕𝟐𝟎 = 𝟐. 𝟐, 𝒅𝒛 = 𝟎. 𝟒𝟖 
Pz 𝒕𝟐𝟎 = 𝟖. 𝟔, 𝒅𝒛 = 𝟏.𝟖𝟖 𝒕𝟐𝟎 = 𝟗. 𝟖, 𝒅𝒛 = 𝟐.𝟏𝟓 𝒕𝟐𝟎 = 𝟑. 𝟓, 𝒅𝒛 = 𝟎. 𝟕𝟕 
Oz 𝒕𝟐𝟎 = 𝟑. 𝟔, 𝒅𝒛 = 𝟎.𝟕𝟖 𝒕𝟐𝟎 = 𝟑. 𝟒, 𝒅𝒛 = 𝟎.𝟕𝟓 𝑡20 = 1.5, 𝑑𝑧 = 0.34 
 
Table 5.3 Comparing the high beta band power at different workload levels. Paired t-tests 
results were shown. Results with FDR q < 0.05 are bold highlighted.  
Channel 
Workload levels compared 
0-back vs. 2-back 0-back vs. 3-back 2-back vs. 3-back 
Fz 𝒕𝟐𝟎 = 𝟒. 𝟕, 𝒅𝒛 = 𝟏. 𝟎𝟑 𝒕𝟐𝟎 = 𝟒. 𝟖, 𝒅𝒛 = 𝟏. 𝟎𝟒 𝑡20 = 1.6, 𝑑𝑧 = 0.35 
FCz 𝒕𝟐𝟎 = 𝟒. 𝟕, 𝒅𝒛 = 𝟏. 𝟎𝟐 𝒕𝟐𝟎 = 𝟓. 𝟑, 𝒅𝒛 = 𝟏. 𝟏𝟔 𝒕𝟐𝟎 = 𝟐. 𝟓, 𝒅𝒛 = 𝟎. 𝟓𝟒 
Cz 𝒕𝟐𝟎 = 𝟓. 𝟑, 𝒅𝒛 = 𝟏. 𝟏𝟕 𝒕𝟐𝟎 = 𝟔. 𝟒, 𝒅𝒛 = 𝟏. 𝟒𝟎 𝒕𝟐𝟎 = 𝟐. 𝟖, 𝒅𝒛 = 𝟎. 𝟔𝟏 
CPz 𝒕𝟐𝟎 = 𝟓. 𝟕, 𝒅𝒛 = 𝟏. 𝟐𝟒 𝒕𝟐𝟎 = 𝟔. 𝟔, 𝒅𝒛 = 𝟏. 𝟒𝟓 𝒕𝟐𝟎 = 𝟐. 𝟑, 𝒅𝒛 = 𝟎. 𝟓𝟎 
Pz 𝒕𝟐𝟎 = 𝟖. 𝟔, 𝒅𝒛 = 𝟏. 𝟖𝟖 𝒕𝟐𝟎 = 𝟗. 𝟖, 𝒅𝒛 = 𝟐. 𝟏𝟓 𝒕𝟐𝟎 = 𝟑. 𝟓, 𝒅𝒛 = 𝟎. 𝟕𝟕 
Oz 𝒕𝟐𝟎 = 𝟓. 𝟎, 𝒅𝒛 = 𝟏. 𝟎𝟖 𝒕𝟐𝟎 = 𝟔. 𝟏, 𝒅𝒛 = 𝟏. 𝟑𝟒 𝒕𝟐𝟎 = 𝟑. 𝟎, 𝒅𝒛 = 𝟎. 𝟔𝟕 
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Figure 5.10 Effect of workload on high-beta (20-30Hz) band power. Fz, FCz, Cz, CPz and Pz 
showed a significant effect of workload (FDR q < 0.05). Error bars showed the bootstrapped 
95% confidence interval. Interpretation of the effect size  𝜼𝟐 are 0.02 = small, 0.13 = medium 
and 0.26 or greater is large (Bakeman 2005). 
5.2.3 Effect of workload on physiological measurements 
The effect of workload on physiological measurements are shown in Figure 5.11. For heart rate 
variability (HRV), the average power spectral density (PSD) in the bandwidths 0.02-0.06Hz, 0.07-
0.14Hz and 0.15-0.5Hz are considered as suggested by Scerbo et al. (2001). Three distinct peaks 
could usually be observed in the PSD (Clifford 2002): one below 0.02Hz, one around 0.1Hz and 
one  above 0.15Hz. Raising (or lowering) body temperature causes an increase (or reduce) in 
heart rate and it has been suggested that HRV in the 0.02-0.06Hz range are usually associated 
with body temperature regulation (Aoki, Stephens, and Johnson 2001, Camm et al. 1996). The 
HRV in the 0.07 -0.14 Hz range are usually affected by the Mayer waves – the cyclic changes (in 
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about 0.1Hz) in the arterial blood pressure which are caused by oscillations in baroreceptor and 
chemoreceptor reflex control systems (Julien 2006). Finally, the peak in the PSD above 0.15Hz is 
associated with the frequency of respiration which has a normal range of 0.2-0.3Hz for adult at 
rest (Barrett 2010). 
For each subject, the average heart rate at 0-back, 2-back and 3-back blocks were calculated 
respectively and the three heart rate values were z-score standardized before analysis. The 
same preprocessing procedure was applied to the other physiological measurements: breath 
rate, breath amplitude and HRV. A repeated measures ANOVA revealed a significant effect of 
workload on breath amplitude (𝐹(2,40) = 7.9, 𝜂
2 = 0.28, 𝐹𝐷𝑅 𝑞 < 0.05), breath rate (𝐹(2,40) =
20.7, 𝜂2 = 0.51, 𝐹𝐷𝑅 𝑞 < 0.05), heart rate (𝐹(2,40) = 11.2, 𝜂
2 = 0.36, 𝐹𝐷𝑅 𝑞 < 0.05), HRV 
0.07-0.14Hz (𝐹(2,40) = 5.0, 𝜂
2 = 0.20, 𝐹𝐷𝑅 𝑞 < 0.05) and HRV 0.15-0.5Hz (𝐹(2,40) = 6.1, 𝜂
2 =
0.23, 𝐹𝐷𝑅 𝑞 < 0.05). Post hoc tests (pair-wise paired t-tests with FDR corrections) are shown in 
Table 5.4.  
Table 5.4 Comparing physiological measures at different workload levels. Paired t-tests 
results were shown. Results with FDR q < 0.05 are bold highlighted.  
Measures 
Workload levels compared 
0-back vs. 2-back 0-back vs. 3-back 2-back vs. 3-back 
Breath amplitude 𝒕𝟐𝟎 = 𝟑. 𝟕, 𝒅𝒛 = 𝟎. 𝟖𝟐 𝒕𝟐𝟎 = 𝟑. 𝟎, 𝒅𝒛 = 𝟎. 𝟔𝟔 𝑡20 = 0.3, 𝑑𝑧 = 0.06 
Breath rate 𝒕𝟐𝟎 = 𝟕. 𝟐, 𝒅𝒛 = 𝟏. 𝟓𝟔 𝒕𝟐𝟎 = 𝟒. 𝟎, 𝒅𝒛 = 𝟎. 𝟖𝟕 𝑡20 = 1.3, 𝑑𝑧 = 0.28 
Heart rate 𝒕𝟐𝟎 = 𝟓. 𝟓, 𝒅𝒛 = 𝟏. 𝟐𝟎 𝒕𝟐𝟎 = 𝟐. 𝟗, 𝒅𝒛 = 𝟎. 𝟔𝟑 𝑡20 = 1.3, 𝑑𝑧 = 0.28 
HRV 0.07-0.14Hz 𝒕𝟐𝟎 = 𝟐. 𝟔, 𝒅𝒛 = 𝟎. 𝟓𝟕 𝒕𝟐𝟎 = 𝟐. 𝟗, 𝒅𝒛 = 𝟎. 𝟔𝟐 𝑡20 = 0.4, 𝑑𝑧 = 0.10 
HRV 0.15-0.5Hz 𝒕𝟐𝟎 = 𝟑. 𝟑, 𝒅𝒛 = 𝟎. 𝟕𝟐 𝒕𝟐𝟎 = 𝟐. 𝟗, 𝒅𝒛 = 𝟎. 𝟔𝟐 𝑡20 = 0.1, 𝑑𝑧 = 0.02 
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Figure 5.11 Effect of workload on physiological measurements. All except for HRV (0.02-
0.06Hz) showed a significant effect of workload (FDR q < 0.05). Error bars showed the 
bootstrapped 95% confidence interval. Interpretation of the effect size  𝜼𝟐 are 0.02 = small, 
0.13 = medium and 0.26 or greater is large (Bakeman 2005). BRAmplitude – breath amplitude. 
Table 5.5 Physiological measures at different workload levels 
 
Breath 
amplitude 
(Volts) 
Breath rate 
(breath per 
minute) 
Heart rate 
(beats per 
minute) 
HRV 
(0.02-0.06Hz) 
(sec.2) 
HRV 
(0.07-0.14Hz) 
(sec.2) 
HRV 
(0.15-0.50Hz) 
(sec.2) 
0-back 9.4±6.8 16.7±3.7 71.9±9.0 0.4±1.0 0.2±0.4 0.05±0.08 
2-back 8.8±6.6 17.8±3.6 73.1±9.6 1.3±5.3 0.3±1.0 0.04±0.08 
3-back 8.7±6.4 17.9±3.6 72.7±9.3 0.3±0.4 0.1±0.2 0.04±0.07 
 
5.3 Workload classification 
5.3.1 Linear discriminant analysis 
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Consider a feature vector 𝒙 with unknown label 𝑦 ∈ {𝑐1, … , 𝑐𝑘} which can be one of the 𝑘 
classes, the linear discriminant analysis finding the posterior probability of 𝒙 belongs to one of 
the k classes, 𝑐𝑖, assuming 𝒙 follows a multivariate Gaussian distribution: 
𝐏(𝒄 = 𝒄𝒊|𝑿 = 𝒙) =
𝒇𝒊(𝒙)𝝅𝒊
∑ 𝒇𝒋(𝒙)𝝅𝒋
𝒌
𝒋=𝟏
                                     (Eq. 5.2) 
where 𝜋𝑖 is the the prior distribution of 𝑐𝑖. If the k classes have equal occurring likelihood, 𝜋𝑖 =
1
𝑘
. 
And the multivariate Gaussian distribution:  
𝒇𝒊(𝒙) =
𝟏
(𝟐𝝅)𝒑/𝟐|𝚺𝒊|𝟏/𝟐
𝒆−
𝟏
𝟐
(𝒙−𝝁𝒊)
𝑻𝚺𝒊
−𝟏(𝒙−𝝁𝒊)                              (Eq. 5.3) 
In linear discriminant analysis, the class covariances Σi are identical: 
Σi = Σ, ∀𝑖 
where Σ is the pooled covariance estimation. The most likely class 𝑐𝑖 associated with feature 
vector 𝑥 can be found as follows: 
𝑦 = 𝑎𝑟𝑔 max
𝑐𝑖
𝑃(𝑐 = 𝑐𝑖|𝑋 = 𝒙) 
= 𝑎𝑟𝑔 max
𝑐𝑖
𝑓𝑖(𝑥)𝜋𝑖 
= 𝑎𝑟𝑔 max
𝑐𝑖
log (𝑓𝑖(𝑥)𝜋𝑖) 
Applying Eq. 5.3 we have: 
𝒚 = 𝒂𝒓𝒈𝐦𝐚𝐱
𝒄𝒊
[−
𝟏
𝟐
(𝒙 − 𝝁𝒊)
𝑻𝚺−𝟏(𝒙 − 𝝁𝒊) + 𝐥𝐨𝐠 (𝝅𝒊)]                       (Eq. 5.4) 
𝝁𝑖  and Σ can be estimated from a set of training data with feature vectors and the known label. 
For a more detailed description of LDA, please refer to Friedman, Hastie, and Tibshirani (2001). 
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5.3.2 fNIRS and physiological based classification 
For fNIRS and physiological (PHY) based classification, feature vectors were extracted from each 
block, i.e. a 45s time window during which stimulus were presented to the participants and they 
were instructed to perform the 0-back, 2-back or 3-back task. After that, linear discriminant 
analysis (LDA) was applied to find the workload level that was most likely to be associated with a 
feature vector, according to the estimated posterior probability. 
 
Figure 5.12 fNIRS and physiological based classification 
5.3.3 EEG-based classification 
1) In this work, hundreds of EEG features were extracted to characterize workload. In order 
to prevent overfitting, EEG features were extracted from each stimulus epoch, i.e. a 3 s 
time window respect to the presentation of a single stimulus so that the number of data is 
15 times more than data extracted from the blocks (each block includes 15 stimulus). For 
each stimulus epoch, the LDA outputted the posterior probability of the feature vector 
belongs to a workload level and the final probability of the entire block was obtained by 
aggregating the probabilities obtained from the 15 stimuli and applying the probability 
product rule, assuming the features extracted from each stimulus epoch are independent 
of each other. More specifically, the product of the predicted probabilities from the 15 
stimuli was calculated and normalized as follows:  
𝑷(𝐿𝑜𝑎𝑑|𝑿𝑬𝑬𝑮) =
∏ 𝑷𝒊(𝐿𝑜𝑎𝑑|𝑿𝑬𝑬𝑮)
𝟏𝟓
𝒊=𝟏
∏ 𝑷𝒊(0-back|𝑿𝑬𝑬𝑮)
𝟏𝟓
𝒊=𝟏 + ∏ 𝑷𝒊(2-back|𝑿𝑬𝑬𝑮)
𝟏𝟓
𝒊=𝟏 + ∏ 𝑷𝒊(3-back|𝑿𝑬𝑬𝑮)
𝟏𝟓
𝒊=𝟏
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Figure 5.13 EEG-based workload classification 
5.3.4 Learning from other subjects 
In traditional mental workload classification, classifiers are trained using data from a target 
subject. In terms of LDA classifier, the mean and covariance matrix of the feature vector 𝝁𝑖  and 
Σ in Eq. 4.3 is estimated from a feature matrix extracted from the data of a target subject. To 
obtain good classification accuracy, 𝝁𝑖  and Σ need to be estimated from a large data set 
recorded during a lengthy calibration session. Lotte and Guan in 2010 proposed 𝝁𝑖  and Σ can be 
estimated from the target subject and a pool of other subjects in order to reduce the calibration 
time of the target subject (Lotte and Guan 2010): 
 𝝁𝒊 = (𝟏 − 𝝀)𝝁𝒊
𝒕 + 𝝀
𝟏
|𝑺𝒕(𝛀)|
∑ 𝝁𝒊
𝒋
𝒋∈𝑺𝒕(𝛀)                                        (Eq. 5.5) 
𝚺 = (𝟏 − 𝝀)𝚺𝐭 + 𝝀
𝟏
|𝑺𝒕(𝛀)|
∑ 𝚺𝐣𝒋∈𝑺𝒕(𝛀)                                         (Eq. 5.6) 
where 𝜇𝑖
𝑡  and Σt are the mean and covariance estimated from the target subject,  𝑆𝑡(Ω) is a set 
of subjects that does not include the target subject and 𝜆 ∈ [0, 1] is a parameter representing 
the weight of other subjects. 
5.3.5 Reliability of Psychophysiological features 
Analysis has been conducted to evaluate which EEG channels/frequency bands, which fNIRS 
optodes/signal types (oxy-Hb/deoxy-Hb) and which physiological signals provided good 
discriminant information about workload. 
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Linear discriminant analysis has been conducted using subset of features to classify the three 
workload levels. The following two scenarios were considered: 
• Individual. The data from the same participant has been used to train and test classifier. 
This is the traditional way of evaluating workload classifier performance 
• Group. The data from 20 participants has been used to train classifier and the 
participant that has been left out is used for testing. This method evaluated how well a 
classifier can perform across participants. 
Chance level.  The discriminant analysis results were compared against chance level to evaluate 
how well each subset of features performed. Assuming purely random classification outcome 
follows a multinomial distribution with equal chance across the 3 workload levels and the 
sample size is 1008 (48 blocks × 21 participants), it can be calculated that the upper bound of 
95% confidence interval of chance classification is 36.8% (Sison and Glaz 1995).    
Functional near-infrared spectroscopy  
Figure 5.14 and Figure 5.15 shows the LDA accuracies adopting each individual optodes as 
features for deoxy-Hb and oxy-Hb, respectively. It can be seen that, most of the fNIRS features 
achieved above chance level classification for both the individual and group scenarios. 
 
Figure 5.14 Deoxy-Hb LDA classification accuracies using each individual optodes as 
features. The dashed lines showed the upper bound of 95% confidence interval of chance level 
classification (36.8%). 
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Figure 5.15 Oxy-Hb LDA classification accuracies using each individual optodes as features. 
The dashed lines showed the upper bound of 95% confidence interval of chance level 
classification (36.8%). 
Electroencephalography 
Figure 5.16 shows the effect of EEG frequency band on LDA accuracy and Figure 5.17 shows the 
effect of EEG channel on LDA accuracy. It can be seen that, all frequency band and most EEG 
channels showed LDA accuracies better than chance level. 
 
Figure 5.16 LDA classification accuracies using features from each EEG frequency band. The 
dashed lines showed the upper bound of 95% confidence interval of chance level classification 
(36.8%). 
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Figure 5.17 LDA classification accuracies using features from each EEG Channel 
Physiological measures 
Figure 5.18 shows the LDA classification accuracies using each individual physiological measures 
as feature. It can be seen that only HRV mid band (0.07-0.14Hz) and breath rate showed 
accuracies better than chancel level for both the individual and group scenarios. 
 
Figure 5.18 LDA classification accuracies using each individual physiological measures as 
feature. The dashed lines showed the upper bound of 95% confidence interval of chance level 
classification (36.8%). 
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5.3.6 Classification Results 
Performance evaluation 
The Monte Carlo simulation is adopted for performance evaluation. The procedure is as follows: 
For subject 𝑗 = 1,… , 𝑆: 
1) For 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑖 = 1,… , 𝐿 (𝐿 = 100): 
a. Data splitting: 
The data of the target subject 𝑗 are randomly split into calibration set and testing set 
three times with varying calibration sample size: 
i. 13min calibration, 39min testing 
ii. 26min calibration, 26min testing 
iii. 39min calibration, 13min testing. 
b. Classifier calibration: 
i. For traditional calibration, The calibration sets are used to train the 
classifiers as defined in Section 5.2.4 
ii. For proposed calibration, the calibration sets and data from all other 
subjects are used to train the classifiers. 
c. Classifier evaluation 
i. The testing sets are used to evaluate the classification accuracy. 
ii. For random guess classifier, the accuracy on the testing sets are 
evaluated 1000 times to form a vector 𝒂𝒊𝒋 = [𝑎1
𝑖𝑗 , 𝑎2
𝑖𝑗 , … , 𝑎1000
𝑖𝑗
] as an 
empirical representation of the distribution of random guess accuracy. 
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2) For each of the evaluated approaches, testing accuracies from the 𝐿 iterations are 
averaged for a stable performance evaluation. For the random guess classifier, each of 
the 1000 accuracy instances are averaged over the 𝐿 iterations to form  ?̅?𝒋 =
[?̅?1
𝑗 , ?̅?2
𝑗 , … , ?̅?1000
𝑗
] where ?̅?𝑘
𝑗 =
1
𝐿
∑ 𝑎𝑘
𝑖𝑗𝐿
𝑖=1 .  
Finally, ?̅?𝒋 were used to estimate the upper bound of 95% confidence interval of random guess 
accuracy. 
Results 
A two-way repeated measures ANOVA with classification accuracy as the dependent variable 
has been conducted using two within factors, Proposed vs. traditional (2 levels: proposed 
calibration/traditional calibration) and Training sample size (3 levels: 13min/26min/39min), and 
the results are shown Figure 5.19 and Table 5.6. Table 5.6 shows the classification accuracies 
using the different approaches. One-tailed Wilcoxon signed-rank test suggested that all results 
achieved accuracies significantly better than random guess (FDR q < 0.05). A significant main 
effect of Proposed vs. traditional has been found for EEG-alone (𝐹(1,20) = 27.1, 𝐹𝐷𝑅 𝑞 < 0.05), 
fNIRS-alone (𝐹(2,40) = 16.8, 𝐹𝐷𝑅 𝑞 < 0.05) and PHY-alone (𝐹(2,40) = 4.8, 𝐹𝐷𝑅 𝑞 < 0.05) 
classification, suggesting the proposed calibration outperforms the traditional calibration in 
classification accuracy. Table 5.7 shows the Cohen’s dz effect comparing the traditional and 
proposed calibration approach (Faul et al. 2007).  
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Table 5.6 Mental workload classification accuracies combining different modalities. Mean ± 
standard deviation of the classification accuracies are shown. 
Modality 
Calibration sample size 
13 26 39 
Proposed Traditional Proposed Traditional Proposed Traditional 
EEG-alone 56.0±10.8 52.0±10.6 61.1±11.1 59.3±11.5 63.4±12.1 62.3±12.5 
fNIRS-alone 48.0±10.1 46.1±  9.9 51.6±12.0 49.8±12.0 53.9±12.8 51.9±12.8 
PHY-alone 41.0±  8.0 39.4±  8.1 41.8±  9.3 40.8±  9.5 42.2±10.4 41.8±10.0 
  
Figure 5.19 The effect of traditional calibration vs. proposed calibration on classification 
accuracy. There is a significant effect of proposed calibration better than the traditional one 
for EEG-alone, fNIRS-alone and PHY-alone modality. Random guess (upper bound of 95% 
confidence interval) is also shown for comparison. 
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Table 5.7 Cohen’s dz effect size comparing traditional and proposed calibration approach 
Modality 
Calibration  
sample  
size (min) 
Accuracy 
increased 
adopting 
proposed 
approach 
(%) 
t(20) 
Cohen’s 
dz 
Effect 
size 
EEG 13 4 8.66 1.89 Large 
EEG 26 1.7 4.20 0.92 Large 
EEG 39 1.1 1.76 0.38 Small 
fNIRS 13 1.9 5.84 1.27 Large 
fNIRS 26 1.8 3.63 0.79 Medium 
fNIRS 39 2 2.75 0.60 Medium 
PHY 13 1.6 3.96 0.87 Large 
PHY 26 1 1.93 0.42 Small 
PHY 39 0.4 0.77 0.17 Small 
 
5.4 Discussion 
In summary, group level analysis revealed that workload has a significant effect on fNIRS, EEG 
and physiological measures. This suggested that common workload related information can be 
found among the subjects. Using the proposed calibration approach (i.e. learning from both the 
target subject and other subjects) significantly improved workload classification compared to 
using the traditional calibration approach. 
Workload effect on fNIRS measures 
The results showed that workload has a significant effect on deoxy-Hb at right lateral prefrontal 
cortex (optode 14). It has a significant effect on oxy-Hb at medial prefrontal cortex (optode 5, 7 
and 8) and right lateral prefrontal cortex (optode 14). It has a significant effect on oxygenation 
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at right lateral prefrontal cortex (optode 14), left lateral prefrontal cortex (optode 3) and medial 
prefrontal cortex (optode 5, 7 and 10). Finally, it has a significant effect on total hemoglobin at 
right lateral prefrontal cortex (optode 14).  
Dorsolateral prefrontal cortex and medial prefrontal cortex (frontal pole) has been found to be 
involved in working memory in previous fMRI studies (Owen et al. 2005). Ayaz, Shewokis, et al. 
(2012) adopted the same fNIRS recording device to investigate workload effect on oxygenation 
using the n-back paradigm and significant effect has been found at lateral prefrontal cortex. 
Similar results were reported by Hoshi et al. (2003) , Molteni et al. (2008) and Fishburn et al. 
(2014). Our results are consistent with those reported in the literature in terms of activating 
brain locations. 
Workload effect on EEG measures 
Our results showed that workload has a significant effect on delta band power at Cz and CPz, on 
theta band power at Fz and Cz, on alpha band power at Fz, FCz, Cz, CPz, Pz and Oz, on lower 
beta band at Fz, FCz, Cz, CPz, Pz and Oz and on higher beta band at Fz, FCz, Cz, CPz and Pz. Theta 
band activity was peaking at the frontal midline site Fz and showed an increased trend with 
increased workload. Alpha band activity was peaking at parietal site Pz and occipital site Oz and 
showed a decreased trend with increased workload. Lower beta band and higher beta band 
activity was lowest at the centrolparietal site CPz and showed a decreased trend with increased 
workload. 
The suppression of alpha power in the posteriors areas and increased theta power in the 
midline frontal areas under workload matches with the results reported in the literature (Gevins 
et al. 1997). It has been found that beta activity deceased as workload increased at the midline 
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central site Cz (Gevins et al. 1998). A previous study also suggested that the delta band 
decreased with workload level increased and it carried information needed to characterize 
mental workload levels (Zarjam, Epps, and Chen 2011). Our results match those reported in the 
literature. Alpha activity is believed to be reflecting the cortical areas in a state of idleness 
(Pfurtscheller, Stancák Jr, and Neuper 1996). The increased suppression of alpha activity with 
increased workload reflected the fact the brain is more active when the workload level 
increased.  An increased theta activity is often interpreted as enhanced attention (Gevins et al. 
1997, Jensen and Tesche 2002). The suppression of beta activity may be reflecting the 
harmonics from alpha activities (Tuladhar et al. 2007).  The hypothetical role of delta activity is 
related to signal detection and decision making (Başar et al. 2001). However, few studies 
investigated the association of delta activity with workload level changes. Zarjam et al in 2011 
suggested that the decreased delta band power may be reflecting an increase in concentration 
during tasks (Zarjam, Epps, and Chen 2011). 
Workload effect on physiological measures 
In this study, we found that compared to 0-back condition, 2 and 3-back condition showed a 
decreased HRV in the mid (0.07-0.14Hz) and high (0.15-0.5Hz) band, an increased heart rate and 
breath rate and a decreased breath depth.  
The suppression of HRV spectral power in the 0.07-0.14Hz range and 0.15-0.5Hz range under 
workload has been reported by the literature (Nickel and Nachreiner 2003, Veltman and Gaillard 
1996). They suggested increased blood pressure and increased heart rate under high workload.  
It is also reported that breath rate increases with increased workload (Wilson and Eggemeier 
1991). Our results reflected these phenomena. 
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Workload classification using traditional and proposed calibration approach 
For EEG-alone, fNIRS-alone and PHY-alone based workload classification, a better than random 
guess accuracies has been achieved for both the traditional and proposed calibration approach. 
Proposed calibration approach significantly improved the classification accuracy. With 13min of 
calibration data, adopting the proposed calibration approach improved the accuracy of EEG-
alone, fNIRS-alone and PHY-alone based classification by 4%, 1.8% and 1.6%, respectively. For all 
three modalities, the improvement adopting proposed calibration approach is a larger effect. 
Comparing the three modalities, we can see that when using the proposed calibration approach 
with 39min of calibration data, EEG-alone achieved the best average accuracy of 63.4%, fNIRS 
achieved a moderate accuracy of 53.9% whereas PHY-alone achieved the lowest accuracy of 
42.2%. 
EEG-alone based classification achieved the highest accuracies. However, EEG devices typically 
requires long setup time due to the requirement to apply conductive gels on subject’s scalp. In 
addition, motion and eye movement artifacts may severely affect the quality of EEG signal and 
lower the classification accuracy. fNIRS-based classification was better than PHY-based but 
lower than EEG-based classification. fNIRS devices only requires putting the sensor on subject’s 
forehead. It is not affected by eye movement artifact and more resistant to motion artifact than 
EEG but still not immune. PHY-based classification achieved the lowest accuracy among the 
three modalities. However, the results were still better than random guess.  In addition, 
recording of physiological signals is easy and less susceptible to motion artifacts compares to 
EEG and fNIRS.  
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This chapter reported the results of workload-related information that is common across 
subjects. The next chapter will discuss the results of workload-related information that is 
complementary in different types of psychophysiological signals.  
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CHAPTER 6:  WORKLOAD-RELATED INFORMATION THAT IS COMPLEMENTARY IN 
DIFFERENT TYPES OF PSYCHOPHYSIOLOGICAL SIGNALS 
EEG measures scalp electrical activities whereas fNIRS measures the hemodynamic response of 
cortical areas. We hypothesized that EEG and fNIRS are complementary in characterizing mental 
workload levels. To test this hypothesis, the effect of workload on fNIRS was evaluated after 
removing EEG variance using a regression-based approach and the effect of workload on EEG 
was evaluated by controlling the variation in fNIRS. We then compared single modality and 
multi-modality workload classifications. 
This chapter includes contents that have been published in Liu, Ayaz, and Shewokis (2017b) and 
Liu, Ayaz, and Shewokis (2017a). Please see Appendix C and Appendix D for more detail.  
6.1 Effect of workload on fNIRS controlling for EEG variance 
To investigate if workload still has an effect on fNIRS with the EEG variance controlled, a 
regression-based technique was adopted to remove EEG variance from fNIRS as described in the 
following. 
For each subject (and not using data from other subjects), multiple linear regression was 
adopted with fNIRS activations as response variable and EEG band-powers at the fontal sites (F3, 
Fz, F4, FC3, FCz, FC4, FT7 and FT8) as predictor variables: 
𝑋𝑓𝑛𝑖𝑟 = 𝛽𝑋𝑒𝑒𝑔 + 𝑟 
The residual 𝑟 was assumed to be containing fNIRS activations with EEG variance removed: 
𝑟 = 𝑋𝑓𝑛𝑖𝑟 − 𝛽𝑋𝑒𝑒𝑔 = ?̂?𝑓𝑛𝑖𝑟−𝑒𝑒𝑔 
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𝛽 = (𝑋𝑒𝑒𝑔
𝑇 𝑋𝑒𝑒𝑔)
−1𝑋𝑒𝑒𝑔
𝑇 𝑋𝑓𝑛𝑖𝑟 
EEG variables could be correlated which may cause multicollinearity in the regression. To 
address this issue, the principal component analysis (PCA) was adopted to reduce the number of 
predictors and decorrelate the predictors (Abdi and Williams 2010). The PCA projects a set of 
(possibly correlated) variables into a set of linearly uncorrelated variables (i.e. the principal 
components) with orthogonal transformation (Abdi and Williams 2010): 
𝑋𝑃𝐶 = 𝑋𝑊 
where 𝑋 is the original set of variables, 𝑋𝑃𝐶  is the principal components (PCs) and 𝑊 is the 
orthogonal transformation matrix whose columns are the eigenvectors of 𝑋𝑇𝑋. The covariance 
of 𝑋𝑃𝐶  is a diagonal matrix (i.e. the PCs are decorrelated) the diagonal elements of which are the 
eigen values of 𝑋𝑇𝑋. 
The largest k principle components (PCs) that explained 95% variance of EEG data was used in 
regression: 
?̂?𝑓𝑛𝑖𝑟−𝑒𝑒𝑔 ≈ 𝑋𝑓𝑛𝑖𝑟 −  𝛽𝑋𝑒𝑒𝑔
𝑃𝐶𝑠 
The rejected PCs were considered as noise in the data. 
Finally, the effect of workload on ?̂?𝑓𝑛𝑖𝑟−𝑒𝑒𝑔 was investigated and the results are shown in Figure 
6.1 – Figure 6.4. 
Deoxygenated hemoglobin 
75 
 
Figure 6.1 Effect of workload on fNIRS deoxy-Hb with EEG variance removed. A: Average 
fNIRS deoxy-Hb at each workload level; B: ANOVA F- ratio statistics and 𝜼𝟐 effect size of 
workload effect; C: Average deoxy-Hb for each optode. No optodes showed a significant effect 
of workload. Error bars showed the bootstrapped 95% confidence interval. Interpretation of 
the effect size  𝜼𝟐 are 0.02 = small, 0.13 = medium and 0.26 or greater is large (Bakeman 2005). 
A repeated measures ANOVA suggested that after removing EEG variance, the effect of 
workload is no longer significant.  
Oxygenated hemoglobin 
76 
 
Figure 6.2 Effect of workload on fNIRS oxy-Hb with EEG variance removed. A: Average fNIRS 
oxy-Hb at each workload level; B: ANOVA F- ratio statistics and 𝜼𝟐 effect size of workload 
effect; C: Average oxy-Hb for each optode. Highlighted optodes showed a significant workload 
effect (optodes 3, 7 and 12, FDR q < 0.05). Error bars showed the bootstrapped 95% 
confidence interval. Interpretation of the effect size  𝜼𝟐 are 0.02 = small, 0.13 = medium and 
0.26 or greater is large (Bakeman 2005). 
A repeated measures ANOVA suggested that after removing EEG variance, workload still has a 
significant effect on oxy-Hb at optode 3 (𝐹(2,40) = 9.7, 𝜂
2 = 0.34, 𝐹𝐷𝑅 𝑞 < 0.05), 7 (𝐹(2,40) =
3.7, 𝜂2 = 0.16, 𝐹𝐷𝑅 𝑞 < 0.05) and 12 (𝐹(2,40) = 5.9, 𝜂
2 = 0.23, 𝐹𝐷𝑅 𝑞 < 0.05). 
Total hemoglobin 
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Figure 6.3 Effect of workload on fNIRS total-Hb with EEG variance removed. A: Average 
fNIRS total-Hb at each workload level; B: ANOVA F- ratio statistics and 𝜼𝟐 effect size of 
workload effect; C: Average total-Hb for each optode. Highlighted optodes showed a 
significant workload effect (optode 3 and 7, FDR q < 0.05). Error bars showed the 
bootstrapped 95% confidence interval. Interpretation of the effect size  𝜼𝟐 are 0.02 = small, 
0.13 = medium and 0.26 or greater is large (Bakeman 2005). 
A repeated measures ANOVA suggested that after removing EEG variance, workload still has a 
significant effect on total-Hb at optode 3 (𝐹(2,40) = 4.2, 𝜂
2 = 0.18, 𝐹𝐷𝑅 𝑞 < 0.05) and 7 
(𝐹(2,40) = 3.4, 𝜂
2 = 0.14, 𝐹𝐷𝑅 𝑞 < 0.05). 
Oxygenation 
Finally, for oxygenation, a repeated measures ANOVA suggested that after removing EEG 
variance, workload still has a significant effect at optode 3 (𝐹(2,40) = 14.1, 𝜂
2 = 0.43 𝐹𝐷𝑅 𝑞 <
0.05), 7 (𝐹(2,40) = 3.9, 𝜂
2 = 0.16, 𝐹𝐷𝑅 𝑞 < 0.05), 12 (𝐹(2,40) = 10.1, 𝜂
2 = 0.34, 𝐹𝐷𝑅 𝑞 < 0.05) 
and 14 (𝐹(2,40) = 4.5, 𝜂
2 = 0.18, 𝐹𝐷𝑅 𝑞 < 0.05). 
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Figure 6.4 Effect of workload on fNIRS oxygenation with EEG variance removed. A: Average 
fNIRS oxygenation at each workload level; B: ANOVA F- ratio statistics and 𝜼𝟐 effect size of 
workload effect; C: Average oxygenation for each optode. Highlighted optodes showed a 
significant workload effect (optode 3, 7, 12 and 14, FDR q < 0.05).  Error bars showed the 
bootstrapped 95% confidence interval. Interpretation of the effect size  𝜼𝟐 are 0.02 = small, 
0.13 = medium and 0.26 or greater is large (Bakeman 2005). 
6.2 Effect of workload on EEG controlling for fNIRS variance 
Similar to Section 6.1, a regression-based approach has been adopted to remove fNIRS variance 
from EEG band powers using the EEG band powers as the dependent variable and the principal 
components that explained 95% of variance in fNIRS amplitudes as the independent variables: 
?̂?𝑒𝑒𝑔−𝑓𝑛𝑖𝑟 ≈ 𝑋𝑒𝑒𝑔 −  𝛽𝑋𝑓𝑛𝑖𝑟
𝑃𝐶𝑠  
The effect of workload on ?̂?𝑒𝑒𝑔−𝑓𝑛𝑖𝑟 was investigated and the results are shown in Figure 6.5 - 
Figure 6.9. 
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A repeated measures ANOVA has been applied to investigate the effect of workload on EEG with 
fNIRS variance controlled at 4 frontal sites F3, Fz, F4 and FCz. For theta band power the 
workload effect was still significant at Fz (𝐹(2,40) = 4.2, 𝜂
2 = 0.17, 𝐹𝐷𝑅 𝑞 < 0.05) after 
controlling for fNIRS variance. For alpha band power, low beta band power and high beta band 
power, the workload effect was still significant at all 4 fontal sites F3, Fz, F4 and FCz (See Table 
6.1 for the statistical information).   
Table 6.1 Effect of workload on EEG band powers with fNIRS variance controlled. Bold high-
lighted results were statistically significant (FDR q < 0.05). 
Channels 
Frequency band 
Delta Theta Alpha Low beta High beta 
F3 𝐹(2,40) = 0.5 
𝜂2 = 0.02 
𝐹(2,40) = 2.2  
𝜂2 = 0.10 
𝑭(𝟐,𝟒𝟎) = 𝟔.𝟒  
𝜼𝟐 = 𝟎. 𝟐𝟒 
𝑭(𝟐,𝟒𝟎) = 𝟏𝟔. 𝟖  
𝜼𝟐 = 𝟎. 𝟒𝟔 
𝑭(𝟐,𝟒𝟎) = 𝟔. 𝟎  
𝜼𝟐 = 𝟎. 𝟐𝟑 
Fz 𝐹(2,40) =  0.3 
𝜂2 = 0.01 
𝑭(𝟐,𝟒𝟎) =  𝟓. 𝟐 
𝜼𝟐 = 𝟎. 𝟐𝟏 
𝑭(𝟐,𝟒𝟎) =  𝟔. 𝟓 
𝜼𝟐 = 𝟎. 𝟐𝟒 
𝑭(𝟐,𝟒𝟎) =  𝟐𝟗. 𝟓 
𝜼𝟐 = 𝟎. 𝟔𝟎 
𝑭(𝟐,𝟒𝟎) =  𝟔. 𝟑 
𝜼𝟐 = 𝟎. 𝟐𝟒 
F4 𝐹(2,40) =  0.7 
𝜂2 = 0.04 
𝐹(2,40) =  0.9 
𝜂2 = 0.05 
𝑭(𝟐,𝟒𝟎) =  𝟓. 𝟗 
𝜼𝟐 = 𝟎. 𝟐𝟑 
𝑭(𝟐,𝟒𝟎) =  𝟐𝟒. 𝟗 
𝜼𝟐 = 𝟎. 𝟓𝟓 
𝑭(𝟐,𝟒𝟎) =  𝟒. 𝟕 
𝜼𝟐 = 𝟎. 𝟏𝟗 
FCz 𝐹(2,40) =  1.7 
𝜂2 = 0.08 
𝐹(2,40) =  2.1 
𝜂2 = 0.10 
𝑭(𝟐,𝟒𝟎) =  𝟗. 𝟑 
𝜼𝟐 = 𝟎. 𝟑𝟐 
𝑭(𝟐,𝟒𝟎) =  𝟑𝟐. 𝟑 
𝜼𝟐 = 𝟎. 𝟔𝟐 
𝑭(𝟐,𝟒𝟎) =  𝟏𝟐. 𝟎 
𝜼𝟐 = 𝟎. 𝟑𝟖 
It can be seen from Figure 6.7 - Figure 6.9 that after controlling for fNIRS variance, the effect size 
of workload decreased, suggesting that by removing fNIRS variance, part of the effect of 
workload has been removed. 
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Figure 6.5 Effect of workload on delta (1-3.9Hz) band power with fNIRS variance removed. 
No significant effect of workload was found before or after removal of fNIRS variance. Error 
bars showed the bootstrapped 95% confidence interval. Interpretation of the effect size  𝜼𝟐 
are 0.02 = small, 0.13 = medium and 0.26 or greater is large (Bakeman 2005). 
 
Figure 6.6 Effect of workload on theta (4-7.9Hz) band power with fNIRS variance removed. 
Fz showed a significant effect of workload (FDR q < 0.05). Error bars showed the bootstrapped 
95% confidence interval. Interpretation of the effect size  𝜼𝟐 are 0.02 = small, 0.13 = medium 
and 0.26 or greater is large (Bakeman 2005). 
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Figure 6.7 Effect of workload on alpha (8-12.9Hz) band power with fNIRS variance removed. 
All 4 channels showed a significant effect of workload (FDR q < 0.05). Error bars showed the 
bootstrapped 95% confidence interval. Interpretation of the effect size  𝜼𝟐 are 0.02 = small, 
0.13 = medium and 0.26 or greater is large (Bakeman 2005). 
 
Figure 6.8 Effect of workload on low beta (13-19.9Hz) band power with fNIRS variance 
removed. All 4 channels showed a significant effect of workload (FDR q < 0.05). Error bars 
showed the bootstrapped 95% confidence interval. Interpretation of the effect size  𝜼𝟐 are 
0.02 = small, 0.13 = medium and 0.26 or greater is large (Bakeman 2005). 
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Figure 6.9 Effect of workload on high beta (20-30Hz) band power with fNIRS variance 
removed. All 4 channels showed a significant effect of workload (FDR q < 0.05). Error bars 
showed the bootstrapped 95% confidence interval. Interpretation of the effect size  𝜼𝟐 are 
0.02 = small, 0.13 = medium and 0.26 or greater is large (Bakeman 2005). 
6.3 Multinomial logistic regression analysis comparing single and multimodal model 
In this section, we compare the goodness of fit of a multinomial logistic regression model using 
single modality features as input with those using multimodality features as input. Goodness of 
fit test was performed to investigate if multimodality model is significantly better than single 
modality models. 
Multinomial logistic regression 
Multinomial logistic regression is a classification method that predict three or more discrete 
outcomes based on a linear combination of predictors. For classification of the three workload 
conditions, the multinomial logistic regression model takes the following form: 
ln
𝐏𝐫 (𝒀=2-back)
𝐏𝐫 (𝒀=0-back)
= 𝑿𝜷𝟏                                                     (Eq. 6.1) 
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ln
𝐏𝐫 (𝒀=3-back)
𝐏𝐫 (𝒀=0-back)
= 𝑿𝜷𝟐                                                     (Eq. 6.2) 
where 𝑋 is the predictors and 𝛽 is the linear coefficients which is estimated from training data 
via the maximum likelihood approach (Bishop 2006).  Solving for Eq. 6.1 and Eq. 6.2, we have 
Pr(𝑌 = 0-back) =
1
1+𝑒𝑋𝛽1+𝑒𝑋𝛽2
   
Pr(𝑌 = 2-back) =
𝑒𝑋𝛽1
1+𝑒𝑋𝛽1+𝑒𝑋𝛽2
   
Pr(𝑌 = 3-back) =
𝑒𝑋𝛽2
1+𝑒𝑋𝛽1+𝑒𝑋𝛽2
  
and the workload level that has the highest possibility is the predicted workload level. 
Loglikelihood ratio test for comparing full and reduced model 
Given a full model that accept k predictors 𝑋1 and p predictors 𝑋2 as input: 
ln
Pr (𝑌=2-back)
Pr (𝑌=0-back)
= 𝑋1𝛽11 + 𝑋2𝛽12  
ln
Pr (𝑌=3-back)
Pr (𝑌=0-back)
= 𝑋1𝛽21 + 𝑋2𝛽22  
and a reduced model which only accept k predictors 𝑋1 as input: 
ln
Pr (𝑌=2-back)
Pr (𝑌=0-back)
= 𝑋1𝛽11  
ln
Pr (𝑌=3-back)
Pr (𝑌=0-back)
= 𝑋1𝛽21  
The objective is to find out if the additional predictors 𝑋2 was able to significantly improve the 
predictive model. 
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For the two models, we can estimate the following ratio expressing how many times the data is 
more likely to be under one model compared to the other: 
𝐷 = 2ln (
𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑓𝑜𝑟 𝑟𝑒𝑑𝑢𝑐𝑒𝑑 𝑚𝑜𝑑𝑒𝑙
𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑓𝑜𝑟 𝑓𝑢𝑙𝑙 𝑚𝑜𝑑𝑒𝑙
) 
It turns out that D approximately follows a chi-squared distribution with 𝑝 degrees of freedom 
and the p-values can then be estimated for testing the null hypothesis that including the new 
predictors does not significantly improve the model goodness of fit. 
Comparing EEG+fNIRS model and EEG-alone model 
To evaluate if including fNIRS features in addition to EEG improves workload prediction model, 
goodness of fit test has been performed to evaluate a multinomial logistic regression model 
which classifies the three levels of workload.  
Data from all subjects has been concatenated to form a single matrix and principal component 
analysis (PCA) has been conducted for dimensionality reduction. Nine EEG principle components 
(PC) and nine fNIRS PCs have been used as predictors. They explained 70% variance of EEG 
features and fNIRS features, respectively. Chi-square goodness of fit test showed that using both 
EEG and fNIRS predictors significantly outperforms using only EEG predictors (Χ2(9) =
57.5,𝑤 = 0.24, 𝑝 < 0.001) for classifying 0- vs. 2- vs. 3-back. The effect size 𝑤 was calculated 
according to Faul et al. (2007). The Chi-square test results with different number of adopted 
predictors are shown in Table 6.2.   
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Table 6.2 Comparing EEG+fNIRS models and EEG-alone models. Goodness of fit test with 
varying number of predictors. The effect size 𝒘 was calculated according to Faul et al. (2007). 
PCA % variance 
explained 
Num. of 
EEG PCs 
used as 
predictors 
Num. of 
fNIRS PCs 
used as 
predictors 
𝚾𝟐 Effect size w p-value 
95 61 21 81.9 0.29 <0.001 
90 40 17 80.6 0.28 <0.001 
85 27 14 79.2 0.28 <0.001 
80 19 12 66.0 0.26 <0.001 
75 13 10 63.4 0.25 <0.001 
70 9 9 57.5 0.24 <0.001 
65 6 8 56.8 0.24 <0.001 
60 4 7 59.4 0.24 <0.001 
55 3 6 65.0 0.25 <0.001 
Comparing EEG+fNIRS model and fNIRS-alone model 
The same analysis approach was applied to compare EEG+fNIRS model and fNIRS-alone model. 
Results suggested that using both EEG and fNIRS predictors significantly outperforms using only 
fNIRS predictors for classifying 0- vs. 2- vs. 3-back (Table 6.3).  
Table 6.3 Comparing EEG+fNIRS models and fNIRS alone models. Goodness of fit test with 
varying number of predictors. The effect size 𝒘 was calculated according to Faul et al. (2007). 
PCA % variance 
explained 
Num. of 
EEG PCs 
used as 
predictors 
Num. of 
fNIRS PCs 
used as 
predictors 
𝚾𝟐 Effect size W p-value 
95 61 21 842.4 0.91 <0.001 
90 40 17 757.4 0.87 <0.001 
85 27 14 650.3 0.80 <0.001 
80 19 12 569.2 0.75 <0.001 
75 13 10 442.9 0.66 <0.001 
70 9 9 396.9 0.63 <0.001 
65 6 8 394.7 0.63 <0.001 
60 4 7 212.7 0.46 <0.001 
55 3 6 188.8 0.43 <0.001 
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6.4 Workload classification: multimodal vs. single modal 
In the last section, logistic regression model was adopted to compare the model goodness of fit 
of EEG-alone model with those of EEG+fNIRS model. The results suggested that the EEG+fNIRS 
logistic regression model fit the entire dataset significantly better than EEG-alone model. In this 
section, part of the dataset was used to train linear discriminant analysis models and their 
performance was evaluated on the other part of the dataset using the Monte Carlo simulation 
approach as described in section 5.2.6. This way we can estimate the models ability to 
generalize to new data. 
6.4.1 EEG+fNIRS classification model 
Figure 6.10 illustrate the EEG+fNIRS classification model.  The EEG-alone model as shown in 
Figure 5.13 was combined with fNIRS-alone model as shown in Figure 5.12 using the Naïve Bayes 
approach in the decision fusion stage as explained in the following: 𝑃(𝐿𝑜𝑎𝑑|𝑋𝐸𝐸𝐺) is the output 
of EEG-alone model, i.e. the posterior probability of a block belong to one of the three workload 
levels given EEG features;  𝑃(𝐿𝑜𝑎𝑑|𝑋𝑁𝐼𝑅) is the output of fNIRS-alone model, i.e. the posterior 
probability of a block belong to one of the three workload levels given fNIRS features; And 
𝑃(𝐿𝑜𝑎𝑑|𝑋𝐸𝐸𝐺 , 𝑋𝑁𝐼𝑅) =  𝑃(𝐿𝑜𝑎𝑑|𝑋𝐸𝐸𝐺) × 𝑃(𝐿𝑜𝑎𝑑|𝑋𝑁𝐼𝑅) is the posterior probability of a block 
belong to one of the three workload levels given both EEG and fNIRS features. 
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Figure 6.10 EEG+fNIRS classification model 
Comparing EEG+fNIRS and EEG-alone model 
Figure 6.11 shows the classification results adopting EEG-alone model, fNIRS-alone model and 
EEG+fNIRS model. A two-way repeated measures ANOVA has been conducted with two within 
factors, EEG+fNIRS vs. EEG (2 levels: EEG+fNIRS/EEG) and Calibration sample size (3 levels: 
13min/26min/39min).  A significant main effect of EEG+fNIRS vs. EEG has been found for both 
traditional calibration (𝐹(1,20) = 15.5, 𝐹𝐷𝑅 𝑞 < 0.001) and proposed calibration (𝐹(1,20) =
22.9, 𝐹𝐷𝑅 𝑞 < 0.001), suggesting EEG+fNIRS outperformed EEG-alone in classification accuracy. 
Similarly, EEG+fNIRS significantly outperformed fNIRS-alone in classification accuracy (traditional 
calibration: 𝐹(1,20) = 16.2, 𝐹𝐷𝑅 𝑞 < 0.001, proposed calibration: 𝐹(1,20) = 14.5, 𝐹𝐷𝑅 𝑞 <
0.001). Similar analysis suggested that EEG+fNIRS significantly outperformed fNIRS-alone in 
classification accuracy. Table 6.5 shows the effect size of EEG+fNIRS outperforming EEG-alone. It 
can be seen that large effects (dz=0.81-0.85, depend on the calibration sample size) has been 
achieved for the traditional calibration approach and large effects (dz=0.89-1.18, depend on the 
calibration sample size) has been achieved for the proposed calibration approach, suggesting 
the effect of EEG+fNIRS outperforming EEG-alone was large. Table 6.55 shows the effect size of 
EEG+fNIRS outperforming fNIRS-alone. 
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Table 6.4 Mental workload classification accuracies combining different modalities. Mean ± 
standard deviation of the classification accuracies are shown. 
Modality 
Calibration sample size 
13 26 39 
Proposed Traditional Proposed Traditional Proposed Traditional 
EEG+PHY 55.9±10.8 52.0±10.4 61.1±11.1 59.3±11.4 63.4±12.3 62.2±12.5 
EEG+fNIRS 56.9±10.9 53.3±11.0 62.6±11.1 60.8±11.8 65.0±12.3 64.0±12.7 
EEG+fNIRS+PHY 56.8±10.9 53.3±10.9 62.5±11.2 60.7±11.7 65.1±12.3 64.1±12.6 
fNIRS+PHY 48.7±10.0 46.7±9.7 52.7±11.9 50.6±12.1 55.0±12.6 53.5±13.1 
 
Figure 6.11 Comparing EEG+fNIRS, EEG-alone and fNIRS-alone classification. There was a 
significant effect of EEG+fNIRS vs. EEG-alone for both traditional and proporsed calibration. 
The fNIRS-alone classification and random guess (upper bound of 95% confidence interval) is 
also shown for comparison. 
Table 6.5 Cohen’s dz effect size of EEG+fNIRS classification better than EEG-alone 
Calibration approach Calibration sample size (min) Cohen’s dz Effect size 
Traditional calibration 13 0.81 Large 
Traditional calibration 26 0.84 Large 
Traditional calibration 39 0.85 Large 
Proposed calibration 13 0.89 Large 
Proposed calibration 26 1.18 Large 
Proposed calibration 39 0.94 Large 
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Table 6.6 Cohen’s dz effect size of EEG+fNIRS classification better than fNIRS-alone 
Calibration approach Calibration sample size (min) Cohen’s dz Effect size 
Traditional calibration 13 0.72 Medium 
Traditional calibration 26 0.89 Large 
Traditional calibration 39 0.95 Large 
Proposed calibration 13 0.76 Medium 
Proposed calibration 26 0.83 Large 
Proposed calibration 39 0.85 Large 
6.4.2 Inclusion of physiological features 
Figure 6.12 illustrate the EEG+fNIRS+PHY classification model.  The EEG-alone model as shown in 
Figure 5.13 was combined with fNIRS-alone model and PHY-alone model as shown in Figure 5.12 
using the Naïve Bayes approach in the decision fusion stage where 𝑃(𝐿𝑜𝑎𝑑|𝑋𝐸𝐸𝐺 , 𝑋𝑁𝐼𝑅 , 𝑋𝑃𝐻𝑌) =
 𝑃(𝐿𝑜𝑎𝑑|𝑋𝐸𝐸𝐺) × 𝑃(𝐿𝑜𝑎𝑑|𝑋𝑁𝐼𝑅) × 𝑃(𝐿𝑜𝑎𝑑|𝑋𝑃𝐻𝑌). Similar, EEG+PHY and fNIRS+PHY 
classification model was formed by combining PHY-alone model with EEG-alone and fNIRS-alone 
model, respectively, at the decision fusion stage. 
 
Figure 6.12 EEG+fNIRS+PHY classification model 
Results 
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Figure 6.13 compares the classification results with and without the inclusion of PHY-alone 
model. A two-way repeated measures ANOVA has been conducted with two within factors, 
Added PHY (2 levels: Added PHY/No PHY) and Calibration sample size (3 levels: 
13min/26min/39min) for testing the effect of including PHY modal for the EEG, fNIRS and 
EEG+fNIRS approaches. Results suggested EEG+PHY, fNIRS+PHY and EEG+fNIRS+PHY does not 
significantly outperform EEG, fNIRS and EEG+fNIRS, respectively, in terms of accuracy. 
 
Figure 6.13 The effect of including physiological features on classification accuracy. No 
significant effect has been found. 
6.5 Discussion 
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In this chapter, we showed that workload still has a significant effect on EEG after fNIRS variance 
was removed from EEG and workload still has a significant effect on fNIRS after EEG variance 
was removed from fNIRS. The multinomial logistic regression analysis suggested that a workload 
predictive model using both EEG and fNIRS features fit the data significantly better than using 
only EEG features. Adopting the Monte Carlo simulation to estimate the ability of various 
models to generalize to new data, we found that 1) EEG+fNIRS model is significantly better than 
EEG-alone model and 2) including physiological signals (HRV, heart rate, respiration rate and 
respiration depth) in addition to EEG or fNIRS does not significantly improve workload 
classification. The results in this chapter suggested that there was complementary information 
in EEG and fNIRS about workload such that when using both EEG and fNIRS features for 
evaluating mental levels, a significantly better classification performance can be achieved.  
EEG measures scalp electrical potentials whereas fNIRS measures cerebral hemodynamics. 
Combining them yields complementary view of the brain. Another reason that may contribute 
to a superior EEG+fNIRS classification performance is that EEG may be heavily affected by eye 
movement artifact particularly at the frontal sites whereas fNIRS can be measured from 
prefrontal sites free from EEG movement interference. In this chapter, the results suggested 
that including physiological signals does not significantly improve EEG or fNIRS based workload 
classification. This may due to the fact that using physiological signals to characterize mental 
workload is much less reliable compared to EEG and fNIRS as suggested in chapter 5. 
Concurrent EEG and fNIRS has been previously investigated and showed potential for brain-
computer interfacing (BCI) and mental workload classification (Pfurtscheller et al. 2010, Leamy, 
Collins, and Ward 2011, Fazli, Mehnert, Steinbrink, and Blankertz 2012, Fazli, Mehnert, 
Steinbrink, Curio, et al. 2012, Morioka et al. 2014, Blokland et al. 2014, Tomita et al. 2014, Khan, 
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Hong, and Hong 2014, Yin et al. 2015). EEG and fNIRS have been fused together in three 
different ways in the literature: 
(1) Using EEG and fNIRS to classify different tasks. EEG signals are used to classify 
conditions in one task and fNIRS signals are used to classify conditions in another task. 
Pfurtscheller et al. (2010) described a hybrid BCI that used fNIRS as a brain switch to 
turn on/off a steady-state visual evoked potentials (SSVEP) BCI. Khan et al. in 2014 
proposed a 4-command BCI that used fNIRS to decode mental-counting/arithmetic and 
used EEG to decode left/right hand tapping (Khan, Hong, and Hong 2014).  While Tomita 
et al. in 2014 showed that an improved classification can be achieved by adding fNIRS to 
detect the on and off state for a SSVEP-based BCI (Tomita et al. 2014).  
(2) Improving the quality of EEG features using fNIRS. Morioka and colleagues reported 
the enhancement of an EEG-based decoder in spatial attention task using fNIRS prior to 
solving the cortical current estimation problem (Morioka et al. 2014). They found that 
using EEG cortical sources estimated with prior fNIRS sources significantly improved 
decoding accuracy (~79%) compared to the traditional EEG-only approach (~71%). 
(3) Fusing EEG and fNIRS features to improve classification accuracy. EEG and fNIRS 
features are used together to improve the accuracy of classifying conditions in a single 
task. The underlining assumption is that EEG and fNIRS are complementary and they 
contain different information regarding the task conditions.  Leamy et al. in 2011 
selected 2 fNIRS features and 2 EEG features for differentiating two mental states, 
motor imagery and rest, and they found that using both EEG and fNIRS features resulted 
in a higher classification accuracy compared to using EEG features alone or fNIRS 
features alone (Leamy, Collins, and Ward 2011).  Fazli and colleagues investigated 
enhancing the performance of EEG-based real-time motor imagery BCI with fNIRS (Fazli, 
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Mehnert, Steinbrink, Curio, et al. 2012). They first trained a EEG-alone model and then 
trained a fNIRS-alone model and finally combined the two models in the decision fusion 
stage. They showed that by combining EEG and fNIRS, the BCI accuracy can be improved 
by 5% from a baseline of about 78% achieved by EEG-only approach. Blokland et al. 
investigated differentiating motor execution, attempted execution, or motor imagery 
from rest for healthy subjects and tetraplegia patients (Blokland et al. 2014). They 
demonstrated that adding fNIRS improved classification accuracy by approximately 6% 
for attempted movement and 7% for imagined movement. Yin et al. in 2015 extracted 
EEG time-phase-frequency features and combined them with fNIRS for the classification 
of a motor imagery task. Adopting a joint mutual information criterion for feature 
selection and an extreme learning machine for classification, an 1-5% improvement in 
decoding accuracy was found with the inclusion of fNIRS (Yin et al. 2015). Coffey et al. 
investigated the classification of n-back induced workload levels and reported a 2- vs. 0-
back accuracy of  73% (EEG), 61% (fNIRS) and 61% (EEG+fNIRS) (Coffey, Brouwer, and 
van Erp 2012). The authors suggested a number of factors that might have caused 
EEG+fNIRS inferior to EEG-alone which include but not limited to fNIRS sensor 
layout/placement, signal processing, and the task adopted to elicit workload changes. 
Herff and colleagues recently reported the preliminary results of memory load level 
classification with concurrent EEG-fNIRS and showed that feature-level fusion of the two 
modalities increased the robustness of classification using the data recorded from 3 EEG 
channels, 4 EOG channels, 28 fNIRS sources and 15 fNIRS detectors (Herff et al. 2015). 
All three ways of EEG-fNIRS fusion have showed promising results in the literature and in this 
thesis, we adopted the fusion of EEG and fNIRS features to improve classification accuracy. The 
approach we adopted to fuse EEG and fNIRS features is similar to the one adopted by Fazli, 
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Mehnert, Steinbrink, Curio, et al. (2012), i.e. first using EEG predictors to build a EEG-based 
classifier, then using fNIRS predictors to build a fNIRS-based classifier and finally fuse the two 
classifiers in the decision stage (decision-level fusion). An alternative approach to fuse EEG and 
fNIRS features is at the feature stage (feature-level fusion) as adopted by Leamy, Collins, and 
Ward (2011) , Coffey, Brouwer, and van Erp (2012), Blokland et al. (2014), Yin et al. (2015) and 
Herff et al. (2015). In this approach, the EEG predictors and fNIRS predictors are used together 
to build a single classifier. Compared to decision-level fusion, feature-level fusion considered the 
covariance between EEG and fNIRS predictors. However, since more predictors are included to 
train classifier, it is more prone to overfitting. This may partially explain why that only in this 
thesis and Fazli, Mehnert, Steinbrink, Curio, et al. (2012), the improvement in classification 
accuracy by combining EEG and fNIRS was statistically significant (there are other possible 
factors such that the differences in sensor placement, signal acquisition devices, mental task, 
protocol and subject population).  
Despite the promising results, the work in this chapter is limited in the following aspects. 1) We 
only recorded fNIRS in the prefrontal areas. How the results may differ with full head fNIRS 
coverage need to be investigated in the future; 2) we only investigated EEG band power 
features and fNIRS average activation features. These features were the most commonly 
adopted for mental workload characterization in the literature (Herff et al. 2014, Ayaz, Bunce, et 
al. 2012, Gevins et al. 1998).  However, alternative features have been found to be sensitive to 
workload changes such as the slopes of straight-lines fitted for the fNIRS signal time course 
(Herff et al. 2013), the EEG connectivity measures (Grimes et al. 2008) and the EEG event-
related potential features (Brouwer et al. 2012). Future work needs to investigate if these 
alternative features could provide more information about workload.  
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CHAPTER 7:  CONCLUSION AND NEXT STEPS 
7.1 Conclusion 
Techniques to measure mental workload levels reliably in real-time are needed for moderating 
the mental workload of human operators so that their performance can be improved. Most of 
the existing techniques measure mental workload levels using either EEG or fNIRS and they 
require the recording of lengthy signals from the target subject (the user) to calibrate a 
workload-decoding model before each use.  Although promising results have been reported, the 
decoding accuracy of these techniques needs to be improved and the calibration time needs to 
be reduced. In an attempt to improve the mental workload assessment techniques, this thesis 
first investigated if workload-related patterns could be found that are sufficiently common 
across subjects and then evaluated workload-related information that is complementary in 
diverse psychophysiological signals. 
By analyzing the effect of workload on psychophysiological measures at group level, various 
workload-sensitive psychophysiological measures that were common across subjects have been 
found. These included theta band power at frontal midline, alpha and beta band power across 
the scalp, the fNIRS activations at dorsolateral prefrontal and medial prefrontal areas, heart 
rate, breath rate, HRV from 0.07 to 0.14Hz and HRV from 0.15 to 0.50Hz.  The results were 
consistent with studies in the literature which investigated these psychophysiological measures 
under various working memory tasks (Owen et al. 2005, Ayaz, Shewokis, et al. 2012, Gevins et 
al. 1997, Nickel and Nachreiner 2003, Veltman and Gaillard 1996, Wilson and Eggemeier 1991). 
Given that workload-related patterns can be found that were common across subjects, this 
thesis proposed to calibrate the workload-decoding model using signals from both the target 
96 
subject and a group of other subjects. The results provided the first evidence that calibrate a 
workload-decoding model using the data recorded from multiple subjects improves workload 
classification accuracy such that less calibration data is required from the target subject to 
achieve the same level of classification accuracy.  
To evaluate workload-related information that is complementary in diverse psychophysiological 
signals, this thesis analyzed the effect of workload on EEG measures with fNIRS variance 
controlled and the effect of workload on fNIRS measures with EEG variance controlled. The 
results suggested that after controlling for fNIRS (EEG) variance, various EEG (fNIRS) measures 
were still sensitive to workload changes. By integrating fNIRS measures and EEG measures for 
classifying workload levels, a significantly improved workload decoding accuracy has been 
achieved compared to using fNIRS or EEG measures alone. EEG measures scalp electrical 
potentials whereas fNIRS measures cerebral hemodynamics. Combining them yields 
complementary view of the brain. Another reason that may contribute to a superior EEG-fNIRS 
integration decoding accuracy is that EEG may be heavily affected by eye movement artifacts 
particularly at the frontal sites whereas fNIRS can be measured from prefrontal sites free from 
eye movement interference. Finally, including physiological measures in addition to EEG or fNIRS 
have not improved workload-decoding accuracy. This may be due to the fact that using 
physiological signals to characterize mental workload was much less reliable compared to EEG 
and fNIRS as suggested by the results in chapter 5. 
7.2 Future work 
The studies undertaken in this thesis has laid the foundation of the following future work: 
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1) Alternative workload inducing tasks. This thesis adopted a single memory updating task 
– the verbal n-back task. The verbal n-back task is the most commonly adopted in the 
literature for studying mental workload classification and adopting the verbal n-back 
task facilitate results comparison.  However, the verbal n-back task was designed for 
studying workload under ideal laboratory conditions whereas decoding workload level 
in the real-world tasks could be much more complex and challenging. For example, in 
the verbal n-back task adopted in this thesis, the same visual-verbal stimulus was 
presented to the subjects across different workload levels and the stimulus were 
presented in exactly the same rate and duration. In the real-world, stimulus was rarely 
the same across the different workload levels especially during multitasking. As a naïve 
example, a car driver who was receiving a phone call during driving needed to 
simultaneously process the visual stimulus for driving and the auditory stimulus for 
answering the phone whereas a driver concentrated in driving is much less loaded in 
auditory processing.  Evidences suggested that different brain areas are activated for 
storing verbal and spatial information in the working memory (Owen et al. 2005, 
Baddeley 2012, Baddeley and Hitch 1974, Baddeley 2000). The cross-task workload 
decoding presented a new challenge. In a preliminary study, Grimes et al. (2008) 
investigated calibrating workload-decoding model using data from one type of n-back 
task (verbal, spatial or image) and evaluating its performance on another type of task.  
The cross-task workload-decoding accuracy was found to be lower than the within-task 
workload-decoding accuracy. Future study may investigate EEG, fNIRS, physiological 
signals and their integration in classifying workload levels in more realistic tasks such as 
simulated aircraft piloting or car driving where workload level changes may be induced 
by multitasking.   
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2) Alternative workload biomarkers. This thesis only investigated the EEG band power 
features and the fNIRS average activation features. These features were the most 
commonly adopted for mental workload characterization in the literature (Herff et al. 
2014, Ayaz, Bunce, et al. 2012, Gevins et al. 1998).  However, alternative features have 
been found to be sensitive to workload changes such as the slopes of straight-lines 
fitted for the fNIRS signal time course (Herff et al. 2013), the EEG connectivity measures 
(Grimes et al. 2008) and the EEG event-related potential features (Brouwer et al. 2012). 
Future work need to investigate if these alternative features could provide more 
information about workload.  
3) Alternative subject populations. This thesis focused on healthy young student 
populations to facilitate comparisons with the results in the literature. How the results 
may differ in a different subject population need further investigation. For example, it 
has been found that the hemodynamic responses may be different for young and 
elderly subjects (Schroeter, Zysset, and von Cramon 2004). It’s also necessary to 
investigate workload assessment in a specific target population such as the aircrew 
members to facilitate real world applications. 
4) Full head fNIRS coverage. This thesis adopted a device that measured fNIRS from the 
prefrontal areas. fNIRS based workload classification may be further improved by 
recording from more cortical areas. This is based on the fact that cortical areas such as 
bilateral and medial posterior parietal cortex and bilateral premotor cortex are 
consistently activated by n-back task across many studies (Owen et al. 2005). A recent 
fNIRS-based workload estimation study reported that using only the forehead optodes 
resulted in a much-reduced workload estimation accuracy compared to using optodes 
from the whole head (Unni et al. 2017). It can be speculated that by using whole head 
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coverage, the fNIRS-alone and EEG-fNIRS integration workload decoding performance 
can be much improved. 
5) “Calibration-free” workload measurement. In this thesis, we showed that there are 
workload-related patterns that are sufficiently common across different subjects. In 
addition, we showed that workload decoding accuracy can be improved when using  
data recorded from other subjects to calibrate the workload-decoding model in addition 
to data from the target subject. The next step is to investigate the “calibration-free” 
workload assessment that uses the calibration data recorded from a subject pool to 
develop a single workload-decoding model which can be applied to access workload for 
the targeted population. One possible approach is to use a database with sufficiently 
large number of subjects to represent the targeted subject population. This approach 
has been adopted by Fazli et al. (2009) to decode motor imagery from EEG signals .    
6) Skin conductance. Physiological based classification may be further improved by 
recording skin conductance signals. Studies suggested that skin conductance is sensitive 
to workload level changes (Mehler et al. 2009, Reimer et al. 2009, Shimomura et al. 
2008). Combining it with HRV and respiration signals may increase the accuracy of 
physiological based workload decoder.  
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