This paper presents a new wavelet family for lossless image compression by re-factoring the channel representation of the update-then-predict lifting wavelet, introduced by Claypoole, Davis, Sweldens and Baraniuk, into lifting steps. We name the new wavelet family as invertible update-then-predict integer lifting wavelets (IUPILWs for short). To build IUPILWs, we investigate some central issues such as normalization, invertibility, integer structure, and scaling lifting. The channel representation of the previous update-then-predict lifting wavelet with normalization is given and the invertibility is discussed firstly. To guarantee the invertibility, we re-factor the channel representation into lifting steps. Then the integer structure and scaling lifting of the invertible update-then-predict wavelet are given and the IUPILWs are built. Experiments show that comparing with the integer lifting structure of 5/3 wavelet, 9/7 wavelet, and iDTT, IUPILW results in the lower bit-rates for lossless image compression.
Introduction
Discrete wavelet transforms and perfect reconstruction filter banks have become one of the dominant technologies in numerous areas such as signal and image processing [1] [2] [3] . The second-generation wavelets based on lifting scheme have achieved substantial recognition [4] [5] [6] , which are used in the fields of signal analysis [7] , image coding [8] [9] [10] [11] , palmprint identification [12] , moving object detection [13] , especially since their integration in the JPEG2000 standard [14] [15] [16] [17] [18] . The lifting scheme is an efficient and powerful tool to compute the wavelet transform. It can improve the key properties of the firstgeneration wavelet step by step. Moreover, it has many advantages compared to the first-generation wavelet such as in-place computation, integer-to-integer transforms, and speed.
Update-first structure is useful to build the adaptive lifting wavelet [19, 20] . G. Piella and B. Pesque-Popescu present some adaptive wavelet decompositions that can capture the directional nature of images [20] . Claypoole, Davis, Sweldens, and Baraniuk introduce a kind of nonlinear wavelet transform for image coding via lifting [21] . To keep the stability and eliminate the propagation of error, they constructed the update-then-predict lifting wavelet using Donoho's average-interpolation [22] , and they apply it to construct the nonlinear wavelet transforms. However, unfortunately it is not perfect invertible for lossless image compression using integer-to-integer structure because there is a fractional factor 1/2 in its low-pass channel (see Fig. 3 ), which will be discussed in detail in Section 2.2 in this paper.
Our contributions can be summarized as follows.
(1) The update-then-predict lifting structure is reviewed and its limitation is given in Section 2.2. Our analysis shows that the fractional factor 1/2 destroys the perfect reconstruction property of the integer structure of update-thenpredict wavelet and makes the structure is not invertible. ( 2) The solution method is given. To perfect the updatethen-predict lifting structure, we consider some central issues such as normalization, invertibility, integer structure, and scaling lifting. We re-factor the channel representation of the previous update-then-predict lifting wavelet with normalization into lifting steps, and then the invertible update-then-predict integer lifting wavelets (IUPILWs) for lossless image compression is obtained and named in Sections 3.1 to 3.3. (3) The computational complexity analysis and comparison between IUPILWs and other methods are given in Section 3.4. Furthermore, the The remainder of the paper is organized as follows. Section 2 gives a brief description of the background of integer-to-integer lifting wavelet and update-then-predict lifting wavelet. Section 3 introduces the invertible updatethen-predict integer lifting wavelets with scaling lifting. According to reference [21] , the channel representation of the update-then-predict lifting wavelet with normalization is given firstly. Furthermore, we re-factor the channel representation into lifting steps and then the invertibility is guaranteed. Then the integer structure and scaling lifting of the invertible update-then-predict wavelet filter banks are investigated. Finally, the computational complexity is analyzed. Sections 4 and 5 give the experiments and conclusion, respectively.
2 Integer-to-integer lifting wavelet and update-then-predict lifting wavelet
Integer-to-integer lifting wavelet
The integer-to-integer lifting wavelet transforms are proposed in [23] . Integer-to-integer wavelet transforms have important application in lossless image compression. In most cases, the wavelet filters that are used have floating point coefficients, but the images consist of integer point. This leads that the wavelet decomposition coefficients of images are floating point numbers. We know that the floating point numbers are disadvantage for the lossless compression because they need more encoding bits. Therefore, to reduce the encoding bits of lossless compression, the authors of [23] introduced the integerto-integer lifting wavelet. The structures of integer-tointeger lifting wavelets are shown as follows (Fig. 1) . Figure 1 denotes the analysis part and synthesis part of integer lifting structure. In Fig. 1a , the "Round()" operations are given following the steps prediction p(z) and update u(z), respectively. However, the scaling factors K and K −1 (K = 1) make the approximate coefficients a(z) or detail coefficients d(z) are not the integer point numbers, then make the structure is not integer-to-integer.
One solution method we can imagine is omitting the scaling factors K and K −1 in Fig. 1a, b . If the scaling factors are omitted, the approximate coefficients a(z) and detail coefficients d(z) are all integer point numbers via lifting wavelet transform. Therefore, it seems that the integer-to-integer lifting is achieved. However, the problem is whether the structure obtained by omitting the scaling factors is a kind of wavelet filter with normalization. Obviously the answer is no. The reason is that the lifting wavelets are usually obtained by factoring the traditional wavelets, and the scaling factors are the important parts of the factoring. If we omit the scaling factors, the structure of the traditional wavelet is also destroyed. The function of the scaling factors is to keep the same energy for the coefficients in different scale. "Keeping the same energy" is important to image compression, it can make the encoding algorithm using less bits to encode the wavelet coefficients. Therefore, the method by omitting the scaling factors is not a good choice.
Another solution method is to lift the scaling factors, which is introduced in [4] . We will review the lifting of scaling factors and build our invertible update-thenpredict integer lifting wavelet filter bank with scaling lifting in Section 3.3.
Update-then-predict lifting wavelet with normalization
The update-then-predict lifting wavelets are introduced in reference [21] by Claypoole, Davis, Sweldens, and Baraniuk. To ensure the stability of the wavelet transform for the image coding, the authors introduced the updatethen-predict lifting structure and applied them to design the nonlinear wavelet. In [21] , the authors discussed the advantages of the update-then-predict lifting structure. That is, comparing with the predict-then-update lifting structure, it has more stability and synchronization. See Fig. 2 , when predicting first, the prediction must be performed prior to construction of the approximate coefficients and iteration to the next scale. When updating first, the prediction operator is outside the loop. The approximate coefficients can be iterated to the lowest scale, quantized, and reconstructed prior to the predictions. They analyzed that for the update first, the transform is only iterated on the low pass coefficients c[ n], all c[ n] throughout the entire pyramid linearly depend on the data and are not affected by the nonlinear predictor. Therefore, the update-then-predict lifting structure is effective for the building of nonlinear lifting wavelets.
We give the structure of update-then-predict lifting wavelet filter banks with normalization in Fig. 3 .
In Fig. 3 , the update filter consists of a fixed value, that is, u(z) = 1/2. According to reference [21] , the prediction filters of update-then-predict lifting structure of (1, N) are obtained and shown in Table 1 .
To build the integer-to-integer lifting structure of Fig. 3 , we can replace the analysis part and synthesis part using the structure in Fig. 1a , b. However, the factor 1/2 in Fig. 3 must be remained and it is an obstacle for the implementation of integer-to-integer. For example, considering the situation there is a "Round()" operation after fractional factor 1/2, then after multiplying by the fractional factor 1/2, the integer values 7 and 8 have the same "Round()" value 4, but we cannot reconstruct the original integer values 7 and 8 using the same value 4 in the synthesis part. That is, the factor 1/2 destroys the perfect reconstruction property of the integer structure of update-then-predict wavelet and makes the structure is not invertible. Therefore, we will discuss how to preserve the perfect reconstruction property of the update-thenpredict lifting wavelet and then give the design of the invertible update-then-predict lifting wavelet in Section 3.
Invertible update-then-predict integer lifting wavelets with scaling lifting
In this section, the polyphase representation and channel representation of the update-then-predict wavelet in Fig. 3 are given firstly. Secondly, the invertible updatethen-predict lifting wavelet is obtained by re-factoring the channel representation into lifting steps. Then the integer structure of the invertible update-then-predict lifting wavelet with scaling lifting are constructed. Finally, the computational complexity is analyzed.
Channel representation of the update-then-predict wavelet filter bank
The polyphase representation is a particularly convenient tool to build the connection between lifting representation and channel representation [4] . We give the polyphase representation and channel representation of the update-then-predict lifting wavelet filter bank in Figs. 4 and 5, respectively. The polyphase representation of a filter h is given bỹ
where h e contains the even coefficients, and h o contains the odd coefficients: We assemble the polyphase matrix as
According to the polyphase representation (see Fig. 4 ), the perfect reconstruction condition of wavelet filter bank is given by
The relationship equations between polyphase representation and lifting representation are given bỹ
Therefore, the relationship equations between channel presentation and lifting representation can be given bỹ For example, in Table 1 , Let N= 3, there is
Substitute u(z) = 1 2 and Eq. (8) into (4), (5), (6), and (7), we havẽ
Therefore, the channel representation of the updatethen-predict wavelet filter bank is obtained. In the next section, we will construct the invertible update-thenpredict lifting wavelet filter bank by re-factoring the channel representation into lifting steps.
Re-factoring channel representation into lifting steps
The channel representation of wavelet filter bank can be factored into lifting steps using Euclidean algorithm [4] . In this section, we factor the synthesis low-pass filter h(z)(see Eq. (11)) into lifting steps and then the synthesis polyphase matrix P new (z) is obtained. Furthermore, the conjugate transpose matrixP new (z −1 ) t of analysis polyphase matrix can be given. Therefore, the factor 1/2 in Fig. 3 is gone and the invertible update-then-predict lifting wavelet filter bank is built. The synthesis low-pass filter h(z) in Eq. (11) can be rewritten as
Therefore, we have
According to Euclidean algorithm, we have
Observe that
Using the first equation of (17) in case i is odd and the second in case i is even yields:
Then considering Eq. (1), there is
Considering Eq. (20) and Fig. 4 , the update filter and prediction filter can be obtained
Therefore, the new update-then-predict lifting wavelet filter bank is given in Fig. 6 .
In Fig. 6 , the update filter u(z) and prediction filter p(z) are given in Eqs. (21) and (22), respectively. Note that it is a result obtained where N= 3 in Table 1 (see Eq. (8)). Therefore, considering Table 1 and repeating the same construction as before, the prediction filters of the new invertible update-then-predict lifting wavelets can be given in Table 2 .
Comparing Table 2 with Table 1 , we know that the slight difference is each value in Table 2 is the half of the corresponding value in Table 1 . That is, p new (z) = 1 2 p(z), where p(z) is the prediction filter in original update-thenpredict lifting wavelets, and p new (z) is the prediction filter in our invertible update-then-predict lifting wavelets. Another difference between these two lifting structure are u new (z) = 2 × u(z) and the factor 1/2 is omitted in our invertible update-then-predict lifting structure.
Comparing Fig. 6 with Fig. 3 , we note that there are some differences between them. First, the factor 1/2 in Fig. 3 is omitted in Fig. 6 . This means the invertibility of the update-then-predict integer lifting wavelet can be Fig. 9 Invertible update-then-predict integer lifting wavelet filter bank with scaling lifting guaranteed. Second, the update filter and prediction filter are different. Finally, the scaling factor K is different, K = √ 2 in Fig. 3 , but K = 1 / √ 2 in Fig. 6 . Considering Fig. 1 , the integer structure of the invertible update-then-predict lifting wavelet bank in Fig. 6 is given as follows (Fig. 7) .
Comparing Figs. 7 and 6, we know that just the operations "Round()" are added and followed prediction filter p(z) and update filter u(z). The operations "Round()" ensure the invertible of the prediction step and update step. Note that the above structure is not completely invertible because the scaling factors K and K −1 are included in it. Therefore, we will discuss the scaling lifting (focus to K and K −1 ) in the next section.
Invertible update-then-predict integer lifting wavelet filter bank with scaling lifting
The invertible lifting wavelet can be built using integerto-integer method. But as mentioned above, the scaling factors K and K −1 can cause an issue for invertible lifting.
Daubechies and Sweldens introduced a method (scaling lifting) to factorize the scaling factors (K and K −1 ) into four lifting steps [4] . The scaling lifting is shown as follows.
S(z)
Where S(z) denotes the matrix of scaling factors. Therefore, according to Eq. (24), the scaling lifting of analysis part which merged with integer-to-integer can be given in the right part of Fig. 8 . Similarly, the scaling lifting of synthesis part can be obtained by slipping the signs and reversing the operations. Now, we can replace the scaling factors K and K −1 in Fig. 7 using the right part of Fig. 8 . Then the structure of real invertible update-then-predict integer lifting wavelets (IUPILWs) with scaling lifting can be given in Fig. 9 .
In Fig. 9 , the update filter u(z) is given in Eq. (21), that is, u(z) = 1. The prediction filters p(z) are given in Table 2 . The integer lifting and scaling lifting are achieved by using the matrix factoring (see Eq. (24)) and roundingoff operations. The structure in Fig. 9 is perfect invertible, which means the processes from signal x(z) to a(z) and d(z), the process from a(z) and d(z) to the reconstruction signalx(z) are all lossless, and the resultx(z) = x(z) can be obtained. We name the above new update-thenpredict wavelet family as invertible update-then-predict integer lifting wavelets (IUPILWs), and we will do some experiment comparisons between IUPILWs and the integer lifting structure of 5/3 wavelet, 9/7 wavelet, and iDTT for lossless image compression in Section 4.
Computational complexity
In this section, we discuss the computational complexity of IUPILWs, integer lifting 5/3-wavelet, integer lifting 9/7-wavelet, and iDTT based on the lossless image compression. The unit we use to analyze the computation complexity is the cost, measured in number of multiplications, additions, and roundings. Besides, the scaling lifting (see Fig. 8 ) step can give four multiplications, four additions, and three rounds. For image compression, we suppose the size of image is m × n, where m is the height of the image and n is the width of the image. For IUPILWs shown in Fig. 9 , we give the cost of its analysis part in Table 3 .
Also considering the synthesis part of IUPILWs, the size of image, the row and column lifting, we obtain the number of multiplications, additions, and rounding for IUPILWs is 2 × (2N + 15) × m × n.
The structure of integer lifting 5/3-wavelet is shown as follows (Fig. 10) For integer lifting 5/3-wavelet, its prediction filter is p(z) = − Therefore, we give the cost of its analysis part in Table 4 .
Also considering the synthesis part of integer lifting 5/3-wavelet, the size of image, the row and column lifting, we obtain the number of multiplications, additions, and rounding for integer lifting 5/3-wavelet is 2 × 21 × m × n.
The structure of integer lifting 9/7-wavelet is shown as follows (Fig. 11) We give the cost of its analysis part in Table 5 . Also considering the synthesis part of lifting 9/7-wavelet, the size of image, the row and column lifting, we obtain the number of multiplications, additions, and rounding for integer lifting 9/7-wavelet is 2 × 31 × m × n.
For the iDTT in [11] , for each 8 × 8 block, the number of multiplications is 8 × 8 and the number of additions is Round after α(1+z) 0 0 1 1
Round after γ (1+z) 0 0 1 1
Round after δ(1+z) 0 0 1 1 
. Therefore, the number of multiplications and additions for iDTT is shown as follows.
Therefore, we can summarize the cost of IUPILWs, integer lifting 5/3-wavelet, integer lifting 9/7-wavelet, and iDTT for lossless image compression in Table 6 . Now we test the time cost of above wavelet filter banks using the 512×512 gray-scale Barbara image. Here we just consider the sum of time cost of analysis part and synthesis part of lifting wavelet filter banks, therefore, the time cost can be given in Table 7 .
Experiments
In this section, the bit-rates of image lossless compression are compared between the integer lifting structure of 5/3 wavelet, 9/7 wavelet, iDTT, and the invertible updatethen-predict integer lifting wavelets (IUPILWs). For the lossless image compression, the bit-rates (bit/pixel) are important. The lower bit-rate means higher compression ratio. The calculation of bit-rates for lossless image compression is given as follows. bitRates = total number of bits in final code file total number of pixels in original image For example, for a 512×512 8-bit gray-scale image, letting the "final code file" equal to the "original image", then the value of "bitRates" is "8". It means that the encoding for each pixel of the original image consists of 8-bit. Obviously, the small value of "bitRates" means the less encode bits for each pixel of original image.
In this experiment, 18 512×512 8-bit gray-scale images are chosen and EBCOT coding algorithm [24] is employed to test the integer lifting structure of 5/3 wavelet, 9/7 wavelet, iDTT, and IUPILWs. The bit-rates of image compression can be given using integer lifting structure of 5/3 wavelet, 9/7 wavelet, iDTT, and the IUPILWs proposed in Section 3. The results are shown in Table 8 . Table 8 shows the bit-rates using the integer lifting structure of 5/3 wavelet, 9/7 wavelet, iDTT, and IUPILWs, respectively. Compared with the integer lifting structure of 5/3 wavelet, 9/7 wavelet, and iDTT, and IUPILW- (1, 5) gets the lowest bit-rates, which means IUPILW-(1, 5) has the best performance for lossless image compression.
The test also have been done for the eight images of the ISO 12640-1 corpus (gray scaled, size 2048×2560, N1-Portrait, N2-Cafeteria, N3-Fruit Basket, N4-Wine and Tableware, N5-Bicycle, N6-Orchid, N7-Musicians, N8-Candle). The results are shown in Table 9 . In Table 9 , we observed that 5/3 wavelet has the bit-rates between IUPILW-(1, 3) and IUPILW-(1, 5), 9/7 wavelet, and iDTT have the bit-rates between IUPILW-(1, 1) and IUPILW-(1, 3). Obviously, IUPILW-(1, 5) gets the lowest bit-rates.
One of the reasons why the IUPILW-(1, 5) has the better performance than the predict-then-update lifting wavelet may be the update-then-predict structure can reduce the errors during the wavelet decomposition. Update-first means the approximate coefficients will be obtained firstly during each decomposition-level, and then the approximate coefficients of next decomposition-level will be obtained using the approximate coefficients of the current decomposition level. It means that the errors will not spread between the approximate coefficients. However, for the predict-first lifting structure, the detail coefficients must be get using the approximate coefficients of the upper level, then computing the approximate coefficients of the current level using these detail coefficients. Therefore, for the predict-first structure, the errors will spread between detail coefficients and approximate of the same decomposition level.
Conclusions
A new update-then-predict integer lifting wavelet family for lossless image compression is built and named in this paper. It is a perfect invertible update-then-predict structure and compared with the integer lifting structure of 5/3 wavelet, 9/7-wavelet, and iDTT, IUPILW-(1, 5) results in the lower bit-rates for lossless image compression.
