Artificial neural networks are often trained by using the backpropagation algorithm to compute the gradient of an objective function with respect to the synaptic strengths. For a biological neural network, such a gradient computation would be difficult to implement, because of the complex dynamics of intrinsic and synaptic conductances in neurons. Here we show that irregular spiking similar to that observed in biological neurons could be used as the basis for a learning rule that calculates a stochastic approximation to the gradient. The learning rule is applicable to a special class of model networks in which neurons fire spike trains with Poisson statistics, and is compatible with forms of synaptic dynamics such as short-term facilitation and depression. By correlating the fluctuations in irregular spiking with a reward signal, the learning rule performs stochastic gradient ascent on the expected reward. It is applied to two examples, learning the XOR computation and learning direction selectivity using depressing synapses.
Introduction
In engineering applications, the parameters of a learning machine are often trained by optimizing an objective function that quantifies performance at a desired computational task. A popular method of optimization is to iteratively change the parameters in the direction of the gradient of the objective function. For example, backpropagation learning is a gradient-following algorithm for artificial neural networks [1] .
Animals can also learn to optimize performance at certain tasks, and it is widely believed that such optimization occurs at least in part through changes in synaptic strengths. However, it is unclear what mechanism could perform such an optimization. For biological neural networks, computing the gradient of an objective function with respect to synaptic strengths is difficult, because the dynamics of intrinsic and synaptic conductances is so complex. An alternative is to compute a stochastic approximation to the gradient by correlating fluctuations in the network dynamics with fluctuations in its performance [2, 3, 4, 5, 6] .
A prominent source of fluctuations in neural systems is the irregular firing of action potentials. For example, cortical neurons recorded in vivo often produce interspike interval distributions that are roughly exponential, with a coefficient of variation that is close to 1 [7] . This suggests that the spike trains of cortical neurons are roughly Poisson. Such irregular spiking could be used as a mechanism for learning. Suppose there exists a global reward signal that assesses the overall performance of the network. Then the correlation between reward and spiking fluctuations can serve as an error signal for training the network.
Based upon this idea, a learning rule for networks of neurons firing Poisson spike trains can be derived. On average, the learning update is in the direction of the gradient of the expected reward with respect to the synaptic strengths. The algorithm is applicable to networks with complex forms of synaptic dynamics, such as short-term facilitation and depression. The algorithm is illustrated by applying it to learn the exclusive OR (XOR) computation and to learn direction selectivity using depressing synapses [8] .
Basic definitions
We consider a model network in which each neuron receives a total synaptic current I i (t) and produces a Poisson spike train with instantaneous firing rate
where f i is the current-discharge relationship, or f-I curve, of the ith neuron. The total synaptic current received by neuron i is given by the sum of the contributions over presynaptic neurons j.
The synaptic current W ij h j (t) in neuron i due to the spiking of neuron j behaves with a time course given by
where T a j is the time of the ath spike of neuron j. In other words, the postsynaptic current jumps instantaneously in response to a presynaptic spike and otherwise decays exponentially with time constant τ s ( Figure 1A ). The amplitude of the postsynaptic current is determined by the synaptic strength W ij .
Equation (3) is a simplistic model of a synapse, but there is no barrier to replacing it with more complex dynamical equations that include the effects of short-term facilitation or depression. A more serious limitation is Eq. (1), which models spike generation statistically, without reference to biophysics.
Strictly speaking, the validity of the learning rule to be introduced shortly is dependent on the Poisson assumption. However, we expect the learning rule to be valid for more realistic networks of conductance-based model neurons under conditions when spiking is approximately Poisson. For example, such a network can be made to approximate Poisson firing at low rates by injecting white noise into each model neuron. Alternatively, approximate Poisson spiking can arise from internally generated fluctuations of synaptic input in a network with balanced excitation and inhibition [9] .
Learning rule
We first consider the episodic form of the learning rule. Suppose that the learning process falls into distinct episodes. The network is reinitialized at the beginning of each episode at a fixed initial condition or one drawn at random from some probability distribution. For each episode, the performance of the network is evaluated by a reward function R, which depends on the spike trains.
At the end of each episode, the synaptic weights are updated by
where η > 0 is a learning rate, R is a reward signal, and e ij is the eligibility trace of the synapse from neuron j to i. The eligibility trace is defined by
where
is the spike train of neuron i, and T is the length of an episode. The function φ i (I i ) = f i (I i )/f i (I i ) is a positive factor, assuming that f i is monotonically increasing.
In the Appendix, it is shown that expectation value of the right hand side of Eq. (4) is proportional to the gradient of the expected reward with respect to W ij . This means that the learning rule performs stochastic gradient ascent on the expected reward. The learning rule can be applied to either feedforward or recurrent networks, and belongs to the general class of REINFORCE learning algorithms, introduced by Williams [4] , and extended later by others [5, 10] . The present work is closely related to applications of REINFORCE learning to networks of Bernoulli logistic units [4, 5] , as well as earlier work of Barto and Sutton [11, 12] . Here the REINFORCE idea is extended to networks in which the dynamics of synaptic currents is modeled more realistically.
The eligibility trace, Eq. (5) depends on both presynaptic and postsynaptic activities. Presynaptic activity contributes through the synaptic activation h j (t), which is elevated upon transmission of each spike from neuron j. The postsynaptic neuron contributes through s i (t) − f i (t), scaled by the positive factor φ i .
The learning rule Eq. (4) is based on the correlation between the global reward function and the eligibility trace of each synapse. Since the eligibility trace depends on the fluctuation of the postsynaptic activity away from its average activity, its expected value is zero (proof in Appendix). Hence, if the reward function is constant, or uncorrelated to the eligibility trace, there will be no change in average synaptic strength. Therefore, in the learning rule of Eq. (4), we can substitute R by R − R 0 as long as R 0 is uncorrelated with the Poisson randomness of the spike trains. Using R 0 will not change the expected value of the synaptic strength, but a carefully chosen R 0 could be helpful in reducing the variance of each update.
The learning rule can still be applied even if synaptic transmission is stochastic, or involves more complicated synaptic dynamics such as facilitation or depression [13, 14, 15] (see Appendix). In these cases, the dynamics Eq. (3) for h j (t) is replaced by a more complex set of equations, as will be explained in more detail later.
Online learning
In some contexts it is not possible to segment the learning process into discrete episodes, and reward is administered continuously in time. Then one can apply the online learning rule
where the weights are updated continuously in time. The eligibility traceē ij is defined by
The convergence of online learning rules like Eq. (6) is mathematically far more complex than that of episodic learning, and has only recently been analyzed by Baxter et al. [5, 10] . The upshot of their analysis is that Eq. (6) is just an approximation to stochastic gradient ascent. The time constant τ e of the eligibility trace should be set with reference to the correlation between spiking fluctuations s i (t) − f i (t) and reward R(t ) for t > t. Suppose that this correlation decays over some characteristic time scale τ c . Roughly speaking, the approximation to stochastic gradient ascent is expected to be good if τ e is longer than τ c . However, it is bad to make τ e too long, as that will increase the noisiness of the gradient estimate. Next we demonstrate the application of the online learning rules in two examples.
Learning XOR computation
First, the learning rule Eq. (6) We use the same transfer function f i for all neurons; f i has a shape similar to the f-I (firing rate vs. input current) curve of real neurons ( Figure 1B ). Under this transfer function, the corresponding scale function φ i (I i ) in Eq. 5 decreases for large neural activities ( Figure 1C ), and therefore acts to stabilize the algorithm.
The online learning algorithm is used to learn both layers of synaptic weights (input to hidden, and hidden to output), starting from random initial conditions for the weights. An example of the learning process is shown in Fig. (2) . Initially, the output neuron fires at high rates only when both inputs are 1. By the end of training, the output neuron fires at high rates only when one input neuron receives 1, but not both ( Fig. 2A) . The total reward administered during one epoch gradually increases on average, although it fluctuates up and down on short time scales (Fig. 2B) .
The network learns to represent XOR computation by balancing excitation and inhibition (Fig. 3) . After learning, each hidden neuron is excited by one input neuron and inhibited by the other one. Therefore, if both input neurons are activated, the hidden neurons are inactive because their total synaptic inputs roughly cancel out.
Learning direction selectivity using dynamic synapses
The synaptic learning rule can be applied to networks with stochastic and/or dynamic synapses. In real biological systems, synaptic transmission is stochastic, and often experiences short-term dynamics such as depression and/or facilitation [13, 14, 15] . Many theories have been proposed for the computational functions of dynamic synapses, such as gain control, temporal information processing, and sequence recognition [15, 16, 17, 18, 19] . In particular, one study showed that a neural circuit of depressing synapses can possess the property of direction selectivity [8] . Here we show that such a circuit can be learned through the synaptic update rules introduced earlier.
A simple model for producing a direction selective neuron is shown in Fig. 4 . The neuron receives 40 presynaptic inputs, which are separated into two groups. Each group contains 20 neurons representing inputs from a region in visual space. The regions of the two groups are spatially displaced. When a moving stimulus is presented, the two groups see the same input, except for a temporal shift (Fig. 6A,B) .
Half of the synapses in each group are nondepressing, whereas the other half are depressing. In response to a presynaptic spike, a nondepressing synapse always releases a vesicle with a fixed probability p 0 , and can release at arbitrarily high rates. In contrast, a depressing synapse enters a refractory state after vesicle release, during which it cannot release again. It recovers after a time that is exponentially distributed with mean τ r . In response to a presynaptic spike, a depressing synapse releases a vesicle with probability p 0 , but only while nonrefractory. The synaptic activation variable is calculated using Eq. 3, except that the right hand side of the equation consists of the release events, rather than the whole spike train.
All neurons in the network fire Poisson spike trains. For the input neurons, the instantaneous rates are specified by the functions shown in Fig. 6A ,B. The rate of the output neuron is determined by the total synaptic inputs using the transfer function given in Fig. 1 .
The synapses are all excitatory with the synaptic weights randomly initialized. In each trial of training, both directions are presented, with each held for 600 ms. One direction is trained to be the preferred direction by administering a reward of 1 if the output neuron fires a spike. The other direction is trained to be the nonpreferred direction by administering a reward of −1 if the output neuron fires a spike. We use the online learning rule Eq. 6 to update synaptic weights.
The learned synaptic weights are shown in Fig. 5C . At the end of learning, only nondepressing synapses remain for one group, and depressing synapses for the other group. The synaptic weights of all other synapses decay to near zero. The total reward is plotted in Fig. 5D as a function of the training epoch number.
By using nondepressing synapses from one group and depressing synapses from the other group, the postsynaptic neuron is able to achieve direction selectivity [8] . The preferred direction stimulates the nondepressing synapses first, and the depressing synapses second. Because the depressing synapses introduce a phase shift forward in time, the postsynaptic neuron is coactivated by the synaptic input from both groups (Fig. 6A,C,E) . On the other hand, the nonpreferred direction stimulates the depressing synapses first, and the nondepressing synapses second, which separates the synaptic inputs from both groups in time, leading to weak response in the postsynaptic neuron (Fig. 6B,D,F) .
Discussion
We have proposed a stochastic learning rule for networks of spiking neurons. The learning rule estimates gradient information using the correlation between the global reward signal and the fluctuations in neural spiking. The learning rule can be understood intuitively as follows. When greater than expected activity in a neuron leads to greater reward, the total inputs to this neuron should be increased. Therefore, we increase excitatory synaptic weights and decrease inhibitory synaptic weights to this neuron. Conversely, if greater than expected activity leads to reduced reward, we decrease excitatory synaptic weights and increase inhibitory synaptic weights to this neuron.
The learning rule is derived with the assumption of Poisson spike trains. The spike trains of biological neurons are not truly Poisson. However, the learning rule may still work in the presence of deviations from Poisson behavior. For example, we have applied it successfully to a network of integrate-and-fire neurons injected with white noise. The computations of XOR and direction selectivity can still be learned.
The learning rule depends on the spiking of presynaptic and postsynaptic neurons. Recent experiments have demonstrated types of synaptic plasticity that depends on the temporal ordering of presynaptic and postsynaptic spiking. At cortical and hippocampal synapses, long-term potentiation is induced by repeated pairing of a presynaptic spike and a succeeding postsynaptic spike, while long-term depression results when the order is reversed [20, 21] . To induce either type of plasticity, the time difference between presynaptic and postsynaptic spikes has to be within a short time window.
Relating our learning rule to such experiments is not rigorously possible, because spiking in vitro is far from Poisson. To properly make the connection, it is necessary to extend the learning rule to a model of spiking that is more biophysically realistic than the Poisson model, a task that is outside the scope of the present work. However, the following heuristic arguments can be made. The eligibility trace is determined by filtering φ i (s i − f i )h j , and therefore its sign is governed by the term, s i h j or f i h j , that dominates the difference. A lone presynaptic spike in neuron j sets up an exponentially decaying trace in h j . If it is closely followed by a postsynaptic spike, then s i h j will dominate over f i h j . If it is closely preceded by a postsynaptic spike, then s i h j = 0, but f i h j could be nonzero (whether this is true depends on how the learning rule is extended to the nonPoisson case). Therefore it is possible for the eligibility trace to change sign, depending on the temporal ordering of presynaptic and postsynaptic spiking.
Experiments on spike-timing dependent plasticity have not tried to control any reward signal. If any reward circuitry exists, it is not clear whether it would be operative in vitro anyway. If we suppose that the reward signal is frozen at some positive value in vitro, then the above argument about the sign of the eligibility trace implies the form of spike-timing-dependent plasticity observed by Bi and Poo, and Markram et al. [20, 21] . On the other hand, if the reward signal is frozen at some negative value, the learning rule would lead to potentiation for the opposite temporal ordering, as observed by Bell et al. [22] . According to this interpretation, the time window for plasticity induced by presynaptic followed by postsynaptic spiking is determined by the time constant of the postsynaptic currents.
The learning update is a noisy estimate of the gradient of the expected reward function. The signal-to-noise ratio of this estimate tends to deteriorate with increased network size, because the correlation of reward with the fluctuations in spiking of any single neuron becomes weaker. Therefore, similar to other types of reinforcement learning [23, 2, 3] , the learning rule suffers from slow convergence in large networks. However, the learning rule proposed here should be faster than algorithms that correlate reward with fluctuations in synaptic efficacy [2, 3] . One way to speed up reinforcement learning is to dissolve a large learning problem into smaller subproblems, each learned by a module trained by a separate reward signal [24] . How to construct such a hierarchical organization is a challenging issue that needs to be resolved.
The learning rule relies critically on the modulation of reward signals. Investigating the existence of such reward signals and manipulating them to change the course of synaptic plasticity is an interesting topic for future experimental studies.
Appendix Derivation of the algorithm
In this Appendix, we derive the episodic version of the algorithm. Suppose the network is run between time 0 and T . At the end of each episode, the overall performance of the network is evaluated by a reward function R that depends on the output states of the network. The episodic version of the algorithm performs stochastic gradient ascent on the expected reward R, which we prove next.
The spike generation is a continuous process. To facilitate derivation of the algorithm, we discretize the time into sufficiently small intervals ∆t such that the probability for producing two spikes in the interval is close to zero. Let the binary variable σ i (t) denote the state of the ith neuron in the time interval [t, t + ∆t). σ i (t) = 1 denotes spiking of the neuron, and σ i (t) = 0 denotes nonspiking. For a network of n neurons, we will also use vector σ(t) = [σ 1 (t), σ 2 (t), ..., σ n (t)] to denote the state of all neurons. The state of neurons in the network between time 0 and T can be completely described by Ω ≡ [σ(0), σ(∆t), ..., σ(T )]. Besides randomness in the generation of spikes, we also consider stochasticity in the release of neurotransmitters with the state variable denoted by Γ ≡ [ζ(0), ζ(∆t), ..., ζ(T )], where ζ(t) is a binary vector with the ith component representing whether there is a synaptic transmission in neuron i at the time interval [t, t + ∆t). In the case of dynamic synapses with depression or facilitation, the release probability will change depending on the activities of presynaptic neurons. The overall state of the network in one episode is fully determined by the random variables Ω and Γ, and the expected reward is
where P (Ω, Γ) is the probability for the state Ω and Γ, and the summation is over all possible states. The gradient of R with respect to weight W ij is
where e ij ≡ ∂ ln P (Ω, Γ)/∂W ij is called the eligibility trace, which determines the direction on updating different synapses. The expected value of the eligibility trace is zero. This can be proved by setting R to be constant in Eq. 9, in which case the left hand side of the equation is e ij and the right hand side is zero.
Using the eligibility trace, we can write down the stochastic gradient ascent algorithm to gradually increase the expected reward function,
where η controls the learning rate.
To further calculate the eligibility trace, we first factorize the the probability P (Ω, Γ) of the state into
which is the product of the probability at each time step conditioned on all previous states. Because at any one time the spike generation and the neurotransmitter release between different neurons are conditionally independent of each other, the logarithm of the probability P (Ω, Γ) can be written as
Hence, the eligibility trace is
Let us assume that the neurotransmitter release is independent of the spike generation process at any one particular time. Then we have
Given the Poisson assumption on the generation of the spike train of each neuron, the probability for neuron i to fire a spike or not during the interval [t, t + ∆t) is determined by σ i (t) = 1 with probability p i (t) = λ i (t)∆t 0 with probability 1 − p i (t), which holds when ∆t is sufficiently small. Given this, the eligibility trace e ij can be further simplified to,
) is a series of delta functions representing spiking of neuron i in continuous time. The last equation is derived in the limit of ∆t being zero. Substituting the eligibility trace e ij into Eq. (10), we derive the episodic version of the learning rule Eq. (4) for Poisson spiking neurons.
From the derivation of the algorithm, we see that the algorithm can be applied to stochastic and/or dynamic synapses, as long as the random process for generating synaptic transmission is independent of the process for generating spike trains. The differences only reflect on the way for calculating synaptic activation variables. For stochastic and/or dynamic synapses, the right hand side of Eq. 3 includes only the successfully transmitted spikes.
Methods
In simulation, we discretize the continuous dynamics using Euler's method with a step size of ∆t = 0.1 ms. At each time interval, a spike is generated with probability λ i (t)∆t for neuron i, where λ i (t) is its firing rate at discretized time t. The spike train generated this way would be an approximation to the Poisson statistics and is exact in the limit when ∆t goes to zero. The synaptic time constant τ s = 10 ms, and the transfer function used is shown in Figure 1B .
In the first example of learning XOR computation, we use a three-layer feedforward network with two input neurons, ten hidden neurons and one output neuron. Each one of the four input patterns is presented for a fixed period of 500 ms with random orders in each training epoch. When the output neuron fires a spike, we give a positive reward of 2 if the desired output is 1 and a negative reward of −1 if the desired output is 0. In the second example of learning direction selectivity using depressing synapses, the preferred and nonpreferred direction inputs are presented for 600 ms in alternation. For depressing synapses, the refractory time after each release event is modeled by an exponential distribution with mean time τ r = 200 ms. In simulation, we model this distribution using −τ r ln(x), where x is a random variable uniformly distributed between 0 and 1. For both depressing and nondepressing synapses, we choose the stochastic release probability p 0 = 0.8. The bottom two panels plot the synaptic weights from the hidden to the output neuron before (panel C) and after (panel D) learning. To limit the firing rate of the output neuron not being too high, we have bounded the synaptic strength from the input neurons to the hidden neurons to be less than 50 and from the hidden neurons to the output neuron to be less than 150.
Depressing synapses
Static synapses show the input firing rates from the two groups. The first group is indicated by the solid lines, and the second group by the dotted lines. (C) and (D) plot the total synaptic inputs from the two groups separately. The solid line indicates the total input from the first group and the dotted line indicates the total input from the second group. Because after training the synapses from the first group are mostly nondepressing synapses, their total synaptic input follows the input firing rate without significant phase shift. However, the synapses from the second group are mostly depressing synapses. Their total synaptic input is phaseshifted forward, which leads to overlapping synaptic inputs in (C) and nonoverlapping synaptic inputs in (D). (E) and (F) show the spike trains of the postsynaptic neuron corresponding to the preferred and nonpreferred directional inputs respectively.
