We propose a new family of mixed constant modulus algorithms for the elimination of local minima associated with the fractionally spaced constant modulus algorithm in the presence of channel noise. A special case of this family is the Leaky Constant Modulus Algorithm (L-CMA). We show that L-CMA aims to minimise jointly the intersymbol interference (ISI) and the noise gain introduced by the equalizer. Moreover, we derive a suitable range of leakage factors for which all local minima due to large noise amplification are eliminated.
A B S T R A C T
We propose a new family of mixed constant modulus algorithms for the elimination of local minima associated with the fractionally spaced constant modulus algorithm in the presence of channel noise. A special case of this family is the Leaky Constant Modulus Algorithm (L-CMA). We show that L-CMA aims to minimise jointly the intersymbol interference (ISI) and the noise gain introduced by the equalizer. Moreover, we derive a suitable range of leakage factors for which all local minima due to large noise amplification are eliminated.
I N T R O D U C T I O N
The Constant 6Iodulus Algorithm (CMA) is a widely used blind equalisation algorithm due to its robustness to various physical imperfections such as loss of disparity, channel length under modelling and channel noise. For an invertible fractionally spaced channel with no noise, all minima of CMA perform equally well [SI. However, when there is channel noise, various minima behave differently as the noise is amplified by the squared 12 norm of the equalizer impulse response. Various techniques have been proposed to obtain convergence to a global minimum in the presence of noise. Typically, a solution based upon crosscorrelation based equations, [4], and a channel surfing and re-initialisation technique, [8] , which unfortunately require inversion of a matrix, have been proposed. In [l] , a mixture of constant modulus and cross correlation criterion ([7] and [3]) was employed to obtain global convergence, but this requires a computationally demanding search over all possible minima of CMA. We propose a family of mixed constant modulus algorithms which have the potential for global convergence by minimising the following cost 
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where w(k) and x ( k ) are respectively the equalizer parameter vector and the regressor vector at sample number k, and p is a small step size. We refer to this case as the Leakage Constant Modulus Algorithm (L-CMA). Two sub-channels were chosen for our simula- 
where llhl]; is the squared 12 norm of { h i } and Ih characterises a measc.re of IS1 as follows i '
: i
The cost function associated with L-CMA can, therefore, be written as
where w is the equalizer parameter vector. Assume that the channel convolution matrix C to be invertible.
Hence w = C -l h . Therefore, in principle, we have
It is convenient to analyse the above cost function in terms of the radial and spherical components which is similar to the analysis of CMA in the presence of noise 
2-L"(CCT ).
0 From now onwards, it is assumed that K is chosen to be less than ,c-:t,,z. Substituting (8) in (7) yields Hence arg mint, J = arg maxi, <, where Finding the stationary points of C means finding the roots of (11) Taking the difficulty of finding a closed form solution for (11) into consideration, we aim to establish the behaviour of L-CMA for two special classes of channels, each of them leads to important observations.
Corollary 2:
For orthogonal channels, L-CMA has no effect on the cost function other than a radial shrinking of the position of the local minima. 
hence the proof.
0
An interesting consequence of Corollary 2 is that for orthogonal channels all minima perform equally well, hence there is no need to eliminate them, and L-CMA obeys this requirement. 
-0 . 5 d , .
When 2X,,,z(CCT) < K < 2X,,,1(CCT), then there is only one non negative r2 which is the candidate for the two global maxima on <, hence the proof. of Q are the coordinate vectors, for the two dimensional case, simulation results suggest that the above results are valid for arbitrary channels with columns of Q which are only approximately the coordinate vectors. This is under current study.
C O N C L U S I O N
We proposed and analysed a leaky constant modulus algorithm which jointly minimises IS1 and the amount of noise amplification of the equalizer. L-CMA has potential to eliminate undesirable local minima, which have large noise amplification, associated with the fractionally spaced CMA. Moreover, our analytical result provides a range of leakage factor, K , to avoid ill convergence of the equalizer to local minima.
Appendix: Proof of Lemma1
i.e., ho hence (12) can be written as " ( C~; 1 X i t ! -X~) -2 ( 2 -~X~) . The roots ofn(t) = 0, g ( t ) = 0 and r l = 0 are the stationary points of on every radial directions. The second derivative at these stationary points can be written as
The stationary point that corresponds to n ( t ) = 0 is
The stationary point that corresponds to g ( t ) = 0 is which is again in the same form as (14), but it is in (A' -2) dimensions. We could apply Proposition 1 repeatedly until t.he dimension become 2, i.e.
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and applying Proposition 1 yields candidates for possible maximaof (23) which are either t = 0, i.e. h = f e N -1 or t = 1, i.e. h = f e N .
Therefore, possible candidates for the maxima of C are h = *ev, i.e. h = {h : I* = 0).
