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1. SACKGROUND AND INTRODUCTION 
I n  per forming machine c l a s s j f f c a t i o n  of remote ly  sensed data, c l u s t e r i n g  has 
t y p i c a l l y  been used t o  analyze and determine t he  i n h e r e n t  da ta  s igna tu res .  I n  
t he  p ropo r t i on  es t imat ion  system developed du r i ng  the Large Area Crop I nven to ry  
Experiment (LACIE) and c a l l e d  Procedure 1, the  mu1 t i s p e c t r a l  l a n d  s a t e l l i t e  
(Landsat) da ta  was f i r s t  c l u s t e r e d  t o  o b t a i n  t he  spec t ra l  s ignatures.  These 
s igna tu res  were then 1  abeled and used t o  t r a i n  a  maximum 1  i ke l  i hood c l  ass i  f i c r  
which c l a s s i f i e d  each p i c t u r e  element ( p i x e l )  i n  t h e  image i n t o  one o f  t h e  
l a b e l e d  c lasses.  The f i n a l  s tep  was t o  eva lua te  t he  performance o f  t h i s  c l as -  
s i f i e r  on an independent labeled data s e t  and t o  use t he  est imates o f  the 
omission and commission e r r o r s  r e s u l t i n g  f rom t h i s  eva lua t i on  t o  c o r r e c t  t h e  
b i a s  i n  the  c l a s s i f i e d  data. Procedure 1, thus, r equ i red  two se ts  o f  l a b e l e d  
data.  A s e t  o f  ap,~rox imate ly  40 l abe led  p i x e l s ,  c a l l e d  type 1  do ts ,  was used 
t o  i n i t i a t e  t h e  c l u s t e r i n g  and t o  '?be1 t h e  r e s u l t i n g  c l u s t e r s .  Another s e t  
o f  approx imate ly  60 labe led  p i x e l s ,  c a l l e d  type 2 dots ,  was used t o  evaluate 
t h e  c l a s s i f i e r  and c o r r e c t  any b i as  i n  t he  o v e r a l l  p r o p o r t i o n  est imates f o r  
t h e  1 abel ed c1 asses, 
W i th i n  the p a s t  year, d i f f e r e n t  i n v e s t i g a t i o n s  have r e s u l t e d  i n severa l  impor- 
t a n t  conc lus ions regard ing t h e  Procedure 1  system. One study ( r e f .  1  ) con- 
c luded t h a t  t h e  1 abeled c1 u s t e r s  agreed very  c l o s e l y  w i t h  corresponding 
c l a s s i f i e r  r esu l  t s .  This seems t o  imp ly  t h a t  the  c l a s s i f i c a t i o n  i s  unnecessary. 
I n  a second s e r i e s  o f  s tud ies  ( r e f s .  2 and 3) ,  i t  was found t h a t  the  o v e r a l l  
var iance of the  p ropo r t i on  est imates,  r e s u l t i n g  from Procedure 1, were wtly 
sma l l e r  by a  f a c t o r  o f  about 0.7 (on t he  average) than t he  p r o p o r t i o n  est l inates 
r e s u l t i n g  f rom a  simple random sample o f  60 1 abeled p i x e l s .  The conc lus ion  was 
t h a t  the  machine processing, which comprised Procedure 1, was r e l a t i v e l y  
i n e f f i c i e n t .  
The c u r r e n t  s tudy was designed as a  response t o  the observed d e f i c i e n c i e c  i n  
Procedure 1. I t  appeared t h a t  the  c l a s s i f j c a t i o n  s tep  was unnecessary and 
t h a t  a more e f f i c i e n t  procedure would be t o  s imply  c l u s t e r  t h e  da ta  us ing  a  
comp1etel.v unsupervised c l u s t e r i n g  a l go r i t hm and then use any l a b e l e d  p i x e l s  
t o  e i t h e r  l a b e l  the  r e s u l t i n g  c l u s t e r s  d i r e c t l y  o r  t o  per form a s t r a t i f i e d  
es t imate  us i ng  t h e  c l u s t e r s  as the  s t r a t a .  Such an approach would have t h e  
advantage of e l i m i n a t i n g  t h e  need f o r  t h e  t ype  1 do t s  as w e l l  as t h e  machine 
c l a s s i f i c a t i o n  step, 
S ince c l u s t e r i n g  was t o  be t h e  p r imary  machine process ing s tep  i n  t h e  new 
procedure, i t  was impor tan t  t o  choose t h e  most e f f i c i e n t  c l u s t e r i n g  a l g o r i t h m  
avai  lab1 e. Three a1 g o r i  thms were u l t i m a t e l y  chosen f o r  t e s t i n g .  These a lgo-  
r i t hms  were: 
a. CLASSY ( r e f s .  4, 5, and 6) - an adap t i ve  maximum l i k e l i h o o d  a l g o r i t h m  
devel oped a t  the Na t i ona l  Aeronaut i  cs  and Space Adnlini s t r a t i o n  (NASA), 
Lyndon B. Johnson Space Center (JSC) 
b. AMOEBA ( re f ,  7 )  - an a l g o r i t h m  developed a t  Texas A&H U n i v e r s i t y ,  
employing bo th  spec t ra l  and s p a t i a l  i n f o r m a t i o n  
c. The I t e r a t i v e  Se l f -Organ iz ing  C l u s t e r i n g  System (ISOCLS) , ( r e f .  8) - a  
v a r i a n t  o f  t h e  ISODATA a l g o r i t h m  o f  B a l l  and H a l l  ( r e f .  9), and t h e  a lgo-  
r i t h m  used i n  Procedure 1  
These a1 g o r i  thn~s  were a p p l i e d  t o  each o f  25 LACIE segments c o l l e c t e d  d u r i n g  
t h e  1976-77 c rop  year.  The d e t a i l s  o f  t he  c l u s t e r i n g  a l go r i t hms  and t he  meas- 
u res  used i n  eva lua t i ng  t he  c l u s t e r i n g  r e s u l t s  are discussed i n  s e c t i o n  2 o f  
t h i s  r e p o r t .  
An equa l l y  impo r tan t  p a r t  o f  d e f i n i n g  a new p r o p o r t i o n  e s t i m a t i o n  procedure 
was the  s e l e c t i o n  o f  a scheme f o r  o b t a i n i n g  a s t r a t i f i e d  es t ima te  or a  method 
o f  l a b e l i n g  each c l u s t e r .  In t h i s  regard ,  t h ree  s t r a t i f i e d  e s t i m a t i o n  schemes 
and th ree  1 abe l ing  schemes were considered. The d e t a i l s  o f  these schemes a re  
descr ibed i n  s e c t i o n  3. A d e s c r i p t j o n  o f  t h e  da ta  s e t  and the  exper imenta l  
design i s  i n c l u d e d  i n  s e c t i o n  4. I n  s e c t i o n  5 i s  a summary o f  t h e  p r ima ry  
r e s u l t s ,  and s e c t i o n  6 c o n s i s t s  o f  t h e  conc lus ions drawn from the  observed 
r e s u l t s  w i t h  appropr ia te  recommendations. 
2 .  CLUSTER1 NG ALGORITHMS AND EVALUATION C R I T E R I A  
The c l u s t e r i n g  eva lua t i on  p o r t i o n  o f  the study cons is ted  o f  runn ing  each o f  
t h ree  d i f f e r e n t  c l u s t e r i n g  a lgor i thms on each o f  t h e  25 LACIE segments selected. 
The c l u s t e r i n g  a lgor i thms tes ted  were CLASSY,  AMOEBA, and I S O C L S .  
CLASSY was r u n  us ing t h r e e  complete passes through t h e  da ta  where t h e  da ta  s e t  
cons is ted o f  every o t h e r  p i x e l  i n  t h e  inage, Clus te rs  sma l l e r  than  2 percent  
o f  the scene were e l im ina ted .  
ISOCLS was r u n  w i t h  t h e  standard i t e r a t i v e  parameter set  recommended by Wyl ie  
and Bean ( r e f .  10) and known as the MPAD c l u s t e r  parameter se t .  The values 
o f  these parameters a r e  g iven  i n  t a b l e  2-1. The a l g o r i t h m  was s t a r t e d  w i t h  
40 randomly se lected and unlabeled p i x e l  s f rom each image. 
AMOEBA was r u n  w i t h  parameters s p e c i f i e d  by I t s  developers a t  Texas A&M Uni-  
ve rs i  ty. The minimum number o f  c l u s t e r s  was s e t  a t  f i v e .  
Both CLASSY and AMOEBA were r u n  on data which had been t ransformed t o  Kauth 
br ightness and greenness coord inates en each pass ( r e f .  11 ) .  T h i s  reduced the 
d imens iona l i t y  o f  the da ta  by a f a c t o r  o f  2 .  ISOCLS was r u n  on t h e  f u l l  dimen- 
s iona l  da ta  i n  accordance w i t h  t h e  standard p r a c t l c e  du r i ng  LACIE  Phase 111. 
Each o f  t he  a lgor i thms t e s t e d  produced c l u s t e r  maps which were subsequent ly 
compared w i t h  d i g i t i z e d  ground- t ru th  maps. The graund+.truth maps were pre- 
pared from ground- t ru th  images having a r e s o l u t i o n  s i x  t imes t h a t  o f  Landsat 
imagery. The h igher  resol u t i o n  ground t r u t h  was converted t o  Landsat r e s o l  u- 
t i o n  by app l y i ng  m a j o r i t y  r u l e  t o  each s i x - subp i xe l  area corresponding t o  cne 
Landsat p i x e l .  I n  the event  o f  t i e s ,  t h e  f i r s t  l a b e l  t a  r ece i ve  t he  t y i n g  
number o f  subpixe ls  was chosen as t h e  Landsat p i x e l  l a b e l .  
By comparing the d i g i t i z e d  ground t r u t h  w i t h  a c l u s t e r  image, the  p r o p o r t i o n  
of each g round- t ru th  c lass ,  making up each c l u s t e r ,  was determined. The pro-  
po r t i ons  f o r  t he  smal l -gra ins c lasses were then combined t o  g i v e  t he  p r o p o r t i o n  
TABLE 2-1 .- MPAD CLUSTER PARAMETER SET 
a ~ a n d o m l y  selected s t a r t i n g  dots. 
Parameter 
CLUSTERS 
THRESHOLD 
SEP 
PERCENT 
ST DMA X 
DLMIN 
NMIN 
ISTOP 
Number o f  channels 
8 
60.0 
81 91 
1 
I 0 0  
3.6 
3.9 
50 
8 
12 
60.0 
81 91 
1 
9 0 
3.6 
4.1 
50 
8 
16 
60.0 
81 91 
1 
90 
3.6 
4.5 
5 0 
8 
of small grains (P i )  in each c l u s t e r .  These data were used t o  c a l c u l a t e  two 
d i f f e r e n t  c v n l u a t i o n  c r l  t e r i a  f o r  each c l u s t e r e d  image. These c r i t e r i a  a r e  
called tho var iance  r e d u c t i o n  c r i t e r i o n  (R) and the pe rcen t  o f  c o r r e c t  c l a s s i -  
f i c h c i o n  (PCC) , us ing  m a j o r i t y  r u l e  l a b e l i n g .  
The R criterion represents  the r a t i o  o f  t he  var iance o f  a p r o p o r t i o n  es t imate  
based on a s t r a t j f i e d  random sample a l l o c a t i o n  ( i n  which s t r a t a  a r e  t h e  c l u s -  
t e r s j  t o  t h e  var iance of  a  s imple random sample p r o p o r t i o n  est imate.  The 
equat ion f o r  t h i s  ratio (when samples t h a t  a re  allocated t o  clusters are pro -  
p o r t i o n a l  t o  the s i z e  o f  t h e  c l u s t e r )  f o l l o w s :  
where 
c  = t o t a l  number of c l u s t e r s  
Ni - t o t a l  number o f  p i x e l s  i n  c l u s t e r  I 
NT = t o t a l  number o f  p i x e l s  i n  t h e  segment 
Pi = the p r o p o r t i o n  o f  small g ra ins  i n  c l u s t e r  1 
P the o v e r a l l  p ropo r t i on  o f  small g r a i n s  i n  the  segment. 
The parameters Pi and P were evaluated us i ng  tho  Accuracy Assessment (AA)  d i g i -  
t i z e d  g round- t ru th  data f o r  each segment. 
The PCC c r i t e r i o n  lneasures t he  proportion o f  p i x e l s  t h a t  would be c o r r e c t l y  
labe led  o r  c l a s s i f i e d  i f  each c l u s t e r  were 1 abeled by m a j o r i t y  r u l e .  The equa- 
t i o n  f o r  computing the PCC c r i t e r i o n  may be written as f o l l o w s :  
where Pi, Ni, and NT a r e  def ined above. The f i r s t  term represen ts  the surnma- 
t i o n  over  a l l  c l u s t e r s  hav ing  Pi 2 0.5. These c l u s t e r s  would be labe led  "smal l  
grains" by majority rule. The second term represents t he  summation over a1 1 
clusters h a v i n g  Pi L. 0.5. These cl ~sters would be labeled "o ther "  by majority 
rule, 
The R criterion serves as a measure o f  t h e  efficiency O F  a clustering algo-  
r i t h m  as used i n  a s t ra t i f fed  sampling proportion estlrnation scheme, The FCC 
c r i  t e r l o n ,  on the o t h e r  hand, serves as an overall indicator of  cluster purity 
and o f  the quality o f  a proportion estimate obta lned by labeling clusters.  
The rasul t s  o f  e v a l u a t i n g  these cr i te r ia  for each o f  the three clustering 
algorithms as applied t o  the 25 LACIE segments are glven i n  section 5. 
3,  TECHNIQUES FOR CLUSTER-BASED PROPORTION ESTIMATION 
The o b j e c t i v e  o f  pe r fo rming  c l u s t e r f n g  i n  the con+;ext o f  Procedure 1 rep lace-  
ment i s  t o  caa the  r e s u l t s  o f  t h e  c l u s t e r i n g  as n basis  f o r  ob ta fn i ng  a pro-  
p o r t i o n  es t imate  f o r  a c rop  o f  i n t ~ r e s t .  I n  t h i s  s tudy,  s i x  d i f f e r e n t  tech-  
n iques f o r  o b t a i n i n g  p r o p o r t i o n  es t imntes  by 1  abel i n g  a subset o f  p i x e l s  f rom 
t h e  image were explored. Three o f  these techniques r e s u l t  i n  a l a b e l i n g  o f  
each c l u s t e r ,  whereas t h e  o t h e r  three produce es t imates  o f  t h e  p r o p o r t i o n  of 
t he  crop o f  i n t e r e s t  i n  each  cluster^, We w i l l  r e f e r  t o  the f i r s t  t h r e e  tech- 
niques as cl us te r - l abe l  i n g  techniquzs and t h e  l a s t  th ree  as s t r a t i f i e d  propor-  
t h n  e s t i n ~ a t i o n  techniqtres. 
The var ious  c l  usbqr-1 abel  i n g  techniques d i  i f e r  f r o m  one another  i n  the  manner 
i n  which the subset i f  p i x e l s  t c  br 1abeie. j  i s  se lected,  I n  one technique, 
p i x e l s  a r e  dlTocated t o  each c l u s t v r ,  p ropo i - t i ona l l y  Lo the s i z e  o f  t h a t  
c l u s t e r ;  t h a t  i s ,  i f  nT t o t a l  p i x e l s  are t o  be l abe led ,  then  
i s  t h e  number o f  p i x e l s  t o  be lebeled f r o m  each c l u s t e r .  It should be noted 
t h a t  i f  ni i s  no t  an i n t e g e r ,  i t  i s  rounded up o r  down. I f  t h i s  produces a 
t o t a l  number o f  p i x e l s  l e s s  than n, t h e  remaining p i x e l s  are se lec ted  f i r s t  
f rom the  l a r g e s t  c l u s t e r ,  then t h e  nex t  l a r g e s t ,  con t i nu i ng  i n  t h i s  manner*. 
Clus te rs  too  small t o  r ece i ve  a s i n g l e  p i x e l  a re  1 umped together ,  ana an 
a l l o c a t i o n  i s  made t o  t h a t  luniped group. Fo l low ing  t h e  p i x e l  a l l o c a t i o n ,  
major i ty  rule may be a p p l i e d  t o  1 abel t h e  c l u s t e r ;  t h a t  i s ,  i f  
where x j  = t h e  number o f  p i x e l s  o u t  o f  t h e  ni p i x e l s  l a b e l e d  i n  c l u s t e r  i 
t h a t  a r e  t h e  crop o f  i n t e r e s t .  
Then the  l a b e l i n g  r u l e  i s  as  f o l l ows :  
a, Label c l u s t e r  1 as the crop o f  i n t e r e s t  i f  
b. Otherwise, l a b e l  c l u s t e r  i as being o t h e r  than the  crop o f  i n t e r e s t .  
The p ropo r t i on  est imate i s  ob ta ined  as 
The procedure j u s t  descr ibed w i  11 be ca l  l e d  c l u s t e r  1  abel i ng by p r o p o r t i o n a l  
a l l o c a t i o n .  
The o the r  two c l u s t e r - l a b e l  jng procedures tes ted were develop2d by M. D. Pore 
o f  Lockheed E l e c t r o n i c s  Company, Inc.  ( r e f .  12). One apprqach, c a l l e d  c l u s t e r  
l a b e l i n g  by sequent ia l  a1 l o c a t i o n ,  l a b e l s  p i x e l s ,  se lected a t  random, f rom a 
g i v e n  c l u s t e r  u n t i l  a conf idence i n t e r v a l  f o r  the est imated p r o p o r t i o n  08f  t h e  
crop o f  i n t e r e s t  no longer  con ta ins  one-hal f .  
The f i n a l  c l u s t e r - l a b e l i n g  approach t es ted  i s  c a l l e d  c l u s t e r  l a b e l i n g  by 
sequent ia l  Bayesian a l l o c a t i o n .  I n  t h i s  approach a  Bayesian es t imate  f o r  P i ,  
t h e  p r o b a b i l i t y  t h a t  t h e  t r u e  p ropo r t i on  o f  t h e  crop o f  i n t e r e s t  i s  less  than  
or equal t o  one-hal f  i s  developed. The forma'l equat ion i s  
where Bi = the t r u e  p ropo r t i on  o f  t he  crop o f  i n t e r e s t  i n  c l u s t e r  1, 
g(ei) = th2 unknown p r i o r  d i s t r i b u t i o n  f o r  the  Q i t s  and as  before xi = the 
number o f  p i x e l s  o u t  o f  the ni p i x e l s  l a b e l l e d  i n  c l u s t e r  i t h a t  a r e  t he  c rop  
o f  i n t e r e s t .  
The s t r a t e g y  i s t o  s e l e c t  a  form f o r  g(ei) and c a l c u l a t e  t he  form o f  P i .  Then 
one may con t inue  san~p l ing  a t  random and l a b e l i n g  the  samples se lec ted  u n t i l  
P i  i s  s m a l l e r  o r  l a r g e r  than  a  f i x e d  ih resho ld .  I f  p i  i s  sma l l e r  than a, then  
l a b e l  c l u s t e r  i as o t h e r  than  the crop of i n t e r e s t .  If Pi i s  g r e a t e r  than 
7 - a,  then l a b e l  the  c l u s t e r  as the  c rop  o f  i n t e r e s t .  Thus, In both c l u s t e r  
l a b e l i n g  by sequen t ia l  a l l o c a t i o n  and c l u s t e r  l a b e l i n g  by Bayes iar~ sequen t i a l  
a1 l o c a t i o n ,  l atlel i n g  f rom a  g iven  c l u s t e r  cont inues u n t i  1  a  s p e c i f i e d  c o n f i -  
dence on t he  l a b e l  o f  t h a t  c l u s t e r  i s  obta ined.  The Bayesian scheme uses t h e  
a d d i t i o n a l  i n f o rma t i on  of  an es t imated  p r i o r  df s t r i b u t j o n  an the t r u e  c l u s t e r  
p u r i t i e s  produced by a  g i ven  a l go r i t hm .  The necessary l a b e l i n g  r u l e s  and 
equat ions f o r  these two techniques a re  developed i n  ( r e f ,  12) and repeated 
here, 
For c l u s t e r  l a b e l l n g  by sequen t ia l  a l l o c a t i o n ,  t he  l a b e l i n g  r u l e  i s  as f o l l o w s :  
a +  Cont inue l a b e l i n g  i f  
where 
or u n t i  1  35 samples have been a1 loca ted .  
b. Otherwise, l a b e l  by m a j o r i t y  r u l e  
Th is  i n t e r v a l  prov ides an approximate conf idence o f  1  - 1 /8  = 0.875 i n  t h e  
l a b e l  f o r  each c l u s t e r ,  
For c l uc  ter l a b e l i n g  by sequen t ia l  Bayesian a1 l o c a t i o n ,  t h e  l a b e l i n g  r u l e  i s  
as f o l l o w s :  
a .  Label two p i x e l s  f rom a  g iven  c l u s t e r .  I f  xi = 0 o r  2 ,  s top  and l a b e l  by 
m a j o r i t y  r u l e .  Otherwise, go t o  s t e p  b. 
b. Label t h r e e  more p i x e l s .  I f  xi = 1 o r  4, s t op  and l a b e l  by m a j o r i t y  r u l e .  
Otherwise, ga t o  s tep  c.  
c. Label two more pixe ls .  I f  xi = 2 or 5 ,  stop and label by majority rule. 
Otherwise, go t o  step d. 
d. Label three more pixels. I f  xi = 3 or 7 ,  stop and label by majority role. 
Otherwise, go to step e, 
e. Label three more pixels and label the cluster  by majority rule. 
This  labeling rule i s  derived using a uniform prior for g ( e )  and also provides 
an approxlrnate probability o f  correct labeling of 1 - 1/8 = 0.875. 
The three techniques f o r  s t r a t i f i ed  proportion estimation parallel  the three 
cluster-labeling techniques just  discussed, One possibil i ty i s  to allocate 
a total  o f  nT pixeis such that  each cluster receives an allocation proportional 
t o  i t s  size,  Th i s  proportional allocation i s  accomplished as described ear l ie r  
i n  t h i s  section. The proportion estimate i s  then computed as 
Xi The tet9m, represents an estimate o f  the proportion o f  cluster  i which i s  the 
i 
crop o f  interest .  The remaining two techniques for s t r a t i f i e d  proportion 
estimation d i f f e r  in the rules used for allocating pixels to  cluster  and i n  
the equation used for obtaining the f i n a l  estimate. As was the case t%r clus- 
ter labeling, b a t h  techniques are sequential i n  nature with one emp!cying a 
Bayesian prior distribution. Both techniques were developed by X. D. Pore 
( re f .  13).  
The concept o f  sequential sampling as f t i s  used i n  these two techniques i s  
t o  apply information obtained from prev ious ly  a l l o r ~ t e d  saaples i n  determining 
which cluster should receive the new sample. Su~~pose n i p i x e l s  have been 
allocated t o  cluster 1 ,  and xi o f  these pixp:5 a re  of the crop of interest .  
Then 
where 
i s  an e s t i n i a t e  o f  the var iance o f  the usual s t r a t i f i e d  p ropo r t i on  es t imator  
as g i v r n  i n  equat ion ( 7 ) .  Now the est imated expected value o f  s, i s  ( i f  one 
more sample from the i$h c l u s t e r  i s  taken) 
where (xi + 1) i s  the var iance based on n  + 1  t o t a l  samples i f  the  l a s t  
sample selected i s  from c l u s t e r  i and i s  a lso  the crop o f  i n t e r e s t ,  and 
a:,, (xi)  i s  the variance if the  last sample selected i s  from c l u s t e r  i and i s  
other  than the  crop o f  in te res t .  
The expected change i n  the  est imated segment p ropor t ion  variance due to an 
add i t i ona l  labeled sample from c l u s t e r  i i s  then 
Writcien i n  terms o f  the bas i c  var iab les  t h i s  equation becoiras 
The s t ra tegy  f o r  t he  f i r s t  technique, which we s h a l l  c a l l  s t r a t i f i e d  propor- 
t i o n  est imat ion using sequent ia l  a l l o c a t i o n ,  i s  t o  f i r s t  a l loca te  a t  random 
a f i x e d  number o f  p i xe l s  t o  each c l u s t e r  fo r  t h e  purpose o f  ob ta in ing  an i n i -  
t i a l  es t ima te  of the p rcpo r t i on  o f  each cluster which i s  the crop o f  i n t e r e s t .  
2 Then bui i s  computed f o r  each c lus te r ,  and the next sample t o  be labeled i s  
a l loca ted  t o  the c l u s t e r  w i t h  the l a r g e s t  value o f  AU;. T h i s  process con- 
t inues u n t i l  a f i x e d  number o f  p i x e l s  have been labe led.  The nropor t ion  e s t i -  
mate i s  then 
The l a s t  technique, which i s  called s t r a t i f i e d  proportion estimation using 
Bayesian sequential a1 l o c a t i o n ,  i s  sSmi l a r  to the technique just  described 
except that the additional information of a prior distribution on cluster 
purjt ies i s  used. In this case we use the posterior Bayes estimate 
in p lace  o f  the minimum variance unbiased estimator 
Although gi i s  no t  unbiased, i t  i s  the minimum mean-square-error estimatur. 
Following an in i t i a l  f i xed  allocation t o  each cluster,  one may then use gi 
2 i n  place o f  pi i n  equations (8) and (9)  to calculate Aoi for  each cluster and 
proceed t o  allocate sequentially as before. The only d i f f icu l ty  i s  in the 
selection o f  a prior distribution on cluster purit ies.  
The prior distribution on c luster  puri t ies  was chosen following an examination 
o f  the empirical distribution for each o f  the three clustering algorithms 
on a subset of  10 segments. These histograms representing percentage of clus- 
ters versus ground-truth percentage o f  small grains are given i n  figures 3-1 , 
3-2 ,  and 3-3. The similarity of these histograms and the i r  general shape led 
t o  the belief that a t  l eas t  for segments having a moderate t o  large amount of 
small grains, a prior distribution which was quadratic in form would be 
appropriate. 
I t  seemed reasonable t h a t  the prior distribution, g ( 0 ) ,  sa t i s fy  the  follow- 
ing cr i te r ia .  
g ( 0 )  2 0 for a l l  0 5 9 5 1 
Percent o f  small grains 
Figure  3-1 .- Empi r i  caf purity d is t r ibu t ion  f o r  CLASSY clusters over 10 segments compared w i t h  
quadratic pr ior .  
Percent o f  small grains 
Figure 3-2.- Empiri cal puriq:y distribution for AMOEBA c7usters over  10 segments compared with 
quadratic prior. 
Percent o f  small grains 
Figure 3-3-- Empi ri cal purity d i s t r i b u t i o n  f o r  ISOCLS cl usters over 10 segments compared with 
quadra t ic  prior. 
where 
and i s  computed f o l l ow ing  t h e  f i x e d  a l l o c a t i o n  of p i x e l s  t o  c l u s t e r s .  
These three cond i t i ons  a l l o w  t he  s p e c i f i c a t i o n  of t h e  t h r e e  c o e f f i c i e n t s  i n  
t he  equat ion 
2 g(8 )  = a0 + be + c 
These c o e f f  i c i  ents  a re  
b = 12(P - 1 )  
f o r  0.211 5 P 5 0.789 
c = 5 - 6 ?  
It should be noted t h a t  t h e  b  and c c o e f f i c i e n t s  a re  o n l y  app rop r i a t e  f o r  a 
s p e c i f i e d  range o f  6 values. I f  ? i s  not i n  t h i s  range, then g ( 0 )  w i l l  be 
negat ive a t  some po in t .  
The f a c t  t h a t  a quad ra t i c  p r i o r  i s  o n l y  app rop r i a t e  ove r  a l i m i t e d  range o f  
P values a l s o  seemed t o  be v a l i d a t e d  by emp i r i ca l  evidence. F igures  3-4 and 
5-5 show histograms o f  c l u s t e r  p u r i t y  f o r  e i g h t  segments which had l o w  ground- 
t r u t h  p r o p o r t i o n s  o? s m a l l  g ra i ns ,  C l e a r l y  a  quad ra t i c  p r i o r  i s  n o t  appro- 
p r i a t e .  On t h i s  bas is ,  i t  was decided t o  s e l e c t  an a l t e r n a t e  p r i o r  f o r  seg- 
ments which had a smal l  p o r t i o n  o f  t h e  c rop  o f  i n t e r e s t .  The p r i o r  f o r  
segments w i t h  a very  l a r g e  p r o p o r t i o n  o f  t h e  crop o f  i n t e r e s t  m igh t  reasonably 
be thought t o  be l i k e  a ' ' f l i pped "  v e r s i o n  o f  t he  p r i o r  f o r  smal l  p r o p o r t i o n  
segments . 
Percent o f  small gralns 
F igu re  3-4.- Empirical p u r i t y  d i s t r i b u t i o n  for CLASSY clusters over e igh t  
small p r o p o r t i o n  segments compared w i t h  exponential prmior. 
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Percent o f  small grains 
Figure 3-5 .- E?lpi rical p u r i t y  d i  strS buti  on for AMOEBA clusters over e i g h t  
sma7 1 proportion segments compared w i t h  exponential pr t or. 
3-1 2 
I t  was decided t h a t  the form o f  the p r i o r  f o r  smal l  p r o p o r t i o n  segments would be 
and t h a t  t h i s  d j s t r i  b u t l o n  should s a t i s f y  t h e  f o l  l ow ing  c o n s t r a i n t s  
g ( 0 )  2 = 0 f o r  a l l  0 5 0 5 1  
These c o n s t r a i n t s  may be used t o  determine t h e  paran~eters  a and B which a re  
Th i s  p r i o r  w i l l  bz c a l l e d  t h e  exponent ia l  p r i o r .  I n  o r d e r  t o  see htw w e l l  t h e  
quadra t i c  and exponent ia l  p r i o r s  f i t  the  emp i r i ca l  c l u s t e r  p u r i t y  histograms, 
the fo l  l ow ing  c a l c u l a t i o n s  were made: 
a .  The average g round- t ru th  p r o p o r t i o n  o f  smal l  g r a i n s  i n  the  10 segments used 
t o  o b t a i n  the data r e f l e c t e d  i n  f i g u r e s  3-1, 3-2, and 3-3 was computed. 
b. The average g round- t ru th  p r o p o r t i o n  o f  smal l  g r a i n s  i n  the e i g h t  segments 
used t o  o b t a i n  the da ta  r e f l e c t e d  i n  f i g u r e s  3-4 and 3-5 was computed. 
The f i r s t  p ropo r t i on ,  c a l l  i t  P-, , was then  used t o  c a l c u l a t e  t h e  c o e f f i c i e n t s  
a ,  b ,  and c  [equat ion (15 ) ]  s p e c i f y i n g  a quad ra t i c  p r i o r .  This p r i o r  i s  
p l o t t e d  i n  f i g u r e s  3-1, 3-2, and 3-3 as a smooth curve f o r  comparison w i t h  the  
emp i r i ca l  h istograms. S i m i  7 a f  y, the average g round- t ru th  p r o p o r t i o n  for the 
e i g h t  smal l  p r o p o r t i o n  segments, c a l l  i t  P2, was used t o  c a l c u l a t e  the  c o e f f i -  
c i e n t s  a and fi f o r  all exponen t ia l  p r i o r .  T h i s  p r i o r  i s  p l o t t e d  as a smnoth 
curve on f i g u r e s  3-4 and 3-5. It i s  e v i d e n t  f rom examinicg f i g u r e s  3-1 through 
3-5 t h a t  b o t h  p r i o r  d i s t i h u t i o n s  seem t o  f it the  e m p i r i c a l  c l u s t ~ ; .  p u r i t y  d is -  
tri bu t ions  we1 1 . 
3-1 3 
In ac tua l  p r a c t i c e ,  both t h e  sequent ld ,  and the  Bayeslan sequent ia l  procodb.re 
were f n i t i a t a d  w i t h  random a l l o c a t i o n  o f  two p i x , r s  per c l u s t e r .  Fo l low ing  
t h i s  a1 l o c a t i o n ,  the  Bayesian sequen t ia l  procedure computes two d i f f e r e n t  
es t i a~a tes  o f  the segnient p ropor t ion ,  One i s  g iven  by 
whereas t h e  o t h e r  i s  t he  Bayes p o s t e r i o r  es t imate based on a quad ra t i c  p r i o r  
and an average p r o p o r t i o n  est imate o f  P = 0.34. The equatiotr f o r  t h i s  es t imate  
i s  
where 
I f  0.211 j k ,  then the quad ra t i c  p r i o r  i s  se l ec ted  and 8 i s  used t o  r e s e t  t h e  
parameters a, b, and c. Sequent ia l  s e l e c t i o n  then proceeds w i t h  
A f t e r  a number o f  do ts  have been a l l o c a t e d ,  an o v e r a l l  p r o p o r t i o n  es t imate  i s  
ob ta ined  v i a  equat ion (ZO), using t h e  c u r r e n t  values o f  t h e  8(ni,xi) e s t i m a t e s .  
I f  0.21 1 > !, then t he  exponent ia l  p r i o r  i s  used t o  c a l c u l a t e  t h e  parameters a 
2 
and 8 ,  Sequent ia l  s e l e c t i o n  then  proceeds w i t h  Aai g iven  by equa t ion  ( 2 2 ) ,  
us ing  
where 
A f t e r  a  number o f  dots  have been a l l oca ted ,  an o v e r a l l  p r o p o r t i o n  es t ima te  i s  
ob ta ined  as before us ing  equa t ion  (20). 
F i gu re  3-6 shows a comparfson o f  the  q u a d r a t i c  and exponen t ia l  p r i o r s  a t  t h e  
va lue  = 0,271, where t h e  s w i t c h  occurs f rom one t o  t h e  o the r ,  The curves 
a r e  c lose  enough f o r  t h i s  va lue  o f  t h a t  the  dec i s i on  as t o  which one t o  use 
i s  n o t  c r i t i c a l .  
Ou t l i ned  i n  t h i s  sec t i on  a r e  s i x  d i f f e r e n t  techniques f o r  c l u s t e r  based pro-  
p o r t i o n  es t ima t i on .  As a way o f  summarizing these developments, a b r i e f  d i s -  
cuss ion c,n sotne o f  the  expected c h a r a c t e r i s t i c s  o f  these techniques f o l l o w s .  
Three c l  us te r -1  abel i ng and t h ree  s t r a t i f i e d  p ropo r t i on -es t ima t i on  schemes have 
been considered. I f  the c l u s t e r s  a re  ve ry  pure, then c l u s t e r  l a b e l i n g  should 
produce p r o p o r t i o n  est imates w i t h  snlal l  bias and very smal l  var iance. In 
add i t i on ,  r e l a t i v e l y  few l abe led  p i x e l s  should be r e q u i r e d  t o  ob ta i n  these 
est imates,  and the est imates thenlselves should  n o t  be very  s e n s i t i v e  t o  occas- 
i o n a l  1  abe l i ng  e r ro r s .  C l u s t e r  l a b e l i n g  us i ng  sequent i  a1 a1 l o c a t i o n  or Baye- 
s i a n  sequen t ia l  a l l o c a t i o n  p rov ides  a  s p e c i f i e d  conf idence i n  t h e  l a b e l s  o f  
c l us te r s .  These techniques should r e q u i r e  fewer do t s  t o  be labe led  on t h e  
average than does c l  u s t e r  l a b e l  i n g  us ing  p r o p o r t i o n a l  a1 l o c a t i o n .  
0 0.1 0.2 0.3 3.4 0.5 0.6 0.7 0.8 0.9 1 .O 
Percent o f  sma7 7 grains 
Figure 3-6,- Comparison of  quadratic and exponential p r i o r s  a t  t h e  rralue o f  ? = 0.27 1. 
I f  the c lus te rs  a re  s i g n i f i c a n t l y  mixed, a1 1  o f  the c lus te r - l abe l i ng  schemes 
w i l l  su f fe r .  In t h i s  case, a more appropriate technique i s  provided by s t r a t -  
i f i e d  propor t ion  est imation. S t r a t i f i e d  propor t ion  est imat ion,  us ing  propor- 
t i o n a l  a l l o c a t f  on, provides theo re t i ca l  l y  unbiased estimates. The s t r a t i f i e l  
p ropor t ion  es t inlat lon, us'ng sequential  and Bayesian sequent ia l  a1 1 ocat ion,  
are no t  t h e o r e t i c a l l y  u n b i a s ~ d  but should produce est imates w i t h  a l owe r  mean- 
square e r r o r  f o r  a given number o f  dots a l l oca ted  than the propor t iona l  a1 l o -  
ca t ion  approach. Both o f  the sequential  techniques incorporate in fo rmat ion  
about both the s i z e  and the  estimated p u r i t y  o f  c l u s t e r s  i n  perforr:~\g the 
dot  a1 l oca t ion .  
4, DATA SET AND EXPERIMENTAL DESIGN 
The data set  f o r  t h l s  s tudy cons i s t ed  of 25 L A C I E  segments s e l e c t e d  a t  random 
f rom the  Phase 111 (1976-1977) b l i n d  s f t e  da ta  base, E ighteen o f  the segments 
a r e  t he  same as those used i n  t h e  secondary e r r o r  a n a l y s i s  s tudy  ( r e f s .  2 
and 3).  Seven s u b s t i t u t i o n s  i n  t h e  secondary e r r o r  a n a l y s i s  da ta  s e t  were 
necessary because the o r i g i n a l  segments were n o t  we1 1  r e g i s t e r e d  t o  the  d i g i -  
t i z e d  ground t r u t h .  The segments se lec ted  represen t  a  cross s e c t i o n  o f  t he  
U. S. Great P la i ns .  Both w i n t e r -  and spring-wheat segments were inc luded.  
Three segtnents i n  t h e  data s e t  were d iscovered t o  have s i g n i f i c a n t  amounts o f  
s t r i p  f a l l o w  smal l  g ra ins  where t h e  s t r i p s  were n o t  r eso l ved  i n  t h e  ground 
t r u t h .  These segments, 1648, '1739, and '1544, were c l u s t e r e d  b u t  were n o t  eva l -  
uated us ing t h e  p ropo r t i on -es t ima t i on  schemes because r e l i a b l e  l a b e l s  were 
n o t  a v a i l a b l e  f o r  t h e  s t r i p  f a l l o w  area. One o t h e r  segment, 1079, was n o t  
eva luated us i ng  t he  p ropo r t i on -es t ima t i on  schemes because i t  was found t o  ccn- 
t a i n  27 percent  abandoned w i n t e r  wheat and W S S ,  thus, a  ve r y  a t y p i c a l  segntent. 
I n  t a b l e  4-1 i s  a  l i s t i n g  o f  t h e  21 segments a c t u a l l y  used i n  t h e  t e s t i n g ,  
t h e i r  l o c a t i o n ,  the  a c q u i s i t i o n s  used, and the p r o p o r t i o n  o f  smal l  g r a i n s  f rom 
t h e  d i g i t i z e d  ground t r u t h .  
The exper imental  design f o r  t h e  e v a l u a t i o n  o f  t he  s i x  p r o p o r t i o n - e s t i m a t i o n  
techniques was t h a t  each o f  them were eva luated on a  subset  o f  f i v e  seg- 
ments se lec ted  from the s e t  o f  21 acceptab le  segments. The subset  t h a t  was 
se lec ted  cons i s t ed  o f  segments 1005, 1853, 1520, 7231, and 1060. A f t e r  eva l -  
u a t i n g  these p re l i n i i na r y  r e s u l t s ,  the  most p romis ing  techniques were se l ec ted  
and run  on t h e  rema i~ ider  o f  t he  21 segments. 
Each p ropor t ion -es t imat ion  techn ique  - c7 u s t e r i n g  a1 g o r i  thm combinat ion - was 
repeated 100 t imes f o r  each segment. Each r e p e t i t i o n  used a  d i f f e r e n t  pseudo 
random sequence i n  s e l e c t i n g  p i x e l s .  Thus, i t  was p o s s i b l e  t o  c a l c u l a t e  +.he 
average b ias  in the  p r o p o r t i o n  est imate,  t h e  mean-square e r r o r  o f  t h e  e s t i -  
mate, and t he  R f ac to r  as compared t o  s imp le  random sampling. These r e s u l t s  
a re  repor ted  i n  t he  appendix. Averages and var iances o f  these r e s u l t s  over  
segments were a l s o  ca lcu la ted .  These r e s u l t s  appear i n  s e c t i o n  5 .  
TABLE 4-3 .- DESCRIPTION OF THE TWENTY-ONE SEGMENTS USED I N  THE STUDY 
Symbol d e f i n i t i o n :  
M = Mixed 
S = Spring wheat 
W = Win te r  wheat 
Segment 
1005 ( W )  
7032 ( W )  
1033 ( W )  
1853 ( W )  
1166 ( W )  
1512 (S) 
1520 (S) 
1577 ( W )  
1604 (S) 
1606 (S)  
1661 (S )  
1899 ( S )  
1231 ( W )  
1239 ( W )  
1367 ( W )  
1675 ( S )  
1686 (S) 
1803 ( W )  
1805 (M) 
1059 ( W )  
1060 ( W )  
P 
Locat ion  
Cheyenne, Col Q rado 
Wichl ta ,  Kansas 
Clark, Kansas 
Ness, Kansas 
Lyon, Kansas 
Clay, Minnesota 
B i g  Stone, Minnesota 
Plat te ,  Nebraska 
Renvi l le ,  Nor th Dakota 
Ward, Nor th  Dakota 
McIntosh, Nor th  Dakota 
Walsh, Nor th Dakota 
Jackson, Oklahoma 
Noble, Oklahoma 
Major, Oklahoma 
McPherson, South Dakota 
Beadle, South Dakota 
Shannon, South Dakota 
Gregory, South Dakota 
Ochi l  t ree ,  Texas 
Sherman, Texas 
Acqu i s i t i ons  u s ~ d  
7177, 7159, 6326, 6254 
7194, 7086, 6326, 6254 
7156, 6288 
7193, 7067, 6253 
71 90, 71 54, 7082, 6286 
7193, 7156 
7774, 7156, 7120 
7120, 6306 
7143, 7125 
7197, 7125 
7159, 7723 
7193, 7175, 1157, 7122 
71 56, 7066, 6288 
7155, 7082, 6268 
71 55, 7101 , 6287 
7230, 7176, 7123, 6254 
7194, 7140, 6307, 6254 
7778, 7159, 7123, 6255 
721 1 , 71 58, 6307, 6290 
71 57, 71 21, 6325, 6307 
7158, 7068 
Ground-truth 
p r o p o r t i o n  o f  
smal l  g ra ins  
0.348 
,371 
.095 
,306 
.066 
.340 
.301 
.029 
.524 
-330 
,414 
,5 96 
.744 
.I 67 
.606 
.291 
.7 94 
.032 
.I 64 
.437 
-231 
5. RESULTS 
The r e s u l t s  of the s tudy a r e  summarized i n  two pa r t s .  The f i r s t  p a r t  p e r t a i n s  
t o  the  eva lua t i on  o f  t h e  c l u s t e r i n g  a lgor i thms,  and the second part i s  an 
eva lua t i on  and comparison of t h e  s i x  techniques f o r  p r o p o r t i o n  es t imat ion ,  
The R, as compared t o  s imp le  random sampling, and t he  PCC, us i ng  m a j o r i t y  r u l e  
l a b e l i n g ,  a re  g iven  i n  t a b l e  5-1 f o r  each o f  t he  t h r e e  a l go r i t hms  t e s t e d  as 
app l i ed  t o  each o f  t he  21 segments. Averages f o r  each measure over  segments 
a re  g iven a t  the  bottom of t h e  t a b l e  a long w i t h  an es t ima te  o f  the  s tandard 
d e v i a t i o n  over  segtnents. None of  t h e  averages a re  s i g n i f i c a n t l y  d i f f e r e n t .  
I n  f a c t ,  i t  i s  s t r i k i n g  how s i m i l a r  t h e  average r e s u l t s  a re  i n  v iew o f  the  
d i f f e rences  i n  the  a l g o r i  thins. Th is  s i m i l a r i t y  w i l l  be f u r t h e r  discussed i n  
sec t i on  6. 
One s i g n i f i c a n t  d i f f e r e n c e  i s  i n  t he  number o f  c l u s t e r s  produced by each a lyo -  
r i  thm. A t  t h e  bottom o f  t a b l e  5-1, t he  average number o f  c l u s t e r s  and t h e  
standard d e v i a t i o n  i n  t he  number of c l u s t e r s  a re  i nd i ca ted .  The average number 
o f  c l u s t e r s  n e a r l y  doubles when go ing f rom CLASSY t o  AMOEBA and doubles aga in  
i n  go ing f rom AMOEBA t o  ISOCLS. Economy i n  t h e  number o f  c l u s t e r s  produced 
i s  g e n e r a l l y  cons idered a  d i s t i n c t  advantage f o r  a c l u s t e r i n g  a lgor i thm.  It 
i s  c l e a r l y  an advantage i n  t h e  s t r a t i f i e d  p ropo r t i on -es t ima t i on  techniques. 
Indeed t h e  sequen t ia l  s t r a t i  f l e d  techniques rec l l l i re  t h a t  a f i x e d  number o f  
p i x e l s  (usual  l y  2 )  be a l l o c a t e d  t o  each c l u s t e r  i n f  t i a l l y .  Thus, a l a r g e  
number o f  c l u s t e r s  means t h a t  a  1  arge number o f  p i x e l s  must be a l l o c a t e d  
be fo re  sequen t ia l  a1 1 o c a t i o n  even begins. 
Presented i n  t a b l e s  5-2, 5-3, and 5-4 a re  t h e  r e s u l t s  f o r  t h e  t h r e e  c l u s t e r -  
l a b e l i n g  schemes; and i n  t a b l e s  5-5, 5-6, and 5-7 a re  the r e s u l t s  f o r  t h e  
t h r e e  s t r a t i f i e d  p ropo r t i on -es t ima t i on  schemes. The r e s u l t s  presented i n  each 
t a b l e  a re  averages and var iances  over  t h e  segments processed f o r  each o f  Ale 
measures recorded, us ing  a  g iven scheme. For  each scheme, w i t h  t he  excep t ion  
o f  s t r a t i f i e d  p r o p o r t i o n  e s t i m a t i o n  us ing  p r o p o r t i o n a l  a1 1 oca t ion ,  the meas- 
u res  recorded were the average b i as ,  t h e  mean-square e r r o r ,  and t h e  reduc t i on  
TABLE 5-1 .- PCC VALUES USING PAJORITY RULE LABLL. ,JG AND 
R VALUES FOR CLASSY, AMOEBA, AND ISOCLS 
Segment 
100s (W) 
1032 ( W )  
1033 ( W )  
1853 ( W )  
1166 (w )  
1512 (s)  
1520 (S) 
1577 ( W )  
1604 ( S )  
1606 ( S )  
1661 ( S )  
1899 ( s )  
1231 ( W )  
1239 ( W )  
1367 ( W )  
1675 (s) 
1686 ( S )  
1803 ( W )  
1805 (M) 
1059 ( W )  
1060 ( W )  
Average 
Standard 
d e v i a t i o n  
- 
Averagenumber 
o f  c lus te rs ,  
+ 1 standard 
-
d e v i a t i o n  
AMOEBA 
PC C 
0,9132 
.a541 
,9151 
,7926 
.9388 
.7621 
I 
.9522 
.9678 
.7318 
,8002 
.7523 
.a555 
.a926 
.a702 
.€I193 
.a060 
.8485 
.9707 
.9199 
.8667 
,8824 
.8521 
,0688 
CLASSY 
PCC 
0.8398 
.8975 
,9050 
,89 ,d 
,9333 
.7110 
.a361 
.9678 
.6877 
.8229 
.7260 
.a427 
,8773 
.8508 
.8023 
.7929 
.a352 
.9681 
,9052 
,8448 
.a583 
,8476 
.0754 
R 
0.6372 
.4505 
.7363 
,6966 
,7857 
.7481 
,5213 
-9076 
.7538 
.6517 
.6745 
.4684 
.A450 
.6586 
.5644 
.6243 
.6933 
.7339 
.4680 
,4126 
,5227 
.6268 
.I333 
1 7 . 4 6 i 1 0 , 1 5  
1 SOC 
PCC 
0.8659 
,8367 
-9247 
.8859 
.9386 
.7576 
,8546 
,9684 
.6749 
.7958 
.7184 
,8426 
.a788 
,8601 
.a051 
.7890 
.a400 
.9733 
.9219 
,8768 
,8757 
.a488 
.0771 
R 
0.5671 
.3450 
.a208 
.40/3 
.a287 
.8269 
.5766 
.go55 
.3419 
.6071 
.7395 
.4852 
.4849 
,7175 
.5654 
.7056 
.7847 
.a313 
.5007 
,4515 
.5984 
.6472 
.I663 
9 . 3 2 5 2 . 1 5  
LS 
R 
0.6571 
.4978 
,6247 
.4655 
,6994 
,7767 
,5735 
.a814 
,7893 
,7201 
.7767 
.5196 
-4941 
,7322 
.6238 
.7282 
.8128 
.ti502 
.4839 
.4062 
.COO2 
.6435 
. I316 
36 .84+2,32  - 
TABLE 5-2.- MAJORITY RULE LABELING USING PROPORTIONAL ALLOCATION RESULTS FOR FIVE SEGMENTS 
Number of 
pixel s 
a1 1 ocated 
30 
60 
90 
120 
30 
60 
90 
120 
30 
60 
90 
120 
CLASSY ISOCLS AF.1OEBA CLASSY 
Average bias Variance o f  bias  
AMOEBA 
0.01 3634 
-. 024830 
-, 026952 
-, 01 6600 
-0.009508 
.007 838 
-, 077 31 2 
-. 01 6828 
0,000839 
-002620 
.022647 
-001 955 
ISOCLS 
-0.07 5600 
-. 026056 
-, 034964 
-- 033568 
0,001 999 
.000596 
.000651 
.000800 
Average mean-square error 
0.000202 
, 0001 95 
-000371 
. 001 039 
Variance o f  mean-square error 
0.0001 88 
-002262 
.005637 
-003409 
0.07 1 561 
,029260 
-029656 
-03301 5 
0.024594 
.054702 
-06221 2 
.047929 
0.057056 
,0381 71 
,050078 
-049945 
0.002791 
00061 9 
-002679 
,002345 
Average reduction i n  
rnean-square error 
0.000050 
-000205 
-000463 
,001 398 
Variance o f  reduction in 
mean-square error 
3.58501 2 
7 6.227576 
27.270935 
27.489548 
3.608364 
207.806641 
1 01 7.292236 
11 01 -703857 
8.984081 
1 1 -304598 
24.03361 5 
32-01 0651 
1 .747804 
8.945074 
1 3- 662670 
20.962250 
83.1 95801 
71 ,670441 
71 9.822998 
7 1 1 3.502686 
1 -32961 8 
25.393509 
7 15.909088 
631 -753662 
TABLE 5-3.- FlAJORITY RULE LABELING USING SEQUENTIAL ALLOCATION RESULTS FOR 
FIVE SEGMENTS, THREE-PIXEL PER CLUSTER I N I T I A L  ALLOCATION 
CLASSY AMOEBA ISOCLS CLASSY AMOEBA ISOCLS I 
Average b ias  Variance of bias 
Average mean-square error Variance o f  mean square-error 
Average reduction i n  
mean-square er 3r 
1 .67606068 1 1 -241 441 73 1 3.41 46051 4 
Average number o f  
pixel s a1 7 ocated 
57.648 75.286 257.475 I 
Variance of reduction i n  
mean-square error 
0.90543842 ( 1 .75853252 1 ? .39696312 
Variance o f  number o f  
pixels allocated 
68.674 
TABLE 5-4.- MAJORITY RULE LABELING USING BAYESIAN SEQUENTIAL ALLOCATION RESULTS FOR 
FIVE SEGMENTS, TWO-PIXEL PER CLUSTER INITIAL ALLOCATION 
ISOCLS CLASSY AE/1OEBA 
Average bias 
ISOCLS 
-0.03277557 
Variance of bias 
CLASSY AM0 EBA 
0-00060669 0.00038843 -0,02864778 0.00079368 -0.02584878 
Average mean-square error Variance o f  mean-square error 
0.00604460 0.00682659 / 0.00267940 0.00000062 0.00000393 
Variance o f  reduction i n  
mean-square error  
0.1 39231 80 1 0.85401 91 7 1 0.18573952 
Variance o f  number of 
pixel s a1 1 ocated 
23.486 566.810 1 47.896 
- 
0.0000091 6 
Average reduction i n  
mean-square error 
0.91 108280 1 1 -38561 249 1 1 .65233707 
Average number of 
pixels a1 located 
29.930 43.074 125.996 
TABLE 5-5.-STRATIFIED PROPORTIOri ESTIMATION USING PROPORTIONAL ALLOCATION 
RESULTS FOR TWENTY-ONE SEGMENTS 
Number o f  
pixels 
allocated 
30 
60 
90 
120 
30 
6 0 
90 
120 
CLASSY AMOEBA ISOCLS 
Average variance 
CLASSY AMOEBA ISOCLS 
Variance o f  variance 
0.003852895 
.001815957 
.001301855 
.000884570 
0.000002063 
.000000464 
.000000871 
0.000004197 
. 000C30648 . 
. OOOOU0391 
0-003597756 
,003 81 4903 
,001 269474 
-000945522 
0.000002433 
.000000738 
.000000339 
0.003565516 
-001 71 5998 
. 001 444855 
.000986570 
Average reduction i n  variance 
. W 00;0143 
0- 687449038 
,63631 7074 
-68871 0690 
.636757 773 
.000000164 1 .000000350 , 
Variance o f  reduction i n  variance 
0.053946078 
-023804247 
,041 802645 
-028034503 
0.6275261 64 
-62601 6080 
.65634977 9 
,66296541 7 
0.6364141 11 
-629446924 
-694832742 
.624346912 
TABLE 5-6.-STRATIFIED PROPORTION ESTIMATION USING SEQUENTIAL ALLOCATION RESULTS FOR 
FIVE SEGMENTS, THREE-PIXEL PER CLUSTER INITIAL ALLOCATION 
Number o f  
pi  xel s 
a1 located 
3 0 
60 
90 
120 
30 
60 
90 
120 
30 
60 
90 
120 
CLASSY AMOEBA ISOCLS CLASSY AMOEBA ISOCLS 
Average bias 
-0.00088333 
-. 0141 5999 
- .01781993 
-. 01 948998 
Variance o f  bias 
0.0001 5393 
.00036671 
,00045373 
.00046703 
Average mean-square error 
-0.00585000 
-. 02248665 
-. 0201 01 99 
-. 027 73998 
0.003451 00 
.00296520 
,00277940 
.00274540 
0.0 
-0 
-0 
-. 00385000 
Variance o f  meansquare error 
0.00003784 
.00009266 
.OW1 361 2 
,0001 7864 
0.0051 3500 
.00325900 
.00298240 
.00276980 
0.0 
. O 
-0  
.00007823 
0.0 0.00000020 
. G I .OOOOW24 0.00000007 .00000002 
.00000090 
.00000087 
.O 
.OD7 24575 
Average reduction i n  
mean-square error 
0.0 
-0 
-0 
.00000015 
.00000030 
.DO000035 
Variance of average reduction 
i n  mean-square error 
0.0 
.O 
. 0 
,70379806 
0.01 088542 
.01731825 
.05600834 
.I 1822701 
0.541 75025 
.87602842 
1 .23414421 
1.62500954 
0.72903204 
.98629665 
1 .30850601 
1-61 91 6065 
0.00039721 
-01 368725 
-13552380 
.24639034 
0.0 
. 0 
.O 
.03868544 
TABLE 5-7 .- STRATIFIED PROPORTION ESTIMATION USING BAYESIAN SEQUENTIAL ALLOCATION 
RESULTS FOR TWENTY-ONE SEGIIENTS, TiO-PIXEL PER CLUSTER INITIAL ALLOCATION 
'Number o f  
p i x e l s  
a1 1 ocated 
30 
60 
90 
120 
3 0 
6 0 
9 0 
120 
30 
60 
90 
120 
CLASSY AMOEBA ISOCLS 
Average bias Variance o f  bias 
CLASSY AT-IO E BA 
0.0 
.O 
-. 0032361 9 
-. 00324428 
0,00036809 
.00006095 
-. 00037000 
-. 000401 90 
ISOCLS 
-0.00841666 
-. 00430625 
-. 004951 41 
-. 00457 095 
0.0 
-0 
.OW07368 
. Om07746 
0.0001 0890 
-00012138 
-00008227 
.00006833 
0.00051 509 
,0007 3838 
.00020197 
,0001 781 5 
Average mean-square error Variance o f  mean-square error  
0.0 
.O 
-0009977 9 
.00075933 
0- 00000367 
.00000065 
.00000030 
.00000015 
0.00285286 
.GO1 48009 
. COO99690 
.00073538 
0.00522271 
-0021 2906 
-001 40800 
-001 06862 
0,00000503 
.00000119 
,00000059 
,00000035 
Average reduction i n  
mean-square error  
0.0 
- 0  
.00000021 
.00000012 
0.48676664 
.51693314 
.52017057 
.51932829 
Variance of reduction i n  
mean-square error  
0.04 50471 0 
-03661 084 
-03732508 
-03581 393 
0.76839358 
,72288340 
-72251 660 
-738857 07 
0.0 
. 0 
-51 264614 
-52794492 
0.1 0229522 
.(I62891 72 
,071 7051 0 
-08057529 
0.0 
-0 
.01777804 
,021 43240 
i n  mean-square e r r o r  as compared t o  simp1 e random sampl i ng, Because s t r a t l f i  ed 
p r o p o r t i o n  es t jma t i on  ( us i ng  p r o p o r t i o n a l  a1 l o c a t i o n )  i s  theoretically unbiased, 
t h e  b i a s  was n o t  recorded; the var iance  and the R, r a t h e r  than  the medn-square 
e r r o r  and reduc t ion  i n  mean-square e r r o r ,  were recorded. The techniques u s i n g  
sequen t i a l  a1 l o c a t i o n  f o r  m a j o r i t y - r u l e  l a b e l i n g  d i d  n o t  a l l o c a t e  a f i x e d  num- 
ber  o f  p i x e l s ,  and hence, o n l y  t h e  average number o f  p i x e l s  a l l o c a t e d  i s  
repor ted .  The sequen t ia l  Bayesian technique used an i n i t i a l  a1 l o c a t i o n  of two 
p i x e l s  per  c l u s t e r ,  whereas the  sequen t ia l  technique w i t h o u t  p r i o r  used a  
t h ree -p l xe l  c l u s t e r  i n i t i a l  a1 l o c a t i o n .  The same i n i t i a l  a l l o c a t i o n  was used 
f o r  t h e  Bayesian and "no p r i o r t '  sequent ia l  techniques t h a t  were used i n  s t r a t -  
i f i e d  p ropo r t i on -es t ima t i on .  The miss ing  va lues i n  tab1 es 5-6 and 5-7 i n d i c a t e  
t h a t  i n  some cases sequen t ia l  a l l o c a t i o n  cou ld  n o t  beg in  u n t i l  a  l a r g e r  number 
o f  do t s  had been a l l o c a t e d .  
A f t e r  examining t he  r e s u l t s  f o r  the subset  o f  f i v e  segments, i t  was c l e a r  t h a t  
a11 o f  t h e  c l u s t e r - l a b e l i n g  schemes as w e l l  as t h e  s t r a t i f i e d  p r o p o r t i o n  e s t i -  
mat ion us ing  sequen t ia l  a1 1  oca t i on  were n o t  ccmpeti t i v e  w i t h  s t r a t i f i e d  p ro -  
p o r t i o n  es t ima t i on  us ing  e i t h e r  p ropo r t i ona l  a l l o c a t i o n  o r  Bayesian sequen t i a l  
a l l o c a t i o n .  Th is  i s  n ~ o s t  r e a d i l y  apparent i n  a  comparison o f  t h e  r e d u c t i o n  i n  
niean-square e r r o r  o r  R r e s u l t s .  
The technique us ing  sequent ia l  a l l o ca t - I on  i n  o b t a i n i n g  s t r a t i f i e d  p r o p o r t i o n  
est imates does l o o k  compe t i t i ve  a t  an a l l o c a t i o n  of 30 p i x e l s .  Because i t  
was not s i g n i f i c a n t l y  b e t t e r  than s t r a t i f i e d  p r o p o r t i o n  es t ima t i on  us ing  
Bayesian sequent ia l  a l l o c a t i o n ,  i t  was decided t o  p l ace  t h e  most emphasis on 
a comparison o f  the  Bayesian sequen t ia l  and t h e  p r o p o r t i o n a l  a1 l o c a t i o n  tech-  
n iques as used i n  o b t a i n i n g  s t r a t i f i e d  p r o p o r t i o n  est imates.  Consequently, 
t ab l es  5-5 and 5-7 represen t  r e s u l t s  f o r  the  f u l l  21 segments, whereas 5-2, 
5-3, 5-4, and 5-6 represen t  t he  results f o r  f i v e  segments. 
F igures 5-1 and 5-2 a re  a p resen ta t i on  i n  h is togram form o f  t h e  same da ta  
which are summarized i n  tab les  5-5 and 5-7. F igu re  5-3 i s  a  comparat ive h i s t o -  
gram p l o t  o f  K values f o r  Proredure 1, which a r e  r epo r t ed  i n  re fe rence  3 .  In 
t h i s  p l o t ,  i t  i s  assumed t h a t  t he re  i s  an a l l o c a t i o ~  o f  p i x e l s  equal t o  t h e  
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F i g u r e  5-1.- H i s tog ram plots of the  R f o r  s t r a t i f i e d  p r o p o r t i o n  es t ima t i on  
u s i  ng p r o p o r t i o n a l  a1 l o c a t i o n .  
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Figure 5-2.- Histogram p l o t s  o f  t h e  reduction i n  mean-square 
en-or for s t r a t i f i e d  p ropor t ion  es t ima t i on  using Bayesian 
sequential a1 l oca t i on ,  
Procedure 1 
Figure 5-3.- Histogram plot of the R f o r  Procedure 1 
based on approximately 60 pixels (type 2 )  per 
estimate. 
number of type 2 d o t s  used i n  each estimate (approximately 60 p i x e l s ) .  The 
complete d a t a  for  each o f  the s ix  proportion-estimation techniques studied are 
in the appendix of this  report. 
The results in table 5-5 are  essential Jy an empirical verification of the 
results in table 5-1. In  particu'lar, the R averages may be cornpa~ed. In 
theory, the F. (gsing th is  technique) should be independent of the nun~ber of 
dots allocated. Indeed, there are no significant differences among the values 
of average R calculated for  30, 60, 90, or 120 dots, In addition, the averages 
for  each algorithm tend to  agree we17 w i t h  the theoretical average R values 
appearing i n  table 5-1. 
In  examining t a b l e  5-7, i t  i s  clear that the Bayesian sequential allocation 
technique, as used in obtaining s t ra t i f ied  proportion estimates, has an ex- 
tremely low b ia s  for a l l  three algorithms even t h o u g h  the procedure i t s e l f  i s  
not theoretically unbiased. None of the average bias resul ts  in th is  t a b l e  
for any of the algorithms are  significar:tly different from zero. 
A comparison of the average reduction i n  mean-square error  for  the Bayesian 
sequential allocation technique ( table  5-7) with the average R for the pro- 
portional allocation technique ( table  5-5) shows that using the Bayesian 
sequential approach w i  th the CLASSY a1 gori  thm g ives  results which a r e  consis- 
tently lower t han  proportional allocation f o r  a1 1 numbers o f  p i x e l s  allocated. 
If the var iances far  each technique-algorithm combination are pooled ove r  the 
various numbers of p i x e l s  a l located,  the results are given in t a b l e  5-8, 
TABLE 5-8.- POOLED VARIANCES FOR SEQUENTIAL ALLOCATION TECHNIQUES 
In table 5-9 are the least s i g n i f i c a n t  d i f fe rences (LSD) fo r  comparisons 
between the two s~quantial techniques w-ithin the results f o r  a given family. 
The LSD i s  computed *s 
Pool 
Variances 
LSD = t 
(s; ; s; 
where 9, and z2 are the pooled variance est imates o f  the groups t o  be compared 
and t i s  the 0.975 percentage p o i n t  o f  the  Student 's- t  distribution w i t h  
80 degrees o f  freedom - 1.99, 
TABLE 5-9.- LEAST SIGNIFICANT DIFFERENCES FOR COMPARISONS BETWEEN 
BAYESIAN SEQUENTIAL AND PROPORTIONAL ALLOCATION TECHNIQUES 
FOR STRATIFIED PROPORTION ESTIMATION 
I 
Bayesian sequential 
a l l o c a t i o n  
- 
Proportional a7 1 ocat ion 
ISOCLS 
0.01 9605 
CLASSY 
0.038699 
LSD i n  
R values 
- 
ISOCLS 
0.033507 
AMOEBA 
0.079350 
CLASSY 
0,036897 
APlOEBA 
0.024976 
ISOCLS 
0.100078 
J 
CLASSY 
0.11 9397 
AMOEBA 
0. :40262 
The differences between the  corresponding R values for  tables 5-5 and 5-7 are 
given in table  5-10. 
a ~ i g n i f i c a n t  a t  the 0.05-percent level. 
b ~ a r g i  nal ly  significant a t  the 0.05-percent level. 
An examination of table 5-9 shows that the CLASSY results f o r  each number o f  
pixels and t h e  ISOCLS results for 90 and 120 pixels are ei ther  significant or 
very nearly significant a t  the 0.05-percent level,  ISOCLS resul t s  are n o t  
available f o r  30 a5d 60 pixels as  there were more pixels than  60 allocated 
fol lowing the two-pixel per c luster  a1 1 ocation in the Bayesian sequenti a1 pro- 
cedure. The AMOEBA roesults for  the Bayesian procedure are consistently higher 
than for the proportional allocation procedure, and in the case of 30 pixels 
allocated, the reduction in mean-square-error value was significantly higher. 
6. CONCLUSIONS AND RECOMMENDATIONS 
The clustering algorithms CLASSY, AMOEBA, and ISOCLS performed comparably w i t h  
respect t o  the PCC using tnajori ty-rule labeling and the R measures. The fac t  
that the average results for  a l l  three algorithms were so similar and that  the 
average R value for Procedure 1 has been reported in several independent 
studies t o  be about this  same value (0.65 - 0.70) suggests there i s  a funaa- 
mental limitation in the separability o f  the data which precludes better per- 
formance. Th is  idea should be tested further in l a t e r  studies. The fact  that  
CLASSY had, on the average, only about 9 clusters,  whereas AMOEBA had about  
17, and ISOCLS had almost 37 i s  seen as important. Given the same overall 
level of performance, an economy in the number o f  clusters produced i s  t o  be 
preferred, 
The cluster-labeling techniques appear t o  suffer  from the  same f a t e ,  The pro- 
portion estimates obtained using these techniques were generally biased; the 
R-values were always greater than 0.9 and typically they were greater than 1 .  
This poor performance f o r  a l l  o f  the clustering algorithms indicate5 t h a t  
clusters were simply not pure enough for  c luster  label ing  t o  function e f f i -  
ciently as a proporti on-estimation technique. For a1 1 three clustering algo- 
rithms, the average PCC value, which may be thought of a s  a measure o f  cluster 
purity, was about 0.85. Apparently, much greater c luster  purity i s  needed for 
cluster labeling t o  be a viable approach. 
The s t r a t i f i ed  proportion-estirnati on techniques generally worked we1 1. The 
sequential allocation approach with no prior distribution on c luster  puri t ies  
produced good results  f o r  an allocation a f  30 pixels; however, the results fo r  
allocations of G O ,  90, and 120 pixels were biased and had much larger reduction 
in mean-square error values for a l l  o f  the clustering algorithms, In addi- 
tion, these results were obtained with a n  i n i t i a l  allocation o f  three pixels 
per c luster ,  which means t h a t  i n  many cases, sequential allocation did no+ 
begin until more t h a n  30 pixels had been allocated. 
The study eventually focused on a comparison o f  t he  Bayesian sequential a1 lo -  
cation technique and the proportional a1 location technique for s t r a t i f i ed  
p r o p o r t i o n  es t imat ion .  Both o f  these techniques a re  unbiased. The propor-  
t i o n a l  a l l o c a t i o n  technique has an R va lue  o f  about 0.67 which does n o t  d i f f e r  
s i g n i f i c a n t l y  from a1 g o r i  thm t o  a l go r i t hm o r  f s r  d i f f e r e n t  numbers o f  p i x e l s  
a l loca ted .  Th is  r e s u l t  i s  a l so  n o t  much d i f f e r e n t  f rom t h e  Procedure 1 value. 
However, t he  Bayesian sequent1 a1 a l l o c a t i o n  technique, when used w i t h  t h e  
CLASSY o r  ISOCLS c l u s t e r i n g  a1 g o r i  thm, has s i g n i f i c a n t l y  lower  r educ t i on  i n  
mean-squire-error values than does p r o p o r t i o n a l  a l l o c a t i o n .  The f a c t  t h a t  
CLASSY has many fewer c l u s t e r s  than ISOCLS and, thus, i s  ab le  t o  begin a1 l o -  
c a t i n g  s e q u e n t i a l l y  a t  a much lower  number o f  dots  makes i t  the  p r e f e r r e d  
a l  g o r i  thm. 
The recommendation o f  t h i s  r e p o r t  i s  t h a t  s tud ies  be undertaken t o  determine 
how b e s t  t o  implement s t r a t i f i e d  proportion est imat ion  us ing  CLASSY c l u s t e r s  
as the s t r a t a  and the  Bayesian sequent ia l  technique f o r  p i x e l  a l l o c a t i o n .  I t  
appears t h z t  a t o t a l  a l l o c a t i o n  o f  30 p i x e l s  would achieve t h e  minimum R, The 
average 'mean-square e r r o r  f o r  t h i s  number o f  p i x e l s  i s  0.002853, which com- 
pares ve ry  favorably  w i t h  t h e  average var iance  o f  0.002515 c a l c u l a t e d  from 
the r e s u l t s  o f  t he  Procedure 1 secondary e r r o r  ana l ys i s  s tudy  ( r e f .  3).  Th is  
var iance f o r  Procedure 1 was obtained w i t h  about 100 l a b e l e d  p i x e l s  f o r  each 
est imate (= 40 type 1 p i x e l s  p l us  z 60 t ype  2 p i x e l s ) .  Thus, an a l l o c a t i o n  
o f  o n l y  30 t o t a l  dots  represents  a very c l e a r  advantage f o r  t h e  proposed 
replacement procedure f o r  Procedure 1. 
7 ,  REFERENCES 
Carnes, J .  G .  : Deta i led  Analysis o f  CAMS Procedures f o r  Phase I I I  Using 
Ground-truth Inventor ies.  LEC-13343, Apr i  1  1979, pp. 18. 
Havens, K. A. : Secondary E r ro r  Analysis:  The Evaluat ion o f  Analyst Dot 
Labeling. LEC-12380, September 1978, pp. 17. 
Havens, K, A. : Fur ther  Evaluat ion o f  Procedure 1 Secondary E r r o r  Analysis. 
LEC-13180, May 1979, pp. 39. 
Lennington, R, K. and Malek, H. : The CLASSY C lus te r i ng  Algori thm - 
Descr ipt ion,  Evaluat ion, and Comparison w i t h  the I t e r a t i v e  Sel f -organiz ing 
C lus ter ing  System (ISQCLS). LEC-11289, March 1978, pp. 37. 
Lennington, R. K. and Rassbach, M, E.: CLASSY - A n  Adaptive Maximum L ike-  
l i hood  Clustering Algori thm, LEC-12145, May 1978, pp. 37 [Presented a t  
the N i n t h  Annual Meeting o f  the C l a s s i f i c a t i o n  Society (North American 
Branch), C l  emson Un ive rs i t y  (Cl emson, South Carol ina)  , May 21 -23, 19783. 
Lennington, R. K. and Rassbach, M, E.: Mathematical Descr ip t ion  and Pro- 
gram Documentation f o r  CLASSY, An Adaptive Maximum L i ke l i hood  C lus ter ing  
Method. LEC-12177, A p r i l  1979, pp. 63, 
Bryant, J. : On the C lus ter ing  o f  Mu1 t id imensional  P i  c t o r a l  Data. Pat te rn  
Recognit ion, vol .  11, 1979, pp. 115-125. 
Kan, E. P. : The JSC Clus ter ing  Program ISOCLS and ITS Appl icat ions.  
LEC-0483, Ju l y  1973, pp. 57, 
Bal l ,  G. H, and H a l l ,  D. J. : A C lus ter ing  Technique f o r  Summarizing M u l t i -  
v a r i a t e  Data. Behavioral Science, vo l .  12, March 1967, pp. 153-155. 
W i  l ey ,  A. D. arid Bean, W. C. : MPAD LACIE Clus ter ing  Parameter Study, JSC 
I n t e r n a l  Note 76-FM-116. 
Kauth, R. J. and Thomas, G. S. : The Tassel l e d  Cap - A Graphic Descr ip t ion  
o f  t h e  Spectral  Temporal Development o f  A g r i c u l t u r a l  Crops as Seen by 
Landsat. Proceedings o f  t h e  Symposium on the Machine Processing o f  
Remotely Sensed Data, Purdue Un ive rs i t y ,  June 29 - J u l y  1, 1976. 
Pore, M. D. : On Evaluat ing C lus ter ing  Procedures f o r  Use i n  C lass i f i ca t i on .  
1978 Annual Meeting o f  the  American S t a t i s t i c a l  Associat ion, LEC-12171, 
Augus t  1978, pp. 23. 
Pore, M. D.: Bayesian Techniques i n  S t r a t i f i e d  Propor t ion  Estimation. 
1979 Annual Meeting o f  t he  American S t a t i s t i c a l  Associat ion, LEC-13490, 
August 1979, pp. 22. 
APPENDIX 
CALCULATION RESULTS O F  THE AVERAGE B I A S  I N  THE PROPORTION ESTIMATE, 
THE MEAN-SQUARE ERROR OF THE ESTIMATE, AND TfiE VARIANCE REDUCTIOFJ 
FACTOR AS COMPARED TO S I M P L E  RANDOf4 SAMPLING 
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