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Inevitably, assessing the overall performance of a quantum computer must
rely on characterizing some of its elementary constituents and, from this in-
formation, formulate a broader statement concerning more complex construc-
tions thereof. However, given the vastitude of possible quantum errors as well
as their coherent nature, accurately inferring the quality of composite opera-
tions is generally difficult. To navigate through this jumble, we introduce a
non-physical simplification of quantum maps that we refer to as the leading
Kraus (LK) approximation. The uncluttered parameterization of LK approxi-
mated maps naturally suggests the introduction of a unitary-decoherent polar
factorization for quantum channels in any dimension. We then leverage this
structural dichotomy to bound the evolution – as circuits grow in depth – of
two of the most experimentally relevant figures of merit, namely the average
process fidelity and the unitarity. We demonstrate that the leeway in the
behavior of the process fidelity is essentially taken into account by physical
unitary operations.
1 Introduction
Just like evaluating a piano doesn’t involve playing all possible pieces of music, characteriz-
ing a computer (classical or quantum) doesn’t involve running all infinitely many circuits.
The natural procedure to characterize both these devices is to gather information on a
restricted number of components, and based on that information make conclusions on the
quality of more involved constructions (melodies, chords, circuits, magic state injections,
etc). When considering the tuning of a piano, the extrapolation is not much of a problem;
imperfections are typically tied to specific keys, and they don’t tend to propagate over the
keyboard as the music goes on, and unless there is some resonant effect, the errors don’t
coherently interfere. Hence, the quality of individual keys generally guarantees playability.
In this sense, the characterization of a piano is similar to that of a classical computer: the
well-behaved stochasticity of the noise eases the passage between an assertion of compo-
nents quality to a broader assertion on the performance of more complex operations. This
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statement can be phrased the other way around: a limited range of behaviors simplifies
the search for imperfections.
In contrast, when characterizing a quantum computer, the jump from a characteriza-
tion of elementary operations to a quantified assertion on the overall device performance
is more knotty; errors can coherently interfere and propagate through the entire device via
multi-qubit operations. This thorny situation can be quantified, for instance, by bounding
the behavior of the average process fidelity (hereafter the fidelity and its counterpart, the
infidelity), an experimentally important figure of merit which captures the overlap between
an implemented operation and its target. More precisely, one may ask: “What are the
best and worst fidelities of a circuit given a knowledge of the fidelity of its components?”
When dealing with a classical scenario, we would expect the difference between the best
and worst cases to remain insignificant (remember the piano analogy). In a quantum
scenario, however, it is known that the largest discrepancy, which is achieved by unitary
errors, grows quickly (quadratically) in the circuit depth (see, for instance, Carignan-
Dugas et al [8]). Not so surprisingly, the best case corresponds to a unitary cancellation,
and the worst case corresponds to a coherent buildup. This lead to another question:
“What if we are guaranteed that the individual errors are not unitary?” In particular,
what if we measure the degree to which the error operations are unitary, known as the
unitarity[37], an experimental figure of merit which captures the coherence in the noise?
Previous work has given partial answers to this question: Carignan-Dugas et al [8] derive
bounds that fall back to the “piano analogy” when the unitarity is minimal; additionally,
they provide examples of quantum channels that saturate their bound in the intermediate
regime where errors are neither purely unitary nor purely stochastic, but still unital and
acting on a single qubit coupled with a system of arbitrary (but finite) size.1. In this
paper, we generalize that bound to all dimensions and show its near saturation (i.e. to
second order in the infidelity or better) and also account for non-unital processes. That is,
we provide a closely saturated bound for all finite-dimensional quantum channels. While
this is already an interesting result, the tools that we develop to generalize the bound
help us answering a far more fundamental question. In previous work, the saturation was
shown through a handful of examples. Now, we provide a complete descriptive answer to:
What is the set of mechanisms responsible for the discrepancy between the best and the
worst fidelity of a circuit?
This would not be much of a fundamental question if the answer didn’t also unravel
an important dichotomy in classifying quantum errors. Given the intricate geometry of
quantum states [2], the answer could have included some obscure blend of non-intuitive
mechanisms, leaving us with yet another resignation in the attempt to intuitively reason
about quantum dynamics. Although, for once, this is not the case: the discrepancy
between the best and worst fidelity is, to high precision, entirely taken into account by
unitary dynamics2. Even more surprisingly, the unitary dynamics itself is precisely the
product of the “unitary factors” of individual circuit components. As we demonstrate
through theorem 3, every non-catastrophic channel (see definition 1) can be decomposed
as a physical unitary followed or preceded by a decoherent channel. For realistic errors, the
1They attribute all the error dynamics on the qubit; the intuitive geometric picture offered by param-
eterization of processes acting on the Bloch sphere allows showing the saturation of the bound for unital
channels. The bound in the non-unital case included a dimensional factor which prevented its saturation.
2Given realistic errors, which are properly defined in section 5.1, and are more formally referred to as
“equable”. The equability assumption corresponds to ruling out two types of errors. 1) Extreme dephasing
effects between a small set of states and the rest of the systems. 2) Extreme Hamiltonian alterations.
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unitary is unique and is referred to as the coherent factor. This factorization is analogous
to the well-known matrix polar decomposition and, as we will show, directly stems from
it. The uniqueness of the coherent factor might puzzle the skeptical reader. For example,
how should we unambiguously define such factor in the case of an error which consists
of a mixture of near-identity unitaries (i.e. A(ρ) = ∑i piUiρU †i , where Ui ≈ Id)? Should
it be the unitary operation with the highest weight? Should it relate with some kind
of ensemble average over the associated Hamiltonians? To systematically answer this
type of question, we introduce the leading Kraus (LK) approximation (see definition 2), a
sub-parameterization of quantum channels which, among other things, exposes a natural
definition for the coherent and decoherent factors of a channel.
What allows us to really profit from the channel polar decomposition is the surprising
property that the LK approximation, despite its seemingly bare structure, closely captures
the evolution of the fidelity and unitarity in circuits. That is, we can mathematically
replace all the channels in a circuit by their respective LK approximation and still expect
to accurately bound its fidelity and unitarity (see theorems 1 and 2). Working with the
uncluttered structure offered by the LK approximation helped us identify and rule out
pathological error scenarios, which we refer to as “extremal” (see section 5.1 for more
details). For all realistic noisy channels, we derive the following observations (they hold
to high precision):
i. The infidelity (the counterpart to the fidelity) of a channel can be split into two terms
(see theorem 8 and the discussion that immediately follows):
(a) a coherent infidelity, which corresponds to the infidelity of the coherent factor to
the target channel;
(b) a decoherent infidelity, which corresponds to the infidelity of the decoherent
factor to the identity.
ii. The decoherent infidelity of a channel is in one-to-one correspondence with its uni-
tarity. Moreover, the decoherent infidelity corresponds to the minimum infidelity of
the channel after the application of a unitary (the coherent infidelity is correctable
through a composition with a unitary). (See theorem 7.)
iii. The unitarity of a composite channel is a decay function expressed in terms of indi-
vidual channels’ unitarity. (See theorem 5.)
iv. The fidelity of the composition of decoherent channels is a decay function expressed
in terms of individual channels’ fidelity. (See theorem 6.)
v. The fidelity of a general composition is upper bounded by a decay dictated by the
decoherent factors (hence by the unitarity of individual components). (See theorem 9.)
vi. The discrepancy between the upper and the lower bound of the fidelity is captured
by the fidelity of the composition of the coherent factors (to the target circuit). (See
theorem 8.)
These realizations are directly applicable to the analysis and development of process char-
acterization methods. The fidelity of various error processes can be robustly and efficiently
estimated through a scalable experimental protocol known as randomized benchmarking
(RB) [12, 13, 28, 29] and a family of generalizations thereof [1, 6, 7, 10, 11, 16, 18, 19,
21, 22, 24, 25, 30, 33, 35–38]. To remain efficient as quantum devices grow larger, RB
experiments only extract partial information about specific sets of components. A known
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challenge is to leverage this limited view to formulate a more rounded understanding of
the device. By looking at the fidelity of well-designed compositions, it should be possible
to extract other figures of merit attached to quantum processes. The idea is that since
process matrices dictate the evolution of the fidelity, conversely, the evolution of the fi-
delity can tell us information about process matrices. However, given the generally large
amount of parameters involved in process matrices, it is not always immediately clear how
the signal obtained from extracting the fidelity of various circuit compositions connects
with quantities of interest. The above six enumerated observations allow to make more
sense out of such signals.
We structure the paper as follows. In section 2, we introduce important characteriza-
tion figures of merit – the average process fidelity and the unitarity – and relate them with
the Kraus operator formalism. In section 3, we define the LK approximation and present
its aptitude in capturing important characteristics of evolving quantum circuits. In sec-
tion 4, based on the emergent mathematical structure of LK approximated channels, we
show the existence of a channel polar unitary-decoherent decomposition. In section 5, we
make use of the approximation to demonstrate key behavioral aspects of quantum circuits
based on partial knowledge of their components.
For the sake of conciseness, most demonstrations are pushed to the appendix. More-
over, in the main text, certain results have been abridged by gathering higher order terms
under the acronym “H.O.T.”. The complete expressions – which are not any more insight-
ful than their abbreviated analog – are provided in the appendix.
2 Channel properties captured by the leading Kraus operator
A quantum channel is a completely-positive (CP), trace-preserving (TP) map acting on
Md(C). Given a quantum channel A : Md(C) → Md(C), the Choi matrix of A is defined
as [9]
Choi(A) :=
∑
ij
Eij ⊗A(Eij) , (Choi matrix)
where
Eij := eie†j , (1)
and ei are canonical orthonormal vectors. The Choi matrix is positive semi-definite iff
A is CP, and has trace d if A is TP or unital3. Since Choi(A) ≥ 0, it has a spectral
decomposition of the form
Choi(A) :=
d2∑
i=1
col(Ai)col†(Ai) , (2)
=
d2∑
i=1
‖Ai‖22col(Ai)col†(Ai) , (3)
where col(A) ∈ Cd2 denotes the column vectorization of a matrix A ∈Md(C)4, ‖·‖p denotes
the Schatten p-norm, and A = A/‖A‖2 denotes normalized matrices with respect to the
3A channel A is unital iff A(Id) = Id.
4col(A) :=
∑
ij
Aijej ⊗ ei
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Schatten 2-norm. The eigenvectors col(Ai) are orthonormal, an without loss of generality
the eigenvalues are ordered with respect to the Frobenius norm (Schatten 2-norm):
‖A1‖22 ≥ ‖A2‖22 ≥ · · · ≥ ‖Ad2‖22 ≥ 0 . (4)
Given a spectral decomposition like eq. (2), we can express the channel’s action on states
ρ ∈Md(C) as [26]:
A(ρ) =
d2∑
i=1
AiρA
†
i , (Kraus decomposition)
with
〈Ai, Aj〉 = ‖Ai‖22δij , (5)
where the usual Hilbert-Schmidt inner product is used. Notice that the TP condition
implies that
∑
i(‖Ai‖22/d) = 1. The matrices Ai ∈ Md(C) are referred to as (ordered)
canonical Kraus operators. In this work, A1 (which is associated with the highest Choi
matrix eigenvalue ‖A1‖22) will deserve special attention, and is attributed the title of
“leading Kraus (LK) operator”. In general, A1 might be non-unique when the spectrum
of the Choi matrix is degenerate. However, in this work we focus on non-catastrophic
channels (definition 1), for which A1 is unique.
Given an operation A and a target unitary channel U(ρ) = UρU † 5, we can compare
the overlap of their outputs given specific inputs M ∈Md(C) through the M -fidelity:
fM (A,U) := 〈A(M),U(M)〉‖M‖22
. (6)
The well-known average gate fidelity is obtained by averaging the M -fidelities uniformly
(i.e. with respect to the Haar measure) over all physical pure states |ψ〉〈ψ|:
F (A,U) := EHaar f|ψ〉〈ψ|(A,U) . (7)
The average infidelity r is simply a shorthand for 1−F . Instead of averaging over quantum
states, we could also average uniformly over all operators M ∈ Md(C). More precisely,
given any orthogonal operator basis {Bi} for Md(C), we can uniformly average over the
M -fidelities fBi , which yields the average process fidelity
6
Φ(A,U) := E{Bi} fBi(A,U) . (8)
Compared to Φ, F puts a slightly higher weight over the identity component Id. The TP
condition enforces this special component to take a fixed value, fId = 1. Hence the two
quantities are closely related via [31]:
F (A,U) = dΦ(A,U) + 1
d+ 1 . (9)
5For unitaries, we used the calligraphic font to denote the channel and the non-calligraphic one to
denote its associated d× d unitary matrix.
6For the readers familiar with the χ-matrix, Φ(A,U) is a way to express the well-known χ00 element. Of
course, the χ-matrix has to be defined with respect to an orthonormal operator basis {Bi} with B0 = U .
Some might also be more familiar with the notion of entanglement fidelity, which is again Φ.
Accepted in Quantum 2019-07-29, click title to verify 5
F (A,U) is the overlap between the output state A(ρ) of an implemented channel A and
its ideal output U(ρ), averaged over all physical pure input states |ψ〉〈ψ|. While F (A,U)
conveys a more graspable interpretation, it will remain easier here to work with Φ(A,U)
since it ties with the Kraus operators through
Φ(A,U) =
d2∑
i=1
∣∣∣∣〈 Ai√
d
,
U√
d
〉∣∣∣∣2 = d
2∑
i=1
(‖Ai‖22/d)
∣∣∣〈Ai, U/√d〉∣∣∣2 . (10)
Since {Ai} forms an orthonormal basis and ‖U/
√
d‖2 = 1, it follows that
d2∑
i=1
∣∣∣〈Ai, U/√d〉∣∣∣2 = 1 . (11)
If ‖Ai‖22/d can be thought as the “weights” of the Kraus operators,
∣∣∣〈Ai, U/√d〉∣∣∣2 can be
thought as normalized overlaps with the target U .
To quantify the coherence of a quantum channel, one could wonder how much the Bloch
vectors (the traceless component of quantum states [3]) are contracted. For instance, con-
sider the unitarity, which is the squared length ratio of the Bloch vectors before and after
the action of the channel A, averaged over all physical Bloch vector inputs corresponding
to pure states |ψ〉〈ψ| − Id/d [37]:
u(A) := EHaar ‖A(|ψ〉〈ψ| − Id/d)‖
2
2
‖|ψ〉〈ψ| − Id/d‖22
. (12)
Let’s extend the domain of Φ to include a new function of A:
Υ(A) :=
√
Φ(A†A, I) =
√√√√√ d2∑
i,j=1
∣∣∣∣∣∣
〈
A†jAi√
d
,
I√
d
〉∣∣∣∣∣∣
2
=
√√√√ d2∑
i=1
(
‖Ai‖22
d
)2
. (13)
Straightforward calculations closely relate the unitarity to Υ via
u(A) = d
2Υ2(A)− 1
d2 − 1 . (14)
(Notice that the notation alludes to the connection between greek and latin alphabets; it
relates “phi” to “F” and “upsilon” to “u”.)
We are ready to express a first result:
Lemma 1
Consider a CPTP map A with ordered canonical Kraus decomposition
A(ρ) =
d2∑
i=1
AiρA
†
i .
Then,
0 ≤ Υ2(A)−
(
‖A1‖22
d
)2
≤
(
1−Υ2(A)
)2
. (15)
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Proof. Υ2(A) can be expanded as a sum over d2 terms:
Υ2(A) =
∑
i
(
‖Ai‖22
d
)2
. (16)
Using Ho¨lder’s inequality on the RHS yields
Υ2(A) ≤ max
i
‖Ai‖22
d
∑
j
‖Aj‖22
d
= ‖A1‖22/d . (17)
Using this lower bound on ‖A1‖2, we get
Υ2(A) =
(
‖A1‖22
d
)2
+
∑
i 6=1
(
‖Ai‖22
d
)2
(18)
≤
(
‖A1‖22
d
)2
+
∑
i 6=1
‖Ai‖22
d
2
=
(
‖A1‖22
d
)2
+
(
1− ‖A1‖
2
2
d
)2
(∑
i
‖Ai‖22
d = 1)
≤
(
‖A1‖22
d
)2
+
(
1−Υ2(A)
)2
(eq. (17))
From eq. (16), it follows that
(‖A1‖22
d
)2
≤ Υ2(A), which completes the proof.
It follows from eq. (15) that Υ2(A) > 1/2 is a sufficient condition to guarantee the
uniqueness of A17. This partially motivates the following definition:
Definition 1: non-catastrophic channels
A channel A is said to be non-catastrophic if it overlaps enough with its targeted
unitary channel U :
Φ(A,U) > 1/2 , (19)
and if it doesn’t greatly contract the Bloch vectors:
Υ2(A) > 1/2 . (20)
The condition described by eq. (19) allows us to express our second result:
7Indeed, it implies that ‖A1‖22/d > 1/
√
2 > 1/2.
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Lemma 2
Consider a non-catastrophic channel A with unitary target U and ordered canonical
Kraus decomposition
A(ρ) =
d2∑
i=1
AiρA
†
i .
Then,
0 ≤ Φ(A,U)−
∣∣∣∣〈A1√
d
,
U√
d
〉∣∣∣∣2 ≤ (1−Υ2(A))(1− Φ(A,U)) . (21)
Proof. Using Ho¨lder’s inequality on the RHS of eq. (10), we have
Φ(A,U) ≤ max
i
|〈Ai, U〉|2
d2∑
j=1
(‖Aj‖22/d) = max
i
|〈Ai, U〉|2 . (22)
For non-catastrophic channels, it must be that max
i
|〈Ai, U〉|2 = |〈A1, U〉|2. To see this
more clearly, let |〈A1, U〉|2 = 1/2 − 1 and ‖A1‖22/d = 1/2 + 2, where 2 > 0 from the
non-catastrophic condition. Then, consider the following inequalities:
Φ(A,U) = |〈A1, U〉|2 (‖A1‖22/d) +
∑
i 6=1
|〈Ai, U〉|2 (‖Ai‖22/d) (Equation (10))
≤ |〈A1, U〉|2 (‖A1‖22/d) +
∑
i 6=1
(‖Ai‖22/d)
∑
j 6=1
∣∣∣〈Aj , U〉∣∣∣2

= |〈A1, U〉|2 (‖A1‖22/d) + (1− |〈A1, U〉|2)(1− ‖A1‖22/d) (23)
= 1/2− 212 . (24)
From the non-catastrophic condition, 1 < 0, which implies that |〈A1, U〉|2 > 1/2.
Hence, eq. (22) can be reexpressed into 1− |〈A1, U〉|2 ≤ 1−Φ(A,U), which yields the
following:
Φ(A,U) ≤ |〈A1, U〉|2 (‖A1‖22/d) + (1− |〈A1, U〉|2)(1− ‖A1‖22/d) (Equation (23))
≤ (‖A1‖22/d) |〈A1, U〉|2 + (1−Υ2(A))(1− Φ(A,U)) . (eq. (17))
From eq. (10) we also have (‖A1‖22/d) |〈A1, U〉|2 ≤ Φ(A,U), which completes the proof.
The LK operator alone provides a very accurate approximation of 1 − Φ and 1 − Υ.
This only begins a list of realizations regarding the role of LK operators in quantum
dynamics. As we will see, they also contain most of the information necessary to describe
the evolution of Φ and Υ.
3 The LK approximation and two evolution theorems
The last section naturally suggests the following channel approximation as a means to
partially characterize non-catastrophic quantum dynamics:
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Definition 2: the Leading Kraus (LK) approximation
Consider a channel A : Md(C) → Md(C) with leading Kraus operator A1. We
define its leading Kraus (LK) approximation as:
A?(ρ) = A1ρA†1 . (25)
Notice that A? is always CP (Choi(A?) ≥ 0), but is TP iff A is unitary. Hence, A?
fails to be generally physical. However, as we will see, it closely describes the dynamics
of certain physical quantities, so one may qualify this map as “quasi-dynamical”. The
general specification of a map acting on a d-dimensional quantum system requires roughly
d4 parameters, and due to the intricate geometry of quantum states, the parameterization
of its range of action is quite convoluted. In contrast, the LK approximation is remarkably
transparent: it is fully parameterized by d×d matrices with spectral radius smaller than 1
(contractions) and Frobenius norm greater than d/
√
2 8. If the noise is non-catastrophic,
every quantum map has a corresponding LK approximation, and every d × d linear con-
traction corresponds to at least one quantum operator.
Given m channels Ai, we denote the composition Am ◦ Am−1 ◦ · · · ◦ A2 ◦ A1 as Am:1.
Replacing every element of the composition by its LK approximation, A?m ◦ A?m−1 ◦ · · · ◦
A?2 ◦ A?1, is noted as A?m:1. In general, the composition operation doesn’t commute with
the LK approximation, that is A?m:1 6= (Am:1)?. To put it in other words, the LK operator
of a circuit is generally not the multiplication of the LK operators of its elements. How-
ever, while A?m:1 provides an incomplete description of Am:1, they still might share some
comparable characteristics. That is, there might exist some function f : CP maps→ R for
which f(A?m:1) ≈ f(Am:1). As we show, not only there exist such functions, but some of
them correspond to important experimental figures of merit. From the previous section,
we know that Φ(A,U) ≈ Φ(A?,U) and Υ(A) ≈ Υ(A?). What may be more surprising are
the following two theorems:
Theorem 1: the unitarity of a circuit after approximating its elements
Consider m non-catastrophic channels Ai with respective unitary targets Ui and
suppose that the composition Am:1 is also non-catastrophic. Then,
0 ≤ Υ2(Am:1)−Υ2(A?m:1) ≤ (1−Υ(A?m:1))2 ≤ (1−Υ2(Am:1))2 . (26)
Theorem 2: the fidelity of a circuit after approximating its elements
Consider m non-catastrophic channels Ai with respective unitary targets Ui and
suppose that the composition Am:1 is also non-catastrophic. Then,
0 ≤ Φ(Am:1,Um:1)− Φ(A?m:1,Um:1) <
(1− Φ(A?m:1,Um:1))
m∑
i=1
(1−Υ(A?i )) +
1
2
(
m∑
i=1
(1−Υ?(Ai))
)2
≤
(1− Φ(Am:1,Um:1))
m∑
i=1
(
1−Υ2(Ai)
)
+ 12
(
m∑
i=1
(1−Υ2(Ai))
)2
+ H.O.T. (27)
8This last constraint only prevents catastrophic noise scenarios.
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A? differs from the veritable channel A in many ways as shown by comparing var-
ious M -fidelities fM (Am:1,Um:1) with fM (A?m:1,Um:1) (see two animated examples at
https://youtu.be/lTrBTIJHJJM and https://youtu.be/A6i-k6eHsGM). Of course, some
kind of discrepancy is expected since the LK approximation contains only d2 parameters
instead of ∼ d4. Essentially, the LK operators closely dictate the evolution of the average
of M -fidelities Φ = EfM (see eq. (8)), while the other Kraus operators add or subtract
to specific M -fidelities fM in such a way that the sum of those variations almost exactly
cancels.
The evolution theorems presented in this section will greatly help classify different
types of errors9. Indeed, they allow tying behavioral signatures in the evolution of Υ
and Φ to more digestible error profiles. In particular, the two theorems further motivate,
as shown in section 5, the definition of a natural dichotomy in quantum channels (itself
introduced in section 4).
4 A polar decomposition for quantum channels
4.1 Defining decoherence
Due to the intricate geometry of d-dimensional quantum states [2], quantum processes can
be delicate to dissect. One of the main reasons the single qubit Bloch sphere is frequently
invoked stems from the simple picture it offers:
i. There is a clear bijection between quantum states and the Bloch ball [3].
ii. The action on the Bloch vectors can be decomposed into a positive semi-definite
contraction |M | ≤ I3, followed by orthogonal matrix R ∈ O(3), which corresponds
to a physical unitary U ∈ SU(2), added to a translational vector ~t (the non-unital
vector) [5, 17, 34]:
~v → R|M |︸ ︷︷ ︸
M
~v + ~t , (28)
where |M | denotes (M †M) 12 . M = R|M | is referred to the unital matrix.
Not every contraction |M | is physical; for instance, transforming the Bloch sphere into
a disk violates CP-ness (the folkloric “no pancake” theorem [4]). A thorough analysis of
CPTP maps acting on M2(C) is provided in [34]. For higher dimensions, the Bloch sphere
imagery falls apart in many ways:
i. The generalized Bloch space is not a (d2 − 1)-ball (with respect to the 2-norm on
Rd2−1) [2].
ii. If we express the action on the Bloch vector as in eq. (28) where R ∈ O(d2 − 1) and
|M | ≥ 0, we realize that
(a) R generally doesn’t correspond to a physical unitary operation in SU(d) (the
unitary map defined by ~v → R~v is not necessarily CP).
(b) |M | is not necessarily a contraction. Its spectrum is optimally upper-bounded
by
√
d
2 for even dimensions and
(
1
d−1 +
1
d+1
)− 12 for odd dimensions [32].
9An error channel simply refers to a channel with identity target I.
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The polar decomposition of the unital matrix M generally splits it into two nonphysical
constituents. Essentially, the unitary factor of M (R ∈ O(d2 − 1) s.t. R−1M ≥ 0) can’t
generally be interpreted as a physically meaningful unitary operation. To see this, consider
the following canonical Kraus decomposition:
A1 =
 cos(α) 0 00 cos(α/2)eiα3/2 0
0 0 cos(α/2)e−iα3/2
 ;
A2 =
 sin(α) 0 00 − sin(α/2)ei(α+α3/2) 0
0 0 − sin(α/2)e−i(α+α3/2)
 . (29)
The spectrum of the associated unital part M is a subset of the spectrum of A∗1 ⊗ A1 +
A∗2 ⊗ A2 ∈ Md2(C) 10. By expanding up to order α4, it is straightforward to show that
the phase factors of M are all ≈ 1 except for a single conjugate pair φ± ≈ exp(±i3α3/2).
This single pair can’t be factored into any unitary process since any non-trivial V ∗ ⊗ V
contains at least two conjugate pairs. Hence, trying to cancel the rotating component of
the spiraling action (see fig. 1) induced on ~v± by φ± would merely relocate the spiraling
motion on an other pair of eigenvectors ~v′± (or on multiple other pairs). To put it simply,
spiraling is inherent to some decoherent processes. To explicitly show this, we constructed
an example in which the rotation factors in the spirals couldn’t be accounted for by any
physical unitary (without creating more spirals).
Separating a quantum channel A into a composition of a physical unitary V and a
decoherent operation D (i.e. A = V ◦ D or A = D ◦ V) demands a more careful surgery.
If one were to allocate too many rotating components to the unitary factor, V may fail to
remain physical; on the other hand, allocating too little unitary action to V may leave the
allegedly decoherent factor D with some physically reversible motion. In fact, depending
on the definition of decoherence, it is not even clear if such surgery is even possible.
Here, we propose a definition of decoherence which allows to easily decompose any non-
catastrophic quantum channel into a composition of a unitary channel with a decoherent
one.
Consider a channel A. Its LK operator A1 ∈ Md(C) can be factored into a d × d
10A∗1 ⊗ A1 + A∗2 ⊗ A2 is the matrix acting on the column-vectorized density matrices, and has an extra
eigenvalue of 1 due the TP condition. Here the star ∗ denotes the complex conjugation, which is not to be
confused with the star ? used for the LK approximation.
Figure 1: Representation of the spiraling action of
a normal matrix acting on a 2× 2 subspace. The
polar decomposition, in this case, separates the
azimuthal and radial components of the action.
Quantum dynamics on d > 2 can generate
spiraling actions on the Bloch space for which the
rotation factor can’t be interpreted as a physical
unitary operation. In this sense, spiraling, despite
generating some rotating action, is inherent to
some decoherent dynamics.
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unitary component U multiplied with a positive semi-definite contraction 0 < |A1| ≤ Id,
i.e. A1 = V |A1|. This polar decomposition provides a geometric understanding of the
range of action of LK approximated channels on the space of quantum states. The absence
of phase factors in the spectrum of |A1| motivates the following definition:
Definition 3: decoherent channel
A non-catastrophic channel A is said to be decoherent if its LK operator is positive
semi-definite:
A1 ≥ 0 . (30)
From this definition immediately follows a unitary-decoherent decomposition for quan-
tum channels:
Theorem 3: a polar decomposition for quantum channels
Any non-catastrophic quantum channel A can be expressed as a composition of a
unitary channel V with an decoherent channel D = V† ◦ A (or D′ = A ◦ V†):
A = V ◦ D , (31a)
A = D′ ◦ V . (31b)
In terms of LK approximation, we have:
A?(ρ) = A1ρA†1 = V |A1|ρ|A1|†V † , (32a)
D?(ρ) = |A1|ρ|A1|† , (32b)
D′?(ρ) = V |A1|V † ρ V |A1|†V † . (32c)
Proof. Under the composition V† ◦ A, the canonical Kraus operators {Ai} of A are
mapped to {V †Ai}, since it preserves their orthonormality. Given the polar decompo-
sition A1 = V |A1|, it follows that the LK operator of V† ◦ A is positive semi-definite.
4.2 The dynamics induced from decoherent channels as infinitesimal generators
While the proof od theorem 3 nearly trivially follows from definition 3, it remains to show
that decoherent channels as we defined them deserve such an appellation. An interesting
angle to initially justify our definition of decoherence is to observe its contribution in the
Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) equation [20, 27]. Consider a time evolu-
tion dictated by instantaneous CPTP channels11 with (possibly time-dependent) canonical
Kraus operators {Ak(t, dt)}:
ρ(t+ dt) =
∑
k
Ak(t, dt)ρ(t)A†k(t, dt) . (33)
Since dt is infinitesimal, the instantaneous LK operator A1(t, dt) must be close to I, and
can be expressed as
A1(t, dt) = exp (−iH(t)dt− P (t)dt)
= I− iH(t)dt− P (t)dt+O(dt2) , (34)
11This corresponds to the well-known Markovian regime.
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where H(t) is Hermitian and P (t) is positive semi-definite. The TP condition can be
expressed as ∑
k
A†k(t, dt)Ak(t, dt) = I, (35)
which combined with eq. (34) yields
P (t)dt = 12
∑
k 6=1
A†k(t, dt)Ak(t, dt) +O(dt
2). (36)
This enforces the remaining instantaneous Kraus operators Ak 6=1(t, dt) to scale as
√
dt,
and leaves us with
d
dt
ρ(t) = −i [H(t), ρ(t)] +
∑
k 6=1
Lk(t)ρ(t)L†k(t)−
1
2
∑
k 6=1
L†k(t)Lk(t), ρ(t)
 , (37)
where
Lk(t) := lim
dt→0
Ak(t, dt)√
dt
, (38)
and [A,B] := AB−BA, {A,B} := AB+BA are respectively the well-known commutator
and anticommutator. The fact that {Ak(t, dt)} are canonical (hence orthogonal) at every
moment in time implies that 〈A1(t, dt), Ak 6=1(t, dt)〉 = 0, which by using eq. (34) results in
TrAk 6=1(t, dt) = −idtTrH(t)Ak 6=1(t, dt) + dtTrP (t)Ak 6=1(t, dt) +O(dt2
√
dt) . (39)
This together with eq. (38) implies that
TrLk(t) = 0 . (40)
Notice that the Lindblad operators featuring in a master equation generally do not have
a zero trace, but since the master eq. (37) is derived from instantaneous canonical Kraus
operators, they do. That is, for every GKSL master equation, there exists an alternate
one, giving rise to the same dynamics, for which the Lindblad operators have a zero trace.
This is an important feature for what follows. Let’s re-express eq. (37) as a differential
equation acting on the column-vectorized states, col(ρ).
Using the property col(ABC) = CT ⊗A col(B), we have
d
dt
col(ρ(t)) =
[
−i
(
I⊗H(t)−HT (t)⊗ I
)
︸ ︷︷ ︸
i
−12
∑
k 6=1
(
I⊗ L†k(t)Lk(t) + (L†k(t)Lk(t))T ⊗ I
)
︸ ︷︷ ︸
ii
+
∑
k 6=1
L∗k(t)⊗ Lk(t)︸ ︷︷ ︸
iii
]
col(ρ(t)) . (41)
A quick calculation suffices to show that the three indicated terms are mutually orthogonal.
This means that their respective actions have no overlap. The first term should be familiar
as it corresponds to the generator of unitary evolution. The remaining two terms are often
referred to as the relaxation or decoherent part of the Lindbladian [14, 23]. This integrates
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well with our notion of decoherence since the instantaneous channels are decoherent if and
only if the Hamiltonian is null at every moment in time:
exp (−iH(t)dt− P (t)dt) ≥ 0⇔ H(t) = 0 . (42)
To formulate it otherwise, the Lindbladian consists solely of a decoherent part orthog-
onal to any commutator if and only if the instantaneous channels are decoherent. An
additional interesting remark is that the LK approximation applied to the instantaneous
channels essentially eliminates the term iii, leaving only the commutator (term i) and
the anticommutator (term ii). In particular, the master equation with LK approximated
instantaneous decoherent channels consists of an anticommutator only:
d
dt
ρ(t) = −{P (t), ρ(t)} . (43)
When considered as infinitesimal perturbations from the identity, the channels that we
refer to as “decoherent” correspond to the generators of the familiar class of decoherent
master equations. While our notion of decoherence connects with previous physics liter-
ature in the infinitesimal case, it remains to show that our definition is also appropriate
without taking such limit.
4.3 Further justifying our notion of decoherence
Typically, quantum error channels are said to act decoherently if they exhibit a non-
reversible deterioration. In turn, coherent error channels correspond to a mishandling
of information - which can in principle be reverted - rather than a loss of information.
An additional expected property of decoherent operations is that they shouldn’t allow
for coherent buildups such as in the case accumulating over-rotations. Given m non-
catastrophic unitary channels Vi ≈ I with
Vi =
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
, (44)
the infidelity grows faster than linearly (let the composition Vm:1 be non-catastrophic so
that mθ ≤ pi/4) [8]:
1−
√
Φ(Vm:1, I) = 1− cos (mθi) ≥ m (1− cos(θ)) =
∑
i
(
1−
√
Φ(Vi, I)
)
. (45)
As an intuitive pair of properties of our decoherent channels, we show that
i. The average process fidelity of decoherent error channels cannot be substantially re-
covered by any unitary (quasi-monotonicity).
ii. The evolution of the infidelity of a circuit composed of decoherent operations is (ap-
proximately) at most additive in the individual infidelities. There is no substantial
coherent buildup.
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Theorem 4: two features of decoherence
Consider m non-catastrophic decoherent channels Di and any non-catastrophic uni-
tary channel V. Then,
Φ(V ◦ Dm:1, I) ≤ min
i
Φ(Di, I)
+ 12
(
m∑
i=1
(1−Υ(D?i ))
)2
+ (1− Φ(V ◦ D?m:1, I))
m∑
i=1
(1−Υ(D?i ))
(Quasi-monotonicity)
1− Φ(V ◦ Dm:1, I) ≤ (1− Φ(V, I)) +
m∑
i=1
(1− Φ(Di, I))
+ (1− Φ(V, I))2 +
m∑
i=1
(1− Φ(D?i , I))2
+
m∑
i=1
(1− Φ(Di, I))(1−Υ2(Di))
(Quasi-subadditivity property)
5 Behavioral signatures of coherence and decoherence
The introduction in the previous section of the dichotomy between coherence and deco-
herence, together with the demonstration of a polar decomposition for quantum channels
wasn’t void of ulterior motives. In this section, we leverage the intrinsic differences between
coherent and decoherent channels to explore the behavior of the average process fidelity
and the unitarity as circuits grow in depth. Before we begin such investigation, however,
let’s first make a side step to define various classes of operations which will harmonize
with our notion of decoherence.
5.1 Extremal dephasers, extremal unitaries, and equable error channels
The non-catastrophic condition still leaves room for pathological noise scenarios. We
highlight two extreme (unrealistic) types of channel; the first is of decoherent nature, and
the second is purely unitary.
5.1.1 Extremal dephasers
For a channel A to be non-catastrophic, the singular values of its LK operator σi(A1) must
nearly average to 1, but nothing else constrains their distribution. Consider a 10-qubit
error A that essentially acts as identity on all operators in Md(C), but cancels any phase
between |0〉 and |i〉 for i 6= 0 (that is, |0〉〈i|, |i〉〈0| → 0 for i 6= 0). It is easily shown
that the LK operator is A1 =
∑
i 6=0 |i〉〈i|; this is an instance of what we call an “extremal
dephaser”. An extremal dephaser is defined as a channel for which there exists a singular
value σj ∈ {σi(A1)} (in our example, it is σ0 = 0) that deviates from 1 by much more
than the average perturbation:
1− σj  1− Ei[σi] . (47)
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To obey eq. (47), channels must involve excessively strong12 dephasing mechanisms be-
tween a small number of states and the rest of the system13. Let’s come back to our
example: a quick calculation shows that A has an infidelity of around O(2−10) = O(10−3):
extremal dephasers can have a high average fidelity; they are not ruled out by the non-
catastrophic assumption. However, based on realistic grounds, one might discard such
scenarios by assuming that the perturbations of the singular values |1−σj | remain compa-
rable to the average perturbation E[1− σi(A1)]. Indeed, most physically motivated noise
mechanisms – such as unitary, amplitude damping and stochastic channels14 – perturb
the singular values of A1 in a rather homogeneous way (see table 1).
12Relative to other decoherent mechanisms.
13This is entirely different than: “excessively strong dephasing mechanisms between a small subsystem
and the rest of the system”, which we already discarded through the non-catastrophic assumption.
14A stochastic channel has (up to constant factors) unitary operations as canonical Kraus operators
and has a LK operator proportional to the identity. Examples of orthogonal unitary bases include the
Heisenberg-Weyl operators, and the n-fold tensor product of Paulis. Standard dephasing channels are
a special case of stochastic channels were the unitaries are simultaneously diagonalizable (i.e. they all
commute).
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Figure 2: Singular values σi – plotted as purple circles – of the 103 × 103 LK operator A1 of an
extremal dephaser A. The dashed line corresponds to the average Ei[σi] = 0.9989(1). The green
shaded region covers a standard deviation SD[σi] = 0.0032(1) below the average. In this example, the
standard deviation is roughly three times greater that the average deviation 1− Ei[σi] = 0.0011(1);
that is, the WSE decoherence constant (see definition 4) is γdecoh = 3.0(1), which is an order of
magnitude smaller than 1/
√
E[1− σi] = 30.7(1). From eq. (53), A is equable in the wide-sense.
There are five singular values situated around 0.955, meaning that 1−σj can be more than forty times
larger that the average deviation (i.e. Γdecoh = 41(1)). While these extreme deviations are excluded
by the equability condition, their small impact on the standard deviation allows A to be WSE.
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5.1.2 Extremal unitaries
The same argument that was made about the singular values of A1 = V |A1| , which are
the eigenvalues of its positive semidefinite factor |A1|, can be made for the eigenvalues of
the unitary factor V . To mimic our previous example, consider a 10-qubit unitary error V
that essentially acts as identity on operators in Md(C), but maps |0〉〈i| → −|0〉〈i| |i〉〈0| →
−|i〉〈0| for i 6= 0. It is easily shown that the LK operator is V = −|0〉〈0|+∑i 6=0 |i〉〈i|; this
is an instance of what we call an “extremal unitary”. An extremal unitary is defined as
a unitary error V for which there exists an eigenvalue λj ∈ {λi(V )} (in our example, it
is λ0 = −1) that deviates from 1 by much more than the average perturbation. An easy
way to make this precise is to fix the phase of V such that TrV ∈ R+, and project the
eigenvalues on the real axis (this is easy to picture on an Argand diagram):
1− Re{λj}  1− Ei[Re{λi}] = 1− TrV/d. (48)
To obey eq. (48), the unitary error must result from a strong alteration made to the
targeted Hamiltonian. Indeed, as a simple Taylor expansion can confirm, small pertur-
bations from the intended Hamiltonian cannot yield an extremal unitary error. Just as
for extremal dephasers, extremal unitaries can have a high average fidelity, yet can be
reasonably discarded. The perturbations 1−Re{λi} are expected to be comparable to the
average perturbation 1− Ei[Re{λi}] (here, TrV ∈ R+).
5.1.3 Equable error channels
In this paper, we qualify as “equable” the non-catastrophic error channels A = V ◦ D
for which the factors D and V are not extremal. Notice that the equability assumption
ensures a unique polar decomposition since the LK operator is guaranteed to be full rank.
While ruling out extremal error channels seems reasonable, we also define a weaker
condition based on the variance of the perturbations.
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Definition 4: Equable error channels
Consider a non-catastrophic error channel A = V◦D with LK operator A1 = V |A1|.
Let {σi} be the singular values of A1 and {λi} be the eigenvalues of V for which
the phase is fixed such that TrV ∈ R+. We define the strict-sense equability (SSE)
decoherence and coherence constants Γdecoh,Γcoh as:
1−min
j
σj = ΓdecohE[1− σi] , (49a)
1−min
j
Re{λj} = ΓcohE[1− Re{λi}] . (49b)
A non-catastrophic error channel is said to be equable (in the strict sense) if
Γdecoh  1/
√
E[1− σi] , (50)
Γcoh  1/
√
E[1− Re{λi}] . (51)
Analogously, we define the wide-sense equability (WSE) decoherence and coherence
constants γdecoh, γcoh as:
SD[σi] = γdecohE[1− σi] , (52a)
SD[Re{λi}] = γcohE[1− Re{λi}] , (52b)
where SD denotes the standard deviation. A non-catastrophic error channel is said
to be equable in the wide sense if
γdecoh  1/
√
E[1− σi] , (53)
γcoh  1/
√
E[1− Re{λi}] . (54)
First notice that ruling out extremal errors is directly imposed by the equability con-
dition (in the strict sense). Obviously, equability implies wide-sense equability, since by
construction
γcoh ≤ Γcoh , (55a)
γdecoh ≤ Γdecoh . (55b)
Of course, the converse doesn’t hold (see fig. 2 for an example), although such pathological
cases must involve extremal channels. The motivation behind the weaker definition is not
physical, but mathematical. The results exhibited in theorems 5 to 9 solely rely on the
WSE constants rather than on the realistically slightly larger SSE constants.
5.2 Reasoning about Υ
Now that we have defined (wide-sense) equable errors, we are ready to express a first decay
law:
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Error channel Type of error LK operator Coherence level,
rcoh/r
Depolarizing Decoherent, SSE A1 ∝ I O(r)
Standard dephasing Decoherent, SSE A1 ∝ I O(r)
Stochastic Decoherent, SSE A1 ∝ I O(r)
Amplitude damping Decoherent,realistically SSE A1 ≥ 0 O(r)
Unitary Coherent, realisticallySSE A1 = V 1
General SSE Contains a coherentand decoherent factor A1 = V |A1|
d2−|TrV |2
d2−|TrA1|2 +O(r)
Table 1: Categorization of different well-known error channels. Many canonical error mechanisms fall
under the “decoherent” appellation, except for unitary errors, of course. The coherence level is
negligible for decoherent channels, and 1 for coherent errors. In the intermediate regime, the
coherence level can vary between 0 and 1. It only makes sense to discuss about the coherence level
when errors are equable (at least in the wide sense).
Theorem 5: unitarity’s decay law
Consider m non-catastrophic channels Ai. Then Υ(Am:1) has the following prop-
erties:
Υ(Am:1) ≤ min
i
Υ(Ai) + (1−Υ2(Am:1))2/
√
2 (Quasi-monotonicity)
1−Υ(Am:1) ≤
m∑
i=1
(1−Υ(Ai)) + (1−Υ2(Ai))2 (Quasi-subadditivity property)
The quasi-monotonicity is almost saturated by extremal channels. If we introduce
the WSE decoherence constants γdecoh(Ai) ≤ γdecoh, we obtain:∣∣∣∣∣Υ(Am:1)−∏
i
Υ(Ai)
∣∣∣∣∣ ≤ (1−Υ(A?m:1))2 +
m∑
j=1
(1−Υ(A?j ))2
+ γ2decoh
m∑
i=1
(
1−
√
Υ(A?i )
)2
+ 2γ2decoh
(
m∑
i=1
(
1−
√
Υ(A?i )
))2
+ H.O.T. (56)
If the channels are equable, Υ(Am:1) is essentially a multiplicative decay.
Of course, those results can be immediately translated in terms of unitarity by using
eq. (14). Without using the LK approximation, showing the monotonicity of the unitarity
can be difficult, since quantum channels aren’t contractive maps; going to the LK picture
fixes this issue since Kraus operators are contractions. Quasi-multiplicativity is another
way of stating that the unitarity of a composition essentially behaves as a multiplicative
decay involving the unitarity of individual components:
u(Am:1) ≈ d
2∏m
i=1 Υ2(Ai)− 1
d2 − 1 . (57)
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Equation (57) should be seen as a staple of wide-sense equability; deviations from this
behavior indicates the presence of extremal dephasers.
The quasi-multiplicativity of Υ is not the only decay law that occurs in the equable
scenario. Recall that to motivate our definition of decoherence, we initially showed the
quasi-monotonicity and quasi-subadditivity property of the process fidelity of decoherent
compositions (theorem 4). By introducing the equability condition we get a stronger
assertion:
Theorem 6: fidelity’s decay law (for decoherent compositions)
Consider m non-catastrophic, decoherent channels Di (with target I) with WSE
decoherence constants γdecoh(Di) ≤ γdecoh. Then, Φ(Dm:1, I) is bounded as follows:∣∣∣∣∣Φ(Dm:1, I)−
m∏
i=1
Φ(Di, I)
∣∣∣∣∣ ≤
[
1
2
(
m∑
i=1
(1−Υ(D?i ))
)2
+ (1− Φ(D?m:1, I))
m∑
i=1
(1−Υ(D?i )) +
m∑
i=1
(1−Υ(D?i )) (1− Φ(Di, I))
+ γ2decoh
m∏
i=1
√
Φ(D?i , I)
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))2 ]
+ H.O.T. (58)
If the channels are WSE, Φ(Dm:1, I) is essentially a multiplicative decay.
Using the simple relation between F and Φ (eq. (9)) we come to this observation:
the average gate fidelity of a composition of non-catastrophic decoherent equable channels
behaves almost exactly as a multiplicative decay in the average process fidelity of individual
components, that is
F (Dm:1, I) ≈ d
∏m
i=1 Φ(Di, I) + 1
d+ 1 . (59)
The decay becomes exact with the depolarizing channel Pp(ρ) = pρ + (1 − p)(Tr ρ)Id/d,
which is a celebrated example of a decoherent operation.
The two decay laws expressed in theorems 5 and 6 are in fact describing the same
observation. Let A have an equable error and a polar decomposition V ◦ D. As shown
in the following theorem, Υ(A) can be interpreted as the maximal process fidelity of A
to the target U under unitary corrections, or equivalently as the process fidelity of the
decoherent factor D to the identity:
Υ(A) ≈ Φ(D, I) ≈ max
W∈SU(d)
Φ(W ◦A,U) . (60)
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Theorem 7: Υ as the process fidelity of the decoherent factor
Consider a non-catastrophic channel A = V ◦ D with unitary target U . Then, the
maximal unitary correction of A (in terms of Φ) is approximately bounded by the
interval
[
Υ2(A),Υ(A)]:
max
W∈SU(d)
Φ(W ◦A,U) ≤ Υ(A) + 32(1−Υ
2(A))2 , (61a)
max
W∈SU(d)
Φ(W ◦A,U) ≥ Υ2(A)− (1−Υ2(A))2 . (61b)
Moreover, if we introduce the WSE decoherence constant γdecoh, we obtain:
max
W∈SU(d)
Φ(W ◦A,U) ≥ Υ(A)− (1 + γ2decoh)
(
1−Υ2(A)
)2
. (62)
A quasi-maximal choice of unitary correction consists in W = U ◦ V†.
In terms of other figures of merit, wide-sense equability ensures a quasi-one-to-one
correspondence between the maximal average gate fidelity (through a unitary correction)
and the unitarity through:
max
W∈SU(d)
F (W ◦A,U) ≈ F (D, I) ≈
√
(d2 − 1)u(A) + 1 + 1
d+ 1 . (63)
5.3 The coherence level
Let’s extend theorem 6 by appending a coherent operation to the decoherent composition:
Theorem 8: the average process fidelity of equable compositions
Consider m non-catastrophic, decoherent error channels Di (with target I) with
WSE decoherence constants γdecoh(Di) ≤ γdecoh. Moreover, consider a non-
catastrophic unitary error channel V with WSE coherence constant γcoh. Then,
Φ(V ◦ Dm:1, I) is bounded as follows:∣∣∣∣∣Φ(V ◦ Dm:1, I)− Φ(V, I)
m∏
i=1
Φ(Di, I)
∣∣∣∣∣ ≤
[
1
2
(
m∑
i=1
(1−Υ(D?i ))
)2
+ (1− Φ(V ◦ D?m:1, I))
m∑
i=1
(1−Υ(D?i )) +
m∑
i=1
(1−Υ(D?i )) (1− Φ(Di, I))
+ 2γdecohγcoh
(
1−
√
Φ(V, I)
) m∑
i=1
(
1−
√
Φ(D?i , I)
)
+ γ2decoh
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))2 ]
+ H.O.T. (64)
If the errors are WSE, then Φ(V ◦ Dm:1, I) is essentially multiplicative.
Let’s unfold this result one step at a time. First, consider eq. (64) for m = 1. Let A
be a channel with target U and polar decomposition V ◦ D. W := U−1 ◦ V is a unitary
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error. Hence, it follows from theorems 7 and 8 that
Φ(A,U) = Φ(W ◦D, I) thm.8≈ Φ(W, I)Φ(D, I) = Φ(V,U)Φ(D, I) thm.7≈ Φ(V,U)Υ(A) .
(65)
There are two factors that compound to the average process fidelity: Φ(V,U) relates to
a coherent contribution to the total infidelity, while Φ(D, I) ≈ Υ(A) depicts a decoher-
ent one. For those who are more familiar with the infidelity r(A,U), eq. (65) can be
reformulated as15 (up to O(r2)):
r(A,U) ≈ r(V,U)︸ ︷︷ ︸
Coherent infidelity
+ r(D, I)︸ ︷︷ ︸
Decoherent infidelity
= rcoh + rdecoh . (66)
The channel average infidelity of a channel can be split into a sum of a coherent and
decoherent terms (given equable errors). rdecoh is not substantially correctable through
any composition, and can be obtained from the unitarity alone:
rdecoh =
d−√(d2 − 1)u(A) + 1
d+ 1 +O(r
2) = d
d+ 1 (1−Υ(A)) +O(r
2) . (67)
rcoh can be corrected through a composition with a unitary (see theorem 7). Equation (66)
motivates the definition of coherence level as the fraction of the infidelity that is associated
to coherence. It can be obtained by combining the infidelity and the unitarity through:
rcoh
r
= 1− d−
√
(d2 − 1)u(A) + 1
(d+ 1)r(A,U) +O(r) =
1−Υ(A)
1− Φ(A,U) +O(r) (68)
Similarly, the decoherence level is defined as rdecoh/r. Equation (66) strengthens the
insight behind the notion of coherence level introduced (under different appellations) in
[15, 40]. In those previous works, the RHS of eq. (66) is generally depicted as a lower
bound on the infidelity, which can be reduced to rdecoh through a unitary correction. The
(approximate) equality – which is much more valuable since it provides an upper bound
on r – is shown for single qubit case in [15] using the polar decomposition of the action on
Bloch sphere. Here, we have shown the (approximate) equality (in the equable scenario)
for all dimensions using the polar decomposition of LK operators.
5.4 Bounding the worst and best case fidelity of a circuit
Now, let’s revisit theorem 8 for general circuit depth m. This will allow us to identify the
worst and best case fidelity of a circuit. Consider m channels Ai with target Ui and polar
decomposition Di ◦ Vi. The circuit Am:1 can be re-expressed as
Am:1 = Vm:1 ◦ (Vm:1)† ◦ Dm ◦ Vm:1 ◦ · · · ◦ (V2:1) ◦ V†1 ◦ D1 ◦ V1 = Vm:1 ◦ D′m:1 , (69)
where D′k := (Vk:1)† ◦Dk ◦ Vk:1 are decoherent channels with the same fidelity as Dk. This
means that:
Φ(Am:1,Um:1) thm.8≈ Φ(Vm:1,Um:1)
m∏
i=1
Φ(Di, I) thm.7≈ Φ(Vm:1,Um:1)
m∏
i=1
Υ(Ai) . (70)
15The transition from eq. (65) to eq. (66) simply involves using the approximation (1 − δ1)(1 − δ2) ≈
1− δ1 − δ2 for small δi.
Accepted in Quantum 2019-07-29, click title to verify 22
In this last expression, we clearly see that the evolution of Φ is factored into a decoherent
decay multiplied by a function Φ(Vm:1,Um:1) which captures the fidelity of a purely coher-
ent process. This is already an interesting realization: since the decoherent decay is fixed,
all the freedom in the evolution of the fidelity is contained in the coherent factors. An
assessment concerning the circuit’s average process fidelity must rely on a characterization
of coherent effects. Since we know that such effects are correctable through composition,
we first get:
Theorem 9: maximal average process fidelity of channel compositions
Consider m non-catastrophic channels Ai with respective unitary targets Ui and
polar decompositions Ai = Vi ◦ Di. Let the WSE decoherence constants be
γdecoh(Di) ≤ γdecoh. Then, the maximal unitary correction of the composition
Am:1 is bounded as follows:
max
W∈SU(d)
Φ(W ◦Am:1,Um:1)−
m∏
i=1
Υ(Ai) ≤
[
1
2
(
m∑
i=1
(1−Υ(A?i ))
)2
+
m∑
i=1
(1−Υ(A?i ))2
+
(
m∑
i=1
(1−Υ(A?i ))
)(
1−
m∏
i=1
Υ(Ai)
)
+ 2γ2decoh
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))2 ]
+ H.O.T.
(71a)
max
W∈SU(d)
Φ(W ◦Am:1,Um:1)−
m∏
i=1
Υ(Ai) ≥
[
− γ2decoh
m∑
i=1
(
1−
√
Φ(D?i , I)
)2
−
m∑
i=1
(1−Υ(A?i ))2
−γ2decoh
m∏
i=1
√
Φ(D?i , I)
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))2 ]
+ H.O.T. (71b)
For equable errors, the maximal unitary correction of the composition Am:1 is
essentially
∏m
i=1 Υ(Ai). A quasi-optimal choice of unitary correction is W = Um:1 ◦
(Vm:1)†.
In short, the average gate fidelity of a composite circuit is upper bounded by a decaying
envelope which is closely prescribed by the decoherent factors of its individual components:
max
W∈SU(d)
F (W ◦Am:1,Um:1) ≈ d
∏m
i=1 Φ(Di, I) + 1
d+ 1 ≈
d
∏m
i=1 Υ(Ai) + 1
d+ 1 . (72)
This unforgiving behavior harmonizes well with the more typical comprehension of deco-
herence as a limiting process.
To find the worst possible Φ(Am:1,Um:1), it suffices to use a lower bound for the
coherent factor Φ(Vm:1,Um:1). This is partially done in [8], where the inequality
Φ(Vm:1,Um:1) ≥ cos2
(
m∑
i=1
arccos
(√
Φ(Vi,Ui)
))
(73)
is shown to be saturated in even dimensions. For odd dimensions, we find the following
saturated bound:
Φ(Vm:1,Um:1) ≥
(d− 1) cos
(∑m
i=1 arccos
(
d
√
Φ(Vi,Ui)−1
d−1
))
+ 1
d

2
. (74)
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Proof. The generalization to odd dimensions almost immediately follows by looking at
the saturation case in even dimensions, which consists of commuting unitary errors of the
form (
cos(θi) − sin(θi)
sin(θi) cos(θi)
)
⊗ Id/2 . (75)
In the odd dimension case, it suffices to always pick the global phase to fix the first
eigenvalue of Vm:1(Um:1)−1 to 1. The minimization over |TrVm:1(Um:1)−1| then falls back
to the even dimensional case, since the saturation case has a real trace.
By using Φ(Vi,Ui) ≈ Φ(Ai,Ui)/Υ(Ai) we can formulate a quasi-saturated assessment
about the average process fidelity of the circuit Am:1 given a partial information about its
components Ai (in the equable scenario).
For even dimensions:
cos2
(
m∑
i=1
arccos
(√
Φ(Ai,Ui)
Υ(Ai)
))
m∏
i=1
Υ(Ai) / Φ(Am:1,Um:1) /
m∏
i=1
Υ(Ai) ; (76a)
for odd dimensions:
(d− 1) cos
∑m
i=1 arccos
d√Φ(Ai,Ui)Υ(Ai) −1
d−1
+ 1
d

2
m∏
i=1
Υ(Ai) / Φ(Am:1,Um:1) /
m∏
i=1
Υ(Ai) .
(76b)
The terms in the cosine function are very close to what was defined as “coherence angles”
in [8]. Their sum can be interpreted as a coherent buildup. In some sense, the coherence
angle is just another way to go about the notion of coherence level: it ties rcoh to an
optimal rotation angle.
5.5 Decoherence-limited operations
When individual circuit elements Ai have purely decoherent equable errors, the bounds
given by eqs. (76a) and (76b) reduce to the approximate equality Φ(Am:1,Um:1) ≈ ∏i Υ(Ai).
In fact, as long as the errors attached to the circuit elements Ai have a negligible level
of coherence, Φ(Am:1,Um:1) is still expected to closely behave like a multiplicative decay.
More rigorously, by looking more attentively at eqs. (76a) and (76b), one should quickly
realize that requiring
Φ(Ai,Ui) = Υ(Ai) +O(r2(Ai,Ui)) (77)
is sufficient to ensure
cos2
(
m∑
i=1
arccos
(√
Φ(Ai,Ui)
Υ(Ai)
))
= 1 +O(r2(Am:1,Um:1)) , (78a)
and
(d− 1) cos
∑m
i=1 arccos
d√Φ(Ai,Ui)Υ(Ai) −1
d−1
+ 1
d

2
= 1 +O(r2(Am:1,Um:1)) . (78b)
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A channel obeying the condition described by eq. (77) is said to be decoherence-limited.
The terminology is self-explanatory: a channel is decoherence-limited if the infidelity to its
target is mostly limited by its decoherent infidelity rdecoh, which cannot be (substantially)
reduced further through unitary corrections (see theorem 7). Decoherence-limited channels
count decoherent channels, but also include channels for which the infidelity of the coherent
factor plays a negligible role in the total infidelity, that is rcoh = O(r2) or, equivalently,
rcoh/r = O(r).
Decoherent channels do not form a closed set under composition; the product of two
positive semidefinite matrices is not necessarily positive semidefinite. The geometric pic-
ture is that if two positive semidefinite contractions have different axes of contraction, they
may induce (after composition) a small effective rotation. However, the small rotation fac-
tor resulting from such composition is ensured to be very close to the identity, otherwise
theorem 6 wouldn’t hold. More precisely, given two decoherent channels D1 and D2, the
composite channel D2:1 = V ◦ D′ is such that r(V, I) = O(r2(D′, I)). In other words, the
resulting channel is decoherence-limited. It is easy to see from eqs. (76a) and (76b) that
equable decoherence-limited channels form a closed set under composition; if the coher-
ence level of every channel Ai in a circuit is of order r(Ai,Ui), then the coherence level of
the total circuit is of order r(Am:1,Um:1).
5.6 Limitations
In this section, we take a closer look at the bounds appearing in theorems 1, 2 and 5 to 9
and discuss their limitations. To parse through the expressions with more ease, consider
m channels Ai = Vi ◦ Di with identical decoherent infidelity r(Di, I) = rdecoh. From this
simplification, and by using Υ(Ai) ≈ Υ(A?i ) ≈ Φ(D?i , I) ≈ Φ(Di, I), which holds up to
order r2decoh, the margin of freedom in the bounds presented in this work reduces to the
form16
C0 mr
2
decoh + C1m2r2decoh + C2 mrdecoh r(Vm:1, I) + H.O.T. , (79)
where Cis are non-negative constants at most of order 1 in the equable scenario. From
theorem 9, the total infidelity scales at most as:
r(Am:1, I) / 1−
d
(
1− d+1d rdecoh
)m
+ 1
d+ 1 = mrdecoh −
d+ 1
2d m
2r2decoh + H.O.T. , (80)
meaning that eq. (79) is always at most of order r2(Am:1, I). Hence, the bounds presented
in this work apply very well in the high-fidelity regime.
As the fidelity decreases, the leeway portrayed by eq. (79) starts being noticeable. The
appearance of quadratic terms of the form m2r2decoh is not surprising since most bounding
techniques are based on the LK approximation, which ignores some m2r2decoh contribu-
tions. To see this, consider m identical channels Ai with canonical Kraus decomposition
{√1− δI,√δP} where δ is small and P is a unitary such that P 2 = I and TrP = 0.
Simple calculations yield
Φ(A?m:1, I) = (1− δ)m = 1−mδ +
1
2m
2δ2 + H.O.T. (81)
Φ(Am:1, I) =
bm/2c∑
n=0
(
m
2n
)
(1− δ)m−2nδ2n = 1−mδ + 12m
2δ2 +
(
m
2
)
δ2 + H.O.T. (82)
16Theorem 4 also contains a term of the form r2(Vm:1), but this term disappears in the equable regime.
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Figure 3: Process fidelity of three different error channel compositions as a function of the circuit
length. The hard lines correspond to the three process fidelities Φ(Am:1, I), and the dotted lines
correspond to the bounds given by theorem 8. The color map illustrates the margin of freedom given
by the RHS of eq. (64), and the gray shaded area in the bottom plot corresponds to the limits of the
top plot. In the top figure, shade variations indicate increments of 10−4, and in the bottom figure,
increments of 10−2. The individual channels are of the form Ai = V ◦ D, where D is a dephasing
channel with Φ(D, I) = 10−4, and V is a small unitary error. The dashed line is the decaying
envelope Φm(D, I). The three compositions differ by the level of coherence of their elements Ai,
which are 10%, 1% and 0.01%. The lowest level of coherence corresponds to a decoherence-limited
scenario, in which case the decoherent envelope stays within the bounds.
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The term 12 (
∑
i(1−Υ(A?i )))2 featured in the bound of theorem 2 is essentially achieved
by the above example. However, not all the m2r2decoh terms appearing in the previous
theorems are expected to be achieved by a composition of quantum channels.
Figure 3 provides a good sense of the scaling of the bounds provided in theorem 8.
In the figure, the decoherent infidelity of individual operations is of order 10−4. The top
figure shows the bounds for circuit lengths around 102, in which case m2r2decoh is of order
10−4. The bottom figure shows the bounds for circuit lengths around 103, in which case
m2r2decoh is of order 10−2. Once the circuit length m is comparable to r−1decoh (in the example
given by fig. 3, it would be as m gets close to 104), the fidelity is no longer “small”, and
O(m2r2decoh) becomes of order 1, which renders the bounds trivial. In other words, to gain
anything valuable from the bounds in this work, the regime of consideration should be
roughly m2r2decoh / 10−1 and mrdecohr(Vm:1, I) / 10−1. Notice that in such regime, as
depicted by fig. 3, the only non-linear behavior in the composite fidelity must stem from
unitary errors alone.
6 Conclusion
In this work, we investigated a quasi-dynamical sub-parameterization of quantum channels
that we referred to as the LK approximation. A remarkable realization is that this reduced
picture still allows to closely follow the evolution of two important figures of merit, namely
the average process fidelity and the unitarity (see theorems 1 and 2).
Working with a simplified portrait sets aside superfluous subtleties and typically grants
new mathematical properties to the object of consideration. In our case, LK approximated
mappings can be parameterized as contractions in Md(C); this set of matrices offers a
much more intelligible categorization of error scenarios than the more abstruse full pro-
cess matrix parameterization. Any matrix A ∈ Md(C) has a polar decomposition V |A|
where |A| ≥ 0 and V is unitary. V corresponds to a purely coherent physical operation
V(ρ) = V ρV †, whereas the positive contraction |A| is the LK operator belonging to what
we classify as a decoherent channel (see definition 3). In a nutshell, the polar decompo-
sition in Md(C) translates into a coherent-decoherent factorization for quantum channels
(see theorem 3). We leveraged this dichotomy between types of noise to derive fundamen-
tal principles of behavior concerning our two considered figures of merit. Among other
properties, we demonstrated, up to high precision, the general monotonicity of the unitar-
ity as well as the monotonicity of the average process fidelity of circuits with decoherent
components (see theorems 4 and 5).
To pursue our analysis further, we introduced the wide-sense equable parameters
γdecoh, γcoh, which are defined through the LK parameterization (see definition 4). Equable
error channels, for which γdecoh, γcoh are not too high, include all realistic noise models
(and potentially more). Under the equability condition, we make multiple interesting
connections between individual channels and compositions thereof:
i. The infidelity of any channel can be decomposed into a sum of two terms: a decoherent
infidelity and a coherent one (respectively tied to the decoherent/coherent components
of the channel). (See theorem 8 and the discussion that immediately follows.)
ii. The unitarity, as well as the fidelity of circuits with decoherent elements, obey decay
laws. Both these decays are closely dictated by the unitarity of individual components
alone. (See theorems 5 to 7.)
iii. The decoherent decay (that is, the decay prescribed by the decoherent factors of the
circuit components) forms an upper bound to the total average process fidelity. Any
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substantial deviation from this upper bound is due to coherent effects alone (which
gives us a lower bound). (See theorems 8 and 9.)
This work was primarily cast as a stepping-stone to formulate assessments about the
performance of circuits based on partial knowledge of their constituents. While we do
provide some assertion formulas, we want to emphasize that the more fundamental intro-
duction of the LK approximation should also benefit the development of further charac-
terization schemes. Indeed, the simple parameterization offered by the LK approximation
facilitates the identification of specific noise signatures.
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Concept Definition Notes
Non-catastrophic channel Φ(A,U),Υ2(A) > 1/2 - Guarantees a unique LK operator.- Achieved given an acceptable level of control.
LK operator, A1
Highest weight canonical
Kraus operator, A1
- Contains remarkable information about Φ,
Υ.
LK approximation, A? A?(ρ) = A1ρA†1
- Replacing channels by their LK
approximation in a circuit barely affects its
fidelity and unitarity.
Decoherent channel A1 ≥ 0
- Every non-catastrophic channel has a
coherent-decoherent decomposition
A = UA ◦ DA = D′A ◦ UA.
- This definition of decoherence generalizes
the notion of decoherence in the Lindblad
picture.
Extremal dephaser
(channel)
∃ σj ∈ {σi(A1)} s.t.
1− σj  1− E[σi]
- Strongly dephases a small set of states from
the rest of the system. Since the set of states
is small, extremal dephasers can still have
high fidelity.
Extremal unitary
(channel)
Let TrU ∈ R+.
∃ λj ∈ {λi(U)} s.t.
1− Re{λj} 
1− E[Re{λi}]
- Strongly dephases a small set of states from
the rest of the system. Since the set of states
is small, extremal dephasers can still have
high fidelity.
WSE decoherence
constant, γdecoh
SD[σi] = γdecohE[1− σi] - For WSE channels, γdecoh  1/
√
E[1− σi].
WSE coherence constant
γcoh of unitary error U
Let TrU ∈ R+.
SD[Re{λi}] =
γcohE[1− Re{λi}]
- For WSE channels,
γcoh  1/
√
E[1− Re{λi}].
Equable channel
Non-catastrophic, no
extremal errors
(dephasers and unitaries).
- Excludes pathological behaviors
induced by extremal errors.
- Should apply to all realistic scenarios.
- Equable implies WSE.
Wide-sense equable
(WSE) channel
γdecoh  1/
√
E[1− σi] ,
γcoh  1/
√
E[1− Re{λi}].
- Ensures the quasi-correspondence:
Φ(DA, I) ≈ Υ(A) ≈ max
W∈SU(d)
Φ(W ◦A,U)
- Ensures the simple decay of the unitarity:
Υ(Am:1) ≈
∏
i Υ(Ai)
Average gate fidelity,
F (A,U) EHaarf|ψ〉〈ψ|(A,U)
- Is the overlap between noisy and ideal
outputs averaged over all physical inputs.
Unitarity, u(A) EHaar ‖A(|ψ〉〈ψ|−I/d)‖
2
2
‖|ψ〉〈ψ|−I/d‖22
- Is the average contraction factor of the
squared norm of the physical Bloch vectors.
Φ(A,U) (d+1)F (A,U)−1
d
- For non-catastrophic channels,
Φ(Am:1,Um:1) ≈ Φ(A?m:1,Um:1).
- For channels Ai = Vi ◦ Di with WSE errors,
Φ(Am:1,Um:1) ≈ Φ(Vm:1,Um:1)
∏
i Φ(Di, I) .
Υ2(A) (d2−1)u(A)+1
d2
- For non-catastrophic channels,
Υ(Am:1) ≈ Υ(A?m:1).
- In the WSE scenario,
Υ(Am:1) ≈
∏
i Υ(Ai) .
Infidelity, r(A,U) 1− F (A,U)
- For a channel A = V ◦ D, (with WSE error)
r = rcoh + rdecoh +O(r2) ,
where rcoh = r(V,U) and rdecoh = r(D, I).
Coherence level rcoh/r
- Quantifies the proportion to which the error
is coherent.
Decoherence-limited
channel rcoh/r = O(r)
- WSE decoherence-limited channels form a
closed set under composition.
Table 2: Summary of the main concepts addressed in this paper.
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A A noteworthy trace inequality
This section is dedicated to demonstrating a useful trace inequality.
Lemma 3: Noteworthy trace inequality
Let A,B ∈ Md(C) be Hermitian matrices with eigenvalues of at most ρA, ρB
respectively. Then,
TrAB
d
≥ ρBTrA
d
+ ρA
TrB
d
− ρAρB . (83)
Proof. We first show this inequality for positive semi-definite matrices with eigenvalues of
at most 1, under the condition that
d < bTrAc+ bTrBc+ 2 . (84)
In such case, the inner product is minimized by the sum of eigenvalues paired in opposite
order [39] (it’s a matrix equivalent to the Hardy-Littlewood rearrangement inequality):
TrAB
d
≥ 1
d
∑
i
λ↑i (A)λ
↓
i (B) . (85)
This is in turn minimized when both {λi(A)} and {λi(B)} are maximized in terms of
strong majorization. Since the eigenvalues are between zero and 1, both majorizations
have a simple form:
λi(A) =

1 for i ≤ bTrAc
TrA− bTrAc for i = bTrAc+ 1
0 otherwise .
(86)
λi(B) =

1 for i ≤ bTrBc
TrB − bTrBc for i = bTrBc+ 1
0 otherwise .
(87)
With such spectrum and the condition d < bTrAc+ bTrBc+ 2, we are ensured that
1
d
∑
i
λ↑i (A)λ
↓
i (B) =
TrA
d
+ TrB
d
− 1 , (88)
which, together with eq. (85), yields eq. (83) in this simpler case.
Now, consider the general case of Hermitian matrices A,B with eigenvalues of at most
ρA, ρB respectively. Let A = (A + nAI) − nAI, B = (B + nBI) − nBI, for nA, nB ∈ R+,
and consider the following expansion:
TrAB
d
= Tr(A+ nAI)(B + nBI)
d
− nATr(B + nBI)
d
− nBTr(A+ nAI)
d
+ nAnB
= (ρA + nA)(ρB + nB)
Tr
(
A+nAI
ρA+nA
) (
B+nBI
ρB+nB
)
d
− nATrB
d
− nBTrA
d
− nAnB (89)
Now, let’s pick nA, nB large enough so that
i. A+ nAI, B + nBI ≥ 0 ,
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ii. d < bTr
(
A+nAI
ρA+nA
)
c+ bTr
(
B+nBI
ρB+nB
)
c+ 2 .
For i we can simply pick nA ≥ minλ(A), nB ≥ minλ(B). To see why ii is also possible,
realize that
lim
nA→∞
⌊
Tr
(
A+ nAI
ρA + nA
)⌋
= d , (90)
meaning that there exists a finite nA such that ii is fulfilled. Moreover, realize that the
maximum eigenvalue of both A+nAIρA+nA and
B+nBI
ρB+nB is upper-bounded by 1 by construction.
Combining all this, we get
Tr
(
A+nAI
ρA+nA
) (
B+nBI
ρB+nB
)
d
≥
Tr
(
A+nAI
ρA+nA
)
d
+
Tr
(
B+nBI
ρB+nB
)
d
− 1 , (91)
since this corresponds to our initial simpler case. Substituting eq. (91) into eq. (89) and
simplifying, we get eq. (83) which completes the proof.
This inequality pairs well with the well-known Von-Neuman’s trace inequality, as when
TrAB ≥ 0, lemma 3 provides a much better lower bound. To see this, consider the
following inequality which is trivially derived from Von’s Neumann’s trace inequality:
Lemma 4: Flavored Von Neumann’s trace inequality
Let A,B ∈Md(C) be matrices with spectral radius of at most ρA, ρB respectively.
Then, ∣∣∣∣TrABd
∣∣∣∣ ≤ min(ρBTr |A|d , ρATr |B|d
)
. (92)
Recalling that ‖A‖22 = TrA†A and using those two last inequalities, we get the following
norm inequality:
Lemma 5: Norm inequality
Consider two matrices A,B with spectral radius of at most 1. Then,
‖A‖22
d
+ ‖B‖
2
2
d
− 1 ≤ ‖AB‖
2
2
d
≤ min
(
‖A‖22
d
,
‖B‖22
d
)
. (93)
B Proofs of the main results
B.1 Notation and remarks
Before we start proving theorems 1 and 2, let’s introduce some handy notation. The ith
canonical Kraus operator of a channel Aj is denoted Aji . Let a ≥ b; we denote
Aa:b~i = A
a
ia−b+1A
a−1
ia−b · · ·Ab+1i2 Abi1 , (94)
where~i ∈ Na−b+1 simply contains indices ik ∈ {1, · · · , d2}. Finally we denote~1 = (1, · · · , 1)
for which the dimension is left implicit.
Remark that the set {Am:1~i } consist of a valid Kraus decomposition for the composite
channel Am:1, and can be used to calculate Φ(Am:1,Um:1) and Υ(Am:1) through eqs. (10)
Accepted in Quantum 2019-07-29, click title to verify 35
and (13) respectively. However, these Kraus operators are generally not orthogonal to one
another (this is not the canonical decomposition), which prevents the same proof technique
as in lemmas 1 and 2.
B.2 Proof of the evolution theorem 1
Proof. Using Ho¨lder’s inequality, we get
Υ2(Am:1) =
∑
~i
(‖Am:1~i ‖22
d
)2
(95)
≤ max
~i
‖Am:1~i ‖22
d
∑
~j
‖Am:1~j ‖22
d
(Ho¨lder ineq.)
= max
~i
‖Am:1~i ‖22
d
. (TP condition)
One might have a (justified) hunch that argmax
~i
‖Am:1
~i
‖22
d = ~1 in non-catastrophic noise
scenarios. To show this, consider ~i with ik 6= 1 for some k ∈ {1, · · · ,m}. Using the
properties of contractions, we have
‖Am:1~i ‖22
d
≤ ‖A
k
ik
‖22
d
(Contractions)
≤ 1− ‖A
k
1‖22
d
(TP condition)
< 1/2 . (Non-catastrophic)
Hence, if we suppose argmax
~i
‖Am:1
~i
‖22
d 6= ~1, we have
Υ2(Am:1) < 1/2 , (96)
which cannot be respected if the channelAm:1 is non-catastrophic. Hence, by contradiction
we have
Υ2(Am:1) ≤
‖Am:1~1 ‖22
d
= Υ(A?m:1) . (97)
From there we get
Υ2(Am:1) =
(‖Am:1~1 ‖22
d
)2
+
∑
~i 6=~1
(‖Am:1~i ‖22
d
)2
≤ Υ2(A?m:1) +
∑
~i 6=~1
‖Am:1~i ‖22
d
2
= Υ2(A?m:1) +
(
1− ‖A
m:1
~1 ‖22
d
)2
(TP condition)
= Υ2(A?m:1) + (1−Υ(A?m:1))2 (98)
≤ Υ2(A?m:1) +
(
1−Υ2(Am:1)
)2
. (Equation (97))
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B.3 Proof of the evolution theorem 2
Proof. We will show that the inequality eq. (27) holds for m = 2n, ∀n ∈ N. This suffices
since ifN < 2n, then we can append I2n−N :1 to the compositionAN :1 so thatAN :1◦I2n−N :1
is a composition of length 2n. Appending I2n−N :1 has no effect on eq. (27).
From the definition of Φ, we have that Φ(Am:1,Um:1) − Φ(A?m:1,Um:1) ≥ 0, so it only
remains to derive an upper bound on Φ(Am:1,Um:1) − Φ(A?m:1,Um:1). Our approach will
be to split the sum as follows:
1
d2
∑
~i 6=~1
∣∣∣〈Am:1~i , Um:1〉∣∣∣2 = 1d2 ∑
~i 6=~1
∣∣∣∣〈Am:m2 +1~i Am2 :1~1 , Um:1
〉∣∣∣∣2 + 1d2 ∑
~j 6=~1
∣∣∣∣〈Am:m2 +1~1 Am2 :1~j , Um:1
〉∣∣∣∣2
+ 1
d2
∑
~i 6=~1
~j 6=~1
∣∣∣∣〈Am:m2 +1~i Am2 :1~j , Um:1
〉∣∣∣∣2 . (99)
The double sum (last term) can be bounded via Cauchy-Schwarz inequality followed by
the usage of lemma 5:
1
d2
∑
~i 6=~1
~j 6=~1
∣∣∣∣〈Am:m2 +1~i Am2 :1~j , Um:1
〉∣∣∣∣2 ≤∑
~i 6=~1
~j 6=~1
‖Am:
m
2 +1
~i
‖22
d
‖A
m
2 :1
~j
‖22
d
(Cauchy-Schwarz ineq.)
≤
1− ‖Am:
m
2 +1
~1 ‖22
d
1− ‖A
m
2 :1
~1 ‖22
d
 (TP condition)
≤
 m∑
i=m2 +1
(
1− ‖A
i
1‖22
d
)m/2∑
j=1
(
1− ‖A
j
1‖22
d
)
(Lemma 5)
≤
 m∑
i=m2 +1
(1−Υ(A?i ))
m/2∑
j=1
(1−Υ(A?j ))
 . (100)
With regards to the first two terms on the RHS of eq. (99), let’s split them both into three
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terms once again:
1
d2
∑
~i 6=~1
∣∣∣∣〈Am:m2 +1~i Am2 :1~1 , Um:1
〉∣∣∣∣2 = 1d2 ∑
~i 6=~1
∣∣∣∣〈Am: 3m4 +1~i A 3m4 :1~1 , Um:1
〉∣∣∣∣2
+ 1
d2
∑
~i 6=~1
∣∣∣∣〈Am: 3m4 +1~1 A 3m4 :m2 +1~j Am2 :1~1 , Um:1
〉∣∣∣∣2
+ 1
d2
∑
~i 6=~1
~j 6=~1
∣∣∣∣〈Am: 3m4 +1~i A 3m4 :m2 +1~j Am2 :1~1 , Um:1
〉∣∣∣∣2 . (101a)
1
d2
∑
~i 6=~1
∣∣∣∣〈Am:m2 +1~1 Am2 :1~i , Um:1
〉∣∣∣∣2 = 1d2 ∑
~i 6=~1
∣∣∣∣〈Am:m2 +1~1 Am2 :m4 +1~i Am4 :1~1 , Um:1
〉∣∣∣∣2
+ 1
d2
∑
~j 6=~1
∣∣∣∣〈Am:m4 +1~1 Am4 :1~j , Um:1
〉∣∣∣∣2
+ 1
d2
∑
~i 6=~1
~j 6=~1
∣∣∣∣〈Am:m2 +1~1 Am2 :m4 +1~i Am4 :1~j , Um:1
〉∣∣∣∣2 . (101b)
The double sums on the RHS of eqs. (101a) and (101b) can be upper bounded using the
same technique as earlier, which yields
1
d2
∑
~i 6=~1
~j 6=~1
∣∣∣∣〈Am: 3m4 +1~i A 3m4 :m2 +1~j Am2 :1~1 , Um:1
〉∣∣∣∣2 + 1d2 ∑
~i 6=~1
~j 6=~1
∣∣∣∣〈Am:m2 +1~1 Am2 :m4 +1~i Am4 :1~j , Um:1
〉∣∣∣∣2
≤
 m∑
i= 3m4 +1
(1−Υ(A?i ))

 3m/4∑
j=m2 +1
(1−Υ(A?j ))
+
 m/2∑
i=m4 +1
(1−Υ(A?i ))
m/4∑
j=1
(1−Υ(A?j ))
 .
(102)
By iterating the same subdivision technique, we end up with
1
d2
∑
~i 6=~1
∣∣∣〈Am:1~i , Um:1〉∣∣∣2 ≤ n∑
i=1
2i−1∑
j=1

2n
2i
(2i−2j+2)∑
k= 2n
2i
(2i−2j+1)+1
(1−Υ(A?k))


2n
2i
(2i−2j+1)∑
k= 2n
2i
(2i−2j)+1
(1−Υ(A?k))

+ 1
d2
j=m∑
j=1
i 6=1
∣∣∣〈Am:j+1~1 AjiAj−1:1~1 , Um:1〉∣∣∣2 (103)
Bounding the first term on the RHS can be done by alternating between the AM-GM
inequality and square completions. First let’s perform the AM-GM inequality on the
terms of the summation restricted to i = n:
2n−1∑
j=1
(1−Υ(A?2n−2j+2))(1−Υ(A?2n−2j+1)) ≤
1
4
2n−1∑
j=1
 2n−2j+2∑
k=2n−2j+1
(1−Υ(A?k))
2 . (104)
Then, let’s add in the terms with index i = n− 1 and complete the squares (taking n = 3
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as an example is recommended):
n∑
i=n−1
2i−1∑
j=1

2n
2i
(2i−2j+2)∑
k= 2n
2i
(2i−2j+1)+1
(1−Υ(A?k))


2n
2i
(2i−2j+1)∑
k= 2n
2i
(2i−2j)+1
(1−Υ(A?k))

≤ 14
2n−1∑
j=1
 2n−2j+2∑
k=2n−2j+1
(1−Υ(A?k))
2
+
2n−2∑
j=1
 2(2n−1−2j+2)∑
k=2(2n−1−2j+1)+1
(1−Υ(A?k))
 2(2n−1−2j+1)∑
k=2(2n−1−2j)+1
(1−Υ(A?k))
 , (eq. (104))
≤ 14
2n−2∑
j=1
 2(2n−1−2j+2)∑
k=2(2n−1−2j)+1
(1−Υ(A?k))
2
+ 12
2n−2∑
j=1
 2(2n−1−2j+2)∑
k=2(2n−1−2j+1)+1
(1−Υ(A?k))
 2(2n−1−2j+1)∑
k=2(2n−1−2j)+1
(1−Υ(A?k))

(Square completions)
≤ 38
2n−2∑
j=1
 2(2n−1−2j+2)∑
k=2(2n−1−2j)+1
(1−Υ(A?k))
2 . (AM-GM ineq.)
Similarly, we can then add in the terms with index i = n − 2, complete the squares and
use the AM-GM inequality on the leftover summation:
n∑
i=n−2
2i−1∑
j=1

2n
2i
(2i−2j+2)∑
k= 2n
2i
(2i−2j+1)+1
(1−Υ(A?k))


2n
2i
(2i−2j+1)∑
k= 2n
2i
(2i−2j)+1
(1−Υ(A?k))

≤ 716
2n−3∑
j=1
 4(2n−2−2j+2)∑
k=4(2n−2−2j)+1
(1−Υ(A?k))
2 . (105)
Repeating this procedure until i = 1, we get
n∑
i=1
2i−1∑
j=1

2n
2i
(2i−2j+2)∑
k= 2n
2i
(2i−2j+1)+1
(1−Υ(A?k))


2n
2i
(2i−2j+1)∑
k= 2n
2i
(2i−2j)+1
(1−Υ(A?k))

≤
(1
2 −
1
2n+1
)( m∑
i=1
(1−Υ(A?i ))
)2
. (106)
The last term on the RHS of eq. (103) is upper-bounded using an alternate technique.
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First, we get
j=m∑
j=1
i 6=1
∣∣∣〈Am:j+1~1 AjiAj−1:1~1 , Um:1〉∣∣∣2
d2
=
j=m∑
j=1
i 6=1
∣∣∣〈Am:j+1~1 AjiAj−1:1~1 , Um:1〉∣∣∣2 · ‖Aji‖22d
≤ max
j
i 6=1
∣∣∣〈Am:j+1~1 AjiAj−1:1~1 , Um:1〉∣∣∣2
k=m∑
k=1
`6=1
‖Ak` ‖22
d

(Ho¨lder’s ineq.)
= max
j
i 6=1
∣∣∣〈Aji , (Am:j+1~1 )†Um:1(Aj−1:1~1 )†〉∣∣∣2 m∑
k=1
(
1− ‖A
k
1‖22
d
)
(TP condition)
= max
j
i 6=1
∣∣∣〈Aji , (Am:j+1~1 )†Um:1(Aj−1:1~1 )†〉∣∣∣2 m∑
k=1
(1−Υ(A?k)) .
(107)
For fixed j, {Aji} forms an orthonormal basis. Since ‖(Am:j+1~1 )†U
m:1(Aj−1:1~1 )
†‖22 ≤ 1
(contractions), we have that, for any j:
max
i 6=1
∣∣∣〈Aji , (Am:j+1~1 )†Um:1(Aj−1:1~1 )†〉∣∣∣2 ≤ 1− ∣∣∣〈Am:j+1~1 Aj1Aj−1:1~1 , Um:1〉∣∣∣2
= 1−
∣∣∣〈Am:j+1~1 Aj1Aj−1:1~1 , Um:1〉∣∣∣2
d‖Aj1‖22
= 1− Φ(A
?
m:1,Um:1)
Υ(A?j )
≤ 1− Φ(A?m:1,Um:1) . (108)
Combining eqs. (103) and (106) to (108) yields
Φ(Am:1,Um:1)− Φ(A?m:1,Um:1) ≤
(1
2 −
1
2n+1
)( m∑
i=1
(1−Υ(A?i ))
)2
+ (1− Φ(A?m:1,Um:1))
m∑
i=1
(1−Υ(A?i )) . (109)
To obtain obtain a lower bound that doesn’t involve the LK approximation, we substitute
Φ(A?m:1,Um:1) by its lower bound, and Υ(A?i ) ≥ Υ2(Ai):
Φ(Am:1,Um:1)− Φ(A?m:1,Um:1)
≤ 12
(
m∑
i=1
(1−Υ2(Ai))
)2
+ (1− Φ(Am:1,Um:1))
m∑
i=1
(
1−Υ2(Ai)
)
+ 12
(
m∑
i=1
(1−Υ2(Ai))
)3
+ (1− Φ(A?m:1,Um:1))
(
m∑
i=1
(
1−Υ2(Ai)
))2
. (110)
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B.4 Proof of theorem 6
The simplest route to prove theorems 5 to 8 is probably to start with the demonstration
of theorem 6.
Proof. Given m decoherent channels Di with respective LK operators Di1, we first want
to bound the behavior of √
Φ(D?m:1, I) =
Tr
(|Dm1 | · · · |D11|)
d
(111)
as a function of the
√
Φ(D?i , I)s. Let’s express the LK operators as |Di1| =
√
Φ(D?i , I)Id + ∆i,
and apply a telescopic expansion:
Tr
(|Dm1 | · · · |D11|)
d
=
m∏
i=1
√
Φ(D?i , I) +
m∑
j=1
Tr
(
|Dm1 | · · · |Dj+11 |∆j
)
d
j−1∏
i=1
√
Φ(D?i , I)
(Telescopic sum)
=
m∏
i=1
√
Φ(D?i , I) +
(
m∏
i=1
√
Φ(D?i , I)
)
m∑
j=1
Tr ∆j
d
/
√
Φ(D?j , I)
+
m∑
j=1
m∑
k=j+1
Tr
(
|Dm1 | · · · |Dk+11 |∆k∆j
)
d
k−1∏
i=1
i 6=j
√
Φ(D?i , I) .
(Telescopic sum, again)
By construction, Tr ∆i = 0, which leaves us with
∣∣∣∣∣√Φ(D?m:1, I)−
m∏
i=1
√
Φ(D?i , I)
∣∣∣∣∣ ≤
∣∣∣∣∣∣∣∣
m∑
j=1
m∑
k=j+1
Tr
(
|Dm1 | · · · |Dk+11 |∆k∆j
)
d
k−1∏
i=1
i 6=j
√
Φ(D?i , I)
∣∣∣∣∣∣∣∣
≤
m∑
j=1
m∑
k=j+1
∣∣∣∣∣∣
Tr
(
|Dm1 | · · · |Dk+11 |∆k∆j
)
d
∣∣∣∣∣∣
k−1∏
i=1
i 6=j
√
Φ(D?i , I)
(Triangle ineq.)
≤
m∑
j=1
m∑
k=j+1
∣∣∣∣∣∣
Tr
(
|Dm1 | · · · |Dk+11 |∆k∆j
)
d
∣∣∣∣∣∣ (Φ(D?i , I) ≤ 1)
≤
m∑
j=1
m∑
k=j+1
‖|Dm1 | · · · |Dk+11 |∆k‖2√
d
‖∆j‖2√
d
(Cauchy-Schwarz ineq.)
≤
m∑
j=1
m∑
k=j+1
‖∆k‖2√
d
‖∆j‖2√
d
(Contractions)
This is where definition 4 (equability) comes in handy, since it essentially states that
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‖∆i‖2√
d
= γdecoh(Di)
(
1−
√
Φ(D?i , I)
)
. From there, we have∣∣∣∣∣√Φ(D?m:1, I)−
m∏
i=1
√
Φ(D?i , I)
∣∣∣∣∣ ≤ γ2decoh
m∑
i=1
m∑
j=i+1
(
1−
√
Φ(D?j , I)
)(
1−
√
Φ(D?i , I)
)
(112)
≤ γ2decoh
m∑
i=1
m∑
j=i+1
(
1−
√
Φ(D?j , I)
)(
1−
√
Φ(D?i , I)
)
+ γ
2
decoh
2
m∑
i=1
(
1−
√
Φ(D?j , I)
)2
(Adding a positive term)
= γ
2
decoh
2
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))2
(113)
A few straightforward algebraic manipulations on eq. (113) yield∣∣∣∣∣Φ(D?m:1, I)−
m∏
i=1
Φ(D?i , I)
∣∣∣∣∣ ≤ γ2decoh
m∏
i=1
√
Φ(D?i , I)
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))2
+ γ
4
decoh
4
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))4
. (114)
Using a simple telescopic expansion and lemma 1 and theorem 2, we have
m∏
i=1
Φ(Di, I)−
m∏
i=1
Φ(D?i , I) =
m∑
j=1
 m∏
i=j+1
Φ(Di, I)
(Φ(Dj , I)− Φ(D?j , I))
j−1∏
i=1
Φ(D?i , I)

≤
m∑
i=1
(1−Υ(D?i )) (1− Φ(Di, I)) . (115)
From the triangle inequality we have∣∣∣∣∣Φ(Dm:1, I)−
m∏
i=1
Φ(Di, I)
∣∣∣∣∣ ≤ |Φ(Dm:1, I)− Φ(D?m:1, I)|+
∣∣∣∣∣Φ(D?m:1, I)−
m∏
i=1
Φ(D?i , I)
∣∣∣∣∣
+
∣∣∣∣∣
m∏
i=1
Φ(D?i , I)−
m∏
i=1
Φ(Di, I)
∣∣∣∣∣ . (116)
Applying theorem 2 and eqs. (114) and (115) on the RHS yields eq. (58).
B.5 Proof of theorem 5
Proof. First, we derive an upper bound for Υ2(Am:1):
Υ2(Am:1) ≤ Υ2(A?m:1) + (1−Υ(Astarm:1))2 =
(
‖Am:11 ‖22
d
)2
+ (1−Υ(A?m:1))2
(Theorem 1)
≤ min
i
(
‖Ai1‖22
d
)2
+ (1−Υ(A?m:1))2 (Lemma 5)
≤ min
i
Υ2(Ai) + (1−Υ(A?m:1))2 . (Lemma 1)
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Before taking the square root on each side, notice that for any  ≤ 0, the non-catastrophic
condition enforces that
√
Υ2(Ai) +  ≤ Υ(Ai) + /
√
2. Indeed, since Υ(Ai) > 1/
√
2,
1−√2Υ(Ai) < 0
⇒(1−√2Υ(Ai)− /2) < 0
⇒Υ2(Ai) +  < Υ2(Ai) +
√
2Υ(Ai) + 2/2
⇒
√
Υ2(Ai) +  < Υ(Ai) + /
√
2 . (117)
Hence,
Υ(Am:1) ≤ min
i
Υ(Ai) + (1−Υ(A?m:1))2/
√
2 , (118)
min
i
Υ(Ai) + (1−Υ2(Am:1))2/
√
2 (119)
which corresponds to the quasi-monotonicity statement. We then derive a lower bound
on Υ(Am:1):
1−Υ(Am:1) ≤ 1−Υ(A?m:1) (Theorem 1)
= 1− ‖A
m:1
1 ‖22
d
≤
m∑
i=1
(
1− ‖A
i
1‖22
d
)
(Lemma 5)
≤
m∑
i=1
(
1−
√
Υ2(Ai)− (1−Υ2(Ai))2
)
. (Lemma 1)
Direct computation suffices to show that for Υ(Ai) ∈ [2−1/2, 1],
√
Υ2(Ai)− (1−Υ2(Ai))2 ≤
Υ(Ai)− (1−Υ2(Ai))2, hence
1−Υ(Am:1) ≤
m∑
i=1
(1−Υ(Ai)) + (1−Υ2(Ai))2 , (120)
which corresponds to the quasi-subadditivity property. To derive the approximate multi-
plicativity statement, let’s factor the decoherent channels into their (left) polar decompo-
sition Ai = Di ◦ Vi. By relabeling (Vi:1)−1 ◦ Di ◦ Vi:1 = D′i, we have
Υ(A?m:1) =
√
Φ(D′?1 · · · D′?mD′?m:1, I) . (121)
From definition 4, we have that Υ(A?i ) − Φ(D′?i , I) ≤ γ2decoh
(
1−√Φ(D′?i , I))2. We can
use a telescopic expansion to get
∏
i
Υ(A?i )−
∏
i
Φ(D′?i , I) =
m∑
j=1
 m∏
i=j+1
Υ(A?i )
 (Υ(A?i )− Φ(D′?i , I))
j−1∏
i=1
Φ(D′?i , I)

(Telescopic sum)
≤ γ2decoh
m∑
j=1
 m∏
i=j+1
Υ(A?i )
(1−√Φ(D′?i , I))2
j−1∏
i=1
Φ(D′?i , I)

(122)
≤ γ2decoh
m∑
i=1
(
1−
√
Φ(D′?i , I)
)2
= γ2decoh
m∑
i=1
(
1−
√
Φ(D?i , I)
)2
. (123)
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Using this, triangle inequality and eq. (112), we get∣∣∣∣∣Υ(A?m:1)−∏
i
Υ(A?i )
∣∣∣∣∣ ≤
∣∣∣∣∣√Φ(D′?1 · · · D′?mD′?m:1, I)−∏
i
Φ(D′?i , I)
∣∣∣∣∣
+
∣∣∣∣∣∏
i
Φ(D′?i , I)−
∏
i
Υ(A?i )
∣∣∣∣∣ (Triangle ineq.)
≤ 4γ2decoh
m∑
i=1
m∑
j=i+1
(1−
√
Φ(D′?j , I))(1−
√
Φ(D′?i , I))
+ 2γ2decoh
∑
i
(
1−
√
Φ(D′?i , I)
)2
(Equations (112) and (123))
= 2γ2decoh
(
m∑
i=1
(
1−
√
Φ(D′?i , I)
))2
(Complete the square)
= 2γ2decoh
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))2
. (124)
Notice that a usage of theorem 1 allows to translate Υ(A?m:1) into Υ(Am:1):
(1−Υ(A?m:1))2 ≥ Υ2(Am:1)−Υ2(A?m:1) (Theorem 1)
= (Υ(Am:1)−Υ(A?m:1)) (Υ(Am:1) + Υ(A?m:1))
> Υ(Am:1)−Υ(A?m:1) . (Non-catastrophic condition)
To remove the LK approximations from ∏i Υ(A?i ), we use
∏
i
Υ(Ai)−
∏
i
Υ(A?i ) =
m∑
j=1
m∏
i=j+1
Υ(Ai)(Υ(Aj)−Υ(A?j ))
j−1∏
i=1
Υ(A?i ) (125)
≤
m∑
j=1
(Υ(Aj)−Υ(A?j )) (126)
≤
m∑
j=1
(1−Υ(A?j ))2 . (127)
Using the triangle inequality and eqs. (123), (124) and (127) and theorem 1 yields∣∣∣∣∣Υ(Am:1)−∏
i
Υ(Ai)
∣∣∣∣∣ ≤ (1−Υ(A?m:1))2 +
m∑
j=1
(1−Υ(A?j ))2
+ γ2decoh
m∑
i=1
(
1−
√
Φ(D?i , I)
)2
+ 2γ2decoh
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))2
(128)
Invoking theorem 7 allows to naturally translates between Φ(D?i , I) and Υ(Ai), which
completes the proof.
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B.6 Proof of theorem 7
Proof. Let σi be the singular values of the LK operator of A. The first part of the proof
revolves around
E(σ2i ) ≤ E(σi) ≤
√
E(σ2i ) , (129)
which implies that
Υ2(A?) ≤ (E(σi))2 ≤ Υ(A?) . (130)
First, let’s demonstrate the lower bound eq. (61b):
max
V ∈SU(d)
Φ(V ◦ A,U) ≥ max
V ∈SU(d)
Φ(V ◦ A?,U) (Theorem 2)
= (E(σi))2 (131)
≥ Υ2(A?) (Equation (130))
≥ Υ2(A)− (1−Υ2(A))2 . (Lemma 1)
Demonstrating the upper bound eq. (61a) follows the same reasoning:
max
V ∈SU(d)
Φ(V ◦ A,U) ≤ Υ(A?) max
V ∈SU(d)
Φ(V ◦ A?,U) + (1−Υ(A?)) + 12(1−Υ(A
?))2
(Equation (109))
= Υ(A?) (E(σi))2 + (1−Υ(A?)) + 12(1−Υ(A
?))2
≤ Υ2(A?) + (1−Υ(A?)) + 12(1−Υ(A
?))2 (Equation (130))
= Υ(A?) + 32(1−Υ(A
?))2
≤ Υ(A) + 32(1−Υ
2(A))2 . (Lemma 1 and eq. (97))
To tighten the lower bound at line 131, we may use the WSE decoherence constant:
(E(σi))2 = Υ(A?)− γ2decoh(1− E(σi))2 (Equability)
≥ Υ(A?)− γ2decoh(1−Υ(A?))2 (Equation (130))
≥ Υ(A)− (1−Υ(A?))2 − γ2decoh(1−Υ(A?))2 (Lemma 1)
≥ Υ(A)− (1 + γ2decoh)(1−Υ2(A))2 , ((Υ2(A) ≤ Υ(A?)))
which completes the proof.
B.7 Proof of theorem 4
Proof. First, we derive an upper bound for Φ(V ◦ Dm:1, I):
Φ(V ◦ Dm:1, I) ≤ Φ(V ◦ D?m:1, I)
+ 12
(
m∑
i=1
(1−Υ(D?i ))
)2
+ (1− Φ(V ◦ D?m:1, I))
m∑
i=1
(1−Υ(D?i )) .
(Theorem 2)
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Using lemmas 2 and 4, we get (let Dji be the ith canonical Kraus operator of Dj)
Φ(V ◦ D?m:1, I) ≤
∣∣∣∣∣Tr
(
V |Dm1 | · · · |D11|
)
d
∣∣∣∣∣
2
≤ min
i
∣∣∣∣∣Tr |Di1|d
∣∣∣∣∣
2
(Lemma 4)
≤ min
i
Φ(Di, I) , (Lemma 2)
which yields the quasi-monotonicity statement. Now, we derive a lower bound for Φ(V ◦ Dm:1, I):
1−
√
Φ(V ◦ Dm:1, I) ≤ 1−
√
Φ(V ◦ D?m:1, I) (Theorem 2)
= 1−
∣∣∣∣∣Tr
(
V |Dm1 | · · · |D11|
)
d
∣∣∣∣∣ (132)
At this point, it seems tempting to use lemma 3, but recall that V is generally not Her-
mitian. However, we can get by as follows
1−
√
Φ(V ◦ Dm:1, I) ≤ 1−
∣∣∣∣∣Re
{
Tr
(
V |Dm1 | · · · |D11|
)
d
}∣∣∣∣∣
= 1−
∣∣∣∣∣Tr
(
Re(V )|Dm1 | · · · |D11|
)
d
∣∣∣∣∣ , (133)
where Re(V ) := (V + V †)/2 is Hermitian, which allows us to use lemma 3:
1−
√
Φ(V ◦ Dm:1, I) ≤
(
1−
∣∣∣∣Tr Re(V )d
∣∣∣∣)+ m∑
i=1
(
1−
∣∣∣∣∣Tr |Di1|d
∣∣∣∣∣
)
(Lemma 3)
WOLOG, we pick the global phase of V such that
√
Φ(V, I) = TrV/d ∈ R+. From there
we get
1−
√
Φ(V ◦ Dm:1, I) ≤
(
1−
√
Φ(V, I)
)
+
m∑
i=1
(
1−
√
Φ(D?i , I)
)
. (134)
To remove the square roots and the star, let’s use 1− x/2− x2/2 ≤ √1− x ≤ 1− x/2 for
x ∈ [0, 1] and lemma 2:
1− Φ(V ◦ Dm:1, I) ≤ (1− Φ(V, I)) +
m∑
i=1
(1− Φ(Di, I))
+ (1− Φ(V, I))2 +
m∑
i=1
(1− Φ(D?i , I))2 +
m∑
i=1
(1− Φ(Di, I))(1−Υ2(Di))
(135)
which corresponds to the quasi-subadditivity property.
B.8 Proof of theorem 8
Proof. Our goal is to bound∣∣∣∣∣Tr
(
V |Dm1 | · · · |D11|
)
d
∣∣∣∣∣
2
=
∣∣∣∣∣Re
{
Tr
(
V |Dm1 | · · · |D11|
)
d
}∣∣∣∣∣
2
+
∣∣∣∣∣Im
{
Tr
(
V |Dm1 | · · · |D11|
)
d
}∣∣∣∣∣
2
.
(136)
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Proving theorem 8 is very similar to proving theorem 6, but the appended unitary V
requires some extra care. Let’s first bound the amplitude of the imaginary term. WOLOG,
we pick the global phase of V such that
√
Φ(V, I) = TrV/d ∈ R+.∣∣∣∣∣Im
{
Tr
(
V |Dm1 | · · · |D11|
)
d
}∣∣∣∣∣ =
∣∣∣∣∣Im
{
Tr
[
(V − Tr(V )/d I)(|Dm1 | · · · |D11| − Tr(|Dm1 | · · · |D11|)/d I)
d
]}∣∣∣∣∣
(Adding real terms.)
≤
∣∣∣∣∣Tr
[
(V − Tr(V )/d I)(|Dm1 | · · · |D11| − Tr(|Dm1 | · · · |D11|)/d I)
d
]∣∣∣∣∣
≤ ‖V − Tr(V )/dI‖2√
d
‖|Dm1 | · · · |D11| − Tr(|Dm1 | · · · |D11|)/dI‖2√
d
(Cauchy-Schwarz ineq.)
=
√
1− Φ(V, I)
√
Υ(D?m:1)− Φ(D?m:1, I) . (137)
We know from theorem 5 that Υ(D?m:1) ≈
∏
i Υ(D?i ). We also know from theorem 7
that Υ(D?i ) ≈ Φ(D?i , I). From theorem 6 we know that
∏
i Φ(D?i , I) ≈ Φ(D?m:1, I). By
combining this information, we have that Υ(D?m:1) ≈ Φ(D?m:1, I). More precisely, by using
eqs. (114), (123) and (124), we get∣∣∣∣∣Im
{
Tr
(
V |Dm1 | · · · |D11|
)
d
}∣∣∣∣∣
2
≤ (1− Φ(V, I))
[
γ2decoh
m∏
i=1
√
Φ(D?i , I)
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))2
+ γ
4
decoh
4
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))4
+ γ2decoh
m∑
i=1
(
1−
√
Φ(D?i , I)
)2
+ 2γ2decoh
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))2 ]
, (138)
meaning that the imaginary term is absolutely insignificant. To bound the real part of
the trace, we mimic most of the proof technique used to prove theorem 6. Let’s express
the LK operators as |Di1| =
√
Φ(D?i , I)Id + ∆i and V =
√
Φ(V, I)Id + ∆m+1, and apply a
first telescopic expansion:
Re
{
Tr
[
V |Dm1 | · · · |D11|
d
]}
=
√
Φ(V, I)
m∏
i=1
√
Φ(D?i , I)
+
m∑
j=1
Re
{
Tr
[
V |Dm1 | · · · |Dj+11 |∆j
d
]} j−1∏
i=1
√
Φ(D?i , I)
(Telescopic sum)
By applying the expansion again, and use Tr ∆i = 0, we get:
Re
{
Tr
[
V |Dm1 | · · · |D11|
d
]}
=
√
Φ(V, I)
m∏
i=1
√
Φ(D?i , I)
+
m∑
j=1
m∑
k=j+1
Re
Tr
(
V |Dm1 | · · · |Dk+11 |∆k∆j
)
d

k−1∏
i=1
i 6=j
√
Φ(D?i , I)
+
m∑
j=1
Re
{Tr (∆m+1∆j)
d
} m∏
i=1
i 6=j
√
Φ(D?i , I) .
(Telescopic sum, again)
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After a simple application of the triangle inequality, we get
∣∣∣∣∣Re
{
Tr
[
V |Dm1 | · · · |D11|
d
]}
−
√
Φ(V, I)
m∏
i=1
√
Φ(D?i , I)
∣∣∣∣∣ ≤
∣∣∣∣∣∣∣∣
m∑
j=1
Re
{Tr (∆m+1∆j)
d
} m∏
i=1
i 6=j
√
Φ(D?i , I)
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣
m∑
j=1
m∑
k=j+1
Re
Tr
(
V |Dm1 | · · · |Dk+11 |∆k∆j
)
d

k−1∏
i=1
i 6=j
√
Φ(D?i , I)
∣∣∣∣∣∣∣∣
(139)
The second term on the RHS is upper-bounded by the exact same technique as in theorem 6
(see the derivation of eq. (113)):∣∣∣∣∣∣∣∣
m∑
j=1
m∑
k=j+1
Re
Tr
(
V |Dm1 | · · · |Dk+11 |∆k∆j
)
d

k−1∏
i=1
i 6=j
√
Φ(D?i , I)
∣∣∣∣∣∣∣∣ ≤
γ2decoh
2
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))2
.
(140)
The first term on the RHS of eq. (139) is bounded as follows:∣∣∣∣∣∣∣∣
m∑
j=1
Re
{Tr (∆m+1∆j)
d
} m∏
i=1
i 6=j
√
Φ(D?i , I)
∣∣∣∣∣∣∣∣ ≤
m∑
j=1
∣∣∣∣∣∣∣∣Re
{Tr (∆m+1∆j)
d
} m∏
i=1
i 6=j
√
Φ(D?i , I)
∣∣∣∣∣∣∣∣
(Triangle ineq.)
≤
m∑
i=1
∣∣∣∣Re{Tr (∆m+1∆i)d
}∣∣∣∣ (√Φ(A?i , I) ≤ 1)
≤
m∑
i=1
∣∣∣∣∣Tr
[
∆i(∆m+1 + ∆†m+1)/2
d
]∣∣∣∣∣
(∆i = ∆†i for i 6= m+ 1.)
≤
m∑
i=1
‖∆i‖2√
d
‖Re(V )− Tr(V )I‖2√
d
(Cauchy-Schwarz ineq.)
(141)
This is where definition 4 (equability) is put to use. Recall that for i 6= m + 1 we have
‖∆i‖2√
d
= γdecoh(Di)
(
1−
√
Φ(D?i , I)
)
and that the WSE coherence constant is implicitly
defined by ‖Re(V )−Tr(V )I‖2√
d
= γcoh(1−
√
Φ(V, I)), which means that∣∣∣∣∣∣∣∣
m∑
j=1
Re
{Tr (∆m+1∆j)
d
} m∏
i=1
i 6=j
√
Φ(D?i , I)
∣∣∣∣∣∣∣∣ ≤ γdecohγcoh
(
1−
√
Φ(V, I)
) m∑
i=1
(
1−
√
Φ(D?i , I)
)
(Definition 4)
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Using |a2 − b2| ≤ |a− b||a+ b|, and reuniting the pieces, we get∣∣∣∣∣Φ(V ◦ D?m:1, I)− Φ(V, I)
m∏
i=1
Φ(D?i , I)
∣∣∣∣∣≤ 2γdecohγcoh
(
1−
√
Φ(V, I)
) m∑
i=1
(
1−
√
Φ(D?i , I)
)
+γ2decoh
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))2
+
∣∣∣∣∣Im
{
Tr
(
V |Dm1 | · · · |D11|
)
d
}∣∣∣∣∣
2
. (142)
A straightforward application of eq. (115) and theorem 2 on the LHS (to get rid of the ?)
yields eq. (64).
B.9 Proof of theorem 9
Proof. Let’s factor the decoherent channels into their (left) polar decompositionAi = Di ◦ Vi.
By relabeling (Vi:1)−1 ◦ Di ◦ Vi:1 = D′i (notice that D′i are decoherent), we have
Am:1 = Vm:1 ◦ D′m:1 . (143)
First, let’s find a lower bound on max
W∈SU(d)
Φ(W ◦Am:1,Um:1). A way to do this is to pick
a wisely chosen argument for W. Let’s pick W = Um:1 ◦ (Vm:1)† :
max
W∈SU(d)
Φ(W ◦Am:1,Um:1) ≥ Φ(Um:1 ◦ (Vm:1)† ◦ Am:1,Um:1) (144)
≥ Φ(Um:1 ◦ (Vm:1)† ◦ A?m:1,Um:1) (Theorem 1)
= Φ(D′?m:1, I) (145)
≥
m∏
i=1
Φ(D′?i , I) + γ2decoh
m∏
i=1
√
Φ(D?i , I)
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))2
+ γ
4
decoh
4
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))4
(Equation (114))
To bound ∏mi=1 Φ(D′?i , I), we express it as a sum of three terms:
m∏
i=1
Υ(Ai) +
(
m∏
i=1
Υ(A?i )−
m∏
i=1
Υ(Ai)
)
+
(
m∏
i=1
Φ(D′?i , I)−
m∏
i=1
Υ(A?i )
)
. (146)
To bound the second term, we used eq. (127). The third term of eq. (146) is bounded
through eq. (123). Reuniting the pieces together, we get
max
W∈SU(d)
Φ(W ◦Am:1,Um:1) ≥
m∏
i=1
Υ(Ai)− γ2decoh
m∑
i=1
(
1−
√
Φ(D?i , I)
)2
−
m∑
i=1
(1−Υ(A?i ))2
− γ2decoh
m∏
i=1
√
Φ(D?i , I)
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))2
− γ
4
decoh
4
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))4
. (147)
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With regards to the upper bound, we can first use theorem 2 to get
max
W∈SU(d)
Φ(W ◦Am:1,Um:1) ≤ max
W∈SU(d)
[
Φ(W ◦A?m:1,Um:1) +
1
2
(
m∑
i=1
(1−Υ(A?i ))
)2
+ (1− Φ(W ◦A?m:1,Um:1))
m∑
i=1
(1−Υ(A?i ))
]
. (148)
By using the flavored Von-Neumann inequality (lemma 4), followed by eq. (130), we get
max
W∈SU(d)
Φ(W ◦A?m:1,Um:1) ≤
∣∣∣∣Tr |D′m:1|d
∣∣∣∣2 (Lemma 4)
≤ Υ(D′?m:1) (Equation (130))
≤
∏
i
Υ(A?i ) + 2γ2decoh
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))2
,
(Equation (124))
≤
∏
i
Υ(Ai) +
m∑
i=1
(1−Υ(A?i ))2
+ 2γ2decoh
(
m∑
i=1
(
1−
√
Φ(D?i , I)
))2
. (Equation (127))
Substituting this on the RHS of eq. (148) completes the proof.
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