Abstract. I describe a modification to Shanks' baby-step giant-step algorithm for computing the order n of an element g of a group G, assuming n is finite. My method has the advantage of being able to compute n quickly, which Shanks' method fails to do when the order of G is infinite, unknown, or much larger than n. I describe the algorithm in detail. I also present the results of implementations of my algorithm, as well as those of a similar algorithm developed by Buchmann, Jacobson, and Teske, for calculating the order of various ideal classes of imaginary quadratic orders.
Introduction
Shanks' baby-step giant-step algorithm [1, 2] is a well-known procedure for finding the order n of an element g of a finite group G. Running it involves 2 √ K + O(1) group multiplications (GM), and √ K + O(1) table lookups (TL), where K is an upper bound on n (for instance, one often uses K = |G|). Often, however, K is unknown or much larger than n. In this case, a faster algorithm is desired. Here is my main result, to be proven later: Theorem 1.1. Let G be a group for which it is possible to compute the product of any two elements, to determine whether two elements are equal, and to determine whether a given element is equal to 1, the identity of G, and let g be an element of G of finite order n > 2. Then there exists a deterministic algorithm which determines the order n of g, using GM = 2 2(n − 1) − 2 group multiplications and TL = 2(n − 1) − 1 
The order algorithm
My algorithm is similar to Shanks' in that one still compares powers g tj of g (giant steps) to an updated hash table of pre-computed consecutive powers g i for 1 ≤ i ≤ v (baby steps). However, with my algorithm, one does not need an upper bound on n. Instead, the giant steps are not constant, but grow linearly. Specifically, the sequence (t j ) ∞ j=0 is defined recursively as follows: t 0 = 2v;
(1)
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It is straightforward to show that the solution of this recurrence is
The hash table serves two purposes. First, after each step, one must use the last entry g j+v in the table to compute g tj from g tj−1 , since t j = t j−1 + j + v. Second, the table of baby steps serves the same purpose as in Shanks' algorithm, i.e. every positive integer n can be expressed as the difference t j − i, where t j is the least number in the sequence (t j ) not exceeding n and 0 ≤ i < j + v. The algorithm proceeds as follows. (My notation is the same as in [1] .) Proof. In the case where 1 < n ≤ v, the order n of g will be found after computing the first n baby steps, which requires n − 1 group multiplications, no table lookups, and no storage. (If n = 1, no work is required, other than noting that g = 1.) If n > v, the order n of g will be found after j + v + 1 entries of the table are computed, as well as g tj , where j is the least integer such that n ≤ t j . We have
. Using straightforward algebra, we find that The speed of my algorithm can be improved slightly, since g i need not be computed twice if i belongs to the sequence (t j ) of giant steps. This will reduce GM by O(
, without affecting TL. However, it also requires that one store an additional j group elements, so that as n gets large, the storage requirements are nearly doubled, whereas the computing time is only reduced by a fraction which tends to zero. Thus, this improvement is impractical for large n. In each of the following tables, I p denotes the prime ideal lying above the rational prime p of the imaginary quadratic number field K with discriminant ∆, and (I p ) is the ideal class of the class group G=Cl(K) containing I p . The numbers in bold indicate which algorithm involves the lesser of the quantity shown. In the case of a tie, each value is printed in italics. The numbers in brackets indicate which of the 
