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In Axer’s theorem, conditions on a function of bounded variation and an inﬁnite series
of real numbers imply an order condition on the multiplicative convolution of the series
and the function. We prove an extension of Axer’s theorem. We show that although the
converse of Axer’s theorem is false without further restriction on the function, with such a
restriction one can prove the converse of the strengthened theorem. We also consider the
changes in Axer’s theorem resulting from assuming the function to be in ΛBV or ΦBV .
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1. Introduction
The theorem of Axer, as presented by Hardy [4, p. 378], is an elementary result which may be said to be Tauberian
in nature, since it hypothesizes conditions on a function, χ(x), and on a numerical series,
∑
an, and concludes an order
condition on the multiplicative convolution of the series and the function,
∑[x]
n=1 anχ(
x
n ).
The importance of the result lies in the ubiquity of such convolutions in number theory and summability theory. For
example, Hardy uses it to deduce the prime number theorem from Wiener’s Tauberian theorem [4, pp. 379–380]. Further
interesting examples are to be found in an important paper of Ingham [5], the references cited there, and in a remarkable
book of Wintner [14].
Section 2 of this paper is concerned with an extension of Axer’s theorem. Section 3 will present a converse result. In
Section 4, we consider the form Axer’s theorem takes if one replaces the requirement of bounded variation with that of
generalized bounded variation, in particular, with Λ-bounded variation and Φ-bounded variation.
We introduce two notations which will be employed throughout:
Ax =
∑
nx
an, S
k(x) =
k∑
n=1
anχ
(
x
n
)
, k 1, an integer.
2. A generalized Axer theorem
We present our result in the same format as Hardy, an arrangement he attributes to Ingham. In Axer’s theorem, as
presented by Hardy, instead of the conclusion (e) below, one has
(
e′
)
S[x](x) = o(x),
the symbol [x] denoting, as usual, the greatest integer not exceeding x.
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(b) Ax = o(x),
and either of the pairs of conditions
(c1) χ(x) = O (1), (d1)
∑
nx
|an| = O (x),
(c2) χ(x) = O (xα) (0 < α < 1), (d2) an = O (1),
is satisﬁed, then for any δ, 0< δ < 1,
(e) Sk(x) =
k∑
n=1
anχ
(
x
n
)
= o(x) uniformly in k, δx k x.
Proof. Write
Sk(x) =
∑
n<[δx]
+ · · · +
k∑
[δx]
= · · · = Sk1 + Sk2.
Then we have
Sk2 =
k∑
[δx]
(An − An−1)χ
(
x
n
)
= Akχ
(
x
k
)
− A[δx]−1χ
(
x
[δx]
)
+
k−1∑
[δx]
An
(
χ
(
x
n
)
− χ
(
x
n + 1
))
.
Now [δx] k [x] implies 1 xk  2δ . If (c1) or (c2) holds, then |χ( xk )| and χ( x[δx] ) are bounded by
max
{∣∣χ(t)∣∣: t ∈
[
1,
2
δ
]}
,
a function of δ. Letting V (χ ; [α,β]) denote the variation of χ on [α,β]
k−1∑
[δx]
∣∣∣∣χ
(
x
n
)
− χ
(
x
n + 1
)∣∣∣∣ V
(
χ ;
[
x
[x] ,
x
[δx]
])
 V
(
χ ;
[
1,
2
δ
])
for large x. Thus |χ( xk )|, χ( x[δx] ) and
∑k−1
[δx] |χ( xn ) − χ( xn+1 )| are all less than a function of δ, P (δ), for k, [δx] k [x].
Also we note that An = o(x) uniformly for n = [δx] − 1, . . . , [x]. Given η > 0, there is a Cη such that |Ax| < ηx if x > Cη .
Then |An| < ηn < ηx if [δx] − 1 > Cη .
Thus∣∣Sk2∣∣ o(x)P (δ), uniformly in k, [δx] k [x].
Letting C denote a positive constant whose value may vary from one instance to another, a convention which will be
observed throughout, we have
∣∣Sk1∣∣ C
∑
n<[δx]
|an| < Cδx
if (c1) and (d1) hold. Similarly, if (c2) and (d2) hold, then
∣∣Sk1∣∣ C
∑
n<[δx]
(
x
n
)α
 Cxα(δx)1−α = Cδ1−αx.
In either case, given ε > 0, we choose δ so that∣∣Sk1∣∣< εx.
Then choose x0 so that∣∣Sk2∣∣< εx for x > x0, and k, [δx] k [x].
Thus Sk(x) = o(x) uniformly in k, [δx] k [x]. 
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The theorem proved by Axer [1] was a special case of Theorem 1, yielding (e′) with χ(x) = x − [x] and an satisfying (b)
and (d1). Using Axer’s theorem, Landau [7] showed that∑
nx
μ(n) = o(x)
implies the prime number theorem. Earlier [6], he had shown the converse, which may be regarded as a converse of Axer’s
theorem for a particular χ and an . We shall give an elementary example to show that the converse of Axer’s theorem is
false but, with an additional hypothesis on χ , the converse of the generalized theorem may be proven.
Consider the sequence an = 1, n = 1,2, . . . , and the function
χ(x) =
⎧⎪⎨
⎪⎩
0, 1 x 2,
1, 2 < x 3,
−1, 3 < x 6,
0, 6 < x.
Then χ and an satisfy (a), (c1) and (d1) of Axer’s theorem and
S[x](x) =
∑
nx
anχ
(
x
n
)
=
∑
2< xn3
1+
∑
3< xn6
(−1) =
∑
x
3n< x2
1+
∑
x
6n< x3
(−1) = O (1),
satisfying (e′) of Axer’s theorem. However, condition (b) is not satisﬁed. An even simpler example, but one which furnishes
no insight into the problem, is to set χ X) ≡ 0. Thus the converse of Axer’s theorem is false. However, if we add the
additional hypothesis that χ is bounded away from zero, we may prove a converse to the generalized theorem.
Theorem 2. If (a) χ(x) is of bounded variation in every ﬁnite interval [1, X],∣∣χ(x)∣∣ c > 0 for x 1, (d1) ∑
nx
|an| = O (x),
and, for every δ ∈ (0,1),
Sk(x) =
∑
nk
anχ
(
x
n
)
= o(x), uniformly in k, δx k x
then
Ax=
∑
nx
an = o(x).
Proof. For δ ∈ (0,1), we write∑
nx
an =
∑
nδx
an +
∑
δx<nx
an = P + Q .
Then
|P |
∑
nδx
|an| < Cδx.
Given ε > 0, we may choose δ so that
|P | < εx.
Now
Q =
∑
δx<nx
(
Sn(x) − Sn−1(x))/χ
(
x
n
)
=
∑
δx<nx−1
Sn(x)
[
1
χ( xn )
− 1
χ( xn+1 )
]
+
[
S[x](x)/χ
(
x
[x]
)
− S[δx](x)/χ
(
x
[δx] + 1
)]
= Q 1 + Q 2.
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Q 2 = o(x)
since
S[δx](x) = o(x), S[x](x) = o(x),
and χ is bounded away from 0. Also, if V (χ ;a,b) denotes the variation of χ on [a,b],
|Q 1| 1
c2
∑
δx<nx−1
∣∣Sn(x)∣∣ ·
∣∣∣∣χ
(
x
n + 1
)
− χ
(
x
n
)∣∣∣∣ o(x)c2 V (χ ;1,1/δ) = o(x),
since Sn(x) = o(x) uniformly in n, δx < n x− 1. 
4. Axer’s theorem for generalized bounded variation
We consider the result of assuming that χ(x) is of Λ-bounded variation or of Φ-bounded variation. We review the
deﬁnitions of these classes brieﬂy.
Suppose Λ = {λn} is a nondecreasing sequence of positive real numbers such that ∑1/λn diverges. Let {In} = {[an,bn]}
denote a collection of nonoverlapping intervals in [a,b] and let f (In) = f (bn) − f (an).
If
sup
{In}
∑∣∣ f (In)∣∣/λn = M < ∞,
we say that f is of Λ-bounded variation ( f ∈ ΛBV) on [a,b] and refer to VΛ( f ;a,b) = M as the Λ-variation of f on [a,b]
[11,12].
Let Φ(x) be a continuous and nondecreasing function on [0,∞) and let Φ(0) = 0. We deﬁne
Ψ (y) = max
xo
[
xy − Φ(x)].
Φ and Ψ are called conjugate Young’s functions and satisfy Young’s inequality
αβ Φ(α) + Ψ (β), α,β > 0.
Suppose f as above and let {In} be a partition of [a,b]. If
sup
{In}
∑
Φ
(∣∣ f (In)∣∣)= M < ∞,
we say that f is of Φ-bounded variation ( f ∈ ΦBV) on [a,b] and refer to VΦ( f ;a,b) = M as the Φ-variation of f on [a,b]
[3,9].
It should be noted that this is the basic deﬁnition of ΦBV given in [9]. In order to endow this space with better
properties, such as linearity, it is usual to assume more, e.g., convexity and the 2-property, but they are not required here.
We also note that these and other deﬁnitions of generalized bounded variation were introduced to improve the Dirichlet–
Jordan theorem. Wiener [13] used Φ = x2. L.C. Young and E.R. Love considered further examples, among them xp , p > 1
[8,15,16]. Finally, Salem [10] showed that Jordan bounded variation can be replaced by ΦBV whenever
∑
Ψ ( 1n ) converges.
We showed in [11] that Jordan bounded variation can be replaced by harmonic bounded variation, HBV , which is ΛBV
with λn = 1/n. The basic properties of ΛBV were demonstrated in [12]. It is easily seen that HBV contains the ΦBV classes
just described and Berezhnoi showed that the result with HBV is best possible [2].
When we replace BV by ΛBV we have two choices: we can strengthen the order condition on Ax to obtain the original
conclusion of Axer’s theorem or use the original condition on Ax to obtain a weaker conclusion.
Theorem 3. (i) If (a) χ(x) ∈ ΛBV on every ﬁnite interval [1, X] and
(b1) Ax = o
(
xλ−1[x]
)
,
then with either (c1), (d1) or (c2), (d2) as before, we have, for any δ, 0 < δ < 1
Sk(x) = o(x), uniformly in k, δx k x.
(ii) If we replace (b1) with
(b2) Ax = o(x)
and assume the rest as in (i), we have
Sk(x) = o(xλ[x]), uniformly in k, δx k x.
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Sk(x) =
∑
nk
anχ
(
x
n
)
=
∑
n<[δx]
+ · · · +
∑
[δx]nk
= · · · = Sk1 + Sk2.
Then
Sk2(x) = Akχ
(
x
k
)
− A[δx]−1χ
(
x
[δx]
)
+
∑
[δx]nk−1
Anλn
[
χ( xn ) − χ( xn+1 )
λn
]
.
Then (a) implies that |χ( x[δx]+1 )|, |χ( x[x] )| and
∑
δxnx−1 |χ( xn ) − χ( xn+1 )|/λn are less than a function of δ alone, say P (δ),
as we saw previously. Thus, from (b1),
Sk2(x) = o(x)P (δ) uniformly in k, δx k x.
Then, from (c1) and (d1), we have
∣∣Sk1(x)∣∣
∑
n<[δx]
∣∣∣∣anχ
(
x
n
)∣∣∣∣ C
∑
n<[δx]
|an| Cδx.
Given ε > 0, choose δ = δ(ε) so that |Sk1(x)| < εx, and then choose x0 = x0(δ, ε) so that x x0 implies |Sk2(x)|  εx, δx 
k x, from which it follows that Sk(x) = o(x) uniformly in k, δx k x.
If (c2) and (d2) hold, then
∣∣Sk1∣∣ C
∑
n<[δx]
(
x
n
)α
 Cδ1−αx.
We again choose δ so that |S1(x)| εx and the result is completed as before.
(ii) Replacing (b1) by (b2), Ax = o(x), then
∣∣Sk2(x)∣∣
(
|A[δx]−1| + |Ak| + max[δx]nk−1 |Anλn|
)
P (δ) = o(x) + o(xλ[x]) = o(xλ[x])
for ﬁxed δ, uniformly in k, δx  k  x. Proceeding as in (i) to choose δ so that |Sk1(x)| < εx, and then x0 so that x > x0
implies |Sk2(x) < εxλ[x]|, for δx k x, we have our result. 
We now consider the case of ΦBV .
Theorem 4. If (a) χ(x) ∈ ΦBV in every ﬁnite interval [1, X], and
(b1) Ax = o(x), (b2)
∑
nx
Ψ
(|An|)= o(x),
then, with either (c1), (d1) or (c2), (d2) as before,
Sk(x) =
∑
nx
anχ
(
x
n
)
= o(x) uniformly in k, δx k x.
Proof. We consider only conditions (c1) and (d1). For δ ∈ (0,1),
S2k = Akχ
(
x
k
)
− A[δx]−1χ
(
x
[δx]
)
+
∑
[δx]nk−1
An
(
χ
(
x
n
)
− χ
(
x
n + 1
))
= I+ II+ III.
We have
|III|
∑
[δx]nk−1
Ψ
(|An|)+ ∑
[δx]nk−1
Φ
(∣∣∣∣χ
(
x
n
)
− χ
(
x
n + 1
)∣∣∣∣
)
 o(x) + VΦ(χ ;1,1/δ) = o(x)
for ﬁxed δ, uniformly in k, δx  k  x, by (b2), and I and II are uniformly o(x) for k, δx k  x and ﬁxed δ by (b1). S1 is
treated as before by choosing an appropriate δ. 
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