An Osgood's criterion for a semilinear stochastic differential equation by León, Jorge A. et al.
ar
X
iv
:1
40
1.
79
05
v1
  [
ma
th.
PR
]  
30
 Ja
n 2
01
4 An Osgood’s criterion for a semilinear
stochastic differential equation
Jorge A. Leo´n∗, Liliana Peralta†
jleon@ctrl.cinvestav.mx, lperalta@ctrl.cinvestav.mx
Departamento de Control Automa´tico
Cinvestav-IPN, Apartado Postal 14-740, 07000
Me´xico D.F., Mexico
Jose´ Villa-Morales‡
jvilla@correo.uaa.mx
Departamento de Matema´ticas y F´ısica
Universidad Auto´noma de Aguascalientes
Av. Universidad 940, C.P. 20131
Aguascalientes, Ags., Mexico
Abstract
The purpose of this paper is to give an Osgood’s criterion for
solutions of semilinear stochastic differential equations of the form
Xt = ξ +
∫ t
0 b(s,Xs)ds +
∫ t
0 σ(s)XsdWs, t ≥ 0. Here, b is a non-
negative, non-decreasing by components and continuous random field
and σ is a predictable and continuous process. Also we present a
generalization of the so-called Feller’s test whenever σ ≡ 1.
Keywords and phrases: explosion time, semilinear stochastic differen-
tial equations, Feller’s test, Osgood’s criterion
2010 Mathematics Subject Classification: Primary 45R05, 60H10; Sec-
ondary 34F05
∗Partially supported by a CONACyT grant.
†Partially supported by a CONACyT fellowship.
‡Partially supported by the grant PIM14-4 of UAA.
1
1 Introduction
In the case of an ordinary differential equation (ODE), the explosion in finite
time is a very old and well-known subject. In fact, in 1898, W.F. Osgood
(see [9]) established that the solution y of
y′(t) = b(y(t)), t > 0, (1)
y(0) = ξ,
with b > 0, blows up in finite time if and only if∫ ∞
ξ
ds
b(s)
<∞. (2)
Moreover, (2) is the explosion time of the equation (1).
For the case of partial differential equations (PDE) the study of the phe-
nomenon of explosion was originated with the works of S. Kaplan [6] and H.
Fujita [4] and it is currently an area of very fruitful research, see for instance
[5], [11].
On the other hand, within the stochastic framework, since Feller’s test [3]
for determining the explosion time of the autonomous stochastic differential
equation (SDE)
dXt = b(Xt)dt+ σ(Xt)dWt, t > 0, (3)
X0 = ξ,
only few results have been developed, see for instance [8]. However, the
growing interest in the application of the explosion of SDE has motivated its
study. For example, when b and σ are power functions the equation (3) can be
used for modeling the crack failure of some materials (see for example [12]).
Also some numerical schemes have been analyzed in order to approximate
the time of explosion (consult Da´vila et al. [1]).
For the non-autonomous case, Feller’s test and Osgood’s criterion are not
useful anymore. The contribution of this work is to deal with an extension
of the Osgood’s criterion for the blow up in finite time of the solution X of
the semilinear stochastic differential equation
dXt = b(t, Xt)dt+ σ(t)XtdWt, t > 0, (4)
X0 = ξ.
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This paper is organized as follows. In Section 2 we precise the Osgood’s
criterion and then present some necessary results in order to prove an exten-
sion of Osgood’s criterion for non-autonomous equations. The criterion of
blow up in finite time for the equation (4) is stated and proved in Section 3.
2 Preliminaries
In this section for the convenience of the reader we briefly introduce three
well-known topics: the Feller’s test, a comparison lemma and the Osgood’s
criterion. We also present an extension of the latter.
Conditions necessary to determine whether or not the solution X of an
equation as (3) explodes in finite time with probability 1 have been developed,
most notably by William Feller [3] (with ξ a real number). The Feller’s
explosion test just needs to know the coefficients b and σ of the equation.
Theorem 1 (Feller’s test) Suppose that b, σ : (ℓ, r)→ R, with −∞ ≤ ℓ <
r ≤ ∞, are continuous functions and σ2 > 0 in (ℓ, r). The explosion time
τ of the solution X of equation (3) is finite with probability 1 if and only if
one of the following conditions holds:
(i) v(r−) <∞ and v(ℓ+) <∞,
(ii) v(r−) <∞ and p(ℓ+) = −∞, or
(iii) v(ℓ+) <∞ and p(r−) =∞,
where
p(x) =
∫ x
ζ
exp
(
−2
∫ s
ζ
b(r)dr
σ2(r)
)
ds, (5)
v(x) =
∫ x
ζ
p′(y)
∫ y
ζ
2dz
p′(z)σ2(z)
dy, (6)
here ζ ∈ (ℓ, r) is a constant.
Proof. See in Chapter 5 of [7] the Proposition 5.32.
In the case where the coefficient b is non-negative and the term σ is zero,
the equation (3) becomes an ordinary differential equation for which the
3
criterion of explosion is known as Osgood’s criterion. To establish this result
we introduce the following function
Bξ(x) =
∫ x
ξ
ds
b(s)
, ξ ≤ x ≤ ∞.
Proposition 2 (Osgood’s criterion) Let b : R→ R be a continuous func-
tion such that b > 0 in (c,∞) and ξ > c ∈ R. If y is a solution of the integral
equation
y(t) = ξ +
∫ t
0
b(y(s))ds, t ≥ 0,
then the explosion time Te := sup{t > 0 : |y(t)| < ∞} of y is finite if and
only if Bξ(∞) <∞. Moreover the solution must be
y(t) = B−1ξ (t), 0 ≤ t < Bξ(∞) = Te.
We use the following notation, if X is the solution of certain equation
with initial condition x0, then by T
X
x0 we will denote the time of explosion of
X .
The following comparing result will be essential in our study of the be-
havior of semilinear SDE.
Lemma 3 Let b : R → R be a continuous non-negative function. Also
assume that b is non-decreasing and positive in (c,∞), ξ > c ∈ R and x, y :
[0, T ]→ R are two continuous functions:
(i) If
y(t) ≥ ξ +
∫ t
0
b(y(s))ds, t ∈ [0, T ], (7)
and
x(t) = ξ +
∫ t
0
b(x(s))ds, t ∈ [0, T ],
then y(t) ≥ x(t), for all t ∈ [0, T ].
(ii) Moreover, if we assume y > c on [0, T ],
y(t) ≤ ξ +
∫ t
0
b(y(s))ds, t ∈ [0, T ],
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and
x(t) = ξ +
∫ t
0
b(x(s))ds, t ∈ [0, T ],
then y(t) ≤ x(t), for all t ∈ [0, T ].
Proof. Case (i): Let 0 < r < ξ − c and consider the solution xr of
xr(t) = ξ − r +
∫ t
0
b(xr(s))ds, t ∈ [0, T ].
Define Nr as the set {t ∈ [0, T ] : xr(s) ≤ y(s), ∀s ∈ [0, t]}. Observe that
Nr 6= ∅ (indeed 0 ∈ Nr). Since b ≥ 0, then xr ≥ ξ−r on [0, T ]. Using that b is
non-decreasing in (c,∞) we have that b(y(s)) ≥ b(xr(s)) if y(s) ≥ xr(s) > c.
Let us see that Tr := supNr < T is not possible. In fact, since
lim
ε↓0
(y(Tr + ε)− xr(Tr + ε)) ≥ r +
∫ Tr
0
[b(y(s))− b(xr(s))]ds
+ lim
ε↓0
∫ Tr+ε
Tr
[b(y(s))− b(xr(s))]ds
≥ r > 0
then the continuity of y−xr implies Tr < supNr. Therefore xr ≤ y on [0, T ].
On the other hand, by Proposition 2 we have
B−1ξ (t) = lim
r↓0
B−1ξ−r(t) = lim
r↓0
xr(t) ≤ y(t), t ∈ [0, T ].
To get the first equality, in the above expression, we have used that the
continuity of B·(t) implies the continuity of B
−1
· (t).
Case (ii): The proof is like the previous case, but now it is convenient
consider the solution xr of
xr(t) = ξ + r +
∫ t
0
b(xr(s))ds, t ∈ [0, T ],
where r > 0.
In Theorem 2.2.4 of [10] the interested reader can see other version of
Lemma 3 (in [10] the function b is supposed to be monotone throughout its
domain).
Using the last two results we can state the following extension of Osgood’s
criterion for non-autonomous equations, which is important in itself.
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Proposition 4 Let b : [0,∞)× R → R be a non-negative continuous func-
tion. We also assume that b is positive and non-decreasing by components
on [0,∞)× (c,∞), with c ∈ R. Then, a solution of the equation
y′(t) = b(t, y(t)), t > 0, (8)
y(0) = ξ,
where ξ > c, explodes in finite time if and only if∫ ∞
ξ
ds
b(a, s)
<∞,
for some a > 0.
Proof. Suppose that y is a solution of (8) and that explodes at time T yξ <∞.
Inasmuch as b (·, x) is non-decreasing we obtain
y(t) ≤ ξ +
∫ t
0
b(T yξ , y(s))ds, t < T
y
ξ .
Using that b ≥ 0 we see, from (8), that y is non-decreasing. Therefore
y(0) = ξ imply y > c on [0,∞). Hence applying Lemma 3 (ii) we can deduce
that the solution of the equation
v(t) = ξ +
∫ t
0
b(T yξ , v(s))ds, t ≥ 0,
explodes in finite time. Thus, by Osgood’s criterion we can conclude that∫∞
ξ
(b(T yξ , s))
−1ds <∞.
Reciprocally, suppose that the solution y of (8) does not blow up in finite
time. Let a > 0, using that b ≥ 0 we have
y(t) ≥ ξ +
∫ t
a
b(s, y(s))ds ≥ ξ +
∫ t
a
b(a, y(s))ds, t ≥ a.
Consequently, the solution of
u(t) = ξ +
∫ t
0
b (a, u(s)) ds, t ≥ 0,
does not explode in finite time, because by Lemma 3 (i) we can deduce that
u(t) ≤ y(t + a), for each t ≥ 0. Therefore
∫∞
ξ
(b(a, s))−1ds = ∞ due to
Osgood’s criterion.
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3 Semilinear stochastic differential equations
The purpose of this section is to study the semilinear stochastic differential
equation (SDE)
Xt = ξ +
∫ t
0
b(s,Xs)ds+
∫ t
0
σ(s)XsdWs, t ≥ 0. (9)
Hereinafter W = {Wt : t ≥ 0} is a one-dimensional Brownian motion defined
on a filtered probability space (Ω,F , (Ft)t≥0,P), where (Ω,F ,P) is complete
and (Ft)t≥0 is supposed to satisfy the usual conditions. The initial condition
ξ is a F0-measurable random variable and the coefficients b and σ satisfy the
following assumptions:
H1: b : (Ω× [0,∞)×R,P⊗B(R))→ R is a continuous non-negative random
field with probability one. Here P is the predictable σ-algebra and B(R)
is the Borel σ-algebra on R.
H2: σ : Ω× [0,∞)→ R is a predictable and continuous process.
Note that these assumptions, on the coefficients in (9), will be assumed
on the rest of the section.
3.1 A particular case of Feller’s test
As a first step, in order to have a better understanding of the remainder of
the article, in this subsection we analyze the autonomous case of the equation
(9) when σ ≡ 1, specifically we study the SDE
Zt = ξ +
∫ t
0
b(Zs)ds+
∫ t
0
ZsdWs, t ≥ 0, (10)
where ξ > 0 is a real number and b : R → R is a continuous non-negative
function. We begin with the next result for which we use the following
notation
b¯(x) =
b(x)
x
, x > 0.
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Theorem 5 Suppose that b¯ : (0,∞)→ R is a non-decreasing function such
that b¯ > 1/2. Then, the explosion time TZξ of the solution Z of (10) is finite
with probability 1 if and only if∫ ∞
ξ
ds
2b(s)− s
<∞.
Proof. Applying Itoˆ’s formula, to the process R defined as
Rt = Zt exp
(
−Wt +
t
2
)
, t < TZξ ,
we obtain
Rt = ξ +
∫ t
0
e−Ws+
s
2 b(eWs−
s
2Rs)ds, t < T
Z
ξ . (11)
If one use that b is non-negative then one see that
Zt = Rt exp
(
Wt −
t
2
)
> 0, t ≥ 0. (12)
Then we will be able to prove the result using the Feller’s test for explosions
with l = 0, r = ∞ and ζ = ξ (see the case (ii) of Theorem 1). The
monotonicity of b¯ turns out
p(0) = −
∫ ξ
0
exp
(
2
∫ ξ
s
b¯(r)
dr
r
)
ds
≤ −
∫ ξ
0
exp
(
2b¯(s)
∫ ξ
s
dr
r
)
ds
= −
∫ ξ
0
(
ξ
s
)2b¯(s)
ds.
Using that ξ/s ≥ 1 and 2b¯(s)− 1 > 0 we have
p(0) ≤ −
∫ ξ
0
ξ
s
ds = −∞.
Therefore from Feller’s test, it is enough to show that v(∞) <∞ if and only
if
∫∞
ξ
(2b(s)− s)−1ds <∞. By the definition (6) of v we deduce
v(∞) =
∫ ∞
ξ
∫ y
ξ
2
z2
exp
(
−2
∫ y
z
b¯(r)
r
dr
)
dzdy
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≥∫ ∞
ξ
∫ y
ξ
2
z2
exp
(
−2b¯(y)
∫ y
z
dr
r
)
dzdy
= 2
∫ ∞
ξ
y−2b¯(y)
∫ y
ξ
dz
z2−2b¯(y)
dy
= 2
∫ ∞
ξ
{
1
2b(y)− y
−
ξ2b¯(y)−1y1−2b¯(y)
2b(y)− y
}
dy. (13)
Since the function 2b¯− 1 is non-decreasing we obtain∫ ∞
ξ
ξ2b¯(y)−1y1−2b¯(y)
2b(y)− y
dy = ξ−1
∫ ∞
ξ
1
2b¯(y)− 1
(
ξ
y
)2b¯(y)
dy
≤
ξ−1
2b¯(ξ)− 1
∫ ∞
ξ
(
ξ
y
)2b¯(y)
dy.
Hence, the facts that ξ/y < 1 and b¯ is non-decreasing lead us to∫ ∞
ξ
ξ2b¯(y)−1y1−2b¯(y)
2b(y)− y
dy ≤
ξ−1
2b¯(ξ)− 1
∫ ∞
ξ
(
ξ
y
)2b¯(ξ)
dy
=
1
(2b¯(ξ)− 1)2
.
Thus, (13) implies that
∫∞
ξ
(2b(s)− s)−1ds <∞ if v(∞) <∞.
On the other hand, by Fubini’s theorem
v(∞) ≤
∫ ∞
ξ
∫ y
ξ
2
z2
exp
(
−2b¯(z)
∫ y
z
dr
r
)
dzdy
=
∫ ∞
ξ
∫ y
ξ
2
z2
(y
z
)−2b¯(z)
dzdy
= 2
∫ ∞
ξ
z2b¯(z)−2
∫ ∞
z
y−2b¯(z)dydz
= 2
∫ ∞
ξ
z−1
2b¯(z)− 1
dz
= 2
∫ ∞
ξ
dz
2b(z)− z
.
Consequently, v(∞) <∞ if
∫∞
ξ
(2b(s)− s)−1dz <∞.
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3.2 A generalization of Feller’s test
Now we deal with the non-autonomous stochastic differential equation
Yt = ξ +
∫ t
0
b(s, Ys)ds+
∫ t
0
YsdWs, t ≥ 0, (14)
where ξ is defined as in equation (9) and remember that the function b
satisfies the condition H1. Henceforth we will use the notation
b˜(ω, t, x) =
b(ω, t, ex)
ex
, (ω, t, x) ∈ Ω× [0,∞)× R.
Theorem 6 Let c ≥ 0 and suppose that with probability one the function
b˜ : Ω× [0,∞)× R→ R satisfy
(i) for each x ∈ R, b˜(·, x) : Ω× [0,∞) → R is non-decreasing (in the time
component),
(ii) for each t ∈ [0,∞), b˜(t, ·) : Ω× (c,∞) → R is non-decreasing (in the
space component),
(iii) for each (t, x) ∈ [0,∞)×R, b˜(t, x) ≥ 1/2 and for each (t, x) ∈ [0,∞)×
(c,∞), b˜(t, x) > 1/2.
Then, for almost all ω0 in
Ω˜ = {ω ∈ Ω : W·(ω) is continuous and b(ω, ·), b˜(ω, ·) satisfy
the above hypotheses, ξ(ω) > 0},
the solution Y·(ω0) of equation (14) explodes in finite time if and only if∫ ∞
θ
ds
2b(ω0, a, s)− s
<∞, ∀θ > ec, (15)
for some a > 0.
Remark 7 (a) Note that a depends on ω0.
(b) If with probability one b˜(t, x) > 1/2 for each (t, x) ∈ [0,∞)×R, then (15)
is equivalent to ∫ ∞
ξ
ds
2b(ω0, a, s)− s
<∞.
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Proof of Theorem 6. Applying Itoˆ’s formula as in (11) to
Rt = Yt exp
(
−Wt +
t
2
)
, 0 ≤ t < T Yξ , (16)
and using that b ≥ 0 we obtain a non-decreasing process R given by
Rt = ξ +
∫ t
0
e−Ws+
s
2 b(s, eWs−
s
2Rs)ds, 0 ≤ t < T
Y
ξ . (17)
Then (16) implies that Y > 0, thus the process
Zt = log(Yt), 0 ≤ t < T
Y
ξ , (18)
is well defined and TZlog ξ = T
Y
ξ . We can apply again Itoˆ’s formula to obtain
Zt = log ξ +
∫ t
0
b˜(s, Zs)ds+Wt −
t
2
, 0 ≤ t < TZlog ξ. (19)
Now fix ω0 ∈ Ω˜, for which the expression (19) is satisfied.
Necessity : Let us suppose that T Yξ (ω0) < ∞. Because Y (ω0) > 0, then
Y (ω0) explodes to +∞, hence T
Z
log ξ(ω0) < ∞ and Z(ω0) explodes to +∞.
Therefore we can find a T ∈ (0, TZlog ξ(ω0)), such that
Zt(ω0) > c, ∀t ∈ [T, T
Z
log ξ(ω0)].
We rewrite equation (19) as
ZT+t(ω0) = ZT (ω0) +WT+t(ω0)−WT (ω0) +
∫ T+t
T
{
b˜(ω0, s, Zs)−
1
2
}
ds,
0 ≤ t < TZlog ξ(ω0)− T.
Setting y(t) = ZT+t(ω0) we have
y(t) = ZT (ω0) +WT+t(ω0)−WT (ω0) +
∫ t
0
{
b˜(ω0, T + s, y(s))−
1
2
}
ds,
0 ≤ t < TZlog ξ(ω0)− T.
The fact that b˜ is non-decreasing in the time variable bring about the in-
equality
y(t) ≤M +
∫ t
0
{
b˜(ω0, T
Z
log ξ(ω0), y(s))−
1
2
}
ds, 0 ≤ t < TZlog ξ(ω0)− T,
11
with
M = ZT (ω0) + 2 sup
{
|Wt(ω0)| : t ∈ [0, T
Z
log ξ(ω0)]
}
+ c.
Consider the integral equation
x(t) = M +
∫ t
0
{
b˜(ω0, T
Z
log ξ(ω0), x(s))−
1
2
}
ds, t ≥ 0.
Lemma 3 (ii) yields T xM ≤ T
Z
log ξ(ω0). Since M > c the Proposition 2 implies
2
∫ ∞
M
ds
2b˜(ω0, TZlog ξ(ω0), s)− 1
<∞
and therefore the continuity of b gives∫ ∞
θ
ds
2b(ω0, T
Z
log ξ(ω0), s)− s
<∞, ∀θ > ec.
Sufficiency : Now let us assume T Yξ (ω0) = ∞ and take a > 0 fix. As
before, Yt(ω0) > 0, for each t ≥ 0, and (18) turns out, T
Z
log ξ(ω0) = ∞. By
the law of iterated logarithm (see for instance Theorem 4.3 in Leo´n and Villa
[8]) we can find a sequence {tn : n ∈ N} such that a ≤ tn ↑ ∞ and
inf{Wh+tn(ω0) : 0 ≤ h ≤ 1} ↑ ∞, n→∞. (20)
Hence from equation (19) and using the hypothesis that b˜ satisfies, we obtain
Zt+tn(ω0) ≥ m˜n +
∫ t
0
{
b˜(ω0, a, Zs+tn(ω0))−
1
2
}
ds, t ∈ [0, 1], (21)
where
m˜n = log ξ(ω0) + inf{Wh+tn(ω0) : 0 ≤ h ≤ 1}.
Observe that (20) implies that m˜n > c, for all n large enough. Then Lemma
3 (i) implies that the explosion time T um˜n of
u(t) = m˜n +
∫ t
0
{
b˜(ω0, a, u(s))−
1
2
}
ds, t ≥ 0,
is bigger or equal than 1. Hence
2
∫ ∞
m˜n
ds
2b˜(ω0, a, s)− 1
≥ 1.
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Then (20) necessary gives∫ ∞
θ
ds
2b(ω0, a, s)− s
=∞, ∀θ > ec.
Thus the proof is complete.
Now we present other Osgood type criteria.
Proposition 8 Let c ∈ R and assume that with probability one the function
b : Ω× [0,∞)× R→ R satisfy
(i) b is non-decreasing by components,
(ii) for each (t, x) ∈ [0,∞)× (c,∞), b(t, x) > 0.
For almost all ω0 in
Ω˜ = {ω ∈ Ω : W·(ω) is continuous and b(ω, ·) satisfy
the above hypotheses, ξ(ω) > c},
if the solution Y (ω0) of (14) explodes in finite time, then∫ ∞
θ
ds
b(ω0, a, s)
<∞, ∀θ > c,
for some a > 0.
Proof. By hypothesis T Yξ (ω0) <∞. The continuity of W·(ω0) implies that
m = inf{eWs(ω0)−
s
2 : s ∈ [0, T Yξ (ω0)]} > 0.
Since R(ω0) explodes to +∞, then there exists a 0 < T < T
Y
ξ (ω0) such that
Rs(ω0) >
c
m
, T ≤ s < T Yξ (ω0). (22)
From (17) we see that
RT+t(ω0) = RT (ω0) +
∫ t
0
e−WT+s(ω0)+
T+s
2 b(ω0, T + s, e
WT+s(ω0)−
T+s
2 RT+s)ds,
0 ≤ t < T Yξ (ω0)− T.
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The condition (22) implies that
MRT+s(ω0) ≥ e
WT+s(ω0)−
T+s
2 RT+s ≥ mRT+s > c, 0 ≤ s < T
Y
ξ (ω0)−T, (23)
where
M = RT + exp
(
sup
t∈[0,TY
ξ
(ω0)]
|Wt(ω0)|+
T Yξ (ω0)
2
)
+ c+ 1.
Now, using the hypothesis (i) we get
RT+t(ω0) ≤ M +
∫ t
0
Mb(ω0, T
Y
ξ (ω0),MRT+s(ω0))ds, 0 ≤ t < T
Y
ξ (ω0)− T.
Let us define y(t) = MRT+t(ω0), then the previous inequality leads to
y(t) ≤M2 +
∫ t
0
M2b(ω0, T
Y
ξ (ω0), y(s))ds, 0 ≤ t < T
Y
ξ (ω0)− T.
We consider the integral equation
x(t) = M2 +
∫ t
0
M2b(ω0, T
Y
ξ (ω0), x(s))ds, t ≥ 0.
It is clear that M2 > c and (23) yields y > c on [0, T Yξ (ω0) − T ), hence by
Lemma 3 (ii) we deduce that x(t) ≥MRT+t(ω0), for all 0 ≤ t < T
Y
ξ (ω0)−T ,
therefore by Osgood criterion’s we obtain∫ ∞
M2
ds
M2b(ω0, T Yξ (ω0), s)
<∞.
The result follows from the continuity of b and hypothesis (ii).
Example 9 Consider the equation
Yt = 1 +
1
2
∫ t
0
Y 2s ds+
∫ t
0
YsdWs, t ≥ 0. (24)
Proceeding as in (12) we deduce that Y > 0. Therefore we can use Feller’s
test (Theorem 1) to see the explosive behavior of Y in (0,∞]. In this case,
by equation (5) we see that
p(0) = −
∫ 1
0
exp
(∫ 1
s
dr
)
ds
14
= 1− e > −∞
and by Fubini’s theorem equation (6) can be written as
v(0) = 2
∫ 1
0
∫ 1
y
exp (z − y)
z2
dzdy
≥ 2
∫ 1
0
∫ 1
y
1
z2
dzdy
= 2
∫ 1
0
1
z
dz =∞.
Thus the solution Y of (24) does not blow up in finite time with positive
probability. However note that∫ ∞
θ
dr
r2
<∞, ∀θ > 0,
hence we do not have the converse of Proposition 8. As we shall see in
Proposition 10 the reason of this singularity is that∫ ∞
0
dr
r2
=∞. (25)
We have the converse of Proposition 8 if the corresponding integral is
divergent, that is nothing similar to case (25).
Proposition 10 Assume that with probability 1 the function b˜ : Ω× [0,∞)
× R→ R satisfy
(i) b˜ is non-decreasing by components,
(ii) for each (t, x) ∈ [0,∞)× (0,∞), b(t, x) > 0.
Then the solution Y (ω0) of (14) explodes in finite time if∫ ∞
0
ds
b(ω0, a, s)
<∞
for some a > 0. Here ω0 is in the set, of probability 1,
Ω˜ = {ω ∈ Ω : W·(ω) is continuous and b˜(ω, ·), b(ω, ·) satisfy
the above hypotheses, ξ(ω) > 0}.
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Proof. Suppose that T Yξ (ω0) =∞. As in (21) we obtain, for a > 0,
Zt+a(ω0) ≥ log ξ(ω0) +Wt+a(ω0)−
t+ a
2
+
∫ t
0
b˜(ω0, a, Zs+a(ω0))ds, t ≥ 0.
Renaming Xt = Zt+a we obtain
Xt(ω0) ≥ mn +
∫ t
0
b˜(ω0, a,Xs(ω0))ds, t ∈ [0, n],
where
mn = log ξ(ω0)− sup
t∈[0,n]
|Wt+a(ω0)| −
n+ a
2
.
In a similar fashion as in previous results we take into account the equation
x(t) = mn +
∫ t
0
b˜(ω0, a, x(s))ds, t ≥ 0.
From the comparison Lemma 3 (i) and Osgood’s criterion (see Proposition
2) we can establish the inequality∫ ∞
0
ds
b(ω0, a, s)
≥
∫ ∞
exp(mn)
ds
b(ω0, a, s)
≥ n.
The result is obtained by letting n→∞.
3.3 Main results
Now we are ready to state the main results of this article.
Theorem 11 Assume that with probability one
(i) b is non-decreasing by components,
(ii) for each (t, x) ∈ [0,∞)× (0,∞), b(t, x) > 0.
Let X be the solution of equation (9) and
Ω˜ = {ω ∈ Ω : W·(ω) is continuous and b(ω, ·) satisfy
the above hypotheses, ξ(ω) > 0}.
For almost all ω0 in Ω˜, if X·(ω0) explodes in finite time then∫ ∞
θ
ds
b(ω0, a, s)
<∞, ∀θ > 0,
for some a > 0.
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Proof. Set
g(t) = exp
(
−
∫ t
0
σ(s)dWs +
1
2
∫ t
0
σ2(s)ds
)
, t ≥ 0. (26)
So, using Itoˆ’s formula, we have
Yt = ξ +
∫ t
0
g(s)b(s, f(s)Ys)ds, t ≥ 0, (27)
where
Yt = g(t)Xt and f(t) =
1
g(t)
, t ≥ 0.
Consequently, for ω0 ∈ Ω˜ such that satisfies (27), the continuity of g and
b(ω0, ·) imply that (27) can be written as
y′(t) = g(ω0, t)b(ω0, t, f(ω0, t)y(t)), t > 0, (28)
y(0) = ξ(ω0),
where y(t) = Yt(ω0), t ≥ 0. Since b ≥ 0 then f(ω0, t)y(t) ≥ f(ω0, t)ξ > 0.
Therefore (28) and hypothesis (ii) turns out
∫ Yt(ω0)
ξ(ω0)
ds
b(ω0, y−1(s), sf(ω0, y−1(s)))
=
∫ t
0
g(ω0, s)ds
:= G(ω0, t). (29)
Suppose now that T
Y (ω0)
ξ(ω0)
<∞, where T
Y (ω0)
ξ(ω0)
is defined as in the Proposition
2. Hence, y−1(t) < T
Y (ω0)
ξ(ω0)
, t ≥ ξ(ω0), and therefore hypothesis (i) implies
∫ ∞
ξ(ω0)
ds
b(ω0, T
Y (ω0)
ξ(ω0)
, sM)
≤
∫ Y
T
Y (ω0)
ξ(ω0)
ξ(ω0)
ds
b(ω0, y−1(s), sf(ω0, y−1(s)))
,
= G(ω0, T
Y (ω0)
ξ(ω0)
) <∞,
with
M = sup{f(ω0, y
−1(s)) : s ≥ ξ(ω0)} ≤ sup{f(ω0, r) : r ∈ [0, T
Y (ω0)
ξ(ω0)
]}.
Thus, the proof is complete
17
In the remainder of this paper we will need the following notation
Λ(t) =
∫ t
0
σ2(s)ds, t ≥ 0.
The following two results are in certain sense the converse of Theorem
11.
Theorem 12 Let X be the solution of (9). Assume that hypotheses of The-
orem 11 are true. Let ω0 ∈ Ω˜ be such that Λ(ω0,∞) < ∞ and Xt(ω0) is
finite for all t ≥ 0. Then,∫ ∞
θ
ds
b(ω0, a, s)
=∞, ∀θ > 0,
for all a > 0.
Remark 13 Theorem 3.4.9 in [2], implies that{
ω ∈ Ω :
∫ ·
0
σ(s)dWs is bounded on R+
}
coincides with the set {ω ∈ Ω : Λ(ω,∞) < ∞} by redefining σ on a set of
probability zero.
Proof. Let ω0 be as in the statement of the theorem. Then (26) and (29)
lead us to
G(ω0,∞) ≥
∫ ∞
0
exp
(
−
(∫ s
0
σ(r)dWr
)
(ω0)
)
ds
≥
∫ ∞
0
exp
(
− sup
t≥0
∣∣∣∣
(∫ t
0
σ(r)dWr
)
(ω0)
∣∣∣∣
)
ds =∞, (30)
where we have used the Remark 13 in the last equality. Inasmuch as b ≥ 0 we
see that Y (ω0) is increasing, then limt→∞ Yt(ω0) exists. On the other hand,
(29) and (30) implies
∫ lim
t→∞
Yt(ω0)
ξ(ω0)
ds
b(ω0, y−1(s), sf(ω0, y−1(s)))
=∞. (31)
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Since b(ω0, ·) is continuous and b(ω0, ·) > 0 on [0,∞)× (0,∞) we can deduce
that limt→∞ Yt(ω0) =∞. Let a > 0, by (31) one obtains
∞ =
∫ ∞
Ya(ω0)
ds
b(ω0, y−1(s), sf(ω0, y−1(s)))
≤
∫ ∞
Ya(ω0)
ds
b(ω0, a, sm))
,
where
m = inf{f(ω0, r) : r ≥ 0} ≥ exp
(
−
1
2
Λ(ω0,∞)
)
× exp
(
− sup
t≥0
∣∣∣∣
(∫ t
0
σ(r)dWr
)
(ω0)
∣∣∣∣
)
.
Using again the Remark 13 we deduce that m > 0, from which allows us to
conclude the result.
Theorem 14 Assume that with probability one
(i) σ2 > 0 in (0,∞) and Λ(∞) =∞,
(ii) the function b˘ : Ω× [0,∞)× R→ R, defined as
b˘(ω, t, x) =
b(ω,Λ−1(t), ex)
σ2(Λ−1(t))ex
, (32)
is non-decreasing by components,
(iii) for each (t, x) ∈ [0,∞)× (0,∞), b(t, x) > 0.
For almost all ω0 in
Ω˜ = {ω ∈ Ω : W·(ω) is continuous and b˘(ω, ·), b(ω, ·) satisfy
the above hypotheses, ξ(ω) > 0}
the solution X·(ω0) of (9) explodes in finite time if∫ ∞
0
ds
b(ω0, a, s)
<∞
for some a > 0.
Proof. From Theorem 3.4.4 in [2] we know that there exists a Brownian
motion B˜ = {B˜t : t ≥ 0} such that∫ t
0
σ(s)dWs = B˜Λ(t), t ≥ 0.
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This leads us to write (27) as
Yt = ξ +
∫ t
0
e−B˜Λ(s)+
1
2
Λ(s)b(s, eB˜Λ(s)−
1
2
Λ(s)Ys)ds, t ≥ 0.
Moreover, making the change of variable u = Λ(s) and setting Zt = YΛ−1(t)
we consider the equation
Zt = ξ +
∫ t
0
e−B˜s+
1
2
s
σ2(Λ−1(s))
b(Λ−1(s), eB˜s−
1
2
sZs)ds, t ≥ 0.
Finally, if Z˜t = Zte
B˜t−t/2, by Itoˆ’s formula we have
Z˜t = ξ +
∫ t
0
b(Λ−1(s), Z˜s)
σ2(Λ−1(s))
ds+
∫ t
0
Z˜sdB˜s, t ≥ 0,
and the result follows from Proposition 10, because b and b˘ meet the respec-
tive assumptions of such proposition.
Remark 15 Let c ≥ 0 and suppose that with probability one the function b˘,
defined in (32), satisfies hypothesis (i) − (iii) in Theorem 6. Then, for all
ω0 ∈ Ω˜ the solution X·(ω0) of equation (9) explodes in finite time if and only
if ∫ ∞
θ
ds
2b(ω0, a, s)− σ2(a)s
<∞, ∀θ > ec,
for some constant a > 0.
Acknowledgment: The authors thanks Universidad Auto´noma de Aguas-
calientes and CINVESTAV-IPN for their hospitality and economical support.
References
[1] J. Da´vila, J.F. Bonder, J.D. Rossi, P. Groisman, M. Sued (2005). Nu-
merical Analysis of Stochastic Differential Equations with Explosions,
Stoch. Anal. and Appl. 23, no. 4, 809-825.
[2] R. Durrett (1996). Stochastic Calculus: A Practical Introduction, CRC
Press.
20
[3] W. Feller (1952). The parabolic differential equations and the associated
semi-groups of transformations, Ann. Math. 55, 468-519.
[4] H. Fujita (1966). On the blowing up of solutions of the Cauchy problem
for ut = ∆u+u
1+α, J. Fac. Sci. Univ. Tokyo Sec. A. Math. 16, 105-113.
[5] B. Hu (2011). Blow-up Theories for Semilinear Parabolic Equations,
Springer, New York.
[6] S. Kaplan (1963). On the growth of solutions of quasi-linear parabolic
equations, Comm. on Pure and App. Math. 16, no. 3, 305-330.
[7] I. Karatzas, S.E. Shreve (1991). Brownian Motion and Stochastic Cal-
culus, Springer, New York.
[8] J.A. Leo´n, J. Villa (2011). An Osgood criterion for integral equations
with applications to stochastic differential equations with an additive
noise, Statistics & Probability Letters 81, no. 4, 470-477.
[9] W.F. Osgood (1898). Beweis der Existenz einer Lo¨sung der Dif-
ferentialgleichung dy/dx = f(x, y) ohne Hinzunahme der Cauchy-
Lipschitz’schen Bedigung, Monat. Math. Phys. 9, no. 1, 331-345.
[10] B.G. Pachpatte (1998). Inequalities for Differential and Integral Equa-
tions, Academic Press.
[11] A. Perez, J. Villa (2010). Blow-up for a system with time-dependent
generators, ALEA 7, 207-215.
[12] K. Sobczyk, B.F. Spencer, Jr. (1992). Random Fatigue: From Data to
Theory, Academic Press.
21
