Engineering projects involving hydrogeology are faced with uncertainties because the earth is heterogeneous, and typical data sets are fragmented and disparate. In theory, predictions provided by computer simulations using calibrated models constrained by geological boundaries provide answers to support management decisions, and geostatistical methods quantify safety margins. In practice, current methods are limited by the data types and models that can be included, Ž . computational demands, or simplifying assumptions. Data Fusion Modeling DFM removes many of the limitations and is capable of providing data integration and model calibration with quantified uncertainty for a variety of hydrological, geological, and geophysical data types and models. The benefits of DFM for waste management, water supply, and geotechnical applications are savings in time and cost through the ability to produce visual models that fill in missing data and predictive numerical models to aid management optimization. DFM has the ability to update field-scale models in real time using PC or workstation systems and is ideally suited for parallel processing implementation. DFM is a spatial state estimation and system identification methodology that uses three sources of information: measured data, physical laws, and statistical models for uncertainty in spatial heterogeneities. What is new in DFM is the solution of the causality problem in the data assimilation Kalman filter methods to achieve computational practicality. The Kalman filter is generalized by introducing information filter methods due to Bierman coupled with a Markov random field representation for spatial variation. A Bayesian penalty function is implemented with Gauss-Newton methods. This leads to a computational problem similar to numerical Ž . simulation of the partial differential equations PDEs of groundwater. In fact, extensions of PDE solver ideas to break down computations over space form the computational heart of DFM. State estimates and uncertainties can be computed for heterogeneous hydraulic conductivity fields in multiple geological layers from the usually sparse hydraulic conductivity data and the often more Ž . PII: S 0 1 6 9 -7 7 2 2 9 9 0 0 0 8 1 -9 W. Porter et al.r Journal of Contaminant Hydrology 42 2000 303-335 304 plentiful head data. Further, a system identification theory has been derived based on statistical likelihood principles. A maximum likelihood theory is provided to estimate statistical parameters such as Markov model parameters that determine the geostatistical variogram. Field-scale application of DFM at the DOE Savannah River Site is presented and compared with manual calibration. DFM calibration runs converge in less than 1 h on a Pentium Pro PC for a 3D model with more than 15,000 nodes. Run time is approximately linear with the number of nodes. Furthermore, conditional simulation is used to quantify the statistical variability in model predictions such as contaminant breakthrough curves. Published by Elsevier Science B.V.
Abstract
Engineering projects involving hydrogeology are faced with uncertainties because the earth is heterogeneous, and typical data sets are fragmented and disparate. In theory, predictions provided by computer simulations using calibrated models constrained by geological boundaries provide answers to support management decisions, and geostatistical methods quantify safety margins. In practice, current methods are limited by the data types and models that can be included, Ž . computational demands, or simplifying assumptions. Data Fusion Modeling DFM removes many of the limitations and is capable of providing data integration and model calibration with quantified uncertainty for a variety of hydrological, geological, and geophysical data types and models. The benefits of DFM for waste management, water supply, and geotechnical applications are savings in time and cost through the ability to produce visual models that fill in missing data and predictive numerical models to aid management optimization. DFM has the ability to update field-scale models in real time using PC or workstation systems and is ideally suited for parallel processing implementation. DFM is a spatial state estimation and system identification methodology that uses three sources of information: measured data, physical laws, and statistical models for uncertainty in spatial heterogeneities. What is new in DFM is the solution of the causality problem in the data assimilation Kalman filter methods to achieve computational practicality. The Kalman filter is generalized by introducing information filter methods due to Bierman coupled with a Markov random field representation for spatial variation. A Bayesian penalty function is implemented with Gauss-Newton methods. This leads to a computational problem similar to numerical Ž . simulation of the partial differential equations PDEs of groundwater. In fact, extensions of PDE solver ideas to break down computations over space form the computational heart of DFM. State estimates and uncertainties can be computed for heterogeneous hydraulic conductivity fields in multiple geological layers from the usually sparse hydraulic conductivity data and the often more
Introduction
Engineering projects involving hydrogeology are often driven by uncertainties. For activities such as environmental remediation or siting of waste management facilities, cost-effective solutions frequently depend on the confidence with which groundwater predictions can be made. For example, to create a plume capture zone, answers are needed to questions about the number, depth, location and pumping schedules for purge wells. Prediction of the groundwater system response using computer simulation provides answers. In theory, simulation can provide real-time monitoring of remediation so a plume can be ''seen'' as it is being cleaned up. But simulation is only as good as its geological and hydrological inputs. The earth is very heterogeneous, and typical data sets are fragmented and disparate so there are substantial uncertainties.
Currently, engineers do not have adequate tools to calibrate models and quantify uncertainty so they often rely solely on their judgment to build in sufficient safety margins. This tends to lead to overly conservative decisions that waste money. Data Ž . Fusion Modelling DFM has value added as an engineering decision tool for data integration, model calibration, and quantification of uncertainty. Fusion uses modeling methods in two different ways. First, models provide prior knowledge of physical and statistical relationships between fragmented and disparate data sets, and fusion uses these relationships to extract hydrological and geological information from the measured data. Second, models are used in computer simulation of remediation to optimize remediation and to quantify safety margins.
With reduced cleanup budgets and movement to risk assessment with predictive models having quantified uncertainties, DFM provides an enabling technology. It has Ž . been applied for the Department of Energy DOE at Savannah River, Fernald, Hanford, and Pantex; for DoD at the Massachusetts Military Reservation, Beale Air Force Base, and at the Letterkenney Army Depot; and at a former manufactured gas plant in Marshalltown, IA. The DFM system is available in PC or workstation software systems Ž . with Graphical User Interface GUI and visualization software. DFM gives decision makers a quantitative basis for action so savings in cost and time can be realized through the following: Ø Real-time monitoring and optimization of remediation, Ø Remediation design with quantified safety margins, ( )Ø Improved uncertainty for risk assessment, Ø Real-time determination of data worth for guidance of site investigation.
Section 2 provides motivation and a review of related areas. Then the theory is presented for a baseline groundwater system and a description is provided of an Ž . application at the DOE Savannah River Site SRS .
Background
Hydrogeological problems that motivated DFM are described and the key features of the DFM methodology are explained. Our DFM methodology builds on a foundation of work from hydrogeology, meteorology, oceanography, image processing, and the data fusion communities in military and space science areas. A literature review is presented, and it is explained how DFM relates to current methods and generalizes them to help solve some long-standing problems in hydrogeology.
DFM fits into the framework for hydrogeological decision analysis presented in Ž . Freeze et al. 1990 . A stochastic methodology is described for waste management, water supply, and geotechnical applications. It is stated that uncertainty in heterogeneous hydraulic conductivity must be viewed as an autocorrelated spatial stochastic process in order to account for uncertainty in subsurface investigation. Bayesian estimation is advocated as the way to update prior information with new information from data consistent with sequential engineering decision making. DFM views hydraulic conductivity as a stochastic process and produces Bayesian updates. Ž . It is explained in Freeze et al. 1990 that the current Bayesian theory has limitations in the application of inverse modeling to take advantage of important data worth. For example, it is clear that hydraulic head data used in conjunction with hydraulic conductivity data have considerable data worth, but Bayesian methods have difficulty combining head and conductivity data. This is because of limitations in current methods concerning data and model types, computational demands, and simplifying assumptions. DFM removes most of these limitations by building on the foundation of existing methods.
The methods that are most limited by data and model types are traditional inverse Ž . Ž . modeling methods such as those in Cooley 1982 and Hill 1992 and classical kriging Ž . Ž . methods such as those in Cressie 1991 and Journal 1991 . Inverse modeling is performed using non-linear regression in the MODFLOWP software described in Hill Ž . 1992 . In theory, a least squares fit to head data can be achieved with the incorporation of point data on conductivity as prior information in MODFLOWP. However, in order to avoid overparameterization, the estimation must be performed on a larger scale of Ž . variability than appropriate for the conductivity data as explained in Hill 1992 . It is Ž . explained in Kitanidis and Vomvoris 1983 that the overparameterization problem can be solved using a random field representation that can account for spatial variability at various scales. The lack of a random field representation in traditional inverse modeling limits the data types that can be combined.
Classical kriging methods use nested variability structures as described in Cressie Ž . 1991 to account for variability at different scales. However, the classical methods do ( )not use groundwater numerical models so there is no way to combine conductivity data with head data based on the physical relationship between them. The lack of a groundwater numerical model in classical kriging limits the data types that can be combined.
Numerous methods are able to work with a variety of data and model types in hydrology, meteorology, and oceanography such as those in Kitanidis and Vomvoris 1983 , Hoeksema and Kitinidis 1984 , Dagan 1985 , Gelhar 1986 Neuman 1986a; b; c , Ghil 1989 , Carrera and Glorioso 1991 , Yangxiao et al. 1991 , Bennett 1992 , Sun and Yeh 1992 , Courtier et al. 1993 Daniel and Willsky 1997 and Zimmerman et al. 1998 . Many of the crucial issues in moving from theory to practice are well understood. Ill-posedness problems and problems of scale have been addressed. It is understood that modeling is inherently a conceptual iteration of hypothesizing model structure, estimating parameters within the structure, testing model validity, and repeating the process until an adequate model is obtained. Several unified theories exist for state estimation and system identification to support modeling conceptual iteration. The main remaining issues are limitations concerning computational demands and simplifying assumptions.
In other fields, Kalman filtering solved apparently similar problems. Even though Ž . Kalman filtering has been introduced for groundwater systems in Van Geer et al. 1991 , Yangxiao et al. 1991 , McLaughlin 1995 , Zou and Parr 1995 , Eppstein and Ž . Ž . Ž . Dougherty 1996 , McLaughlin and Townley 1996 and Daniel and Willsky 1997 , the limitations still remain. Part of our contribution is to recognize that the difficulty is the Ž . assumption of causality used by Kalman in his classical paper Kalman, 1960 . The Kalman filter uses the idea of causality that there is a past causing a future in order to break down computations over time to achieve computational efficiency. But the spatial physical and statistical relationships for groundwater are non-causal so the Kalman filter can not break down the computations over space the way it does over time.
We have produced the first solution to the causality problem that generalizes the Kalman filter to produce a spatial state estimation and system identification methodology that is computationally practical. The Kalman filter is generalized by introducing Ž information filter methods due to Bierman Bierman, 1977; Bierman and Porter, 1988;  . Ž Porter, 1991 coupled with a Markov random field representation Whittle, 1954; Clark . and Yuille, 1990; Chellappa and Jain, 1991 for spatial variation. A Bayesian penalty function is implemented with Gauss-Newton methods to replace the non-linear estimation problem with a sequence of linear problems. This leads to a computational problem Ž . similar to numerical simulation of the partial differential equations PDEs of groundwater. In fact, extensions of PDE solver ideas to break down computations over space form Ž . the computational heart of DFM. Consequently, realistic size three-dimensional 3D groundwater systems can be calibrated using DFM.
DFM includes a system identification theory based on statistical likelihood methods. In practice residual model fit errors provide diagnostic information for outlier detection and for data and model validation. The statistical likelihood function needed to test validity of hypothesized model structures is computed from residual fit errors and state ( )Ž . estimator outputs by generalizing the ideas of Bierman et al. 1990 . A maximum likelihood theory is provided to estimate statistical parameters such as Markov model parameters that determine the geostatistical variogram by generalizing ideas in Levy and Ž . Porter 1992 .
DFM draws on the mathematically related field of image restoration and reconstruction for an understanding of the roles of Bayesian penalty functions and Markov Ž . representations Jain, 1981; Sezan and Tekalp, 1990 . Image restoration estimates an ideal image from a blurred and noisy image. Spatial variability in the ideal image is modeled as a Markov random field that is passed through a linear blur operator and a non-linear sensor response to be corrupted by measurement noise to produce the blurred and noisy image. A virtue of the Markov random field is that variability over any scale can be modeled with only local equations in space. This provides analytical and computational advantages that make Markovian processes popular in statistical physics where they originated and in image processing where they have been more recently used Ž . see Geman and Geman, 1984 .
Ž . As explained in the book about data fusion methods by Clark and Yuille 1990 , Ž . image restoration can be accomplished using maximum a posteriori MAP methods. A non-linear Bayesian penalty function is constructed with terms that penalize data fit errors and excessive spatial variation according to the Markov random field model. The restored image is the image that minimizes the penalty function, and simulated annealing methods can be used to perform the minimization. The MAP estimator can also reconstruct image discontinuities using a binary line Markov process. The term that penalizes excessive spatial variability is relaxed at surfaces of discontinuity, and an additional term is used to penalize inclusion of discontinuities.
DFM uses a Bayesian penalty function with a Markov term, but minimizes the penalty function using information filter methods. A promising area for further research is to directly estimate discontinuities such as faults or channels by including additional penalty terms. This would provide the basis for joint inversion of hydrological, geological, and geophysical data.
DFM draws on concepts and methods from the military and space science data fusion Ž . communities Bierman, 1977; Hall, 1992 . One of the key methods is information filtering. The information filter reformulates the Kalman filter to work in terms of Ž . information rather than covariance quantities Bierman, 1977 . The Kalman filter problem is posed as a Bayesian least squares problem. The assumption of causality in time of physical and statistical models leads to a linear algebra problem that is sparse and banded. Then, linear algebra methods are used to breakdown the processing over time. Filtered estimates of current states are obtained by a forward sweep through the data, and smoothed estimates of past states using all the data are obtained by a backward pass through the filter results. Ž . A close examination of the information filter in Bierman 1977 reveals that the more general assumption of Markov physical and statistical models also leads to a sparse and banded linear algebra problem. The physical and statistical models for groundwater problems are not causal in space, but they do have a Markov representation. This means that sparse direct techniques using Householder reflections and iterative techniques using conjugate gradients can be used to provide computationally practical solutions for ( )DFM. The sparse methods avoid the excessive storage and computational demands that have plagued the application of Kalman filter methods to groundwater problems.
The objective of DFM is to give modelers a computational engine with the flexibility and computational efficiency to work with many data and model types for heterogeneous field sites. It can be used to calibrate 3D 100,000 node systems with multiple aquifers of differing levels of spatial variability. The system can be heterogeneous with a different hydraulic conductivity estimated at each of the 100,000 nodes. In addition, trend and zonal parameters can be estimated, and measurement bias parameters can be estimated. Field experience has shown that Gauss-Newton methods with backtracking or trust region techniques provide robust non-linear convergence. Modelers spend less time waiting for long computer runs, solving convergence problems, and wondering about the effects of simplifying assumptions. They spend more time with the models and the data and more time working through the conceptual iteration process.
In other fields, one of the greatest benefits of Kalman filtering has been the ability to put all the physical and statistical modeling assumptions and the data in the computer to reveal inconsistencies in assumptions and data. Distinguishable patterns in residuals, residual outliers, or unrealistic estimates flag difficulties and often suggest to experienced modelers where to look for the difficulty. DFM provides this capability for groundwater systems. This helps to determine data outliers and data problems such as biases. Further, this helps to find inadequacies in physical and statistical models such as unmodeled faults and channels or physical effects that have been left out or are too approximate.
Mathematical development

Information filter methods
Information filter methods solve the same estimation problem that the Kalman filter Ž solves but work in terms of statistical information rather than covariance Bierman, . 1977 . Time domain techniques are explained here in preparation for extension to spatial estimation. The prior physical and statistical models for the state x and the model for the measurements z over time k s 0,1,2, . . . that are used by the information filter are as follows:
where x is the physical and statistical state vector with initial mean x and covariancê k 0 P , F is the state transition matrix, u is the known deterministic input, w is the white 0 k k k process noise with mean zero and covariance Q , H is the measurement sensitivity k k matrix, and Õ is the white measurement noise with mean zero and covariance R . k k Ž . Eq. 1 is statistically normalized so all the equations have equal weight for computational purposes. This is accomplished using the lower triangular Cholesky factors C, C , and C for P , Q and R , respectively. Using the Cholesky factors
and rearranging Eq. 1 produces the following set of equations where w , w , and Õ all k k have identity covariance.
Ž . The physical and statistical models corresponding to the first two equations in Eq. 2 Ž . are interpreted using the data equation idea of Duncan and Horn 1972 and Bierman Ž . 1977 . This means that the state is estimated by solving a regression problem where the terms dependent on u and x are taken to be measurements, the w X terms are taken tô k o be measurement noises, and the model dynamics on the left-hand-side of the equation are taken to be measurement sensitivity. Remarkably, the regression estimate and estimate error covariance are the same as the Kalman filter estimate and estimate error Ž . covariance for the problem represented by Eq. 1 . But the mathematically equivalent regression problem is simpler conceptually and well established numerical methods exist for its efficient solution.
The regression estimate is formed by doing a least squares fit of the state to the Ž . measurements in Eq. 2 . This is done by solving the generally overdetermined system Ž . that is the same as Eq. 2 except that there is no measurement noise on the right-hand-side. The system will be overdetermined if sufficient measurement equations and prior physical and statistical model equations are available. In other words, the problem will not be ill-posed if there are sufficient measurements and prior physical and statistical information. Solution of the overdetermined system is achieved in the computer by manipulation of the information array given by
A family of solution methods exist to take advantage of different problem structures Ž . for computational efficiency Bierman, 1977; Porter, 1991 . Banded sparse solution methods using Householder reflections and Givens rotations break down the computations over time to achieve the Kalman filter solution. If the actual measurements are removed, then the information filter solves the physical system. Consequently, the information filter can be viewed as a generalization of the numerical solver for the physical system. When we generalize to spatial estimation, we take advantage of this to use extensions of PDE solvers to achieve computationally efficient estimation.
Ž . The system of equations represented by Eq. 1 is compatible with models used for Ž . Ž . hydrogeological applications in Van Geer et al. 1991 , McLaughlin 1995 , Zou and Parr 1995 , Eppstein and Dougherty 1996 and Ž . McLaughlin and Townley 1996 . Causal Markov processes that are correlated in time and are parameters or inputs for the physical model can be adjoined to the state vector where appropriate modifications are made to the state transition matrix, process noise, Ž . and measurement sensitivity matrix Bierman, 1977 . Non-causal processes that are spatially correlated and are parameters or inputs for the physical model can also be adjoined to the state vector. However, the statistical normalization and solution using Ž . Ž . Eqs. 2 and 3 can be prohibitive computationally for realistic field scale parameterization. In later sections, it will be shown that DFM generalizes previous results by adjoining Markov random field states to the state vector. The Markov random field leads to a simple normalization and equations that are local in space for a computationally practical solution.
Groundwater DFM theory
DFM is developed for a baseline groundwater system commonly encountered. This is done in order to make the fundamental ideas concrete without being distracted by extraneous model details. The focus is on the combined study of point data for hydraulic head and conductivity that is so often emphasized in the hydrogeological literature. DFM theory has also been applied to data integration of geological data and geophysical data such as time-domain electromagnetic and seismic data to delineate geological boundaries.
DFM performs a non-linear iteration to minimize a Bayesian penalty function using Gauss-Newton methods. Within the Gauss-Newton method, we have implemented Ž . options for back tracking Press et al., 1992 and the generalization of the Levinberg-Ž Marquardt approach known as the model trust region method Vandergraft, 1985; Press . et al., 1992 . We also include inequality constraints to keep the state estimates physically reasonable. To make the ideas concrete, we present the simplest Gauss-Newton option of replacing the non-linear problem with a sequence of locally linearized problems.
The locally linearized problem also has a number of solution options. We have implemented several methods that include triangularizing reflections and rotations using Ž Householder reflections and Givens rotations Lawson and Hanson, 1974; Bierman, . Ž 1977 and conjugate gradient related methods Paige and Saunders, 1982; Golub and . Van Loan, 1989; Kightly and Forsyth, 1991 . The problem is also ideally suited to Ž . parallel processing using the ideas of Kung 1991 and using parallel versions of conjugate gradient related methods. We will present the triangularizing reflection and rotation methods. Sections 3.3, 3.5, 3.6, 3.7 and 3.8 describe the Markov random field data equations, Bayesian penalty function, state estimation, prediction uncertainty, and system identification.
The Gaussian assumption is often used in estimation methods. DFM Bayesian least squares state estimation does not require the Gaussian assumption. The wide-sense Ž . assumption of Duncan and Horn 1972 is made that the first and second moments of the sources of randomness are well defined, but no distributional assumptions need be made. If the Gaussian assumption is made, then the DFM estimates are MAP estimates. DFM system identification does use the Gaussian assumption. However, our many years of experience with system identification methods suggest that the Gaussian approaches are ( )robust, near-optimal, and can provide useful results even if the problem is not Gaussian. Furthermore, our experience is supported by theoretical results on approximate system Ž . modeling Caines, 1978 .
MarkoÕ random field
The spatial autoregressive representation of a Markov random field for the spatial Ž . Ž stochastic process f on a regular two-dimensional 2D grid is given by Whittle, 1954; . Clark and Yuille, 1990; Chellappa and Jain, 1991 
where a are Markov interpolation coefficients, w is Markov process noise that is
spatially white with variance q, and S is a local spatial region of support. Spatial correlation is modeled in terms of interpolation over a local neighborhood S about the interpolation point. For a stationary random field with a rational power spectrum, the interpolation error w is white over space for sufficiently high-order interpolation. The Markov random field extends to three dimensions. Furthermore, the correlation structure can be anisotropic with different correlation distances in different directions.
The Markov random field provides a general and simple way to model spatial variability over any scale with only a local equation. This amazing property is behind its Ž use in statistical physics and computer vision Geman and Geman, 1984; Clark and . Yuille, 1990 . We have extended the Markov model to a non-uniform slightly deformed grid to be compatible with standard finite-difference and curvilinear finite-element grids over which groundwater numerical models are often defined. Spatially varying Markov coefficients are computed so the underlying correlation structure stays fixed as the grid varies. This is accomplished by using a stochastic PDE representation for the Markov random field and computing the coefficients so the underlying structure stays fixed.
We use nested structures for spatial variability at different scales similarly to Ž . Ž . Kitanidis and Vomvoris 1983 and Carrera and Glorioso 1991 , using ideas from Ž . Journal and Huijbregts 1991 . At the observational scale, measurement noise and microstructure appear as white noise. At intermediate scales larger than observational but smaller than the aquifer, spatial variability is modeled as a stationary process using the Markov random field. At the aquifer scale, non-stationary effects are taken into account with a deterministic trend having unknown coefficients that are estimated as additional states in DFM. The distinctions between scales are problem and objective dependent. If there are too few terms in the trend, then the Markov process will be forced to account for non-stationary behavior for which it is not well suited. On the other hand, too many terms in the trend leads to familiar problems with overparameterization. Our experience has been that decisions about problems of scale are a natural and reasonably straightforward part of modeling conceptual iteration. To focus on incorporation of the Markov random field and to keep the presentation simple, the trend terms are not included in the ensuing description of the theory. 
Data equations
The baseline groundwater system is steady-state flow with transient advective-dispersive transport for which point measurements of hydraulic head, hydraulic conductivity, and contaminant concentration are available and for which the log-conductivity is viewed as a Markov random field. Consider the finite-difference representation. Taking the Gauss-Newton viewpoint and linearizing the equations about the current estimate, we obtain the data equations
where h is hydraulic head relative to the current estimate; f is log conductivity relative to the current estimate; A , A , and A through A are banded sparse matrices for flow 1 2 4 7 and transport models; A is the banded sparse matrix for the Markov model; q and q 3 1 3 are sinkrsource and local linearization terms; q is the Markov linearization term; w , 2 1 w , and w are process noises with zero means and normalized to identity covariances; 2 3 M , M , and M are measurement sensitivity matrices; z , z , and z are measured data and local linearization terms; Õ , Õ , and Õ are measurement noises with zero 1 2 3 means and identity covariances; and c is contaminant concentration at time t relative to t the current estimate. This problem will be solved and the original problem will be linearized about the solution, and so forth, until convergence of the Gauss-Newton method to the solution of the non-linear problem. Boundary, initial conditions, and sinkrsource terms are assumed known, although they can be estimated also. In addition, zonal parameters and measure-Ž . ment bias parameters can be estimated. Since Eq. 5 is linearized, the states h, f, and c are relative to the current state estimates about which the equations are linearized, i.e., they are perturbations from the current estimates. Also, the q and z terms for sources and sinks and for measurements have lumped in with them linearization terms. The Ž . Markov random field represented by Eq. 4 has been incorporated with a nomenclature Ž . appropriate for Eq. 5 and a q term to account for referencing to the current estimate. The measurement sensitivity matrices for the point data perform an interpolation from the grid where the states are defined to the points where the measurements are made. Data sets that are not point data such as seismic refraction for determining geological boundaries can be incorporated by expanding the measurement sensitivity matrices.
All process noises and measurement noises are normalized to identity covariance for later computational reasons. Notice that identity covariance does not mean that there is no spatial correlation structure in the data equations. The Markov random field equations produce a spatially correlated structure from an identity covariance input. One of the key ideas behind Kalman filtering is that correlated processes can be produced by linear ( )operations on uncorrelated processes. For example, if part of the noise input w to 1 steady flow were spatially correlated, then it could be produced by an identity covariance input to Markov random field equations. The correlated part of w would be 1 treated as part of the state vector. The resulting augmented data equations would have Ž . the same structure as Eq. 5 and would still have identity covariance noises.
Bayesian penalty function
DFM estimation is accomplished by finding h, f, and c that minimize the Bayesian penalty function, J, defined as follows for the linearized equations:
5 5 where denotes the standard Euclidean norm. The terms in the penalty function penalize measurement fit errors to the models, physical model errors, and excessive spatial variability in log-conductivity. The penalty function can be viewed as mathematically formalizing the criteria under which manual trial-and-error model calibration is performed. There is no additional weighting of the terms in the penalty function since the measurement and process noises have already been normalized to identity covariance Ž . Ž . in Eq. 5 . Eq. 6 represents the linearized least squares problem solved at each Gauss-Newton iteration.
The wide sense random assumption is made that the first and second moments of the random terms are well defined, but no distributional assumptions are required. The wide sense assumption is adequate to compute the estimate error covariance within local linear perturbation as shown later in this section. If the Gaussian assumption is made, then within an additive constant the penalty function is the negative twice log of the a posteriori statistical distribution of the states given the measured data. Consequently, minimizing the Bayesian penalty function is equivalent to the non-linear MAP estimator. In other words, DFM computes the state estimates that have the highest probability of being true given the measured data.
Ž . The minimization of the penalty function given by Eq. 6 is a least-squares problem.
Ž . By inspection, the solution of Eq. 6 is equivalent to the solution of a regression Ž . problem treating the model equations and the Markov random field equation in Eq. 5 as if they were equations for measured data q in combination with the actual measured ( )Ž . data z. This equivalence is the data equation idea expressed in Eq. 2 that leads to the Ž . information array of Eq. 3 and a version of Kalman filtering over time. Consequently, Ž . the physical and statistical model terms of Eq. 5 can be interpreted as data equations that are equivalent to measured data.
State estimation
In order to focus on the spatial aspects of estimation and on the combined study of point measurements of head and conductivity, attention is now limited to steady flow with head and conductivity measurements and with a Markov random field model for log-conductivity. Using the kind of techniques for assembly that PDE solvers use, we Ž . assemble the relevant parts of Eq. 5 in the banded sparse form: The states in a region m of space have been defined so that the data equations break down into blocks with a block bandwidth of b. For example, if a 2D grid is used with physical and statistical models at any grid cell depending only on adjacent cells and with point data, then region m can be selected to be grid column m and the block bandwidth b is one.
Ž . The partial derivative is shown in Eq. 7 to emphasize the local linearization in the non-linear Gauss-Newton method. The equation for the Markov random field is shown separately to emphasize that Markov states have been adjoined to the state vector for spatial estimation in much the same way they are adjoined to states of the Kalman filter for temporal estimation. For computational efficiency, the Markov equations are actually interleaved with the model and measurement equations. 
Ž .
For computer processing, Eq. 7 is expressed in an information array in which the xs denote non-zero block matrices as shown below.
Ž . The regression solution of Eq. 7 is accomplished by manipulation of the information Ž Ž .. array Eq. 8 .
The information array is processed by performing triangularizing rotations and Ž . reflections TR as illustrated below for a three-state case:
The problem is rotated and reflected until the solution, y , y , and y can be determinedˆ1 2 3 by inspection as follows: TRs are applied to make the matrix on the left upper triangular. The corresponding penalty function is shown on the right broken into a fixed part that involves an e-term and a variable part in terms of y. But the variable part can be set to zero, and no better solution is possible since the term can not be negative. Simple algebra reveals the solution as backward substitution.
TR can be implemented using the numerically stable work horses of linear algebra, Householder and Givens transformations. Since TR transformations are non-singular, information is preserved. Because TR transformations rotate or reflect they do not ( )Ž . magnify numerical errors and are numerically stable Lawson and Hanson, 1974 . Furthermore, because they are orthogonal transformations they maintain the identity Ž . Ž . Ž . covariance of the transformed noise terms shown in Eqs. 9a , 9b and 9c . The TR transformations are implemented by direct manipulation of the information array for Ž . computer implementation Bierman, 1977 .
The covariance of the estimate error is determined by the sequence of relationships
E yy y yy y s H H 10 Ž .Ž . Ž .T he inverse of the H X matrix is performed in a numerically efficient and stable manner Ž . Ž . using the same type of backward substitution scheme that was used in Eqs. 9a , 9b
Ž . and 9c for the estimate itself. Then squaring the result provides the estimate error covariance.
State estimation is broken down over space by proceeding recursively down the Ž . diagonal of the information array of Eq. 8 using a sequence of TRs to triangularize the Ž . Ž . array as shown in Eqs. 11a and 11b , where xs and asterisks denote block matrices. Each recursion m starts with the triangularized array from the preceding recursion. Then Ž . the data equation for region m from Eq. 8 is appended where new states are included only as they are encountered moving down the information array. The TR transformation is applied to triangularize the array. Old states that are not going to be seen any Ž . Ž . more moving down the information array and the starred arrays in Eqs. 11a and 11b that are associated with them are left behind but saved.
Ž . 11a ( )
Ž . 11b
The estimates and covariances for the h and f states in the last region m at the bottom of the state vector are computed first using the bottom two rows of blocks in the triangularized information array. Back substitution is used for the estimate as in Eqs. Ž . Ž .
Ž . 9a , 9b and 9c . The covariance is computed by inverting the block in the informa-Ž . tion array and squaring it as in Eq. 10 .
Then the h and f states just estimated are moved to the top of the state vector. The estimates and covariances for the next h and f states back up the state vector are computed by retriangularizing the information array and repeating the same processing as above. The retriangularizing is efficiently broken down in space because of the banded structure. This is repeated until all states and covariances are computed. Then the system is relinearized and the next Gauss-Newton iteration is performed. At the final Gauss-Newton iteration the estimate is obtained and the covariance of the estimate error is obtained within linear perturbation.
Prediction uncertainty
Since DFM quantifies the uncertainty in groundwater flow, it can quantify prediction uncertainty for contaminant concentration. The direct approach of propagating the covariance of estimate errors through transport is not computationally practical.
Monte Carlo methods are implemented in DFM that avoid propagating the covariance Ž . Ž . of the estimate errors by directly using the information array of Eqs. 11a and 11b .
Ž . The sequence of relationships in Eq. 10 shows that the left-hand-side of the triangularized information array times the estimate error equals a spatially white noise with identity covariance. Monte Carlo trials can be efficiently generated by sampling the noise from a random number generator and back solving through the entire information array that includes all the starred arrays that were saved. This generates a realization of ( )state estimate errors that is added to the estimate to obtain a conditional simulation using the same idea that kriging uses to produce conditional simulations. To better capture non-linear effects, conditional simulations are generated only for independent quantities such as hydraulic conductivity. Then the dependent quantities in the state such as head are regenerated through Monte Carlo simulation with numerical models along with all the other quantities of interest such as pathlines, travel times, and breakthrough curves. In the SRS application described in a later section, 1000 Monte Carlo trials were generated to produce confidence bounds for breakthrough curves for a complex highly heterogeneous groundwater system.
System identification
DFM uses a combination of residual analysis and likelihood theory for system identification. The likelihood theory is similar to concepts in Kitanidis and Vomvoris Ž . Ž . 1983 and Carrera and Glorioso 1991 . Measurement outliers are rejected automatically based on an adaptive residual thresholding method for which the user sets input parameters. Measurement residuals and physical and statistical data equation residuals are monitored for data and model validation. Under the Gaussian assumption and within linear perturbation, the minimized Bayesian penalty function should be statistically distributed as a x 2 random variable with degrees of freedom equal to the number of actual scalar measurements. This does not include the physical and statistical data equations which are treated as measurements only for forming state estimates and estimate error covariances.
Under the Gaussian assumption and within linear perturbation, the statistical likelihood function can be computed from information array quantities using relationships Ž . from Bierman et al. 1990 . For the same measurements and models as Section 3.6, the negative twice log-likelihood within an additive constant is given by where z denotes head measurements; z denotes log conductivity measurements; u 1 2 denotes a vector of unknown parameters in the Markov model, physical model, and Ž < . measurement noise model; and p z , z u is the probability density of measured data 1 2 given u.
Maximum likelihood estimates for parameters such as the Markov process noise variance can be formed by minimizing L. This provides estimates for parameters that maximize the probability of receiving the measured data that is actually received. Maximum likelihood estimates have many desirable properties such as being asymptotically unbiased, Gaussian, and minimum variance under mild regularity conditions. Modeler judgment and variogram methods from geostatistics provide model parameters. When more information is needed, maximum likelihood methods offer the virtue of using all the available information. For instance, the variogram for hydraulic conductivity can be determined not only from measured conductivity data but from head data also. Ž . Kitanidis and Vomvoris 1983 were the first to actually achieve this.
Under the Gaussian assumption and within linear perturbation, DFM uses the Ž . Ž . expectation maximization EM method of Levy and Porter 1992 to provide maximum likelihood estimates. EM views the measured data as incomplete data for the purpose of Ž . estimating the model parameters Dempster et al., 1977 . A complete data set is specified from which the parameters could easily have been estimated if the complete data had been measured. If the incomplete data is a deterministic function of the complete data independent of the parameters being estimated and the relevant distributions are not singular, then EM provides a simple iterative estimation procedure.
A sufficient statistic of the complete data is estimated in an expectation step based on the previous estimate for the parameters. The parameters are updated based on the sufficient statistic in a likelihood maximization step and the process is iterated. EM has the desirable statistical convergence property that it will never make the likelihood worse. Furthermore, it is usually easy to constrain the parameter estimates to be physically reasonable. The EM method has been used in a host of agricultural, economic Ž . and scientific applications Dempster et al., 1977 , and used for military, scientific and Ž . image processing applications Levy and Porter, 1992 .
The EM answers are usually intuitive and simple. For example, it may be desired to Ž . estimate the process noise variance q for a Markov process of Eq. 4 in order to model one of the hydraulic conductivity fields in multiple geological layers. If the log-conduc-Ž . tivity f were directly measured noise free at all grid locations, then Eq. 4 could be solved for the process noise w at all locations and q would be estimated as the sample variance of the interpolation errors as follows:
The complete data is defined as all values of f augmented by the actual noisy measured data. The incomplete measured data is a deterministic function of the complete data independent of the parameter being estimated because the incomplete data is actually part of the complete data. Therefore, an EM iteration can be formulated. It might seem reasonable to use the current estimate for q to estimate f, use the Ž . estimate for f in Eq. 4 to estimate ŵŵ
and then estimate q as the sample variance of the estimate of w. This is almost the answer that EM provides, but it would be biased downward due to estimate error in w. EM removes the bias by adding in the estimate error variance in w computed by the estimator to give the estimate for q: 1 2 2 q s w q E w y w 15
The above procedure is iterated to convergence. Notice how simple the estimate is and how it is naturally constrained to have non-negative values. This is typical for EM estimates for the model parameters that need to be estimated.
Application at DOE Savannah River Site
Ž In conjunction with the VAM3DF finite-element formulation Huyakorn and Panday, . 1995 , the DFM approach has been used to construct a groundwater flow and transport Ž . model of the Old Burial Ground OBG at the U.S. Department of Energy's Savannah Ž . River Site SRS . The resulting DFM model was compared to an existing model that was calibrated via the typical trial-and-error manual calibration method. The OBG was chosen because a substantial amount of hydrogeologic information is available, and the calibration and numerical issues were challenging with standard approaches. The DFM Ž . flow model developed here is similar to the flow model by Flach et al. 1996 , which is Ž . based on the FACT finite-element code Hamm et al., 1995 . This allows comparison of the two flow models and validates the utility of DFM.
The SRS occupies approximately 310 mile 2 along the Savannah River in southwestern South Carolina. Since 1950, SRS has been a controlled area for the production of nuclear material for national defense and civilian purposes. The OBG is located in the Ž . central portion of SRS within the General Separations Area GSA . The OBG is the Ž . original solid radioactive and hazardous waste burial ground in the GSA Fig. 1 . Solid waste was deposited in the OBG from about 1952 to 1972. Groundwater contaminants Ž . of concern at the OBG include tritium, trichloroethylene TCE and tetrachloroethylene Ž . PCE . Groundwater plumes emanating from the OBG are migrating to the south toward Ž . the Fourmile Branch Flach et al., 1996 . The contaminant of interest for this study is tritium, because it is a geochemically conservative tracer that has been monitored along the seepline near the F-Area effluent and Fourmile Branch for several years. Fig. 2 shows the conceptual model for the OBG from the horizontal perspective. Fig. 3 shows the classical layer-cake hydrostratigraphy that has been used in the past in the vicinity of the OBG and the conceptual model vertical perspective.
The development of the DFM flow and transport model of the OBG relied upon the Ž . Ž . work of Westinghouse Savannah River Company WSRC . Flach et al. 1996 presented the hydrogeologic information on the OBG and developed the FACT flow model. Detailed lithologic data was used to construct an extremely heterogeneous conductivity field vs. the typical layer-cake approach that had been utilized in the past. Flach et al. Ž . 1996 presented a model of the OBG tritium source, which was used in the transport simulations for this study.
Numerical grid and boundary conditions
The DFM numerical grid is a 3D curvilinear grid with an areal extent of 6760 ft in Ž . the x-direction and 5070 ft in the y-direction Fig. 1 . The grid is 27 = 27 = 21 with uniform spacing along the x-and y-axes. This is the same region considered by Flach et Ž . al. 1996 . Fig. 1 includes the local base map. Hydrostratigraphic picks obtained from WSRC were used to define the elevation of the 21 nodal layers, so that each nodal layer was assigned to only one aquifer unit. The upper nodal layer conformed to the land surface while the bottom nodal layer conformed to the top of the Ellenton Clays, which is a regional aquitard at the SRS. The Green Clay was discretized by the fourth nodal layer from the bottom.
The boundary conditions applied to DFM flow model are very similar to boundary Ž . conditions in Flach et al. 1996 . The rechargerdrain boundary condition was applied to the top nodal layer and the no-flow boundary condition was applied to the interior nodes of the bottom nodal layer, which roughly approximates a no-flow condition across the Ellenton. All other boundary nodes were assigned constant head boundary conditions. Heads from observation wells were used to construct an areal 2D head distribution for the Water Table, BarnwellrMcBean and Congaree Aquifers. These three head distributions were used to define the constant head boundary conditions.
Head and conductiÕity data
Heads from 237 observation wells were calibration targets for the DFM flow model. In order to facilitate a comparison between the DFM flow model and the flow model in Ž . Flach et al. 1996 , conductivity field information used in their report was used as conductivity data. Mud fraction data from the foot-by-foot description of 84 cores were For horizontal conductivity the values were: Sand, 40 ftrday; Clayey Sand, 5 ftrday; Sandy Clay, 0.15 ftrday, and Clay 0.0003 ftrday. Vertical conductivities were set to 1r3 of the horizontal component, based on laboratory permeability data that showed an average anisotropy ratio of 3. The fine-scale conductivities on the 23 = 23 = 251 grid Ž . were then converted to the vertically coarser 53 = 40 = 30 grid using arithmetic K h Ž . and harmonic K averaging. Of the 84 cores used in interpolation, 27 lay inside the v modeled OBG area. The conductivities above the Green Clay at the 27 interior core locations of the 53 = 40 = 30 grid were used as conductivity measurements for the DFM flow model. Both the vertical and horizontal conductivities were used as measurements. A total of 880 conductivity measurements were used with 415 being horizontal conductivities and 465 being vertical conductivities.
Parameters estimated in DFM
The Markov spatial variability model for hydraulic conductivity is applied to each hydrostratigraphic layer separately in the DFM. Thus the fusion OBG model consisted of three hydrostratigraphic layers. Layer 1 contained all nodes above the Green Clay. Layer 2 contained the fourth nodal layer from the bottom, which represented the Green Clay. Layer 3 contained the bottom three nodal layers, which represented the Congaree Aquifer and the top of the Ellenton Clays.
Ž . Head and log horizontal conductivity, ln K were estimated at each node in the h Ž . model where ln K is treated as a Markov random field. The standard deviation and h Ž . Ž. correlation distances distance at which correlations 1re for ln K for each hydrosh tratigraphic layer are shown in Table 1 . The coefficients of the polynomial model Ž . defining the mean trend for ln K within each layer are also estimated. The prior h standard deviation for each polynomial coefficient is specified in Table 1 . In the OBG case, there did not appear to be a significant change in the trend across the OBG, so the Ž . trend model was limited to a constant mean value.
The DFM methodology allows considerable flexibility in specifying and estimating vertical hydraulic conductivity: log anisotropy can be defined by a spatial polynomial in Ž a hydrostratigraphic unit, or vertical conductivity can be defined for specified zones sets . of nodes . In either case, the coefficients can be fixed or estimated separately for each zone. Within hydrostratigraphic layer 1, the vertical anisotropy was initially defined Ž . using a linear 3D polynomial four coefficients , but the estimated linear coefficients were small, so the anisotropy model was reduced to a constant. The vertical conductivity in the tan clay was defined separately and is discussed below. In hydrostratigraphic layer Ž . 2 Green Clay , vertical conductivity was estimated directly, rather than using anisotropy. This was done because vertical flow dominates in aquitards and thus the relation between vertical and horizontal conductivity would not be observable from the data.
Ž . Finally, the anisotropy in layer 3 Congaree was somewhat arbitrarily fixed at 3, since there is little well information in this layer and model results are not sensitive to this parameter.
In addition to conductivity parameters, the maximum recharge coefficient was also estimated in the DFM. This ''maximum recharge coefficient'' is the maximum allowed recharge at an unsaturated surface node as used in a rechargerdrain boundary condition. This must be estimated because it has a strong influence on the flow model.
Parameter prior statistics
Ž . Table 1 lists the prior means, standard deviations s as well as correlation lengths Ž .
c.l. used for parameters estimated in the OBG data fusion modelling. The values used Ž . for the means were based on information in Flach et al. 1996 . Standard deviations and correlation lengths were selected as reasonable estimates for the variation in the parameters, with some modifications if the data would not support estimation of a Ž Ž . parameter e.g., the standard deviation of the Green clay ln K random component was h . set to 0.01 .
The prior information used for the maximum recharge coefficient was mean s 17.0 in.ryear and standard deviations 0.88 in.ryear. Developed or capped areas used a coefficient of zero. Other input parameters included an effective porosity of 0.25 and a residual saturation used in the pseudo-soil function of 0.01. Flach et al. 1996 discussed how mud fraction data from 84 cores in GSA were used to construct a conductivity field on a 53 = 40 = 30 grid. FORTRAN code was acquired from WSRC for construction of the conductivity field on the 27 = 27 = 21 grid. Nodes in the vicinity of the Tan Clay with K F 0.0025 ftrday were identified as Tan Clay ( )the OBG start in the vadose zone, travel through the saturated zone and discharge on the top of the model near the Fourmile Branch. The DFM pathlines from the OBG to the Ž . F-Area effluent are similar to the pathlines presented by Flach et al. 1996 . Also, the seeplines surrounding the Fourmile Branch and the F-Area effluent are similar to the Ž . seeplines in Flach et al. 1996 . The main difference between the two flow models is Ž . that the water divide plane at which the flow separates below the OBG is further south Ž . Ž closer to the Fourmile Branch in the fusion model, which is due to the lower on . average horizontal conductivities in the water table aquifer of the DFM. There are also fine-scale differences in the velocity field, which are due to differences in the conductivity fields.
Incorporating the Tan Clay
Estimated values of the hydraulic conductivity parameters are shown in Table 2 . Note that most of the parameter estimates are close to the prior values, except for mean Ž . Ž . ln K in the upper layer, which is slightly higher, and ln K in the Green clay, which . 1996 , the maximum recharge was set equal to 17 in.ryear. The resulting discharge to Fourmile Branch was 129,600 ft 3 rday and the average recharge was 13.9 in.ryear. Ž Thus the DFM estimate of discharge is closer to previous estimates based on measure-.
3 ments of 115,000 ft rday. The a posteriori estimate error standard deviations for most of the nodal heads in the Ž . central region in layer 1 were about 0.20-0.30 ft. The corresponding nodal ln K h uncertainty was about 0.35-0.40, which is somewhat smaller than the prior 1 y s of Ž . 0.58 including trend and variability , but is still significant. In addition to computing estimate error standard deviations, the DFM also computes the correlations between states. Surprisingly, very few correlation coefficients were greater than 0.3, except for Ž the conductivity parameters within the Green clay or Congaree where little data was . available . The most significant correlations were between the layer 1 anisotropy and the heads at the nodes near the Fourmile Branch. There was also significant correlation between recharge and the conductivities in the same region. This correlation is expected because the discharge of water gained by the system through recharge is strongly influenced by K near the stream. 
Residuals and edited data
The DFM software edits any measurements for which the normalized residual Ž . residual divided by nominal accuracy is greater than a user specified threshold Ž . multiplying the root-mean-squared RMS normalized residual from the previous iteration. The user must also input an initial residual RMS to use on the first iteration. Thus, the editing threshold is very high on early iterations and becomes gradually smaller in later iterations as the fit to the data improves. The editing threshold used in the OBG modeling was set equal to 4.0 and the initial residual RMS was set to 200. At the final iteration, the normalized residual RMS was 1.7 with 1117 measurements processed. This indicates that the measurement errors are only slightly larger than the expected accuracy.
DFM rejected nine head measurements as outliers. DFM accepted 228 head measure-Ž . ments with an RMS not normalized of 1.3 ft, 415 horizontal conductivity estimates Ž . with an RMS of 1.3 ln ftrday , and 465 vertical conductivity estimates with an RMS of Ž . Ž . 3.0 ln ftrday . For the flow model developed in Flach et al. 1996 , the RMS for the 228 accepted head measurements was 3.0 ft.
Transport model
The numerical grid used for the transport model was identical to the DFM flow model grid. were 20, 2, 5 and 2 ft, respectively. These dispersivity values were determined as optimum by trial-and-error calibration of the transport model with the measured data Ž . tritium discharged to Fourmile Branch acquired from WSRC. An effective porosity of 25% was utilized for the transport simulations in this study. The apparent molecular Ž .
y06 2 Ž . diffusion coefficient D8 was 1.0 = 10 ft rday. The distribution coefficient K d was assumed equal to zero which translates to a retardation coefficient equal to 1.0, which is a common assumption for tritium. The decay coefficient was calculated using: l s ln2rt , where t is the half life in days. The half-life for tritium is 12.3 years.
The transport model had zero initial concentration and zero mass flux boundary conditions for all boundary inflow nodes. After solving for steady-state flow, flux values on the boundary were utilized for determination of boundary conditions. All nodes with Ž . positive fluxes inflow on the boundary were assigned a mass flux of zero and a Ž . volumetric flux equal to the value determined by the flow model. Flach et al. 1996 investigated the waste forms deposited in the OBG and developed a spatially and temporally variable tritium discharge model. The Flach model was used to produce time dependent mass flux boundary conditions at 90 nodes, which are in the vadose zone below the OBG. The leaching constant in the Flach model was used to calibrate the transport model to the measured tritium discharge data. The calibrated source model was used as the mean source. 
Tritium transport uncertainty Õia Monte Carlo analysis
To quantify the effects of recharge, conductivity, and source uncertainty on tritium transport, a Monte Carlo transport simulation was used to compute the distribution of tritium concentration at specified locations. For each realization, the DFM estimate of Ž Ž . . the flow states nodal heads, log conductivities, anisotropy, ln K and recharge was v used as the sample mean, and a random perturbation consistent with the DFM error Ž covariance was added. This is done by backsolving using the information array and a . Gaussian random vector as the right-hand-side. Thus the flow state sample realizations have the mean and covariance expected from the flow modeling. The nodal head samples were not used directly in the transport integration because any flow mass imbalance will cause instability. Thus the head samples were input to VAM3DF to re-compute the steady-state heads. It was observed that the re-computed heads did not differ significantly from the sample values, probably because the information array models the flow equation accurately within the limits of a locally linear model.
Source uncertainty was treated as linear scaling of the nominal source time profile. Thus the effect of source uncertainty was incorporated in post processing using random samples for the scaling factor.
Monte Carlo results
Using 1000 Monte Carlo realizations of flow and transport parameters as described above, the distribution of tritium discharge to the Fourmile Branch was computed. Source uncertainty was incorporated by scaling the mean source. The source scale factor had a clipped normal distribution between 0.5 and 1.5 with M s 1.0 and SD s 0.25 Ž . Fig. 8 . Since the transport model solves a linear transport equation with linear boundary conditions, the source uncertainty was incorporated by scaling the output Ž . concentrations. Fig. 9 shows a histogram of ln K at a location east of the F-Area h effluent and 38 ft below the surface. Note that the conductivity uncertainty is significant. To construct breakthrough curves for a given confidence bound, the discharge realizations were sorted for each time, and a discharge was output corresponding to the given confidence bound. Breakthrough curves were determined using confidence bounds of 95%, 50%, and 5% and were normalized with respect to the maximum of the 95% confidence bound. Fig. 10 shows the tritium discharge curves superimposed on independent field data, providing validation for the confidence bounds.
Application summary
The DFM flow model is generally consistent with the previous model of Flach et al. Ž . 1996 that was obtained using the trial-and-error method. The models have similar pathlines, recharge, and trends in conductivity. The conductivity field for DFM is somewhat smoother, reflecting spatial correlation parameters input to the fusion processing. The spatial correlation parameters are based on hydrogeological judgement and on the fit to the data. The benefits of DFM come mainly from the ability to rapidly combine diverse sources of information to quantify and reduce uncertainty. The specific benefits demonstrated in the work being reported here are the following.
Ø Validated quantification of statistical uncertainty in tritium breakthrough curves due to uncertainty in recharge, hydraulic conductivity, and source terms. This shows that uncertainty can be quantified at complex sites such as the OBG, opening the possibility for a more precise level of risk assessment at other sites. Further, this shows that the uncertainty can be quantified in a model that is of sufficient detail to be used for remediation design so safety margins can be quantified.
Ø Rapid updating of the model. DFM reduced the time spent on calibration. Modeling conceptual iteration is accelerated in order to get the best final model, particularly with the use of GUI and visualization tools. This gives the hydrogeologist more control over the modeling process, freed from much of the manual manipulation of the model required by trial-and-error. Further, this means that DFM could be used for on-line model-based monitoring and adjustment of remediation. DFM calibration runs for the OBG converge in less than 1 h on a Pentium Pro PC for a 3D model with more than 15,000 nodes. Run time is approximately linear with the number of nodes.
Ø Better RMS fit to the data. The RMS head error for DFM was 1.3 ft after editing a small number of statistical outliers. The comparable RMS for trial-and-error was 3.0 ft. The model also produced a significantly better stream flow prediction, even though measurement of stream flow was not included in the calibration.
Conclusions
DFM builds on previous hydrogeological work to provide a mature methodology implemented and deployed in software tools for data integration, model calibration, and geostatistical quantification of uncertainty. Key points are as follows.
Ø DFM solves the causality problem with Kalman filtering to produce a computationally practical spatial state estimation methodology for model calibration.
Ø DFM provides a solution to the problem often referred to in the hydrogeological literature of combining point data for hydraulic head and conductivity to take advantage of the considerable data worth that these data sets often possess.
Ø DFM provides a system identification theory for the determination of geostatistical structure based on maximum likelihood methods.
Ø DFM has been applied to several field-scale groundwater systems. An application is presented at the DOE SRS where DFM quantified breakthrough curve uncertainty and produced a better data fit with less time spent relative to a conventional calibration.
Ø DFM is implemented in a software system complete with a GUI and visualization and installed for a users group at the SRS.
Solving the causality problem for spatial estimation lays the groundwork for further extensions in hydrogeology and in other fields with similar spatial estimation and identification problems. One of the possible extensions is the integration with management optimization methods for environmental remediation, particularly for quantifying safety margins and managing uncertainty. DFM opens the possibility for real-time monitoring and optimization through rapid model updating for expedited cleanup. whom this work would never have been done. We are indebted to John Steele at the Ž . Westinghouse Savannah River Company WSRC for having the management vision to Ž make the Old Burial Ground application happen. We wish to thank John Haselow who . was with WSRC at the beginning of this work and is now with Haselow Engineering for his important technical support. We wish to express our appreciation for the excellent work performed by the technical staff at Coleman Research -Dan Chapman, Bill Hatch, Linda Hughes, Paul Kraus, Tim Mann, Jay Silverman, and Bill Yanceyand by the technical staff of HydroGeoLogic -Sorab Panday and Sree Tangella. This work follows in the footsteps of departed colleagues and friends Jerry Bierman and Jim Vandergraft. The information filter ideas for Data Fusion Modeling came from lively discussions between Jerry Bierman, Dave Porter, and Bruce Gibbs, and Jim Vandergraft provided critical optimization ideas for Bayesian estimation.
