Introduction
The objective of this paper is to give an axiomatic definition of modular functors and topological quantum field theories (TQFT's). Modular functors emerged recently in the context of 2-dimensional conformal field theories (see G. Segal [Se] , G. Moore and N. Seiberg [MS1] , [MS2] , and references therein). The notion of TQFT was introduced by E. Witten ~WiJ who interpreted the Jones polynomial of knots in terms of a 3-dimensional TQFT closely related to the 2-dimensional modular functor.
It was emphasized by M. Atiyah that the notions of modular functor and TQFT have a more general range of applications and may be formalized in the framework of an axiomatic approach. Axioms for modular functors categories as in [Qu1] , [Qu2] . This allows us to make the exposition short and straightforward.
The problem with any axiomatic definition is that it should be sufficiently general but not too abstract. It is especially hard to find the balance in axiomatic systems for TQFT's because our stock of non-trivial examples is very limited. There is no doubt that further experiments with axioms for TQFT's will follow.
The reader will notice that our definitions and results have a definite flavour of abstract nonsense. However, they form a natural background for more concrete 3-dimensional theories.
Fix up to the end of the paper a commutative ring with unit K which will play the role of the ground ring.
1. Space-structures and modular functors
Structures on topological spaces
We introduce a general notion of additional structure on topological spaces. For such additional structures we will use the term space-structures.
A space-structure is a covariant functor from the category of topological spaces and their homeomorphisms into the category of sets with involutions and their equivariant bijections such that the value of this functor on the empty space is a one-element set. Such a functor 9t assigns to every topological space X a set with involution and to every homeomorphism f : X --~ Y an equivariant bijection is said to be an -space. By an -homeomorphism of an -space (X, a) onto an -space (X', a') we mean a homeomorphism f : X ~ X such that = 03B1'. It is clear that the composition of -homeomorphisms is an -homeomorphism and that the identity self-homeomorphisms of -spaces are -homeomorphisms. By abuse of notation we will often denote -spaces by the same symbols as their underlying topological spaces.
The (1.2c). The simplest example of a modular functor is the "trivial" modular functor which assigns K to all topological spaces and idK to all homeomorphisms. (The underlying space-structure assigns a one-point set to all topological spaces.) For 
) is an element of F. The fact that under any modular functor the disjoint union corresponds to non-ordered tensor product of modules follows from the axiom (1.2b). As is customary in algebra, we denote both the ordered and non-ordered tensor products by the same symbol 0.
Self-dual modular functors
We say that a modular functor T is self-dual if it satisfies the following condition.
(1.3a). For instance the trivial modular functor defined in Section 1.2 is self-dual. [At] , [Wa] , [Tu3] ).
Let Ql be the structure of finite cell space and let Q3 be the structure of finite cell space with a fixed cell subspace (which plays the role of the boundary). TQFT is easily seen to be non-anomaly-free.
Instead of homologies with coefficients in G we may use any homology theory, provided some finiteness assumptions are imposed to assure that the modules ~T (X ) ~ are finitely generated. As an exercise the reader may construct similar TQFT's using cohomology groups or homotopy groups. Here the first equality follows from the axiom (2.2c) (with k = 1), the second equality follows from Lemma 4.3, the third equality follows from the naturality of dx and the last equality follows from the symmetry of dx. Let dx and bx be the linear operators defined in Section 4.2. The proof of Theorem 3.1.1 shows that these operators satisfy the equalities of Lemma 4.1. Since (T, r) is anomaly-free we may assume that k = k' = 1.
The previous lemma shows that
