Introduction
Let M be a differentiable manifold, T x M be its tangent space at x ∈ M and T M = {(x, y); x ∈ M, y ∈ T x M } be its tangent bundle. T M without the zero section is the slit tangent bundle and it will be denoted by T M \{0}. If φ = (x 1 , . . . , x n ) is a coordinate system on an open subset U of M , then
. . , x n , y 1 , . . . , y n )
is the natural coordinate sytem on T U with respect to φ. We use the superscript notation for coordinate functions as it is usual in Finsler geometry. A Finsler structure on M is a function F : T M → R which is smooth when restricted to the slit tangent bundle and its restriction to each tangent space is a Minkowski norm (See [1] ). There is another definition of Finsler structure on a differentiable manifold: It is a continuous function F : T M → R such that its restriction to each tangent space is a norm (See [4] ). In order to make distinction between these two objects, we call the latter by C 0 -Finsler structure.
Riemannian geometry has been extremely successful in order to study geometry through differential calculus. Locally, Riemannian manifolds have some similarities with Euclidean spaces (for instance the existence of strongly convex geodesic balls) and it also provides geometrical invariants that tell us when two Riemannian manifolds can't be locally isometric (for instance, the curvature tensor). Riemannian metrics also interact very well with certain topological objects. The Gauss-Bonnet theorem, the Hadamard theorem, the Bonnet-Myers theorem and the sphere theorem provide classical examples of this feature. All these results use strongly the possibility to differentiate the metric tensor.
Finsler geometry is a very relevant subject of differential geometry nowadays and it has the differential calculus as one of its main tools as well. Its development has followed the footsteps of Riemannian geometry in many aspects and there are several similarities between these two theories (see [1] ). But there are some differences as well. For instance, Finsler manifolds don't admit a canonical connection and a canonical volume form.
C 0 -Finsler geometry is much less developed than Finsler geometry because differential calculus can't be applied directly on C 0 -Finsler structures. Moreover it doesn't have a model geometry such as Riemannian geometry to follow. There are several differences between geodesics in Finsler manifolds and in C 0 -Finsler manifolds. For instance, for Finsler manifolds, we have existence and uniqueness of a geodesic with a given initial position and velocity. In addition every geodesic is smooth. This property doesn't hold for the family of C 0 -Finsler manifolds that we introduce in this work. The lack of differentiability and the lack of strong convexity ofF explain these differences. Another example where we have a non-standard behavior of geodesics is the plane endowed with the maximum norm, which can be identified naturally with a C 0 -Finsler manifold. In this case, every point p ∈M that doesn't lie in the lines x 2 = x 1 or x 2 = −x 1 has infinitely many minimizing paths connecting it to (0, 0) and several of them aren't differentiable (compare with Proposition 3.5).
C 0 -Finsler structures appears naturally when we study intrinsic invariant metrics on homogeneous spaces. Pioneering work in this direction are Berestovskii's papers [2] and [3] . Let M be a locally compact and locally contractible homogeneous space endowed with an invariant intrinsic metric d M . Berestovskii proved that (M, d M ) is isometric to a left coset manifold G/H of a Lie group G by a compact subgroup H < G endowed with a G-invariant C 0 -Carnot-Carathéodory-Finsler metric. He also proved that if every orbit of one-parameter subgroups of G (under the natural action ϕ : G × G/H → G/H) is rectifiable, then d M is C 0 -Finsler (see [3] ). Here the C 0 -Carnot-Carathéodory-Finsler metric comes from a completely nonholonomic G-invariant distribution D endowed with a G-invariant norm. The metric d M is defined analogously as in the Carnot-Carathéodory metric of sub-Riemannian geometry (see [9] ).
In [8] , Gribanova studied left invariant C 0 -Finsler metrics F on R 2 + = {(x, y) ∈ R 2 ; y > 0} endowed with the group of transformations generated by horizontal translations and homotheties. The left invariance of F implies that F (x 1 , x 2 , y 1 , y 2 ) admits partial derivatives with respect to x 1 and x 2 . She finds all minimizing paths of these spaces using the maximum principle of Pontryagin (see [10] ). "Most" of geodesics have a nice geometrical description in terms of the shape of the F -spheres in tangent spaces. However there is an error in her analysis about geodesics (see Remark 7.5) .
In this work we introduce a family of C 0 -Finsler structuresF inM ∼ = R 2 and we classify their minimizing paths and geodesics (see Theorems 6.7 and 6.8). These C 0 -Finsler structures don't admit (a priori) partial derivatives and they aren't invariant by any group of transformations ofM . Therefore we can't calculate geodesics explicitly as solutions of ODE's or else use the maximum principle of Pontryagin.F are of Berwald type, that is, all tangent spaces ofM seen as normed spaces are pairwise isometric. The C 0 -Finsler structure is given bŷ
where F 0 is the norm on the (y 1 , y 2 ) plane where the unit sphere is the regular hexagon with vertices
and f is a positive continuous function. For the sake of simplicity, we denote the C 0 -Finsler structure
onM also by F 0 . As in the Poincaré half-plane model of hyperbolic plane, f (x 1 , x 2 ) has the tendence to be smaller for larger x 2 (see (2) ). For every p, q ∈ (M ,F ), we calculate the unique minimizing path connecting them. They are line segments parallel to the vectors ( √ 3/2, 1/2), (0, 1) or (− √ 3/2, 1/2), or else a concatenation of two of these line segments. Therefore for "almost every pair of points" p and q, the minimizing path connecting them isn't differentiable. In order to calculate the minimizing paths of (M ,F ), we compare them with minimizing paths of (M , F 0 ) (see Proposition 3.5) and use the fact that "higher" paths are shorter than "lower" paths. Most of the technique comes from metric geometry.
Concatenations of line segments parallel to the vectors ( √ 3/2, 1/2), (0, 1) or (− √ 3/2, 1/2) are very important in this work and they are called preferred paths. For technical reasons, the trivial line segment will be also considered parallel to these vectors and they can be part of a preferred path. We also use the term "preferred" for half-lines, lines and vectors which are parallel to these directions.
These C 0 -Finsler manifolds (M ,F ) aren't a generalization of quasihyperbolic planes presented in [8] because we impose a lower and an upper bound for f (see (3) ). If we drop one of these bounds, we can have other minimizing paths. In fact, for (R 2 + , F = F 0 /x 2 ), it is consequence of Gribanova's work [8] that some minimizing paths are preferred paths composed by a concatenation of four nontrivial line segments. This work is organized as follows: In Section 2 we define the family of C 0 -Finsler structures that we study in this work. In addition we fix the "clock" notation for line segments in R 2 in order to make the proofs easier to follow. In Section 3 we present definitions and theorems that are necessary for this work. In Section 4 we present several length comparison results between preferred paths. In Section 5 we calculate explicitly the minimizing path among preferred paths that connects two arbitrary points. In Section 6, we prove that if a piecewise smooth curve γ connecting p, q ∈M has a nonpreferred tangent vector, then there exist a preferred path connecting p and q which is strictly shorter than γ. This result determines all minimizing paths and geodesics in (M ,F ) (See Theorems 6.7 and 6.8). In Section 7, we prove that the manifolds (M ,F ) don't admit any bounded openF -strongly convex subsets. Moreover (M ,F ) aren't Busemann G-spaces. We also make comments about other geodesic properties of (M ,F ).
The author would like to thank Hugo Murilo Rodrigues for his valuable suggestions.
The family of
In what follows,M = R 2 is the differentiable manifold endowed with its canonical coordinate system (x 1 , x 2 ). The tangent bundle TM is endowed with its natural coordinates (x 1 , x 2 , y 1 , y 2 ).
The vector v i in R 2 , with i ∈ {0, . . . , 11}, denotes the Euclidean unit vector which has the same direction of the hour hand of a clock when it is i-o'clock. For instance, v 0 = (0, 1) and v 3 = (1, 0). We use this notation because it is more intuitive and simpler in this work than the traditional angle notation.
We 
The half-line beginning from a point p with the same direction of v i is denoted by h i (p) and the line containing this half-line is denoted by l i (p). If the point p isn't important in h i (p) and l i (p) (for instance, when we are interested if some object is orthogonal to them), we replace h i (p) and l i (p) respectively by h i and l i . The Euclidean line containing two distinct points p, q ∈M is denoted by l[p, q]. The Euclidean half-line beginning at a and containing p = a is denoted by h[a, p]. Now we are going towards the definition of the family of C 0 -Finsler structuresF onM .F : TM → R is defined by
where f :M → R is a continuous positive function such that:
• There exist aθ ∈ (π/3, π/2] such that if p = q and the Euclidean angle between − → pq and v 0 is in the interval [−θ,θ], then
where Lθ > 1 depends only onθ and will be explained after Remark 2.1.
Denote by A(p) the set of points q ∈M \{p} such that the angle between v 0 and − → pq is in the interval [−θ, θ]. vθ is the unit Euclidean vector such that the angle between v 0 and v θ (in this order) isθ. The vector v −θ is defined analogously. Although this notation doesn't follow exactly the "clock pattern" presented before, this notation will not cause confusion because there is no integer in the interval (π/3, π/2]. The subscript ±θ is also used for Euclidean line segments, lines and half-lines. If f is differentiable, then (2) implies that the angle between v 6 and ∇f is in the interval [−(π/2 −θ), π/2 −θ] whenever ∇f different from zero. We remark that
is a particular case of a quasi-hyperbolic plane studied by Gribanova in [8] and it satisfies (2).
Remark 2.1. In this work we prove all the results forM = R 2 . But afterwards it will become clear that we can replaceM by "F -convex" open subsets U ofM , which includes the half plane R 2 + (see Proposition 7.3) and arbitrarily small neighborhoods of a point (see Proposition 7.4). 
where ℓF is the length with respect to the C 0 -Finsler structureF (see (6) ). Of course this inequality holds ifF is replaced by F 0 . The upper limit Lθ is a constant that makes this inequality true forF . We claim that
works, where ℓ E is the Euclidean length.
In fact, first of all observe that
It is straightforward from the definition of Lθ that Lθ ∈ (1, 2). Now we present a very large family of C 0 -Finsler manifolds that satisfy (2) and (3).
Example 2.2. Letθ ∈ (π/3, π/2) and Lθ given by (4) . Let f 1 : R → R be a Lipschitz function with Lispchitz constant L ∈ (0, arctan(π/2 −θ)). Let f 2 : R → 1, Lθ be a continuous strictly decreasing function. Then it is straightforward that
satisfies (3). We claim that f satisfies (2) . In fact, suppose that q = (q 1 , q 2 ) and p = (p 1 , p 2 ) are such that q ∈ A(p). Then
where the second inequality holds because q ∈ A(p). Therefore
whenever q ∈ A(p).
We will work with three C 0 -Finsler structures onM :F , F 0 and the Euclidean metric E. Whenever necessary, we will make these structures explicit. For instance (as already defined) the arclength with respect tô F , F 0 and E is denoted respectively by ℓF , ℓ F 0 and ℓ E . If there isn't any mention to the C 0 -Finsler structure used onM , it will be assumed implicitly that the objects are measured with respect toF . Any reference to angles is with respect to E.
Preliminaries
In this section we present notations, definitions and results that are necessary for this work. A reference for C 0 -Finsler manifolds is [4] . The definition of Busemann G-space can be found in [5] .
If X is a topological space and U is a subset of X, then intU is the interior of U ,Ū is the closure of U and ∂U is the boundary of U .
Let (M, F ) be a C 0 -Finsler manifold. We denote the length of a piecewise smooth curve γ :
where S p,q is the family of piecewise smooth paths on M and connects p and q. It is straightforward that (M, F ) has the same topology of the differentiable manifold M . Given a metric space (X, d) and a path γ : [t 0 , s 0 ] → X, the length of γ is defined as
A natural question is whether
holds for every piecewise smooth path γ :
Remark 3.1. It is well known that the metrics d E and d F 0 are equivalent. The equivalence between d F 0 and dF follows from (3). Therefore there exist a constant C > 0 such that
A path γ : I ⊂ R → X is a geodesic if it is a locally minimizing path, that is for every t 0 ∈ I, there exist a neighborhood J of t 0 such that γ| [t 1 ,t 2 ] is a minimizing path for every t 1 ≤ t 2 ∈ J.
Remark 3.2. Two parameterized paths γ 1 and γ 2 will be identified if they differ by a monotonic reparameterization and we will use the relationship γ 1 = γ 2 for the sake of simplicity. This convention allow us to identify parameterized paths with its image in X. Whenever there exist possibility of misunderstandings with these identifications, we will provide further explanations to make the situation clearer. (1) A bounded subset of (X, d X ) with infinite points has an accumulation point; (2) If a, b ∈ X are two distinct points, there exist c ∈ X\{a, b} such that
For instance, complete Riemannian manifolds are Busemann G-spaces. In fact, Items (1) and (2) are due to the Hopf-Rinow theorem, Item (3) is due to the existence of strongly convex geodesic balls and Item (4) is consequence of the fact that geodesics aren't minimizing beyond their cut points (See [6] ). Now we define some geometrical objects inM . We denote by S k (p), k ∈ {1, 3, 5, 7, 9, 11} the open sector ofM with angle π/3 bounded by the preferred half-lines h k−1 (p) and h k+1 (p). Of course we identify h 0 (p) with h 12 (p). Whenever the point p ∈M isn't relevant, we write S k instead of S k (p).
Let [p 1 , . . . , p n ] be a preferred path. The points p 1 , . . . , p n are the vertices of [p 1 , . . . , p n ]. p i−1 is the predecessor, p i+1 is the successor of p i and we denote them respectively by p(p i ) and s(p i ). If p 1 = p n , then p 2 is the successor of p 1 = p n and p n−1 is its predecessor. A vertex p i is called effective if one of the following items holds:
(1) it doesn't have a predecessor and a successor; (2) it only has a successor and s(p i ) = p i ; (3) it only has a predecessor and p i = p(p i ); (4) it has a successor and a predecessor, s(
A path [p 1 , . . . , p n ] is called simplified if it has only effective vertices. The set of preferred paths will be denoted by P. The set of simplified preferred paths will be denoted by S. A simplified preferred path can be represented as [p 1 , . . . , p n ] with directions α 1 , . . . , α n−1 , where α i ∈ {0, 2, 4, 6, 8, 10} for every i ∈ {1, . . . , n − 1} and α i = α i+1 for every i ∈ {1, . . . , n − 2}. 
is the only piecewise smooth minimizing path connecting p and q; (3) If q ∈ S 3 (p), then the minimizing paths are monotonic reparameterization of paths γ(t) = (t, x 2 (t)), where x 2 (t) are a Lipschitz map with Lipschitz constant equal to √ 3/3; (4) If q ∈ S k (p), k ∈ {1, 5, 7, 9, 11}, then the minimizing paths are the paths described in Item (3) rotated by an angle kπ/3, k ∈ Z.
Proof
These facts are well known and we give their proof for the sake of completeness.
Item 1:
It is proved in Proposition 3.4 of [7] .
where the last inequality holds due to ℓ E ≤ ℓ F 0 .
Item 3:
Observe that √ 3/3 and − √ 3/3 are the slopes of h 2 (p) and h 4 (p) respectively.
In particular,
The length of a path η = (η 1 , η 2 ) connecting p and q is given by
and the equality holds iff η(t) ∈S 3 (η(s)) for every t > s. In the equality case we have that
But the condition η(t) ∈S 3 (η(s)) for every t > s is equivalent to the condition that η can be reparameterized as γ(t) = (t, x 2 (t)), where x 2 (t) is a Lipschitz map with Lipschitz constant √ 3/3, what settles this item.
Item (4)
Just observe that rotations centered at p by an integer multiple of π/3 are isometries of (M , F 0 ) and they interchanges the subsets S k (p), k ∈ {1, 3, 5, 7, 9, 11}. Remark 3.6. Items (3) and (4) of Proposition 3.5 states that, in general, several paths which connects p and q are minimizing in (M , F 0 ). When we introduce a pointwise homothety f (x 1 , x 2 ) on F 0 in such a way that higher paths of (M ,F ) have the tendence to be shorter than the lower paths, it is a kind of tie break between these paths. The minimizing path connecting p and q in (M ,F ) is [p, q] min , which is the highest among all of these paths.
In order to keep this comparison under control, (2) provides a type of lower bound for this pointwise deformation and (3) provides a type of upper bound.
Length comparisons between preferred paths
In this section we give several length comparison results between preferred paths in (M ,F ).
Lemma 4.1. Let γ 1 and γ 2 be preferred paths such that Lθ.
Proof
The proof is just straightforward calculation.
Consider parameterizations γ a : [0, 1] →M and γ c : [0, 1] →M given respectively by γ a (t) = (1 − t)a + tb and γ c (t) = (1 − t)c + td. Then
where the inequality holds because γ c (t) ∈ A(γ a (t)) for every t ∈ (0, 1). Lemma 4.2 can be applied in several situations:
The proof is analogous to the proof of Lemma 4.2. 
Suppose 
The proposition is settled extending the analysis for every i ∈ {1, . . . , m − 1}. If γ is placed inH L , then use the direction 2 instead of 4 and the conclusion follows likewise.
If part of γ is placed inH L and the other part is placed inH R , then define The proof of the relationship
is analogous.
The second item follows from Lemma 4.1 and the fact that
The next result is a particular case of Proposition 4.7. Now we prove that if Q is a preferred trapezoid or a preferred parallelogram, then the length of one of its sides is less than the sum of the lengths of the other sides. The final result is stated in Theorem 4.17.
Lemma 4.10 (Trapezoid sides comparison 1). Let T be a trapezoid in S.
Then the length of one non-parallel side is less than the sum of the lengths of the other sides.
Proof
Denote the non-parallel side by σ 1 and the other sides by σ 2 . Lemma 4.1 implies that
Lemma 4.11 (Parallelogram sides comparison 2). Let P be a parallelogram in S. Then the length of one E-shorter side (or any side if P is a diamond) is less than the sum of the lengths of the other sides.
The proof is identical to the proof of Lemma 4.10. We split the proof in several cases, depending on the placement of d with respect to l −θ (b).
This case is exactly Inequality (5).
Case 2: d is below l −θ (b) (that is, compared to Case 1, the length of the parallel sides are relatively E-shorter than the nonparallel sides).
We have that 
The length of one non-parallel side is less than the sum of the length of the other sides due to Lemma 4.10. The length of a parallel side is less than the sum of the length of the other sides due to Proposition 4.6. 
An upper side is smaller than its parallel lower side due to Lemma 4.3. The length of the E-smaller lower side is less than than the sum of the lengths of the other sides due to Lemma 4.11. Thus we only have to prove that the length of the lower E-larger side is less than the sum of the lengths of the other sides.
In order to fix ideas, suppose that the E-larger lower side of P is holds due to Proposition 4.8. Therefore Q = [a 1 , a 2 , a 3 , . . . , a n ] ∈ S and k ∈ {0, 2, 4} such that
• a n ∈ l k (a 1 );  • a 3 , a 4 , . . . , a n−1 ∈ l k (a 2 ); 1 , a 2 , . . . , a n ]).
If a 1 = a n , then (7) is trivial. If a 2 = a n−1 , then Proposition 4.8 proves (7). Then we can suppose that a 1 = a n and a 2 = a n−1 and it is enough to prove that (8) ℓF ([a 1 , a n ]) < ℓF ([a 1 , a 2 , a n−1 , a n ]).
If [a 1 , a 2 ] ∩ [a n−1 , a n ] = ∅, then [a 1 , a 2 , a n−1 , a n , a 1 ] is a parallelogram or a trapezoid and Theorem 4.17 settles (8) . Otherwise we have that [a 1 , a 2 ] ∩ [a n−1 , a n ] = {e}, where e is an interior point of [a 1 , a 2 ] and [a n−1 , a n ]. The path [a 1 , e, a n , a 1 ] ∈ S is a triangle and ℓF ([a 1 , a n ]) < ℓF ([a 1 , e]) + ℓF ([e, a n ]) < ℓF ([a 1 , e, a 2 , a n−1 , e, a n ])
where the first inequality is due to Proposition 4.8.
Although we don't use the next theorem in this work, it is worth present it here. It states that Q doesn't need to be a parallelogram or a trapezoid in Theorem 4.17. Observe that it also generalizes Proposition 4.18. 
Idea of the proof
There are several cases to consider, but all of them can be solved easily using Theorem 4.8 and Theorem 4.17. The analysis can be made in the following way:
• Begin with an arbitrary path [a, b] ∈ S;
• Consider all possible directions for [b, c] ∈ S. For each direction, analyse the placement of c in each of the subsets S k (a) or h k (a);
The details of the proof are left to the reader.
S-minimizing paths
Definition 5.1 (S-minimizing paths). Let p, q ∈ (M ,F ). A path γ in S connecting p and q is a S-minimizing path if ℓF (γ) ≤ ℓF (γ) for everyγ ∈ S that connects p and q.
In this section we prove that if p, q ∈M , then [p, q] min is the unique S-minimizing path which connects p and q. In order to fix ideas, suppose that [a, b] has direction 4 . The other cases follow as an direct adaptation of this case.
Consider
. . , j} is a finite family of lines which are parallel to v 4 . Enumerate the lines strictly above l 4 (a) by ζ 1 , ζ 2 , . . . , ζ n , with ζ i+1 placed strictly above ζ i for i = 1, . . . , n − 1. If there aren't any lines l 4 (c i ) strictly above l 4 (a), then Proposition 4.5 settles this proposition.
The basic idea is replacing γ 1 by γ 2 ∈ S such that:
• The vertices of γ 2 , strictly above l 4 (a), are contained in ζ 1 ∪ . . . ∪ ζ n ;
• γ 2 has strictly less vertices in ζ n than γ 1 . We iterate this process until we end up with a path without points in ζ n . After that, we continue iterating the same process on ζ n−1 , . . . , ζ 1 until we get a path in S with no points in ζ 1 ∪ . . . ∪ ζ n . Finally this proposition is settled using Proposition 4.5. Let us go to the details.
We begin with c k ∈ ζ n . Then there exist a sequence of points c k 1 , . . . , c k ,
These intersections are non-empty because there isn't any c i strictly between ζ n−1 and ζ n . Then
due to Proposition 4.18. If we define
we have that γ 2 satisfies the three conditions stated above because γ 1 is equivalent to
As explained before, we can iterate this process until there is no more points strictly above l 4 (a) and Proposition 4.5 settles this proposition. First of all we proceed as in Lemma 5.2: If γ 1 contain points strictly above l 2 (p), after some iterations, we can replace γ 1 by γ n 1 ∈ S such that
• ℓF (γ n 1 ) < ℓF (γ 1 );
• All points of γ n 1 are contained in the lower closed half-plane bounded by l 2 (p). Now we consider γ n 1 . If it has points strictly above l 4 (q), we proceed as in Lemma 5.2, and after some iterations we get a path γ n 2 ∈ S such that
• ℓF (γ n 2 ) < ℓF (γ n 1 );
• All points of γ n 2 are contained in the lower closed half-plane bounded by l 4 (q). Observe that γ n 2 is also contained in the lower closed half-plane bounded by l 2 (p) due to Remark 5. In this section we prove that if γ is a piecewise smooth path connecting p and q, then
and the equality holds iff γ = [p, q] min (See Theorem 6.7). We prove some preliminary results before.
Proof
The first equality is straightforward from the definition of F 0 and [p, q] min . The second equality is due to Proposition 3.5.
Lemma 6.2. Let γ : [0, 1] →M be a smooth curve. Then (10) lim
Notice that
due to Lemma 6.1. Given an arbitrarily small δ > 0, there exist a small neighborhood I of t 0 such that ( 
for every t ∈ I − {t 0 }. Now combining (11) and (12) we get (10).
Remark 6.3. After the proof that [p, q] min are minimizing paths (see Theorem 6.7), it follows that Lemma 6.2 is a particular case of the following theorem:
Theorem 6.4. Let (M, F ) be a C 0 -Finsler manifold and γ : (−ε, ε) → M be a smooth path such that γ(0) = p and γ ′ (0) = v. Then
Proof See Theorem 3.7 of [7] . 
In order to fix ideas, suppose that γ ′ (t 0 ) ∈ S 3 . The other cases are analogous. Let I a neighborhood of t 0 such that γ ′ (t) ∈ S 3 for every t ∈ I. Consider s 0 ∈ I and, in order to fix ideas, suppose that s 0 > t 0 (if s 0 < t 0 , the analysis is analogous). Observe that
is strictly above γ| [t 0 ,s 0 ] except at endpoints. Let u 0 = (t 0 + s 0 )/2 and consider
Then η is also strictly above γ| As a consequence of the uniform continuity of t →F (γ ′ (t)), there exist a δ > 0 such that
for every pair of partitionsP = {t 0 =τ 0 <τ 1 < . . . <τ nP = u 0 } and Q = {u 0 =ν 0 <ν 1 < . . . <ν nQ = s 0 } with norms less than δ and every
We claim that we can choose two partitions P = {t 0 = τ 0 < τ 1 < . . . < τ n P = u 0 } and Q = {u 0 = ν 0 < ν 1 < . . . < ν n Q = s 0 } with norms less than δ and pointsτ i ∈ [τ i−1 , τ i ] andν i ∈ [ν i−1 , ν i ] for every i such that
Let us prove (15). For each τ ∈ [t 0 , u 0 ], we choose an neighborhood
..,m , we can choose a subcover such that I τ k 1 ⊂ I τ k 2 for every k 1 = k 2 . This latter subcover can be reindexed as
with τ i−2 < τ i for every i. It is not difficult to see that τ 0 < τ 2 − δ τ 2 < τ 4 − δ τ 4 < . . . < u 0 − δ u 0 and τ 0 + δ τ 0 < τ 2 + δ τ 2 < τ 4 + δ τ 4 < . . . < u 0 due to the construction of this latter subcover of [t 0 , u 0 ]. Now we choose the points τ k , with "odd" k.
and so on.
Finally we chooseτ 0 = τ 0 ,τ 1 =τ 2 = τ 2 ,τ 3 =τ 4 = τ 4 , . . .,τ 2i−1 =τ 2i = τ 2i , . . .. It is straightforward that (15) is satisfied. Equation (16) is proved analogously. Therefore
where the first inequality is due to Proposition 5.4 and the second inequality is due to (13), (14), (15) 
According to Lemma 6.5, there exist a neighborhood I of t 0 such that ℓF ([γ(t 0 ), γ(t)] min ) < ℓF (γ| [t 0 ,t] ) for every t ∈ I − {t 0 }. Fix s 0 ∈ I (in order to fix ideas, we consider s 0 > t 0 ) and set 
where the first inequality is due to Proposition 5.4 and the second inequality is due to Formulas (13), (14), (15) and (16).
The main theorem of this work follows as a direct consequence of Propositions 5.4 and 6.6. 
Let γ be a geodesic in (M ,F ). Then γ can be covered by a finite number of minimizing open subsets, what implies that γ can be written as a concatenation of minimizing paths. As a consequence, γ can be written as a path in S. Denote γ = [a 1 , a 2 , . . . , a n ] ∈ S. If n ≥ 3, then every [a i−1 , a i , a i+1 ] ⊂ γ (or its reverse) has directions 0, 2 , 2, 4 or else 4, 6 . Therefore γ can be written as a subset of [a, b, c, d, e] ∈ S with directions 0, 2, 4, 6 .
7. Remarks about the geodesic structure of (M ,F )
In this section we make some remarks about the geodesic structure of (M ,F ).
If p ∈M and v ∈ T pM isn't a preferred vector, then there isn't any geodesic γ ′ : (−ε, ε) → (M ,F ) that satisfies γ(0) = p and γ ′ (0) = v. If v is a preferred vector, then there are infinitely many minimizing paths that satisfy these conditions because any path [p, a, q] with directions 0, 2 , 2, 4 or 4, 6 are minimizing. Therefore it is meaningless to consider the exponential map. If v is a positive multiple of v 6 , then there exist a unique minimizing path γ : [0, ε) →M that satisfy γ(0) = p and γ ′ (0) = v. This property doesn't hold for any other preferred direction. In some sense, v 6 is a direction which is more stable than the others. May be it will be interesting to study the forward stability of geodesics in this context. Convexity is a complicated issue for general C 0 -Finsler manifolds because of the lack of the existence and uniqueness of minimizing paths that connect two points, even for small balls. For instance, we could say that a subset U is convex if for any p and q ∈ U , there exist a minimizing path that connects them and remains in U . Another definition could be: for any pair of points p, q ∈ U , every minimizing path connecting p and q remains in U . Observe that according to the first definition, every Euclidean ball in (M , F 0 ) is convex because straight lines are minimizing paths. But they are not convex with respect to the second definition.
The existence and uniqueness of minimizing paths that connects two points of (M ,F ) allow us to defineF -convexity andF -strong convexity. The definition ofF -strong convexity is borrowed from Riemannian geometry (see [6] ).
that its restriction at T (0,1) R 2 + is F 0 , then it is given by F (x 1 , x 2 , y 1 , y 2 ) = F 0 (x 1 , x 2 , y 2 , y 2 ) x 2 and satisfies Conditions (2) and (3) locally. Hence a sufficiently small path [a, b, c, d, e] with directions 0, 2, 4, 6 is a geodesic but it isn't a minimizing path. Therefore there is an error in Theorem 1 of [8] , which states that there isn't any other geodesic besides the minimizing paths and that every segment of a geodesic is a minimizing path. We end this work presenting another difference between (M ,F ) and Riemannian manifolds.
Theorem 7.7. (M ,F ) doesn't admit a bounded openF -strongly subset.
Suppose that U is a bounded openF -strongly subset of (M ,F ). We claim for a contradiction. First of all, notice that U is a E-bounded subset due to Remark 3. 
