Relative comparison of the radiation measured in XRD(0.25 keV), PCD(2.5 keV), and PCD(6.2 keV) for one of the 90-wire shots, showing that the second pulse has a lower temperature than the first. See Table I for detector definitions.
Comparison of the FWHM of the core and halo (as defined in Fig. 1A ) for the three 90-wire shots measured in the PCD, showing a strong and weak compression of the core, which merges with the halo after the first and second compression. The halo shown as the dashed lines between 0 and 24 ns corresponds to the mean and RMS variation of the halo measured over that period for the three shots. The electron temperature of the core extracted from the filtered PCD measurements for the 90-wire shot shown in Fig. 2A . The small percentage error-bar corresponds to the typical +12% error of the fit. The large percentage error-bar corresponds to the systematic 23% uncertainty in extracting the temperature associated with the limited number of PCDs used. Measured line ratios of the hydrogen-like Lyman-alpha to helium-like n=2 to n=l resonance lines are shown for each of the three 90-wire shots as a function of time, together with the radiation measured from PCD(2.5 keV) for one of the 90-wire shots. The electron temperatures that are inferred from the data in Figs Fig. 2A and used in extracting the core electron temperature (see also 
I. Introduction
Knowledge of the time-dependent electron temperature in z pinches is required to understand pinch dynamics and radiation generation. In this paper, two timedependent electron-temperature diagnostics are discussed and applied to -30-TW aluminum z-pinch plasmas generated by imploding large-wire-number arrays' on the Saturn accelerator? The use of large wire numbers reduces the azimuthal asymmetry of the initial plasma, improves shot-to-shot repeatability, and permits, for the first time, details of wire implosions to be meaningfully compared with 2D-numerical simulations over the full span of the x-ray emission?
Our measurements indicate that these implosions are characterized by a hot plasma core that is surrounded by a cooler plasma halo. A similar model was proposed to explain temperature differences seen in Mg/Al mixture experiments? In this paper, we show firstly that the measurement of the free-bound (FB) x rays from the highly-stripped, K-shell aluminum ions provides a model-independent measurement of the core electron temperature owing to the long x-ray mean-free-path and to the observed FB x-ray origin in the core.
Secondly, we show that the simultaneous measurement of the softer line spectra, which is sensitive to effects of plasma x-ray opacity, provides a spatially averaged measurement of the electron temperature. Before these two diagnostics are discussed, the overall experimental arrangement and global characteristics of the implosion are reviewed.
II. Experimental Arrangement
The experimental arrangement was identical to that of Ref. 1 and similar to that of Ref. 5, except for the number of wires in the array and diagnostics used. Here, the load consisted of an annular array of 90 or 136 aluminum wires mounted at a radius of 8.6 mm, having a length of 20 mm, and a total mass of -615 pg. The 90-wire experiments were repeated three times, in shots numbered 2085,2094, and 2095 , and found to be highly reproducible. Eight current-return posts located at a radius of 17.3 mm permitted the radiation from the load to be measured in detectors located at the ends of three vacuum linesof-sight positioned 55" off the pinch axis. With this load, a peak current of 6.9k0.2 MA with a 35-ns 10-to-90% rise time was measured 45-mm upstream of the load. These detectors included a spatially-integrating time-resolved bolometer, filtered x-ray diodes (XRDs) and photoconducting detectors (PCDs), a time-resolved x-ray pinhole camera (PHC) (with 1-ns and 150-pm temporal and spatial resolution, respectively) filtered by 25-pm Be, a timeresolved KAP-crystal spectrometer (with 1-ns and 3-eV temporal and energy resolution, respectively), and a radially-resolved time-integrating KAP-crystal spectrometer (with better than 200-pm and 10-eV spatial and energy resolution, respectively). The PHC was sensitive to x rays greater than -1 keV, and the bolometer, XRDs, PCDs, and time-resolved spectrometer spatially integrated the radiation generated from over 70% of the implosion.
Global Implosion Characteristics
In general, the radial emission profiles measured near stagnation seen by the PHC are well fit by the sum of two Gaussian distributions when integrated over the axial length of the pinch, as illustrated in Fig. 1A . This figure shows the profile measured within 1 ns of peak compression for one of the three 90-wire shots measured. It illustrates the presence of an intense Gaussian-like core having a 0.62-mm FWHM (full-width half-maximum) surrounded by a Gaussian-like halo with a 3.2-mm FWHM. At peak compression, the associated axial variation is typically less than +lo% over the 15-mm pinch length measured, when integrated over radius. At later times an m=O instability is observed to form, resulting in a d25% variation in axial intensity that has a 3 k 1 -m period. This axial variation and its implications are ignored in the present analysis.
The radiation from one of the shots, together with the time evolution of the widths of the core and halo measured for the three shots, are shown in Fig. 2A and 2B, respectively. The data show that the strong and weak radiation pulses correlate well with the strong and weak pinches of the core. The radially-resolved time-integrated spectrometer indicates that the FB radiation originates predominantly from the core; whereas, the spectrometer shows that the source of the K-line emission includes core plasma as well as plasma well into the halo region ( Fig. 1B and 3 ). Both the presence of the significant FE3 emission (with its slope indicating keV temperatures) at small radii, lack of significant FB emission at larger radii, Figure 2A . Relative comparison of the radiation measured in XRD(0.25 keV), PCD(2.5 keV), and PCD(6.2 keV) for one of the 90-wire shots, showing that the second pulse has a lower temperature than the first. See Table I for detector definitions. 2B. Comparison of the FWHM of the core and halo (as defined in Fig. 1A ) for the three 90-wire shots measured in the PCD, showing a strong and weak compression of the core, which merges with the halo after the first and second compression. The halo shown as the dashed lines between 0 and 24 ns corresponds to the mean and RMS variation of the halo measured over that period for the three shots. 2C. The electron temperature of the core extracted from the filtered PCD measurements for the 90-wire shot shown in Fig. 2A . The small percentage error-bar corresponds to the typical 512% error of the fit. The large percentage error-bar corresponds to the systematic 23% uncertainty in extracting the temperature associated with the l i i t e d number of PCDs used. 2D. Measured line ratios of the hydrogen-like Lyman-alpha to helium-like n=2 to n=l resonance lines are shown for each of the three 90-wire shots as a function of time, together with the radiation measured from PCD(2.5 keV) for one of the 90-wire shots. 2E. The electron temperatures that are inferred from the data in Figs c Figure 3 . Comparison of the on-axis and 3-mrn off-axis spectra measured side on in the radially-resolved crystal spectrometer.
and the decreasing H a to Hea line-ratios with radius indicate that the core is hotter than the halo, on average. Additionally, because the measured x-ray yield generated during the second compression relative to that generated during the first compression decreases as the energy of the x ray increases ( Fig. 2A) , the data also imply that the core of the second compressions is cooler than that of the first, on average.
The next two sections support these observations. They describe how the PCD and the spectrometer diagnostics are used to determine and to infer the electron temperature of the core and halo, respectively.
IV. Core-Temperature Diagnostic
For a Maxwellian plasma of electron temperature T, the energy spectrum of the freebound (FB) x rays is proportional to exp(-En), where E is the energy of the given x ray.
Here, the slope of this FB spectrum and thus the associated electron temperature is measured with a set of filtered PCDs,6 as shown, for example, in Fig. 4 2239. For this shot, the data give an electron temperature of 1.3H.2 keV at peak power. The x-ray energy sensitivity of the filtered PCDs used is calculated using XRDNEW? an x-ray detector design code, and is shown in Fig. 5 , with the mean energy and bandwidth response tabulated in Table I . Although the PCDs lack the ability to resolve the radiation spatially, and because the time-integrated crystal-spectrometer data show that the majority of the FB radiation originates at radii less than 1 mm (Figs. 1B and 3) , the temperature extracted is thus assumed to be associated with the core plasma. The presence of non-Maxwellian electrons and beam plasma interactions could potentially corrupt the interpretation of this PCD slope measurement.
Table I
Mean energy response a and associated band width kAE over which 325% of the x rays are observed about Fig. 2A and the filtered PCDs used to extract the electron temperature of Fig. 4 Before and after the measurements discussed in this paper, the relative sensitivity of each PCD diamond element was established to a precision of f13% by exposing each element to the same filtered x-ray fluence from aluminum-wire shots. The absolute response of a given element is tied back (via this relative technique) to detectors calibrated at the Brookhaven National Syncrotron Light Source to a precision of 20%. The time-integrated spectrum (determined from a I W crystal spectrometer over the measured energy range 0.9 to 3.5 keV) and its extension to high x-ray energies when convoluted with the detector sensitivity (Fig. 5 ) is used to evaluate the energy response of the given detector shown in Table I . Between 3.0 and 3.5 keV, the slope of the FB spectra for typical aluminum wire shots is measured to be -1.3 k e y which is used to estimate the filtered PCD response above 3 keV. Although each detector's response at a given time is dependent on the exact spectrum at that time, because the detector response varies simultaneously in a similar fashion for all the detectors used, the fitted slope (as shown in Fig. 4) is relatively insensitive to the exact spectrum used to estimate the ensemble of responses. The resulting uncertainty in temperature, caused by not iterating the detector response, is estimated to be substantially less than the 12% uncertainty of the fit itself and, thus, response iteration is ignored. Fig. 2A and used in extracting the core electron temperature (see also Using this technique, the temperature extracted from one of the 90-wire shots as a function of time is shown in Fig. 2C . The two peak temperatures correlate well with the times of the two pinches and radiation peaks, as might be expected. For the 90-wire shots, PCD (3.5 keV) and PCD (4.2 keV) were not available and accordingly were not used in extracting the temperatures shown. Additionally, in Fig. 2C beyond 24 ns, the signals from the highly filtered PCDs become too weak to be measured above background, and thus only PCD (2.5 kev), PCD (2.7 keV), and PCD (3.1 keV) were fit, resulting in a 23% systematic uncertainty in extracting the temperature beyond 24 ns. The temperature measured at peak compression for the three shots is 1.4B.1 keV in agreement with that measured for the 136-wire shot. The uncertainty refers to the R M S shot-to-shot variation and reflects on the excellent reproducibility of the implosions.
V. Halo-Temperature Diagnostic and Model
The time-resolved pinhole pictures show a shell of plasma imploding to the axis (with an axial precursor), merging to form a cylinder of plasma. As shown in Figs. 1A and 2B, the core of this cylinder pinches to a diameter of less than 1 mm and rebounds to a diameter of 3 mm before undergoing a secondary pinch to a diameter of 2 mm. The pinhole pictures record the entire kilovolt spectrum of emitted x rays, so they give no direct measure of the size of the temperature and density gradients that may be present in the plasma; however, they do give a quantitative measure of the size of the K-shell emission region.
One can get a sense of the presence and magnitude of the temperature gradients, however, by using different spectral measurements to infer temperature. One-D simulationss of the 90-wire implosions that produced the best agreement with the experimental data suggest that gradients in temperature are formed when a shell of plasma implodes on a precursor plasma, which sweeps up and compresses the precursor into the innermost region of a core that is then heated to much higher temperatures than the surrounding halo. The precursor is ionized in advance of the shell along with the resulting core to mostly fully stripped aluminum. Continuum emission is expected to originate from the hotter regions, which are being compressed by the cooler current sheath. Optically-thick lines, on the other hand, that are emitted from hot regions will be absorbed and re-emitted from cooler regions. Thus, when time-resolved line spectra taken from shots 2085,2094, and 2095 are used to infer spatially-averaged temperatures, a comparison of these temperatures with those inferred from (the PCD derived) continuum-slope measurements should provide information on the temperature gradients present in the plasma.
The basic procedure we used for inferring both temperatures and densities as a function of time from time-resolved line emission data, similar to the time-integrated data of Fig. 3 , is described in Ref. 9 and further evaluated in Ref. 10. This procedure has also been applied to z-pinch data analyses in Refs. 4 and 11. A unique determination of both quantities is possible if one requires that the calculated power output from K-shell emissions as well as the calculated energy ratio of hydrogen-like Lyman-alpha to helium-like n=2 to n=l emissions be simultaneously in agreement with the corresponding time-resolved measured values of these quantities. The calculations are time dependent and done with a minimum of assumptions about the spatial-structure or temporal history of the plasma. Specifically, a uniform plasma is assumed, which is taken to be the size of the measured plasma, and the plasma is assumed to be in collisional-radiative equilibrium (CRE). The ionization equilibrium calculation self-consistently includes the opacity effects of photo-excitations, deexcitations, and ionizations.
The radial sizes used for this analysis correspond to those measured for the core in Fig. 2B and the K-shell powers used at each time are obtained from Fig. 2A corresponding to  PCD (2.5 keV) . The use of the core radius is a first approximation, since we know that the lines are emitted from the halo as well. The Ly-alphd(He-alpha+He-IC) line energy ratios obtained from the time-resolved spectra of the three 90-wire shots are shown in Fig. 2D together with the K-shell power pulse measured for one of the shots (similar to that of Fig.   2A ). These data show that helium-like line emission dominates over hydrogen-like line emission up until peak compression, which coincides with the peak of the power pulse. After this time, as the plasma begins to expand, hydrogen-like emissions rise rapidly. The plasma either stays hot throughout the time interval of expansion and recontraction (in contradiction with the electron temperature measured from the continuum slope (Fig. 2C) ), or it expands and cools too quickly for the totally ionized and hydrogen-like ionization stages to recombine significantly. That is, the data shows that the hydrogen-like lines continue to dominate the helium-like lines even as the core plasma expands, cools, recompresses, and heats. Because this line behavior implies recombination of the highly ionized states is slow in the core, the continuum emission into hydrogenic aluminum is concentrated in the highly ionized core of the plasma during peak compression. However, its slope reflects the electron temperature.
Thus, because Fig. 2C shows that the electrons are cooling due to heat conduction, radiation losses, and expansion, it also implies that the ions and electrons in the core are not remaining in CRE as the plasma expands.
The average temperatures and densities inferred from the CRE analysis are shown in Figs. 2E and 2F , respectively. The analysis indicates that line emission is characterized by electron temperatures that remain low up until the peak of the power pulse, (-400 eV), while the ion density emitting the K-shell radiation rises with the power pulse to a peak value of -3 . 5~1 0~~ ~m -~. The low electron temperature inferred from the optically-thick line emission compared to the high temperature that is inferred from the optically-thin free-bound emission indicates that the hot plasma core, from which the free-bound emissions emanate (especially as they transit toward a cooler halo), is surrounded by a cooler plasma halo. In this halo, line emission from hotter, inner regions can be absorbed and reemitted, in which case the line emission reflects the lower average temperature of the halo. Note that line emission can still be copious from hot, nearly fully stripped intermediate plasma that is transitional between the core and the halo plasma. Recombination to excited states (electron onto bare nucleus) produces a free-bound continuum but is followed by cascade to the ground state producing characteristic line radiation. Also, the electron-collisional-excitation-rate coefficients from the hydrogen-like ground to excited states are greatly enhanced at high temperatures, allowing a fractional population of a few percent hydrogen-like ions to nonetheless produce detectable K-shell lines. These two excitational mechanisms are the source of the line radiation.
After the peak of the power pulse when core expansion occurs, the ion density drops back to the values it had just before plasma assembly on axis, and the core and halo appear to merge as a consequence of the core expansion (Fig. 2B) . During this period, the electron temperatures that are Gferred from the CRE analysis are seen to rise rapidly to -1 2 0 . 2 keV, a value that is comparable to the peak temperature measured from the continuum slope. The drop in ion density during expansion implies a corresponding drop in plasma opacity. The inferred rise in electron temperature is thus correlated to a drop in opacity, which, in turn, would imply that line emissions from the hot core would more readily escape the plasma and be seen. The apparent merger of the two regimes spatially is consistent with the convergence of the spectrally determined line and continuum temperatures (compare Fig. 2D with Fig. 2B) . This behavior appears to c o n f m that the core is now cooling faster than it can recombine. That is, in the hot but now less dense core, the ionization state of the plasma does not stay in equilibrium with the electrons due to long recombination times. Thus, the ionization state reflects the high electron temperatures that were present earlier at the time of peak compression. If plasmas the size of the radial halo widths are used in the above analysis, then the temperatures inferred up to peak power are -450 eV, while the peak density is reduced to -1020 ~m -~. Similarly, the temperatures inferred after peak power rise by 100-200 eV to 1.3-1.4 keV.
VI. Summary
Although the results of the line analysis are somewhat flawed by the CRE assumption, the interpretation that can be drawn from the combined line plus-continuum analysis suggests that a lag in recombination following peak compression does occur. In particular, it suggests that the electrons cool faster than the ionization stages can recombine to remain in equilibrium. Thus, the line analysis itself supports the idea that its equilibrium assumption has broken down. In spite of some uncertainties in the size of the plasma to be used in the analysis and the axial variation not accounted for, the line analysis also supports the results of the continuum analysis. Namely, it produces a peak temperature that is comparable to that derived from the continuum-slope measurements. Furthermore, it implies the existence of subkilovolt temperatures in the plasma at a time when superkilovolt temperatures are present; that is, the combined analysis shows the existence of kilovolt temperature differences over millimeter distances that suggests the presence of perhaps magnetically-inhibited heat flow. In conclusion, this analysis shows the utility of the two diagnostics to infer electron temperatures from high-power z-pinch implosions. Bloomquist, 9536 
