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A. MARTI´NEZ-FINKELSHTEIN AND E. A. RAKHMANOV
Abstract. The complex or non-Hermitian orthogonal polynomials with analytic
weights are ubiquitous in several areas such as approximation theory, random
matrix models, theoretical physics and in numerical analysis, to mention a few.
Due to the freedom in the choice of the integration contour for such polynomials,
the location of their zeros is a priori not clear. Nevertheless, numerical experiments,
such as those presented in this paper, show that the zeros not simply cluster
somewhere on the plane, but persistently choose to align on certain curves, and in
a very regular fashion.
The problem of the limit zero distribution for the non-Hermitian orthogonal
polynomials is one of the central aspects of their theory. Several important results
in this direction have been obtained, especially in the last 30 years, and describing
them is one of the goals of the first parts of this paper. However, the general theory
is far from being complete, and many natural questions remain unanswered or
have only a partial explanation.
Thus, the second motivation of this paper is to discuss some “mysterious”
configurations of zeros of polynomials, defined by an orthogonality condition
with respect to a sum of exponential functions on the plane, that appeared as a
results of our numerical experiments. In this apparently simple situation the zeros
of these orthogonal polynomials may exhibit different behaviors: for some of them
we state the rigorous results, while others are presented as conjectures (apparently,
within a reach of modern techniques). Finally, there are cases for which it is not
yet clear how to explain our numerical results, and where we cannot go beyond
an empirical discussion.
1. Introduction
One of the motivations of this paper is to discuss some “mysterious” configura-
tions of zeros of polynomials, defined by an orthogonality condition with respect
to a sum of exponential functions on the plane, that appeared as a results of our
numerical experiments. It turned out that in this apparently simple situation the
orthogonal polynomials may exhibit a behavior which existing theoretical models
do not explain, or the explanation is not straightforward. In order to make our
arguments self-contained, we present a brief outline of the fundamental concepts
and known results and discuss their possible generalizations.
The so-called complex or non-Hermitian orthogonal polynomials with analytic
weights appear in approximation theory as denominators of rational approximants
to analytic functions [32,50] and in the study of continued fractions. Recently, non-
Hermitian orthogonality found applications in several new areas, for instance in
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the description of the rational solutions to Painleve´ equations [14,18], in theoretical
physics [1–3, 19, 20] and in numerical analysis [22].
Observe that due to analyticity, there is a freedom in the choice of the integration
contour for the non-Hermitian orthogonal polynomials, which means that the lo-
cation of their zeros is a priori not clear. The problem of their limit zero distribution
is one of the central aspects studied in the theory of orthogonal polynomials, es-
pecially in the last few decades. Several important general results in this direction
have been obtained, and describing them is one of the goals of the first parts of this
paper. However, the general theory is far from being complete, and many natural
questions remain unanswered or have only a partial explanation, as some of the
examples presented in the second part of this work will illustrate. We will deal
with one of the simplest situation that is still posing many open questions.
Complex non-Hermitian orthogonal polynomials are denominators of the di-
agonal Pade´ approximants to functions with branch points and thus play a key
role in the study of the asymptotic behavior of these approximants, in particular,
in their convergence. Since the mid-twentieth century convergence problems for
Pade´ approximants have been attracting wide interest, and consequently, complex
orthogonal polynomials have become one of the central topics in analysis and
approximation theory. There is a natural historical parallel of this situation with
the one occurred in the middle of the ninetieth century, when Pade´ approximants
(studied then as continued fractions) for Markov- and Stieltjes-type functions led
to the introduction of general orthogonal polynomials on the real line. The original
fundamental theorems by P. Chebyshev, A. Markov and T. Stieltjes on the subject
gave birth to the theory of general orthogonal polynomials.
In 1986 Stahl [66,68] proved a fundamental theorem explaining the geometry of
configurations of zeros of non-Hermitian orthogonal polynomials and presented
an analytic description of the curves “drawn” by the strings of zeros. Those
curves are important particular cases of what we now call S-curves. They may
be defined by the symmetry property of their Green functions or as trajectories of
some quadratic differential.
The fact that the denominators of the diagonal Pade´ approximants to an analytic
function at infinity satisfy non-Hermitian orthogonality relations is straightfor-
ward and was definitely known in the nineteenth century. Just nobody believed
that such an orthogonality could be used to study the properties Pade´ denom-
inators. Stahl’s theorem showed that complex orthogonality relations may be
effectively used for these purposes, at least for functions with a “small” set of
singular points, some of them being branch points. This, without any doubt, was
a beginning of a new theory of orthogonal polynomials.
Before the work of Stahl, asymptotics of these polynomials was studied for
some subclasses of functions and by appealing to their additional properties. For
instance, several important results were obtained by Gonchar [27,28] and collabo-
rators in 1970s and the beginning of the 1980s. The geometry of their zero distri-
bution was conjectured (and in partially proved, e.g., for hyperelliptic functions)
by J. Nuttall and collaborators [51,54]. Later, in [53], the case when the logarithmic
derivative of the approximated function is rational (the so-called semiclassical or
Laguerre class) was analyzed. The associated orthogonal polynomials, known
as the semiclassical or generalized Jacobi polynomials, satisfy a second-order dif-
ferential equation, and the classical Liouville–Green (a.k.a WKB) method may be
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used to study their strong asymptotics, as it was done by Nuttall, see also a recent
paper [46].
Stahl’s ideas were considerably extended by Gonchar and Rakhmanov [32] to
cover the case when the orthogonality weight depends on the degree of the poly-
nomial, which requires the inclusion of a non-trivial external field (or background
potential) in the picture. The curves, describing the location of the strings of zeros
of the orthogonal polynomials, feature a symmetry property (the S-property, so
we call them the S-curves), and their geometry is much more involved. The result-
ing Gonchar–Rakhmanov–Stahl (or GRS) theory, founded by [32, 66, 68], allows to
formulate statements about the asymptotics of the zeros of complex orthogonal
polynomials conditional to the existence of the S-curves, which is a non-trivial
problem from the geometric function theory. Further contributions in this direc-
tion, worth mentioning here, are [16, 17, 37, 59].
The notion of the S-property can be interpreted also in the light of the Deift-
Zhou’s nonlinear steepest descent method for the Riemann–Hilbert problems [23].
One of the key steps in the asymptotic analysis is the deformation of the contours,
the so-called lens opening, along the level sets of certain functions. It is precisely the
S-property of these sets which guarantees that the contribution on all non-relevant
contours becomes asymptotically negligible.
An important further development was a systematic investigation of the critical
measures, presented in [43]. Critical measures are a wider class that encompasses
the equilibrium measures on S-curves, see Sect. 4 for the precise definition and
further details. One of the contributions of [43] was the description of their supports
in terms of trajectories of certain quadratic differentials (this description for the
equilibrium measures with the S-property is originally due to Stahl [70]). In this
way, the problem of existence of the appropriate S-curves is reduced to the question
about the global structure of such trajectories.
Let us finish by describing the content of this paper. Section 2 is a showcase of
some zero configurations of polynomials of complex orthogonality, appearing in
different settings. The presentation is mostly informal, it relies on some numerical
experiments, and its goal is mainly to illustrate the situation and eventually to
arouse the reader’s curiosity.
Sect. 3 contains a brief overview of some basic definitions from the logarith-
mic potential theory, necessary for the subsequent discussion, as well as some
simple applications of these notions to polynomials. This section is essentially
introductory, and a knowledgeable reader may skip it safely.
In Sect. 4 we present the known basic theorem on asymptotics of complex
orthogonal polynomials. We simplify settings as much as possible without losing
essential content. The definitions and results contained here constitute the core of
what we call the GRS theory. Altogether, Sects. 2–4 are expository.
Finally, in Sections 5 and 6 we present some recent or totally new results. For
instance, Section 5 is about the so-called vector critical measures, which find ap-
plications in the analysis of the Hermite–Pade´ approximants of the second kind
for a couple of power series at infinity of a special form, as well as in the study
of the problems tackled in Sect. 6. This last section of the paper deals with the
orthogonality with respect to a sum of two (or more) analytic weights. In order
to build some intuition, we present another set of curious numerical results in
Sect. 6.2, and the title of this paper (partially borrowed from Philip K. Dick) is
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motivated by the amazing variety and beauty of possible configurations. As the
analysis of these experiments shows even for the simplest model, corresponding
to the sum of two exponential weights, in some domain in the parameter space of
the problem the standard GRS theory still explains the observed behavior, while
in other domains it needs to be modified or adapted, which leads to some new
equilibrium problems. Finally, there are regions in the parameter space where it
is not yet clear how to generalize the GRS theory to explain our numerical results,
and we cannot go beyond an empirical discussion.
2. Zeros showcase
We start by presenting some motivating examples that should illustrate the
choice of the title of this work.
2.1. Pade´ approximants. Pade´ approximants [6, 13] are the locally best rational ap-
proximants of a power series; in a broader sense, they are constructive rational ap-
proximants with free poles.
Let Pn denote the set of algebraic polynomials with complex coefficients and
degree ≤ n, and let
f =
∞∑
k=0
ck
zk+1
(2.1)
be a (formal) power series. For any arbitrary non-negative integer n there always
exist polynomials Pn ∈ Pn−1 and Qn ∈ Pn, Qn . 0, satisfying the condition
Rn(z) := (−Pn + Qn f )(z) = O
( 1
zn+1
)
, z→∞. (2.2)
This equation is again formal and means that Rn (called the remainder) is a power
series in descending powers of z, starting at least at z−n−1. In order to find poly-
nomials Pn and Qn we first use condition (2.2) to determine the coefficients of Qn,
after which Pn is just the truncation of Qn f at the terms of nonnegative degree. It
is easy to see that condition (2.2) does not determine the pair (Pn,Qn) uniquely.
Nevertheless, the corresponding rational function pin(·; f ) := Pn/Qn is unique, and
it is known as the (diagonal) Pade´ approximant to f at z = ∞ of degree n.
Hence, the denominator Qn is the central object in the construction of diagonal
Pade´ approximants, and its poles constitute the main obstruction to convergence
of pin in a domain of the complex plane C.
With this definition we can associate a formal orthogonality verified by the de-
nominators Qn (see, e.g., a recent survey [75] and the references therein). However,
the most interesting theory is developed when f is an analytic germ at infinity. In-
deed, if (2.1) converges for |z| > R, then choosing a Jordan closed curve C in
{z ∈ C : |z| > R} and using the Cauchy theorem we conclude that˛
C
zkQn(z) f (z)dz = 0, k = 0, 1, . . . ,n − 1.
This condition is an example of a non-Hermitian orthogonality satisfied by the de-
nominators Qn.
In particular interesting is the case when f corresponds to an algebraic (multival-
ued) function, being approximated by intrinsically single-valued rational functions
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pin. As an illustration we plot in Figure 1 the poles of pi150 for the analytic germs at
infinity of two functions,
f1(z) =
(z2 − 1)1/3
(z − 0.4 + 0.8i)2/3 and f2(z) =
(z2 − 1)1/5(z + 0.8 + 0.4i)1/5
(z − 0.4 + 0.8i)3/5 , (2.3)
both normalized by f1(∞) = f2(∞) = 1. These functions belong to the so-called
Laguerre class (or are also known as “semiclassical”): their logarithmic derivatives
are rational functions.
Figure 1. Poles of the Pade´ approximant pi150 for f1 (left) and f2
(right), see (2.3).
A quick examination of the pictures puts forward two phenomena:
(i) generally, poles ofpin distribute onC in a rather regular way. Our eye cannot
avoid “drawing” curves along which the zeros align almost perfectly.
(ii) there are some exceptions to this beautiful order: observe a clear outlier on
Figure 1, right. These “outliers” are known as the spurious poles of the Pade´
approximants.
2.2. Jacobi polynomials. This is the “most classical” family of polynomials, which
includes the Chebyshev polynomials as a particular case. They can be defined
explicitly (see [55, 74]) ,
P(α,β)n (z) = 2
−n
n∑
k=0
(
n + α
n − k
) (
n + β
k
)
(z − 1)k (z + 1)n−k , (2.4)
or, equivalently, by the well-known Rodrigues formula
P(α,β)n (z) =
1
2nn!
(z − 1)−α (z + 1)−β
(
d
dz
)n [
(z − 1)n+α (z + 1)n+β
]
. (2.5)
Incidentally, Jacobi polynomials could have been considered in the previous sec-
tion: for α, β > −1 they are also denominators of the diagonal Pade´ approximants
(at infinity) to the function
f (z) =
ˆ 1
−1
(1 − t)α(1 + t)β
t − z dt. (2.6)
In fact, denominators of the diagonal Pade´ approximants to semiclassical functions
as in (2.3) are known as generalized Jacobi polynomials, see [10, 46, 53].
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Clearly, polynomials P(α,β)n are entire functions of the complex parameters α, β.
When α, β > −1 they are orthogonal on [−1, 1] with respect to the positive weight
(1 − z)α(1 + z)β,ˆ 1
−1
zkP(α,β)n (z)(1 − z)α(1 + z)βdz = 0, k = 0, 1, . . . ,n − 1, (2.7)
and in consequence their zeros are all real, simple, and belong to (−1, 1).
What happens if at least one of the parametersα, β is “non-classical”? In Figure 2
we depicted the zeros of P(α,β)n for n = 50, α = −55 + 5i and β = 50. We can
appreciate again the same feature: a very regular distribution of the zeros along
certain imaginary lines on the plane.
−1 1
Figure 2. Zeros of the polynomial P(α,β)50 for α = −55 + 5i and β = 50.
2.3. Heine–Stieltjes polynomials. These are a natural generalization of the Jacobi
polynomials. Given a set of pairwise distinct points fixed on the complex plane C,
A = {a0, a1, . . . , ap}, (2.8)
(p ∈N), and two polynomials,
A(z) =
p∏
i=0
(z − ai) , B(z) = αzp + lower degree terms ∈ Pp , α ∈ C, (2.9)
we are interested in the polynomial solutions of the generalized Lame´ differential
equation (in algebraic form),
A(z) y′′(z) + B(z) y′(z) − n(n + α − 1)Vn(z) y(z) = 0, (2.10)
where Vn ∈ Pp−1; if deg V = p − 1, then V is monic. An alternative perspective on
the same problem can be stated in terms of the second order differential operator
L[y](z) := A(z) y′′(z) + B(z) y′(z),
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and the associated generalized spectral problem (or multiparameter eigenvalue
problem, see [76]),
L[y](z) = n(n + α − 1)Vn(z) y(z) , n ∈N, (2.11)
where Vn ∈ Pp−1 is the “spectral polynomial”.
If we take p = 1 in (2.10), we are back in the case of Jacobi polynomials (hyper-
geometric differential equation). For p = 2 we get the Heun’s equation, which still
attracts interest and poses open questions (see [61]). Moreover, denominators of
Pade´ approximants for semiclassical functions are also Heine–Stieltjes polynomi-
als, see e.g. [46, 53].
Heine [34] proved that for every n ∈N there exist at most
σ(n) =
(
n + p − 1
n
)
(2.12)
different polynomials Vn such that (2.10) (or (2.11)) admits a polynomial solution
y = Qn ∈ Pn. These particular Vn are called Van Vleck polynomials, and the cor-
responding polynomial solutions y = Qn are known as Heine-Stieltjes (or simply
Stieltjes) polynomials; see [65] for further details (Fig. 3).
Figure 3. Zeros of a Heine-Stieltjes polynomial of degree 100 for
A = {−3i,−2, 2 + i}. The fat dot is the zero of the corresponding
Van Vleck polynomial (of degree 1).
Stieltjes discovered an electrostatic interpretation of zeros of the polynomials
discussed in [34], which attracted general attention to the problem. He studied the
problem (2.10) in a particular setting, assuming that A ⊂ R and that all residues
ρk in
B(x)
A(x)
=
p∑
k=0
ρk
x − ak (2.13)
are strictly positive (which is equivalent to the assumption that the zeros of A
alternate with those of B and that the leading coefficient of B is positive). He
proved in [73] (see also [74, Theorem 6.8]) that in this case for each n ∈N there are
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exactly σ(n) different Van Vleck polynomials of degree p − 1 and the same number
of corresponding Heine-Stieltjes polynomials y of degree n, given by all possible
ways how the n zeros of y can be distributed in the p open intervals defined byA.
Obviously, this models applies also in the case p = 1, i.e. to the zeros of a Jacobi
polynomial. For a more detailed discussion see [39], although we describe the
electrostatic model of Stieltjes for p = 1 in the next Section.
2.4. Hermite–Pade´ approximants. Let us return to the Pade´ approximants. The
situation gets more involved if we consider now a pair of power series at infinity,
say
f1 =
∞∑
k=0
c(1)k
zk+1
, f2 =
∞∑
k=0
c(2)k
zk+1
, (2.14)
fix a non-negative integer n, and seek three polynomials, Qn,0, Qn,1 and Qn,2, with
all Qn,k ∈ Pn and not all Qn,k ≡ 0, such that
Rn(z) :=
(
Qn,0 + Qn,1 f1 + Qn,2 f2
)
(z) = O
( 1
z2(n+1)
)
, z→∞; (2.15)
Qn,k are the type I Hermite–Pade´ (HP) polynomials, corresponding to the pair ( f1, f2)
(or more precisely, to the vector f = (1, f1, f2)), and function Rn defined in (2.15) is
again the remainder of the Hermite–Pade´ approximation to f .
Hermite used in 1858 a construction slightly more general than (2.15), involving
fk(z) = ek/z, in order to prove that the number e is transcendental. HP polynomials
play an important role in analysis and have significant applications in approxi-
mation theory, number theory, random matrices, mathematical physics, and other
fields. For details and further references see [6, 7, 33, 52, 58, 69, 75].
HP polynomials is another classical construction closely related to orthogonal
polynomials, but essentially more complicated. An asymptotic theory for such
polynomials is not available yet, even though there is a number of separate results.
As a single illustration of the sophisticated beauty and complexity of this situa-
tion, we plot in Figure 4 the zeros of Q250,2 for the analytic germs at infinity of two
functions,
f1(z) =
z2/3
(z + 1)1/3(z − 0.5)1/3 and f2(z) =
z4/3
(z + 1)2/3(z2 − 0.25)1/3 , (2.16)
both normalized by f1(∞) = f2(∞) = 1.
As in (2.3), functions f1 and f2 are semiclassical, and it is known [40] that
polynomials Qn, j satisfy a differential equation. Observe the interesting and non-
trivial configuration of the curves where their zeros lie.
At any rate, let us insist in a general conclusion we can extract from all previous
examples: zeros of analyzed polynomials tend to distribute along certain curves
on C in a very regular way that clearly needs an explanation.
3. Cauchy transforms and the logarithmic potential theory
How can we count the zeros of a polynomial? A trivial observation is that if
p(z) = (z − a1) . . . (z − an)
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Figure 4. Zeros of Q250,2 for f = (1, f1, f2), see (2.16) (picture cour-
tesy of S. P. Suetin).
is a monic polynomial of degree n, then its logarithmic derivative p′/p can be
written as
p′
p
(z) =
n∑
k=1
1
z − ak = n
ˆ
1
z − tdχ(p)(t), (3.1)
where
χ(p) :=
1
n
n∑
k=1
δak
is the normalized zero-counting measure for p. Observe that we count each zero in
accordance with its multiplicity.
The integral in the right-hand side of (3.1) is related to the so-called Cauchy or
Stieltjes transform of this measure. In general, given a finite Borel measure µ on C,
its Cauchy transform (in the sense of the principal value) is
Cµ(z) := lim
→0+
ˆ
|z−x|>
1
x − z dµ(x). (3.2)
Hence, our first identity is
p′
np
(z) = −Cχ(p)(z), (3.3)
which is valid as long as z < {a1, . . . , an}, or equivalently, for z ∈ C \ supp(χ(p)).
The second, apparently trivial observation is that
− log |p(z)| =
n∑
k=1
log
1
|z − ak| =
ˆ
log
1
|z − t|dχ(p)(t).
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For a finite Borel measure µ on Cwe define its logarithmic potential
Uµ(z) :=
ˆ
log
1
|z − t| dµ(t) .
Hence,
|p(z)|1/n = exp
(
−Uχ(p)(z)
)
, (3.4)
valid again for z ∈ C \ supp(χ(p)).
The apparently innocent identities (3.3)–(3.4) establish the connection between
the analytic properties of polynomials and two very important areas of analysis:
the harmonic analysis and singular integrals, and the logarithmic potential theory.
Let us start with a classical example: the zero distribution of the Jacobi poly-
nomials, defined in (2.4). An already mentioned fact is that the Jacobi polynomial
y = P(α,β)n is solution of a second-order differential equation (hypergeometric equa-
tion)
(1 − z2)y′′(z) + (β − α − (α + β + 2)z)y′(z) + λy(z) = 0 , (3.5)
where λ = n(n + α + β + 1), see [74, Theorem 4.2.2]. For α, β > −1 all zeros of
P(α,β)n are real, simple, and belong to (−1, 1). With α, β > −1 and n → ∞, consider
the normalized zero-counting measures χn := χ(P
(α,β)
n ). Standard arguments using
weak compactness of the sequence χn show that there exist Λ ⊂ N and a unit
measure λ on [−1, 1] such that
χn
∗−→ λ for n ∈ Λ . (3.6)
Here we denote by ∗−→ the weak-* convergence of measures.
An expression for the Cauchy transform Cλ of λ can be obtained in an elemen-
tary way directly from (3.5). The derivation of the continued fraction for h from
the differential equation appears in the Perron’s monograph [56, §80], although
the original ideas are contained already in the work of Euler. For more recent
applications, see [25, 41, 63].
The differential equation (3.5) can be rewritten in terms of the function
hn(z) = −Cχn (z) = p
′
n
npn
(z),
well defined at least for z ∈ C \ [−1, 1]. We get
(1 − z2)
(
h2n −
h′n
n
)
+
(α + β + 2)z + α − β
n
hn +
α + β + n + 1
n
= 0 . (3.7)
Since zeros of pn and p′n interlace on (−1, 1), functions hn are analytic and uniformly
bounded in C \ [−1, 1], and by our assumption,
lim
n∈Λ hn(z) = h(z) = −C
λ(z)
uniformly on compact subsets of (a.k.a. locally uniformly in) C \ [−1, 1]. Thus,
taking limits in (3.7), we obtain that h is an algebraic function satisfying a very
simple equation:
(1 − z2)h2(z) + 1 = 0 .
In other words,
Cλ(z) = − 1√
z2 − 1
, C \ [−1, 1], (3.8)
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where we take the branch of the square root satisfying
√
z2 − 1 > 0 for z > 1.
In possession of the additional information that suppλ ⊂ [−1, 1] we can use the
Stieltjes–Perron (or Sokhotsky–Plemelj) inversion formula to recover the measure
λ: we conclude that λ is absolutely continuous on [−1, 1], supp(λ) = [−1, 1], and
λ′(x) =
1
pi
√
1 − x2
, x ∈ [−1, 1]. (3.9)
Due to the uniqueness of this expression, we conclude that the limit in (3.6) holds
for the whole sequence Λ = N.
Limit (3.6) with λ given by (3.9) holds actually for families of orthogonal poly-
nomials with respect to a wide class of measures µ on [−1, 1]. The explanation lies
in the properties of the measureλ: it is the equilibrium measure of the interval [−1, 1].
In order to define it properly, we need to introduce the concept of the logarithmic
energy of a Borel measure µ:
E(µ) := lim
ε→0
¨
|x−y|>ε
log
1
|x − y| dµ(x)dµ(y) . (3.10)
Moreover, given a real-valued function ϕ ∈ L1(|µ|) (the external field), we consider
also the weighted energy
Eϕ(µ) := E(µ) + 2
ˆ
ϕ dµ . (3.11)
The electrostatic model of Stieltjes for the zeros of the Jacobi polynomials P(α,β)n
says precisely that the normalized zero-counting measure χn = χ(P
(α,β)
n ) minimizes
Eϕn (µ), with
ϕn(z) =
α − 1
2n
log
1
|z − 1| +
β − 1
2n
log
1
|z + 1| , (3.12)
among all discrete measures of the form 1n
∑n
k=1 δxk supported on [−1, 1]. Notice that
ϕn(z) vanishes asymptotically as n → ∞ for z < {−1, 1}, so that it is not surprising
that the weak-* limit λ of χn, given by (3.9) on [−1, 1], minimizes the logarithmic
energy among all probability Borel measures living on that interval:
E(λ) = log 2 = min
{
E(µ) : µ positive, supported on [−1, 1], and
ˆ
dµ = 1
}
.
In the terminology of potential theory, µ is the equilibrium measure of the interval
[−1, 1], the value E(λ) = log 2 is its Robin constant, and
cap([−1, 1]) = exp(−E(λ)) = 1
2
is its logarithmic capacity.
As it was mentioned, this asymptotic zero behavior is in a sense universal: it
corresponds not only to P(α,β)n , but to any sequence of orthogonal polynomials on
[−1, 1] with respect to a measure µ′ > 0 a.e. (see, e.g., [48, 49, 72]), or even with
respect to complex measures with argument of bounded variation and polynomial
decay at each point of its support [15]. We no longer have a differential equation,
but we do have the L2(µ) minimal property of the orthogonal polynomial, which
at the end suffices.
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Notice that the arguments above extend easily to the case of parameters α, β
dependent on n. For instance, when the limits
lim
n
αn
n
= a ≥ 0, lim
n
βn
n
= b ≥ 0
exist, the *-limit of the zero-counting measure of P(αn,βn)n minimizes the weighted
energy with a non-trivial external field
ϕ(z) =
a
2
log
1
|z − 1| +
b
2
log
1
|z + 1|
(see [36,41,42,44] for a general treatment of this case). In this situation the sequence
P(αn,βn)n satisfies varying orthogonality conditions, when the weight in (2.7) depends
on the degree of the polynomial. As it was shown by Gonchar and Rakhmanov [30],
under mild assumptions same conclusions will be valid for general sequences of
polynomials satisfying varying orthogonality conditions.
But let us go back to the zeros of an individual Jacobi polynomial P(α,β)n . Under
the assumption of α, β > −1, why do they belong to the real line? A standard
explanation invokes orthogonality (2.7), but why are we integrating along the real
line? The integrand in (2.7) is analytic, so any deformation of the integration path
joining −1 and 1 leaves the integral unchanged. Why do the zeros still go to R?
We can modify Stieltjes’ electrostatic model to make it “R-free” (see [39]): on
a continuum Γ joining −1 and 1 find a discrete measures of the form 1n
∑n
k=1 δxk ,
supported on Γ, minimizing Eϕn (µ), with ϕn as in (3.12); the minimizer is not
necessarily unique. Denote this minimal value by En(Γ). Now maximize En(Γ)
among all possible continua Γ joining −1 and 1. The resulting value is log 2, and
the max–min configuration is on (−1, 1), given by the zeros of P(α,β)n .
This max–min ansatz remains valid in the limit n → ∞: among all measures
supported on a continuum joining −1 and 1, λ in (3.9) maximizes the minimal
energy. Or equivalently, [−1, 1] is the set of minimal logarithmic capacity among all
continua joining −1 and 1.
If we recall that the Jacobi polynomials are denominators of the diagonal Pade´
approximants (at infinity) to the function (2.6), using Markov’s theorem (see [50])
we can formulate our conclusion as follows: the diagonal Pade´ approximants to
this f converge (locally uniformly) in C \ Γ, where Γ is the continuum of minimal
capacity joining −1 and 1. It is easy to see that f is a multivalued analytic function
with branch points at ±1.
It turns out that this fact is much more general, and is one of the outcomes of
the Gonchar–Rakhmanov–Stahl (or GRS) theory.
4. The GRS theory and critical measures
4.1. S-curves. Let us denote by H(Ω) the class of functions holomorphic (i.e., ana-
lytic and single-valued) in a domain Ω,
T f := {Γ ⊂ C : f ∈ H(C \ Γ)}, (4.1)
and let S ∈ T f be defined by the minimal capacity property
cap(S) = min
Γ∈T f
cap(Γ). (4.2)
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Stahl [66, 68] proved that the sequence {pin} converges to f in capacity in the
complement to S,
pin
cap−→ f , z ∈ C \ S,
under the assumption that the set of singularities of f has capacity 0. The con-
vergence in capacity (instead of uniform convergence) is the strongest possible
assertion for an arbitrary function f due to the presence of the so-called spurious
poles of the Pade´ approximants that can be everywhere dense, even for an entire
f , see [67, 70, 71], as well as Figure 1.
More precisely, Stahl established the existence of a unique S ∈ T f of minimal
capacity, comprised of a union of analytic arcs, such that the jump f+ − f− across
each arc is. 0, as well as the fact that for the denominator Qn of Pade´ approximants
pin we have χ(Qn)
∗→ λS, where λS is equilibrium measure for S. Here and in what
follows we denote by f+ (resp., f−) the left (resp., right) boundary values of a
function f on an oriented curve.
The original work of Stahl contained not only the proof of existence, but a very
useful characterization of the extremal set S: on each arc of this set
∂Uν(z)
∂n+
=
∂Uν(z)
∂n−
, (4.3)
where n± are the normal vectors to S pointing in the opposite directions. This
relation is known as the S-property of the compact S.
Notice that Stahl’s assertion is not conditional, and the existence of such a
compact set of minimal capacity is guaranteed. In the case of a finite set of sin-
gularities, the simplest instance of such a statement is the content of the so-called
Chebotarev’s problem from the geometric function theory about existence and char-
acterization of a continuum of minimal capacity containing a given finite set. It
was solved independently by Gro¨tzsch and Lavrentiev in the 1930s. A particular
case of Stahl’s results, related to Chebotarev’s problem, states that given a finite set
A =
{
a1, . . . , ap
}
of p ≥ 2 distinct points in C there exist a unique set S
cap(S) = min
Γ∈T
cap(Γ),
where T is the class of continua Γ ⊂ C with A ⊂ Γ. The complex Green function
G(z) = G(z,∞) for C \ S has the form
G(z) =
ˆ z
a
√
V(t)/A(t) dt, V(z) = zp−2 + · · · ∈ Pp−2.
where A(z) = (z − a1) . . . (z − ap ) and V is a polynomial uniquely defined byA. In
particular, we have
S = {z : Re G(z) = 0},
and (4.3) is an immediate consequence of these expressions. Another consequence
is that S is a union of arcs of critical trajectories of the quadratic differential
−(V/A)(dz)2. This is also the zero level of the (real) Green function g(z) = Re G(z)
of the two-sheeted Riemann surface for
√
V/A.
In order to study the limit zero distribution of Pade´ denominators Qn Stahl [68]
created an original potential theoretic method based directly on the non-Hermitian
orthogonality relations˛
Γ
Qn(z) zk f (z) dz = 0, k = 0, 1, . . . ,n − 1, Γ ∈ T f ,
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satisfied by these polynomials; incidentally, he also showed for the first time how
to deal with a non-Hermitian orthogonality. The method was further developed
by Gonchar and Rakhmanov in [32] for the case of varying orthogonality (see
also [16]). The underlying potential theoretic model in this case must be modified
by including a non–trivial external field ϕ. If the set S on the plane is comprised
of a finite number of piece-wise analytic arcs, we say that it exhibits the S-property
in the external field ϕ if
∂(Uλ + ϕ)(z)
∂n+
=
∂(Uλ + ϕ)(z)
∂n−
, z ∈ supp(λ) \ e, (4.4)
where λ = λS,ϕ is now the minimizer of the weighted energy (3.11) among all
probability measures supported on S, and cap(e) = 0. In other words, λ is the
equilibrium measure of S in the external field ϕ, and can be characterized by
the following variational (equilibrium) conditions: there exists a constant ω (the
equilibrium constant) such that(
Uλ + ϕ
)
(z)
= ω, z ∈ supp(λ),≥ ω, z ∈ S. (4.5)
Equation (4.5) uniquely defines both the probability measure λ on S and the con-
stant ω = ωϕ,S.
The pair of conditions (4.4)–(4.5) has a standard electrostatic interpretation,
which turns useful for understanding the structure of the S-configurations. Indeed,
it follows from (4.5) that distribution of a positive charge presented by λ is in
equilibrium on the fixed conductor S, while the S-property of compact S in (4.4)
means that forces acting on the element of charge at z ∈ supp(λ) from both sides
of S are equal. So, the distribution λ of an S-curve will remain in equilibrium if
we remove the condition (“scaffolding”) that the charge belongs to S and make the
whole plane a conductor (except for a few exceptional insulating points, such as the
endpoints of some of arcs in the support of λ). In other words, λ is a distribution
of charges which is in an (unstable) equilibrium in a conducting domain.
Let Ω be a domain inC, Γ a compact subset of Ω of positive capacity, f ∈ H(Ω\Γ),
and let the sequence Φn(z) ∈ H(Ω). Assume that polynomials Qn(z) = zn + · · · are
defined by the non-Hermitian orthogonality relations˛
S
Qn(z)zkwn(z)dz = 0, k = 0, 1, . . . ,n − 1, (4.6)
where
wn(z) := e−2nΦn(z) f (z), (4.7)
the integration goes along the boundary of C \ Γ (if such integral exists, otherwise
integration goes over an equivalent cycle in C \ Γ).
A slightly simplified version of one of the main results of Gonchar and Rakhmanov
[32] is the following:
Theorem 4.1. Assume that Φn converge locally uniformly in Ω (as n→∞) to a function
Φ(z). If Γ has the S-property in ϕ = Re Φ(z) and if the complement to the support of the
equilibrium measure λ = λS,ϕ is connected, then χ(Qn)
∗−→ λ.
Theorem 4.1 was proved in [32], where it was called “generalized Stahl’s theo-
rem”. Observe that unlike the original Stahl’s theorem, its statement is conditional:
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if we are able to find a compact set with the S-property (in a harmonic external
field) and connected complement, then the weak-* convergence is assured. Un-
der general assumptions on the class of integration paths F and in the presence
of a non–trivial external field, neither existence nor uniqueness of a set with the
S-property are guaranteed.
A general method of solving the existence problem is based on the maximization
of the equilibrium energy, which is inspired by the minimum capacity character-
ization (in the absence of an external field), see (4.2). More exactly, consider the
problem of finding S ∈ F with the property
Eϕ(S) = max
F∈F
Eϕ(F), where Eϕ(F) = Eϕ(λF,ϕ) = min
µ∈M1(F)
Eϕ(µ), (4.8)
whereM1(F) is the set of all probability Borel measures on F. If a solution S of this
extremal problem exists then under “normal circumstances” S is an S-curve in the
external field ϕ, see [59].
4.2. Critical measures. Critical measures are Borel measures on the plane with a
vanishing local variation of their energy in the class of all smooth local variations
with a prescribed set of fixed points. They are, therefore equilibrium distributions
in a conducting plane with a number of insulating points of the external field.
The zeros of the Heine–Stieltjes polynomials (see Section 2.3) are (discrete) crit-
ical measures. This observation lead in [43] to a theorem on asymptotics of these
polynomials in terms of continuous critical measures with a finite number of insu-
lating points of the external field.
It turns out that the equilibrium measures of compact sets with the S-property
are critical; the reciprocal statement is that the critical measures may be interpreted
as the equilibrium measures of S-curves in piece-wise constant external fields. Both
notions, however, are defined in a somewhat different geometric settings, and it
is in many ways convenient to distinguish and use both concepts in the study of
many particular situations.
The idea of studying critical (stationary) measures has its origins in [32]. Later
it was used in [35,60] in combination with the min–max ansatz, and systematically
in [43], see also [37, 45]. The formal definition is as follows: let Ω ⊂ C be a
domain, A ⊂ Ω be a finite set and ϕ a harmonic function in Ω \ A. Let t ∈ C and
h ∈ C2(Ω), satisfying h
∣∣∣A ≡ 0. Then for any (signed) Borel measure µ the mapping
(“A-variation”) z → zt = z + th(z) defines the pull-back measure µt, as well as the
associated variation of the weighted energy,
DhEϕ(µ) = lim
t→0+
1
t
(Eϕ(µt) − Eϕ(µ)), (4.9)
where Eϕ was introduced in (3.11). We say that µ is (A, ϕ)-critical if for any A-
variation, such that the limit above exists, we have
DhEϕ(µ) = 0; (4.10)
when ϕ ≡ 0, we writeA-critical instead of (A, 0)-critical measure.
The relation between the critical measures and the S-property (4.4) is very tight:
every equilibrium measures with an S-property is critical, while the potential of
any critical measure satisfies (4.4). However, in some occasion it is more convenient
to analyze the larger set of critical measures.
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As it was proved in [43], for any (A, ϕ)-critical measure µ we have
R(z) :=
(ˆ dµ(t)
t − z + Φ
′(z)
)2
∈ H(Ω \ A). (4.11)
This formula implies the following description of Γ := supp(µ): it consists of a finite
number of critical or closed trajectories of the quadratic differential −R(z)(dz)2
on C (moreover, all trajectories of this quadratic differential are either closed or
critical, see [43, Theorem 5.1] or [32, p. 333]). Together with (4.11) this yields the
representation
Uµ(z) + ϕ(z) = −Re
ˆ z √
R(t) dt + const, z ∈ C \ Γ. (4.12)
Finally, the S-property (4.4) on Γ and the formula for the density dµ(z) = 1pi |
√
R dz|
on any open arc of Γ follow directly from (4.12). In this way, function R becomes
the main parameter in the construction of a critical measure: if we know it (or can
guess it correctly), then consider the problem solved.
Example 4.2. Let us apply the GRS theory to the following simple example: we
want to study zeros asymptotics of the polynomials Qn ∈ Pn defined by the or-
thogonality relation ˆ
F
Qn(z)zkwn(z)dz = 0, k = 0, 1, . . . ,n − 1, (4.13)
where the varying (depending on n) weight function has the form
wn(z) = e−knz, k ≥ 0, (4.14)
and the integration goes along a Jordan arc F connecting a1 = −1− 2i and a2 = a1 =
−1 + 2i. Since
ϕ(z) := − lim
n→∞
1
n
log |wn(z)| = k Re z
uniformly on every compact subset of C, the application of the GRS theory is
reduced to finding a Jordan arc S, connecting a1 and a2, such that the equilibrium
measure λ = λS,ϕ has the S-property in the external field ϕ.
For k = 0, such an S is just the vertical straight segment connecting both end-
points. Using (4.11) and the results of [43] it is easy to show that for small values
of k > 0 (roughly speaking, for 0 < k < 0.664),
R(z) :=
(ˆ
dλ(t)
t − z + k
)2
=
(z − β)2
A(z)
, A(z) := (z − a1)(z − a2), β = −1 + 1k ,
valid a.e. (with respect to the plane Lebesgue measure) on C. In this case, suppλ
is connected, and is the critical trajectory of the quadratic differential
− (z − β)
2
A(z)
(dz)2, (4.15)
connecting a2 = −1 ± 2i. As an illustration of this case we depicted the zeros of
Q150 for k = 0.6, see Figure 5, left1.
1The procedure used to compute these zeros numerically is briefly explained in Section 6.2.
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Figure 5. Zeros of Q150, defined by (4.13), for k = 0.4 (left) and
k = 0.8 (right).
At a critical value of k = k∗ ≈ 0.664 the double zero β = −1 + 1/k hits the critical
trajectory and splits (for k > k∗) into two simple zeros, that can be computed, so
that now
R(z) :=
(ˆ
dλ(t)
t − z + k
)2
=
(z − α)(z − α)
A(z)
, A(z) := (z − a1)(z − a2).
In this situation supp(λ) is made of two real-symmetric open arcs, each connecting
a j withα j lying in the same half-plane, delimited byR; they are the critical trajectory
of the quadratic differential
− (z − α)(z − α)
A(z)
(dz)2
on C. For illustration, see the zeros of Q150 for k = 0.8, see Figure 5, right.
Formula (4.12) and the fact that Γ is comprised of arcs of trajectories of −R(dz)2
on C show that Uλ +ϕ is a constant on Γ. However, this constant is not necessarily
the same on each connected component of Γ: this additional condition singles out
the equilibrium measures with the S-property within the class of critical measures.
Equivalently, the equilibrium measure can be identified by the validity of the
variational condition (4.5).
Recall that one of the motivations for the study of critical (instead of just equilib-
rium) measures is the characterization of the zero distributions of Heine–Stieltjes
polynomials, see Section 2.3. One of the main results in [43] is the following. If we
have a convergent sequence of Van Vleck polynomials Vn(z) → V(z) = zp−2 + . . . ,
then for corresponding Heine–Stieltjes polynomials Qn we have
X(Qn) ∗→ µ,
where µ is an A-critical measure. Moreover, any A-critical measure may be ob-
tained this way. In electrostatic terms, X(Qn) is a discrete critical measure and the
result simply means that a weak limit of a sequence of discrete critical measures
is a (continuous) critical measure. In the case of the Heine–Stieltjes polynomials,
R in (4.11) is a rational function of the form C/A2, with A given by (2.9), and the
polynomial C determined by a system of nonlinear equations.
In the case of varying Jacobi polynomials, P(αn,βn)n , with αn, βn satisfying
lim
n
αn
n
= a ∈ C, lim
n
βn
n
= b ∈ C, (4.16)
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we can obtain the explicit expression for R using the arguments of Section 3. By the
GRS theory, the problem of the weak-* asymptotics of the zeros of such polynomials
boils down to the proof of the existence of a critical trajectory of the corresponding
quadratic differential, joining the two zeros of C, and of the connectedness of its
complement in C, see [36, 41, 42, 44], as well as Figure 6.
Figure 6. Critical trajectories of −R(z)(dz)2, with a = −1.1 + 0.1i
and b = 1 in (4.16), and the zeros of the polynomial from Figure 2
superimposed.
5. Vector critical measures
If we check the motivating examples from Section 2, we will realize that at this
point we only lack tools to explain the asymptotics of the zeros of the Hermite–
Pade´ polynomials (Section 2.4). For this, we need to extend the notion of critical
measures (and in particular, of equilibrium measures on sets with an S-property)
to a vector case.
Assume we are given a vector of p ≥ 1 nonnegative measures ~µ = (µ1, . . . , µp),
compactly supported on the plane, a symmetric and positive-semidefinite interac-
tion matrix T = (τ j,k) ∈ Rp×p, and a vector of real-valued harmonic external fields
~ϕ = (ϕ1, . . . , ϕp), ϕ j = Re Φ j, j = 1, . . . , p. We consider the total (vector) energy
functional of the form [31]
E(~µ) = E~ϕ(~µ) =
p∑
j,k=1
τ j,kE(µ j, µk) + 2
p∑
j=1
ˆ
ϕ jdµ j, (5.1)
(compare with (3.11)), where
E(µ, ν) :=
¨
log
1
|x − y|dµ(x)dν(y)
is the mutual logarithmic energy of two Borel measures µ and ν.
DO ORTHOGONAL POLYNOMIALS DREAM OF SYMMETRIC CURVES? 19
Typical cases of the matrix T for p = 2 are
1
2
(
2 1
1 2
)
and
1
2
(
2 −1
−1 2
)
,
corresponding to the so-called Angelesco and Nikishin systems, respectively, see
[4, 9, 29].
As in the scalar situation, for t ∈ C and h ∈ C2(C), denote by ~µ t the push-forward
measure of ~µ = (µ1, . . . , µp) induced by the variation of the plane z 7→ ht(z) = z+th(z),
z ∈ C. We say that ~µ is a critical vector measure (or a saddle point of the energy E(·))
if
DhEϕ(~µ) = lim
t→0+
1
t
(E~ϕ(~µ
t) − E~ϕ(~µ)) = 0, (5.2)
for every function h ∈ C2(C).
Usually, critical vector measures a sought within a class specified by their pos-
sible support and by some constraints on the size of each component. The vector
equilibrium problems deal with the minimizers of the energy functional (5.1) over
such a family of measures ~µ.
For instance, we can be given p families of analytic curves T j, so that suppµ j ∈
T j, j = 1, . . . , p, and additionally some constraints on the size of each component
µ j of ~µ. In a classical setting this means that we fix the values m1, . . . ,mp ≥ 0, such
that m1 + · · · + mp = 1, and impose the condition
|µ j| :=
ˆ
dµ j = m j, j = 1, . . . , p,
see e.g. [7,8,29,31]. More recently new type of constraints have found applications
in this type of problems, when the conditions are imposed on a linear combination
of |µ j|.
For instance, [47] considers the case of p = 3, with the interaction matrix
T =
1
2
2 1 11 2 −11 −1 2
 ,
polynomial external fields, and conditions
|µ1| + |µ2| = 1, |µ1| + |µ3| = α, |µ2| − |µ3| = 1 − α, (5.3)
where α ∈ [0, 1] is a parameter; see also [5] and [58] for α = 1/2 and its applications
to Hermite-Pade´ approximants. From the electrostatic point of view it means that
we no longer fix the total masses of each component µ j, but charges (of either sign)
can “flow” from one component to another.
There is a natural generalization of the scalar S-property to the vector setting.
Continuing with the results of the recent work [47], it was proved that under
some additional natural assumptions on the critical vector measure ~µ, if Σ is an
open analytic arc in suppµ j, for some j ∈ {1, 2, 3}, then there exists a constant
ω = ω(Σ) ∈ R for which both the variational equation (equilibrium condition)
3∑
k=1
a j,kUµk (z) + ϕ j(z) = ω, (5.4)
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and the S-property
∂
∂n+
 3∑
k=1
τ jkUµk (z) + ϕ j(z)
 = ∂∂n−
 3∑
k=1
τ jkUµk (z) + ϕ j(z)

hold true a.e. on Σ, where again n± are the unit normal vectors to Σ, pointing in
the opposite directions.
Clearly, the problem of existence of compact sets with the S-property for the
vector problem are even more difficult than in the scalar case. The possibility to
reduce this question to the global structure of critical trajectories of some quadratic
differentials is the most valuable tool we have nowadays. This is given by higher-
dimension analogues of the equation (4.11) for critical vector measures. Again, in
the situation of [47] it was proved that functions
ξ1(z) =
Φ′1(z)
3
+
Φ′2(z)
3
+ Cµ1 (z) + Cµ2 (z),
ξ2(z) = −
Φ′1(z)
3
− Φ
′
3(z)
3
− Cµ1 (z) − Cµ3 (z),
ξ3(z) = −
Φ′2(z)
3
+
Φ′3(z)
3
− Cµ2 (z) + Cµ3 (z),
(5.5)
are solutions of the cubic equation
ξ3 − R(z)ξ + D(z) = 0, (5.6)
where R is a polynomial and D a rational function with poles of order at most
2. This fact yields that measures µ1, µ2, µ3 are supported on a finite union of
analytic arcs, that are trajectories of a quadratic differential living on the Riemann
surface of (5.6), and which is explicitly given on each sheet of this Riemann surface
as (ξi − ξ j)2(z)(dz)2. The fact that the support of critical (or equilibrium) vector
measures is described in terms of trajectories on a compact Riemann surface (and
thus, what we actually see is their projection on the plane) explains the apparent
geometric complexity of the limit set for the zeros of Hermite–Pade´ polynomials,
see Figure 4.
6. Orthogonality with respect to a sum of weights
6.1. General considerations. Now we step into a new territory. It is well known
that a multiplicative modification of an orthogonality measure is easier to handle
(from the point of view of the asymptotic theory) than an additive one. How-
ever, this kind of problems appears very naturally. For instance, a large class
of transfer functions corresponding to time-delay systems can be written as the
ratio of two functions, each of them a polynomial combination of exponentials
(see e.g. [38]). In the simplest case, let f (x) =
m∑
k=1
cke−λkx where λk > 0 and ck ∈ C,
and we want to consider the best rational approximations of f on a given set K:
ρn = min
Γ∈R maxx∈K | f (x) − r(x)|. This is a direct generalization of the central problem
solved in [32]; in particular, it can be reduced to the asymptotics of polynomials of
non-Hermitian orthogonality with respect to a varying weight containing f , i.e. a
sum of exponentials.
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In the rest of the paper we will consider mostly the simplest model situation,
which still contains the most essential points, when polynomials Qn(z) = zn + · · ·
are defined by orthogonality relationsˆ
F
Qn(z)zkwn(z)dz = 0, k = 0, 1, . . . ,n − 1, (6.1)
and the varying (depending on n) weight function has the form
wn(z) = e−k1nz + e−k2nz, k1, k2 ∈ C, (6.2)
where the integration goes along a curve
F ∈ F := {rectifiable curve F ∈ C connecting a1 and a2}, (6.3)
with a1, a2 ∈ C being two distinct points fixed on the plane.
Let us get ahead of ourselves and announce the status of the problem of the
asymptotic zero distribution of polynomials Qn: it depends on the values of the
parameters a1, a2, k1, k2. In some range the solution is essentially known; there
is another parameters domain where a modification of known methods make it
possible to prove a theorem on the zero distribution by generalizing known results.
In particular a new equilibrium problem has to be introduced in order to present
these generalizations. Finally, there is a “gray area” in the space of parameters,
where we can only show some results of numerical experiments and to state
partial conjectures explaining those results. Boundaries between above mentioned
domains in the space of parameters are not explicitly known yet; in some cases we
have partial results which are mentioned below.
The integral in (6.1) resembles, at least formally, the orthogonality conditions in
(4.6), so it is natural to analyze first the applicability of the GRS theory, explained
in Section 4. The starting assumption is that the weights wn(z) in (6.1) must be
analytic in a domain Ω that contains points a1, a2, where the following limit exists:
ϕ(z) := − lim
n→∞
1
n
log |wn(z)|, z ∈ Ω. (6.4)
Notice that in the original paper [32] the convergence in the above formula was
assumed to be uniform on compacts in Ω, and consequently the function ϕ was
harmonic in Ω. These assumption need to be relaxed for our purposes. For
instance, if in the case (6.2) we assume k1 > k2, then
ϕ(z) = min {k1 Re z, k2 Re z} =
k2 Re z, if Re z ≥ 0,k1 Re z, if Re z < 0. (6.5)
This function is continuous and piece wise harmonic in C (harmonic in the left
C− := {z ∈ C : Re z < 0} and right C+ := {z ∈ C : Re z > 0} half-planes). Moreover,
it is superharmonic and continuous in the whole plane. Convergence in (6.4) is
uniform on compact sets in the complement to the imaginary axis (notice that
C− ∪ C+ is an open set). It is also easy to verify that for an arbitrary compact set
in C the convergence is still uniform, but from above: for any compact K ⊂ C and
any ε > 0 there is N(ε) ∈N such that
1
n
log |wn(z)| < −ϕ(z) + ε, z ∈ K for n ≥ N(ε).
In the light of this example it is natural to try to consider the analogue of the
GRS theory under the assumptions that the external field ϕ is continuous and
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piece-wise harmonic in Ω, and convergence in (6.4) is locally uniform in the open
sets where ϕ is harmonic, and locally uniform from above in C.
6.2. Numerical experiments. Before continuing, and in order to gain some intu-
ition, let us present the result of a few numerical experiments, finding the zeros of
Qn given by (6.1)–(6.3). These calculations can be carried out in a rather stable way
using classical approach via moment determinants, see [26, Chapter 2]. Indeed,ˆ
z je−szdz = (−1) js− j−1Γ( j + 1,−sz) + const, j ≥ 0,
where Γ(a, z) is the incomplete gamma function, so that the moments
µ̂ j(s) :=
ˆ
F
z je−szdz, j ≥ 0,
can be either evaluated in terms of special functions or obtained from the recurrence
(for s , 0)
µ̂ j(s) =
a j1e
−sa1 − a j2e−sa2 + jµ̂ j−1(s)
s
, µ̂−1(s) = 0.
In practice, it might be convenient to apply this recurrence directly to the moments
µ(n)j :=
ˆ
F
z jwn(z)dz, j ≥ 0,
in order to avoid cancellation errors. Using the identities from [26, Theorem 2.2]
we find the coefficients of the recurrence relation, satisfied by the polynomials,
orthogonal with respect to wn, and calculate their zeros as eigenvalues of the
corresponding (complex) Jacobi matrix. All experiments were performed with
Mathematica version 10.3, using an extended precision.
Let us discuss some of the pictures presented here.
To start with, we consider the case when both a1 and a2 belong to the same half
plane by modifying the orthogonality weight from Example 4.2 and taking
wn(z) = 1 + e−knz, k ≥ 0, (6.6)
with the integration in (6.1) along a Jordan arc F connecting a1 = −1 − 2i and
a2 = −1 + 2i, see Figure 7. The upper left picture is clear and should be compared
with Figure 5, left: all zeros lie in the left half-plane, where the resulting external
field (6.5), namely
ϕ(z) =
0, if Re z ≥ 0,k Re z, if Re z < 0, (6.7)
is harmonic. The asymptotic distribution of zeros is λS,ϕ, and supp(λS,ϕ) is the
trajectory of the quadratic differential (4.15), joining a1 and a1.
Recall that as k > 0 increases, this trajectory approaches the imaginary axis, until
for certain k = k∗ ≈ 0.43 it touches iR at a single point. At this point the S-property
is no longer valid: it does hold for the external field k Re z, but not for (6.7)! What
happens next is shown in Figure 7, top right.
Now, recall that in the standard GRS theory the max-min property and the
symmetry or S-property of the support are basically equivalent. For the piece-wise
harmonicϕ this is no longer the case. Indeed, let Γ be the critical trajectory of (4.15)
joining a1 and a1 and that crosses the imaginary axis (so k > k∗), and let Γ̂ be the
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Figure 7. Zeros of Q150 for wn(z) = 1 + e−knz with a1 = −1 − 2i = a2
and and k = 0.4 (top left), k = 0.6 (top right), k = 0.66 (bottom left)
and k = 0.8 (bottom right).
continuum obtained by replacing Γ ∩ {Re z ≥ 0} with the straight vertical segment
joining the two points of intersection (see Figure 8). Then
Eϕ(Γ) ≤ Eϕ (̂Γ)
(see the definition in (4.8)). In other words, at least in the situation of Figure 7, top
right, the zeros of Qn “prefer” to follow the max-min configuration instead of the
S-curve2.
This does not last too long: the possibility of a symmetry is recovered on Figure 7,
bottom row, which should be compared with Figure 5. We observe the appearance
of a new connected component of the zero distribution, whose contribution allows
for the S-property of the support, but now in a “vector” equilibrium setting, see
the discussion next.
In the second set of experiments we consider the case when k2 = −k1 = k, that is,
wn(z) = e−knz + eknz = 2 cosh(knz).
In other words, Qn are now determined by the orthogonality conditionsˆ a2
a1
Qn(z)zk cosh(knz)dz = 0, k = 0, 1, . . . ,n − 1. (6.8)
2As a referee pointed out, the configuration of Figure 7, top right, could be formally considered
as a limit case of what we describe in Theorem 6.1 below, where the S-property does play a role.
Nevertheless, the situation is completely different here due to the existence of a string of zeros of the
weight (6.6) along the imaginary axis. In fact, zeros of Qn, at least visually, are equally spaced on iR,
following the distribution of zeros of wn and not an equilibrium measure on an interval of iR.
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Γ
ϕ(z) = k Re z ϕ(z) = 0
Γ̂
ϕ(z) = k Re z ϕ(z) = 0
Figure 8. Trajectory Γ (left) and its projection Γ̂ onto C−.
Figure 9. Zeros of Q100 for wn in (6.8) with k = 0.7, for a2 = −a1 = 1
(left) and a2 = −a1 = 1 + 0.1i (right).
In Figure 9 we represent the zeros of Q100 for a1 = −a2; in particular, we take the
totally real case a2 = 1 (Figure 9, left), and a slightly perturbed case a2 = 1 + 0.1i
(Figure 9, right). Notice that all zeros apparently stay either in the left or right
half-plane, which corresponds to the situation described by Theorem 6.1 below.
However, different values of the parameters a1 and k produce different pictures.
In Figure 10 we represent the zeros of Q150 again for a1 = −a2. But now a2 = −a1 =
0.5 + 0.75i with k = 0.13 (left) and a2 = −a1 = 0.5 + 0.75i with k = 1 (right). It looks
like the limit distribution of the zeros of Qn can be now either a continuum, cutting
the imaginary axis at a single point, or it can split into disjoint arcs, each or some
of them also crossing the imaginary axis. We will give a partial answer (at least, a
conjecture) for this case in our discussion in the next section.
Let us finally reach the complete symmetry by analyzing the orthogonality (6.8),
with a2 = i = −a1, Figure 11. Notice that now the path of integration can go entirely
along the imaginary axis, precisely where the weight wn(z) = 2 cosh(knz) has its
zeros. A similar situation has been analyzed in [21] for a semi-infinite interval.
We observe that the zeros of Qn in Figure 11 can be split basically into three
groups, two of them on iR, and the rest on curves in the complex plane. Each
curve belongs entirely (with a possible exception of its end points) to a half-plane
C±. There are also to points b1 = −ib = b2, 0 < b < 1, such that the vertical segment
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Figure 10. Zeros of Q150 for wn in (6.8) for a2 = −a1 = 0.5 + 0.75i,
with k = 0.13, (left) and k = 1 (right).
[−ib, ib] either contains no zeros of Qn, or they are equally spaced, in concordance
with the zeros of the weight wn there. The complement of this vertical segment in
[−i, i] also contains zeros of Qn, but now their distribution is quite different, with a
clear blow up in the density toward the endpoints ±i. The whole picture resembles
(but we do not claim at this point anything further beyond a formal similarity) the
constrained equilibrium [11,12,24,57], with its void, bands and saturated regions,
with the “constraint” created by the zeros of the weight.
Pictures in Figure 11 may look puzzling also in the light of the electrostatic
interpretation of the zeros of Qn. Indeed, the cross section of the external field (6.5)
along any line parallel toR is convex upward (i.e., it looks like the graph of −|x| on
R). Such a field should push the zeros away from the imaginary axis, while what
we see is more appropriate of a field of the form |x| on R. Instead of relegating
again the explanation of this phenomenon to the next section, let us point out here
the simple but key fact for the orthogonality (6.1)–(6.3), which allows us to “swap”
the components of the external field (6.5).
Indeed, the orthogonality condition in (6.1) can be equivalently rewritten asˆ
F1
Qn(z)zke−k1nzdz +
ˆ
F2
Qn(z)zke−k2nzdz = 0, k = 0, 1, . . . ,n − 1,
where F1, F2 are any two curves from the class F defined in (6.3). Alternatively, we
could state it as ˛
C
Qn(z)zkŵn(z)dz = 0, k = 0, 1, . . . ,n − 1,
where C is an oriented close Jordan contour on C passing through a1 and a2,
and where ŵn(z) is defined either as e−k1nz or −e−k2nz on two distinct connected
components of C \ {a1, a2}.
We see now that we can actually “pull” the curve with eknz to the right half-plane
(assuming k > 0), and the curve with e−knz to the left one, so that the corresponding
external field becomes just −ϕ, with ϕ in (6.5)! So, we have traded a field with the
convex upward cross section along R for a convex downward one.
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Figure 11. Zeros of Q100 for wn in (6.8) with a2 = −a1 = i and
k = 0.7 (top left), k = 1 (top right), k = 1.2 (bottom left) and k = 1.5
(bottom right).
The trick we have just performed is an expression of the fact that the orthogo-
nality with respect to a sum of weights can be associated to a vector equilibrium
problem, similar to those described in Section 5. For more details, see the discus-
sion below.
6.3. GRS theory for the for piece-wise harmonic external fields. Recall that we
are interested in a generalization of the GRS theory under the assumptions that
the external field ϕ is continuous and piece-wise harmonic in Ω, and convergence
in (6.4) is as described at the end of Subsection 6.1. It turns out that such a
generalization is rather straightforward when the support Γλ of the equilibrium
measure λϕ,S for the S-curve S in the field ϕ does not intersect the boundary of the
domains where ϕ is harmonic.
To be more precise, we assume that:
(i) the sequence wn ∈ H(Ω) for a domain Ω,
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(ii) there is a finite number of disjoint sub-domains Ω1, . . . ,Ωs of Ω such that
convergence in (6.4) is uniform on compact subsets of each Ω j and locally
uniform form above in Ω,
(iii) ϕ is continuous in Ω.
Observe that by our assumptions, ϕ is also harmonic in each Ω j.
Given a finite setA =
{
a1, . . . , ap
}
of p ≥ 2 distinct points in Ω, let TA denote the
family of continua made of a finite union of oriented rectifiable arcs and containing
A.
Theorem 6.1. Under the assumptions above, let polynomials Qn(z) = zn + · · · be defined
by the orthogonality relations (6.1), where the integration goes along F ∈ TA.
If there exists S ∈ TA with the S-property in the external field ϕ such that
supp(λS,ϕ) ⊂
s⋃
j=1
Ω j and C \ supp(λS,ϕ) is connected,
then χ(Qn)
∗−→ λS,ϕ.
Recall that λS,ϕ is the equilibrium measure on S in the external field ϕ and
satisfying the symmetry property (4.4).
The proof of the original version of the theorem in [32] is directly applicable
to the slightly more general conditions of Theorem 6.1, without any essential
modification. In fact, it is possible to push the situation even further and prove the
assertion when supp(λ) cuts the set of discontinuities of ϕ′ in a finite number of
points.
Let us summarize the most important assumptions of Theorem 6.1:
(a) the existence of an S curve, and
(b) the fact that ϕ is harmonic in a neighborhood of the support of λS,ϕ.
It is not an easy problem to find general conditions in terms of the field ϕ (or
equivalently, of the weights wn) under which both (a) and (b) are automatically
satisfied. In our model case (6.1)–(6.3) it is possible at least to indicate a system of
equations (see Theorem 6.3 ) which could lead to a complete or partial solution of
the problem.
6.4. Pseudo-vector equilibrium and critical measures. Recall the definition of the
vector equilibrium from Section 5, which involves a vector of p ≥ 1 nonnegative
measures ~µ = (µ1, . . . , µp), a symmetric and positive-semidefinite interaction matrix
T = (τ j,k) ∈ Rp×p, and a vector of external fields ~ϕ = (ϕ1, . . . , ϕp), along with a set
of constraints on the size of the components of ~µ. The equilibrium measure is the
minimizer of the total vector energy functional (5.1).
We call such a problem pseudo-vector if all entries of the interaction matrix T are
just 1’s. The terminology comes from the observation that in this case the total
energy is just
E(~µ) = E~ϕ(~µ) = E(µ) + 2
p∑
j=1
ˆ
ϕ jdµ j, µ =
p∑
j=1
µ j. (6.9)
Let us return to our model problem (6.1), (6.3), that is,ˆ
F
Qn(z)zkwn(z)dz = 0, k = 0, 1, . . . ,n − 1, (6.10)
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where the integration goes along a curve
F ∈ F := {rectifiable curve F ∈ C connecting a1 and a2}, (6.11)
with a1, a2 ∈ C being two distinct points fixed on the plane, but allowing for a more
general form the weight:
wn(z) =
p∑
j=1
e−2nΦn, j(z)g j(z). (6.12)
For simplicity, we assume that Φn, j and g j are entire functions, and that Φn, j con-
verge locally uniformly in C (as n→∞) to a function Φ j(z).
As it was observed at the end of Section 6.2, conditions (6.10)–(6.11) are equiva-
lent to
p∑
j=1
ˆ
F j
Qn(z)zke−2nΦn, j(z)g j(z)dz = 0, k = 0, 1, . . . ,n − 1, (6.13)
where each F j ∈ F , and curves F j can be taken independently from each other.
This reformulation motivates the introduction of the following pseudo-vector
problem: for any vector ~F = (F1, . . . ,Fp) ∈ F p, and the vector of external fields
~ϕ = (ϕ1, . . . , ϕp), ϕ j = Re Φ j, harmonic on C, consider the energy functional (6.9)
with the additional constraints that supp(µ j) ⊂ F j, j = 1, . . . , p, and
|µ| :=
p∑
j=1
|µ j| =
p∑
j=1
ˆ
dµ j = 1.
As usual, the (pseudo-vector) equilibrium measure ~λ = (λ1, . . . , λp) = λ~F,~ϕ will be the
minimizer of (6.9) in this class. It is characterized by the variational conditions(
Uλ + ϕ j
)
(z)
= ω, z ∈ supp(λ j),≥ ω, z ∈ F j, j = 1, . . . , p, λ =
p∑
j=1
λ j, (6.14)
(compare with (4.5)), where ω is the equilibrium constant.
The S-property in the external field ~ϕ has the form now
∂(Uλ + ϕ j)(z)
∂n+
=
∂(Uλ + ϕ j)(z)
∂n−
, z ∈ supp(λ j) \ e, j = 1, . . . , p, (6.15)
and cap(e) = 0.
We have seen that equilibrium measures on sets with the S-property are a
subclass of the critical measures, defined by (5.2). This subclass is proper: for each
critical measure ~λ = (λ1, . . . , λp) we still have(
Uλ + ϕ j
)
(z)
= ω j, z ∈ supp(λ j),≥ ω j, z ∈ F j, j = 1, . . . , p,
but not necessarily
ω1 = · · · = ωp. (6.16)
Moreover, even if (6.16) is true, we still need to be able to complete the supports of
each λ j to the whole curves F j in such a way that the inequalities in (6.14) hold in
order to claim that λ = λ~F,~ϕ.
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Following the arguments of [43, 47] we see that the variational condition (5.2),
when considered for functions of the form hz(t) = A(t)/(t− z), A(z) = (z− a1)(z− a2),
yield the following equation for the Cauchy transforms Cλ j of λ j, see the definition
in (3.2):
A(z)
(Cλ)2 + 2 p∑
j=1
Φ′jC
λ j
 (z) = B(z), λ = p∑
j=1
λ j, (6.17)
where B is a polynomial. This identity is valid a.e. in C with respect to the plane
Lebesgue measure.
Notice that one of the immediate conclusions is that
A(z)
(
Cλ + Φ′j
)2
(z) ∈ H(C \ λ′j), j = 1, . . . , p, (6.18)
where λ′j =
∑p
m=1,m, j λm, and that each λ j lives on a trajectory of a quadratic
differential, but now not necessarily rational. In order to study the structure of
such trajectories it would be very convenient to associate with (6.17) an algebraic
equation, in the spirit of what was done in [47], which is part of an ongoing project.
The standard GRS theorem (Theorem 4.1) is directly applicable in the pseudo-
vector case when different components of the support of ~λ do not intersect (see,
e.g., Figure 10, right):
Theorem 6.2. Under the assumptions above, let polynomials Qn(z) = zn + · · · be defined
by the orthogonality relations (6.10)–(6.12). If there exists a vector ~S = (S1, . . . ,Sp),
S j ∈ F , with the S-property in the external field ~ϕ, and the corresponding equilibrium
measure λ = λ~S,~ϕ = (λ1, . . . , λp) such that
C \
p⋃
j=1
supp(λ j) is connected, and supp(λ j) ∩ supp(λm) = ∅ for j , m,
then χ(Qn)
∗−→ λ1 + · · · + λp.
When some components of the support of ~λ do intersect, or more precisely,
when they contain a common set of positive capacity, the situation is totally open3.
It looks like in this case the max-min characterization of the support of ~λ dominates
over its S-property, but at this stage these are mere speculations.
Meanwhile, it is difficult to obtain anything further from (6.17), unless all Φ j are
linear functions, case we consider next.
6.5. Piece-wise linear external field. The assumption that ϕ is piece-wise linear
allows for a crucial simplification of the problem, using the observation that after
differentiating in (6.18) all the external fields disappear.
So, let us return to the situation (6.1)–(6.3), so that ϕ is (6.5). The problem
contains four parameters: a1, a2 ∈ C and k1, k2 ∈ R, or six real parameters. Finding
the domain in the space of parameters for which an S-curve does not exist is
a formidable task. It seems more convenient to start with an assumption that
the S-curve does exist and make an ansatz on the structure of the support of its
equilibrium measure; in a piece-wise linear field and curves in the class F the
3 Strictly speaking, even the situation when the components of the support of ~λ are simple arcs with
common endpoints is already interesting.
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support should consist of one or two arcs. Then a straightforward method of
proving existence theorems may be used, which we can shortly outline as follows:
the analytic representation of the Cauchy transform of the equilibrium measure
has four unknown complex parameters, constrained by a system of equations
expressing the main properties of the problem. Using any solution of such a
system one can prove existence of S-curve by direct construction. In a similar
situation the method has been used in [32].
For the orthogonality (6.1)–(6.3) and the corresponding external field (6.5) this
approach yields the following result:
Theorem 6.3. Assume that S is an S-curve in the external field (6.5), that the support of
the equilibrium measure λ = λS,ϕ does not intersect the imaginary axis and that it has at
most two connected components. Then the following assertions are valid:
(i) The are two quadratic polynomials,
q(t) = t2 + c1t + c0, V(t) = (t − v1)(t − v2), (6.19)
such that the Cauchy transform of the equilibrium measure λ = λΓ,ϕ has the form
Cλ(z) =
ˆ z
∞
q(t) dt
A(t)
√
A(t)V(t)
, (6.20)
where A(t) = (t− a1)(t− a2), and the branch of the root in the denominator is fixed
in C \ supp(λ) by the condition limz→∞
√
AV(z)/z2 = 1.
(ii) The parameters v1, v2, c0, c1 are determined by the system of equationsˆ vi
∞
q(t) dt
A(t)
√
A(t)V(t)
= ki, i = 1, 2, (6.21)
Re
 1pi
ˆ ai
vi
t − ai
t − a j
q(t) dt√
A(t)V(t)
 = 0, i, j = 1, 2, i , j, (6.22)
Im
 1pi
ˆ a1
v1
t − a1
t − a2
q(t) dt√
A(t)V(t)
+
1
pi
ˆ a2
v2
t − a2
t − a1
q(t) dt√
A(t)V(t)
 = 1, (6.23)
Re
 1pi
ˆ v2
v1
q(t) dt
A(t)
√
A(t)V(t)
+ k1v1 − k2v2
 = 0. (6.24)
(iii) Furthermore, supp(λ) = Γ1 ∪ Γ2 where Γ j is a critical trajectory of the quadratic
differential −R j(z)dz2, with
R j(z) =
(
Cλ + k j
)2
=
ˆ z
a j
q(t) dt√
A3(t)V(t)
2 . (6.25)
Function R1 is holomorphic in the left half plane C−, while R2 is holomorphic in
C+.
Proof. It follows the lines of [32, p. 323]. The S-property, the fact that ϕ′′ ≡ 0 and
the variational equation (6.18) imply the general form (6.20) of Cλ. Equation (6.21)
means that
(Cλ + k j)(v j) = 0, j = 1, 2,
which follows again from (6.18).
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Equation (6.22) is equivalent to
Re
ˆ a j
v j
(
Cλ(t) + k j
)
dt = 0, j = 1, 2,
which is a necessary condition for the existence of trajectories joining a j with v j,
while (6.23) is just an expression of the fact that λ is a unit measure. Finally, (6.24)
imposes the equality of the equilibrium constants, (6.16). 
Remark 6.4. The existence of the S-curve in the assumptions of Theorem 6.3 also
implies that arcs of supp(λ) may be completed to a curve from F preserving the
inequalities in (6.14).
On the other hands, the existence of a solution of (6.21)–(6.24) does not guarantee
a priori the existence of the necessary critical trajectories of −R j(z)dz2. In our case
we can prove it using the homotopy arguments, starting with the totally symmetric
case, analyzed next.
Example 6.5 (The totally symmetric case). Assume that
a = −a1 = a2 > 0, k = k1 = −k2 > 0 (6.26)
(see Figure 9, left, with a = 1 and k = 0.7), so that λS,ϕ its just the equilibrium
measure of the segment [−a, a] in the external field ϕ(x) = −k|x|, and its existence
and uniqueness is guaranteed by the classical theory, see e.g. [62].
As usual, the main step consists in finding the support Γλ of λ = λS,ϕ, which in
this case, for any values of the parameters a and k in (6.26), takes the form
Γλ = [−a,−v] ∪ [v, a], where v = v(a, k) ∈ (0, a); (6.27)
the fact that 0 < Γλ follow from [64], as well as from the calculations below. Once
the support is determined, we can find the expression for the Cauchy transform Cλ
of λ, and from there to recover the equilibrium measure (and by Theorem 6.1, the
asymptotics of χ(Qn)) by Sokhotsky–Plemelj’s formula. Notice that the S-property
is satisfied simply by symmetry reasons, so the existence of an S-curve for any
such a, k is now automatic.
The assertion of Theorem 6.3 boils down now to
Cλ(z) =
ˆ z
b
q(t) dt√
A3(t)V(t)
, z ∈ C \ Γλ, (6.28)
where
q(z) := z2 + c0, A(z) = z2 − a2, V(z) = z2 − v2, (6.29)
and the branch of
√
A3V in C \Γλ is positive for z ∈ (−v, v). From these expressions
we get λ, which is absolutely continuous on Γλ:
λ′(x) = λ′(−x) = 1
pi
ˆ x
b
|q(t)| dt
|√A3(t)V(t)| = 1pii
ˆ x
v
q(t) dt
(
√
A3(t)V(t))+
, x ∈ [v, a], (6.30)
where as usual, (
√
A3V)+ are the boundary values of this function on Sλ form the
upper half plane.
The two real parameters c0 and v in (6.29) are defined by the equationsˆ v
−v
q(t) dt√
A3(t)V(t)
=
ˆ v
−v
(Cλ(x))′ dx = 2kv,
ˆ a
v
λ′(x) dx =
1
2
; (6.31)
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the first identity expressing the equality of the equilibrium constants on both
components of Γλ, and the second one assuring that λ is a probability measure,
with its mass distributed evenly on [−a,−v] and [v, a].
For every a > 0 and k ≥ 0 there is a unique solution (c0, v) of this system, and
hence, a unique solution of the S-problem for this case.
Example 6.6 (A more general symmetric case). Now assume that
a = −a1 = a2 ∈ C \R, Re a > 0, k = k1 = −k2 > 0. (6.32)
We can no longer guarantee the existence of an S-curve in class TA of curves
connecting a1 and a2 for all values of the parameters a, k. However, it is intuitively
clear that for Im a small enough, an S curve exists, is discontinuous, and it still lies
in the domain whereϕ is harmonic (cf. Figure 9, right, with a = 1+0.1i and k = 0.7).
It turns out that the formulas (6.27), (6.28) and (6.30) remain valid with obvious
modifications and equations for the parameters are similar to those in (6.31).
For other values of the parameters the limit distribution λ of the zeros of Qn can
be either a continuum, cutting the imaginary axis in a single (or a finite number
of) point (cf. Figure 10, left, with a2 = −a1 = 0.5 + 0.75i and k = 0.13), or it can split
into disjoint arcs, each or some of them crossing the imaginary axis (cf. Figure 10,
right, with a2 = −a1 = 0.5 + 0.75i and k = 1). In this case we expect these arcs to be
the support of the equilibrium measure for the pseudo-vector problem described
in Section 6.4.
We conclude our exposition with the remark that the reformulation of the or-
thogonality conditions (6.10)–(6.11) as (6.13) could be crucial for the application
of the nonlinear steepest descent analysis of Deift-Zhou [23] for the study of the
strong (and in consequence, also weak-*) asymptotics of Qn’s, especially in the
most elusive cases when the S-property is apparently lost. We plan to address this
problem in a forthcoming publication.
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