tions outside L (Proposition 3) and that a nonempty set L already implies that F (X, Y ) = b can be transformed into a Thue equation with constant coefficients (Proposition 4(b)). Using Faltings's theorem on Mordell's conjecture [3] we deduce that in case the constant field is a finite extension of Q, any Thue equation of degree n ≥ 4 has only finitely many solutions (Corollary 1(b) ).
In what follows we obtain conditions for the finiteness of the solution set, which are independent of b and of constant field extensions (Corollary 2), or which are independent of K (Corollary 3). Over the splitting field of F (X, Y ) we give a complete description of the set L of special solutions (Corollary 4). In the last section we show how to construct cubic Thue equations with infinitely many solutions, supposing that the cubic form F (X, Y ) splits into linear factors, or is irreducible, resp., in K[X, Y ]. So there are cubic Thue equations over Q(T ) which have infinitely many solutions in Q[T ], but (by the result mentioned at the beginning) only finitely many solutions in Z[T ].
Finally, the author wants to thank E. Bombieri and K. Győry for very fruitful discussions about this topic, and A. Pethő for some quick and useful calculations concerning elliptic curves.
Notations and auxiliary results.
We will use the notions and definitions as explained e.g. in the textbooks of H. Stichtenoth [16] or M. Rosen [12] . Throughout this paper let K be an algebraic function field in one variable over the field of constants K 0 of characteristic char(K 0 ) = 0, and let g = g K denote its genus.
A place P of K is the valuation ideal of a valuation ring O P with K 0 ⊂ O P K; v P : K → Z ∪ {∞} denotes the normed, discrete valuation given by P , and deg P := [O P /P : K 0 ] the degree of P . Let P K denote the set of all places of K and Div(K) the group of divisors of K, i.e. the free abelian group generated by P K . For any divisor D ∈ Div(K), supp(D) ⊂ P K denotes the support of D, i.e. the set of all places occurring in D. For u ∈ K × ( 1 ), let (u) = (u) 0 − (u) ∞ be the decomposition of the divisor of the function u into its divisor of zeroes and poles, resp. For a nonempty, finite set of places S ⊂ P K put o := o K,S = {x ∈ K | v P (x) ≥ 0 for all P ∈ S} ⊂ K, the ring of S-integers of K.
We recall two fundamental arithmetical results for function fields, the second of which we will apply to Thue equations in a well known way. Proposition 1 is the ABC-theorem for function fields, as proved e.g. in [12 
The max in Proposition 1 is only needed to cover the case where u and v are constants and g K = 0.
Proposition 2. For any nonempty, finite set of places
3. Thue equations over K. As above, o denotes the ring of S-integers of the function field K with constant field K 0 . We choose an algebraic closure K of K and denote the algebraic closure of K 0 inside K by K 0 . For n ≥ 3 let
be a normed, binary form of degree n (not necessarily irreducible) such that F (X, 1) has no multiple roots in K. We are interested in the solutions of the Thue equation
over o, where 0 = b ∈ o. Obviously, if b and all coefficients of F are in K 0 and K 0 is algebraically closed, then (1) has infinitely many solutions in
the set of all places of L lying over S or occurring as zeroes of b or of the discriminant of F (X, 1), and
For any solution (x, y) ∈ o 2 of (1) we put, for pairwise different indices i, j, l ∈ {1, . . . , n},
which usually is called Siegel's identity and from which we deduce
The set of special solutions of (1), defined by
will play a central role in our investigations. It is well known and very easy to derive from Proposition 2 that there are only finitely many solutions of (1) outside L. Proof. Let (x, y) be any such solution, so
By Proposition 2, this equation has only finitely many solutions
From y n = b F (x/y, 1) −1 we see that for given x/y there exist at most n solutions of (1), thus for any triple of indices we get only finitely many solutions (x, y) with
From Proposition 3 we see that (1) has finitely many solutions if and only if L is finite. On the other hand, Proposition 4(b) below will show that whenever we have L = ∅, (1) 
transforms the Thue equation
, and in particular for j = 1, 2 ≤ i ≤ n and l = j i ∈ {2, . . . , n} \ {i},
Since A := A 1 is independent of the choice of (x, y) ∈ L, all assertions immediately follow from the above calculations.
(b) From (3) we calculate
which yields (4).
Proof. (a) Fix any (x, y) ∈ L and note that (3) defines an automorphism of the vector space L
(b) One checks easily that no linear factor of G(C 1 , C 2 ) is a constant multiple of another, thus (4) defines a smooth curve of genus n−1 2 ≥ 2 over the algebraic number field L 0 . By Faltings's theorem on Mordell's conjecture (Satz 7 in [3] ), L 0 is finite, and by (a), L is finite as well.
Further analysis of the solution set L.
In this section we will show that an infinite solution set L implies very restrictive conditions on (the right hand side b of) the Thue equation and on the splitting field L of F (X, 1) over K.
i.e. L/K is a constant field extension.
As an immediate consequence of Proposition 5 we obtain 
Proof of Proposition 5. Put
Thus, for every (x, y) ∈ L, x/y must be a zero of the polynomial
, there are at most 2 possibilities for x/y, and arguing as in the proof of Proposition 3 we get #L ≤ 2n, contradicting our assumption.
A second look at the above proof shows that one indeed obtains the following: If L is infinite then there exist infinitely many (x , y ) ∈ L such that
Then the following assertions are equivalent:
we immediately obtain the first implication. The second one is trivial, and the third one also follows from the last formula, since all factors of the product have the same divisor by (6) .
denotes a root of unity of order n.
Thus we can find a place P ∈ P L , not lying over a place of S, such that λ and λ have a pole of the same order at P . Furthermore we see from (7) that the local expansions (with respect to some local parameter for P ) of λ and λ at P have the same leading coefficient.
For any further solution ( x, y) ∈ L, we have x − α i y = c i β i (x, y) and
Considering again the leading coefficients of the local expansions at P we deduce that c i = c j , i.e.
So for any ( x, y) ∈ L we obtain x/ y = x/y, and from y n = y n = b/F (x/y, 1) all assertions of Proposition 6 follow.
and Lemma 1, we immediately obtain from Proposition 6:
Remark. For example, the first condition of Corollary 3 is satisfied if b ∈ o × (e.g. if b is a constant) and disc F (X, 1) is not a unit in o.
As a partial converse to Proposition 6 we can deduce from Proposition 4 the following result for Thue equations which already split in the function field under consideration.
where
In particular , #L = #L 0 .
Proof. Having fixed (x, y) ∈ L, the substitution (3) is defined over K, because all α i ∈ o, and maps L injectively into L 0 by Corollary 1(a).
On the other hand, any (c 1 , c 2 ) ∈ L 0 corresponds under (3) to a solution ( x, y) of (1), which indeed lies in o × o, since β 1 (x, y)/(α 1 − α 2 ) ∈ o and, by Lemma 1, also β 2 (x, y)/(α 1 − α 2 ) ∈ o.
5. The cubic case. First we will apply Corollary 4 to study Thue equations of degree n = 3 with infinite solution set, where the form F splits in K[X, Y ] into linear factors. So let α 1 , α 2 , α 3 ∈ o be pairwise different, and (using a linear transformation of the variables) we may suppose α 3 = 0, thus
Next we look for a suitable right hand side b. Supposing that we have any (x, y) ∈ L we solve 2 , we obtain a suitable right hand side
Applying Corollary 4 we get Lemma 2. Let α 1 , α 2 ∈ o \ {0} with α 1 = α 2 and d ∈ K 0 \ {0, 1}. Then for the Thue equation
To obtain an infinite L one has to look for d ∈ K 0 \ {0, 1} such that the elliptic curve C 1 C 2 (dC 1 + (1 − d)C 2 ) = 1 has infinitely many K 0 -rational points. Dividing by C 3 2 and substituting
For d ∈ Z\{0, 1}, P has integral coordinates and infinite order by the result of Lutz-Nagell (see e.g. Explicit Example. Taking o = Q[T ], the ring of polynomials in T over the rationals, α 1 = T, α 2 = 1, α 3 = 0 and d = 3, we find that the Thue equation
has infinitely many solutions in
where (c 1 , c 2 ) run through the Q-rational points of the elliptic curve
On the other hand, the results of [5] show that equation (8) 
root of unity of order 3.
Proof. (a) Since x, y ∈ o are fixed by σ (and τ , resp.), the Galois action on the roots α i and (2) yield
and even more easily one gets (10) .
(b) If δ 1,3,2 (x, y) were fixed by σ, (9) shows that it would be a root of X 2 + X + 1, a contradiction. If δ 1,3,2 (x, y) were fixed by τ , στ or τ σ, (9) and (10) give that it would equal ±1, 0, −2 or −1/2, thus belong to K 0 , but this contradicts the action of σ on δ 1,3,2 (x, y).
(c) As in the proof of Proposition 3 one can see that for any d ∈ L 0 there exist at most 3 solutions ( x, y) ∈ L with δ 1,3,2 ( x, y) = d. Thus for #L ≥ 7 there always exists an (x, y) ∈ L for which δ 1,3,2 (x, y) is not a root of unity of order 3.
Proposition 7. Let the notations be as in Lemma
is not a root of unity of order 3 and
Remark. If #L ≥ 7 there exists (x, y) ∈ L such that d is not a root of unity of order 3 by Lemma 3(c), and if #L ≥ 4 then
Proof of Proposition 7. Throughout this proof we will fix (x, y) ∈ L as given in the proposition. By (9), σ(d) = −1 − 1/d, and by Lemma 3(b) and Proposition 9(b) of the appendix, the minimal polynomial of d over K 0 indeed has the shape as indicated above.
Since
inside the splitting field L of F (X, 1) over K) is given by Corollary 4. So we only have to find out which of these solutions are invariant under σ. Let
Assuming that x, y ∈ o, (9 , cy) . In the second case we insert the expression for d and obtain
. (12) shows that the c i are conjugates of each other, so
is invariant under σ and we obtain
we find that (s, t) ∈ K 2 0 must be a solution of the equation defining the set E.
To prove the other inclusion, let (s, t) ∈ K 2 0 satisfy s 3 +ms 2 +(m−3)s−1 = 1/t 3 , i.e. 1 = t 3 (11) is a solution of the Thue equation (1) . Since the c i 's are conjugates of each other, we get
and similarly x − α 3 y = σ( x) − α 3 σ( y), which implies that x, y are fixed by σ, and thus indeed ( x, y) ∈ L.
In the situation of Proposition 7 we obtain an infinite set L of special solutions if and only if the elliptic curve
has infinitely many K 0 -rational points. This curve can be birationally transformed into
containing the point P = 
has roots α 1 = θT + σ 2 (θ) and its conjugates, thus L = Q(θ)(T ) is its splitting field. Choosing δ 1,3,2 (x, y) = σ(θ) we calculate that a possible solution (x, y) ∈ L should satisfy x/y = (1 − T 2 )/T , which yields an appropriate right hand side
From Proposition 7 we conclude that
has an infinite set of special solutions, namely 
To prove the other inclusion, note that we know already that x, y ∈ K . Checking that c 1 (c 2 , resp.) as given in the definition of E is invariant under στ (τ , resp.), we obtain x − α i y = τ ( x) − α i τ ( y) for i = 1, 2 and therefore
In the situation of Proposition 8 we obtain an infinite set L of special solutions if and only if the elliptic curve
Suppose further that L/K is Galois, σ ∈ Gal(L/K) generates the Galois group and
Then: . But this matrix has determinant −a 2 + ab − b 2 , which equals 0 by (III), and we get no further solutions in this case.
Remark. If the special Galois operation as considered in Proposition 9 occurs for K = Q and integral θ, then L is called a "simplest cubic number field", a notion going back to D. Shanks [14] .
If σ generates the Galois group of a cubic extension K(θ)/K, Proposition 9(a) gives σ(θ) = Λθ, where Λ ∈ PGL 2 (K) is a torsion element of order 3. For K = Q, Lemma 1(a) in [7] shows that Λ must be conjugate to T or T 2 , thus any cyclic cubic extension of Q can be generated by a (not necessarily integral) element with Galois operation given by T as in Proposition 9.
