We present an algebraic description of tabular parsing algorithms that avoids a significant problem of Sikkel's description, namely that inconsistent parse items cannot be represented. We show that a parse item must be regarded as a pair consisting of a congruence class of partial parse trees and a tuple of strings. A tabular parsing algorithm is described algebraically by a pair of algebras with a homomorphism between them. The parsing problem is described as the computation of the inverse image of an input string with respect to this homomorphism. Furthermore, we define a correctness-preserving transformation of an algebra that allows us to transform a context-free tabular algorithm into an algorithm for linear indexed grammars. The main features of this construction are its modularity, the simplification of the correctness proof, and the motivation of the higher complexity of the LIG algorithm in terms of algebraic properties.
Introduction
Tabular parsing algorithms (or chart parsing algorithms or dynamic programming parsing algorithms) constitute a class of algorithms used in conjunction with ambiguous grammars such as arbitrary context-free grammars. A tabular parser computes a representation of the set of all parse trees for an input string, e.g., in the form of a context-free grammar or a shared parse forest, in polynomial time. It was noted by several authors, e.g., Lang (1994) ; Kay (2000) , that the polynomial time behaviour of a tabular parser is achieved only by separating the computation of a compact representation of all parses from the extraction of individual parse trees. The latter can take exponential time or may not terminate at all.
Descriptions of tabular algorithms, e.g., in the framework of parsing schemata (Sikkel, 1993) , have been formulated mostly in an ad-hoc manner. An algebraic description of tabular algorithms is of twofold interest. It is of theoretical interest because it allows to determine the ontological status of a parse item and to characterize tabular parsing algorithms as implementations of a particular class of deduction systems (Sikkel, 1998) . It is of practical interest because it allows the comparison of tabular algorithms for different classes of grammars by means of algebraic transformations and yields new construction methods for tabular algorithms. Sikkel (1993) has described a tabular parsing algorithm as a quotient of a deduction system over a set of partial parse trees of an input string. The deduction steps describe the operations performed by the algorithm. A parse item is then an equivalence class of partial parse trees. An obvious disadvantage is that inconsistent items cannot be represented because inconsistent items do not correspond to any partial parse tree of the input string and thus must be represented by an empty equivalence class.
In this paper, we present an algebraic description that avoids this problem by viewing a parse item as an ordered pair where the first component is an equivalence class of partial parse trees and the second component is a tuple of substrings of the input string. A yield function maps partial parse trees to tuples of strings. In a consistent item, the first component is the equivalence class of a tree whose yield is the second component. An inconsistent item is one where the second component is not the yield of any tree in the first component.
This characterization is based on an algebraic description of the parsing problem by means of two algebras with a homomorphism between them. The elements of the algebras are partial parse trees and tuples of strings, respectively. Then the parsing problem can be described algebraically as the computation of the inverse image of an input string with respect to the homomorphism. A parsing strategy is given by the type of operations. In addition, the actual operations depend on the grammar. A tabulation of the parsing strategy is given by a quotient of the product of the two algebras. The computation of a representation of all parse trees for an input string (e.g., a shared parse forest) by a tabular algorithm is described as a closure operator that computes a finite, void generated subalgebra of that quotient.
An important issue in the development of natural language recognition systems is the construction of efficient tabular algorithms for linear indexed grammars (LIG, Gazdar, 1985) and tree adjoining grammars (TAG, Joshi and Schabes, 1997 ). LIG's and TAG's are weakly equivalent and generate an important subclass of the mildly context-sensitive languages. A linear indexed grammar is an extension of a context-free grammar with a stack algebra that controls the application of productions in derivations. A TAG is often compiled into a LIG for the purpose of parsing.
In recent publications (e.g., Alonso Pardo et al., 1999; Nederhof, 1999) , tabular algorithms for LIG's have been obtained by defining certain classes of push-down automata and using congruence classes of the computations as parse items. However, this method is restricted to left-right parsing strategies (e.g., Earley) because the push-down automata read an input string sequentially.
The description of tabular algorithms as algebraic structures allows to compare parsing algorithms for different, non equivalent grammar formalisms (like CFG's and LIG's) by means of correctness preserving transformations of the algebraic structures. This gives rise to a construction technique for tabular LIG algorithms that transforms a correct tabular algorithm for CFG's into a correct LIG algorithm. In this paper, we consider bottom-up head-corner algorithms for CFG's and LIG's. Besides making the correctness proof simpler, this method also provides a precise explanation (in terms of algebraic properties) of the higher complexity of tabular LIG algorithms. In previous publications of LIG algorithms Weir, 1991, 1993; Nederhof, 1999; Alonso et al., 2000) , the relation to parsing algorithms for CFG's was stated only informally. Furthermore, the construction does not depend on automata specific properties like reading the input string sequentially.
The paper is organized as follows. Sect. 2 introduces some algebraic concepts. In Sect. 3, we give an algebraic definition of the parsing problem and show how a tabular algorithm can be described algebraically. In Sect. 4, we give an algebraic description of a bottom-up head-corner parser. The transformation of this parser into a tabular bottom-up head-corner parser for LIG's is presented in Sect. 5. Sect. 6 presents final conclusions.
Basic Algebraic Concepts
In this section we define a generalization of the standard algebras studied in Universal Algebra (Grätzer, 1979) , namely algebras with set-valued operations, which we call nondeterministic algebras. They provide an appropriate level of abstraction for the description of tabular parsing algorithms. Some standard constructions from Universal Algebra that are used in this paper are extended to nondeterministic algebras. Definitions that are not common in Universal Algebra will be explicitly marked so.
An algebra A = (A, F ) consists of a nonvoid set A of elements (the carrier ) and a family F of finitary operations on A, i.e., functions f i : A ni → A, where n i ≥ 0 is the arity of f i . The function that assigns each operation its arity is called the type (or signature) of an algebra. To indicate that two algebras A, B are of the same type, we write A = (A, F ) and B = (B, F ) and consider F to be a set of operation symbols that can be interpreted by different operations of the same arity in A and B. In this case, we write f A and f B for the interpretation of an operation symbol f ∈ F . A generalization of an algebra is given by a partial algebra where the operations are partial functions that can be undefined for some arguments. A further generalization is provided by a relational system in which the operations are replaced with finitary relations R i ⊆ A ni .
Deduction Systems and Nondeterministic Algebras
The framework of parsing schemata proposed by Sikkel (1993) provides a well-defined level of abstraction that is useful for the description and comparison of tabular algorithms. In this framework, a tabular algorithm is described by a deduction system (called parsing system) that describes the steps taken by an algorithm but abstracts from actual control structures (i.e., order of operations) and data structures.
Definition 2.1. A finitary deduction system is a pair (A, D) where A is a nonvoid set and D ⊆ ℘ fin (A) × A is a set of deduction steps.
℘ fin (A) denotes the set of finite subsets of A. D is called a deduction relation. If (∅, a) ∈ D then a is called an axiom (Sikkel (1993) represents the axioms separate from the deduction steps). The inference relation is defined by X a iff for some a 1 , . . . , a n ∈ X: ({a 1 , . . . , a n }, a) ∈ D. The reflexive and transitive inference relation * is defined by X * a iff a ∈ X or for some elements a 1 , . . . , a m , for all i: X ∪ {a 1 , . . . , a i−1 } a i and a m = a. If {a 1 , . . . , a n } * a then a is said to be deducible from a 1 , . . . , a n . An element is called deducible or valid if it is deducible from the empty set. Observe that all axioms are valid. A deduction system (A, D) is called correct with respect to a set A 0 ⊆ A if A 0 is the set of valid elements (this makes sense only if A 0 is defined without reference to the deduction relation).
The elements in a deduction system represent the contents of the table; they abstract from the actual data structure that holds the table. The deduction steps describe the operations of the algorithm that compute the table entries. They abstract from the order in which the operations are performed in an algorithm. A finite deduction system can be implemented as a tabular algorithm in a canonical way (Sikkel, 1998) .
Instead of deduction systems, we use a generalization of algebras where the operations are set-valued (℘(A) denotes the powerset of A): Definition 2.2. A nondeterministic algebra is a pair (A, F ) where A is a nonvoid set and F is a family of finitary set-valued operations f : A n → ℘(A).
The set-valued operations are called nondeterministic operations. Instead of a ∈ f (a 1 , . . . , a n ), we write f (a 1 , . . . , a n ) a. A nondeterministic algebra can be regarded as a particular interpretation of a relational system where the first n arguments of an n + 1-ary relation are the arguments of an operation, and the last argument is a result.
Terms and variable-free terms are defined in the usual way. Let t be a term and let x 1 , . . . , x n ∈ Var be the variables that occur in t (possibly n = 0). The interpretation of t in a nondeterministic algebra A is an n-ary operation t A : A n → ℘(A). It is defined inductively as follows:
If t is a variable-free term and t A a then we say that A generates a, or that a is generated in A. The set of all generated elements in A is denoted with [∅] A .
1
Let f : A n → ℘(A) be a nondeterministic operation and B a subset of A. The restriction of f to B is the operation f :
A nondeterministic algebra with carrier B is called a relative subalgebra of a nondeterministic algebra A of the same type if B ⊆ A and the operations of B are the restrictions of the operations of A to B. If [∅] A is nonempty then the relative subalgebra of A with carrier [∅] A is called the (void) generated subalgebra of A. The variable-free terms that generate an element b can be regarded as the structure of b. A full subalgebra of A preserves the structure of all its elements given to them by A.
Nondeterministic algebras provide slightly more structure than deduction systems but are still sufficiently general for the description of tabular algorithms. For every nondeterministic algebra A = (A, F ), there is an associated deduction system (A, D), defined by D = {(X, a) | ∃a 1 , . . . , a n , f : X = {a 1 , . . . , a n } ∧ f (a 1 , . . . , a n ) a}.
If (A, D) is the associated deduction system for A then * a iff a is generated in A.
Direct Products and Homomorphisms
In the following sections, we will always assume that A and B are nondeterministic algebras of the same type. The direct product of A and B is the nondeterministic algebra with carrier A × B where the operations are defined componentwise, i.e., f
Theorem 2.4. Let A be a nondeterministic algebra and B a partial algebra of the same type and h : A → B a homomorphism and B a full subalgebra of B.
Proof. By structural induction on a term t with variables x 1 , . . . , x n , one can show the following:
• If t A (a 1 , . . . , a n ) a and t B (ha 1 , . . . , ha n ) b then b = ha.
•
Note that every nondeterministic algebra is a full subalgebra of itself. Therefore, we also have the special case in Theorem 2.4:
Strong Homomorphisms and Strong Congruence Relations
A homomorphism is a mapping from one algebra to another that is compatible with the operations; a congruence relation is an equivalence relation on the carrier of an algebra that is compatible with the operations. A homomorphism between two nondeterministic algebras is too weak in order to correspond naturally to a congruence relation; therefore, we define a stronger notion of homomorphism. The notion compatible with the operations is crucial to such a definition. Several types of stronger homomorphisms of partial algebras have been studied, e.g., by S lomiński (1966, 1967) ; Schmidt (1970); Höft (1973) ; Wojdy lo (1973), with different authors using different terminology, and different authors using the same names for different types of homomorphisms.
Definition 2.5.
1. A strong homomorphism h of A into B is a homomorphism such that for all a 1 , . . . , a n ∈ A, for all b ∈ B: whenever f B (ha 1 , . . . , ha n ) b, then there is some element a ∈ A such that f A (a 1 , . . . , a n ) a and ha = b.
We denote the congruence class of a with a , and the set of all congruence classes of with A/ . Let be a strong congruence relation of A. The quotient algebra A/ = (A/ , F ) has the congruence classes of as its elements, and the operations are defined as follows: f (a 1 , . . . , a n ) a iff for some elements a 1 , . . . , a n , a ∈ A: a i a i (for all i) and a a and f (a 1 , . . . , a n ) a . The properties of guarantee that these operations are well-defined.
Theorem 2.6.
If is a strong congruence relation of
Theorem 2.6 can be interpreted as follows: The mappings from a nondeterministic algebra to a homomorphic algebra, a quotient algebra, and the void generated subalgebra, respectively, are operators on nondeterministic algebras. The result of applying these operators to a nondeterministic algebra does not depend on the order of their application.
An Algebraic Perspective on Tabular Parsing
Tabular parsing can be regarded as a special form of dynamic programming (Martelli and Montanari, 1975; Gusfield, 1997) . Dynamic programming assumes that a problem is hierarchically structured, i.e., it can be composed of smaller problems, and therefore the task of solving a problem can be defined recursively. Some problems are not composed but atomic. In the sequel we will refer to the problems as inputs. Dynamic programming techniques are characterized by the following three properties:
1. Bottom-up computation: Solutions are computed in a systematic way, beginning with the solutions for the atomic inputs. Solutions for larger inputs are computed using the solutions for the inputs they are composed of.
2. Tabling: A solution is computed only once and stored in a table, so that it can be reused later.
3. Abstraction: Instead of the solutions, a function of the solutions (e.g., a cost function) is computed and its values are stored in the table.
(1) guarantees completeness, while (2) together with (3) guarantees termination in polynomial time, provided that for every input, the range of the cost function is finite. The main difference between dynamic programming and tabular parsing is that a dynamic programming algorithm computes the best solution (according to the cost function) for every input, whereas a tabular parser computes all parses for an input string (in some compact representation). Note that (3) entails that a dynamic programming algorithm computes only a description of the set of all solutions (e.g., a shared parse forest). The step of computing an actual solution (e.g., a parse tree) is usually seen as a separate step.
Extended Yield Systems
From an algebraic point of view, the tabular bottom-up computation of solutions can be described in a structure that consists of two algebras and a homomorphism between them. The elements represent solutions and inputs, respectively. The structure of the inputs and solutions is given by their generating terms. The homomorphism maps solutions to inputs. The homomorphism property ensures that the structure of a solution matches the structure of the corresponding input. In order to define the correctness of an algorithm, we also consider a subset of the solutions, the correct solutions (also called admissible solutions). Moreover, we consider a subset of complete solutions in order to distinguish between solutions for the input of an algorithm and the intermediate solutions of the bottom-up computation.
Definition 3.1. An extended yield system is a tuple (A, B, h, A 0 , A c ) such that A is a nondeterministic algebra and B is a partial algebra of the same type (representing solutions and inputs, respectively), h : A → B is a homomorphism, A 0 ⊆ A (the correct solutions), and A c ⊆ A (the complete solutions).
h is called a yield function. If ha = b then a is a solution for b. The operations of the algebras A and B define the structure of the solutions and inputs. Atomic inputs and solutions are given by the nullary operations. The structure of an input can be retrieved from the structure of its solutions because h is a homomorphism, i.e., a structure-preserving mapping. An extended yield system (A, B, h, A 0 , A c ) is correct if [∅] A = A 0 (A generates exactly the correct solutions).
Notice that an input can have more than one solution, or none at all. The set of solutions for an input b is the set h −1 (b) = {a ∈ A | ha = b}. The set of correct and complete solutions for b is the set h −1 (b) ∩ A 0 ∩ A c . Some natural questions that we can ask are the following: Which elements in B have solutions? Which elements in B have correct solutions? For a given element b ∈ B, what are the correct solutions for b? Definition 3.2. Let S = (A, B, h, A 0 , A c ) be an extended yield system. The parsing problem for S and b ∈ B is the problem of determining the set h −1 (b) ∩ A 0 ∩ A c . The recognition problem for S and b ∈ B is the problem of deciding whether
The bottom-up computation in conjunction with tabling is described by computing the set of void generated elements in an algebra. In a correct extended yield system, every input with a correct solution is void generated. Thus, Theorem 2.4 yields the following
Abstraction in dynamic programming is described via the computation of equivalence classes of solutions. Since we have operations, the equivalence classes are actually congruence classes. The bottom-up computation of congruence classes is described in the quotient of the solution algebra. Theorem 2.6 yields 
Algebraic Construction of Tabular Parsing Algorithms
Termination of a tabular algorithm can be ensured if there are only finitely many distinct elements to be computed. In order to achieve this, we consider only a finite subalgebra of the input algebra B, for every input b. By Theorems 2.4 and 2.6, we have 
If
and B can be chosen such that there are only finitely many generated elements in the algebra A/ ×B , then this yields an algebraic construction method for a tabular algorithm. We call a nondeterministic algebra A finitely compactable if there is a strong congruence relation of A such that [∅] A / is finite, i.e., there are only finitely many congruence classes of generated elements. If A is finitely compactable and for every b ∈ B, we can choose a finite full subalgebra B b of B that contains b, then this gives rise to a tabular algorithm that decides for a given input b ∈ B whether b has a correct and complete solution and finds all the congruence classes of the correct and complete solutions for b. The algorithm computes the finite set [∅] A/ ×B b in a bottom-up manner and looks for all elements of the form (a , b) in this set where a is complete. Thus, a description of a tabular algorithm is determined by the following components:
• an extended yield system (A, B, h, A 0 , A c ),
• a strong congruence relation of A,
• a function that assigns each input b ∈ B a finite full subalgebra B b of B.
An extended yield system for a tabular parsing algorithm can be characterized as follows:
• The inputs are tuples of strings over a finite alphabet.
• The solutions are partial parse trees with some additional information that depends on the parsing strategy.
• The type of operations on the trees and tuples of strings is guided by the parsing strategy. In addition, the actual operations depend on the grammar.
• A yield function assigns each parse tree the string that it covers. The yield function is a homomorphism because it matches the operations on the trees with those on the strings.
• The correct and complete parse trees are also defined in terms of the grammar.
Usually, a tabular algorithm is presented not as a product A/ ×B b but rather as the associated deduction system. Another consequence of Corollary 3.5 is that the correctness proof for a tabular algorithm can be done either in the product A/ ×B b or in A, which is sometimes simpler.
Context-Free Bottom-Up Head-Corner Parsing
We present an algebraic description of a bottom-up head-corner (buHC) parser for context-free grammars (a buHC parsing schema can be found in Sikkel (1993, Schema 11.13)). A head-corner strategy assumes that one symbol (called the head ) in the right-hand side of each production is marked, and the recognition of a production starts at the head and proceeds in both directions. We use greek letters to denote sequences of symbols and ε to denote the empty sequence. A headed context-free grammar G is a context-free grammar together with a function h that assigns each production p = A → β a position 1 ≤ h(p) ≤ |β| where |β| denotes the length of β. The h(p)-th symbol in β is called the head of p. For simplicity, it is assumed that the same production cannot occur twice with different heads. A headed production is a production A → βXδ in which one symbol in the right-hand side (the head) is marked. We denote the sets of terminal and nonterminal symbols of G with Σ and N , respectively.
Bottom-Up Head-Corner Operations
We define an extended yield system that describes the buHC parsing strategy. The inputs are finite strings of terminal symbols while the solutions are buHC trees: Definition 4.1. A buHC tree is a triple (τ, β, δ) where τ is a finite, ordered, labelled tree and β, δ ∈ (N ∪ Σ) * are strings of symbols. The leaves of τ are labelled with terminal symbols while the interior nodes are labelled with nonterminal symbols (an interior node is a node that is not a leaf).
τ can be thought of as the recognized part of a derivation while β and δ represent the unrecognized parts of a headed production.
We borrow a practical notation for trees from Sikkel (1993) : A β denotes an arbitrary tree with root symbol A and yield (i.e., sequence of labels on the leaves, from left to right) β. A A denotes a single path of at least one node whose first and last node are labelled with A. A → β denotes a tree of height 1 with root symbol A and yield β. Expressions of this type can be nested to specify trees in more or less detail; e.g., A → γ u denotes a tree with root symbol A and yield u, where γ is the string of labels on the children of A.
We now define the correct (or admissible) buHC trees: • if B is an interior node and β Xδ are its children (from left to right) then B → β Xδ is a production,
• there is some production A → βγ Xγ δ such that γ = γ Xγ .
The buHC parsing strategy is defined by six types of operations on buHC trees, shown in Fig. 1: • buHCa and buHCA recognize a dependent (or head) child. There is one buHCa operation for every headed production with a terminal head.
• The scan operations recognize nonhead terminal symbols. There are two scan operations (left and right) for every terminal symbol.
• The complete operations recognize nonhead nonterminal symbols that have been completely recognized.
buHCA is a nondeterministic operation, whereas the others are partial operations. An extended yield system
) for a context-free buHC parser is determined by the following components:
where A buHC is the set of all buHC trees and F buHC consists of the operations shown in Fig. 1. • B buHC = (Σ * , F buHC ) is a partial algebra where the operations are defined as follows:
• The buHC yield function is defined by g buHC ( A u , β, δ) = u.
• A buHC 0
is the set of all admissible buHC trees.
• A buHC c is the set of buHC trees of the form (τ, ε, ε) where the root of τ is labelled with the start symbol S (complete buHC trees).
A buHC is called the buHC tree algebra. Obviously, g buHC is a homomorphism. Furthermore, if (τ, ε, ε) is a complete admissible buHC tree then τ is a derivation tree of G. Proposition 4.3. A buHC generates exactly the set of admissible buHC trees.
Proof. Soundness can be proved on the basis of the individual operations, by showing that each operation computes an admissible buHC tree if its arguments are admissible buHC trees. Completeness is proved by induction on the size of the tree τ in an admissible buHC tree (τ, β, δ), noting that the tree computed by a buHC tree operation is larger than each of its arguments.
An equivalence relation buHC on buHC trees is defined by
One shows easily that buHC is a strong congruence relation of the buHC tree algebra. The congruence class of a buHC tree ( A → γ u , β, δ) is completely determined by the tuple (A, β, γ, δ). Obviously, there are only finitely many congruence classes of admissible (i.e., generated) buHC trees; therefore, A buHC is finitely compactable. Furthermore, buHC is regular. A complete congruence class is one of the form (S, ε, γ, ε).
For each u ∈ Σ * , let Σ * u be the set of all substrings of u. Let B u buHC = (Σ * u , F ) be the finite relative subalgebra of B buHC whose carrier consists of all substrings of u. It can be easily verified that B u buHC is a full subalgebra of B buHC . Moreover, the product algebra A buHC / buHC ×B u buHC generates only finitely many distinct elements. Now Corollary 3.5 can be used to obtain the following corollary (double parentheses are omitted):
iff there is some admissible buHC tree of the form ( A → γ u , β, δ).
Bottom-Up Head-Corner Items
A tabular parsing algorithm is usually presented for a fixed input string, and the substrings of this input string are referred to via their position in the string. We can obtain the standard parse items if we replace the last component of a tuple (A, β, γ, δ, u) with a pair of indices (and slightly change the notation):
For every w = a 1 . . . a n , define the mapping ϕ Finally, a buHC parsing system in the sense of Sikkel (1993) is given as the associated deduction system (I w buHC , D w buHC ) of the buHC item algebra. It is shown in Fig. 2 . Its correctness follows from the correctness of the buHC tree algebra, using Theorem 2.6. Thus, we have Corollary 4.6. 1.
iff there is some admissible buHC tree of the form
Note that the correctness of the buHC parsing system is given by the construction and Proposition 4.3.
Tabular Bottom-Up Head-Corner LIG Parsing
In this section, we construct a tabular buHC algorithm for LIG's, based on the algebraic description of the context-free buHC algorithm. We show that a simple upgrade of the buHC tree algebra with the stack mechanism of LIG's is not sufficient to construct a tabular LIG algorithm because the upgraded tree algebra is not finitely compactable. However, it allows us to reuse the correctness proof for the buHC tree algebra. In order to obtain a tabular algorithm, we transform the upgraded tree algebra into an equivalent finitely compactable one (i.e., that generates the same set of trees). This method simplifies the correctness proof significantly because the transformation of the tree algebra is correctness preserving. Moreover, it provides a precise explanation for the larger deduction steps in the LIG parsing system that account for its higher complexity. First, we give a short introduction to linear indexed grammars.
Linear Indexed Grammars
A linear indexed grammar (Gazdar, 1985) is an extension of a headed context-free grammar in which the nonterminal symbols in a derivation are associated with stacks of symbols. The productions are associated with stack operations that manipulate the stacks in successive derivation steps. When a symbol is rewritten by a LIG production, the associated operation propagates the stack from that symbol to the head symbol of the production, while all the other symbols in the right-hand side obtain stacks of bounded size (determined by the production). We write A[..] to denote the nonterminal symbol A associated with an arbitrary stack, and A[..q] to denote that A is associated with an arbitrary stack whose top symbol is q. A nonterminal A with an empty stack is written A[], or A to simplify the notation. In order to further unify the notation, we will allow empty stacks on terminal symbols.
We consider only a normal form of LIG's where a stack operation either appends a symbol to a stack (push) or removes the last symbol from a stack (pop). Furthermore, the non-head symbols in the right-hand side of a production have empty stacks. If the head of a production is a terminal symbol then its left-hand symbol has an empty stack. Thus, we consider three types of LIG productions, which we denote as follows:
Note that the interpretation of the stack operations is top-down, i.e., from the left-hand side to the right-hand side. The head of a LIG production is also called the dependent child. The derivation relation =⇒ G is defined as follows:
The language generated by G is defined by
Stack-Enhanced Bottom-Up Head-Corner Tree Operations
In order to define a tree algebra for a buHC LIG parser, we take the buHC tree algebra A buHC from Sect. 4 and add the stack mechanism to the trees and operations. The stack-enhanced buHC trees are called buHC LIG trees; they are tuples (τ, Λ, ∆) that are characterized as follows:
• τ is a finite, ordered, labelled tree,
• the leaves of τ are labelled with terminal symbols,
• the interior nodes of τ are labelled with pairs (A, ω) where A is a nonterminal symbol and ω is a finite stack,
• Λ, ∆ are finite sequences of terminal symbols and nonterminals with associated stacks,
• for each interior node, exactly one child is marked and the other children are unmarked.
The marked children allow us to follow lines of dependent children in a tree. Fix a LIG G. An admissible buHC LIG tree is a buHC LIG tree (
• all unmarked children carry an empty stack,
is an interior node and βX[ω ]δ are its children (from left to right) then
where X is marked.
• the nodes in Λ and ∆ are unmarked.
A buHC LIG tree is complete if it is of the form ( S[] u , ε, ε). The stack-enhanced buHC tree operations of Fig. 1 are shown in Fig. 3: • buHCa and buHCA manipulate the stack and mark their dependent child, a and B[ω], respectively.
• The scan and complete operations do not manipulate stacks because they do not recognize dependent children; thus a and B[] are unmarked.
• A nonterminal B is completely recognized iff there is an admissible buHC LIG tree of the form ( B[] u , ε, ε). lCompl and rCompl are undefined if the tree in the second argument does not have an empty stack at its root. We show now that the algebra A buHC [ω] does not allow the construction of a tabular buHC algorithm for all LIG's. This follows directly from the following proposition (note that A buHC [ω] depends on G). We call two grammars strongly equivalent if they generate the same language and have the same derivations of the strings in the language, up to a renaming of the symbols.
is finitely compactable then G is strongly equivalent to a context-free grammar.
Proof. We consider only the stack operations, leaving the context-free base of =⇒ G aside. Define the partial algebra A 1 = (Q * , push q , pop q , ε) q∈Q as follows, where Q is the stack alphabet of G, Q * is the set of finite sequences of stack symbols (i.e., finite stacks), ε is a nullary operation representing the empty stack, and push q , pop q (for all q) are partial operations defined by:
• push q (ω) = ωq,
Clearly, [∅] A1 = Q * , i.e., A 1 is void generated. We show that the equality relation is the only strong congruence relation of A 1 . To see this, let be a strong congruence relation of A 1 and ω 1 , ω 2 be congruent stacks, i.e., ω 1 ω 2 . If ω 1 is empty then pop q (ω 1 ) is undefined for all q, hence pop q (ω 2 ) is undefined for all q, too, and therefore, ω 2 is empty. On the other hand, if ω 1 = ω 1 q, then pop q (ω 1 q) = ω 1 . Then it follows that for some ω 2 , pop q (ω 2 ) = ω 2 , hence ω 2 = ω 2 q, and ω 1 , ω 2 are congruent. It follows by induction on the length of ω 1 that ω 1 = ω 2 . This shows that is in fact the equality relation; in particular, has infinitely many distinct congruence classes. Now, assume that A buHC [ω] is finitely compactable, and let be a strong congruence relation of A buHC [ω] such that there are only finitely many congruence classes of generated buHC LIG trees. The buHCA operation performs a push respectively pop operation on the root stack of a tree. It follows that whenever two buHC LIG trees are congruent then their root symbols are associated with the same stack. Therefore, the nonterminals in the generated buHC LIG trees are associated with only finitely many different stacks. Thus, we can construct a strongly equivalent context-free grammar whose nonterminals are of the form (A, ω) , where A is a nonterminal of G and ω is one of the finitely many stacks that appear in the generated buHC LIG trees.
As there are LIG's that are not strongly equivalent to any context-free grammar, A buHC [ω] is not an appropriate starting point for an algebraic construction of a buHC parsing algorithm for LIG's. In the next section, we show how A buHC [ω] can be transformed into a finitely compactable algebra that generates the same set of buHC LIG trees. The transformed algebra can be used to construct a tabular buHC LIG algorithm in the same way as we did in the context-free case.
An Algebraic Transformation for LIG Parsing
Tabular algorithms for LIG's have been presented for example in Weir (1991, 1993) ; Nederhof (1999) ; Alonso et al. (2000) . Their particular form is motivated (in more or less explicit form) by the idea that the stack associated with a nonterminal can be represented by storing only the topmost stack symbol together with a reference to the place where the remaining part of the stack can be found. By exploiting a certain context-freeness property of LIG's (Alonso Pardo et al., 1999) , namely that each derivation step in a LIG derivation depends only on the top part of the stack, it is possible to obtain a finite number of distinct representations for all possible stacks (possibly infinitely many). We present a formalization in terms of an algebraic transformation of this idea.
First, we make the idea of an efficient representation of the unbounded stacks precise. Consider the stack algebra A 1 defined in the proof of Proposition 5.1. Define the partial algebra A 2 = (Q * , push q , pop 2 q , ε) q∈Q where push q and ε are as in A 1 , and for all q ∈ Q, pop 2 q is the binary partial operation defined by pop 2 q (ω 1 , ω 2 ) = ω 2 if ω 1 = ω 1 q for some ω 1 (undefined else).
Clearly, A 2 is void generated. Define an equivalence relation on Q * by ω 1 ω 2 iff ω 1 = ω 1 q and ω 2 = ω 2 q, for some ω 1 , ω 2 , q, or ω 1 = ω 2 = ε.
Then is a strong congruence relation of A 2 (but not of A 1 ), as can be easily verified. A congruence class ω is uniquely determined by q ∈ Q if ω = ω q, or ε if ω = ε. Therefore, the quotient algebra A 2 / is isomorphic to the partial algebra (Q∪{ε}, push q , pop 2 q , ε) q∈Q . We denote it with A 2 / , too. In A 2 / , the operations are defined as follows, where q ∈ Q and q , q ∈ Q∪{ε}:
The first argument q of pop 2 q represents the topmost symbol of a stack, while the second argument serves as a reference to the remaining part, whose top symbol is q .
Next, we consider the context-freeness (or non-contextuality) property of LIG derivations. Consider the left tree in Fig. 4 and assume that it is an admissible buHC LIG tree. The line from B[ωq] to C[ω] represents the path along the marked children. From each node to its marked child, the stack either grows or shrinks by one symbol. Furthermore, the stacks on all nodes above C[ω] are of the form ωqω , i.e., C[ω] is the first node on the path from B[ωq] along the marked children on which the stack shrinks below ωq. C[ω] is called the dependent stack descendant of B [ωq] . Note that every node associated with a nonempty stack has a unique dependent stack descendant. If a node is associated with an empty stack then it has no dependent stack descendant.
The context-freeness property of LIG's is given by the fact that the application of LIG productions on the path from B[ωq] to C[ω] does not depend on the bottom part ω of the stacks. Furthermore, the context-freeness of the context-free base of a LIG means that the application of productions in the white area does not depend on that in the grey shaded area. If the subtree
Figure 4: Substitution in buHC-LIG trees. Fig. 4 ) then the resulting tree is also admissible. We transform A buHC [ω] into a new algebra by replacing the operation buHCA with two operations:
• buHCA pop is the restriction of buHCA to ω = ωq in Fig. 3 .
• buHCA push (Fig. 5) is the composition of the substitution operation in Fig. 4 and the restriction of buHCA to ω = ω q in Fig. 3 (the composition of a unary operation f and a binary operation g is the operation f • g(a 1 , a 2 ) a iff for some a , g(a 1 , a 2 ) a and f (a ) a).
buHCA push exploits the context-freeness property of LIG derivations in order to achieve an efficient representation of the LIG stacks in the same way as in the algebra The transformed algebra with buHCA pop and buHCA push instead of buHCA is denoted with A buHC-LIG and is called the buHC LIG tree algebra. We show that A buHC-LIG generates the same buHC LIG trees as A buHC [ω] (i.e., the set of all admissible buHC LIG trees) and is finitely compactable.
To show that both algebras generate the same buHC LIG trees, we consider an arbitrary nondeterministic algebra and prove that replacing a unary operation f with the composition of f and a binary operation g preserves the generated elements under the following closure conditions: Definition 5.2. Let A be a nondeterministic algebra and g a binary (nondeterministic) operation (not necessarily of A) on A and for all a, let |a| be the minimum number of operation symbols in a variable-free term that computes a.
• A is forward closed with respect to g if whenever a 1 , a 2 are generated by A and g(a 1 , a 2 ) a then a is generated by A.
• A is backward closed with respect to g if for every generated element a 1 there is some generated element a 2 with g(a 1 , a 2 ) a 1 and |a 2 | ≤ |a 1 |.
Forward closure means that a new operation g does not compute new elements, while backward closure will ensure that when a unary operation f of A is replaced with the composition f • g, all the generated elements of A can still be computed. We can use Theorem 5.3 to show that A buHC [ω] and A buHC-LIG generate the same buHC LIG trees. First, observe that we can obtain an intermediate algebra by dividing the operation buHCA into the two operations that are the restrictions of buHCA in Fig. 3 to ω = ωq (buHCA pop ) and ω = ω q, respectively. Surely, this does not affect the generated trees. Then we verify that the intermediate algebra is forward and backward closed with respect to the tree substitution operation in Fig. 4 . Next, we note that A buHC-LIG is obtained from the intermediate algebra in the way described in Theorem 5.3.
Finally, we show that A buHC-LIG is finitely compactable. Define an equivalence relation of buHC LIG trees as follows, where top(ωq) = q, top(ε) = −, and X i [ω i ] is the dependent stack descendant of A i [ω i ] (i = 1, 2) and X i = − if A i [ω i ] has no dependent stack descendant:
An equivalence class is completely determined by the tuple (A, q, X, Λ, ΓBΓ , ∆) where q is a stack symbol or − and X is a nonterminal symbol or −.
