We revisit J. Shallit's minimization problem from 1994 SIAM Review concerning a two-term asymptotics of the minimum of a certain rational sum involving variables and products of their reciprocals, the number of variables being the large parameter. Properties previously known numerically, most importantly, the existence of the constant in the asymptotics, are proved. We supply a sharp remainder estimate to the originally proposed asymptiotic formula. The proofs are based on the analysis of trajectories of a planar discrete dynamical system that determines the point of minimum.
Introduction
The following minimization problem was proposed in [Shallit 1994] .
Let x = (x 1 , . . . , x n ) be a vector with positive components. Denote
Show that there exists a positive constant C such that min x>0 f n (x) = 3n − C + o(1) (n → ∞).
Hereinafter we write x > 0 or x ∈ R n + if x i > 0 for i = 1, . . . , n. The constant C = 1.3694514039 . . . is nowadays known as Shallit's constant [Finch 2003, Sec. 3.1] .
Denote
and C n = 3n − A n .
The publication [Grosjean, De Meyer 1995] in the Solutions section of SIAM Review, to which we refer in the sequel as GDM, does not, as a matter of fact, answer the original question proper. It addresses the method of computation of the constant C and contains a series of observations, supported by a persuasive numerical evidence, about the sequence (C n ) and certain auxiliary sequences. However the convergence is not proved. The goal of this paper is to provide the proof and to justifiy analytically the various claims made in GDM. We are able to replace the o(1) remainder in (1) by Θ(ρ −n ), where ρ = 2 + √ 3. The notation f = Θ(g) or f g is used as a shortcut to the two-sided inequality m|f | ≤ |g| ≤ M |g| with some constants 0 < m < M .
In Section 2, following GDM and just being more explicit about the mechanism underlying the asymptotics in question, we bring to the forefront the two-dimensional dynamical system whose special trajectories correspond to the points of minimum in Shallit's problem for different values of n. A sequence of short lemmas covering various properties of the trajectories, mostly known numerically from GDM, comprises Section 3. This preparation makes it easy to prove convergence of the sequence (C n ) to a finite limit (Section 4, Theorem 1). In a somewhat more difficult Section 5 we study the precise rates of convergence of (C n ) and other relevant sequences. Note that part (c) of Theorem 2 is a refinement of Theorem 1.
The dynamical system considered here is area-preserving and can be described in terms of the least action principle for an appropriate Lagrange's function. A study of its global behaviour may be of interest in its own right. We make some remarks to that effect in the short Section 6.
Appendix contains the numerical values of the constants C and p * 0 (defined in Eq. 13) to the accuracy of 400 digits, which can help those readers who wish to play with numbers.
In [Finch 2003 ] Shallit's constant neighbors the Shapiro-Drinfeld constant, which is related to the problem I studied in [Sadov 2016 ]. This com-bination is not altogether incidental, but the connection is too indirect to attempt to describe it precisely.
For the reader's convenience the notation of GDM is used where applicable and new notation is chosen so as not to interfere with that of GDM. There is one exception: we denote by λ * j what GDM denote λ j (see Section 3F, Remark 2).
Preliminaries

2A Reduction and critical point equations
Following GDM, recall a reduction of the minimization problem to the analysis of solution of a system of algebraic equations. The substitution
leads to the identity
where the function g n is defined by the formula involving O(n) summands,
and u = (0, u 1 , u 2 , . . . , u n ). Putû = (u 1 , u 2 , . . . , u n ). The transformation (4), x →û, is a bijection of R n + onto itself. Hence
Here 'inf' can be replaced by 'min' -this is almost obvious and taken for granted in [Shallit 1994 ] and in GDM. Let us give a formal proof: since g n (0, 1, 1, . . . , 1) = 3n − 1, it suffices in the right-hand side of (6) to consider u ∈ K, where K is the cube in R n + defined by the inequalities (3n − 1) −1 ≤ u j ≤ 3n − 1, j = 1, . . . , n. Since K is compact, the function g n attains its minimum value A n ≤ 3n − 1 on K; hence C n ≥ 1 by (3).
The necessary condition of extremum, ∇g n (u) = 0, holds at a point of minimum. In the explicit form it reads
We prove below, in Lemma 2(b), that the solution is unique. For this reason we write "the solution u", "the trajectory T n " from now on, although, logically, the definite article is not fully justified until Lemma 2(b).
2B The dynamical system
We will interpret the critical point equations (7) as a boundary value problem for a trajectory of a dynamical system with discrete time. Introduce the partial self-map of R 2 , Φ : (p, u) → (p , u ), by the formulas
A trajectory T with initial point (p 0 , u 0 ) is a finite or infinite sequence of iterations (p j , u j ) = Φ (j) (p 0 , u 0 ). In general, one may consider trajectories in R 2 , but we will only need the points with p j ≥ 0. Specifically, let u = u (n) be the solution vector of the critical point equations (7). Put p j−1 = 1/u j (j = 1, . . . , n) and p n = 0. The finite sequence T n = {(p j , u j )}, j = 0, 1, . . . , n, is a trajectory of the map Φ such that p j > 0 for 0 ≤ j ≤ n − 1 and the boundary conditions
are satisfied.
Analysis of trajectories 3A A qualitative overview
The unique fixed point of the map Φ in R 2 + is P 0 = (1, 1). It is hyperbolic: the Jacobi matrix DΦ(1, 1) = 4 1 −1 0 has the eigenvalues ρ = 2 + √ 3 and ρ −1 = 2 − √ 3. From the general theory of dynamical system it is known (see e.g. [Katok, Hasselblatt 1996, Theorem 6.2.3] ) that there exist the stable curve γ s and the unstable curve γ u defined at least in some neighborhooud of the point P 0 . The curve γ s is tangent to the stable separatrix τ s of the linearized map DΦ(1, 1) and γ u is tangent to the unstable separatrix τ u . 
Figure 1: Invariant curves and the trajectory T 3
For the existence of the asymptotics (1) the following fact is crusial: the stable curve intersects the semiaxis u = 0, p > 0 at some point P s ; similarly, the unstable curve intersects the semiaxis p = 0, u > 0 at some point P u . The trajectory T n satisfying the boundary conditions (9) begins near P s and ends near P u . Earlier iterations rapidly approach P 0 almost along the arc of γ s between P s and P 0 , while later iterations move away from the fixed point almost along the arc of γ u between P 0 and P u . All but O(1) of the total number n + 1 points of the trajectory lie in a prescribed (arbitrarily small) neighborhood of the fixed point. Correspondingly, most of the summands L(u j−1 , u j ) in (5) are close to L(1, 1) = 3.
As important as the invariant curves are for understanding of the dynamics of the map Φ, our proof of Shallit's asymptotics in its original form leaves them behind the scenes. They will be used explicitly in the order-sharp analysis of Section 5.
The points of the trajectory T n will be denoted as (p j , u j ) when n is fixed in the current context and as (p j,n , u j,n ) when a need arises to indicate the dependence of the coordinates on n explicitly. The notation/convention u j = u j,n has already been in use in GDM.
3B Identities
(c) For the trajectory T n and 1 ≤ ≤ n, 
3C Monotonicity with respect to the initial condition
Let P 0 (t) = t, U 0 (t) = 0 and define the functions P j (t), U j (t), j = 1, 2, . . . recurrently by (P j (t), U j (t)) = Φ(P j−1 (t), U j−1 (t)).
Clearly, P j (t) and U j (t) are rational functions.
Lemma 2. (a) The functions P j (·) (j ≥ 0) and P j (·)U j (·) are increasing on
. . , n, with p j−1 , u j > 0 (j = 1, . . . , n) and p n = 0 is unique.
(c) The coordinates of the points on the trajectories T n−1 and T n satisfy the inequalities
Proof. (a) It follows by induction using the identity of Lemma 1(a) in the form P j U j = P j−1 U j−1 +P j−1 −1/P j−1 and the trivial identity P j = (P j U j )P j−1 . (b) For the given n, the initial coordinate p 0 satisfies the equation P n (p 0 ) = 0. By (a), a positive solution of this equation is unique.
(c) Similarly, (10) follows by (a) from the inequality
Remark. The monotonicity property (10) is experimentally observed in GDM, Table 1 and Eqs. (9), (10).
3D Symmetry of the trajectory
Lemma 3. (a) The map Φ is reversible with respect to the involution σ :
For the points on the trajectory for the given n, the identity
holds. In particular,
Proof. (a) Simple check.
(b) By (a), the boundary problem described in Sec. 2B is invariant under the substitution (p j , u j ) → (u n−j , p n−j ). Due to the uniqueness resultLemma 2(b) -the equalities (11) hold.
(c) For even n, the claim is a particular case of (11). For n = 2k − 1, we have p k−1 = u k ; on the other hand, u k = 1/p k−1 according to the definition of Φ. Hence u k = 1.
Remarks. 1. The identity u k = 1 in the case n = 2k − 1 is mentioned without elaboration in the first line of Eq. (7) in GDM.
2. GDM also mention that the boundary conditions for the partial tra-
supply a more economical method for computing p 0 as compared to the method using the boundary conditions (9).
3E Monotonicity of the trajectory
Lemma 4. The trajectory T n propagates north-west. That is,
Remark. This property, as a numerical fact, is stated in GDM, Eq. (7).
The conclusion for the sequence (u j ) follows trivially.
Lemma 5. The following inequalities hold along the trajectory T n :
where we use Lemma 4 and Lemma 3(b).
(c) is a consequence of (a) and (b).
3F Boundedness and limits
Lemma 6. The sequence (p 0,n ) is bounded: p 0,n < φ for all n ≥ 1.
Proof. Omitting the second index n, we have p 0 > p 1 by Lemma 4. On the other hand, p 1 = p 2 0 − 1. Hence p 2 0 − p 0 − 1 < 0, and the claim follows. From Lemmas 4, 6 and the monotonicity (10) it follows that for every fixed j = 0, 1, 2, . . . the sequence (p j,n ) (n = 1, 2, . . . ) is increasing and bounded. Therefore there exist the limits
Remarks. 1. The points P s and P u (Fig. 1 ) have the coordinates (p * 0 , 0) and (0, p * 0 ), respectively. However, this intuitively obvious fact requires a proof (preceded by a precise definition of the curve γ s ), cf. Lemma 10 in Section 5D.
2. Let us introduce the deviations from the fixed point
These parameters will be very useful in Section 5. Consistent with our convention, we will use the abbreaviated notation λ j,n = λ j when n is fixed and denote the limit values λ * j = 1 − u * j . (Note that in GDM, λ j stands for the limit values.) Eliminating p j = p j,n from the relations that hold on the trajectory T n ,
yields the second order recurrence relation
The limit (n → ∞) form of this recurence applies to the values λ * j and coincides with Eq. (21) in GDM.
3G Exponential proximity to the fixed point Lemma 7. Put j = min(j, n − j). For 0 ≤ j ≤ n the inequalities
hold along the trajectory T n .
Proof. To prove (16), consider three cases. (i) n/2 ≤ j ≤ n − 1. Then p j u j < 1 and p j < 1 by Lemma 5(a,c). Hence
By Lemmas 4 and 6, p j ≤ p 0 < φ. Since φ < 2, the claim follows. To prove (17), due to symmetry we may assume that j ≤ n/2, so that 1 ≤ p j ≤ φ and 0 ≤ 1 − u j ≤ 2 −j by (16). We have
as required. Proof. Indeed, the estimates (16) for |1 − p j,n | are uniform in n provided n ≥ 2j.
Remark. The Corollary justifies the formula (15) in GDM.
4 Convergence of the sequence (C n )
4A Constants C n in terms of trajectory coordinates
For a fixed n ≥ 1, we assume, as before, that {(p j , u j )}, j = 0, 1, . . . , n, is the trajectory T n of the map Φ satisfying the boundary conditions (9).
Lemma 8. Let k = n/2 . The constant (3) can be expressed as follows,
Proof. Using Eq. (5) and the relations 1/u j = p j−1 , we express the constant (2) as the value of g n (u (n) ) on the trajectory T n ,
By symmetry (Lemma 3(b)) we have
where µ = 0 for n odd and µ = p k + u k + p k u k for n even. Further, using Lemma 1(c) and Lemma 3(c), we get
with µ = 2 = 3 − p 2 k for n odd and µ = −p 2 k for n even. The formula (18) follows.
4B The existence of Shallit's constant
Recall the limit values p * j , u * j defined in (13). Let
Theorem 1. There exist the limits S = lim N →∞ S N and C = lim n→∞ C n .
The limit values are related by
Proof. Put h j,n = 2(1−p j,n )+(1−p j,n q j,n ) for j < n/2 and h * j = 3−2p * j −p * j u * j . By Lemma 7, taking into account that 1 − p j,n < 0 < 1 − p j,n q j,n and φ < 2 we have |h j,n | < 2 1−j . Passing to the limit as n → ∞, we conclude that
For every j we have lim n→∞ z j,n = 0 and the uniform bound 4C Monotonicity of the sequence (C n ) Table 1 in GDM clearly displays monotonicity of C n . This property was not used in the above proof of existence of Shallit's constant; we prove it now.
Proposition 1. The sequence (C n ) is monotone increasing.
Proof. The vector minimizing g n (u) is u (n) = (0, u 1,n , . . . , u n,n ). As before, we fix n and use shorter notation u k = u k,n ; the corresponding trajectory (Sec. 2B) is T n = {(p n , u n )}. In order to show that C n+1 > C n , it suffices to find a vector u † ∈ R n+2 such that u †
. . , n − 1} and r > 0 be some parameters to be chosen later. Put
The right-hand side is maximized at
This choice of r gives
The inequality to prove, δ > 0, is equivalent to the inequality
which can be written as
Now, if n is even, then we put k = n/2, so that p k = u k . If n is odd, then put k = (n − 1)/2, so that p k = 1 and u k < 1 (Lemma 3). In both cases the required inequality obviuosly holds.
Remark. The proof implies the estimates
Theorem 2 in Section 5 shows that the relation C − C n (1 − u k ) 2 is correct.
Convergence rates
5A Overview
In the previous sections we have proved the monotonicity properties of the sequences (C n ) and (p 0,n ) observed in 
In addition, Table 2 of GDM clearly suggests that λ * j = 1 − u * j ρ −j . These relations are proved here.
Note that the inequalities in Lemma 7 lead to the estimates p *
. With a little additional effort (approximating the map Φ by its linear part near the fixed point) it would be not too difficult to replace the base 2 by ρ in these estimates. On the other hand, in order to prove any quantitative upper bound for the difference C − C n one needs to establish uniform estimates for u * j − u j,n and p * j − p j,n and this seems to be a much harder task.
The powerful tool that we employ here to achieve all goals at once is Hartman's C 1 linearization theorem. In essense, it provides new coordinates in which the map Φ becomes linear, while the distortion of distances between the old and new coordinate systems is bounded above and below.
The linearization easily yields all required upper as well as lower estimates for coordinate differences along the trajectories provided the "initial" coordinate in the unstable direction is not vanishingly small. The latter condition is ensured by the transversality properties proved in Section 5F. The formula (18) for C n used in the proof of Theorem 1 would yield the upper estimate C − C n = O(ρ −n/2 ). The corresponding series (19) has general (j-th) term that goes to zero as O(ρ −j ). GDM derived a different series representation for C, see GDM, Eq. (20) , where the general term decays as O(ρ −2j ). In eq. (22) of Section 5G the same pattern is used to express the pre-limit constants C n . That expression is good enoug to obtain the estimate C − C n = O(nρ −n ), which still falls short of the experimental evidence. One more step towards convergence acceleration is made in Lemma 13, where we obtain a representation for C n with general term that decays as O(ρ −3j ). (The convergence acceleration discussed in the last part of GDM is different and does not suit our purposes.) After all these preparations, the main theorem is stated and proved in Section 5H.
5B Local linearization
We refer to the theorem of P. Hartman [Hartman 1960 ] that asserts that a C 2 differeomorphism near a hyperbolic fixed point in two dimensions is C 1 -conjugate to its linear part. (To appreciate a few subtleties around this result -dimension, smoothness class, resonances -in a more general context see [Katok, Hasselblatt 1996, Sec. 6 .6].) Specifically, for the our map Φ there exists a neighborhood Ω of the fixed point P 0 = (1, 1) and a C 1 diffeomorphism h of Ω onto some neighborhood of (0, 0) such that h(P 0 ) = (0, 0) and
where Ψ is a linear map, which we identify with its matrix Ψ = diag(ρ −1 , ρ).
Thus, ξ is the coordinate in the stable direction and η -in the unstable direction.
Remark. A weaker form of linearization, such as, say, a C 0 linearization provided by the much widely applicable Grobman-Hartman theorem, would not suffice for our purposes, since we need the linearizing local homeomorphism to be quasi-isometric, that is, to change the distances by a factor that is uniformly bounded away from zero and infinity.
5C Boundary problem for trajectories of the linearized map
Lemma 7 guarantees that there exists n 0 ∈ N such that for n/2 ≥ j ≥ n 0 we have (p j,n , u j,n ) ∈ Ω. Put
(We do not define and will not need numerical values ξ j,n and η j,n with j / ∈ {n 0 , . . . , n/2 }.) Let us describe a boundary problem that uniquely determines the trajectory.
Denote by Γ 1 the image under the map h • Φ n 0 of an interval I 1 of the real line containing the point P s so small that Γ 1 ⊂ h(Ω). Denote by Γ 2 and Γ 2 the images under the map h of intervals I 2 and I 2 of the lines, respectively, p = 1 and p = u, containing the point (1, 1) and so small that Γ 2 ∪Γ 2 ⊂ h(Ω).
Lemma 9. Let n > 2n 0 . The point Q = (ξ n 0 ,n , η n 0 ,n ) ∈ h(Ω) is uniquely determined by the following conditions:
(i) Q ∈ Γ 1 ; (ii) In the case of odd n = 2k + 1, Ψ k−n 0 (Q) = (ξρ n 0 −k , ηρ k−n 0 ) ∈ Γ 2 , and in the case of even n = 2k, 
5D Invariant curves
We may assume for simplicity that the neighborhood h(Ω) of (0, 0) of Hartman's theorem is a square |ξ| < ε, |η| < ε. The rectilinear interval γ # s = {(ξ, η) | η = 0, |ξ| < ε} is the stable invariant curve in the sense that Ψ j (Q) → (0, 0) as j → ∞ for every Q ∈ γ # s . Similarly, the interval γ # u = {(ξ, η) | ξ = 0, |η| < ε} is the unstable invariant curve in the sense that Ψ −j (Q) → (0, 0) as j → ∞ for every Q ∈ γ # u . We define (a relevant part of) the invariant curve γ s in the (p, u) plane as the image (Φ n 0 • h) −1 (γ # s ); more precisely; we are only interested in that part of the image where u > 0 and p > 0. The notation γ s will henceforth apply to the said part.
The following lemma is intuitively obvious; yet we state it explicitly.
Lemma 10. The points (p * j , u * j ), j = 0, 1, 2, . . . , defined in (13) belong to γ s .
Proof. By Lemma 7 and its corollary we have (p
, j ≥ n 0 , satisfies the characteristic property lim j→∞ Ψ j (Q) = (0, 0) of the points on the stable curve in (ξ, η) coordinates. The claim of Lemma follows.
Remarks. 1. By construction, the curve γ s is at least C 1 . In particular, it has a tangent at the point P s where γ s meets the p-axis.
2. We will not need the other parts of the stable invariant curve in the (p, u) coordinates nor the unstable curve. The maximal continuous extensions of the invariant curves can be defined by starting from the neigborhood Ω of the fixed point and iterating the map Φ or Φ −1 while the newly obtained parts of the curves lie in the quadrant p > 0, u > −1 for the stable curve and u > 0, p > −1 for the unstable curve, cf. Fig. 1 .
3. Alternatively, (the maximal continuous extensions of) the invariant curves can be defined as follows. Consider the stable curve; the unstable one is obtained by the coordinate swap.
The boundary of D ∞ is the stable invariant curve. (We omit the proof.) 4. It is visually obvious that the domains D n are convex. We prove this observation in the next section. It can be skipped, since the result is not used in the sequel.
5E Convexity of the domains D n
Proposition 2. For every n = 0, 1, 2, . . . the domain D n defined in Remark 3 of Section 5D is convex.
Proof. Using the notation of Section 3C, we will prove thatÜ n (t)Ṗ n (t) − U n (t)P n (t) > 0 if n ≥ 1. (The dot stands for d/dt.) For n = 0, the inequality is replaced by equality. Proceeding by induction, we havė
By Lemma 2(a), (P n U n )˙+Ṗ n > 0, so the induction step is complete.
5F Transversality lemma
Recall (see Sec. 5C) that γ # s denotes the stable curve in the (ξ, η) coordinates and Γ 1 is the curve containing the points (ξ n,n 0 , η n,n 0 ), which converge as
Lemma 11. The curves Γ 1 and γ # s meet at the point P # s transversally.
Proof. 1. By applying the nondegenerate map (h • Φ n 0 ) −1 , the problem reduces to showing that in the (p, u)-plane the curve γ s meets the axis u = 0 at P s = (p * 0 , 0) transversally. Since γ s is a C 1 curve, it has a slope σ at P 0 (possibly infinite). Our task is to show that σ = 0.
A general point of γ s near P s can be written in the form
. We omit the explicit argument t in the rest of the proof. The derivatives will always be evaluated at t = 0.
2. For large values of j we haveu j /ṗ j < 0, since the curve γ s approaches the point P s along the stable direction (1, −ρ). To be definite, let us assume thatṗ j < 0 andu j > 0. Since ρ > 1, we also have (p j u j )˙> 0.
By backward induction we will show that the same signs of the t-derivatives take place for all j ≥ 0. We use Lemma 1(a), Lemma 3(a), and argue similarly to the proof of Lemma 2(a). The induction step consists in proving that the conditionsṗ j < 0,u j > 0, (p j u j )˙> 0 implyṗ j−1 < 0,u j−1 > 0 and (p j−1 u j−1 )˙> 0. And indeed, this follows from the identitieṡ
3. Similarly to Lemma 1 we have an identity for the trajectories used in this proof: for any ≥ 1
Differentiating and setting t = 0 we obtain, since u 0 (0) = 0,
From the inequalities proved above we deduce
The lemma is proved.
Remark. Passing to the limit as → ∞ in the identity (21) and taking into account that (p u )˙→ 0 (we leave the proof to the reader) we obtain the formula
This formula can be considered as an equation for σ to be solved by iterations, given that the valuesṗ 0 = −1 (choice for convenience) andu 0 = −σ determine all subsequentṗ j ,u j .
5G Sums for C n with rapidly decreasing terms
Recall the deviations λ j,n = 1 − u j,n introduced in (14). We fix the trajectory T n and omit the index n in the parameters p j , u j and λ j .
Lemma 12. Let k = n/2 . The expression (18) for the constant C n can be transformed as follows:
Proof. The first line in the formula (22) is obtained by adding together the identity (18), the telescopic identity
and the identity of Lemma 1(c) with = k,
The term outside the summation sign in the resulting expression is δ = p 2 k − 2p k u k + 2u k . If n is even, then u k = p k , and if n is odd, then p k = 1; in both cases the formula δ = 1 − (p k − 1) 2 is valid.
To obtain the second line in (22), we substitute p j = 1/u j+1 , which yields
In the final expression the index shift j + 1 → j is made.
The formula (18) written in terms of the deviations becomes
We think of λ j as of small quantities (for large j), and here the terms decay linearly in λ j , while in in the formula (22) they decay as λ 2 j . In the proof of Theorem 2 even this rate of decay will not quite suffice; we need a cubic decay in λ j . We will use the appropriate version of the O-notation in order to avoid cumbersome explicit formulas in the next lemma and its proof.
If
The general summand in the formula (18 ) is obviously O(λ j± ) and in the formula (22) (second line), it is O(λ 2 j± ). (In both cases the dependence on λ j+1 is vacuous.) Lemma 13. There exist functions f and r of three arguments such that
, and
where k = n/2 and the values λ j = λ j,n are taken on the trajectory T n .
Proof. The recurrence relation (15) implies that
From this we deduce
Using the fact that 1/u j = 1 + O(λ j± ) we may write the formula (22) in the form
Substituting the previous identity to the latter one we come to the claimed formula.
Remark. A rather tedious calculation that was replaced by the O-estimates in the proof of Lemma 13 leads to the following formula for C:
where the general term of the series decays as O(ρ −3j ) and, due to misterious cancelations, does not depend on λ * j−1 .
5H Main theorem on convergence rates
Theorem 2. The following asymptotic equivalences hold. (The implied constants are independent of n and j.) (a) The distance from the fixed point: for 0 ≤ j ≤ n/2,
and for k = n/2 ,
By Lemma 13 we have
Let us estimate the right-hand side.
2) Since r is a rational function and r(
Summing from j = 1 to k gives the estimate O(ρ −n ) for the sum. 1 This concludes the proof.
6 Remarks on the dynamics of the map Φ The dynamical system determined by the map 8 can be an object of interest in its own right. Let us draw the attention to some points that may prompt generalizations or further exploration.
1. From the point of view of symplectic dynamics with discrete time, the function L(·, ·) in Eq. (5) is interpreted as Lagrange's function and the function g(u) -as the action, cf. e.g. [McDuff, Salamon 1998 ], end of Section 9.1. The trajectories satisfying specific boundary conditions arise from the principle of least action.
2. For the purposes of this paper, only the positive quadrant (indeed, only the curvilinear quadrangle 0P s P 0 P u , see Fig. 1 ) is relevant as regards the domain of the map Φ. Going beyond the positive quadrant, there is another (elliptic) fixed point, (−1, −1), and a continuous family of 4-cycles of the form {(−1, t), (t, −1), (−1, 1/t), (1/t, −1)} but no other obvious "regular" trajectories. The extension of the invariant curves γ s and γ u beyond the positive quadrant leads to the global invariant curves consisting of countably many smooth segments punctured at the points with p = 0. It would be interesting, in particular, to find other families of periodic trajectories and to characterize the set of non-wandering points of the system.
3. In connection with the two items above, one may ask about a meaningful way to introduce an additional parameter into the problem so as to obtain an interesting family, in which parameter-dependent phenomena (such as genericity of behaviour and bifurcations) can be studied.
4. Strictly speaking, since Φ(p, u) is not defined when p = 0, the global dynamics of the map Φ is defined on the set R 2 \ ∪ ∞ j=0 (Φ j (X 1 ) ∪ Φ −j (X 2 )), where X 1 = R × {0} and X 2 = {0} × R are the coordinate axes. Can the action be extended in a natural way to a connected (and compact?) phase space by adjoining limit points corresponding to Φ(0, ·) and Φ −1 (·, 0)?
computed by iterating the map Φ starting with (p 0 , 0).) In our case, 470 = (2/3) · 710 terms sufficed.
To compute p 0,n we used the shooting method with varying initial value p 0 and the terminal condition (12). The method of bisections was used to evaluate p 0 to the desired accuracy.
The results: 
