In this paper a model reference-based adaptive parameter estimator for a wide class of hyperbolic distributed parameter systems is considered. The proposed state and parameter estimator can handle hyperbolic systems in which the damping sesquilinear form may n o t b e symmetric (or even present) and a modi cation to the standard adaptive l a w i s i n troduced to account for this lack of symmetry (or absence) in the damping form. In addition, the proposed scheme is modi ed for systems in which the input operator, bounded or unbounded, is also unknown. Parameters that are slowly time varying are also considered in this scheme via an extension of nite dimensional results. Using a L y apunov t ype argument, state convergence is established and with the additional assumption of persistence of excitation, parameter convergence is shown. An approximation theory necessary for numerical implementation is established and numerical results are presented to demonstrate the applicability of the above parameter estimators.
Introduction
The adaptive parameter estimation of second order distributed parameter systems was initially studied by Demetriou and Rosen, 15] , written in a second order setting and by Scondo 25] , Demetriou 14] and Baumeister et al. 12 ] written as a rst order system having strong damping. The scheme presented there did not account for systems with non-symmetric damping bilinear forms. Such a system, which motivated the current w ork, was observed in the adaptive estimation of structural acoustic models 4] where lack of symmetry in the damping form was observed and thus the scheme presented in 15] w as no longer applicable. A modi cation to the adaptive s c heme was therefore required in order to account for the lack o f such a symmetry.
In this note we propose various modi cations to account for this (lack o f symmetry) and therefore rendering the scheme implementable. In addition, if it is known that the parameters are (slowly) time varying, then a state and parameter estimator is proposed to estimate these time varying parameters. Speci cally, i f i t i s k n o wn that the (unknown) parameters converge to a steady state value, then with the additional assumption of persistence o f e xcitation, the scheme can guarantee that the parameter estimates converge to the steady state value of the system's parameters. Another issue that arises in many h yperbolic distributed parameter systems is when the system has no damping at all. While the \no-damping" case does not occur physically, i t i s often the model used for systems with very light and/or poorly understood damping. This case is also treated here, and the persistence of excitation condition, required for parameter convergence, is modi ed in order to account for the absence of the damping term. It is worth mentioning that even though the system under consideration does not have a damping term, the proposed estimator requires one in order to guarantee convergence. Furthermore, this estimator appears to be more general than the one presented in 14] (systems with strong damping) or in 25] (systems with no damping), because the estimator operators here are not simply chosen as the plant's operators evaluated at some optimal parameter, but rather some other general and not necessarily parameterized operators. In all cases above, unlike 15] and 25], the parameters in the input operator are assumed to be unknown and therefore the adaptive s c hemes can identify these parameters in the input operator. In addition, these schemes can handle the case where the input operator is unbounded. A similar result was established in 14] f o r the case with symmetric damping form. The issue of unknown parameters in the source term is of great importance in the control of exible structures and especially when control is implemented via smart actuators. In this case, parameters related to the geometric and physical properties of these smart actuators are usually known to within a percentage of the actual value and often vary (slowly) with time. These uctuations exhibit destabilizing e ects in controlling these structures with the end result of poor, if not inadequate, control performance.
The following section introduces the underlying spaces that are needed to analyze the system and its estimator and gives conditions imposed on the system that are required for parameter convergence. This essentially de nes the class of systems for which the adaptive parameter estimation schemes are applicable. Section 3 provides a summary of the stability and convergence arguments for such an estimator. The adaptive parameter estimation scheme for systems with (slowly) time varying parameters is presented in Section 4. Since the proposed state and parameter estimators are in nite dimensional, an approximation theory, w h i c h will be used for implementation purposes, is developed in Section 5. Section 6, which includes examples and numerical simulations of the structural acoustic system 4], is added to demonstrate the applicability of the above theoretical results while Section 7 summarizes the results and concludes with further open problems in the area of adaptive parameter identi cation of distributed parameter systems. 2 . The Plant and the Estimator Let H be a real Hilbert space with inner product h i and corresponding induced norm j j , and let V 1 and V 2 be real re exive Banach spaces with norms denoted by k k V 1 and k k V 2 , respectively. We assume that V 1 is embedded densely and continuously in V 2 and that V 2 is embedded densely and continuously in H. It then follows that (see, for example, 6, 10]) V 1 , ! V 2 , ! H = H , ! V 2 , ! V 1 (2.1) where H , V 2 , and V 1 denote the conjugate duals of H, V 2 , and V 1 , r e s p e ctively. Since the embeddings in (2.1) are dense and continuous, 21, 2 6 , 2 7 , 28], we assume that there exist positive constants, K V 2 , K V 1 , and K V 2 V 1 ,
We denote the usual operator norms on V 2 and V 1 by k k V 2 and k k V 1 , respectively. The duality pairing, denoted by h i V 1 V 1 , is the extension by c o n tinuity of the inner product h i from H V 1 to V 1 V 1 hence, elements ' 2 V 1 have the representation ' (') = h' ' i V 1 V 1 , see 7, 10]. As it was pointed out in 4, 6 , 7 , 1 5 ], V 2 can either be V 1 , H or some intermediate space, depending on the damping form chosen.
Let Q be a real Hilbert space (henceforth the parameter space) with inner product h i Q and corresponding induced norm j j Q , and for each q 2 Q let 1 (q ) : V 1 V 1 ! R 1 be a bilinear form on V 1 satisfying (A1) (Symmetry) 1 (q ' ) = 1 (q '), ' 2 V 1 , and q 2 Q, for at least one tuning parameter q 2 Q, w e h a ve (A2) (Boundedness) j 1 (q ' )j 0 (q )k'k V 1 k k V 1 ' 2 V 1 with 0 (q ) > 0 (A3) (Coercivity) 1 (q ' ') 0 (q )k'k 2 V 1 ' 2 V 1 with 0 (q ) > 0 (A4) (Linearity) the map q ! 1 (q ' ) from Q into R 1 is linear for each
Similarly, for each q 2 Q, let 2 (q ) : V 2 V 2 ! R 1 be a bilinear form on V 2 satisfying (B1) (Symmetry) 2 (q ' ) = 2 (q '), (C2) (Linearity) The map q ! b(q # ) from Q into R 1 is linear for # 2 H and 2 V 1 . For q 2 Q de ne the linear operators A 1 (q) and A 2 (q) from V 1 into V 1 and V 2 into V 2 by hA 1 (q)' i = 1 (q ' ) ' 2 V 1 hA 2 (q)' i = 2 (q ' ) ' 2 V 2 : In addition, we de ne the input operator B(q) : H ! V 1 by hB(q)# i V 1 V = b(q # ) # 2 H 2 V 1 : For q 2 Q we consider the second order linear initial value problem given in variational form by
where z t denotes time di erentiation, z 0 2 V 1 , z 1 2 H, and f 2 L 2 (0 1 H).
The well posedness of the system (2.2), (2.3) with symmetric 2 was established in 6] using linear semigroup theory. The case where 2 is not symmetric was treated in 5, 8] for structural acoustic interaction models.
The identi cation objective is to design a state and parameter estimator using the plant state (z(t) z t (t)) and the plant input f(t) in order to identify the unknown plant parameter q adaptively.
We n o w make the assumption of an admissible plant as it was de ned in 15], namely a boundedness condition on the state of the system. Definition 2.1. An admissible plant is a triple (q z f) with q 2 Q and (z z t ) a solution to the initial value problem (2.2), (2.3) corresponding to q and f, f o r w h i c h there exists constants > 0 s u c h that j 2 (p z t (t) ' ) + 1 (p z(t) ' ) ; b(p f(t) ' )j jpj Q k'k V 2 for almost every t > 0, p 2 Q and ' 2 V 1 .
Following the results in 14], it is possible to specify su cient conditions for a solution (z z t ) to the initial value problem (2.2), (2.3) to have t h e necessary regularity for (q z f) to be an admissible plant.
Non-symmetric Damping
Given an admissible plant ( q z f) and a tuning parameter q 2 Q, w e de ne in the same manner the estimator for q and z, denoted bŷ q andẑ respectively, in the form of the initial value problem hẑ tt (t) ' i + 2 (q ẑ t (t) ' ) + 1 (q ẑ(t) ' ) + 2 (q(t) z t (t) ' )
hq t (t) p i Q + 2 (p z t (t) z (t) ;ẑ(t)) + 1 (p z(t) z (t) ;ẑ(t))
; b(p f(t) z (t) ;ẑ(t)) + 2 (p z t (t) z t (t) ;ẑ t (t)) + 1 (p z(t) z t (t) ;ẑ t (t)) ; b(p f(t) z t (t) ;ẑ t (t)) = 0 (2.5) p 2 Q t > 0 ẑ(0) 2 V 1 ẑ t (0) 2 H q(0) 2 Q:
(2.6) Remark 2.2. In the case that condition (B1) is not satis ed, i.e. 2 (q ) i s not symmetric, the above adaptive estimator does not satisfy the conditions present e d i n 1 5 ] and therefore it cannot be implemented. We propose two ways to alleviate such a problem. (S 1 ) W e can impose the condition that the bilinear form satis es the symmetry condition (B1) only when it is evaluated at the tuning parameter q , namely 2 (q ' ) = 2 (q ') 8' 2 V 1 and some q 2 Q: (2.7) (S 2 ) Replace the non-symmetric term 2 (q ' ) in (2.4) with the symmetric term 1 2 2 (q ' ) + 2 (q ')] ' 2 V 1 :
(2.8) The rst option seems more attractive for implementational purposes, but it might happen that equation (2.7) can never be satis ed for any tuning parameter q 2 Q that simultaneously satis es (S 1 ), (A2), (A3), (B2) and (B3). Of course, if there exists such a q , t h e n ( S 1 ) is the preferred modication. If, on the other hand, there does not exist a q 2 Q such t h a t ( S 1 ) is satis ed, then (S 2 ) m ust be implemented. With the second option taken, equation (2.4) then becomes hẑ tt (t) ' i + 1 2 2 (q ẑ t (t) ' ) + 2 (q ' ẑ t (t))] + 1 (q ẑ(t) ' ) + 2 (q(t) z t (t) ' ) + 1 (q(t) z(t) ' ) = b(q(t) f(t) ' ) + 1 2 2 (q z t (t) ' ) + 2 (q ' z t (t))] + 1 (q z(t) ' ) ' 2 V 1 t > 0 We note that the parameters q 2 Q and > 0 can be thought of as gains, or tuning parameters, which are used to \tune" the estimator, see 15]. Of course q must be such that Assumptions (A2), (A3), (B2), and (B3) (and (S 1 ) when applicable) are satis ed. We n o t e a s w ell, that weighting the Q inner product can also serve t o t u n e t h e s c heme, see 15, 16] .
A third option seems to be the most general and will be the one treated throughout these pages. Instead of searching for an optimal parameter q 2 Q such that Assumptions (A2)-(A3), (B2)-(B3) and (S 1 ) o r ( S 2 ) are satis ed, one can introduce bilinear forms i ( ) : V i V i ! R 1 that do not depend on any parameter q 2 Q or necessarily bear any resemblance to the bilinear forms i (q ), and that satisfy Assumptions (A1)-(A3) and (B1)-(B3) with known bounds. That is, let 1 ( ) : V 1 V 1 ! R 1 be a bilinear form on V 1 satisfying (A1) (Symmetry) 1 (' ) = 1 ( '), ' 2 V 1 , (A2) (Boundedness) j 1 (' )j 0 k'k V 1 k k V 1 , 0 > 0, ' 2 V 1 , (A3) (Coercivity) 1 (' ') 0 k'k 2 V 1 , 0 > 0, ' 2 V 1 , and let 2 ( ) : V 2 V 2 ! R 1 be a bilinear form on V 2 satisfying (B1) (Symmetry) 2 (' ) = 2 ( '),
This can also be viewed as being a more general case of the adaptive s c heme presented in 15, 2 5 ] where i (q ) is a speci c form of i ( ), i = 1 2.
Then, the state and parameter estimator equivalents of (2.4) -(2.6) are now given by
hq t (t) p i Q + 2 (p z t (t) z (t) ;ẑ(t)) + 1 (p z(t) z (t) ;ẑ(t)) ; b(p f(t) z (t) ;ẑ(t)) + 2 (p z t (t) z t (t) ;ẑ t (t)) + 1 (p z(t) z t (t) ;ẑ t (t)) ; b(p f(t) z t (t) ;ẑ t (t)) = 0 (2.10) p 2 Q t > 0 ẑ(0) 2 V 1 ẑ t (0) 2 H q(0) 2 Q:
(2.11) Assumptions (A4) and (B4) imply that the system (2.9), (2.10) is linear in (ẑ q). One way that the initial value problem (2.9), (2.10) and (2.11) can be shown to be well posed is in the sense of the existence of a unique mild or generalized solution. This can be argued via the theory of in nite dimensional evolution equations as presented in, for example, Pazy 23], Tanabe 27] or the more relevant treatment b y Demetriou and Rosen 15] and Scondo 25] for the symmetric or absent 2 case. We duplicate, for sake of completeness, the procedure used in 15] and present the required modi cations. Let fX h i X g be the Hilbert space de ned by X = V 1 H and introducing an additional tuning parameter , w e de ne the X-inner product h' i X = f 1 (' 1 1 ) + h' 2 2 ig + h' 1 2 i + h 1 ' 2 i + 2 (' 1 1 ) for ' = ( ' 1 ' 2 ), = ( 1 2 ) 2 X, 2 R. It can easily be shown 15] that if > 0 is su ciently large, then h i X is in fact an inner product on X and moreover, that the corresponding induced norm, j j X , i s e q u i v alent t o the norm on X induced by the more standard inner product on X given by (' ) X = 1 (' 1 1 ) + h' 2 2 i for ' = ( ' 1 ' 2 ), = ( 1 2 ) 2 X. In fact, these arguments will be given in the proofs of Lemma 3.1 and convergence results in the next section (see also 15] ). Now l e t Y = V 1 V 1 be endowed with the norm k'k Y = k' 1 k 2 V 1 + k' 2 k 2 V 1 1 2 for ' = ( ' 1 ' 2 ) 2 Y . Then Y is a re exive Banach space and Y , ! X , ! Y with the embeddings dense and continuous.
We rewrite (2.9), (2.10) in rst order form as
where A 2 L (Y Y ) a n d B(t) 2 L (Q Y ), are given by
respectively (the operators A 1 (q) and A 2 (q) are as they have been de ned above), A 1 2 L (V 1 V 1 ) a n d A 2 2 L (V 2 V 2 ) are the operators that correspond to the bilinear forms 1 2 and are de ned similar to the operators
recalling that above e m beddings, that hB(t) ' qi Q = h' B(t)qi X , ' 2 Y , q 2 Q), and the forcing term is
Since (q z f) is assumed to be an admissible plant, then F 2 L 2 (0 T ( Y Q) ) for all T > 0. We assume that z is such that A 2 (q)z t (t)+A 1 (q)z(t) 2 H, t 0, q 2 Q, and that A 2 z t (t) + A 1 z(t) 2 H, t 0. In addition we assume that the map t ! A 2 (q)z t (t) + A 1 (q)z(t), for each q 2 Q, is strongly continuously di erentiable in H. L e t X = X Q, let the domain D be D = f(' q) 2 X : ' = ( ' 1 ' 2 ) 2 Y and A 1 ' 1 + A 2 ' 2 2 Hg and de ne the family of operators
Using the results in 15] it can be shown that fÃ(t)g t 0 is a stable family of in nitesimal generators of C 0 semigroups on X and that the map t ! A(t)(' q) for (' q) 2 D is strongly continuously di erentiable in X. It then follows, 23], that the system (2.9), (2.10), (2.11) admits a unique mild solution. When the initial data, (x(0) q(0)), is su ciently regular (i.e. (x(0) q(0)) 2 D ) a n d F is su ciently regular (which essentially depends upon the regularity o f t h e p l a n t state, z) w e h a ve a strong solution to the initial value problem (2.9) -(2.11). In the rest of this note, we assume that the initial data and the plant are su ciently regular to ensure that the initial value problem (2.9) -(2.11) has a strong solution.
Let e(t) : = z(t) ; z(t) denote the state error and r(t) : = q(t) ; q the parameter error, with (q z f) a plant a n d ( q ẑ) a solution to the initial value problem (2.9) -(2.11). In the next section we will show that under no additional assumptions we h a ve state error convergence and that under the additional assumption of persistence of excitation can guarantee parameter convergence.
Systems with no Damping
In this subsection we consider systems with no damping term, given in weak form by
where z 0 2 V 1 , z 1 2 H, and f 2 L 2 (0 1 H). In this case we only utilize a Gelfand triple with V 1 , ! H ' H , ! V 1 , 2 8 ].
The well posedness of the system (2.16), (2.17) with bounded input operator can easily be established using linear semigroup theory, see 10, 2 0 , 2 1 , 23, 2 6 , 2 8 ]. The case of unbounded input operator is treated in 7]. Once again, it is possible to specify su cient conditions for a solution (z z t ) t o (2.16), (2.17) to have the necessary regularity f o r ( q z f) to be an admissible plant.
The corresponding de nition for an admissible plant, in this case, is the triple (q z f) w i t h ( z z t ) a solution to (2.16), for which there exist > 0 such that
for almost every t > 0, p 2 Q and ' 2 V 1 . In the proposed state and parameter estimator below, we utilize a damping sesquilinear form 2 even though 2 does not occur naturally in the system (2.16), (2.17) . The motivation behind this is to enhance the convergence properties of the state error (both ke(t)k V 1 and je t (t)j) to zero this will become clearer in the ensuing stability analysis. In this case the proposed state and parameter estimators take the form 2 (a design term) is chosen to satisfy Assumptions (A1) -(A4). We note, however, that by employing a 5-space setting as in (2.1), 2 could alternatively be chosen to satisfy Assumptions (B1) -(B4) which permits one to obtain the desired results under, in general, much w eaker assumptions on 2 . The reader is also directed to 25] for a similar treatment of second order systems with no damping in a 3-space setting where that author chooses 2 (q ) of the estimator to be the same as 1 (q ) of the system.
As in the case of subsection 2.1, we de ne the space X = V 1 H with the same inner product h' i X = f 1 (q ' 1 1 ) + h' 2 2 ig+ h' 1 2 i + h 1 ' 2 i + 2 (q ' 1 1 ) for ' = ( ' 1 ' 2 ), = ( 1 2 ) 2 X, w h e r e q 2 Q is as it was de ned in Assumptions (A2), (A3) (or equivalently in Assumptions (B2), (B3)). (2.20) , is chosen to satisfy all four conditions (A1) -(A4), and this of course results in a Gelfand triple setting rather than a Gelfand quintuple setting. The symmetry condition is also imposed even when 2 (q ) i s n o t evaluated at the tuning parameter q . This can be done since 2 is a purely design term. One can further modify the above estimator by using the results of the third option (general option) to replace 1 (q ) b y 1 ( ) and 2 (q ) b y 2 ( ) if more design exibility is desired, at the expense of increased complexity via a Gelfand quintuple. This then becomes a more general case that includes the treatment of symmetric damping in 12, 1 5 ] and of no damping in 25].
Similarly, w e de ne the re exive B a n a c h s p a c e Y = V 1 V 1 , endowed 
We next establish a Lyapunov-like estimate for the system (3.1) -(3.3). In essence, it is shown that the derivative of an energy function is non-positive along the trajectories of the error equations (3.1), (3.2). Lemma 3.1. ( 15] ) If the tuning parameter satis es
then there exist constants , k > 0 such that for all t > 0
Proof. Following the treatment i n 1 5 ], we de ne the energy functional, E : 0 1) ! R 1 , for the system (3.1), (3.2) by E(t) = 1 (e(t) e (t)) + je t (t)j 2 + 2 he(t) e t (t)i + 2 (e(t) e (t)) + jr(t)j 2 Q = e(t) e t (t) 2 X + jr(t)j 2 Q : (3.5) Then, using (3.1), (3.2), and assumptions (A3) and (B3), we obtain E t (t) = f2 1 (e(t) e t (t)) + 2he tt (t) e t (t)ig + 2 he t (t) e t (t)i + 2 he(t) e tt (t)i + 2 2 (e t (t) e (t)) + 2hr t (t) r (t)i Q = ; 2 2 (e t (t) e t (t)) ; 2 1 (e(t) e (t)) + 2je t (t)j 2 (3.6) From assumptions (A2) and (B2), see also 15] , we nd that E(t) R fke(t)k 2 V 1 + je t (t)j 2 + jr(t)j 2 Q g (3.8) for some R > 0 and from (3.5) that L ke(t)k 2 V 1 + je t (t)j 2 + jr(t)j 2 Q E(t) (3.9) for some L > 0. The desired result then follows from (3.7), (3.8), (3.9), and the assumed lower bound on .
The convergence of the state estimate is established below without imposing any additional assumptions. Let (q z f) be an admissible plant. If > maxfK V 1 K V 1 = 0 K 2 V 2 = 0 g, then the energy functional E given by (3.5) is non-increasing, lim t!1 ke(t)k V 1 = 0and lim t!1 je t (t)j = 0 :
(3.10)
The proof of the state convergence is similar to the one given in 15] for the symmetric case and is given in greater detail in Appendix A of the companion report 3]. can be proved with the somewhat weaker assumption on that
In order to establish parameter convergence we require the notion of persistence of excitation. Definition 3.3. A p l a n t ( q z f) is said to be persistently excited via the input f, if there exists T 0 0 0 > 0 such that for each p 2 Q with jpj Q = 1 and each t 1 > 0 su ciently large, there exists at 2 t 1 t 1 + T 0 ] s u c h that ; 2 0 (q )ke(t)k 2 V 1 ; 2 0 (q ) ; 2K 2 V 2 ke(t)k 2 V 1 + 2 (q e t (t) e (t)) ; 2 (q e(t) e t (t)) ; 2 0 (q ) ; 0 (q ) ke(t)k 2 V 1 ; n 2 0 (q ) ; 2K 2 V 2 ; 0 (q )K 2
which imposes the additional condition 2 0 (q ) ; 0 (q ) > 0 and decreases the lower bound of to
. These changes will a ect the choice of the constant c 2 and 0 in the proof of parameter convergence, (see Appendix A of 3]) which w i l l e v entually a ect the rate of convergence 0 of E(t) to zero, see 16] . Concluding about this option, either the level of excitation, 0 must increase or the length of the time window 0 for De nition 3.3 must decrease.
Assuming that the purely designed term 2 is used (Remark 2.3) then the resulting state and parameter error equations become he tt (t) ' i + 2 (q e t (t) ' ) + 1 (q e(t) ' ) + 1 
hr t (t) p i Q ; 1 (p z(t) e (t)) + b(p f(t) e (t)) ; f 1 (p z(t) e t (t)) ; b(p f(t) e t (t))g = 0 p 2 Q t > 0 (3.12) e(0) 2 V 1 e t (0) 2 H r(0) 2 Q:
The persistence of excitation condition reduces to requiring that for T 0 , 0 0 > 0, for each p 2 Q with jpj Q = 1 and each t 1 > su ciently large, there exists at 2 t 1 t 1 + T] such that
The corresponding result in state error convergence is then summarized. Let
(q z f) be an admissible plant. If > maxfK V 1 K V 1 = 0 (q ) K 2 V 1 = 0 (q )g, then the energy functional E given by (3.5) is non-increasing, lim t!1 ke(t)k V 1 = 0and lim t!1 je t (t)j = 0 :
The arguments leading to the proof of the state error convergence are similar to the case with damping presented in Appendix A of 3] a n d a r e therefore omitted. The di erences are in the de nition of the (admissible) plant given by (2.18) .
Once again, in order to achieve parameter convergence we impose the persistence of excitation condition given by (3.14) . If the condition of persistence of excitation, given by (3.14) , is satis ed, then lim The proof of parameter convergence once again resembles the arguments used in Appendix A of 3] for the case with damping. The di erences are in the choice of the constant used in the proof of Lemma A.1 and in the choice of c 1 , c 2 , 0 and g(t) used in the proof of state error convergence with damping. Remark 3.5. Following Remark 2.3, if the general option with a 5-space setting is used, then the parameter required to guarantee convergence is given by (3.4). 4 . Slowly Time-Varying Systems We n o w turn our attention to systems with time varying parameters. Speci cally, w e treat systems whose parameters are assumed to asymptotically converge to an (unknown) steady state value. Consider the system (with a symmetric 2 (q ) assumed here for simplicity, i.e. satisfying As-
where z 0 2 V 1 , z 1 2 H, f 2 L 2 (0 1 H), and q(0) 2 Q is some unknown initial condition of the parameter q(t). We assume that the parameter q(t) where q(0) 2 Q, A q is the in nitesimal generator of an exponentially stable C 0 semigroup on Q satisfying hA q p pi Q ; q jpj 2 Q p 2 Q some q > 0 (4.4) and c ss is related to the steady state value of q(t). Following the results in 1, 2] for nite dimensional adaptive systems and in 23] f o r Q being an in nite dimensional parameter space with q(t) n o w denoting the mild solution, we h a ve that (4.3) satis es lim t!1 q(t) = q ss = ;A ;1 q c ss where q ss is the steady state value of q(t). It is assumed in this case that both q(0) and q ss (equivalently c ss ) are unknown. The only parameter assumed known here is the dissipation bound q . Remark 4.1. We can also assume that c ss is a function of time and that there exists a steady state value for c ss (t) (assumed bounded and measurable on 0 1)), namely, c 1 ss = lim t!1 c ss (t), so that q ss = ;A ;1 q c 1 ss , see 18, 2 3 ].
The de nition of an admissible plant will be taken to be the same presented in Section 2, namely De nition 2.1. We can follow the procedure given in 20], 23], or 28] to establish the well posedness of the system (4.1) -(4.3).
We n o w proceed to establish a state and parameter estimator that will guarantee the convergence of the state error to zero, and by imposing the additional condition of persistence of excitation, parameter convergence. Following the treatment of nite dimensional results for slowly time varying parameters, see for example 22], we r e -i n troduce the parameter error given bỹ q(t) : = q(t) ; q ss , instead of the more conventional term,q(t) ; q(t), and de ne q(t) : = q(t) ; q ss . The equations for the state and parameter estimator are the same as the ones given for hyperbolic systems with symmetric damping and time invariant parameters by (2.4) -(2.6), namely hẑ tt (t) ' i + 2 (q ẑ t (t) ' ) + 1 (q ẑ(t) ' ) + 2 (q(t) z t (t) ' ) (4.5) hq t (t) p i Q + 2 (p z t (t) z (t) ;ẑ(t)) + 1 (p z(t) z (t) ;ẑ(t))
; b(p f(t) z (t) ;ẑ(t)) + 2 (p z t (t) z t (t) ;ẑ t (t)) + 1 (p z(t) z t (t) ;ẑ t (t)) ; b(p f(t) z t (t) ;ẑ t (t)) = 0 (4.6) p 2 Q t > 0
(4.7) Following the procedure given in Section 2, we duplicate the steps taken for establishing the well posedness of the state and parameter estimator, (4.5) -(4.7). We rst assume that Assumptions (A1) -(A4), (B1 ) -( B4) are satis ed for2 Q. Let fX h i X g be the Hilbert space de ned by X = V 1 H and now de ne h' i X = f 1 (q ' 1 1 ) + h' 2 2 ig + h' 1 2 i + h 1 ' 2 i + 2 (q ' 1 1 ) for ' = ( ' 1 ' 2 ), = ( 1 2 ) 2 X, w h e r e q 2 Q is as it was de ned in Assumptions (A2), (A3), (B2), and (B3).
We rewrite (4.5), (4.6) in rst order form as The rest of the arguments are similar to the ones used in Section 2 and are therefore omitted. The resulting error equations are now g i v en by he tt (t) ' i + 2 (q e t (t) ' ) + 1 (q e(t) ' ) + 2 (q(t) z t (t) ' ) + 1 (q(t) z(t) ' ) ; 2 (q(t) z t (t) ' ) ; 1 (q(t) z(t) ' ) = b(q(t) f(t) ' ) ; b(q(t) f(t) ' ) ' 2 V t>0 (4.8) hq t (t) p i Q ; 2 (p z t (t) e (t)) ; 1 (p z(t) e (t)) + b(p f(t) e (t)) ; 2 (p z t (t) e t (t)) ; 1 (p z(t) e t (t)) + b(p f(t) e t (t)) = 0 (4.9) p 2 Q t > 0 hq t (t) p i = h d dt q(t) ; d dt q ss p i = hA(t) p i + hc ss p i = hA(t) ; q ss + q ss ] p i + hc ss p i = hA(t) p i + hAss + c ss p i = hA(t) p i The di erence in the (slowly) time varying case arises in the de nition of the energy functional which i s n o w g i v en by E(t) = 1 (q e(t) e (t)) + je t (t)j 2 + 2 he(t) e t (t)i + 2 (q e(t) e (t)) + jq(t)j 2 Q + jq(t)j 2 Q (4.12)
for some > 0 to be de ned later. The derivative E t (t) is given by E t (t) = f2 1 (q e(t) e t (t)) + 2he tt (t) e t (t)ig + 2 he t (t) e t (t)i + 2 he(t) e tt (t)i + 2 2 (q e t (t) e (t)) + 2hq t (t) q(t)i Q + 2 hq t (t) q(t)i Q = ; 2 2 (q e t (t) e t (t)) ; 2 1 (q e(t) e (t)) + 2je t (t)j 2 + 2 2 (q(t) z t (t) e (t)) + 2 1 (q(t) z(t) e (t)) + 2 2 (q(t) z t (t) e t (t) ) + 2 1 (q(t) z(t) e t (t)) ; 2 b(q(t) f(t) e t (t)) ; 2b(q(t) f(t) e (t)) + 2 hA(t) q(t)i Q ; 2 0 (q )ke(t)k 2 V 1 + ;2 0 (q ) + 2 K 2 V 2 ke t (t)k 2 V 2 + 2 jq(t)j Q ke(t)k V 2 + 2 jq(t)j Q ke t (t)k V 2 ; q jq(t)j 2 Q ; 2 0 (q ) ; K 2 V 2 V 1 1 ke(t)k 2 V 1 ; 2 0 (q ) ; 2K 2 V 2 ; 2 ke t (t)k 2 V 2 ; q ; 1 4 1 + 4 2 jq(t)j 2 Q ; 0 ke(t)k 2 V 1 + ke t (t)k 2 V 2 + jq(t)j 2 Q The proof of parameter convergence is similar to the previous case of time invariant parameters and is summarized in Appendix B of 3]. Remark 4.4. The above theorem shows convergence of the parameter estimateq(t) to the steady state value q ss of the unknown parameter q. Since jr(t)j 2 Q = j(q(t) ; q ss ) ; (q(t) ; q ss )j 2 Q = jq(t) ; q(t)j 2 Q 2jq(t)j 2 Q + 2 jq(t)j 2 Q and since lim t!1 jq(t) ; q ss j Q = 0 by (4.10) and the assumption on A q then we h a ve that lim t!1 jq(t) ; q(t)j Q = 0 : Further study is needed to see if the parameter estimate,q(t), can converge to the parameter q(t) (in nite time) instead of its steady state value q ss . Remark 4.5. Using equations (4.4), (4.10) and (4.13) it can be seen that it is not A q that is required to be known, but rather its coercivity bound q that is used in (4.13). Remark 4.6. A similar result can be established for the case of no damping and time varying parameters. Combination of results from the previous sections can give the conditions needed for the estimator of time varying systems with no damping. 5 . Finite Dimensional Approximation All the adaptive identi cation schemes presented in the previous sections are in nite dimensional and their application necessitates a nite dimensional approximation. We will outline a Galerkin approach in order to implement nite dimensional adaptive estimators and establish abstract convergence results. Even though the adaptive estimators require information on the full state, a rather unlikely scenario, the approximate estimators will be shown to adequately function with a nite dimensional information of the state of the system. This, in a way, can be viewed as an adaptive ( nite dimensional) state and parameter estimator that uses a nite dimensional output of the system (this being a nite dimensional approximation of the system) to yield estimates of the state and the parameters of the actual in nite dimensional system. For each n = 1 2 : : : let H n be a nite dimensional subspace of H with H n V 1 , n = 1 2 : : : and let Q n be a nite dimensional subspace of Q.
We consider only the case of the non-symmetric bilinear form 2 , the other two cases, the slowly time-varying systems and systems with no damping, being similar and therefore omitted. The Galerkin equations forẑ n andq n in H n and Q n corresponding to (2.9) and (2.10) are given by hẑ n tt (t) ' n i + 2 (ẑ n t (t) ' n ) + 1 (ẑ n (t) ' n ) + 2 (q n (t) z t (t) ' n ) + 1 (q n (t) z(t) ' n ) = b(q n (t) f(t) ' n ) + 2 (z t (t) ' n ) + 1 (z(t) ' n ) ' n 2 H n t > 0 (5.1) hq n t (t) p n i Q + 2 (p n z t (t) z (t) ;ẑ n (t)) + 1 (p n z(t) z (t) ;ẑ n (t)) ; b(p n f(t) z (t) ;ẑ n (t)) + 2 (p n z t (t) z t (t) ;ẑ n t (t)) + 1 (p n z(t) z t (t) ;ẑ n t (t)) ; b(p n f(t) z t (t) ;ẑ n t (t)) = 0 (5.2) p n 2 Q n t > 0 ẑ n (0) 2 H n ẑ n t (0) 2 H n q n (0) 2 Q n : (5. 3) We make the following standard Galerkin approximation assumptions.
First de ne the orthogonal projections P n : H ! H n of H onto H n and P n Q : Q ! Q n of Q onto Q n .
(H1) The nite dimensional subspaces H n satisfy H n V 1 (H2) The functions^ n := P nẑ and^ n := P n Qq with^ n 2 L 2 (0 T H n ) and n := P n Qq 2 L 2 (0 T Q n ) are such that ESAIM: Cocv, May 1998, Vol. 3, 133{162 (i)^ n !ẑ in C(0 T V 1 ), (ii) d dt^ n ! d dtẑ in C(0 T H) a n d L 2 (0 T V 2 ), (iii)^ n !q in C(0 T Q).
Using the above assumptions we prove the following convergence result. Proof. Since the proof is rather lengthy and technical, it is summarized in Appendix C of 3]. Even though the scheme here is similar to the one present e d i n 1 5 ], Theorem 5.1 does not impose any assumptions on d 2 dt 2^ n , and d dt^ n . The proof can be given under relaxed conditions by f o l l o wing ideas in 11] (see also Chapter 5 of 10]).
The above nite dimensional estimator requires the state of the system, z, which lies in the in nite dimensional space V 1 . Therefore, it will be more convenient to replace it in (5.1) -(5.3) by a nite dimensional approximation, z n . In order to present a n a p p r o ximation result that would use a nite dimensional approximation of the plant, we need to impose some conditions on the plant, as was similarly done for the symmetric case in 15].
(H3) There exists a constant s 1 > 0 such that j 1 (p ' )j s 1 jpj Q k'k V 1 k k V 1 p 2 Q ' 2 V 1 :
(H4) There exists a constant s 2 > 0 such that j 2 (p ' )j s 2 jpj Q k'k V 2 k k V 2 p 2 Q ' 2 V 2 :
(H5) There exists a constant b 1 > 0 such that jb(p ' )j b 1 jpj Q j'jk k V 1 p 2 Q ' 2 H 2 V 1 : (H6) For the plant ( q z f) there exists z n 2 C 1 (0 T H n ) s u c h that (i) z n ! z in C(0 T V 1 ),
(ii) _ z n ! _ z in C(0 T V 1 ). Theorem 5.2. Assume that (q z f) is an admissible plant and that (H1) -(H6) are satis ed. Let (q ẑ) be the solution to (2.9) -(2.11), and for each n = 1 2 : : : let (q n ẑ n ) be the solution to as an adaptive state and parameter estimator that uses a part of the state (z _ z) with the output y(t) 2 H n H n of the system having the speci c form y(t) = C z(t) _ z(t) = P n V 2 z(t) P n V 2 _ z(t) = z n (t) _ z n (t) 2 H n H n where the output (or observation) operator C : V 2 V 2 ! H n H n .
Examples and Numerical Simulations
As an example of a system with non-symmetric damping, we study the 2-D structural acoustic model with piezoceramic actuators presented in 4] which indeed motivated the e orts of this paper. This 2-D structural acoustic model investigated here represents a \linearized slice" of a full 3-D acoustic cavity/plate structure currently being used in experiments in the Acoustics Division at NASA Langley Research C e n ter, see 10] for further details.
The equations of motion for the 2-D linearized structural acoustic model are given by tt = c 2 + d t (x y) 2 t > 0 r n = 0 (x y) 2 ; t > 0 r (t x 0) n = w t (t x) 0 < x < a t > 0 b w tt + @ 2 @x 2 EI @ 2 w @x 2 + c D I @ 3 w @x 2 @t = ; f t (t x 0) + f(t x) + @ 2 @x 2 ; K B x 1 x 2 ] u(t) 0 < x < a t > 0 w(t 0) = @w @x (t 0) = w(t a) = @w @x (t a) = 0 t > 0 (0 x y ) = 0 (x y) w(0 x ) = w 0 (x) t (0 x y ) = 1 (x y) w t (0 x ) = w 1 (x) where (t x y) denotes the cavity potential, f t (t x y) the cavity pressure with f being the equilibrium uid density. The uid constants c and d denote the speed of sound in the uid and damping coe cient, respectively.
The patch parameters u(t), x 1 x 2 ] (x) a n d K B denote the voltage applied to the patch, the characteristic function for the location of the patch and patch parameter, see 5, 9] .
The beam transverse displacement is denoted by w(t x) and the beam parameters b , EIand c D I represent the linear mass density, sti ness and damping, respectively. In this note the piezoceramic material parameter K B , as well as the beam parameters EIand c D I are considered to be unknown and must be estimated adaptively (on-line).
The domain is given by = 0 a ] 0 l ] and the boundary is denoted by ; (hard walls) and ; 0 (perturbable boundary{beam), see Figure 1 .
In order to pose the problem in a variational form which is required for our approach to adaptive parameter estimation and approximation, ( In the work reported here, we followed the approach i n 5 ] , 8 ], 9], using a Galerkin approximation scheme to approximate the beam/cavity system. This was achieved by discretizing the potential and beam displacement i n terms of spectral and spline expansions, respectively.
Our scheme for the second order formulation approximating (2.2) was of dimension N where N = m + n ; 1 with n ; 1 modi ed cubic splines used for the beam approximation and m tensor products of Legendre polynomials used for the cavity approximation (see 5] for complete details). Using a standard Galerkin scheme, we c hoose a sequence of nite dimensional subspaces H N V 1 with projections P N : H N ! H. To illustrate the approximation technique mentioned above l e t fB n i g n;1 i=1 denote the 1-D basis functions which are used to discretize the beam and let fB m i g m i=1 , m = ( m x + 1 ) (m y + 1 ) ; 1, denote the 2-D basis functions which are used in the cavity. T h e n ; 1 a n d m dimensional approximating It is worth mentioning that due to the structure of the bilinear form 2 , t h e adaptive estimator utilized in the numerical studies below, was constructed via the method described by ( S 1 ) in Remark 2.2 with f 0 and a nonzero c D I .
Constant parameters
As a rst test of our scheme, we attempt to identify all three parameters, fEI( ) c D I( ) K B ( )g, which are assumed to be constant in time and space.
In this case the actual parameters to be identi ed adaptively are The initial conditions for the plant state and the state estimator are taken to be zero and the initial guesses for the three parameters are c EI(0) = 55 Nm 2 d c D I(0) = 0:0005 kgm 3 =sec c K B (0) = 0:0090 N=m 2 V:
In Figure 2 (a)-(c), we see both the actual (dashed) and the estimated (solid) values of the three parameters. All three parameters converge after three seconds to within 2% of the actual value. The overshoot appearing in the estimate of d c D I(t) can be reduced by tuning the parameters EI (x) c D I (x) and the gains and i , i = 1 2 3. The high frequency oscillations observed in the rst two seconds of the time history of c K B (t) w as also observed in a similar study by Rosen and Demetriou in 24] for the adaptive identi cation of a exible cantilevered Euler-Bernoulli beam.
Functional parameters
Continuing with our test, we n o w assume that EI( ) and c D I( ) are spa- The time estimate of EI converges to a 0:5% of the actual value in 1/2 sec as seen in Figure 5 . Even when the system has no damping at all, the estimator can still estimate the parameter. 7. Conclusions In this paper, we h a ve extended and modi ed previous adaptive estimation schemes for hyperbolic systems that have non-symmetric, or even absent, damping bilinear form. In addition, a modi cation was added for systems that had slowly time varying parameters which c o n verge to their steady state values asymptotically (or exponentially) in time. Of course, for all modi cations, the adaptive estimator can identify both constant ( i n space) and functional parameters. The estimation of parameters in the input operator, bounded or unbounded, was also incorporated to the above modi cations.
The proposed estimator, like the one given in 15], is in nite dimensional and therefore cannot be implemented. An approximation scheme was presented, which w as similar to the one in 15]. Since the estimator required full plant data, a modi cation to the nite dimensional scheme was added to include a nite dimensional approximation to the plant data. This in a way can be viewed as an adaptive state and parameter estimator that uses input and output (through the nite dimensional approximation assumptions on the plant) information only.
A possible extension and further study to the above is the incorporation of an adaptive observer which adaptively estimates both the parameters and the state using only input and output data through a more general output operator. A possible point of reference would be the work of Lilly in 19], wherein the system is divided in two subsystems, a nite dimensional dominant system and a stable in nite dimensional residual system. Further yet, another direction towards adaptive observers would be the one used ESAIM: Cocv, May 1998, Vol. 3, 133{162
in 13] for a special class of in nite dimensional systems. In addition, the e ect of noisy data can be taken into account b y i n troducing robust adaptive schemes, as this was studied for the parabolic case in 17]. Further extension is the improvement of the numerical algorithms so that for fast systems the adaptive estimator can be applicable in real time. One such extension might be the incorporation of a hybrid adaptive parameter estimator in which the parameters are updated not in a single time unit but every several time units.
