Block designs for observations correlated in one dimension are investigated. Ponnusamy (1995, 1996) investigated the universal optimality on Nearest Neighbor Balanced Block Designs (NNBD) using first order and second order correlated models
Introduction
Serology is a branch of Biometrics which is concerned with the study of virus and viral preparations. Many studies concerned with viral preparation require the arrangement of antigens in a plate so that each antigen has two other antigens as its neighbours. In analysis of such experiment the classical statistical design may not perform efficiently. Therefore REES (1967) introduced neighbouring structure. The following is the experiment considered by REES (1967) for the use of Nearest Neighbour Balanced Block Designs. If the observations available are correlated, the usual assumptions like independence of observations in the analysis of classical comparative experiment may not perform valid. Therefore there is a necessity for the use of NNBD.
In biometrical sciences we can cite many areas where this kind of correlated structure exists. Now consider the viral preparations. Let there be kinds of antigens to be arranged on b plates, each containing k antigens. Each antigen appears r times (but not necessarily on r different plates) and is a neighbour of every other antigen exactly λ times. Rees used circular neighbouring block design and he was used incomplete neighbor design (k< ) in his experiment.
The parameters of the design are = 9, b = 5, k = 5, r = 5, λ = 1 and the 9 plates are P 1 = (5, 6, 4, 1 ), P 2 = ( 6, 7, 5, 2 ), P 3 = ( 7, 8, 6, 3 ) P 4 = ( 8, 9, 7, 4 ), P 5 = ( 9, 1, 8, 5 ), P 6 = ( 1, 2, 9, 6 ) P 7 = ( 2, 3, 1, 7 ), P 8 = ( 3, 4, 2, 8 ), P 9 = ( 4, 5, 3, 9 ) In the present paper we have taken complete NNBD ( k = ) with the parametric structures. = 5, b = 5, k = 5 r = 5, λ = 2 and investigated the optimality of NNBD (for 1 2 = 0.1 ; 1 2 = 0.2;… 1 2 = 0.9 where 1 and 2 is the correlation coefficients) when the errors behaving according to AR(2) and MA(2) models. REES (1967) introduced neighbour design in serology and defined it as a collection of circular blocks in which any two distinct treatments appear as neighbour equally often. UDDIN, N., ( 2008) has constructed MV -optimality of block design for 3 treatments in = 3 ± 1 block of each size and under the assumption that blocks behave independently but there is correlation among the observations within the same block according to first order auto regressive process. Let be a class of unary block design for t treatments in which each treatment applied to r plots being arranged in b blocks of size t. let Y be a rt x 1 random vector corresponding to the observations. We assuming the following model
II. AR(2) And Ma(2) In Complete Nnbd Design
Where X is the observation-treatment incidence matrix of order rt x t, Z is the observation block incidence matrix of order rt x b, and and vector of treatment and block effects respectively, ∈ is the random error vector representing local variation in soil fertility with E(∈) = 0 and Var (∈) = 2 , where is the correlation matrix, η is the additional error vector with E(η) = 0 and Var(η) = η 2 I, representing other sources of variability in plots which are independent of local fertility. The model (1) is called an error-in variables model (BESAG, 1977) and is closely related to the smooth trend plus error model of WILKINSON et al.(1983) . This is a general model which gives a better fit in situations where the error structure is non stationary (BESAG, 1977; WILKINSON et al. 1983; PATERSON, 1983) . GILL AND SHUKLA, (1985) studied universal optimality of NNBD using AR(1) and MA(1) models for ρ = 0.2, 0.45 and 0.9.
SANTHARAM and PONNUSAMY,(1997) introduced ARMA(1,1) model along with AR(1) and MA(1) and explored the performance of NNBD for ρ = 0.1(0.1)0.9. In the present paper we have investigated MV -Optimality of NNBD using AR(2) and MA(2) models for ρ 1 and ρ 2 = 0.1,0.2,…, 0.9. The two correlation models considered for the error vector ∈ in (1) are the Second order autoregressive model AR(2) and the Second order moving average model MA (2) . If the errors within a block follow an autoregressive model AR (2) then Ω = ⊗ where is the k ⊗ k matrix is given by
The element of are
If the errors within a block follow second order moving average model, MA (2) then Ω = ⊗ , where is the k x k matrix
III. Information Matrix
In our investigation of MV-optimal design under model (1) we take this correlation into consideration via the following generalized least squares information matrix.
The above matrix is utilized by several authors (e.g. Martin and Eccleston, 1991; Jin and Morgan,2008; Gill and Shukla, 1985; Kunert,1987; Santharam and Ponnnuswamy,1995 ,1996 ,1997 Uddin, 2008a Uddin, , 2008b in their investigation of various optimal and highly efficient design.
IV. Variance Of The Generalized Least Squares Estimates Of Treatment Differences
Let C dij denote the ( i, j) th element of C d . For any ∈ , the following inequalities hold (see Lee and Jacroux, 1987) :
V. MV -Optimal Designs
A design * ∈ is said to be MV -Optimal iff 
VII. Conclusion
From 
