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且0 =-\displaystyle \sum_{i\neq j}J_{ij}\hat{ $\sigma$}_{i}^{z}\hat{ $\sigma$}_{j}^{z}-\sum_{i=1}^{N}h_{i}\hat{ $\sigma$}_{i}^{z} . (1)












\displaystyle \hat{H}_{1}=- $\Gamma$\sum_{i=1}^{N}\hat{ $\sigma$}_{i}^{x} . (2)
この横磁場の基底状態は、すべてのスピンが横向きになっている状態となる.スピン 1/2





この時間変化を伴う係数は理論的な考察を行う際には、簡単のため  f(t)=t/ $\tau$ として、量
子アニーリングを実行する時間  $\tau$ に対して、規格化された時間  s=t/ $\tau$ に対して線形に変
化させることが多い.しかし実際には実装に関係する制約のためや、効率の良い基底状態
の探索のために線形とは限らない.いずれにせよ、  f(0)=0 及び f( $\tau$)=1 として、時間






















































P(\displaystyle \mathrm{x}|\mathrm{u})=\frac{1}{Z(\mathrm{u})}\exp\{-E(\mathrm{x}|\mathrm{u})\} . (4)
ここで Z(\mathrm{u}) は分配関数、 \mathrm{u} はデータの構造を表すエネルギー関数 E(\mathrm{x}|\mathrm{u}) を形作るパラ
メータである.例えば N 次元の2値データがイジング模型のカノニカル分布から生成さ
れたと仮定する場合には、
E(\displaystyle \mathrm{x}|\mathrm{u})=-\sum_{\prime i\neq j}J_{ $\iota$ j}x_{i}x_{j}-\sum_{\dot{l}=1}^{N}h_{i}x_{i} (5)
とする. x、 =\pm 1 であり、パラメータ \mathrm{u}= (J, \mathrm{h}) によりエネルギー関数が特徴づけられ
ている.上記の仮定のもと、与えられた大量のデータの経験分布
P_{D}(\displaystyle \mathrm{x})=\frac{1}{D}\sum_{d=1}^{D} $\delta$(\mathrm{x}-\mathrm{x}^{(d)}) (6)
16
に最も近いカノニカル分布を探してく ることがボルツマン機械学習の目標となる.その結
果、パラメータ \mathrm{u} によりデータの経験分布を 「もっともらしく」 再現する確率分布を得る
ことができる.パラメータそのものからデータの特徴を調べることも可能である.
さてそうなると2つの異なる確率分布を持ってきたときに、それらが近いか遠いかを
調べるための計量が必要だ.最も ---\cdot般的に用いられるのがカルバック ライブラー (\mathrm{K}\mathrm{L})
情報量である.
D_{\mathrm{K}\mathrm{L}}(P|Q)=\displaystyle \int d\mathrm{x}P(\mathrm{x})\log(\frac{P(\mathrm{x})}{Q(\mathrm{x})}) . (7)
このKL 情報量の意味で、データの経験分布に最も近い確率分布を与えるパラメータ \mathrm{u}
を求めてみよう. Q(\mathrm{x}) を未知のパラメータを持つ P(\mathrm{x}|\mathrm{u}) に、 P(\mathrm{x}) をデータの経験分布
P_{D}(\mathrm{x}) としよう.このとき KL 情報量の最小化問題は、以下の最大化問題と等価である
ことが分かる.
\displaystyle \mathrm{u}^{*}=\arg\max_{11}L(\mathrm{u}) . (8)
ここで L(\mathrm{u}) は対数尤度関数 (の経験平均) と呼び、以下のように定義される.





\displaystyle \mathrm{u}[t+1]=\mathrm{u}[t]+ $\eta$\frac{\partial L(\mathrm{u})}{\partial \mathrm{u}} . (10)
ここで  $\eta$ は学習係数と呼ばれる量で、小さければ小さいほど正確であるが計算時間の長大
化に繋がるのでほどよい値をとることが要求される.対数尤度関数の微分が必要となるの
で、パラメータ \mathrm{u} について対数尤度関数の微分を取ってみる.
\displaystyle \frac{\partial'L(\mathrm{u})}{\partial \mathrm{u}}=-\frac{1}{D}\sum_{d=1}^{D}\frac{\partial E(\mathrm{x}=\mathrm{x}^{(d)}|\mathrm{u})}{\partial \mathrm{u}}+\langle\frac{(j^{-}E(\mathrm{x}|\mathrm{u})}{\partial \mathrm{u}}\}_{\mathrm{u}} (11)
第1項はエネルギー関数の形を知っていれば評価は容易である.データに関する経験平
均をとるだけだ.一方第2項は熱平均の計算 \displaystyle \langle\cdots\rangle_{\mathrm{u}}=\sum_{\mathrm{x}}\cdots\times P(\mathrm{x}|\mathrm{u}) が必要となる.




















ル学習への適用だ [4]. アンサンブル学習では 「三人寄れば文殊の知恵」 という格言の通
り、複数の識別器を利用することで高性能な識別精度を引き出すこと (ブースティング)




C(\mathrm{x})= sign (\displaystyle \sum_{\dot{x}=1}^{N}w_{i}c_{i}(\mathrm{x})) (12)
ここで w、を重みとして、二値 w_{i} \in \{0 , 1 \} を取るとする.対応する弱識別器を使うか使
わないかを選択する重みとなる.
この識別器に対して、 \mathrm{x} のラベル y\in\{-1, 1\} を正解として与えることにより教師あり
学習を行う.その際に以下の最適化問題を解く ことを考える.




ここで w_{i} =2$\sigma$_{i}-1 ($\sigma$_{i} \in \{-1,1\}) とすることで、イジング模型のハミルトニアンに対
応する形が得られる.その結果、相互作用係数は、
J_{ij} =-\displaystyle \frac{1}{2}\sum_{d=1}^{D}c_{i}(\mathrm{x}^{(d)})c_{j}(\mathrm{x}^{(d)}) (14)
となり、局所磁場は










な行動を取るかを定めるポリシーとして  $\pi$ からなる3つの要素 (  $\pi$, s ) a ) が確率的に変動
する中、以下の Q 関数と呼ばれる報酬の期待値を最大化するようなポリシー  $\pi$ を選択す
ることを考える.
 Q( $\pi$, \displaystyle \mathrm{s}, \mathrm{a})=\{r(\mathrm{s}, \mathrm{a})\}+\{\sum_{t,=1}^{\infty}$\gamma$^{t}r($\Pi$_{t}^{s},  $\pi$($\Pi$_{t}^{s}))\} . (16)
ここで r(\mathrm{s}, \mathrm{a}) は即時報酬を表す.  $\gamma$\in (0,1) は報酬の減衰率である.さらに \displaystyle \prod_{i}^{s} は時刻
i までに状態6となったマルコフ過程の履歴を表しており条件付き確率 P(s'|\mathcal{S}, a) で生成
される. \langle\cdots\} は実現した状態、行動についての経験平均を取ることに相当する.この時、
ポリシー  $\pi$ について最大化された  Q^{*}(s, a)=\displaystyle \arg\max_{ $\pi$}Q( $\pi$, s, a) は、以下のベルマン方
程式を満たすことが知られている.
Q^{*}(\displaystyle \mathrm{s}, \mathrm{a})=\langle r(\mathrm{s}, \mathrm{a})\rangle+ $\gamma$\sum_{\mathrm{s}'}P(\mathrm{s}'|\mathrm{s}, \mathrm{a})\max_{\mathrm{a}}Q^{*}(\mathrm{s}', \mathrm{a} (17)
19
Q^{*}(\mathrm{s}, \mathrm{a}) はこの方程式の自己無撞着解になる.そこで逐次繰り返しをして収束して得られ
た解を利用することにする.ここで適当な初期条件 Q_{0}(s, a) に対して、ベルマン方程式
に n 回代入を繰り返したものを Q_{n+1} (s ) a) と置く と、以下の Temporal Difference(TD)
を計算することができる.
Q_{n+1}(\displaystyle \mathrm{s}, \mathrm{a})-Q_{n}(\mathrm{s}, \mathrm{a})=\{r(\mathrm{s}, \mathrm{a})\}+ $\gamma$\sum_{\mathrm{s}'}P(\mathrm{s}'|\mathrm{s}_{;}\mathrm{a})\max_{\mathrm{a}}Q_{n}^{*}(\mathrm{s}', \mathrm{a}')-Q_{n}(\mathrm{s}, \mathrm{a}) . (18)
この TD に基づく強化学習の方法を \mathrm{Q} 学習と呼ぶ.TD が 0 であれば Q(s, a) の収束解
が得られたものと解釈できる.そこでTD を Q(s, a) のある種の勾配と捉えて学習を進め
る.このTD の計算には条件付き確率による期待値計算を含むため、マルコフ連鎖モンテ
カルロ法を実行する必要があり計算時間の長大化が問題となる.そこで Q(s, a) をイジン
グ模型の自由エネルギーであると捉えることにより、以下のように近似することにする.
Q(\mathrm{s}, \mathrm{a})\approx-F ( \mathrm{s} ) \mathrm{a}). (19)
ここでどんなイジング模型を対応させるかに任意性があるが、隠れ変数ありの制限ボルツ




+\displaystyle \sum_{\dot{ $\iota$}.i}u_{ii'}\langle$\sigma$_{i}$\sigma$_{i'}\rangle-\frac{1}{ $\beta$}\sum_{ $\sigma$}P( $\sigma$|\mathrm{s}, \mathrm{a})\log P( $\sigma$|\mathrm{s}, \mathrm{a}) . (20)
という形を保つイジング模型が対応する.前の3項がハミルトニアンの熱平均に対応して





きることになり \mathrm{Q} 学習にとって最大の問題であった部分が解消される.実際 \mathrm{D}‐wave等






ン \hat{H}_{0} に対して、横磁場をかけた模型を考える.ここでパウリ行列の交換関係より、 z 成
分と x成分では交換しないことから、鈴木トロッター分解により、以下のような近似を考
える.
Z=\displaystyle \mathrm{T}\mathrm{r}\{\prod_{t=1}^{ $\tau$}\langle$\sigma$_{t+1}|\exp(-\frac{ $\beta$}{ $\tau$}\hat{H}_{0})\exp(\frac{ $\beta \Gamma$}{ $\tau$}\sum_{i=1}^{N}\hat{ $\sigma$}_{ii}^{x}) |$\sigma$_{t}\rangle\}+O(\frac{1}{$\tau$^{2}}) . (21)
ここで |$\sigma$_{t}\rangle はパウリ行列の  z 成分を対角化する表示における固有ベクトルである。 \hat{ $\sigma$}^{x} \#こ
関係するところを以下のように恒等式を用いて書き直す.
\displaystyle \exp(\frac{ $\beta \Gamma$}{ $\tau$}\hat{ $\sigma$}_{it}^{x}) =\cosh(\frac{ $\beta \Gamma$}{ $\tau$}) +\hat{ $\sigma$}_{it}^{x}\sinh(\frac{ $\beta \Gamma$}{ $\tau$}) (22)
さらに \exp(-2 $\gamma$)=\tanh( $\beta \Gamma$/ $\tau$) を用いて、
\displaystyle \exp(\frac{ $\beta \Gamma$}{ $\tau$}\hat{ $\sigma$}_{il}^{x}) =\cosh(\frac{ $\beta \Gamma$}{ $\tau$})\exp(- $\gamma$)( \exp(- $\gamma$)\exp( $\gamma$) \exp(- $\gamma$)\exp( $\gamma$) ) (23)




Z= (\displaystyle \cosh(\frac{ $\beta \Gamma$}{ $\tau$})\exp(- $\gamma$))^{N $\tau$}\sum_{ $\sigma$}\exp(-\frac{ $\beta$}{ $\tau$}\sum_{t=1}^{ $\tau$}\hat{H}_{0}+ $\gamma$\sum_{i=1}^{N}\sum_{t=1}^{ $\tau$}\hat{ $\sigma$}_{it}\hat{ $\sigma$}_{it+1})+o(\frac{$\beta$^{2}}{ $\tau$}) .
(24)
変換が厳密に行えるのは、トロッター数  $\tau$ が無限に大きい場合である.意味のある結果を
取り出すためには逆温度  $\beta$ も大きくなければならない.そこで標準的には  $\beta$/ $\tau$=1 とし
て、  $\tau$ と \mathcal{B} を同程度に大きくする.
§5.2. 確率解釈不能なハミルトニアン
標準的な量子アニーリングでは鈴木トロッター分解を行うことにより実効的にパウリ行
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