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EXPLICIT EXPRESSIONS FOR THE IWASAWA
FACTORS, THE METRIC AND THE MONODROMY
MATRICES FOR MINIMAL LAGRANGIAN SURFACES
IN CP 2
JOSEF F. DORFMEISTER AND HUI MA
Abstract. In this paper we continue our study of equivariant
minimal Lagrangian surfaces in CP 2, characterizing the rotation-
ally equivariant cases and providing explicit formulae for relevant
geometric quantities of translationally equivariant minimal Lagrangian
surfaces in terms of Weierstrass elliptic functions.
1. Introduction
The study of minimal Lagrangian surfaces in the complex projective
plane is an interesting subject from the point of view of differential
geometry, mathematical physics and integrable systems theory. This
paper is a continuation of [6] on the discussion of this subject via the
loop group method.
The paper is organized as follows: in Section 2, we recall the basic
setup for minimal Lagrangian surfaces in CP 2. In Section 3, we obtain
that any vacuum can be deformed to the potential of the Clifford torus
by an isometric transformation and a coordinate change. In Section 4,
we characterize the rotationally equivariant minimal Lagrangian sur-
faces in CP 2. In Section 5, we present the details of the computation
for the Iwasawa decomposition of translationally equivariant minimal
Lagrangian surfaces and we also give explicit solutions for the metrics
and the associated family of immersions of such surfaces in terms of
the Weierstrass ℘−functions. In Section 6, we provide explicit formulae
for relevant geometric quantities of translationally equivariant minimal
Lagrangian surfaces in terms of Weierstrass elliptic functions. In Sec-
tion 7, we present a quite direct classification of homogeneous minimal
Lagrangian surfaces into CP 2 by using the loop group method.
The second author is partially supported by NSFC grant No. 11271213.
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2. Basic setup of minimal Lagrangian surfaces in CP 2
We recall briefly the basic set-up for minimal Lagrangian surfaces in
CP 2. For details we refer to [14, 6] and references therein.
Let CP 2 be the complex projective plane endowed with the Fubini-
Study metric and f : M → CP 2 be a minimal Lagrangian immersion
of an oriented surface. The induced metric onM generates a conformal
structure with respect to which the metric is g = 2eudzdz¯, where z =
x + iy is a local conformal coordinate on M and u is a real-valued
function defined on M locally. For any Lagrangian immersion f , there
exists a local horizontal lift F : U→ S5(1). We therefore have
Fz · F = Fz¯ · F = 0,
Fz · Fz = Fz¯ · Fz¯ = eu, Fz · Fz¯ = 0.
Thus F = (e−u2Fz, e−u2Fz¯, F ) is a Hermitian orthonormal moving frame
globally defined on the universal cover of M . Set
ψ = Fzz · Fz¯.
Then the cubic differential Ψ = ψdz3 is globally defined on M and
independent of the choice of the local lift, which is called the Hopf
differential of f . One can obtain the Gauss-Codazzi equations of a
minimal Lagrangian surface given by
uzz¯ + e
u − e−2u|ψ|2 = 0, (1)
ψz¯ = 0. (2)
We will need the following loop group decomposition.
Theorem 2.1 (Iwasawa Decomposition theorem of ΛSL(3,C)σ). The
multiplication map ΛSU(3)σ × Λ+SL(3,C)σ → ΛSL(3,C)σ is surjec-
tive. Explicitly, every element g ∈ ΛSL(3,C)σ can be represented in
the form g = hV+ with h ∈ ΛSU(3)σ and V+ ∈ Λ+SL(3,C)σ. One
can assume without loss of generality that V+(λ = 0) has only positive
diagonal entries. In this case the decomposition is unique.
Example 1. For the Clifford torus f : C→ CP 2, we have a horizontal
lift F : C→ S5(1) as follows
F (z, z¯) =
1√
3
(ez−z¯, eαz−α
2z¯, eα
2z−αz¯),
where α = e
2
3
pii. It is easy to see that ψ = Fzz · Fz¯ = −1 and eu = 1.
Then it follows from Wu’s formula in [7] that the normalized potential
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of the Clifford torus is given by
η = λ−1

0 0 ii 0 0
0 i 0

 dz.
We write η = λ−1Adz and verify [A, τ(A)] = 0. Therefore the solu-
tion to dC = Cη, C(0, λ = 1) = I is given by C(z, λ) = exp(zλ−1A).
Moreover, we can perform the Iwasawa decomposition directly and ob-
tain for the extended frame the expression F(z, λ) = exp(zλ−1A +
z¯λτ(A)). Consider the translation
z 7→ z + δ, with δ ∈ C.
As a consequence, the monodromy matrix of the frame F (z, λ) for this
translation is given by
F(z + δ, λ) = M(δ, λ)F(z, λ),
where
M(δ, λ) = exp(δλ−1A + δ¯λτ(A)).
As a consequence we obtain F (z + δ, λ) = M(δ, λ)F (z, λ) and f(z +
δ, λ) = M(δ, λ)f(z, λ).
Clearly, the map fλ0 : C → CP 2 can be defined on C/δZ if and
only if fλ0(z + δ) = fλ0(z). By the above this is equivalent with
M(δ, λ0)f(z, λ0) = fλ0(z) for all z. If we assume that f is “full”and
that it descends to a torus, then the last relation implies that M(δ, λ0)
is a multiple of identity, M(δ, λ0) = cI, where c is a scalar. Clearly
then, c needs to satisfy c3 = 1.
Since the eigenvalues of A are i, iα and iα2, it follows that the closing
conditions for λ0 ∈ S1 are
eiλ
−1
0 δ+iλ0δ¯ = eiλ
−1
0 αδ+iλ0α
2δ¯ = eiλ
−1
0 α
2δ+iλ0αδ¯ = c,
which is
Re(λ−10 δ) =
π + kπ
3
+ l1π, (3)
Re(λ−10 αδ) =
π + kπ
3
+ l2π, (4)
Re(λ−10 α
2δ) =
π + kπ
3
+ l3π, (5)
for k = 0, 1 or 2 and l1, l2, l3 ∈ Z. Then it is easy to see that for any
λ0 ∈ S1, the solutions to (3)-(5) are given by
δ =
2l1 − l2 − l3
3
λ0π + i
l3 − l2√
3
λ0π.
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where l1+l2+l3+1+k = 0 for k = 0, 1 or 2 and l1, l2, l3 ∈ Z. Therefore,
for arbitrary λ0, we obtain δ(λ0)Z = λ0δ(1)Z, i.e. the lattice δ(λ0)Z
is obtained from the lattice δ(1)Z by rotation by λ0. This implies the
following
Proposition 2.2. Every member in the associated family of the Clif-
ford torus is a torus.
3. Vacuum solutions
A “vacuum”is an extended framing whose normalized potential is
given by η = λ−1Adz with A ∈ G−1 a constant matrix satisfying
[A, τ(A)] = 0, where τ is the conjugation of SL(3,C) with respect to
the real form SU(3) (see [2]). To clarify what this means we consider
the constant matrix
A =

0 0 ab 0 0
0 a 0

 ∈ G−1. Then τ(A) =

 0 −b¯ 00 0 −a¯
−a¯ 0 0

 ,
and the condition [A, τ(A)] = 0 says |a|2 = |b|2.
Let’s next write a = ireiθ and b = ireiβ. Now take the following
isometric transformation
eiδ e−iδ
1

A

e−iδ eiδ
1

 =

 0 0 irei(θ+δ)irei(β−2δ) 0 0
0 irei(θ+δ) 0

 .
Then choose δ such that θ + δ = β − 2δ, i.e., δ = β−θ
3
. Thus,
η = λ−1irei
2θ+β
3

0 0 ii 0 0
0 i 0

 dz.
Finally, choose a new coordinate: z 7→ w = rei 2θ+β3 z, and we obtain
η = λ−1

0 0 ii 0 0
0 i 0

 dw.
Summing up we have
Proposition 3.1. Any vacuum can be deformed by an isometric trans-
formation and a coordinate change (if necessary) to the potential of the
Clifford torus.
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4. Equivariant minimal Lagrangian immersions into CP 2
4.1. General background. For all classes of surfaces, the surfaces
admitting some symmetries are of particular interest and beauty.
While a basic definition of a symmetry R for a surface f(M) may
only mean Rf(M) = f(M), it is very useful to know that if the induced
metric is complete, then on the universal cover M˜ of M one finds some
automorphism γ such that
f(γ · z) = Rf(z) for all z ∈ M˜. (6)
Therefore, in this paper, a “symmetry”will always be a pair (γ, R) ∈
(Aut(M), Iso(CP 2)), such that (6) holds.
The usual transition to the associated family fλ then produces some
family R(λ) of isometries of CP 2 such that we have
fλ(γ · z) = R(λ)fλ(z) for all z ∈ M˜.
More details can be found in [4], [5], [9].
In this paper we will investigate minimal Lagrangian immersions for
which there exists a one-parameter family (γt, Rt) ∈ (Aut(M), Iso(CP 2))
of symmetries.
Definition 1. Let M be any connected Riemann surface and f :M →
CP 2 an immersion. Then f is called equivariant, relative to the one-
parameter group (γt, R(t)) ∈ (Aut(M), Iso(CP 2)), if
f(γt · p) = R(t)f(p)
for all p ∈M and all t ∈ R.
By the definition above, any Riemann surface M admitting an equi-
variant minimal Lagrangian immersion admits a one-parameter group
of (biholomorphic) automorphisms. Fortunately, the classification of
such surfaces is very simple:
Theorem 4.1. (Classification of Riemann surfaces admitting one-parameter
groups of automorphisms, e.g. [12])
(1) S2,
(2) C, D,
(3) C∗,
(4) D∗,Dr,
(5) T = C/Λτ ,
where the superscript ”∗” denotes deletion of the point 0, the subscript
”r” denotes the open annulus between 0 < r < 1/r and Λτ is the free
group generated by the two translations z 7→ z+1, z 7→ z+τ , Imτ > 0.
6 JOSEF F. DORFMEISTER AND HUI MA
Looking at this classification a bit more closely, one sees that after
some biholomorphic transformations one obtains the following picture,
including representative one-parameter groups:
Theorem 4.2. (Classification of Riemann surfaces admitting one-parameter
groups of automorphisms and representatives for the one-parameter
groups,e.g. [12])
(1) S2, group of all rotations about the z-axis,
(2a) C, group of all real translations,
(2b) C, group of all rotations about the origin 0,
(2c) D, group of all rotations about the origin 0,
(2d) D ∼= H, group of all real translations,
(2e) D ∼= H ∼= logH = S, the strip between y = 0 and y = π, group
of all real translations,
(3) C∗, group of all rotations about 0,
(4) D∗,Dr, group of all rotations about 0,
(5) T , group of all real translations.
For later purposes we state the following
Definition 2. Let f : M → CP 2 be an equivariant minimal La-
grangian immersion, then f will be called “translationally equivariant”,
if the group of automorphisms acts by (all real) translations. It will
be called “rotationally equivariant”, if the group acts by (all) rotations
(about the origin).
Remark 1. The case of S2 is usually special and has been treated in
the literature. For minimal Lagrangian immersions this case has been
treated in ([16]) and it has been shown that any minimal Lagrangian
immersion f from a sphere to CP 2 is totally geodesic and it is the
standard immersion of S2 into CP 2 ([16]). Therefore, up to a few
exceptions, we will exclude the case S2 from the discussions in this
paper. We would like to point out, however, that this case could be
discussed like the general case below. In this case we would need to
deal with algebraic solutions to elliptic equations listed below.
4.2. Rotationally equivariant minimal Lagrangian immersions.
In view of Theorem 4.2 there are two types of equivariant surfaces,
translationally equivariant surfaces and rotationally equivariant sur-
faces. The translationally equivariant case will be discussed in Section
5. Thus here it remains to consider rotationally equivariant minimal
Lagrangian immersions.
There are essentially three types of such surfaces: those without
fixed point in M , those with exactly one fixed point in M and those
with two fixed points in M , i.e. M = S2. Let’s first consider the
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cases C∗,D∗,Dr, which do not contain the fixed point of the group of
rotations.
Using the covering map w → exp(iw), we see that the rotationally
symmetric minimal Lagrangian immersion f is obtained from some
translationally equivariant minimal Lagrangian immersion f˜ defined
on some strip S. Obviously, the condition of descending to the given
rotationally equivariant minimal Lagrangian immersion is equivalent
with f˜ being 2π−periodic in the variable corresponding to the group
of translations. Since f˜ is actually defined on C and real analytic, it is
clear that f˜ is 2π−periodic on C and thus descends to a rotationally
equivariant minimal Lagrangian immersion on C∗.
Theorem 4.3. Consider a rotationally equivariant minimal Lagrangian
immersion f : M → CP 2 defined on M = C∗,D∗,Dr. Then f can be
extended without loss of generality to C∗ and can be obtained from some
2π−periodic translationally equivariant minimal Lagrangian immersion
defined on C by projection.
Next we consider the rotationally equivariant minimal Lagrangian
immersions defined on C or D. In these cases we remove the fixed
point 0 and obtain rotationally equivariant minimal Lagrangian im-
mersions without fixed point. The last theorem shows that we only
need to consider the case M = C. Clearly this is a special case of a
rotationally equivariant minimal Lagrangian immersion defined on C∗.
Finally, considering S2, we can assume without loss of generality that
the group acts by rotations about the z−axis. Then any rotationally
equivariant minimal Lagrangian immersion on S2 is a special case of a
rotationally equivariant minimal Lagrangian immersion defined on C.
4.3. Rotationally equivariant minimal Lagrangian immersions
defined on C. Let f : C→ CP 2 be a rotationally equivariant minimal
Lagrangian immersion and F(z, λ) an extended frame. We normalize F
by F(z = 0, λ) = I. Then the equivariance is reflected by the equation
F(eitz, λ) = χ(eit, λ)F(z, λ)K(eit, z).
Setting z = 0 shows χ(eit, λ)K(eit, 0) = I. As a consequence, χ is
independent of λ and a one-parameter group in K. Hence
χ(eit, λ) = exp(itrδ),
where r ∈ R, t ∈ R and δ = diag(1,−1, 0).
Performing a Birkhoff splitting of F, F = F−V+, we derive
F−(e
itz, λ) = exp(itrδ)F−(z, λ) exp(−itrδ).
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For the Maurer-Cartan form η− = F−
−1dF− of F− we then obtain
(eit)∗η− = exp(itrδ)η− exp(−itrδ).
Hence the normalized potential η− has the form η− = λ
−1Adz, where
A =

 0 0 azm−1bz−2m−1 0 0
0 azm−1 0


with m ∈ Z and certain complex numbers a and b.
Since we had normalized everything at z = 0, the normalized poten-
tial is holomorphic at z = 0. Hence m ≥ 1 and b = 0, which implies
that the cubic Hopf differential Ψ vanishes. It follows from (1) that
the Gauss curvature satisfies K = −uzz¯e−u = 1. Then from the Gauss
equation we obtain that S
2
= 1 − K vanishes, where S is the norm
square of the second fundamental form of the surface. Therefore f is
totally geodesic, hence the image of this minimal Lagrangian immer-
sion f lies in RP 2 up to isometries of CP 2. We thus have reproved part
of Corollary 3.9 of [11]. As a consequence we obtain
Theorem 4.4. Any minimal Lagrangian immersion f from C or S2
into CP 2 which is rotationally equivariant has a vanishing cubic Hopf
differential, and therefore is totally geodesic in CP 2 and its image is,
up to isometries of CP 2, contained in RP 2.
Remark 2. This result can also be obtained by using the explicit
Iwasawa decomposition discussed below. Also see Remark 4.
5. Explicit discussion of translationally equivariant
minimal Lagrangian immersions
5.1. Burstall-Kilian theory for translationally equivariant min-
imal Lagrangian immersions. We now consider translationally equi-
variant minimal Lagrangian immersions defined on some strip S with
values in CP 2, f : S → CP 2, i.e. minimal Lagrangian immersions for
which there exists a one-parameter subgroup R(t) of SU(3) such that
f(t+ z, t + z¯) = R(t)f(z, z¯)
for all z ∈ S. Following the approach of [1], we have shown
Theorem 5.1 ([6]). For the extended frame F of any translationally
equivariant minimal Lagrangian immersion we can assume without loss
of generality F(0, λ) = I and
F(t+ z, λ) = χ(t, λ)F(z, λ),
with χ(t, λ) = etD(λ) for some D(λ) ∈ Λsu(3)σ.
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Note that F satisfies
F
−1
Fz =
1
λ

 0 0 ie
u
2
−iψe−u 0 0
0 ie
u
2 0

+

 uz2 −uz
2
0


:= λ−1U−1 + U0,
F
−1
Fz¯ = λ

 0 −iψ¯e−u 00 0 ieu2
ie
u
2 0 0

+

 −uz¯2 uz¯
2
0


:= λV1 + V0.
and we can assume
F(x+ iy, λ) = e(x+iy)D(λ)U+(y, λ)
−1 = exD(λ)F(iy, λ), (7)
with U+(y, λ) ∈ Λ+SL(3,C)σ.
5.2. The basic set-up for an explicit Iwasawa decomposition.
We have seen above in subsection 5.1 that every translationally equi-
variant minimal Lagrangian immersion can be obtained from some po-
tential of the form
η = D(λ)dz,
where
D(λ) = λ−1D−1 +D0 + λD1 ∈ Λsu(3)σ.
The general loop group approach requires to consider the solution to
dC = Cη, C(0, λ) = I. This is easily achieved by C(z, λ) = exp(zD).
Next one needs to perform an Iwasawa splitting. In general this is
very complicated and difficult to carry out explicitly. But, for trans-
lationally equivariant minimal Lagrangian surfaces in CP 2, one is able
to carry out an explicit Iwasawa decomposition of exp(zD).
In view of equation (7) we obtain
F(iy, λ) = eiyDU+(y, λ)
−1. (8)
Using (8) we obtain for the Maurer-Cartan form α = F−1dF = Adx +
Bdy of F the equations
Aλ(y) = U+(y, λ)DU+(y, λ)
−1, (9)
Bλ(y) = U+(y, λ)iDU+(y, λ)
−1 − d
dy
U+(y, λ)U+(y, λ)
−1.
Writing, on the other hand, α = U + V with U a (1, 0)−form and V
a (0, 1)−form, we obtain
U+(y, λ)DU
−1
+ (y, λ) = λ
−1U−1 + U0 + λV1 + V0 =: Ω, (10)
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d
dy
U+(y, λ)U+(y, λ)
−1 = 2i(λV1 + V0). (11)
The above two equations are the basis for an explicit computation of
the Iwasawa decomposition of exp(zD(λ)).
It is important to note that because U+ only depends on y and Ω is
of the form
Ω =

 uz−uz¯2 −iλψ¯e−u iλ−1e
u
2
−iλ−1ψe−u −uz−uz¯
2
iλe
u
2
iλe
u
2 iλ−1e
u
2 0

 ,
both u and ψ also only depend on y.
Lemma 5.2. If f is a translationally equivariant minimal Lagrangian
immersion into CP 2 with respect to translations in x-direction, then the
metric only depends on y and the cubic Hopf differential has a constant
coefficient.
There will be two steps for the computation of the Iwasawa decom-
position of exp(zD(λ)).
Step 1: Solve equation (10) in any way one pleases by some matrix
Q. Then U+ and Q satisfy
U+ = QE, where E commutes with D.
Step 2: Solve equation (11). This will generally only mean to carry
out two integrations in one variable.
5.3. Evaluation of the characteristic polynomial equations. Step
1 mentioned above actually consists of two sub-steps. First of all one
determines Ω from D and then one computes a solution W to Step 1:
Solve the equation (10).
In this section we will discuss the first sub-step. In our case we
observe that D and Ω are conjugate and therefore have the same char-
acteristic polynomials. Using the explicit form of Ω stated just above
and writing D in the form
D =

 α −λb¯ λ−1aλ−1b −α −λa¯
−λa¯ λ−1a 0

 ∈ Λ1 ⊂ Λsu(3)σ,
where α, a and b are constants, (10) is equivalent to
2eu + |ψ|2e−2u + 1
4
(u′)2 = −α2 + 2|a|2 + |b|2 =: β, (12)
ψ = −ia2b, (13)
where α, a, b and ψ are constants.
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Remark 3. It has been noticed long time ago that the cases ψ = 0
and u =constant are related with very special surfaces. As pointed
out above, the case ψ = 0 implies that the surface is an open portion
of RP 2. The case u = constant yields a flat surface thus is, up to
isometries, an open portion of the Clifford torus ([13]). Both cases
can be treated like the general case below. In the first case, as already
mentioned, one needs to use hyperbolic solutions and in the second case
one needs to use constant solutions to the elliptic equations occurring
in this context. At any rate, from here on (unless stated explicitly
otherwise) we will assume that ψ is not identically 0 and u is not
constant. In particular, we will assume u′ 6≡ 0.
5.4. Explicit solutions for metric and cubic form in terms of
Weierstrass ℘−functions. We start by noticing that (12) is a first
integral of the Gauss equation
1
4
u′′ + eu − |ψ|2e−2u = 0. (14)
Making the change of variables w = eu in (12), we obtain equivalently
(w′)2 + 8w3 − 4βw2 + 4|ψ|2 = 0. (15)
Set w(y) = β
6
− v(y)
2
. We obtain the fundamental differential equation
(v′)2 = 4v3 − g2v − g3
of the Weierstrass function ℘(z) = ℘(z; g2, g3) with
g2 =
4
3
β2, g3 = 16|φ|2 − 8
27
β3.
Thus the general non-constant solution to (15) can be given by
w(y) =
β
6
− ℘(y − y0; g2, g3)
2
for a constant y0.
Since the Weierstrass elliptic function is periodic and bounded along
the real line now, there exists a point, where the derivative of u van-
ishes. Choosing this point as the origin, we can always assume u′(0) =
0, which leads to
w′(0) = 0. (16)
This convention in combination with (12) implies
2a1 +
|ψ|2
a21
= β,
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where a1 := e
u(0) > 0. Considering β as a function of a1, one can easily
see that β3 ≥ 27|ψ|2. Thus the discriminant of the cubic equation
4v3 − g2v − g3 = 0 (17)
satisfies
∆ = g32 − 27g23 = 256|ψ|2(β3 − 27|ψ|2) > 0, (18)
if and only if ψ 6= 0 and β3 6= 27|ψ|2.
Remark 4. When ψ = 0, g2 =
4β2
3
> 0, g3 = − 827β3 < 0 and the roots
of the Weierstrass equation (17) are
e1 = e2 =
β
3
, e3 = −2β
3
,
and the Weierstrass elliptic function ℘(z; g2, g3) is reduced to (cf. 18.12.3,
[15])
℘(z; g2, g3) =
β
3
+ β[sinh(
√
βz)]−2.
Thus the initial condition (16) gives the following solution to (15)
w(y) =
β
2 cosh2(
√
βy)
.
This is nothing but the metric of the real projective plane in CP 2.
When β3 = 27|ψ|2, g2 = 4β23 > 0, g3 = 827β3 > 0 and there also are
two equal real roots of (17) given by (cf. 18.12.25, [15])
e1 =
2β
3
, e2 = e3 = −β
3
,
then we obtain the three roots of
8w3 − 4βw2 + 4|ψ|2 = 0 (19)
given by
a1 = a2 =
β
3
, a3 = −β
6
.
Thus the solution of (15) is a constant function w(y) ≡ β
3
, which cor-
responds to a flat minimal Lagrangian surface and has been ruled out
in the beginning of our discussion.
Now for the general case, g2 and g3 are real and ∆ > 0, thus there
are three distinct non-zero real roots of (17), denoted by
e1 > e2 > e3.
Because of the initial condition (16), we know from (15) that
eu(0) = w(0) =: a1
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is a root of (19). And now we assume that this is the largest root of
(19). Recall that the half-periods ω, ω′ and ω + ω′ of the Weierstrass
elliptic function are related to the roots e1, e2 and e3 by
℘(ω) = e1, ℘(ω + ω
′) = e2, ℘(ω
′) = e3.
Consequently, ℘′(ω) = ℘′(ω′) = ℘′(ω + ω′) = 0. The initial condition
(16) thus yields the particular solution of (15) given by
eu(y) = w(y) =
β
6
− ℘(y − ω
′; g2, g3)
2
. (20)
Remark that now the half-period
ω =
∫ ∞
e1
dt√
4t3 − g2t− g3
is real, whereas the other half-period
ω′ = i
∫ e3
−∞
dt√|4t3 − g2t− g3|
is purely imaginary. It is easy to see that the solution u(y) inherits
from the Weierstrass elliptic function the following properties:
(1) u(y + 2ω) = u(y),
(2) u(−y) = u(y),
(3) u(ω) = log a2 and u
′(ω) = 0, where a2 =
β
6
− e2
2
> 0.
In particular, uˆ(y) = u(y+ω) is also a solution to (14) with uˆ′(0) = 0.
Thus for any (in x−direction) translationally equivariant minimal
Lagrangian surface in CP 2, its metric conformal factor eu is given by
(20) in terms of a Weierstrass elliptic function and its cubic Hopf dif-
ferential is constant and given by (13).
For our loop group setting the assumption u′(0) = 0 has an important
consequence:
Theorem 5.3. By choosing the coordinates such that the metric for a
given translationally equivariant minimal Lagrangian immersion has a
vanishing derivative at z = 0, we obtain that the generating matrix D
satisfies D0 = 0.
We will therefore always assume this condition from here on.
14 JOSEF F. DORFMEISTER AND HUI MA
5.5. Solving equation (10). The main goal of this subsection is to
find some “sufficiently nice”matrix function Q satisfying (10), i.e.
QDQ−1 = Ω. (21)
Recall that for translationally equivariant minimal Lagrangian sur-
faces, the potential matrix D coincides with Aλ(0) = Ω|y=0 of (9) so
we have (including the convention above about the origin)
D =

 0 −iλψ¯e
−u(0) iλ−1e
u(0)
2
−iλ−1ψe−u(0) 0 iλeu(0)2
iλe
u(0)
2 iλ−1e
u(0)
2 0

 ,
where α = − iu′(0)
2
= 0, a = ie
u(0)
2 and b = −iψe−u(0). We may summa-
rize the following proposition:
Proposition 5.4. Up to isometries in CP 2, any translationally equi-
variant minimal Lagrangian surface can be generated by a potential of
the form 
 0 −λb¯ λ−1aλ−1b 0 −λa¯
−λa¯ λ−1a 0

 dz, (22)
where a is purely imaginary and both a and b = iψ
a2
are constants.
Thus the characteristic polynomial of D in (22) is given by
det(µI −D(λ)) = µ3 + βµ− 2iRe(λ−3ψ).
Remark 5. It is easy to derive from (18) that the discriminant of the
above polynomial satisfies
∆ = (
β
3
)3 − [Re(λ−3ψ)]2 ≥ (β
3
)3 − |ψ|2 ≥ 0.
The second equal sign holds when λ−3ψ is real and the third one holds
only for special cases which we excluded. Hence for the general case
when ∆ > 0, D(λ) has three distinct purely imaginary roots for any
choice of λ−3ψ. Moreover, the root 0 occurs if and only if λ−3ψ is
purely imaginary. This case can only happen for six different values of
λ (See Lemma 5.3 in [6]).
Denote the eigenvalues of D(λ) by µ1 = id1, µ2 = id2, µ3 = id3.
The following relations will be frequently used later.
d1 + d2 + d3 = 0, d1d2 + d2d3 + d3d1 = −β, d1d2d3 = −2Re(λ−3ψ).
Now take
Q0 = diag(ia
−1e
u
2 ,−iae−u2 , 1), (23)
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such that
Ωˆ = Q−10 ΩQ0 =

 − iu
′
2
iλψ¯a2e−2u λ−1a
λ−1b iu
′
2
−λa−1eu
−λa−1eu λ−1a 0


has the same coefficients at λ−1 as D(λ).
Consider now a 3× 3 matrix Qˆ given by
Qˆ =
(
A γ
0 c
)
, A =
(
p q
s t
)
, γ =
(
v1
v2
)
, (24)
where c is a scalar. Put
D =
(
E ξ
−ξ¯t 0
)
, Ωˆ =
(
Ω′ η
ζ 0
)
,
where E and Ω′ are 2 × 2 matrices, ξ and η are 2 × 1 matrices, and ζ
is a 1× 2 matrix.
Then QˆDQˆ−1 = Ωˆ is equivalent to the following equations
AEA−1 − γξ¯tA−1 = Ω′, (25)
−(AEA−1γ − γξ¯tA−1γ) + Aξ = cη, (26)
−cξ¯tA−1 = ζ, (27)
ξ¯tA−1γ = 0. (28)
Inserting (27) into (28) gives ζγ = 0, which implies that
γ =
(
λ−1a2
λeu
)
h,
where h is an arbitrary factor. Noticing that (25) is equivalent to
AE − γξ¯t = Ω′A and inserting the assumption (24), we obtain the
following equivalent equations
iu′
2
p+ λ−1bq − iλa2ψ¯e−2us− |a|2ah = 0, (29)
−λb¯p+ iu
′
2
s− iλa2ψ¯e−2ut+ λ−2a3h = 0, (30)
−λ−1bp− iu
′
2
s+ λ−1bt− λ2a¯euh = 0, (31)
−λ−1bq − λb¯s− iu
′
2
t+ aeuh = 0. (32)
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Multiplying both sides of (29) by − iu′
2
, (30) by λ−1b and adding
them together, we infer
(
(u′)2
4
− |b|2)p+ iλa2ψ¯e−2u iu
′
2
s− ia2bψ¯e−2ut
+ (λ−3a3b+ |a|2aiu
′
2
)h = 0.
Multiplying (31) by iλa2ψ¯e−2u and adding the above equation to elim-
inate s and t, we obtain
p =
|a|2a(− iu′
2
+ iλ3ψ¯e−u)− λ−3a3b
(u′)2
4
− |b|2 + |ψ|2e−2u
h.
Similarly, multiplying both sides of (29) by λb¯, (30) by iu
′
2
and adding
them together, we get
(|b|2 − (u
′)2
4
)q − iλ2a2b¯ψ¯e−2us− iλa2ψ¯e−2u iu
′
2
t
+ (−λ|a|2ab¯+ λ−2a3 iu
′
2
)h = 0.
Multiplying (32) by iλa2ψ¯e−2u and subtracting the above equation to
eliminate s and t, we conclude
q =
λ−2 iu
′
2
a3 − λ|a|2ab¯− iλa3ψ¯e−u
(u′)2
4
− |b|2 + |ψ|2e−2u
h.
Multiplying (31) by iu
′
2
, (32) by λ−1b, and adding them together yields
− λ−1biu
′
2
p− λ−2b2q + ((u
′)2
4
− |b|2)s
+ (−λ2a¯eu iu
′
2
+ aeuλ−1b)h = 0.
Multiplying (29) by λ−1b and adding the above equation to eliminate
p and q results in
s =
λ2a¯eu iu
′
2
− λ−1abeu + λ−1|a|2ab
(u′)2
4
− |b|2 + |ψ|2e−2u
h.
Finally, multiplying (31) by λb¯, (32) by − iu′
2
and adding them to-
gether, we arrive at
− |b|2p + λ−1biu
′
2
q + (|b|2 − (u
′)2
4
)t + (−λ3a¯b¯eu − aeu iu
′
2
)h = 0.
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Multiplying (30) by λ−1b and subtracting the above equation to elimi-
nate p and q, we obtain
t =
−aeu iu′
2
− λ3a¯b¯eu − λ−3a3b
(u′)2
4
− |b|2 + |ψ|2e−2u
h.
Due to (25), the equation (26) is equivalent to −Ω′γ + Aξ = cη.
Moreover, (27) is equivalent to −cξ¯t = ζA. Substituting (24) into
these two equations, we arrive at the following system of equations
λ−1ap− λa¯q + (λ−1 iu
′
2
− iλ2ψ¯e−u)a2h = λ−1ac, (33)
λ−1as− λa¯t− (λ−2a2b+ λiu
′
2
eu)h = −λa−1euc, (34)
−λa−1eup+ λ−1as = −λa¯c, (35)
−λa−1euq + λ−1at = λ−1ac. (36)
Note, since a 6= 0, equation (36) yields c = t− λ2a−2euq. Substituting
the expression for q derived above, we obtain
c =
ia(λ3ψ¯ − λ−3ψ − euu′)
(u′)2
4
− |b|2 + |ψ|2e−2u
h.
By a direct computation, we see that (35) is an identity and (33) and
(34) are both equivalent to (12).
In view of equations (12) and (13), we obtain
Qˆ =
iah
2(|a|2 − eu)Qˇ, Qˇ =

pˇ qˇ vˇ1sˇ tˇ vˇ2
0 0 cˇ

 , (37)
where
pˇ = −|a|2u
′
2
+ λ3ψ¯|a|2e−u − λ−3ψ,
qˇ =
λ−2a
a¯
[
u′
2
|a|2 − λ3ψ¯e−u(|a|2 − eu)],
sˇ =
λ2
a2
[|a|2u
′
2
eu + λ−3ψ(|a|2 − eu)],
tˇ =
1
|a|2 (−|a|
2u
′
2
eu + λ3ψ¯eu − λ−3ψ|a|2),
vˇ1 = −2iλ−1a(|a|2 − eu),
vˇ2 = −2iλa−1eu(|a|2 − eu),
cˇ = λ3ψ¯ − λ−3ψ − euu′.
(38)
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So far we did not impose any restrictions on Qˆ. In particular, we
ignored possible poles in λ and in z. It is easy to verify that all matrix
entries of Qˆ are defined for sufficiently small λ ∈ C∗. In addition, we
would like to impose now the condition for Qˆ to have determinant 1.
Computing this determinant we obtain
(pˇtˇ− qˇsˇ)cˇ = (λ3ψ¯ − λ−3ψ − euu′)2(λ3ψ¯ − λ−3ψ) ∈ C.
For small λ ∈ C∗, we define
Q˜ =
λ3
κ
Qˇ, (39)
where κ = (λ6ψ¯ − ψ − λ3euu′)2/3(λ6ψ¯ − ψ)1/3. Then det Q˜ = 1 and
Q˜(0, λ) = Q0(0, λ) = I due to a = ie
u(0)
2 . Moreover, Q˜ is holomorphic
in λ in a small disk about λ = 0. If λ is small, the denominator of the
coefficient of Q˜ single-valued. Altogether we have found a solution to
equation (21) by Q = Q0Q˜.
5.6. Solving equation (11). Since also U+ has the same properties
as Q, we obtain that E = Q−1U+ has determinant 1, attains the value
I for z = 0, is holomorphic for all small λ and satisfies [Q−1U+, D] = 0.
By Remark 5 we can assume without loss of generality that D =
D(λ) is regular semi-simple for all but finitely many values of λ. There-
fore, for all z and small λ we can write E = exp(E), where [E , D] = 0.
Since, in the computation of Q, we did not worry about the twist-
ing condition, the matrix E is possibly an untwisted loop matrix in
SL(3,C). But since SL(3,C) has rank 2, for any regular semi-simple
matrix D = D(λ), the commutant of D(λ) is spanned by D(λ) and one
other matrix.
Lemma 5.5. Every element in the commutant {X ∈ Λsl(3,C)σ :
[X,D] = 0} of D(λ) has the form X(λ) = κ1(λ)D(λ) + κ2(λ)L0(λ)
with κ1(ǫλ) = κ1(λ), κ2(ǫλ) = −κ2(λ), where L0 = D2(λ)− 13tr(D2)I.
Hence, the matrix Q−1U+ has the form
Q−1U+ = exp(β1D + β2L0),
where β1 and β2 are functions of y and λ near 0. Thus equation (11)
leads to
β ′1D + β
′
2L0 = −Q−1
d
dy
Q+ 2iQ−1(V0 + λV1)Q.
Recalling Q = Q0Q˜, we obtain
β ′1Q˜D + β
′
2Q˜L0 = (−Q−10
dQ0
dy
+ 2iQ−10 V Q0)Q˜−
dQ˜
dy
. (40)
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A direct computation shows
Q˜D =
λ3
κ

λ−1bqˇ − λa¯vˇ1 −λb¯pˇ + λ−1avˇ1 λ−1apˇ− λa¯qˇλ−1btˇ− λa¯vˇ2 −λb¯sˇ+ λ−1avˇ2 λ−1asˇ− λa¯tˇ
−λa¯cˇ λ−1acˇ 0

 ,
L0 =

 |a|
2−|b|2
3
λ−2a2 λ2a¯b¯
λ2a¯2 |a|
2−|b|2
3
λ−2ab
λ−2ab λ2a¯b¯ −2
3
(|a|2 − |b|2)

 ,
where
λ3L0 ∈ ΛSL(3,C)σ, and σˆ(L0(λ)) := σ(L0(ε−1λ)) = −L0(λ)
and
Q˜L0 =
λ3
κ
·

 |a|
2−|b|2
3
pˇ + λ2a¯2qˇ + λ−2abvˇ1 ∗ ∗
|a|2−|b|2
3
sˇ+ λ2a¯2tˇ+ λ−2abvˇ2 ∗ ∗
λ−2abcˇ λ2a¯b¯cˇ −2
3
(|a|2 − |b|2)cˇ

 .
On the other hand,
−Q−10
dQ0
dy
+ 2iQ0V Q0 =

 0 −2λψ¯a2e−2u 00 0 −2iλeu
a
−2iλeu
a
0 0

 ,
and
(−Q−10
dQ0
dy
+2iQ0V Q0)Q˜ =
λ3
κ

−2λψ¯a2e−2usˇ −2λψ¯a2e−2utˇ −2λψ¯a2e−2uvˇ20 0 −2iλeu
a
cˇ
−2iλeu
a
pˇ −2iλeu
a
qˇ −2iλeu
a
vˇ1

 ,
and
dQ˜
dy
=
λ3
κ
(Qˇ′ +
2
3
λ3eu[(u′)2 + u′′]
λ6ψ¯ − ψ − λ3euu′ Qˇ).
Substituting this into (40) we obtain 9 equations for β ′1 and β
′
2. In
particular, we obtain
−β ′1λa¯+ β ′2λ−2ab = −2iλe
u
a
pˇ
cˇ
(41)
β ′1λ
−1a+ β ′2λ
2a¯b¯ = −2iλeu
a
qˇ
cˇ
. (42)
Solving (41) and (42) and integrating yields
β1(y) =
∫ y
0
2iλ3ψ¯ − iu′eu
λ3ψ¯ − λ−3ψ − euu′ds,
β2(y) =
∫ y
0
2eu
λ3ψ¯ − λ−3ψ − euu′ds.
(43)
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Since we already assume u′ 6= 0, we find that the solutions β ′1 and β ′2
also satisfy the other 7 equations.
Putting everything together we obtain
Theorem 5.6 (Explicit Iwasawa decomposition). The extended frame
F, satisfying F(0, λ) = I, for the translationally equivariant minimal
Lagrangian surface in CP 2 generated by the potential D(λ)dz with van-
ishing diagonal, and satisfying ab 6= 0, is given by
F(z, λ) = exp(zD − β1(y, λ)D− β2(y, λ)L0)Q−1(y, λ),
with β1, β2 as in (43) and Q = Q0Q˜ as in (23), (37), (38), (39) and u
as in (20).
Remark 6. In the proof of the last theorem we have derived the equa-
tion U+ = Q exp(β1D + β2L0). In this equation each separate term is
only defined for small λ and a possibly restricted set of y′s. However,
due to the globality and the uniqueness of the Iwasawa splitting, the
matrix U+ is defined for all λ in C and all z ∈ C.
5.7. Explicit expressions for minimal Lagrangian immersions.
We know from Remark 5 that except for special cases (which we have
excluded) the matrix D has three different eigenvalues. Since D is
skew-Hermtian, the corresponding eigenvectors are automatically per-
pendicular. Therefore there exists a unitary matrix L such that D =
Ldiag(id1, id2, id3)L
−1. As a consequence, for the extended lift F we
thus obtain
F = Fe3 = L exp(zΛ − β1Λ− β2(Λ2 − trΛ
2
3
I))L−1Q−1e3,
where Λ = diag(id1, id2, id3). Set L = (l1, l2, l3). Altogether we have
shown
Theorem 5.7 ([6]). Every translationally equivariant minimal La-
grangian immersion generated by the potential D(λ)dz has a canonical
lift F = F (z, λ) of the form
F (z, λ) =
3∑
j=1
exp{izdj(λ)− iβ1(y, λ)dj(λ) + β2(y, λ))(dj(λ)2 − 2β
3
)}
〈Q−1e3, lj〉lj.
(44)
Along the ideas of the paper [3] by Castro-Urbano we have obtained
in [6]
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Theorem 5.8. (1) When the cubic differential λ−3Ψ of an trans-
lationally equivariant minimal Lagrangian immersion f is not
real, the canonical lift F of f has the form
F (x, y, λ) =
3∑
j=1
hj(y)e
idjx+iGj(y) lˆj , (45)
where
hj(y) =
(
dje
u − Re(λ−3ψ)
d3j − Re(λ−3ψ)
) 1
2
, Gj(y) =
∫ y
0
djIm(λ
−3ψ)
djeu − Re(λ−3ψ)ds.
(46)
(2) When λ−3Ψ is real, the canonical lift F of f has the form
F (x, y, λ) =
3∑
j=1
ǫj(
β
3
− ej)
√
ej − ℘(y − ω′)
8|ψ|2 − (β
3
− ej)2
eidjxlˆj
with ǫ1 = −1, ǫ2 = ǫ3 = 1.
Since both lj and lˆj are orthonormal eigenvectors of D(λ) with re-
spect to the eigenvalue idj and are independent of z, there exists a
phase factor αj which is also independent of z such that lj = lˆjαj.
Then we can check straightforwardly at the point y = 2ω that the
two horizontal lifts (44), obtained by using the loop group method and
(45) obtained by using the idea of Castro-Urbano, are the same up to
a constant factor of length 1.
We can also prove the following theorem directly, which appears as
Theorem 7.1 in [6].
Theorem 5.9. For every translation z 7→ z + p + im2ω for p ∈ R,
m ∈ Z, and j = 1, 2, 3, the equation
Gj(2ω, λ) + Reβ1(2ω, λ)dj(λ) + Imβ2(2ω, λ)(−dj(λ)2 + 2β
3
) = 0.
holds.
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Proof. Since
β1(y) = i
∫ y
0
euu′ − 2λ3ψ¯
euu′ + 2iIm(λ−3ψ)
ds
= i
∫ y
0
(euu′)2 − 2Re(λ−3ψ)euu′ + 4iλ3ψ¯Im(λ−3ψ¯)
(euu′)2 + 4[Im(λ−3ψ)]2
ds
= iy − 2iRe(λ−3ψ)
∫ y
0
euu′
(euu′)2 + 4[Im(λ−3ψ)]2
ds
− 4Im(λ−3ψ)Re(λ−3ψ)
∫ y
0
ds
(euu′)2 + 4[Im(λ−3ψ)]2
,
(47)
and
β2(y) = −
∫ y
0
2eu
euu′ + 2iIm(λ−3ψ)
ds
= −2
∫ y
0
e2uu′
(euu′)2 + 4[Im(λ−3ψ)]2
ds+ 4iIm(λ−3ψ)
∫ y
0
eu
(euu′)2 + 4[Im(λ−3ψ)]2
ds,
(48)
thus we have
Reβ1(y) = −4Im(λ−3ψ)Re(λ−3ψ)
∫ y
0
ds
(euu′)2 + 4[Im(λ−3ψ)]2
ds,
Imβ2(y) = 4Im(λ
−3ψ)
∫ y
0
eu
(euu′)2 + 4[Im(λ−3ψ)]2
ds.
Hence,
G1(y) + Reβ1(y)d1 + Imβ2(y)(−d21 +
2β
3
)
= Im(λ−3ψ)
∫ y
0
{ d1
d1eu − Re(λ−3ψ) +
−4d1Re(λ−3ψ) + 4(−d21 + 2β3 )eu
(euu′)2 + 4[Im(λ−3ψ)]2
}ds.
Denote w(y) = eu(y) as before. Recall that
d3j − βdj + 2Re(λ−3ψ) = 0,
w′′ + 12w2 − 4βw = 0, if w′ 6= 0.
As a consequence, we have
d1{(w′)2 + 4[Im(λ−3ψ)]2}+ [−4d1Re(λ−3ψ) + 4(−d21 +
2β
3
)w][d1w − Re(λ−3ψ)]
= −8d1w3 + 4(−d31 +
5β
3
d1)w
2 − 8
3
βRe(λ−3ψ)w
=
2
3
[d1w − Re(λ−3ψ)]w′′.
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Therefore,
G1(y) + Reβ1(y)d1 + Imβ2(y)(−d21 +
2
3
)
=
2
3
Im(λ−3ψ)
∫ y
0
w′′
(w′)2 + 4[Im(λ−3ψ)]2
ds
=
1
3
arctan
w′(y)
2Im(λ−3ψ)
,
and
G1(2ω) + Reβ1(2ω)d1 + Imβ2(2ω)(−d21 +
2
3
) = 0.
The proof for the cases j = 2 and 3 is analogous. 
6. Explicit expressions for βj and Gj in terms of
Weierstrass elliptic functions
In this section, we present completely explicit expressions for the
quantities β1(2ω), β2(2ω), and Gj(2ω).
From (47) we obtain
β1(2ω) = 2ωi− 16Im(λ−3ψ)Re(λ−3ψ)
∫ 2ω
0
dy
[℘′(y − ω′)]2 + 16[Im(λ−3ψ)]2 ,
= 2ωi− 16Im(λ−3ψ)Re(λ−3ψ)
∫ 2ω
0
dy
4[℘(y − ω′)]3 − g2℘(y − ω′)− g˜3 ,
(49)
where g˜3 = g3 − 16[Im(λ−3ψ)]2.
It is easy to derive from (18) that the cubic equation 4℘3−g2℘− g˜3 =
0 has three distinct roots which we will order to satisfy e˜1 > e˜2 > e˜3.
Thus∫ 2ω
0
dy
℘(y − ω′)3 − g2
4
℘(y − ω′)− g˜3
4
=
∫ 2ω
0
[
1
H˜21
1
℘(y − ω′)− e˜1 +
1
H˜22
1
℘(y − ω′)− e˜2 +
1
H˜23
1
℘(y − ω′)− e˜3 ]dy,
(50)
where
H˜2i := (e˜i − e˜j)(e˜i − e˜k) (51)
for distinct i, j, k ∈ {1, 2, 3}.
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If λ−3ψ is not real, then g˜3 6= g3. Denote ℘(αj) = e˜j for j = 1, 2 or
3. By using formula (18.7.3) of [15]∫
du
℘(u)− ℘(α) =
1
℘′(α)
[ln
σ(u− α1)
σ(u+ α)
+ 2uζ(α)]
for ℘(α) 6= e1, e2 or e3, and (18.2.20)
σ(z+2mω+2nω′) = (−1)m+n+mnσ(z) exp[(z+mω+nω′)(2mη+2nη′)],
where η = ζ(ω), η′ = ζ(ω′), we obtain∫ 2ω
0
dy
℘(y − ω′)− e˜j =
1
℘′(αj)
[4ωζ(αj)− 4αjη]. (52)
Here σ(z) = σ(z; g2, g3) and ζ(z) = ζ(z; g2, g3) are the Weierstrass σ-
function and the Weierstrass ζ-function, respectively. Therefore, sub-
stituting (50), (51) and (52) into (49) we derive
β1(2ω) = 2ωi− 4Im(λ−3ψ)Re(λ−3ψ)
3∑
j=1
1
H˜2j
1
℘′(αj)
[4ωζ(αj)− 4αjη].
Similarly, from (48) and (52) we derive
β2(2ω) = 4iIm(λ
−3ψ)
∫ 2ω
0
β
6
− ℘(y−ω′)
2
4[℘(y − ω′)]3 − g2℘(y − ω′)− g˜3dy,
= iIm(λ−3ψ)
3∑
j−1
∫ 2ω
0
β
3
− e˜j
2H˜2j
1
℘(y − ω′)− ej dy
= iIm(λ−3ψ)
3∑
j−1
β
3
− e˜j
2H˜2j
1
℘′(αj)
[4ωζ(αj)− 4αjη].
Notice that actually β
3
+ d2d3 = e˜1 holds. From (46) and (52) we
compute
G1(2ω) = 2Im(λ
−3ψ)
∫ ω
0
1
2eu(y) + d2d3
dy
= −2Im(λ−3ψ)
∫ ω
0
dy
℘(y − ω′)− (β
3
+ d2d3)
= −2Im(λ−3ψ)4ωζ(α1)− 4α1η
℘′(α1)
.
Similarly, we obtain
Gj(2ω) = −2Im(λ−3ψ)4ωζ(αj)− 4αjη
℘′(αj)
for j = 2, 3.
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When λ−3ψ is real, it is obvious that β1(2ω) = 2ωi, β2(2ω) = 0 and
Gj(2ω) = 0 holds.
7. Homogeneous minimal Lagrangian immersions into CP 2
In this section we will consider homogeneous minimal Lagrangian
immersions into CP 2 from the point of view of the loop group method.
7.1. Basic results. In our context we consider minimal Lagrangian
immersions for which the group of symmetries acts transitively.
More precisely, we consider minimal Lagrangian immersions f :
M → CP 2, where M is a Riemann surface, and consider their group
of symmetries
ΓfS = {(γ,R) ∈ Aut(M)× SU(3), f(γ · z) = R · f(z) for all z ∈M}.
We will also consider its group ΓfM of projections onto the first com-
ponent
ΓfM = {γ ∈ Aut(M); there exists some R ∈ SU(3) such that
(γ, R) ∈ ΓfS}.
It is easy to see that the following statements hold
Lemma 7.1. The group ΓfS is closed in the Lie group Aut(M)×SU(3)
and the group ΓfM is closed in Aut(M). In particular, both groups are
Lie groups.
Definition 3. A minimal Lagrangian immersion f : M → CP 2 is
homogeneous, if the Lie group ΓfM acts transitively in M .
Remark 7. (1) If a minimal Lagrangian immersion f : M → CP 2 is
homogeneous, then it is clear that also its lift to the universal cover M˜
of M is homogeneous.
(2) We can replace, without loss of generality, all groups considered
so far by their connected components containing the identity element
I.
(3) Since homogeneity implies that the groups under consideration
are Lie groups, a homogeneous minimal Lagrangian immersion is in
particular equivariant.
7.2. Homogeneous minimal Lagrangian surfaces defined on simply-
connected Riemann surfaces. As pointed out in (3) of the remark
above, the notion of “homogeneous” implies “equivariant”, but, obvi-
ously, is much stronger. This will show up clearly in the discussion
below.
26 JOSEF F. DORFMEISTER AND HUI MA
Since there are exactly three simply connected Riemann surfaces,
namely the Riemann sphere S2, the unit disk D, and the complex
plane C, we will separate the discussion accordingly.
7.2.1. The case M = S2. The case of S2 is very special, since then
the cubic differential ψ on S2 vanishes identically. As pointed out in
[7], this implies that the normalized potential of such an immersion
is nilpotent and only depends on one function. As a consequence,
the normalized potential can be assumed (almost everywhere, at least
locally after some change of coordinates) to be constant, and, since
ψ = 0, to be nilpotent. Therefore, as stated explicitly in [7], one can
carry out the loop group method explicitly and obtains that the image
of f is contained in some isometric image of RP 2. The same result
has been obtained before by classical differential geometric methods in
[11, 17].
We thus obtain:
Theorem 7.2. Every minimal Lagrangian immersion f : S2 → CP 2 is
homogeneous and f(S2) is, up to isometries of CP 2 contained in RP 2.
7.2.2. The case M = D. In this case the group ΓfM is a closed subgroup
of Aut(D) = SL(2,R) which acts transitively on D. Now it is easy to
see, by performing a Levi decomposition of ΓfM and then an Iwasawa
decomposition of its semi-simple part that ΓfM actually contains (up
to conjugation) the group of upper triangular matrices ∆ in SL(2,R)
for which the diagonal elements are positive. But the image of the
connected solvable group ∆ in SU(3) under the monodromy represen-
tation needs to be unitary. Therefore, the kernel of the monodromy
representation has at least dimension 1 and the image of f would be
one-dimensional.
Theorem 7.3. There does not exist any homogeneous, minimal La-
grangian immersion f : D→ CP 2 .
7.2.3. The case M = C. This case is slightly more complicated. The
basic result is
Theorem 7.4. If f : C→ CP 2 is a homogeneous minimal Lagrangian
immersion, the the group ΓfM contains, up to conjugation, the subgroup
of all translations of C.
Proof. We note that any element X of the Lie algebra of Aut(C) can
be represented in the form
X =
(
u v
0 0
)
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Choosing the base point z = 0, then the transitivity of the action
means that all v ∈ C will occur (with a certain u = u(v)).
If there is a transitive subgroup such that all elements of its Lie
algebra have u = 0, then this subalgebra consists of translations only
and the claim follows.
Assume now there exists some X with u 6= 0. Then it is straightfor-
ward to see that there exists some z0 ∈ C such that exp(tX) · z0 = z0
for all t ∈ R, where z0 does not depend on t.
Hence, after a change of the base point we can assume that X is
of the form v = 0. But then, it is clear, that the commutators of
such an X with an arbitrary Y of the Lie algebra of some transitive
group under consideration form a two-dimensional Lie algbera and only
consist of translations. Hence we obtain an abelian, transitive group
of translations. 
Now we obtain (also see [11, 17])
Theorem 7.5. Every homogeneous minimal Lagrangian immersion f :
C→ CP 2 is isometrically isomorphic with the Clifford torus.
Proof. Every homogeneous minimal Lagrangian immersion is a doubly
equivariant immersion. Therefore the metric and the cubic differential
both are constant. As a consequence, the Maurer-Cartan form of the
frame F is constant. Writing F−1dF = Xdz+ τ(X)dz¯, we observe that
the integrability condition implies [X, τ(X)] = 0. Since X is of the
form X = λ−1X−1 + X
′
0 and F(z, z¯, λ) = exp(zX) exp(z¯τ(X)) we see
that the immersion is generated by the potential X . A straightforward
computation shows that [X, τ(X)] = 0, which implies X0 = 0. There-
fore the potential X is a vacuum, whence the immersion is isometrically
isomorphic to the Clifford torus (see Section 3). 
Remark 8. The classification of all homogeneous minimal surfaces
and the classification of all homogeneous surfaces in CP 2 have been
discussed in [11, 17], respectively. Here we just consider the classifica-
tion of homogeneous minimal Lagrangian surfaces using the loop group
method. For the surfaces under consideration the proof is quite simple
and direct.
Acknowledgments. The second author would like to express her sin-
cere gratitude to Professor Robert Conte for his guidance on elliptic
functions.
References
[1] F.E. Burstall and M. Kilian, Equivariant harmonic cylinders, Q. J. Math. 57
(2006), 449–468.
28 JOSEF F. DORFMEISTER AND HUI MA
[2] F.E. Burstall and F. Pedit, Dressing orbits of harmonic maps, Duke Math. J.
80 (1995), 353–382.
[3] I. Castro and F. Urbano, New examples of minimal Lagrangian tori in the
complex projective plane, Manuscirta Math. 85(1994), no.3-4, 265–281.
[4] J. Dorfmeister and G. Haak, On symmetries of constant mean curvature sur-
faces, part I: general theory, Tohoku Math. J. 50 (1998), 437–154.
[5] J. Dorfmeister and G. Haak, On symmetries of constant mean curvature sur-
faces. II. Symmetries in a Weierstra-type representation, Int. J. Math. Game
Theory Algebra 10 (2000), no. 2, 121–146
[6] J. Dorfmeister and H. Ma, A new look at equivariant minimal Lagrangian
surfaces in CP 2, arXiv: 1502.04877v1, 2015.
[7] J. Dorfmeister and H. Ma, Minimal Lagrangian surfaces in CP 2 via the loop
group method. in preparation.
[8] J. Dorfmeister, F. Pedit and H. Wu, Weierstrass type representation of har-
monic maps into symmetric spaces, Comm. Anal. Geom. 6 (1998), 633–668.
[9] J. Dorfmeister and P. Wang, On symmetric Willmore surfaces in spheres I:
the orientation preserving case, preprint, arXiv:1404.4278v1, 2014.
[10] J. Dorfmeister and H. Wu, Construction of constant mean curvature n-noids
from holomorphic potential, Math. Z. 258 (2008), 773–803.
[11] J.-H. Eschenburg, I.V. Guadalupe and R. de A. Tribuzy, The fundamental
equations of minimal surfaces in CP 2, Math. Ann. 270 (1985), no. 4, 571598
[12] H.M. Farkas and I. Kra, Riemann Surfaces, Springer, Berlin, Heidelberg, New
York, 1991.
[13] G.D. Ludden, M. Okumura and K. Yano, A totally real surface in CP 2 that is
not totally geodesic, Proc. Amer. Math. Soc. 53 (1975), 186–190.
[14] H. Ma and Y. Ma, Totally real minimal tori in CP 2, Math. Z. 249 (2005),
241–267.
[15] T. Sotjthar, Weierstrass Elliptic and Related Functions, Handbook of
Mathematical Functions with Formulas, Graphs, and Mathematical Tables,
M. Abramowitz and I.A. Stegun, eds., New York: Dover Publications. 1972.
[16] S.T. Yau, Submanifolds with constant mean curvature. I. Amer. J. Math. 96
(1974), 346–366.
[17] C.P. Wang, The classification of homogeneous surfaces in CP 2. Geometry and
topology of submanifolds, X (Beijing/Berlin, 1999), World Sci. Publishing,
River Edge, NJ, 2000, pp. 303314
Fakulta¨t Fu¨r Mathematik, TU-Mu¨chen, Boltzmann Str. 3, D-85747,
Garching, Germany
E-mail address : dorfm@ma.tum.de
Department of Mathematical Sciences, Tsinghua University, Beijing
100084, P.R. China
E-mail address : hma@math.tsinghua.edu.cn
