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MINIMAL GRAPHS AND DIFFERENTIAL INCLUSIONS
RICCARDO TIONE
Abstract. In this paper, we study the differential inclusion associated to the minimal surface system
for two-dimensional graphs in R2+n. We prove regularity of W 1,2 solutions and a compactness result for
approximate solutions of this differential inclusion in W 1,p. Moreover, we make a perturbation argument
to infer that for every R > 0 there exists α(R) > 0 such that R-Lipschitz stationary points for functionals
α-close in the C2 norm to the area functional are always regular. We also use a counterexample of [16]
to show the existence of irregular critical points to inner variations of the area functional.
Keywords: Area functional, differential inclusions, regularity in two dimensions, stationary points, poly-
convexity.
MSC (2010): 35B20 - 35B65 - 49Q05 - 58E12.
1. Introduction
The history of the study of stationary graphs for the area function (sometimes called minimal graphs)
is extremely rich, see [10, Chapter 6], [9, Chapter 11] and [26] for a more geometric approach. Consider Ω
convex open set and a Lipschitz function u : Ω ⊂ Rk → Rn, such that the graph (x, u(x)) is a stationary
point for the area function in Rk+n. In other words, u solves the following system

k∑
i,j=1
∂
∂xi
(√
ggij
∂uℓ
∂xj
)
= 0, ℓ ∈ {1, . . . , n};
k∑
i=1
∂
∂xi
√
ggij = 0, j ∈ {1, . . . , k},
(1)
where (gij) = (gij)−1, gij = (Dui, Duj) and g = det((gij)). In the case n = k + 1, the work of many
mathematicians such as F. Almgren, E. Bombieri, E. De Giorgi, E. Giusti, H. Jenkins, J. Serrin, J. Simons
and others has given a fairly complete understanding of the problem (see [9,11,20]). In the case n > k+1,
the problem is more complicated and many properties of solutions of (1) in the codimension-one case fail
in the higher-codimension case. In the seminal paper [19], L. B. Lawson and R. Osserman proved that
in general the Dirichlet problem associated to (1) has no unique solution and that its solutions are not
always stable. Concerning the regularity of such solutions, Lawson and Osserman showed that if k ≥ 4 and
n+ k ≥ 7, then singular Lipschitz stationary graphs exist. Some years later, D. Fischer-Colbrie proved in
[8] that if k = 2, 3 then every Lipschitz stationary graph is smooth. For later developments of the theory,
see also [12, 32, 33].
Let us consider any polyconvex (i.e. a convex function of the subminors of a matrix X) f : Rn×2 → R
of class C1 and let us fix a convex, bounded and open set Ω ⊂ R2. The equations of (1) are a particular
case of the system that a stationary point for an energy of the form
Ef (u)
.
=
ˆ
Ω
f(Du) dx, for u ∈ Lip(Ω,Rn),
1
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solves. If
f(X) =
√
1 + ‖X‖2 +
∑
1≤a≤b≤n
det(Xab)2, ∀X ∈ Rn×2,
then Ef (·) measures the area of the graph (x, u(x)). In this case, we will denote f(·) = A(·), and we will
call it the area function. We say that u ∈W 1,p (for p ≥ 2) is a stationary point for f if u is a critical point
with respect to both outer and inner variations, i.e. if u solves

ˆ
Ω
〈(Df)(Du), Dv〉dx = 0, ∀v ∈ C1c (Ω,Rn),ˆ
Ω
〈(Df)(Du), DuDΦ(x)〉dx−
ˆ
Ω
f(Du) div(Φ) dx = 0, ∀Φ ∈ C1c (Ω,R2).
(2)
It can be shown, see [4], that the graphs of functions u satisfying the previous system are actually station-
ary in the sense of varifolds.
In order to study the solutions of (2), we recast (2) as a differential inclusion. First of all, we rewrite
(2) in its classical form {
div(Df(Du)) = 0,
div((Du)TDf(Du)− f(Du) id) = 0.
Then, using Poincaré’s Lemma, we infer that u is a solution of system (2) if and only if there exist functions
v : Ω→ Rn and w : Ω→ R2 such that the function
U =

 uv
w

 : Ω→ R2n+2
fulfills
DU(x) ∈ Cf =

Y ∈ R(2n+2)×2 : Y =

 XDf(X)J
XTDf(X)J − f(X)J



 , for a.e. x ∈ Ω, (3)
where J ∈ R2×2 is a symplectic matrix, i.e. JT = −J , J2 = − id. From now on, we will use the following
notation:
Af (X)
.
= Df(X)J and Bf (X)
.
= XTDf(X)J − f(X)J.
When f = A, we will simply write A(X), B(X) instead of Af (X), Bf (X) and CA for the set of matrices
of (3). We remark that U is a solution of (3) with f = A if and only if u solves (1).
Differential inclusions have been extensively studied in the last years, mainly in connection to the
so-called convex integration methods. The underlying idea is to rewrite a system of PDE’s as a relation
of the form
Du ∈ K, (4)
where K ⊂ Rn×2 and u ∈ W 1,p(Ω;Rn), p ∈ [1,+∞] and then studying solutions of the system through
properties of K. The most natural questions we can ask about (4) are: which properties of K guarantee
that
(i) any W 1,p-equibounded sequence un for which dist(Dun,K) converges weakly to 0 converges in some
stronger topology and up to subsequences to a solution u of (4)?
(ii) are solutions of (4) more regular than merely W 1,p?
We will refer to (i) as "compactness for approximate solutions of the differential inclusion" and to (ii)
as "regularity for the differential inclusion". A necessary condition to get (i) is that K does not contain
rank-one connections, i.e. rank(A − B) = 2, ∀A,B ∈ K,A 6= B (see [16, Chapter 1]). This condition is
also sufficient when n = 2 and K is connected (as proved in [31]), but for n > 2 it is not. This fact is
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exploited in [24, 29], where, using convex integration methods, S. Müller & V. Šverák and L. Székelyhidi
found striking counterexamples to both (i) and (ii) in the case
K =
{
Y ∈ R4×2 : Y =
(
X
Df(X)J
)}
, (5)
f : R2×2 → R being a quasiconvex function (in [24]) or a polyconvex function (in [29]). For the definition
of quasiconvex function, we refer the reader to [24]. On the other hand, it is possible to prove (partial)
regularity for minimizers of quasiconvex energies, see for instance [5,18]. Notice that every stationary point
is in particular a critical point for outer variations and every minimizer is a stationary point. Therefore, an
important open question in the field of vectorial Calculus of Variations is whether for general polyconvex
(or quasiconvex) functions (3) admits non-regular solutions as in [24,29] or if (i) and (ii) hold (or, without
using the language of differential inclusions, if one can prove partial regularity for stationary points as in
[5, 18]).
The results of this paper are in the opposite direction than the ones of [24, 29], in the sense that
we prove (i) and (ii) for particular cases of (3). Our research was driven by V. Šverák’s results in [31]. In
that article, the author studied differential inclusions
Du ∈ K,
where K is a connected, compact subset of R2×2, and u : Ω→ R2 a Lipschitz function. Roughly speaking,
in order to gain (i) (see [31, Theorem 1]), it is sufficient for K to fulfill:
c det(X − Y ) > 0, ∀X 6= Y,X, Y ∈ K,
for some c ∈ R \ {0}. To guarantee (ii) (for instance, Du ∈ C0,α for some α > 0), a stronger inequality is
needed:
c det(X − Y ) ≥ ‖X − Y ‖2, ∀X,Y ∈ K,
for some c ∈ R \ {0} (see [31, Theorem 3]). In view of these results, it becomes clear that in order to
guarantee (i) and (ii) one needs to carefully study the signs of the subdeterminants of matrices in K.
Similar considerations were also made in [6, 17, 30].
Let us outline the structure of the paper and state our main results, in order to clarify how we use
Šverák’s ideas to obtain information on our differential inclusion. In Section 2, we write explicitely CA
and prove basic growth estimates of A. In Section 3, we show the smoothness of the solutions of the
differential inclusion
Dw ∈ {Y ∈ R2×2 : Y = B(X), X ∈ Rn×2}
through Monge-Ampère equation regularity result. Section 4 is devoted to the proof of Theorem 4.1. This
result, combined with the Monge-Ampère results proved in the previous section, gives us the necessary
information on the signs of the subdeterminants of the differential inclusion. Indeed in Section 5 we prove
the first of our main results:
Theorem (Compactness of the differential inclusion). Suppose Un : Ω→ R2n+2 is an equibounded sequence
in W 1,p(Ω;R2n+2) for p > 2. Ifˆ
Ω
dist(DUn(x), CA)η(x)→ 0, ∀η ∈ C∞c (Ω),
then, up to a (non-relabeled) subsequence, Un converges strongly in W 1,p¯ to a function U : Ω→ R2n+2, for
every 1 ≤ p¯ < p. Moreover, DU(x) ∈ CA for a.e. x ∈ Ω.
Finally, in Section 6, we prove a perturbation argument, through which we establish regularity for
Lipschitz solutions of more general energies than the one induced by the area:
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Theorem. For every R > 0, there exists α = α(R) > 0 such that, if f is a Ck(R(2n+2)×2) function, k ≥ 2,
with the property that
‖f −A‖C2(B2R(0)) ≤ α,
and U : Ω→ R2n+2 is a Lipschitz solution of
DU(x) ∈ Cf , for a.e. x ∈ Ω
with
‖DU‖∞ ≤ R,
then U ∈ Ck−1,ρ(Ω), for some positive ρ < 1.
We end this paper with Section 7, where we show the following:
Theorem. Let Ω be an open and bounded subset of R2. There exists a map ψ ∈ W 1,p(Ω,R2) for some
p > 2 that solves
curl(B(Dψ)) = 0,
and such that for every open V ⊂ Ω, ψ is not C1(V).
This result shows that inner variations are in general not sufficient to guarantee any kind of regularity
of solutions. The proof is based on a simple linear algebra lemma, Lemma 7.2. This is combined with the
counterexample built by B. Kirchheim in [16, Example 4.41], that in turn is based on the construction
of a Lipschitz non-affine map attaining exactly five matrices as gradients. There are various results in
the literature concerning critical points for inner variations, and in particular showing that they are not
sufficient to yield continuity of the first derivatives of solutions. In [13], the authors show that critical
points to the inner variation equation with positive determinant for a certain class of energies are always
Lipschitz, but need not be C1. In [27, 28], the authors construct weak singular solutions to the inner
variation equations lying in the Sobolev space W 1,p, 1 ≤ p < n, where n is the dimension of the domain.
To the best of our knowledge, the aforementioned result is new for the area functional, and has been
included in the paper as part of the analysis of the regularity properties of solutions to the differential
inclusion associated to the area.
Aknowledgements. I would like to thank my advisor, Camillo De Lellis, for posing this question and
for helpful discussions. I would also like to thank Guido De Philippis, for his interest in this problem and
for his suggestions, Antonio De Rosa and Maria Strazzullo, for helping me check some computations, and
Yash Jhaveri, for discussions about Monge-Ampère equation.
2. The area functional
In this section we rewrite the partial differential system defining a stationary graph for the area func-
tional as a differential inclusion. Let us consider the area functional on graphs A : Rn×2 → R:
A(X) =
√
1 + ‖X‖2 +
∑
1≤a≤b≤n
det(Xab)2,
where Xab is the 2 × 2 submatrix obtained from X considering just the a-th and the b-th rows. Denote
with cof(M) the matrix for which M cof(M) = det(M) id2,for every M ∈ R2×2. Explicitely, if
M =
(
a b
c d
)
,
then
cof(M) =
(
d −b
−c a
)
.
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We compute
DA(X) = X +
∑
1≤a≤b≤n det(X
ab)Cab(X)
A(X) , (6)
where Cab(X) denotes the n× 2 matrix defined as
(Cab(X))ij =
{
0, if i 6= a or i 6= b
(cof(Xab)T )ij , otherwise.
From (6), it also follows that
XTDA(X)−A(X) Id = X
TX +
∑
a≤b det(X
ab)2 Id−A2(X) Id
A(X) =
XTX − (1 + ‖X‖2) Id
A(X) .
Let us fix the symplectic matrix to be
J
.
=
(
0 1
−1 0
)
.
We will study the following particular case of (3):
DU(x) ∈ CA =

 XA(X)
B(X)

 , for a.e. x ∈ Ω (7)
where U : Ω → R2n+2 is a function in a Sobolev space (its regularity will be discussed at the end of this
section). We will always use the following notation for a map U with the property (7):
U =

 uv
w

 , u, v : Ω→ Rn, w : Ω→ R2,
so that U satisfies (7) if and only if Dv(x) = A(Du(x)) and Dw(x) = B(Du(x)) for a.e. x ∈ Ω. Let us
make some preliminary computations that we will need in the paper. Namely:
Lemma 2.1. The following hold
(1) ‖A(X)‖ ≤ 2‖X‖;
(2) 1+‖X‖
2
2A(X) ≤ ‖B(X)‖ ≤ 2(1 + ‖X‖);
Proof. In this proof, we will make use of the Cauchy-Binet Theorem (see [1, Proposition 2.69]), that asserts
the identity
∑
1≤a≤b≤n det(X
ab)2 = det(XTX). To prove (1), we write
‖A(X)‖2 = ‖X +
∑
1≤a≤b≤n det(X
ab)CTab(X)‖2
(1 + ‖X‖2 + det(XTX)
≤ 2‖X‖
2 +
∑
1≤a≤b≤n det(X
ab)2‖CTab(X)‖2
1 + ‖X‖2 + det(XTX)
≤ 2‖X‖
2 +
∑
1≤a≤b≤n det(X
ab)2‖Xab‖2
1 + ‖X‖2 + det(XTX)
≤ 2‖X‖21 +
∑
1≤a≤b≤n det(X
ab)2
1 + ‖X‖2 + det(XTX)
= 2‖X‖2 1 + det(X
TX)
1 + ‖X‖2 + det(XTX) < 2‖X‖
2.
To prove (2), we again write
‖B(X)‖2 = ‖X
TX − (1 + ‖X‖2) id2 ‖2
1 + ‖X‖2 + det(XTX)
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=
‖XTX‖2 + 2(1 + ‖X‖2)2 − 2‖X‖2 − 2‖X‖4
1 + ‖X‖2 + det(XTX)
=
‖XTX‖2 + 2 + 2‖X‖2
1 + ‖X‖2 + det(XTX) .
It is easy to see that
1
4
‖X‖4 ≤ ‖XTX‖2 ≤ 4‖X‖4.
Therefore, we get the estimates
4−1‖X‖4 + 2 + 2‖X‖2
1 + ‖X‖2 + det(XTX) ≤ ‖B(X)‖
2 ≤ 4‖X‖
4 + 2 + 2‖X‖2
1 + ‖X‖2 + det(XTX) ,
and we deduce that
1
4
‖X‖4 + 1 + 2‖X‖2
1 + ‖X‖2 + det(XTX) ≤ ‖B(X)‖
2 ≤ 4 ‖X‖
4 + 1 + 2‖X‖2
1 + ‖X‖2 + det(XTX) .
Using the fact that det(XTX) ≥ 0, rewriting ‖X‖4 + 1 + 2‖X‖2 = (1 + ‖X‖2)2, and taking the square
root of the terms of the inequalities, we get
1 + ‖X‖2
2A(X) ≤ ‖B(X)‖ ≤
√
4
1 + ‖X‖2√
1 + ‖X‖2 = 2
√
1 + ‖X‖2.
Hence also the second estimate is proven. 
With the previous lemma, we immediately get
Corollary 2.2. For any p ≥ 1, if u ∈W 1,p(Ω), and U satisfies (7), then U ∈ W 1,p(Ω).
3. Properties of B(·)
In this section, we prove some properties of the matrix field B(X). In Proposition 3.2 we show how
these imply the smoothness of the function w in (7). We recall that
B(X) =
XTXJ − (1 + ‖X‖2)J
A(X) . (8)
Lemma 3.1. The following properties hold:
(i) tr(B(X)) = 0, ∀X;
(ii) B(X)12 < 0, B(X)21 > 0, ∀X;
(iii) det(B(X)) = 1.
Proof. Let us write B(X) explicitely. Denote with X1, X2 the column vectors of Rn representing the
columns of the matrix X . First,
XTXJ =
( ‖X1‖2 (X1, X2)
(X1, X2) ‖X2‖2
)
J =
( −(X1, X2) ‖X1‖2
−‖X2‖2 (X1, X2)
)
.
Therefore,
A(X)B(X) = XTXJ − (1 + ‖X‖2)J =
( −(X1, X2) ‖X1‖2
−‖X2‖2 (X1, X2)
)
−
(
0 1 + ‖X‖2
−1− ‖X‖2 0
)
,
and
A(X)B(X) = XTXJ − (1 + ‖X‖2)J =
( −(X1, X2) −1− ‖X2‖2
1 + ‖X1‖2 (X1, X2)
)
. (9)
Since A(X) is always positive, we can divide the previous expressions by A(X) to infer (i) and (ii). In
order to prove the third property, we compute:
A2(X) det(B(X)) = 1 + ‖X‖2 + ‖X1‖2‖X2‖2 − (X1, X2)2 = 1 + ‖X‖2 + det(XTX) = A2(X).
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Again the positivity of A(X) implies the conclusion of (iii). 
We now consider properties of the differential inclusion
Dw(x) = B(Du(x)), for a.e. x ∈ Ω (10)
for w ∈ W 1,2(Ω). By (i) of Lemma 3.1 we have div(w) = 0. Therefore, w = (w1, w2) can be rewritten as
w = (−∂2z, ∂1z)
for some z ∈W 2,2(Ω). Consequently, (10) is rewritten as( −∂12z −∂22z
∂11z ∂12z
)
= B(Du).
Using properties (ii) and (iii) of Lemma 3.1, we find that z enjoys the following properties

det(D2z) = 1 a.e.,
∆z > 0 a.e.,
z ∈W 2,2(Ω).
(11)
In the next Proposition, we will exploit some fundamental results concerning solutions to the Monge-
Ampère equation. We refer the reader to [7] for the definitions and the results we will use. In particular,
we refer the reader to [7, Definition 2.1] for the definition of Monge-Ampère measure. Here and in the rest
of the paper, we denote with Lm the m-dimensional Lebesgue measure in Rm.
Proposition 3.2. Suppose z solves (11). Then, z is smooth.
Proof. We just need to prove that z is an Alexandrov solution of the Monge-Ampère equation, and then
apply the classical regularity results for the Monge-Ampère equation. It is not restrictive to prove the
result on balls Br(x¯) ⊂ Ω such that Br(x¯) ⊂ BR(x¯) ⊂ Ω. Consider a standard mollification kernel ρε, i.e.
ρε ∈ C∞c (R2), spt(ρε) ⊂ Bε(0), ρε ≥ 0,
´
R2
ρε(x) dx = 1 for every ε > 0. Finally, define zε(x)
.
= (z ⋆ ρε)(x),
for ε ≤ R−r2 . We exploit the embedding
C0(Ω) ∩ L∞loc(Ω) ⊂W 2,2(Ω) (12)
to argue that z is continuous in Br(x¯). We also prove that it is convex on Br(x¯). For every x ∈ Br(x¯) and
for every v ∈ R2, we compute
(D2zε(x)v, v) =
ˆ
R2
ρε(y + x)(D2z(y)v, v) dy > 0.
Therefore, zε is a sequence of convex functions converging in the C0(Br(x¯)) topology to z. Thus, z must
be convex too. Denote with µz and µzε the Monge-Ampère measures associated to z and zε respectively.
We need to show that
µz = det(D2z)L2xBr(x¯).
To do so, first we notice that the W 2,2 convergence of zε to z imply that det(D2zε) → det(D2z) in the
L1- norm. Moreover we use [7, Proposition 2.6] to infer that the Monge-Ampère measures associated to
zε converge weakly in the sense of measures to the Monge-Ampère measure associated to z. From the
regularity of zε, we infer µzε = det(D
2zε)L2xBr(x¯), hence for every g ∈ Cc(Br(x¯)) we have:ˆ
Br(x¯)
gdµε =
ˆ
Br(x¯)
g(x) det(D2zε)(x) dx →
ˆ
Br(x¯)
g det(D2z) dx
and ˆ
Br(x¯)
gdµε →
ˆ
Br(x¯)
gdµ.
We infer µ = det(D2z)L2xBr(x¯) = L2xBr(x¯). Hence, z is an Alexandrov solution to det(D2z) = 1. It
follows that z is strictly convex by [7, Theorem 2.19] and smooth by [7, Theorem 3.10]. 
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Let us conclude this section with another important property of B(X) that follows from a direct com-
putation, see also [31, Section 6]:
Proposition 3.3. For all R > 0, there exists µ = µ(R) > 0 such that if ‖X‖, ‖Y ‖ ≤ R, then
det(B(X)−B(Y )) ≤ −µ‖B(X)−B(Y )‖2. (13)
4. Bounds on the subdeterminants and regularity
Theorem 4.1. For every number k ≥ 0 there exists positive numbers C(k), δ(k) > 0 such that for every
couple (X,Y ) ∈ Rn×2 × Rn×2 the following holds:
− 〈(A(X)−A(Y ))J,X − Y 〉+ C‖B(X)−B(Y )‖min{‖Y ‖, ‖X‖}‖X − Y ‖ ≥ δ‖X − Y ‖2, (14)
provided that
max{‖B(X)‖, ‖B(Y )‖} ≤ k.
Remark 4.2. Let us use the following notation: α(X)
.
= −B12(X), β(X) .= B21(X), γ(X) .= −B11(X).
These functions were explicitly written in Lemma 3.1. Notice that, as it was proved in (iii) of Lemma 3.1:
α(X)β(X)− γ2(X) = det(B(X)) = 1, ∀X ∈ Rn×2 (15)
Proof. For a matrix M ∈ Rn×2, we use the notation
M =


m11 m12
m21 m22
. . . . . .
mn1 mn2

 ,
and we write M1, M2 for the first and second column of M , respectively, i.e.
M1 =


m11
m21
. . .
mn1

 and M2 =


m12
m22
. . .
mn2


First of all, we compute
A(X)DA(X)j1 = xj1 −
j−1∑
i=1
xi2(xi1xj2 − xi2xj1) +
n∑
i=j
xi2(xj1xi2 − xj2xi1)
= xj1 −
j−1∑
i=1
xi2(xi1xj2 − xi2xj1) +
n∑
i=j
xi2(xj1xi2 − xj2xi1)
= xj1(1 + ‖X2‖2)− (X1, X2)xj2
and
A(X)DA(X)j2 = xj2 +
j−1∑
i=1
xi1(xi1xj2 − xi2xj1)−
n∑
i=j
xi1(xj1xi2 − xj2xi1)
= xj2(1 + ‖X1‖2)− (X1, X2)xj1.
Using the notation of Remark 4.2
DA(X)j1 = β(X)xj1 − γ(X)xj2 and DA(X)j2 = α(X)xj2 − γ(X)xj1.
Assume, without loss of generality, that ‖X‖ ≥ ‖Y ‖. We can write
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(DA(X)j1 −DA(Y )j1)(xj1 − yj1)
= (β(X)xj1 − β(Y )yj1)(xj1 − yj1)− (γ(X)xj2 − γ(Y )yj2)(xj1 − yj1)
= β(X)(xj1 − yj1)2 + (β(X)− β(Y ))yj1(xj1 − yj1)− (γ(X)xj2 − γ(Y )yj2)(xj1 − yj1)
= β(X)(xj1 − yj1)2 + (β(X)− β(Y ))yj1(xj1 − yj1)− γ(X)(xj2 − yj2)(xj1 − yj1)
+ (γ(Y )− γ(X))yj2(xj1 − yj1)
and
(DA(X)j2 −DA(Y )j2)(xj2 − yj2)
= (α(X)xj2 − α(Y )yj2)(xj2 − yj2)− (γ(X)xj1 − γ(Y )yj1)(xj2 − yj2)
= α(X)(xj2 − yj2)2 + (α(X)− α(Y ))yj2(xj2 − yj2)− (γ(X)xj1 − γ(Y )yj1)(xj2 − yj2)
= α(X)(xj2 − yj2)2 + (α(X)− α(Y ))yj2(xj2 − yj2)− γ(X)(xj1 − yj1)(xj2 − yj2)
+ (γ(Y )− γ(X))yj1(xj2 − yj2).
Therefore
− 〈(A(X)−A(Y ))J,X − Y 〉 = 〈DA(X)−DA(Y ), X − Y 〉
=
n∑
j=1
(DA(X)j1 −DA(Y )j1)(xj1 − yj1) +
n∑
j=1
(DA(X)j2 −DA(Y )j2)(xj2 − yj2)
=
∑
j
β(X)(xj1 − yj1)2 − 2γ(X)(xj2 − yj2)(xj1 − yj1) + α(X)(xj2 − yj2)2
+ (γ(Y )− γ(X))yj2(xj1 − yj1) + (α(X)− α(Y ))yj2(xj2 − yj2)
+ (γ(Y )− γ(X))yj1(xj2 − yj2) + (β(X)− β(Y ))yj1(xj1 − yj1).
(16)
First, we claim that there exists a constant δ = δ(k) independent of X such that, for every X for which
‖B(X)‖ ≤ k and for every a, b ∈ R
− 2|γ(X)|ab+ β(X)a2 + α(X)b2 ≥ δ(a2 + b2). (17)
Fix X . Since α(X) + β(X) ≥ 2, either β(X) ≥ 1 or α(X) ≥ 1. Without loss of generality, we can suppose
β(X) ≥ 1. Therefore, if b = 0, we can choose any δ < 1. If b 6= 0, we divide the expression by b2 and claim
(17) becomes equivalent to
(β(X)− δ)x2 − 2|γ(X)|x+ (α(X)− δ) ≥ 0, ∀x ∈ R.
Taking into account (15), i.e. γ2 = αβ − 1, the discriminant of the previous equation becomes
∆(X)δ = 4γ
2 − 4(α(X)− δ)(β(X)− δ) = −4− 4δ2 + 4δ(α(X) + β(X)).
Since β(X) and α(X) are both uniformly bounded, we can choose some small δ < 1 depending only on
k (so, in particular, independent of X) for which ∆(X)δ < 0 for every X such that ‖B(X)‖ ≤ k. This
implies that the polynomial x 7→ (β(X)−δ)x2−2γ(X)x+(α(X)−δ) has no real root. Since β(X) ≥ 1 > δ
by assumption, then the polynomial is positive for large values of x, therefore it is positive everywhere,
as we wanted. Having shown the claim, we can apply inequality (17) with a =
√∑
j(xj1 − yj1)2 and
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b =
√∑
j(xj2 − yj2)2 to deduce that∑
j
(β(X)(xj1 − yj1)2 − 2γ(X)(xj2 − yj2)(xj1 − yj1) + α(X)(xj2 − yj2)2)
≥ β(X)
∑
j
(xj1 − yj1)2 + α(X)
∑
j
(xj2 − yj2)2 − 2|γ(X)|
√∑
j
(xj1 − yj1)2
√∑
j
(xj2 − yj2)2)
≥ δ
∑
j
((xj1 − yj1)2 + (xj2 − yj2)2) = δ‖X − Y ‖2.
(18)
We also estimate:
(γ(Y )− γ(X))yj2(xj1 − yj1) ≥ −|γ(Y )− γ(X)|‖Y ‖‖X − Y ‖,
(α(X)− α(Y ))yj2(xj2 − yj2) ≥ −|α(Y )− α(X)|‖Y ‖‖X − Y ‖,
(γ(Y )− γ(X))yj1(xj2 − yj2) ≥ −|γ(Y )− γ(X)|‖Y ‖‖X − Y ‖,
(β(X)− β(Y ))yj1(xj1 − yj1) ≥ −|β(Y )− β(X)|‖Y ‖‖X − Y ‖.
(19)
By the definition of α, β and γ, 2|γ(Y )− γ(X)|+ |α(Y )−α(X)|+ |β(Y )− β(X)| ≤ C1‖B(X)−B(Y )‖,
where C1 > 0 is an universal constant. Combining (18) and (19), we finally estimate in (16):
∑
j
(
β(X)(xj1 − yj1)2 − 2γ(X)(xj2 − yj2)(xj1 − yj1) + α(X)(xj2 − yj2)2
)
+
∑
j
(γ(Y )− γ(X))yj2(xj1 − yj1) +
∑
j
(α(X)− α(Y ))yj2(xj2 − yj2)
+
∑
j
(γ(Y )− γ(X))yj1(xj2 − yj2) +
∑
j
(β(X)− β(Y ))yj1(xj1 − yj1)
≥ δ‖X − Y ‖2 − nC1‖B(X)−B(Y )‖‖Y ‖‖X − Y ‖.
This estimate completes the proof of (14). 
4.1. Regularity of the Differential Inclusion. The regularity of W 1,2 solutions of (7) is surely a well-
known result to the experts of the field. Since we could not find a reference of this fact in the literature
and the argument is very short, we give a proof here.
Proposition 4.3. Every W 1,2 solution U of (7) is smooth.
Proof. From the proof of the previous theorem, we know that
DA(X)j1 = β(X)xj1 − γ(X)xj2 and DA(X)j2 = α(X)xj2 − γ(X)xj1.
The equation
div(DA(Du)) = 0
reads, for every j ∈ {1, . . . , n},
∂1(β(Du)∂1uj − γ(Du)∂2uj) + ∂2(α(Du)∂2uj − γ(Du)∂1uj) = 0, (20)
where u = (u1, . . . , un). The previous equation has to be intended in the weak sense. In (3.2) it is showed
that α(Du), β(Du), γ(Du) are smooth functions. Moreover, the matrix
M(Du) = (BJ)T (Du) =
(
β(Du) −γ(Du)
−γ(Du) α(Du)
)
is locally bounded in the sense of quadratic forms above and below by
c1 id ≤M(Du(x)) ≤ c2 id (21)
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for two positive constants c1 ≤ c2. The argument to prove (21) is exactly the same as the one used to prove
(17). Therefore, every uj is the weak solution to a second order elliptic equation with smooth coefficients,
(20). It is well known that solutions to this class of equations are smooth. 
Remark 4.4. This is not the first time that regularity results for the Monge-Ampère equation have been
exploited to obtain regularity for the minimal surface equation. In [25], this connection is used to prove
Bernstein’s theorem (i.e., that the only solution to the minimal surface equation/system in the whole R2
are affine functions) for 2-dimensional minimal graphs in R3. We remark that, in view of the well-known
Bernstein property for solutions of Monge-Ampère equation (see [25]), Proposition 3.2 and Proposition 4.3
immediately give Bernstein’s property for W 1,∞ 2-dimensional minimal graphs in Rn+2.
5. Compactness of the differential inclusion in W 1,p, p > 2
The main result of this section is Theorem 5.4, where we prove the compactness of the differential
inclusion (7). First, we recall some results about Young measure.
5.1. Preliminaries: Young measures. The results we report here are taken from [23, Section 3], to
which we refer the interested reader for a more detailed exposition of the subject. We will denote with
M(Rm) the space of finite and positive measures on Rm.
Theorem 5.1 (Fundamental Theorem on Young measure). Let E ⊂ Rn be a Lebesgue measurable set with
finite measure. Consider a sequence zj : E ⊂ Rd → RN of measurable functions satisfying the condition
sup
j∈N
ˆ
E
‖zj‖s < +∞,
for some s > 0. Then there exists a subsequence zjk and a weak-* measurable map ν : E →M(RN ) such
that for Ld-a.e. x ∈ E, νx ∈ M(RN ) and in addition νx(RN ) = 1. Moreover, for every A ⊂ E, and for
every f ∈ C(RN ), if
f(zjk) is relatively weakly compact in L
1(A),
then,
f(zjk)⇀ f¯ in L
1(A), where f¯(x) = 〈νx, f〉 =
ˆ
RN
f(y)dνx(y).
In this case, we say that zjk generates the Young measure ν.
Corollary 5.2. Let p > 1 and E ⊂ Rd be a Lebesgue measurable set with finite measure. If zj is weakly
convergent in Lp(E) to a function z ∈ Lp(E) and if it generates the Young measure ν, then, for every
f ∈ C(RN ) such that
|f(y)| ≤ C(1 + ‖y‖q), for q < p,
the following holds
f(zj)⇀ f¯,weakly in L
p
q (E).
In particular, the choice f such that f(y) = y, ∀y ∈ RN yields
z(x) = 〈νx, f〉. (22)
Another result, fundamental to establish compactness, is the following [23, Corollary 3.2]:
Corollary 5.3. Suppose that a sequence zj of measurable functions from E to R
N generates the Young
measure ν.
Then
zj → z in measure if and only if νx = δz(x) for Ld-a.e x.
In particular, if zj ∈ Lp(E), for p > 1, and the following hold
(i) zj is weakly convergent in L
p(E) to a function z ∈ Lp(E),
(ii) zj generates the Young measure ν,
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(iii) νx = δz(x) for Ld-a.e x.,
Then,
zj → z in Lq(E), for every 1 ≤ q < p.
5.2. Compactness results. We will make use of the following identity, that can be easily checked by
direct computation
〈X,Y J〉 = −
m∑
i=1
det
(
Xi
Yi
)
(23)
for every X,Y ∈ Rm×2, where Xi, Yi are the i-th rows of the matrices X and Y .
Theorem 5.4 (Compactness of the differential inclusion). Suppose Un : Ω → R2n+2 is an equibounded
sequence in W 1,p(Ω;R2n+2) for p > 2. Ifˆ
Ω
dist(DUn(x), CA)η(x)→ 0, ∀η ∈ C∞c (Ω), (24)
then, up to a (non-relabeled) subsequence, Un converges strongly in W 1,p¯ to a function U : Ω→ R2n+2, for
every 1 ≤ p¯ < p. Moreover, DU(x) ∈ CA for a.e. x ∈ Ω.
Proof. Throughout the proof, we will use the splitting
Λ =

 Λ1Λ2
Λ3

 , Λ1,Λ2 ∈ Rn×2,Λ3 ∈ R2×2 (25)
for every Λ ∈ R(2n+2)×2. We can assume that Un converges weakly in W 1,p to U , and that DUn converges
in the sense of Young measures to {νx}x. We claim that, for almost every x ∈ Ω, we have
(i) spt(νx) ⊆ CA;
(ii)
´
R2n+2
det(Λab)dνx(Λ) = det
((´
R2n+2
Λdνx
)ab)
, ∀1 ≤ a ≤ b ≤ 2n+ 2.
To prove the previous claim, it just suffices to apply the definition of Young measure generated by Un.
Indeed to show (i) consider the function f ∈ C(R(2n+2)×2) defined as f(Λ) .= dist(Λ, CA). The proof of
(ii) is analogous to the one given in [31, Theorem 1]. Moreover, using the equality
det(M1 +M2) = det(M1) + det(M2) + 〈M1, cofT (M2)〉, (26)
valid for every matrices M1,M2 ∈ R2×2, and (ii) of the previous claim, it is easy to see thatˆ
R(2n+2)×2×R(2n+2)×2
det((Λ− Γ)ab)d(νx(Λ)⊗ νx(Γ)) = 0 for a.e. x ∈ Ω,
where νx ⊗ νx denotes the standard product measure constructed with νx. Clearly this implies that for
any collection of numbers tab ∈ R,∑
1≤a≤b≤2n+2
tab
ˆ
R(2n+2)×2×R(2n+2)×2
det((Λ− Γ)ab)d(νx(Λ)⊗ νx(Γ)) = 0. (27)
First, we choose tab = 0 for every 1 ≤ a ≤ b ≤ 2n and tab = 1 if a = 2n+ 1, b = 2n+ 2. Using (i) of the
claim and (13), we infer that νx ⊗ νx is supported in the set of matrices
CA × CA ∩ {(Λ′,Λ′′) ∈ R(2n+2)×2 × R(2n+2)×2 : Λ′3 = Λ′′3}.
Thus, we obtain the existence of a 2 × 2 matrix Bx such that B(Λ1) = Bx for a.e. x ∈ Ω and for νx-a.e.
Λ ∈ R2n+2. Let us remark that the matrix Bx possibly depends on x ∈ Ω but not on Λ ∈ R(2n+2)×2. To
finish the proof, apply (23) to find coefficients tab such that∑
1≤a≤b≤2n+2
tab det((Λ− Γ)ab) = 〈(A(Λ1)−A(Γ1))J,Λ1 − Γ1〉, ∀Λ,Γ ∈ R(2n+2)×2.
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Now we can use (14) to infer that for a.e. x ∈ Ω, there exists a number δ(x) > 0
0 =
ˆ
R(2n+2)×2×R(2n+2)×2
〈(A(Λ1)−A(Γ1))J,Λ − Γ〉d(νx(Λ)⊗ νx(Γ))
≥
ˆ
R(2n+2)×2×R(2n+2)×2
δ(x)‖Λ1 − Γ1‖2d(νx(Λ)⊗ νx(Γ)).
This yields νx = δDU(x) for a.e. x ∈ Ω. Corollary 5.3 implies that DUn converges in measure to DU
and therefore strongly for every 1 ≤ p¯ < p.

6. Perturbative result
We will prove that solutions with fixed Lipschitz constant of the differential inclusion (3) for functionals
sufficiently near to the area functional are actually as smooth as the functional under consideration. The
strategy is the following. In Lemma 6.1, we prove inequality (28), through which we bound the norm of
the difference of two matrices with a linear combination of subdeterminants of CA. Next, in Lemma 6.3,
we show that, if we fix R > 0, there exists a number ε(R) > 0 such that, if f : Rn×2 → R is a C2 functional
with ‖f − A‖C2(B2R) ≤ ε(R), then for f the same kind of inequality holds (see (29)). In Theorem 6.4
and Proposition 6.5, we show how inequality (29) implies Hölder continuity of gradients of functions U
satisfying
DU(x) ∈ Cf , for a.e. x ∈ Ω.
Finally, in Subsection 6.1, we will improve the Hölder continuity of the gradient of the solution to higher
regularity.
Lemma 6.1. For every R > 0, there exist constants λ(R), δ(R) > 0 such that, ∀X,Y ∈ B 3R
2
(0), we have
− 〈(A(X)−A(Y ))J,X − Y 〉 − λdet(B(X)−B(Y )) ≥ δ‖X − Y ‖2, (28)
Proof. We note that for (X,Y ) ∈ B 3R
2
(0)×B 3R
2
(0) the assumptions of Theorem 4.1 are fulfilled. Therefore,
we find constants C = C(R) and c = c(R) such that
−〈(A(X)−A(Y ))J,X − Y 〉+ C‖B(X)−B(Y )‖min{‖Y ‖, ‖X‖}‖X − Y ‖ ≥ c‖X − Y ‖2.
Using the hypothesis, we estimate min{‖Y ‖, ‖X‖} ≤ max{‖Y ‖, ‖X‖} ≤ 3R2 . Moreover Young inequality
yields
−〈(A(X)−A(Y ))J,X − Y 〉+ 3CRτ
4
‖X − Y ‖2 + 3CR
4τ
‖B(X)−B(Y )‖2 ≥ c‖X − Y ‖2.
Clearly, we can choose τ = τ(R) such that c− 3CRτ4 ≥ c2 . Therefore, define δ
.
= c2 . Finally by (13) we find
a constant µ = µ(R) ≥ 0 such that
‖B(X)−B(Y )‖2 ≤ − 1
µ
det(B(X)−B(Y )), ∀X,Y ∈ B 3R
2
(0).
This finally concludes the proof of the present Lemma, with λ(R)
.
= 3CR4τµ . 
Remark 6.2. Notice that inequality (28) can be interpreted as some sort of "generalized convexity" of the
area functional. Indeed, for a function f ∈ C2(Rn×2), the inequality
〈Df(X)−Df(Y ), X − Y 〉 = −〈(Af (X)−Af (Y ))J,X − Y 〉 ≥ δ‖X − Y ‖2
is equivalent to convexity. It can be checked that when n > 1, the area functional is not convex, hence the
previous inequality cannot hold. The previous Lemma shows that adding the term −λdet(B(X)−B(Y ))
we can nonetheless bound from above the quantity ‖X − Y ‖2. The key point here is that the determinant
is a null Lagrangian and therefore it still allows to prove a regularity result as Proposition 6.5.
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Lemma 6.3. Fix R > 0. Recall that Af (X) = Df(X)J and Bf (X) = XTDf(X)J−f(X)J . There exists
ε = ε(R) and c = c(f,R) > 0 such that if
‖f −A‖C2(B2R) ≤ ε,
then, for the same constant λ of formula (28),
− 〈(Af (X)−Af (Y ))J,X − Y 〉 − λdet(Bf (X)−Bf (Y )) ≥ c‖X − Y ‖2, for every X,Y ∈ B 3R
2
(0). (29)
Proof. The proof is by contradiction. Assume we can find a sequence of functions fn, a sequence of
numbers cn and sequences of matrices Xn and Yn such that
(i) ‖fn −A‖C2(B2R) ≤ 1n ;
(ii) cn → 0;
(iii) Xn → X , Yn → Y , Xn−Yn‖Xn−Yn‖ → Z;
(iv) −〈(Afn(Xn)−Afn(Yn))J,Xn − Yn〉 − λdet(Bfn(Xn)−Bfn(Yn)) ≤ cn‖Xn − Yn‖2.
First, suppose X 6= Y . Then, in the limit we find a contradiction with (28)
δ‖X − Y ‖2 ≤ −〈(A(X)−A(Y ))J,X − Y 〉 − λdet(B(X)−B(Y )) ≤ 0.
Now suppose X = Y . Define
Tn
.
=
Afn(Xn)−Afn(Yn)
‖Xn − Yn‖ and Bn
.
=
Bfn(Xn)−Bfn(Yn)
‖Xn − Yn‖ .
Then, for every n, (iv) yields:
−
〈
TnJ,
Xn − Yn
‖Xn − Yn‖
〉
− λdet(Bn) ≤ 0. (30)
We have
Tn =
Afn(Xn)−Afn(Yn)
‖Xn − Yn‖ =
´ 1
0 DAfn(tXn + (1− t)Yn)[Xn − Yn]dt
‖Xn − Yn‖ → DA(X)[Z]
and, analogously,
Bn → DB(X)[Z].
The convergence of Tn and Bn are a direct consequence of (i). Consequently, in the limit (30) becomes
− 〈DA(X)[Z]J, Z〉 − λdet(DB(X)[Z]) ≤ 0. (31)
Now, by (28) and for every n,
−〈(A(Xn)−A(Yn))J,Xn − Yn〉 − λdet(B(Xn)−B(Yn)) ≥ δ‖Xn − Yn‖2,
so that, if we divide by ‖Xn − Yn‖2 and pass to the limit, we obtain a contradiction with (31). 
Theorem 6.4. Let k ≥ 2. For every R > 0, there exists ε = ε(R) > 0 for which, if f : Rn×2 → R is a
function of class Ck with
‖f −A‖C2(B2R) ≤ ε,
then, for every U ∈W 1,∞(Ω;R2n+2), ‖DU‖L∞ ≤ R, such that
DU(x) ∈ Cf for a.e. x ∈ Ω,
it holds U ∈ W 2,2+ρ(Ω), for some positive ρ.
The proof of the previous Theorem is a consequence of the following result, that in turn is a simple
generalization of [31, Theorem 3].
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Proposition 6.5. Consider differential inclusions of the following form, for V ∈W 1,∞loc (Ω;Rr+m),
DV(x) ∈ C =
{
Y ∈ Rr+m,2 : Y =
(
X
F (X)
)}
, for a.e. x ∈ Ω, (32)
where F ∈ Ck(Rr×2;Rm×2), k ≥ 1. Consider moreover the splitting V =
(
u
v
)
, with u : Ω → Rr and
v : Ω→ Rm. Suppose there exist constants cab ∈ R such that
‖X − Y ‖2 ≤
∑
1≤a≤b≤m+r
cab det(M
ab −Nab), (33)
for every couple of M,N ∈ K of the form
M =
(
X
F (X)
)
, N =
(
Y
F (Y )
)
.
Then, u ∈W 2,2+ρloc (Ω;Rn), for some ρ > 0.
Proof. From now on, we fix open sets Ω′ ⊂ Ω′′ ⊂ Ω, each with compact closure in the other. For any
couple a, b with 1 ≤ a ≤ b ≤ m+ r, denote wab .=
( Va
Vb
)
. Take any nonnegative η ∈ C∞c (Ω′′), qab ∈ R2
constant vectors, and h ∈ R2 with ‖h‖ ≤ dist(∂Ω′′,∂Ω)2 , and moreover denote, for any function g : Ω′ → Rm,
gh(x) =
g(x+ h)− g(x)
‖h‖ .
Since the determinant is a null Lagrangian and η has compact support∑
ab
cab
ˆ
Ω
det(D(η(x)(whab(x)− qab)) dx = 0.
Equation (26) yields
0 =
∑
ab
cab
ˆ
Ω
det(D(η(x)whab(x)− qab)) dx =
=
∑
a,b
cab
ˆ
Ω
η2(x) det(Dwhab(x)) dx +
∑
a,b
cab
ˆ
Ω
η(x)〈cofT ((whab(x) − qab)⊗Dη(x)), Dwhab(x)〉.
Hence, by (33) and our previous computation, we can writeˆ
Ω
η2(x)‖Duh(x)‖2 dx = 1‖h‖2
ˆ
Ω
η2(x)‖D(u(x+ h)− u(x))‖2 dx
≤ 1‖h‖2
∑
ab
cab
ˆ
Ω
η2(x) det(D(wab(x+ h)− wab(x))) dx
= −
∑
a,b
cab
ˆ
Ω
η(x)〈cofT ((whab(x) − qab)⊗Dη(x)), Dwhab(x)〉dx
≤
∑
a,b
|cab|
ˆ
Ω
η(x)‖whab(x)− qab‖‖Dη(x)‖‖Dwhab(x)‖ dx .
Since F is C1, it is locally Lipschitz. In particular, if ‖u‖W 1,∞ ≤ R, this implies that, for some constant
c ≥ 0 depending on R,
‖Dwhab(x)‖ ≤ c‖Duh(x)‖, a.e. .
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From now on, we will not keep track of the constants, and we will simply denote them by C. Continuing
our computation, we readily obtain through Hölder’s inequality thatˆ
Ω
η2(x)‖Duh(x)‖2 dx ≤ C
∑
a,b
ˆ
Ω
‖whab(x) − qab‖2‖Dη(x)‖2 dx . (34)
Choose qab = 0 for every a, b and η ≡ 1 on Ω′. Using the fact that V is Lipschitz, we getˆ
Ω′
‖Duh(x)‖2 dx ≤ C(R,Ω′), for every sufficiently small h.
By standard results about Sobolev spaces (see [3, Proposition 9.3]), this implies that u ∈ W 2,2loc (Ω). To
conclude the proof, we show higher integrability of the Hessian of u, namely D2u ∈ L2+ρ, for some ρ > 0.
To do so, consider again (34). This time, consider any square Q ⊂ Ω′ such that 2Q ⊂ Ω′, where 2Q is the
square of side s centered at the center of Q but with twice the side. We take η ∈ C∞c (
√
2Q) with η ≡ 1 on
Q, and
η ≡ 1 on Q and ‖Dη‖(x) ≤ C
s
on
√
2Q,
for some C > 0 independent on x and s. Then, (34) becomesˆ
Q
‖Duh(x)‖2 dx ≤ C
∑
a,b
ˆ
√
2Q
‖whab(x) − qab‖2‖Dη(x)‖2 dx ≤
C
s2
∑
a,b
ˆ
√
2Q
‖whab(x) − qab‖2 dx . (35)
Now, using [15, Theorem 3.6], we can estimate the last term with a Sobolev-type inequality, using p = 2
and p∗ = 1, once we have chosen suitably qab:∑
a,b
ˆ
√
2Q
‖whab(x) − qab‖2 dx ≤ C
∑
a,b
(ˆ
2Q
‖Dwhab‖ dx
)2
.
Once again, ‖Dwhab‖ ≤ C‖Duh‖ pointwise a.e., where C depends only on the Lipschitz constant of F (that
in turn depends only on the Lipschitz constant of α). In this way, (35) can be rewritten as
ˆ
Q
‖Duh‖2 dx ≤ C
s2
(ˆ
2Q
‖Duh‖ dx
)2
.
Passing to the limit as h→ 0, we finally get( 
Q
‖D2u‖2 dx
) 1
2
≤ C
 
2Q
‖D2u‖ dx .
We can apply Gehring’s Lemma as stated, for instance, in [14, Theorem 1.5], to deduce the higher integra-
bility of the Hessian of our function. 
6.1. Higher regularity. By Theorem 6.4, we know that for every R, there exists ε(R) > 0 such that
DU ∈ Cf ⇒ DU ∈ W 2,2+ρloc (Ω)
provided that ‖f −A‖C2(B2R) ≤ ε. In this subsection, we show that, possibly taking a smaller ε, if f ∈ Ck,
for k ≥ 2, then U ∈ Ck−1. The procedure here is quite stardard (see, for instance, [31, Corollary]) and we
describe it for the reader’s convenience. To show the improvement of regularity, we exploit the results of
[21, 22]. Suppose that
f ∈ Ck(Rn×2,R), k ≥ 2
satisfies the following Legendre-Hadamard condition (briefly, LH), i.e. there exists a constant µ > 0 such
that
D2f(X)[Y, Y ] ≥ µ‖Y ‖2, ∀X,Y ∈ Rn×2, rank(Y ) = 1, (36)
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where
D2f(X)[Y, Y ]
.
=
d2
dt2
|t=0f(X + tY ).
Then, applying [22, Theorem 6.2.5], we infer that the W 2,2+ρ solutions of
div(Df(Du)) = 0
belong to Ck−1,αloc , for some α depending on ρ. In order to apply [22, Theorem 6.2.5], we need to prove
that functionals close to the area satisfies the LH condition. In Lemma 6.6 we prove that the area satisfy
a local LH condition, and in Lemma 6.7 we extend this to functions close to the area. To apply Morrey’s
[22, Theorem 6.2.5], we need to prove a global LH condition for these functionals. Nevertheless, since we
are just interested in Lipschitz solution of constant R > 0, it will be sufficient to prove that there exists an
extension of the function f under consideration to the whole Rn×2 that satisfies the LH condition. This
extension is the content of Lemma 6.9.
Lemma 6.6. For every R > 0, there exists a constant τ(R) > 0 such that
D2A(X)[Y, Y ] ≥ τ‖Y ‖2, ∀X,Y ∈ Rn×2, X ∈ B 3R
2
(0), rank(Y ) = 1.
Proof. Fix X ∈ Rn×2, ‖X‖ ≤ R, and Y ∈ Rn×2 with ‖Y ‖ = 1 and rank(Y ) = 1. Define the function
g(t)
.
= A(X + tY ).
The thesis is equivalent to
g′′(0) ≥ τ(R).
Since rank(Y ) = 1
g(t) =
√
1 + ‖X + tY ‖2 +
∑
a,b
(det(Xab) + t〈Xab, cofT (Y ab)〉)2.
Therefore,
g′(t) =
s(t)
g(t)
,
where
s(t) = 〈X + tY, Y 〉+
∑
a,b
(det(Xab) + t〈Xab, cofT (Y ab)〉)〈Xab, cofT (Y ab)〉.
This implies
g′′(t) =
s′(t)
g(t)
− s(t)g
′(t)
g2(t)
=
s′(t)
g(t)
− s
2(t)
g3(t)
=
s′(t)g2(t)− s2(t)
g3(t)
.
Finally:
g′′(0) =
s′(0)g2(0)− s2(0)
g3(0)
.
We will now show that s′(0)g2(0) − s2(0) ≥ 1, and this concludes the proof. To simplify the notation,
define
A
.
=
∑
a,b
〈Xab, cofT (Y ab)〉2,
B
.
=
∑
a,b
det(Xab)〈Xab, cofT (Y ab)〉.
Recall that we are assuming ‖Y ‖ = 1, and that ∑a,b(det(Xab))2 = det(XTX). Therefore:
s′(0)g2(0)− s2(0) = 1 + ‖X‖2 + det(XTX) +A+A‖X‖2 +Adet(XTX)− (〈X,Y 〉+B)2, (37)
and
‖X‖2 + det(XTX) +A‖X‖2 +Adet(XTX)− (〈X,Y 〉+B)2
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= (‖X‖2 − 〈X,Y 〉2) + (Adet(XTX)−B2) + (det(XTX) + A‖X‖2 − 2〈X,Y 〉B).
We claim that the terms in brackets of the previous expression are all nonnegative. This would conclude
the proof, since then, considering (37)
s′(0)g2(0)− s2(0) ≥ 1 +A
and A ≥ 0. Let us prove the claim. First, we need to show that
‖X‖2 − 〈X,Y 〉2 ≥ 0.
Cauchy-Schwartz inequality and the fact that ‖Y ‖ = 1 imply
‖X‖2 − 〈X,Y 〉2 ≥ ‖X‖2 − ‖X‖2‖Y ‖2 = ‖X‖2 − ‖X‖2 = 0.
The second inequality we need is
B2 ≤ Adet(XTX).
By the definition of B and applying again Cauchy-Schwartz inequality:
B2 =

∑
a,b
det(Xab)〈Xab, cofT (Y ab)〉


2
≤
∑
a,b
det(Xab)2
∑
a,b
〈Xab, cofT (Y ab)〉2 = Adet(XTX).
Finally, we prove that
2〈X,Y 〉B ≤ A‖X‖2 + det(XTX).
By Cauchy-Schwartz and Young inequality:
2〈X,Y 〉B = 2〈X,Y 〉
∑
a,b
(det(Xab)〈Xab, cofT (Y ab)〉)
≤ 2|〈X,Y 〉|
√∑
a,b
det(Xab)2
√∑
a,b
〈Xab, cofT (Y ab)〉2
= 2|〈X,Y 〉| det(XTX) 12A 12
≤ A|〈X,Y 〉|2 + det(XTX) ≤ A‖X‖2 + det(XTX).

Lemma 6.7. For every R > 0, there exists ε′(R) > 0 such that, if f ∈ C2(Rn×2) and
‖f −A‖C2(B2R) ≤ ε′(R),
then there exists a constant τ ′ = τ ′(R) such that
D2f(X)[Y, Y ] ≥ τ ′‖Y ‖2, ∀X,Y ∈ Rn×2, ‖X‖ ≤ 3R
2
, rank(Y ) = 1.
Proof. Suppose by contradiction that the thesis is false. Then, we can find a sequence of functions fn, a
sequence of positive numbers cn and sequences of matrices Xn, Yn such that:
(i) ‖fn −A‖C2(B2R) ≤ 1n ;
(ii) cn → 0;
(iii) Xn → X ;
(iv) ‖Yn‖ = 1, rank(Yn) = 1, and Yn → Y ∈ Rn×2, ‖Y ‖ = 1, rank(Y ) = 1
(v) D2fn(Xn)[Yn, Yn] ≤ cn.
Passing to the limit in (v), we immediately get a contradiction with Lemma 6.6. 
In order to prove the next lemma we need to introduce a new:
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Definition 6.8. Let µ ≥ 0. The function h : Rn×2 → R is µ-rank-one convex if and only if for every
X,Y ∈ Rn×2, rank(Y ) = 1,
φ(t)
.
= h(X + tY )
is a uniformly convex function with constant µ, i.e.
φ(at1 + bt2) ≤ t1φ(a) + t2φ(b)− t1t2µ|a− b|2, ∀a, b, t1, t2 ∈ R, t1 + t2 = 1, t1, t2 ≥ 0.
If µ = 0, the function h is simply called rank-one convex.
It is not difficult to see that if h ∈ C2(Rn×2), then h is µ-rank-one convex if and only if it satisfies the
LH condition with constant µ (i.e., (36) holds). Therefore we will say that a C2 function h is µ- rank-one
convex in Br(0) for some r > 0 if and only if (36) holds for every X ∈ Br(0) ⊂ Rn×2 and for every
Y ∈ Rn×2 with rank(Y ) = 1.
Lemma 6.9. Let f ∈ Ck(B2R), k ≥ 2, be a µ-rank-one convex function on B2R. Then, there exists a
function F such that
• F = f on B 3R
2
;
• F ∈ Ck(Rn×2);
• F is µ2 rank-one convex.
Proof. Choose any R1 ∈
(
3R
2 , 2R
)
. Moreover, define f ′(X) .= f(X) − 3µ‖X‖24 . Notice that, by our
hypothesis, f ′ is still rank-one convex on B2R(0). Apply [24, Lemma 2.3] to find a rank one convex
function F ′ : Rn×2 → R such that F ′ coincides with f ′ on BR1 . The function
F ′′(X) .= F ′(X) +
3µ‖X‖2
4
is 3µ4 - rank-one convex on the whole R
n×2 and on BR1 it coincides with f(X). We take any family of
mollifiers ρε on Rn×2 with spt(ρε) ⊂ Bε(0) and ρε(X) ≥ 0 for every X ∈ Rn×2, and define
Fε(X)
.
= (F ′′ ⋆ ρε)(X), ∀X ∈ Rn×2.
The convolution is well defined since rank-one convexity implies that F ′′ is locally Lipschitz. Through a
direct computation, it is easy to see that Fε is still
3µ
4 -rank one convex. Consider any R2 ∈
(
3R
2 , R1
)
and
take a function η ∈ C∞c (Rn×2) such that 0 ≤ η(X) ≤ 1, ∀X, η ≡ 1 on BR2+δ and η ≡ 0 on BcR1−δ, with
0 < δ
.
= R1−R210 . Next, define
Gε(X)
.
= η(X)F ′′(X) + (1 − η(X))Fε(X).
We claim that there exists ε > 0 such that Gε(X) has the desired properties. Indeed, for every ε > 0, Gε
is a Ck(Rn×2) function that coincides with F ′′ and therefore f on B 3R
2
. Moreover, by the properties of
the support of η and the 3µ4 -rank one convexity of F
′′ and Fε, it holds
D2Gε(X)[Y, Y ] ≥ 3µ4 ‖Y ‖
2
for every ε > 0, Y ∈ Rn×2 with rank(Y ) = 1 and X ∈ B .= B¯R2+ δ2 ∪ B
c
R1− δ2
. Therefore, to conclude the
proof, we need to show that for ε > 0 sufficiently small,
D2Gε(X)[Y, Y ] ≥ µ2 ‖Y ‖
2, for X ∈ Bc.
Take ε < R1−R2100 . In this case, we see that for every X ∈ Bc
DFε(X) = (DF ′′ ⋆ ρε)(X) and D2Fε(X) = (D2F ′′ ⋆ ρε)(X), (38)
since F ′′ coincides with the Ck (k ≥ 2) function f on BR1 . We obtain
D2Gε = F ′′D2η + (Dη ⊗DF ′′ +DF ′′ ⊗Dη) + ηD2F ′′
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− FεD2η − (Dη ⊗DFε +DFε ⊗Dη) + (1− η)D2Fε.
Define
Vε
.
= F ′′D2η + (Dη ⊗DF ′′ +DF ′′ ⊗Dη)
− FεD2η − (Dη ⊗DFε +DFε ⊗Dη).
For every tensor W = (Wabcd), a, c ∈ {1, . . . n}, b, d ∈ {1, 2}, denote with
W [Y, Y ]
.
=
∑
a,b,c,d
Wabcdyabycd, ∀Y = (yij) ∈ Rn×2.
Exploiting (38) and the regularity of F ′′, we see that there exists a constant C > 0 independent of X such
that
|Vε(X)[Y, Y ]| ≤ Cε‖Y ‖2,
for every X ∈ Bc and every Y ∈ Rn×2 (non necessarily with rank(Y ) = 1). We can choose any number
0 < ε ≤ µ4C . Let it be ε0, and call F (X)
.
= Gε0 (X). F has the three properties listed in the statement of
the Lemma. 
We can summarize the result of this section in the following
Theorem 6.10. For every R > 0, there exists α = α(R) > 0 such that, if f is a Ck(R2n+2×2) function,
k ≥ 2, with the property that
‖f −A‖C2(B2R(0)) ≤ α, (39)
and U : Ω→ R2n+2 is a Lipschitz solution of
DU(x) ∈ Cf , for a.e. x ∈ Ω (40)
with
‖DU‖∞ ≤ R,
then U ∈ Ck−1,ρ(Ω), for some positive ρ > 0.
Proof. Fix R > 0. Choose α(R)
.
= min{ε(R), ε′(R)}, where ε and ε′ are defined in Lemma 6.3 and Lemma
6.7 respectively. Take any f satisfying (39) and a R-Lipschitz U satisfying (40). By our choice of α, U
belongs to W 2,2+ρloc (Ω) by Theorem 6.4. Again, by the choice of α, by Lemma 6.7 we have that f satisfies
the LH condition in B2R. Using Lemma 6.9, we can consider F ∈ Ck(Rn×2) that extends f outside B 3R
2
and that satisfies the LH condition on the whole Rn×2. Since ‖DU‖∞ ≤ R,
div(DF (Du)) = div(Df(Du)) = 0, a.e. in Ω.
U has the desired regularity by [22, Theorem 6.2.5], as described at the beginning of this subsection. 
7. Irregular critical points for inner variations
The purpose of this section is to show the following:
Theorem 7.1. Let Ω be an open and bounded subset of R2. There exists a map ψ ∈W 1,p(Ω,R2) for some
p > 2 that solves
curl(B(Dψ)) = 0,
and such that for every open V ⊂ Ω, ψ is not C1(V).
The proof of this result is achieved by combining a simple Linear Algebra lemma, Lemma 7.2, with the
counterexample constructed in [16, Example 4.41]. First, let us define
H1
.
=
{
X ∈ R2×2 : X =
(
a b
b −a
)}
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and
H2
.
=
{
X ∈ R2×2 : X =
(
a −b
b a
)}
.
Lemma 7.2. For every X ∈ H1 ∪H2, we have
A(X) = XJ
and
B(X) = J
Proof. Let us consider the matrix
X =
(
a αb
b βa
)
,
with α = ±1, αβ = −1, a, b ∈ R. Clearly, every matrix in H1 ∪H2 is of this form. We have
‖X‖2 = 2(a2 + b2), det(X)2 = (a2 + b2)2,
hence
A(X) = 1 + a2 + b2.
Moreover,
cof(X)T =
(
βa −b
−αb a
)
,
thus
X + det(X) cof(X)T =
(
a αb
b βa
)
+ (βa2 − αb2)
(
βa −b
−αb a
)
= A(X)
(
a αb
b βa
)
= A(X)X.
Therefore, A(X) = XJ . We now prove that B(X) = −J . To do so, we compute
XTX =
(
a b
αb βa
)(
a αb
b βa
)
= (a2 + b2) id =
‖X‖2
2
id .
Hence
A(X)B(X) = −
(
1 +
‖X‖2
2
)
J = −A(X)J.
This concludes the lemma. 
In [16, Example 4.41] it is shown that there exists a Sobolev map ψ ∈ W 1,p(Ω,R2), p > 2, such that
Dψ belongs, at almost every point of Ω, to H1 ∪H2, and moreover
|{x ∈ Ω : Dψ(x) = 0}| > 0
but ψ is non-constant. By Lemma 7.2, we immediately deduce that this function ψ solves
curl(B(Dψ(x))) = curl(−J) = 0,
hence it is a solution to the inner variations equations for the area function. We want to construct such a
ψ by using the same methods of [16, Example 4.41], but we moreover want to construct it in such a way
that for every open subset V ⊂ Ω
|{y ∈ V : Dψ(y) = 0}| > 0
but ψ is non-constant in V . In this way, we would deduce that ψ cannot be C1 on any open set. In fact,
suppose by contradiction that there exists a connected open set V such that ψ ∈ C1(V). Let W ⊂ V be
an open, compactly contained subset of V . Since H1, H2 are closed, we obtain that
Ai
.
= {y ∈ W : Dψ(y) ∈ Hi}
are closed sets, contained in W , for i = 1, 2, and that moreover
W = A1 ∪A2.
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There are two cases: A1 does not contain any ball or there exists Br(y) ⊂ A1. If int(A1) = ∅, then A2 is
dense in W . Since it is also closed, then W = A2. In particular, on the open set W , one has Dψ ∈ H2.
This implies that ψ is harmonic and smooth. It is well-known that for a non-constant harmonic function
ψ
|{y ∈ W : Dψ(y) = 0}| = 0,
which is a contradiction with |{y ∈ W : Dψ(y) = 0}| > 0. Therefore, we are left with the case Br(y) ⊂ A1.
But then, exactly the same reasoning applied with Br(y) instead of W yields the same contradiction.
This discussion motivates the fact that, in order to conclude that we can find a solution that is not
C1 in any open set of Ω, we need the following
Lemma 7.3. There exists an open set Ω and a W 1,p, p > 2, map ψ : Ω→ R2 with the property for every
open set V ⊂ Ω,
• ψ is non-constant on V;
• |V ∩ {y ∈ Ω : Dψ(y) = 0}| > 0.
To prove Lemma 7.3, it is sufficient to show the following:
Lemma 7.4. There exists a Lipschitz map f : B1(0) ⊂ R2 → R2 with the following properties:
• Df(x) ∈ {A1, . . . , A5} for five 2×2 matrices A1, . . . , A5 (explicitely written in [16, Example 4.41]),
for a.e. x ∈ B1(0);
• If Ai .= {x ∈ B1(0) : Du(x) = Ai}, then for every open subset of B1(0), B, it holds
|B ∩ Ai| 6= 0, ∀i = 1, . . . , 5.
If Lemma 7.3 holds, then the previous discussion constitutes the proof of Theorem 7.1. Let us now
explain how Lemma 7.4 implies Lemma 7.3.
Proof of Lemma 7.3. This proof is exactly the same described in [16, Example 4.41], and we report it
here for the reader’s convenience. Suppose a map f as the one of Lemma 7.4 exists. We can define the
mapping ψ as in [16, Example 4.41], i.e. ψ(x)
.
= f(F−1(x)), where F : R2 → R2 is a suitable W 1,p, p > 2
quasiregular homeomorphism. Since we do not need to explicitely introduce quasiregular maps or Beltrami
equations, we will not enter in the details of this theory. We refer the interested reader to the references
given in [16, Example 4.41]. The open set Ω is Ω
.
= F (B1(0)). The map F satisfies a suitable Beltrami
equation, introduced in such a way that for a.e. y ∈ F (A1 ∪ A2), we have Dψ(y) ∈ H1, while for a.e.
y ∈ F (A2 ∪ A3 ∪ A4 ∪ A5), we have Dψ(y) ∈ H2. Moreover, by the computations of [16, Example 4.41]
(in particular, by the equation following (4.10)), we find that
y ∈ F (A1)⇒ Dψ(y) 6= 0. (41)
Now let V ⊂ Ω be open. We want to show that ψ is non-constant on V and
|{x ∈ V : Dψ(x) = 0}| > 0.
We claim
|V ∩ F (Ai)| > 0, ∀i ∈ {1, . . . 5}. (42)
Indeed, if for some i we had
|V ∩ F (Ai)| = 0,
then, making repeated use of the fact that F is bijective,
0 = |F (F−1(V)) ∩ F (Ai)| = |F (F−1(V) ∩ Ai)|. (43)
From [2, Corollary 3.7.6] we see that F has the N−1 property, i.e. for every Borel set A,
|A| = 0⇒ |F−1(A)| = 0.
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With this, we can infer from (43) that there exists i such that
|F−1(V) ∩ Ai| = 0.
Since F−1 is an open mapping, then F−1(V) is an open set, hence the previous equality is in contradiction
with the properties of the map f . Using (42), we immediately see that, on V , ψ cannot be constant since,
as noted in (41), Dψ 6= 0 on F (A1). On the other hand, y ∈ F (A2)⇒ Dψ(y) = 0. This implies, again by
(42), that Dψ(y) = 0 on a set of positive measure inside V , but ψ is not constant on V . 
In the next and final subsection we will show Lemma 7.4.
7.1. Convex integration: proof of Lemma 7.4. To prove Lemma 7.4, we use the Baire Category
arguments of [16]. First, we need to recall the following:
Definition 7.5. Let U ⊂ Rn×m be bounded and K ⊂ Rn×m be closed. We say that gradients in U are
stable only near K if for every ε > 0, one can find δ = δ(ε) > 0 such that, if A ∈ U and dist(A,K) > ε,
then there exists a piecewise affine map ϕ ∈ Lip(Rn,Rm) with bounded support such that
• Dϕ(x) +A ∈ U for a.e. x ∈ Rn;
•
ˆ
‖Dϕ‖ dx ≥ δ| spt(ϕ)|.
The reason why this definition is useful is given by the following result, see [16, Proposition 3.17,
Corollary 3.18]. Let
P .= {u ∈ Lip(Ω,Rn) : u piecewise affine, Du(x) ∈ U a.e. in Ω}
and define the complete metric space
X
.
= P‖·‖L∞ . (44)
Proposition 7.6. Let the gradients of U be stable only near a closed set K. Then the typical map u ∈ X
has the property
Du ∈ K a.e..
We now show Lemma 7.4, but first we need to explain how to obtain the matrices {A1, . . . , A5} in
the statement of the Lemma. These matrices are obtained from another set of five symmetric matrices
K
.
= {PF0 , PB0 , PR0 , PL0 , PH0} simply by considering M(K − PF0) = {A1, . . . , A5}, where M is a suitable
2× 2 matrix. The importance of the set K, found by Kirchheim and D. Preiss in [16, Construction 4.38],
is due to the fact that it is the first example in the literature of a set of five "non-rigid" matrices, i.e. such
that there exists a non-affine map u ∈ Lip(B1(0),R2) that fulfills
Du(x) ∈ K
for a.e. x ∈ B1(0). The strategy they use is to find an open subset U of Sym(2) such that gradients of U
are stable only near K, see [16, Construction 4.38]. We can now start the:
Proof of Lemma 7.4. Following the previous notation we consider K = {PF0 , PB0 , PR0 , PL0 , PH0} and U
be the open subset of Sym(2) found by Kirchheim and D. Preiss in [16, Construction 4.38]. We consider
X defined as in (44). Now enumerate the points with rational coordinates in B1(0), {qi}i∈N, and define
the sets
Xqi,r,j
.
= {u ∈ X : u is affine in Br(qi)}.
for rational 0 < r < dist(qi, ∂B1(0)) and 1 ≤ j ≤ 5. We aim to show Y .=
⋃
i,r,jXqi,r,j is meager. If this
is the case, then Z
.
= Y c ∩ {u ∈ X : Du(x) ∈ K, for a.e. x ∈ Ω} is residual in X . Baire Theorem tells us
that it is non-empty, and obviously for any u ∈ Z, one has
Du(x) ∈ K = {PF0 , PB0 , PR0 , PL0 , PH0}, for a.e. x ∈ Ω.
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Considering f(x)
.
=M(u(x)−PF0x), where M was introduced before the proof of the present Lemma, we
get
Df(x) ∈ {A1, A2, A3, A4, A5}, a.e..
Moreover, for every 1 ≤ j ≤ 5, q ∈ Q2 ∩Ω, rational radius 0 < r < dist(x, ∂Ω),
|Aj ∩Br(q)| > 0. (45)
Indeed, if |Aj ∩Br(q)| = 0, by the rigidity for the four gradients problem, see [16, Theorem 4.33], we get
that f is necessarily affine on Br(q), against the definition of Z. Since (45) is clearly equivalent to
|Aj ∩ V| > 0
for every open subset V ⊂ Ω and 1 ≤ j ≤ 5, we would then conclude the proof. In order to show that Y
is meager, we prove that Xqi,r,j are closed sets with empty interior. The closedness inside the complete
metric space X is straighforward, since a sequence of affine functions converging in L∞ need to converge
to an affine function. Now suppose by contradiction that for some i, r, j, Xqi,r,j has non-empty interior.
In particular, we suppose we have that for some α > 0 and u ∈ X ,
{v ∈ X : ‖u− v‖∞ < α} ⊂ Xqi,r,j.
Since u ∈ X , we can pick a function u¯ ∈ P such that ‖u¯ − u‖ ≤ α4 and Du¯ ∈ U . We also know, by
assumption, that u¯ is affine on Br(qi), say u¯ = Ax+ b on Br(qi) with A ∈ U . Since A ∈ U , that is an open
subset of Sym(2), as follows by the construction of [16], then we can easily find two matrices B and C in
U such that rank(B − C) = 1 and B+C2 = A. For instance, one can take
B
.
= A+ λE11, C
.
= A− λE11,
where λ > 0 is a sufficiently small parameter and
E11
.
=
(
1 0
0 0
)
.
By [16, Proposition 3.4], recalled below, for every ε > 0 we can find a Lipschitz and piecewise affine map
w : B r
2
(qi)→ R2 with
• Dw(x) ∈ U a.e.;
• w(x) = Ax on ∂Br/2(qi);
• ‖w −A‖∞ ≤ ε.
Of course, if we traslate w with w¯
.
= w + b, we have
• Dw¯(x) ∈ U a.e.;
• w¯(x) = u¯(x) on ∂Br/2(qi);
• ‖w¯ − u¯‖L∞(Br/2(qi)) ≤ ε.
Moreover, the same proposition yields the following property
|{x ∈ Br/2(qi) : Dw¯(x) = B}| ≥ (1− ε)2 |Br/2(qi)|
and
|{x ∈ Br/2(qi) : Dw¯(x) = C}| ≥ (1− ε)2 |Br/2(qi)|.
In particular, this implies that w¯ cannot be affine on Br/2(qi). We finally get a contradiction, because the
map
z(x)
.
=
{
u¯(x), if x ∈ Ω \Br/2(qi)
w¯(x), if x ∈ Br/2(qi)
is piecewise affine, Lipschitz, ‖z − u¯‖L∞(Ω ≤ ε and Dz(x) ∈ U , for a.e. x ∈ Ω. If ε < α4 , then we would
obtain that z is affine on Br/2(qi), against the construction of w¯. This concludes the proof. 
We conclude by recalling here [16, Proposition 3.4] for the reader’s convenience:
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Proposition 7.7. Let A,B,C ∈ Sym(n), with rank(B−C) = 1, and A = tB+(1−t)C, for some t ∈ [0, 1].
Let also Ω ⊂ Rn be a fixed open domain. Then, for every ε > 0, one can find a Lipschitz piecewise affine
map f : Ω→ Rn such that
• f(x) = Ax on ∂Ω and ‖f −A‖∞ ≤ ε;
• Df(x) ∈ Sym(n) ∩Bε([B,C]);
• |{x ∈ Ω : Df(x) = B}| ≥ (1− ε)t|Ω| and |{x ∈ Ω : Df(x) = C}| ≥ (1 − ε)(1− t)|Ω|.
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