Abstract. The continuous g-ultraspherical polynomials contain a number of important examples as limiting or special cases. One of these arose in Allaway's Ph.D. thesis. In a previous paper we solved a characterization problem essentially equivalent to Allaway's and showed that these polynomials arose from the ^-ultraspherical polynomials when q approached a root of unity. A second class of such polynomials is found, and the recurrence relation and orthogonality relation are found for each of these polynomials. The orthogonality is interesting because the weight function has a finite number of zeros in (-1,1). Generating functions and other formulas are also found.
1. Introduction. The continuous a-ultraspherical polynomials of L. J. Rogers [19] arise as the solution to a number of problems. Their first explicit occurrence as orthogonal polynomials was in papers of Feldheim [15] and Lanzewizky [17] . Here is the problem they solved.
The Fejér-Legendre polynomials {p"(x)}™=0, x = cos 8, are defined by 00 « 00
(1.1) |/(rexp(z0))| = £ r" £ a,a"_,cos(« -2k)0 = £ p"(x)r", 2*(1 -ßq")Cn(x; ß\q) = (l -q"+x)Cn+x(x; ß\q) + (l -ß2q"-x)C""x(x; ß\q)
for n > 1, where C0(x; ß\q) = 1, Cx(x; ß\q) = 2^(1 -ß)/(l -q), and \q\ < 1, or a limiting case of this recurrence relation. They knew the polynomials were orthogonal for appropriate choices of ß and q since any set of polynomials that satisfies (1.4) xpn(x) = Anpn+x(x) + B"pn(x) + Cnpn_x(x), p_x(x) = 0, p0(x) = 1, with AnCn+x > 0,An, Bn and Cn+1 real for n = 0,1,..., must be orthogonal with respect to a positive measure (see [14, p. 21] ). However, they were unable to find the orthogonality relation explicitly. When -1 < ß < 1, and -1 < q < 1 the orthogonality is 1 -2(2x2 -l)gJ + g2j
(1.5) / Cn(x;ß\q)Cm(x;ß\q)U i -2(2*2 -i)/V + ß2q2j ß){ß2;q)"(ß;q)x(ßq;q)x dx 0-*2),/2 if zn =*= n, if nz = n.
(1 -ßq")(q;q)n{ß2; q)x(q; q)x
Unless otherwise stated \q\ < 1 will be assumed. Then, oc (1.6) (a;q)x.= FIO -a?").
n=0
(1.7) (a;q)n:= (a;q)x/(aq";q)x.
See [19 or 7] for the recurrence relation and [6, 7, 8 or 9] for proofs of the orthogonality of the continuous a-ultraspherical polynomials [C"(x; ß\q))™=0. The generating function (1.1) for these polynomials is M *\ Yr<r-r,*(>-m\» (^exp(zg);a)00(/3rexp(-zr/);a)oc (l.o) ¿_ C"(COS0,ß\q)r = -;---r-;-;---r-"_o "\ ™' (rexp(iO);q)x(rexp(-iO);q)x and the a-binomial theorem can be used to sum series ( 1.2) (19) y (ß;q)nz" = (ßz;q)x "=o (q;q)n (^;?)« See [3, 5,11, 13 or 20] for simple proofs of (1.9).
A second problem that leads to these polynomials was solved by Allaway [2] , He found all orthogonal polynomials (pn(x)}™=0 that have expansions of the form oc (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) v(x)p"(x)= £ akb"+kUn+2k(x),
where the Tchebycheff polynomials of the second kind, {l/"(x)XT=0, are defined by (1.11) c/"(cos0) = sin(n + l)0/sin0.
The answer to this question turned out to be the continuous a-ultraspherical polynomials with \ß\ < 1, \q\ < 1, and some appropriate limiting cases. The reason for considering this problem came from one of the limiting cases. When ß = a\ divide both sides of (1.3) by (1 -a) and let a -> 1. The result is (1.12) 2(n + X)xCÎ(x) = (n+ 1)C"\ ,(*) + (n + 2X -!)#_,(*),
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Ol, Cq(x)= 1, Cx(x) = 2Xx. {C"A(x)}^=0 are the ultraspherical polynomials whose orthogonality relation is flCHx)CHx)(\ -x2)X']/2dx = 2-2M2A)nr(2X+i) j_cn(x)cm(x){i x) ax (w + x)"!r(x)r(x+1)VnHere (a) "is defined by (1.14) (a)" = r(n + a)/r(a).
Szegö showed that for n 3* 0,
which has the form (1.10).
A problem essentially equivalent to the one solved in Allaway's Ph.D. thesis [2] was solved in [1] . In both of these treatments not only do the continuous a-ultraspherical polynomials arise and their limiting case the ultraspherical polynomials, but a second limiting case also arises. In [1] it is pointed out that this limiting case is obtained when ß = sXk, q = soik and s -* 1. Here uk = exp(2iri/k).
Both of the representations given by (1.1) and (1.10) for the continuous a-ultraspherical polynomials are special cases of more general identities between these polynomials. Rogers [19] (see [7] for another proof) showed that for n > 0 L»/2J (1.16) C"(x;y\q)= £ a(k, n)C"_2k(x; ß\q),
Since for n ^ 1 (1.17) lim -r^ßCn(cose;ß\q) = 2 cosnö, ß-*i t P this extends (1.18) Cn(cos0;/3|a) = £ {.ß> q\k{.ß'q)"~kcos(n -2k)6. In §2 we will give the orthogonality relation and recurrence relation for the limiting case that Allaway considered in [2] . In §3 we will treat the other limiting case when a approaches a root of unity and the polynomials are orthogonal with respect to a positive measure. This case was not mentioned by Feldheim [15] or Lanzewizky [17] but it is contained in their solutions as a limiting case. The rest of the paper will contain some further facts about these two classes of orthogonal polynomials.
2. Sieved ultraspherical polynomials of the first kind. Renormalize the continuous a-ultraspherical polynomials by setting (2.1) C"(x; ß\q) = (ß2; q)ncn(x; ß\q)/(q; q)".
The recurrence relation becomes for n > 0
where c_x(x; ß\q) = 0 and c0(x; ß\q) = 1. Set ß = sXk, q = s exp(2mi/k) = suk, divide by (1 -su"k) and take the limit as í -» 1, to obtain the resulting polynomial set {cx(x; k)) which has a recurrence relation of the form
where c^(jc; k) = 1; cx(x; k) = x. Note that cx(x; 1) = n\Cx(x)/(2X)n. A natural name for these polynomials is the sieved ultraspherical polynomials, for a sieve has operated on the recurrence relation for ultraspherical polynomials after they have been renormalized and X has been replaced by Xk. There is a second kind of sieved ultraspherical polynomial (see §3), so the polynomial set {cx(x; zc))^L0 defined by the recurrence relation (2.3) will be called sieved ultraspherical polynomials of the first kind. Allaway discovered the recurrence relation (2.3) in [2] , but did not study these polynomials further. In particular he did not work out formula (1.10) explicitly.
Once this series is summed the orthogonality relation can be obtained formally. For,
•'_ 1 00 .
-L"kbn+kf UJ(x)Un+2k(x)(l-x2y/2dx = 0,
if _/ < n, sopn(x) is orthogonal to all polynomials of degree less than n with respect to v(x)(l -x2)x/1 on [-1,1]. If the series (1.10) converges rapidly enough this argument is correct. Unfortunately, the series (1.10) does not always converge, and if it does there may be problems in justifying the term by term integration in (2.4).
There are other ways to obtain the orthogonality relation. Rewrite (1.5) as (2.5)
2m{l-ß)(q;q)n(ß;q)x(ßq;q)a (\-ßqn){ß2;q)n{ß2;q)Jq;q)0
The factors in hn that depend on n can be rewritten as
The remaining factors in hn that depend on a are
There are two sets of factors to consider when evaluating the limit as s -* 1 of the right-hand side of (2.7). First, consider all the factors that have uk = 1. These are
where sk = t and the g-gamma function ^(x) is defined by (2) (3) (4) (5) (6) (7) (8) (9) rq(x)-(q;q)x(l-qy-y(qx;q)x.
The limit of these factors can be computed when s -» 1 because
(see [4] ).
The g-binomial theorem, equation (1.9), can be used to find the limit of the remaining factors on the right-hand side of (2.7). When ß = q" and z = xqy we obtain (2.11) Hm <f7*;?)oc = lim £ if^k{qyxy 9->l (qyx;q)x ,-*i "_" (a;g)"
when |x| < 1, and by analytic continuation this holds in the complex plane cut on [l, oo). Use a sieve on the right-hand side of (2.7) and take the limit as s -> 1 to obtain 
where the roof and floor functions are defined by: \a] = smallest integer greater than or equal to a, [a\ = largest integer less than or equal to a.
The weight function is 00 wi(x) = (i-x2ri/2n
Thus,
This gives
We will multiply this function by 2'2X to simplify it (see (2.14) ). This is the weight function when it is integrable, i.e. when X > -1/2. The careful reader will be aware of two problems that were ignored in this formal calculation. First, the orthogonality relation (1.5) was only claimed for -1 < ß < 1, and this means X > 0 rather than X > -1/2. When 1 < ß < q~x/1, 0 < g < 1, there are two discrete masses that have to be added. They disappear in the limit. Second, the orthogonality relation was only claimed to hold when the weight function is positive. When \q\ < 1 this forces -1 < q < 1. We took q = s exp(2mi/k), which is not allowed. One way around both of these problems is to use the more general complex measure and contour integral given in [9] . We will not give the details here since there are more general sieved polynomials, sieved Jacobi polynomials, that contain the sieved ultraspherical polynomials as special cases. The details of obtaining their orthogonality from the complex orthogonality in [9] will be given in another paper. The reason for considering the sieved ultraspherical polynomials separately is that they have a number of very nice formulas that do not extend to the sieved Jacobi polynomials, or if they extend the extensions are much more complicated.
The integral of w(x) exists when X > -1/2. We would like to show that the polynomials {cx(x; k)}™=0 are orthogonal with respect to a positive measure exactly when the integral ofw(x) exists. If X > -1/2, then the coefficients in (1.4) are given by an = cn = 1/2, when n *= mk and amk = (m + 2X)/(2m + 2X), cmk = m/(2m + 2X). Therefore ancn+x > 0, n = 0,1,2,..., when X > -1/2 and thus by (1.4) {cx(x; /c)}^L0 is orthogonal with respect to a positive measure.
The above calculations can be summarized as followed. Multiply both sides of (2.17) by X + 1/2 and let X -» 1/2. Since (X + 1/2)/z0 -» 1
as X -» -1/2, the measure does not vanish. It becomes a finite number of point masses located at x = ±1 and at the zeros of Uk_ x(x), and the resulting orthogonality is equivalent to a well-known finite orthogonality for cos nO. The formal calculations in §2 can be done in this case and lead to the correct results. The resulting orthogonality relation follows. Orthogonality with respect to a positive measure holds when X > -1/2. When X -» -1/2 a discrete orthogonality arises, but this time the point masses at x = +1 do not appear. The discrete orthogonality is equivalent to a known discrete orthogonality, namely T k-\ ,. ., 2 v-, . n77/ . mir/ . . , (3.6) £ £ sin-^sin-^ = Ôm,", l<m,n</c-l.
7=1
The analogue of (2.17) is (3.7)
with hm = T(l/2)T(X+ l/2)/2Y(X+l) for n = 0,1,2,..., k -2 and hk_x = (2X + 1)A0/(X + 1).
The reason for the notation Bx(x; k) rather than Cx(x; k) is that the orthogonality relation in Theorem 2 does not reduce to that of Cx(x) when k = 1, but to that of Cx+ x(x). It would be natural to define Cx(x; k) = Bx~ x(x; k), but the resulting formulas would be a bit more complicated to write. The notation adopted should be as simple as possible, as close to previous notation as possible, and as suggestive as possible. When it is not possible to have all of these, simplicity is a natural choice. Mcosm;/c) = -1 + 2X+Tcos
when -1/2 < X < 0. It is likely to fail for all n > k when -1/2 < X < 0, but a proof will have to wait until we learn more about these polynomials.
5. Further facts. It is possible to evaluate Bx(x; k) at a number of points, and then from (4.12) to evaluate cx(x; k) at the same points. One of these points arises naturally from an evaluation of the continuous g-ultraspherical polynomials given in [7] . These polynomials can be given by <;<«.*«,>-£# i /■V.;;)f;<)', (g)'«pz(.-2*)«. The many monotonicity properties of the ultraspherical polynomials (see Szegö [21, Chapter 6] ) are likely to extend to the sieved ultraspherical polynomials when they are considered on the intervals (j -l)-n/k < 6 ^jir/k, j = l,...,k, and x = cos 6. In addition the graphs of the polynomials p"(x) and pn+2k(x) are very similar for both p"(x) = cx(x; k) and p"(x) = Bx(x; k)/Bx(l; k). An extra arch has been added in each of the intervals (j -l)ir/k < 0 = cos~'(x) <jn/k and the successive maxima and minima near x = cos im/k seem to converge monotonically to their limits when the sequences P2m+j(x) are considered as functions of m = 0,1,... withy fixed.
One interesting consideration is to see how the point x = (ßx/2 + ß'x/2)/2 in (5.1), which is exterior to the interval [-1,1], moves to x = cos(7r/A;), which is interior to [-1,1], as g approaches uk. It is also interesting to see that the values of cx(x; k) are independent of X when x = cos(im/k).
Rogers [19] found the linearization coefficients for the continuous g-ultraspherical polynomials:
min( m, n ) (5. When ß = sXk+ xuk, q = suk, it is easy to take the limit as s -> 1. The parenthesis that should be included was dropped to make the printing easier. Observe that a(j, m, n) > 0 when X > -1/2.
A similar, but more complicated, formula holds for the sieved ultraspherical polynomials of the first kind. To see this rewrite (5.6) and (5. When ß = sXk, q = suk and s -* 1, the second group of factors, those involving (a; q)r, have a limit. The first also do but cases have to be considered. When y = m (mod k)orj = n (mod k), then any zero factor in the bottom is obviously cancelled by one in the top. When j = (m + n) (mod k) this also happens, because «/ = 1 and <¿TkJ = 1 are satisfied at the same time. When none of these conditions hold the only factor in the bottom that can vanish is 1 -ßq' and this is cancelled by 1 -ß. The resulting coefficients are too messy to state until necessary, but it is easy to see that the limiting coefficients b(j, m, n) are nonnegative when X > 0. There are many other formulas that can be found, and they should be recorded somewhere. One example follows from an identity of Rogers [19] :
,,-,-x r( , x V'P ßJ{y/ß\q)J{r,q)n-j{\-ßq-2j) " , fi| , (5.12) C"(x;y|g) = £ ----C"_2j(x; ß\q).
Set y = sXk + 1uk, ß = s^k, q = swk and take the limit as s -» 1. The result is L»/2J
(5-13) Bx(x;k)= £ a(j,n)ct_2/(x;k)
When y = 5XÍ:, /i = s***, g = jwt and s -» 1 the connection coefficients are found between cx(x; k) and cf(x; k). It is also possible to connect two /3"'s and to invert (5.13).
As we remarked, Rogers found (5.6), (5.7) and (5.12). In both cases he seems to have worked out the identity for low degree polynomials, guessed the answer and then proved it by induction. There is no way to do this for the sieved polynomials, since the formulas for the recurrence relation have too many factors that are constant most of the time. It would be very hard and probably impossible to get enough data to guess the formula.
There is an inverse for both (5.6) and (5.13) (see [7] ). We leave the inverse of (5.6) to others, or until we need it, and only give one special case of the inverse of (5.12). 6. Open problems. Many problems suggest themselves for these polynomials. One is to show that the Poisson kernel for these series is positive for -1 < r < 1 when X > -1/2. This can probably be done using an expression for the Poisson kernel for the continuous g-ultraspherical polynomials due to Gasper and Rahman [16] . However, their formula will be an integral representation for the Poisson kernel and so may only hold for X > 0 for the polynomials of the first kind. Thus there may be a need to find a series representation for the Poisson kernel similar to Bailey's [11] that will give the positivity. A potentially very important result would be the second order differential equations these polynomials satisfy. See Atkinson and Everitt [10] for a proof of the existence of these equations. It may be possible to derive them from the g-divided difference equation in [9] .
It would also be very interesting to see how much of the qualitative behaviour can be extended to general orthogonal polynomials. A start on this when the recurrence relation has the form xp,,(x) = a"pa+i(x) + b"p"{x) +a"_xp"_x(x) with bn = (-l)"b/n + 0(l/n2), an = 1/2 + (-l)"a/n + 0(l/n2) was made by Nevai [18] . when the recurrence coefficients have an appropriate behaviour in the subsequence ank+J,j = 0,1,..., k -1. However it is not clear yet whether it is better to take the orthonormal polynomials as Nevai did, or take another normalization as we did in this paper. Probably there are theorems in both cases. An extension of the continuous g-ultraspherical polynomials was considered in [8] . It should be very interesting to let q approach a root of unity and find the orthogonality relation that arises. This will give some extensions of the polynomials of Pollaczek.
