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Abstract
We consider real symmetric or complex hermitian random matrices with correlated entries.
We prove local laws for the resolvent and universality of the local eigenvalue statistics in the
bulk of the spectrum. The correlations have fast decay but are otherwise of general form. The
key novelty is the detailed stability analysis of the corresponding matrix valued Dyson equation
whose solution is the deterministic limit of the resolvent.
Keywords: Correlated random matrix, Local law, Bulk universality
AMS Subject Classification (2010): 60B20, 15B52, 46T99.
1 Introduction
E. Wigner’s vision on the ubiquity of random matrix spectral statistics in quantum systems posed a
main challenge to mathematics. The basic conjecture is that the distribution of the eigenvalue gaps
of a large self-adjoint matrix with sufficient disorder is universal in the sense that it is independent
of the details of the system and it depends only on the symmetry type of the model. This universal
statistics has been computed by Dyson, Gaudin and Mehta for the Gaussian Unitary and Orthogonal
Ensembles (GUE/GOE) in the limit as the dimension of the matrix goes to infinity. GUE and
GOE are the simplest mean field random matrix models in their respective symmetry classes.
They have centered Gaussian entries that are identically distributed and independent (modulo the
hermitian symmetry). The celebrated Wigner-Dyson-Mehta (WDM) universality conjecture, as
formulated in the classical book of Mehta [44], asserts that the same gap statistics holds if the
matrix elements are independent and have arbitrary identical distribution (they are called Wigner
ensembles). The WDM conjecture has recently been proved in increasing generality in a series of
papers [18, 21, 24, 25] for both the real symmetric and complex hermitian symmetry classes via
the Dyson Brownian motion. An alternative approach introducing the four-moment comparison
theorem was presented in [49, 50, 52]. In this paper we only discuss universality in the bulk of the
spectrum, but we remark that a similar development took place for the edge universality.
The next step towards Wigner’s vision is to drop the assumption of identical distribution in the
WDM conjecture but still maintain the mean field character of the model by requiring a uniform
lower and upper bound on the variances of the matrix elements. This generalization has been
achieved in two steps. If the matrix of variances is stochastic, then universality was proved in
[18, 27, 29], in parallel with the proof of the original WDM conjecture for Wigner ensembles.
Without the stochasticity condition on the variances the limiting eigenvalue density is not the
Wigner semicircle any more; the correct density was analyzed in [1, 2] and the universality was
proved [4]. We remark that one may also depart from the semicircle law by adding a large diagonal
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component to Wigner matrices; universality for such deformed Wigner matrices was obtained in
[43]. Finally we mention a separate direction to generalize the original WDM conjecture that aims
at departing from the mean field condition: bulk universality for general band matrices with a
band width comparable to the matrix size was proved in [11], see also [48] for Gaussian block-band
matrices.
In this paper we drop the third key condition in the original WDM conjecture, the independence
of the matrix elements, i.e. we consider matrices with correlated entries. Correlations come in
many different forms and if they are extremely strong and long range, the universality may even
be violated. We therefore consider random matrix models with a suitable decay of correlations.
These models still carry sufficiently many random degrees of freedom for Wigner’s vision to hold
and, indeed, our main result yields spectral universality for such matrices.
We now describe the key points of the current work. Our main result is the local law for the
resolvent
Gpζq :“ pH´ ζ1q´1, (1.1)
of the random matrix H “ H˚ P CNˆN with the spectral parameter ζ in the complex upper half
plane H :“ tζ P C : Im ζ ą 0u that lies very close to the real axis. We show that, as the size N
of the random matrix tends to infinity, G “ Gpζq is well approximated by a deterministic matrix
M “Mpζq that satisfies a nonlinear matrix equation of the form
1` pζ 1´A` SrMsqM “ 0 . (1.2)
Here the self-adjoint matrix A and the operator S : CNˆN Ñ CNˆN on the space of matrices are
determined by the first two moments of the random matrix
A :“ EH , SrRs :“ E pH´AqRpH´Aq . (1.3)
The central role of (1.2) in the context of random matrices has been recognized by several authors
[33, 38, 45, 53]. We will call (1.2) Matrix Dyson Equation (MDE) since the analogous equation for
the resolvent is sometimes called Dyson equation in perturbation theory.
Local laws have become a cornerstone in the analysis of spectral properties of large random
matrices [4, 8, 20, 23, 29, 35, 37, 51]. In its simplest form, a local law considers the normalized
trace 1
N
TrGpζq of the resolvent. Viewed as a Stieltjes transform, it describes the empirical density
of eigenvalues on the scale determined by η “ Im ζ. Assuming a normalization such that the
spectrum of H remains bounded as N Ñ 8, the typical eigenvalue spacing in the bulk is of order
1{N . The local law asserts that this normalized trace approaches a deterministic function mpζq
as the size N of the matrix tends to infinity and this convergence holds uniformly even if η “ ηN
depends on N as long as η " 1{N . Equivalently, the empirical density of the eigenvalues converges
on any scales slightly above 1{N to a deterministic limit measure on R with Stieltjes transform
mpζq.
Since G is asymptotically close to M, the deterministic limit of the Stieltjes transform of
the empirical spectral measure is given by mpζq “ 1
N
TrMpζq. Already in the case of random
matrices with centered independent entries (Wigner-type matrices) the limiting measure ρpdωq and
its Stieltjes transform mpζq typically depend on the entire matrix of variances sxy :“ E|hxy|2 and
the only known way to determine ρ is to solve (1.2). However, in this setting the problem simplifies
considerably because the off-diagonal elements of G tend to zero, M is a diagonal matrix and
(1.2) reduces to a vector equation for its diagonal elements. In case the variance matrix is doubly
stochastic,
ř
y sxy “ 1 (generalized Wigner matrix ), the problem simplifies yet again, leading to
M “ msc1, where msc “ mscpζq is the Stieltjes transform of the celebrated semicircle law.
The main novelty of this work is to handle general correlations that do not allow to simplify
(1.2). The off-diagonal matrix elements Gxy, x ‰ y, do not vanish in general, even in the N Ñ 8
limit. The proof of the local law consists of two major parts. First, we derive an approximate
equation
1` pζ 1´A` SrGsqG « 0 , (1.4)
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for the resolvent of H. To avoid confusion we stress that the expectation over the random matrix
H in (1.3) is only used to define the deterministic operator S. If the argument G of S itself is
random as in (1.4), then SrGs is still random and we have SrGs “ rEp rH ´AqGp rH ´Aq, where
the expectation rE acts only on an independent copy rH of H.
Second, we show that the Matrix Dyson Equation (1.2) is stable under small perturbations,
concluding that G « M. The nontrivial correlations and the non commutativity of the matrix
structure in the Dyson equation pose major difficulties compared to the uncorrelated case.
Local laws are the first step of a general three step strategy developed in [24, 25, 27, 29] for
proving universality. The second step is to add a tiny independent Gaussian component and
prove universality for this slightly deformed model via analyzing the fast convergence of the Dyson
Brownian motion (DBM) to local equilibrium. Finally, the third step is a perturbation argument
showing that the tiny Gaussian component does not alter the local statistics.
In fact, the second and the third steps are very robust arguments and they easily extend to the
correlated case. They do not use any properties of the original ensemble other than the a priori
bounds encoded in the local laws, provided that the variances of the matrix elements have a positive
lower bound (see [12, 26, 41, 42]). Therefore our work focuses on the first step, establishing the
stability of (1.2) and thus obtaining a local law.
Prior to the current paper, bulk universality has already been established for several random
matrix models which carry some specific correlation from their construction. These include sample
covariance matrices [25], adjacency matrices of large regular graphs [7] and invariant β-ensembles
at various levels of generality [9, 10, 16, 17, 30, 34, 47]. However, neither of these papers aimed at
understanding the effect of a general correlation nor were their methods suitable to deal with it.
Universality for Gaussian matrices with a translation invariant covariance structure was established
in [3]. For general distributions of the matrix entries, but with a specific two-scale finite range
correlation structure that is smooth on the large scale and translation invariant on the short scale,
universality was proved in [14], independently of the current work.
Finally, we mention that there exists an extensive literature on the limiting eigenvalue distribu-
tion for random matrices with correlated entries on the global scale (see e.g. [5, 6, 13, 33, 36, 46]
and references therein), however these works either dealt with Gaussian random matrices or more
specific correlation structures that allow one to effectively reduce (1.2) to a vector or scalar equa-
tion. While the Matrix Dyson Equation in full generality was introduced for the analysis on the
global scale before us, we are not aware of a proof establishing that the empirical density of states
converges to the deterministic density given by the solution of the MDE for a similarly broad
class of models that we consider in this paper. This convergence is expressed by the fact that
1
N
TrGpζq « 1
N
TrMpζq holds for any fixed ζ P H. We thus believe that our proof identifying the
limiting eigenvalue distribution is a new result even on the global scale for ensembles with general
short range correlations and non-Gaussian distribution.
We present the stability of the MDE and its application to random matrices with correlated
entries separately. Our findings on the MDE are given in Section 2.1, while Section 2.2 contains the
results about random matrices with correlated entries. These sections can be read independently of
each other, with the latter relying on the former only through some basic definitions. In Section 3
we prove the local law for random matrices with correlations. The proof relies on the results stated
in Section 2.1. These results concerning the MDE are established in Section 4, which can be read
independently of any other section. Besides the results from Section 2.1 on the MDE the main
ingredients of the proof in Section 3 are (i) estimates on the random error term appearing in the
approximate MDE (1.4) and (ii) the fluctuation averaging mechanism for this error term. These two
inputs (Lemma 3.4 and Proposition 3.5) are established in Sections 5 and 6, respectively. However,
Section 3 can be understood without reading the ensuing sections, taking these inputs for granted.
Finally, we apply the local law to establish the rigidity of eigenvalues and bulk universality in
Section 7. The appendix collects the proofs for auxiliary results of generic nature that are not
directly concerned with either the MDE or the random matrices.
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2 Main results
2.1 The Matrix Dyson Equation
In this section we present our main results on the Matrix Dyson Equation and its stability. The
corresponding proofs are carried out in Section 4. We consider the linear space CNˆN of N ˆ N
complex matrices R “ prxyqNx,y“1, and make it a Hilbert space by equipping it with the standard
normalized scalar product
xR ,Ty :“ 1
N
TrR˚T . (2.1)
We denote the cone of strictly positive definite matrices by
C` :“ tR P CNˆN : R ą 0u ,
and by C` its closure, the cone of positive semidefinite matrices.
Let A “ A˚ P CNˆN be a self-adjoint matrix. We will refer to A as the bare matrix. Further-
more, let S : CNˆN Ñ CNˆN be a linear operator that is
• self-adjoint w.r.t. the scalar product (2.1): TrR˚SrTs “ TrSrRs˚T for any R,T P CNˆN ;
• positivity preserving : SrRs ě 0 for any R ě 0 .
Note that in particular S commutes with taking the adjoint, SrRs˚ “ SrR˚s, and hence it is real
symmetric, TrRSrTs “ TrSrRsT, for all R,T P CNˆN . We will refer to S as the self-energy
operator.
We call a pair pA,Sq consisting of a bare matrix and a self-energy operator with the properties
above a data pair. For a given data pair pA,Sq and a spectral parameter ζ P H in the upper half
plane we consider the associated Matrix Dyson Equation (MDE),
´Mpζ q´1 “ ζ1´A` S rMpζ qs , (2.2)
for a solution matrix M “Mpζ q P CNˆN with positive definite imaginary part,
ImM :“ 1
2i
pM´M˚q P C` . (2.3)
The question of existence and uniqueness of solutions to (2.2) with the constraint (2.3) has been
answered in [38]. The MDE has a unique solution matrix Mpζ q for any spectral parameter ζ P H
and these matrices constitute a holomorphic function M : HÑ CNˆN .
On the space of matrices CNˆN we consider three norms. For R P CNˆN we denote by ‖R‖
the operator norm induced by the standard Euclidean norm ‖ ¨‖ on CN , by ‖R‖hs :“
axR ,Ry the
norm associated with the scalar product (2.1) and by
‖R‖max :“ Nmax
x,y“1
|rxy| , (2.4)
the entrywise maximum norm on CNˆN . We also denote the normalized trace of R by xRy :“
x1 ,Ry.
For linear operators T : CNˆN Ñ CNˆN we denote by ‖T ‖ the operator norm induced by the
norm ‖ ¨‖ on CNˆN and by ‖T ‖sp the operator norm induced by ‖ ¨‖hs.
The following proposition provides a representation of the solution M as the Stieltjes-transform
of a measure with values in C`. This is a standard result for matrix-valued Nevanlinna functions
(see e.g. [32]). For the convenience of the reader we provide a proof which also gives an effective
control on the boundedness of the support of this matrix-valued measure.
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Proposition 2.1 (Stieltjes transform representation). Let M : HÑ CNˆN be the unique solution
of (2.2) with ImM P C`. Then M admits a Stieltjes transform representation,
mxypζq “
ż
R
vxypdτq
τ ´ ζ , ζ P H , x, y “ 1, . . . , N . (2.5)
The measure Vpdτq “ pvxypdτqqNx,y“1 on the real line with values in positive semidefinite matrices
is unique. It satisfies the normalization VpRq “ 1 and has support in the interval r´κ, κs, where
κ :“ ‖A‖` 2‖S‖1{2 . (2.6)
We will now make additional quantitative assumptions on the data pair pA,Sq that ensure
a certain regularity of the measure Vpdτq. Our assumptions, labeled A1 and A2, always come
together with a set of model parameters P1 and P2, respectively, that control them effectively.
Estimates will typically be uniform in all data pairs that satisfy these assumptions with the given
set of model parameters. In particular, they are uniform in the size N of the matrix, which is of
great importance in the application to random matrix theory.
A1 Flatness: Let P1 “ pp1, P1q with p1, P1 ą 0. The self-energy operator S is called flat (with
model parameters P1) if it satisfies the lower and upper bound
p1 xRy1 ď SrRs ď P1 xRy1 , R P C` . (2.7)
Proposition 2.2 (Regularity of self-consistent density of states). Assume that S is flat, i.e. it
satisfies A1 with some model parameters P1 and that the bare matrix has a bounded spectral norm,
‖A‖ ď P0 , (2.8)
for some constant P0 ą 0. Then the holomorphic function xMy : H Ñ H is the Stieltjes transform
of a Hölder-continuous probability density ρ with respect to the Lebesgue-measure,
xVpdτqy “ ρpτqdτ . (2.9)
More precisely,
|ρpτ1q ´ ρpτ2q| ď C |τ1 ´ τ2|c , τ1, τ2 P R ,
where c ą 0 is a universal constant and the constant C ą 0 depends only on the model parameters
P1 and P0. Furthermore, ρ is real analytic on the open set tτ P R : ρpτq ą 0u.
Definition 2.3 (Self-consistent density of states). Assuming a flat self-energy operator, the prob-
ability density ρ : R Ñ r0,8q, defined through (2.9), is called the self-consistent density of states
(of the MDE with data pair pA,Sq). We denote by supp ρ Ď R its support on the real line and call
it the self-consistent spectrum . With a slight abuse of notation we also denote by
ρpζ q :“ 1
π
ImxMpζ qy , ζ P H , (2.10)
the harmonic extension of ρ to the complex upper half plane.
The second set of assumptions describe the decay properties of the data pair pA,Sq. To formu-
late them, we need to equip the index set t1, . . . , Nu with a concept of distance. Recall that a pseu-
dometric d on a set A is a symmetric function d : AˆAÑ r0,8s such that dpx, yq ď dpx, zq`dpz, yq
for all x, y, z P A. We say that the pseudometric space pA, dq with a finite set A has sub-P -
dimensional volume, for some constant P ą 0, if the metric balls Bτ pxq :“ ty : dpx, yq ď τu,
satisfy
|Bτ pxq| ď τP , τ ě 2 , x P A . (2.11)
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A2 Faster than power law decay: Let P2 “ pP, π1, π2q, where P ą 0 is a constant and πk “
pπkpνqq8ν“0, k “ 1, 2 are sequences of positive constants. The data pair pA,Sq is said to
have faster than power law decay (with model parameters P2) if there exists a pseudometric
d on the index space t1, . . . , Nu such that the pseudometric space X “ pt1, . . . , Nu, dq has
sub-P -dimensional volume (cf. (2.11)) and
|axy| ď π1pνqp1` dpx, yqqν `
π1p0q
N
(2.12)
|SrRsxy| ď
ˆ
π2pνq
p1` dpx, yqqν `
π2p0q
N
˙
‖R‖max , R P CNˆN , (2.13)
holds for any ν P N and x, y P X.
In order to state bounds of the form (2.12) and (2.13) more conveniently we introduce the
following matrix norms.
Definition 2.4 (Faster than power law decay). Given a pseudometric d on t1, . . . , Nu and a
sequence π “ pπpνqq8ν“0 of positive constants, we define:
‖R‖π :“ sup
νPN
N
max
x,y“1
ˆ
πpνq
p1` dpx, yqqν `
πp0q
N
˙´ 1
|rxy| , R P CNˆN . (2.14)
If ‖R‖π ď 1, for some sequence π, we say that R has faster than power law decay (up to level 1N )
in the pseudometric space X :“ pt1, . . . , Nu, dq.
This norm expresses the typical behavior of many matrices in this paper that they have an
off-diagonal decay faster than any power, up to a possible mean-field term of order 1{N . Using this
norm the bounds (2.12) and (2.13) take the simple forms:
‖A‖π1 ď 1 , ‖SrRs‖π2 ď ‖R‖max .
Our main result, the stability of the MDE, holds uniformly for all spectral parameters that are
either away from the self-consistent spectrum, suppρ, or where the self-consistent density of states
takes positive values. Therefore, for any δ ą 0 we set
Dδ :“
 
ζ P H : ρpζq ` distpζ, supp ρq ą δ ( .
Theorem 2.5 (Faster than power law decay of solution). Assume A1 and A2 and let δ ą 0. Then
there exists a positive sequence γ such that
‖Mpζ q‖γ ď 1 , ζ P Dδ . (2.15)
The sequence γ depends only on δ and the model parameters P1 and P2.
Our main result on the MDE is its stability with respect to the entrywise maximum norm on
C
NˆN , see (2.4). The choice of this norm is especially useful for applications in random matrix
theory, since the matrix valued error terms are typically controlled in this norm. We denote by
Bmaxτ pRq :“
 
Q P CNˆN : ‖Q´R‖max ď τ
(
,
the ball of radius τ ą 0 around R P CNˆN w.r.t. the entrywise maximum norm.
Theorem 2.6 (Stability). Assume A1 and A2, let δ ą 0 and ζ P Dδ. Then there exist constants
c1, c2 ą 0 and a unique function G “Gζ : Bmaxc1 p0q Ñ Bmaxc2 pMq such that
´1 “ pζ 1´A` SrGpDqsqGpDq `D , (2.16)
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for all D P Bmaxc1 p0q, where M “ Mpζ q. The function G is analytic. In particular, there exists a
constant C ą 0 such that
‖GpD1q ´GpD2q‖max ď C ‖D1 ´D2‖max . (2.17)
for all D1,D2 P Bmaxc1{2 p0q.
Furthermore, there is a sequence γ of positive constants, and a linear operator Z “ Zζ :
C
NˆN Ñ CNˆN such that the derivative of G, evaluated at D “ 0, has the form
∇Gp0q “ Z `M Id , (2.18)
and Z, as well as its adjoint Z˚ with respect to the scalar product (2.1), satisfy
‖ZrRs‖γ ` ‖Z˚rRs‖γ ď ‖R‖max , @R P CNˆN . (2.19)
Here c1, c2, C and γ depend only on δ and the model parameters P1, P2 from assumptions A1 and
A2.
Theorem 2.6 states quantitative regularity properties of the analytic map G. These estimates
yield strong stability properties of the MDE. For a concrete application in the proof of the local
law, see Corollary 3.2 below.
2.2 Random matrices with correlations
In this section we present our results on local eigenvalue statistics of random matrices with corre-
lations. Let H “ phx,yqNx,y“1 P CNˆN be a self-adjoint random matrix. For a spectral parameter
ζ P H we consider the associated Matrix Dyson Equation (MDE),
´Mpζ q´1 “ ζ 1´A` SrMpζ qs ,
A :“ EH , SrRs :“ EHRH´ARA ,
(2.20)
for a solution matrix Mpζ q with positive definite imaginary part (cf. (2.3)). The linear self-
energy operator S : CNˆN Ñ CNˆN from (2.20) preserves the cone C` of positive semidefinite
matrices and the MDE therefore has a unique solution [38] whose properties have been presented
in Subsection 2.1.
Our main result states that under natural assumptions on the correlations of the entries within
the random matrix H, the resolvent
Gpζ q :“ pH´ ζ 1q´1, (2.21)
is close to the non-random solution Mpζ q of the MDE (2.20), provided N is large enough. In order
to list these assumptions, we write H as a sum of its expectation and fluctuation
H “ A` 1?
N
W . (2.22)
Here, the bare matrix A is a non-random self-adjoint matrix and W is a self-adjoint random matrix
with centered entries, EW “ 0. The normalization factor N´1{2 in (2.22) ensures that the spectrum
of the fluctuation matrix W, with entries of a typical size of order one, remains bounded.
In the following we will assume that there exists some pseudometric d on the index set t1, . . . , Nu,
such that the resulting pseudometric space
X “ pt1, . . . , Nu, dq ,
has sub-P -dimensional volume for some constant P ą 0, i.e. d satisfies (2.11), and that the bare
and fluctuation matrices satisfy the following assumptions:
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B1 Existence of moments: Moments of all orders of W exist, i.e., there is a sequence of positive
constants κ1 “ pκ1pνqqνPN such that
E |wxy|
ν ď κ1pνq , (2.23)
for all x, y P X and ν P N.
B2 Decay of expectation: The entries axy of the bare matrix A decay in the distance of the indices
x and y, i.e., there is a sequence of positive constants κ2 “ pκ2pνqqνPN such that
|axy| ď κ2pνqp1` dpx, yqqν , (2.24)
for all x, y P X and ν P N.
B3 Decay of correlation: The correlations in W are fast decaying, i.e., there is a sequence of
positive constants κ3 “ pκ3pνqqνPN such that for all symmetric sets A,B Ď X2 (A is symmetric
if px, yq P A implies py, xq P A), and all smooth functions φ : C|A| Ñ R and ψ : C|B| Ñ R, we
have
|CovpφpWAq, ψpWBqq| ď κ3pνq ‖∇φ‖8‖∇ψ‖8p1` d2pA,Bqqν , @ν P N. (2.25)
Here, CovpZ1, Z2q :“ EZ1Z2 ´ EZ1 EZ2 is the covariance, WA :“ pwxyqpx,yqPA, and
d2pA,Bq :“ min
 
max
 
dpx1, x2q, dpy1, y2q
(
: px1, y1q P A , px2, y2q P B
(
,
is the distance between A and B in the product metric on X. The supremum norm on vector
valued functions Φ “ pφiqi is ‖Φ‖8 :“ supY maxi |φipY q|.
B4 Flatness: There is a positive constant κ4 such that for any two deterministic vectors u,v P CN
we have
E |u˚Wv|2 ě κ4 ‖u‖2‖v‖2, (2.26)
where ‖ ¨‖ denotes the standard Euclidean norm on CN .
We consider the constants
K :“ pP, κ1, κ2, κ3, κ4q , (2.27)
appearing in the above assumptions (2.11) and (2.23)-(2.26), as model parameters. These parame-
ters are regarded as fixed and our statements are uniform in the ensemble of all correlated random
matrices of all dimensions N satisfying B1-B4 with given K .
Under the assumptions B1-B4 the function ρ : H Ñ r0,8q, given in terms of the solution M
to (2.20) by
ρpζ q “ 1
πN
ImTrMpζ q ,
is the harmonic extension of a Hölder-continuous probability density ρ : R Ñ r0,8q (cf. Proposi-
tion 2.2), which is called the self-consistent density of states (cf. Definition 2.3).
Theorem 2.7 (Local law for correlated random matrices). Let G be the resolvent of a random
matrix H written in the form (2.22) that satisfies B1-B4. For all δ, ε ą 0 and ν P N there exists a
positive constant C such that in the bulk,
P
«
Dζ P H s.t. ρpζq ě δ , Im ζ ě N´1`ε, Nmax
x,y“1
|Gxypζ q ´mxypζ q| ě N
ε
?
N Im ζ
ff
ď C
Nν
. (2.28)
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Furthermore, the normalized trace converges with the improved rate
P
«
Dζ P H s.t. ρpζq ě δ , Im ζ ě N´1`ε,
∣
∣
∣
∣
1
N
TrGpζ q ´ 1
N
TrMpζ q
∣
∣
∣
∣
ě N
ε
N Im ζ
ff
ď C
Nν
. (2.29)
The constant C depends only on the model parameters K in addition to δ, ε and ν.
In Section 3 we present the proof of Theorem 2.7 that is based on the results from Section 2.1
about the Matrix Dyson Equation. As a standard consequence of the local law (2.28) and the
uniform boundedness of Immxx from Theorem 2.5, the eigenvectors of H in the bulk are com-
pletely delocalized. This directly follows from the uniform boundedness of ImGxxpζ q and spectral
decomposition of the resolvent (see e.g. [20]).
Corollary 2.8 (Delocalization of eigenvectors). Pick any δ, ε, ν ą 0 and let u be a normalized,
‖u‖ “ 1, eigenvector of H, corresponding to an eigenvalue λ P R in the bulk, i.e., ρpλq ě δ. Then
P
„
N
max
x“1
|ux| ě N
ε
?
N

ď C
Nν
,
for a positive constant C, depending only on the model parameters K in addition to δ, ε and ν.
The averaged local law (2.29) directly implies the rigidity of the eigenvalues in the bulk. For
any τ P R, we define
ipτq :“
R
N
ż τ
´8
ρpωqdω
V
. (2.30)
This is the index of an eigenvalue that is typically close to a spectral parameter τ in the bulk.
Then the standard argument presented in Section 7.1 proves the following result.
Corollary 2.9 (Rigidity). For any δ, ε, ν ą 0 we have
P
„
sup
 
|λipτq ´ τ | : τ P R , ρpτq ě δ
( ě N ε
N

ď C
Nν
, (2.31)
for a positive constant C, depending only on the model parameters K in addition to δ, ε and ν.
Another consequence of Theorem 2.7 is the universality of the local eigenvalue statistics in the
bulk of the spectrum of H both in the sense of averaged correlation functions and in the sense of
gap universality. For the universality statement we make the following additional assumption that
is stronger than B4:
B5 Fullness: We say that H is β “ 1 (β “ 2) - full if H P RNˆN is real symmetric (H P CNˆN
is complex hermitian) and there is a positive constant κ5 such that
E |TrRW|2 ě κ5 TrR2 ,
for any real symmetric R P RNˆN (any complex hermitian R P CNˆN ).
When B5 is assumed we consider κ5 as an additional model parameter.
The first formulation of the bulk universality states that the k-point correlation functions ρk of
the eigenvalues of H, rescaled around an energy parameter ω in the bulk, converge weakly to those
of the GUE/GOE. The latter are given by the correlation functions of well known determinantal
processes. The precise statement is the following:
Corollary 2.10 (Correlation function bulk universality). Let H satisfy B1-B3 and B5 with
β “ 1 (β “ 2). Pick any δ ą 0 and choose any ω P R with ρpωq ě δ. Fix k P N and ε P p0, 1{2q.
Then for any smooth, compactly supported test function Φ : Rk Ñ R the k-point local correlation
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functions ρk : R
k Ñ r0,8q of the eigenvalues of H converge to the k-point correlation function
Υk : R
k Ñ r0,8q of the GOE(GUE)-determinantal point process,ˇˇˇˇ
ˇ
ż
Rk
Φpτ q
«
1
ρpωqk ρk
ˆ
ω ` τ1
Nρpωq , . . . , ω `
τk
Nρpωq
˙
´Υkpτ q
ff
dτ
ˇˇˇˇ
ˇ ď CN c ,
where τ “ pτ1, . . . , τkq, and the positive constants C, c depend only on δ, Φ and the model parame-
ters.
The second formulation compares the joint distributions of gaps between consecutive eigenvalues
of H in the bulk with those of the GUE/GOE. The proofs of Corollaries 2.10 and 2.11 are presented
in Section 7.2.
Corollary 2.11 (Gap universality in bulk). Let H satisfy B1-B3 and B5 with β “ 1 (β “ 2).
Pick any δ ą 0, an energy τ in the bulk, i.e. ρpτq ě δ, and let i “ ipτq be the corresponding index
defined in (2.30). Then for all n P N and all smooth compactly supported observables Φ : Rn Ñ R,
there are two positive constants C and c, depending on n, δ, Φ and the model parameters, such that
the local eigenvalue distribution is universal,
∣
∣
∣
∣
EΦ
´`
Nρpλiqpλi`j ´ λiq
˘n
j“1
¯
´ EGΦ
´`
Nρscp0qpλrN{2s`j ´ λrN{2sq
˘n
j“1
¯∣∣
∣
∣
ď C
N c
.
Here the second expectation EG is with respect to GUE and GOE in the cases of complex Hermitian
and real symmetric H, respectively, and ρscp0q “ 1{p2πq is the value of Wigner’s semicircle law at
the origin.
During the final preparation of this manuscript and after announcing our theorems, we learned
that a similar universality result but with a special correlation structure was proved independently
in [14]. The covariances in [14] have a specific finite range and translation invariant structure,
Ehxyhuv “ ψ
´ x
N
,
y
N
, u´ x, v ´ y
¯
, (2.32)
where ψ is a piecewise Lipschitz function with finite support in the third and fourth variables.
The short scale translation invariance in (2.32) allows one to use partial Fourier transform after
effectively decoupling the slow variables from the fast ones. This renders the matrix equation (1.2)
into a vector equation for N2 variables and the necessary stability result directly follows from
[1]. The main difference between the current work and [14] is that here we analyze (1.2) as a
genuine matrix equation without relying on translation invariance and thus arbitrary short range
correlations are allowed.
3 Local law for random matrices with correlations
In this section we show how the stability of the MDE, Theorem 2.6, can be combined with proba-
bilistic estimates for random matrices with correlated entries to obtain a conceptually simple proof
of the local law, Theorem 2.7. We state these probabilistic estimates in Lemma 3.4 and Propo-
sition 3.5 below before applying them to establish the local law. Their proofs are postponed to
Sections 5 and 6, respectively.
Consider any self-adjoint random matrix H, and let pA,Sq be the data pair for the MDE
generated by the first two moments of H through (2.20). Clearly, the self-energy operator S :
C
NˆN Ñ CNˆN generated by (2.20) is self-adjoint with respect to the scalar product (2.1), and
preserves the cone of positive semidefinite matrices. The next lemma, whose proof is postponed
to end of this section, shows that also the other assumptions with regards to our MDE results in
Section 2.1 are satisfied for random matrices considered in Section 2.2.
Lemma 3.1 (MDE data generated by random matrices). If H satisfies B1-B4, then the data pair
pA,Sq generated through (2.20) satisfies A1 and A2. The corresponding model parameters P1 and
P2 depend only on K .
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In order to apply the stability of the MDE, we first write the defining equation for the resolvent
(2.21), namely ´1 “ pζ1´HqGpζq, of H into the form
´1 “ pζ 1´A` SrGpζ qsqGpζ q `Dpζ q , (3.1a)
a perturbed version of the MDE (2.2). Here the error matrix D : HÑ CNˆN is given by
Dpζ q :“ ´pSrGpζ qs `H´AqGpζ q . (3.1b)
We view the resolvent Gpζq as a perturbation of the deterministic matrix Mpζq induced by the
random perturbation Dpζq. Using the notation G “Gζ from Theorem 2.6, we identify from (2.2)
and (3.1a), Mpζq “Gζp0q and Gpζq “GζpDpζqq. Thus Theorem 2.6 yields the following:
Corollary 3.2 (Stability for local laws). Assume H satisfies B1-B4, fix δ ą 0 and ζ P Dδ. There
exist constants c, C ą 0, depending only on the model parameters and δ, such that on the event
where the a-priori bound
‖Gpζq ´Mpζq‖max ď c , (3.2)
holds, the difference Gpζq´Mpζq is bounded in terms of the perturbation Dpζq by the two estimates:
‖Gpζq ´Mpζq‖max ď C ‖Dpζq‖max (3.3)
1
N
|TrpGpζq ´Mpζqq| ď |xJpζq,Dpζqy|` C ‖Dpζq‖2max , (3.4)
for some non-random Jpζq P CNˆN with fast decay, ‖Jpζq‖γ ď C, where the sequence γ is from
Theorem 2.6.
Proof. By Lemma 3.1 assumptions A1 and A2 are satisfied for the data pair pA,Sq. Hence,
the first bound (3.3) follows directly from (2.17) with D1 “ 0 and D2 “ Dpζq. For the second
bound (3.4) we first write 1
N
TrrG ´Ms “ x1,GpDq ´Gp0qy, then use the analyticity of G and
the representation (2.18) of its derivative to obtain
x1,GpDq ´Gp0qy “ x1 ,ZrDs `MDy `O`‖D‖2max˘ “ xZ˚r1s `M˚,Dy `O`‖D‖2max˘ .
Identifying J :“ Z˚r1s `M˚ yields (3.4). The fast off-diagonal decay of the entries of J follows
from (2.15) and (2.19).
Corollary 3.2 shows, that on the event where the rough a-priori bound (3.2) holds, the proof of
the local law (2.28) and (2.29) is reduced to bounding the error D on the right hand sides of (3.3)
and (3.4) by pN Im ζq´1{2 and pN Im ζq´1, respectively. In order, to state such estimates for the
error matrix we use the notion of stochastic domination, first introduced in [20], that is designed to
compare random variables up to N ε-factors on very high probability sets.
Definition 3.3 (Stochastic domination). Let X “ XpNq, Y “ Y pNq be sequences of non-negative
random variables. We say X is stochastically dominated by Y if
P
“
X ą N εY ‰ ď Cpε, νqN´ν , N P N ,
for any ε ą 0, ν P N and some (N -independent) family of positive constants C. In this case we
write X ă Y .
In this paper the family C of constants in Definition 3.3 will always be an explicit function of
the model parameters (2.27) and possibly some additional parameters that are considered fixed and
apparent from the context. However, the constants are always uniform in the spectral parameter
ζ on the domain under consideration and indices x, y in case X “ rxy is the element of a matrix
R “ prxyqx,y. To use the notion of stochastic domination, we will think of H “HpNq as embedded
into a sequence of random matrices with the same model parameters.
The following lemma asserts that the error matrix D from (3.1b) converges to zero as the size
N of the random matrix grows to infinity.
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Lemma 3.4 (Smallness of perturbation in max-norm). Let C ą 0 and δ, ε ą 0 be fixed. Away from
the real axis the error matrix D is small without regardless of an a-priori bound on G´M:
‖Dpτ ` iηq‖max ă 1?
N
, τ P r´C,Cs , η P r1, Cs . (3.5)
Near the real axis and in the regime where the harmonic extension of the self-consistent density of
states is bounded away from zero, we have
‖Dpζ q‖max 1
`
‖Gpζq ´Mpζq‖max ď N´ε
˘
ă
1?
N Im ζ
, (3.6)
for all ζ P H with ρpζq ě δ and Im ζ ě N´1`ε.
The proof of this key technical result is postponed to Section 5. In order to bound the first term
on the right hand side of (3.4) we use the following fluctuation averaging mechanism (introduced
in [28] for Wigner matrices) to improve the bound (3.6) to a better bound for the inner product
xJ,Dy, given a version of the entry-wise local law.
Proposition 3.5 (Fluctuation averaging). Assume B1-B4, and let rκ´, κ`s be the convex hull of
suppρ. Let δ, C ą 0 and ζ P H with δ ď distpζ, rκ´, κ`sq ` ρpζ q ď δ´1 and distpζ,SpecpHBqq´1 ă
NC for all B Ĺ X. Let ε P p0, 1{2q be a constant and Ψ a non-random control parameter with
N´1{2 ď Ψ ď N´ε. Suppose that the entrywise local law holds in the form
‖Gpζ q ´Mpζ q‖max ă Ψ . (3.7)
Then the error matrix D, defined in (3.1b), satisfies
|xR,Dpζ qy| ă Ψ2 , (3.8)
for every non-random R P CNˆN with faster than power law decay.
Note that Proposition 3.5 is stated on a slightly larger domain of spectral parameters than
Theorem 2.7 as it allows ζ to be away from the convex hull of suppρ even if ρpζq is not bounded
away from zero. This slight extension will be needed in Section 7. The proof of Proposition 3.5 is
carried out in Section 6. We have now stated all the results needed to prove the local law. In order
to keep formulas short, will use the notation:
Λpζ q :“ ‖Gpζ q ´Mpζ q‖max . (3.9)
Proof of Theorem 2.7. We will start with the proof of (2.28). By the Stieltjes transform repre-
sentation (2.5) of M and the trivial bound ‖Gpζq‖ ď 1
Im ζ
the norm of the difference Λpζq converges
to zero as ζ moves further away from the real axis. In particular, the a-priori bound (3.2) needed
for Corollary 3.2 automatically holds for sufficiently large Im ζ. Thus combining the corollary with
the unconditional error bound (3.5) the estimate (3.3) takes the form
Λpτ ` iη˚q ă 1?
N
, τ P r´C1, C1s , (3.10)
for any fixed constant C1 ą 0 and sufficiently large η˚.
Now let τ P R, η0 P rN´1`ε, η˚s and ζ0 “ τ ` iη0 P H such that ρpζ0q ě δ for some δ P
p0, 1s. Note that ρpζ0q ě δ and η0 ď η˚ imply τ P r´C1, C1s for some positive constant C1
because ρ is the harmonic extension of the self-consistent density of states with compact support
in r´κ, κs (Proposition 2.1). Since in addition the self-consistent density of states is uniformly
Hölder continuous (cf. Proposition 2.2), there is a constant c1, depending on δ and P, such that
infηPrη0 ,η˚s ρpτ ` iηq ě c1. Therefore, by (3.6) and (2.17) we infer that
Λpζ q1pΛpζ q ď N´ε{4q ă 1?
N Im ζ
, ζ P τ ` irη0, η˚s . (3.11)
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Since N´ε{2 ě pN Im ζq´1{2, the inequality (3.11) establishes on a high probability event a gap in
the set possible values that Λpζq can take. The indicator function in (3.11) is absent for ζ “ τ ` iη˚
because of (3.10), i.e. at that point the value lies below the gap. From the Lipshitz-continuity
of ζ ÞÑ Λpζq with Lipshitz-constant bounded by 2N2 for Im ζ ě 1
N
and a standard continuity
argument together with a union bound (e.g. Lemma A.1 in [4]), we conclude that Λpζq lies below
the gap for any ζ with Im ζ P rη0, η˚s with very high probability. Thus, using the definition of
stochastic domination, we see that maxζPDδ Λpζq ă pN Im ζq´1{2, i.e., the entrywise local law (2.28)
holds.
Now we prove (2.29). Let ζ P H with Im ζ ě N´1`ε and ρpζq ě δ, so that the entrywise local
law (3.7) holds at ζ with Ψ :“ pN Im ζq´1{2. Applying the fluctuation averaging (Proposition 3.5)
with Ψ :“ pN Im ζq´1{2 and R :“ Jpζq yields |xJ,Dy| ă pN Im ζq´1. Plugging this estimate for the
first term into the right hand side of (3.4), and recalling the definition of stochastic domination,
yields (2.29). This finishes the proof of Theorem 2.7.
Proof of Lemma 3.1. The condition (2.12) on the bare matrix A is clearly satisfied by (2.24).
The lower bound on S in (2.7) follows from (2.26). To show this, let R “ ři ̺i rir˚i P C`, where
the sum is over the orthonormal basis priqNi“1. Then v˚SrRsv “
ř
i ̺iE |r
˚
iWv|
2 ě κ4
ř
j ̺i, for
any normalized vector v P CN .
We will now verify the upper bounds on S in (2.7) and (2.13). Both bounds follow from the
decay of covariances
|Ewxuwvy | ď κ3p2νq
` pqxyquvqν ` pqxvquyqν˘ , qxy :“ 11`dpx,yq , ν P N , (3.12)
which is an immediate consequence of (2.25) with the choices WA “ pwxu, wuxq, WB “ pwvy , wyvq,
φpξ1, ξ2q “ ξ1 and ψpξ1, ξ2q “ ξ1.
Indeed, to see the upper bound in (2.7) it suffices to show
‖Srrr˚s‖ ď CN´1 , (3.13)
for a constant C ą 0, depending on K , and any normalized vector r P CN , because we can use for
any R P C` the spectral decomposition R “
ř
i ̺i rir
˚
i as above. The estimate (3.12) yields
‖Srrr˚s‖ ď κ3p2νq
N
´
‖Qpνq‖ |r|˚Qpνq|r| ` ∥∥pQpνq|r|qpQpνq|r|q˚∥∥
¯
, (3.14)
where we defined the matrix Qpνq with entries qpνqxy :“ q νxy and |r| :“ p|rx|qxPX. Since
‖Qpνq‖ ď max
x
ÿ
y
q νxy , (3.15)
the inequality (3.13) follows from the sub-P -dimensional volume (2.11) by choosing ν sufficiently
large.
To show (2.13) we fix any R P CNˆN and estimate the entries SxyrRs of SrRs by using (3.12),
|SxyrRs| ď κ3p2νq
ˆ´ 1
N
ÿ
u,v
q νuv
¯
q νxy `
1
N
´ÿ
v
q νxv
¯´ÿ
u
q νuy
¯˙
‖R‖max
The bound (2.13) follows because the right hand side of (3.15) is finite.
4 The Matrix Dyson Equation
This section is dedicated to the analysis of the MDE (2.2). In particular, it is thus independent
of the probabilistic results established in Sections 5 - 7. In Section 4.1 we establish a variety of
properties of the solution M to the MDE. The section starts with the proof of Proposition 2.1 and
ends with the proof of Theorem 2.5. In Section 4.2 we prove Proposition 2.2 and the stability of
the MDE, Theorem 2.6.
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4.1 The solution of the Matrix Dyson Equation
Most of the inequalities in this and the following section are uniform in the data pair pA,Sq that
determines the MDE and its solution, given a fixed set of model parameters Pk corresponding to the
assumptions Ak. We therefore introduce a convention for inequalities up to constants, depending
only on the model parameters.
Convention 4.1 (Comparison relation and constants). Suppose a set of model parameters P is
given. Within the proofs we will write C and c for generic positive constants, depending on P.
In particular, C and c may change their values from inequality to inequality. If C, c depend on
additional parameters L , we will indicate this by writing CpL q, cpL q. We also use the comparison
relation α À β or β Á α for any positive α and β if there exists a constant C ą 0 that depends only
on P, but is otherwise uniform in the data pair pA,Sq, such that α ď Cβ. In particular, C does
not depend on the dimension N or the spectral parameter ζ. In case α À β À α we write α „ β.
For two matrices R,T P C` we similarly write R À T if the inequality R ď CT in the sense of
quadratic forms holds with a constant C ą 0 depending only on the model parameters.
In the upcoming analysis many quantities depend on the spectral parameter ζ. We will often
suppress this dependence in our notation and write e.g. M “Mpζ q, ρ “ ρpζ q, etc.
Proof of Proposition 2.1. In this proof we will generalize the proof of Proposition 2.1 from [2]
to our matrix setup. By taking the imaginary part of both sides of the MDE and using ImM ě 0
and A “ A˚ we see that
´ Im“Mpζ q´1‰ “ M˚pζ q´1 ImMpζ qMpζ q´1 ě Im ζ 1 .
In particular, this implies the trivial bound on the solution to the MDE,
‖Mpζ q‖ ď 1
Im ζ
, ζ P H . (4.1)
Let w P CN be normalized, w˚w “ 1. Since Mpζq has positive imaginary part, the analytic
function ζ ÞÑ w˚Mpζqw takes values in H. From the trivial upper bound (4.1) and the MDE
itself, we infer the asymptotics iηw˚Mpiηqw Ñ ´1 as η Ñ8. By the characterization of Stieltjes
transforms of probability measures on the complex upper half plane (cf. Theorem 3.5 in [31]), we
infer
w˚Mpζqw “
ż
vwpdτq
τ ´ ζ ,
where vw is a probability measure on the real line. By polarization, we find the general represen-
tation (2.5).
We now show that suppV Ď r´κ, κs, where κ “ ‖A‖ ` 2‖S‖1{2 (cf. (2.6)). Note that A1
implies ‖S‖ À 1. Indeed, letting p ¨q˘ denote the positive and negative parts, we find
‖SrRs‖ ď P1
` xpReRq`y ` xpReRq´y ` xpImRq`y ` xpImRq´y ˘ ď 2P1‖R‖hs , (4.2)
for any R P CNˆN . Since ‖R‖hs ď ‖R‖ the bound ‖S‖ À 1 follows. The following argument will
prove that ‖ImMpζ q‖ Ñ 0 as Im ζ Ó 0 locally uniformly for all ζ P H with |ζ| ą κ. This implies
suppV Ď r´κ, κs.
Let us fix ζ P H with |ζ| ą κ and suppose that ‖M‖ satisfies the upper bound
‖M‖ ă |ζ|´ ‖A‖
2‖S‖
. (4.3)
Then by taking the inverse and then the norm on both sides of (2.2) we conclude that
‖M‖ ď 1
|ζ|´ ‖A‖´ ‖S‖‖M‖ ď
2
|ζ|´ ‖A‖ . (4.4)
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Therefore, (4.3) implies (4.4) and we see that there is a gap in the possible values of ‖M‖, namely
‖Mpζ q‖ R
´
2
|ζ|´‖A‖ ,
|ζ|´‖A‖
2‖S‖
¯
for |ζ| ą κ .
Since ζ ÞÑ ‖Mpζ q‖ is a continuous function and for large Im ζ the values of this function lie below
the gap by the trivial bound (4.1), we infer
‖Mpζ q‖ ď 2
|ζ|´ ‖A‖ for |ζ| ą κ . (4.5)
Let us now take the imaginary part of the MDE and multiply it with M˚ from the left and with
M from the right,
ImM “ pIm ζ qM˚M`M˚SrImMsM . (4.6)
By taking the norm on both sides of (4.6), using a trivial estimate on the right hand side and
rearranging the resulting terms, we get
‖ImM‖ ď Im ζ ‖M‖
2
1´ ‖M‖2‖S‖ . (4.7)
Here we used ‖M‖2‖S‖ ă 1, which is satisfied by (4.5) for |ζ| ą κ. We may estimate the right
hand side of (4.7) further by applying (4.5). Thus we find
‖ImM‖ ď 4Im ζp|ζ|´ ‖A‖q2 ´ 4‖S‖ “
4Im ζ
p|ζ|´ κ` 2‖S‖1{2q2 ´ 4‖S‖ . (4.8)
The right hand side of (4.8) converges to zero locally uniformly for all ζ P H with |ζ| ą κ as Im ζ Ó 0.
This finishes the proof of Proposition 2.1.
The following proposition lists bounds on M that, besides the ones stated in Section 2.1, con-
stitute the only properties of M that we need outside this section.
Proposition 4.2 (Properties of the solution). Assume A1 and that ‖A‖ ď P0 for some constant
P0 ą 0. Then uniformly for all spectral parameters ζ P H the following bounds hold:
(i) The solution is bounded in the spectral norm,
‖Mpζ q‖ À 1
ρpζ q ` distpζ, supp ρq . (4.9)
(ii) The inverse of the solution is bounded in the spectral norm,
‖Mpζ q´1‖ À 1` |ζ| . (4.10)
(iii) The imaginary part of M is comparable to the harmonic extension of the self-consistent density
of states,
ρpζ q1 À ImMpζ q À p1` |ζ|2q‖Mpζ q‖2ρpζ q1 . (4.11)
Proof. The inequalities (4.9) and (4.10) provide upper and lower bounds on the singular values of
the solution, respectively. Before proving these bounds we show that M has a bounded normalized
Hilbert-Schmidt norm,
‖Mpζ q‖hs À 1 , @ζ P H . (4.12)
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For this purpose we take the imaginary part of (2.2) (cf. (4.6)) and find ImM ě M˚SrImMsM,
where M “Mpζq. The lower bound on S from (2.7) implies
ImM Á ρM˚M , (4.13)
where we used the definition of ρ in (2.10). Taking the normalized trace on both sides of (4.13)
shows (4.12).
Proof of (ii): Taking the norm on both sides of (2.2) yields
‖M´1‖ ď |ζ|` ‖A‖` ‖S‖hsÑ‖¨‖‖M‖hs À 1` |ζ| , (4.14)
where ‖S‖hsÑ‖¨‖ denotes the norm of S from CNˆN equipped with the norm ‖ ¨‖hs to CNˆN
equipped with ‖ ¨‖. For the last inequality in (4.14) we used (4.12) and that by A1 we have
‖S‖hsÑ‖¨‖ À 1 (cf. (4.2)).
Proof of (iii): First we treat the simple case of large spectral parameters, |ζ| ě 1` κ, where κ was
defined in (2.6). Recall that the matrix valued measure Vpdτq (cf. (2.5)) is supported in r´κ, κs by
Proposition 2.1. The normalization, VpRq “ 1 implies that for any vector u P CN with ‖u‖ “ 1 the
function ζ ÞÑ 1
π
Imru˚Mpζ qus is the harmonic extension of a probability measure with support in
r´κ, κs, hence it behaves as ´ζ´1 for large |ζ|. We conclude that ImMpζ q „ ρpζ q „ |ζ|´2 Im ζ, for
|ζ| ě 1`κ. Since for these ζ we also have ‖Mpζ q‖ „ |ζ|´1 by the Stieltjes transform representation
(2.5) we conclude that (4.11) holds in this regime.
Now we consider ζ P H with |ζ| ď 1` κ. We start with the lower bound on ImM. From (4.13)
we see that ImM Á ρ ‖M´1‖´21, and since ‖M´1‖ À 1 by (ii), the lower bound in (4.11) is
proven.
For the upper bound, taking the imaginary part of the MDE (cf. (4.6)) and using A1 and that
ImM Á Im ζ 1 by the Stieltjes transform representation (2.5), we get
ImM “ Im ζM˚M`M˚SrImMsM À pIm ζ ` ρqM˚M À ρ ‖M‖21 .
Proof of (i): In the regime |ζ| ě 1 ` κ the bound (4.9) follows from the Stieltjes transform
representation (2.5). Thus we consider |ζ| ď 1 ` κ. We take the imaginary part on both sides of
(2.2) and use the lower bound in (4.11) and Sr1s Á 1 to get
´ ImMpζ q´1 ě SrImMpζ qs Á ρpζ q1 .
Since in general ImR´1 ě 1 implies ‖R‖ ď 1 for any R P CNˆN , we infer that ‖Mpζ q‖ À ρpζ q´1.
On the other hand, ‖Mpζ q‖ À distpζ, supp ρq´1 follows from (2.5) again.
In order to show the fast decay of off-diagonal entries of M, Theorem 2.5, we rely on the
following general result on matrices with decaying off-diagonal entries.
Lemma 4.3 (Perturbed Combes-Thomas estimate). Let R P CNˆN be such that
|rxy| ď βpνqp1` dpx, yqqν `
βp0q
N
, @x, y P X , @ν P N ,
with some positive sequence β “ pβpνqq8ν“0, and ‖R´1‖ ď 1.
Then there exists a sequence α “ pαpνqq8ν“0, depending only on β and P (cf. (2.11)), such that
|pR´1qxy| ď αpνqp1` dpx, yqqν `
αp0q
N
, @x, y P X , @ν P N . (4.15)
This lemma is reminiscent of a standard Combes-Thomas estimate: An off-diagonal decay of
the entries of a matrix R implies a similar decay for its inverse, R´1, provided the smallest singular
value is bounded away from zero. Indeed, in the case of αp0q “ βp0q “ 0 the proof of this lemma
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directly follows from the standard strategy for establishing Combes-Thomas estimates, see e.g.
Proposition 13.3.1. in [45]; we omit the details. We now explain how to extend this standard result
to our case, where Lemma 4.3 allows for a nondecaying component. The detailed proof will be
given in the appendix, here we only present the basic idea.
Write R “ S`T, where S has a fast off-diagonal decay and T has entries of size |txy| À N´1.
Note that T cannot simply be considered as a small perturbation since its norm can be of order
one, i.e. comparable with that of S. Instead, the proof relies on showing that S inherits the lower
bound on its singular values from R and then applying the standard αp0q “ βp0q “ 0 version of the
Combes-Thomas estimate to S to generate the decaying component ofR´1. The point is that T can
potentially change only finitely many singular values by a significant amount since ‖T‖max À N´1.
If these few singular values were close to zero, then they would necessarily be isolated, hence the
corresponding singular vectors would be strongly localized. However, because of its small entries,
T acts trivially on localized vectors which implies that isolated singular values are essentially stable
under adding or subtracting T. This argument excludes the creation of singular values close to
zero by subtracting T from R. The details are found in the appendix. Putting all these ingredients
together, we can now complete the proof of Theorem 2.5.
Proof of Theorem 2.5. Recall the model parameters π1, π2 from A2. We consider the MDE
(2.2) entrywise and see that
|pM´1qxy| ď |ζ|δxy ` π1pνq ` π2pνq‖M‖p1` dpx, yqqν `
π1p0q ` π2p0q‖M‖
N
,
where we used the assumptions (2.12) and (2.13), as well as ‖M‖max ď ‖M‖. By (4.9) and ζ P Dδ,
we have ‖M‖ À δ´1. Furthermore, for large |ζ| we also have ‖Mpζq‖ À |ζ|´1. We can now apply
Lemma 4.3 with the choice R :“ ‖M‖M´1 to see the existence of a positive sequence γ such that
(2.15) holds. This finishes the proof of Theorem 2.5.
4.2 Stability of the Matrix Dyson Equation
The goal of this section is to prove Proposition 2.2 and Theorem 2.6. The main technical result,
which is needed for these proofs, is the linear stability of the MDE. For its statement we introduce
for any R P CNˆN the sandwiching operator CR : CNˆN Ñ CNˆN by
CRrTs :“ RTR . (4.16)
Note that C´1R “ CR´1 and C˚R “ CR˚ for any R P CNˆN , where C˚R denotes the adjoint with
respect to the scalar product (2.1).
Proposition 4.4 (Linear stability). Assume A1 and ‖A‖ ď P0 for some constant P0 ą 0 (cf.
(2.8)). There exists a universal numerical constant C ą 0 such that uniformly for all ζ P H:
‖pId´ CMpζqS q´1‖sp À 1 `
1
pρpζ q ` distpζ, supp ρqqC . (4.17)
Before we show a few technical results that prepare the proof of Proposition 4.4, we give a
heuristic argument that explains how the operator Id ´ CMS on the left hand side of (4.17) is
connected to the stability of the MDE (2.2), written in the form ´1 “ pζ1 ´A` SrMsqM, with
respect to perturbations. Suppose that the perturbed MDE
´1 “ pζ1´A` SrGpDqsqGpDq `D , (4.18)
with perturbation matrix D has a unique solution GpDq, depending differentiably on D. Then by
differentiating on both sides of (4.18) with respect to D, setting D “ 0 and using the MDE for
Mpζq “Gp0q, we find
0 “ ´Mpζ q´1∇RGp0q ` Sr∇RGp0qsMpζ q `R , (4.19)
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where ∇R denotes the directional derivative with respect to D in the direction R P CNˆN . Rear-
ranging the terms in (4.19) and multiplying with M “Mpζq from the left yields
pId´ CMS q∇RGp0q “ MR . (4.20)
Thus GpDq has a bounded derivative at D “ 0, i.e., the MDE is stable with respect to the
perturbation D to linear order, whenever the operator Id ´ CMS is invertible and its inverse is
bounded. In order to extend the linear stability to the full stability of the MDE for non-infinitesimal
perturbations, the linear stability bound (4.17) is fed as an input into a quantitative implicit function
theorem (cf. (b) of Lemma 4.10 and (4.55) below). The implicit function theorem then yields the
existence of the analytic map D ÞÑGpDq appearing in Theorem 2.6.
The following definition will play a crucial role in the upcoming analysis.
Definition 4.5 (Saturated self-energy operator). Let M “ Mpζ q be the solution of the MDE at
some spectral parameter ζ P H. We define the linear operator F “ Fpζ q : CNˆN Ñ CNˆN by
F :“ CW C?ImM S C?ImM CW , (4.21a)
where we have introduced an auxiliary matrix
W :“ `1` pC´1?
ImM
rReMs q2 1˘{4 . (4.21b)
We call F the saturated self-energy operator or the saturation of S for short.
The operator F inherits the self-adjointness with respect to (2.1) and the property of mapping
C` to itself from the self-energy operator S. We will now briefly discuss the reason for introducing
F . In order to invert Id´CMS in (4.20) we have to show that CMS is dominated by Id in some sense.
Neither S norM can be directly related to the identity operator, but their specific combination CMS
can. We extract this delicate information from the MDE via a Perron-Frobenius argument. The key
observation is that as Im ζ Ó 0 the imaginary part of the MDE (4.6) becomes an eigenvalue equation
for the operator R ÞÑ M˚SrRsM with eigenvalue 1 and corresponding eigenmatrix ImM. Since
this operator is positivity preserving and ImM P C`, its spectral radius is 1. Naively speaking,
through the replacement of M˚ by M, the operator CMS gains an additional phase which reduces
the spectral radius further and thus guarantees the invertibility of Id ´ CMS. However, the non-
selfadjointness of the aforementioned operators makes it hard to turn control on their spectral
radii into norm-estimates. It is therefore essential to find an appropriate symmetrization of these
operators before Perron-Frobenius is applied. A similar problem appeared in a simpler commutative
setting in [2]. There, M “ diagpmq was a diagonal matrix and the MDE became a vector equation.
In this case the problem of inverting Id´ CMS reduces to inverting a matrix 1´ diagpmq2S, where
S P RNˆN is a matrix with non-negative entries that plays the role of the self-energy operator S in
the current setup. The idea in [2] was to write
1´ diagpmq2S “ RpU´FqT , (4.22)
with invertible diagonal matrices R and T, a diagonal unitary matrixU and a self-adjoint matrix F,
playing the role of the operator F , with positive entries that satisfies the bound ‖F‖ ď 1. It is then
possible to see that U´F is invertible as long as U does not leave the Perron-Frobenius eigenvector
of F invariant. In this commutative setting it is possible to choose F “ diagp|m|qSdiagp|m|q, where
the absolute value is taken in each component. In our current setting we will achieve a decomposition
similar to (4.22) on the level of operators acting on CNˆN (cf. (4.39) below). The definition (4.21)
ensures that the saturation F is self-adjoint, positivity-preserving and satisfies ‖F‖ ď 1, as we will
establish later.
Lemma 4.6 (Bounds onW). Assume A1 and ‖A‖ ď P0 for some constant P0 ą 0. Then uniformly
for all spectral parameters ζ P H with |ζ| ď 3p1`κq the matrix W “Wpζ q P C`, defined in (4.21b),
fulfills the bounds
‖M‖´11 À ρ1{2W À ‖M‖1{21. (4.23)
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Proof. We write W4 in a form that follows immediately from its definition (4.21b),
W4 “ C´1?
ImM
pC ImM ` CReMqrpImMq´1s .
We estimate pImMq´1 from above and below by employing (4.11) in the regime |ζ| À 1,
1
ρ‖M‖2
C ´1?
ImM
rM˚M`MM˚s À W4 À 1
ρ
C ´1?
ImM
rM˚M`MM˚s .
Using the trivial bounds 2‖M´1‖´21 ďM˚M`MM˚ ď 2‖M‖21 and ‖M´1‖ À 1 from (4.10) as
well as (4.11) again, we find ‖M‖´4ρ´2 ÀW4 À ‖M‖2ρ´2. This is equivalent to (4.23).
Lemma 4.7 (Spectrum of F). Assume A1 and ‖A‖ ď P0 for some constant P0 ą 0. Then the
saturated self-energy operator F “ Fpζ q, defined in (4.21), has a unique normalized, ‖F‖hs “ 1,
eigenmatrix F “ Fpζ q P C`, corresponding to its largest eigenvalue, FrFs “ ‖F‖spF. Furthermore,
the following properties hold uniformly for all spectral parameters ζ P H such that |ζ| ď 3p1 ` κq
and ‖Fpζ q‖sp ě 1{2.
(i) The spectral radius of F is given by
‖F‖sp “ 1 ´ xF , CWrImMsyxF,W´2y Im ζ . (4.24)
(ii) The eigenmatrix F is controlled by the solution of the MDE:
‖M‖´71 À F À ‖M‖61 . (4.25)
(iii) The operator F has the uniform spectral gap ϑ Á ‖M‖´42, i.e.,
Spec
`
F{‖F‖sp
˘ Ď r´1` ϑ, 1´ ϑ s Y t1u . (4.26)
Proof. Since F preserves the cone C` of positive semidefinite matrices, a version of the Perron-
Frobenius theorem for cone preserving operators implies that there exists a normalized F P C`
such that FrFs “ ‖F‖spF. We will show uniqueness of this eigenmatrix later in the proof. First
we will prove that (4.24) holds for any such F.
Proof of (i): We define for any matrix R P CNˆN the operator KR : CNˆN Ñ CNˆN via
KRrTs :“ R˚TR . (4.27)
Note that for self-adjoint R P CNˆN we have KR “ CR (cf. (4.16)). Using definition (4.27), the
imaginary part of the MDE (4.6) can be written in the form
ImM “ pIm ζ qKMr1s `KMSrImMs . (4.28)
We will now write up the equation (4.28) in terms of ImM, F and W. In order to express M in
terms of W, we introduce the unitary matrix
U :“
C´1?
ImM
rReMs ´ i1
∣
∣C´1?
ImM
rReMs ´ i1∣∣ , (4.29)
via the spectral calculus of the self-adjoint matrix C´1?
ImM
rReMs. With (4.29) and the definition
of W from (4.21b) we may write M as
M “ C?ImMCWrU˚s . (4.30)
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Here, the matrices W and U commute. The identity (4.30) should be viewed as a balanced polar
decomposition. Instead of having unitary matrices U1 or U2 on the left or right of the decompo-
sitions M “ U1Q1 or M “ Q2U2, respectively, the unitary matrix U˚ appears in the middle of
M “ Q˚U˚Q with Q “W?ImM. Using (4.30) we also find an expression for KM, namely
KM “ C?ImM CWKU˚ CW C?ImM . (4.31)
Plugging (4.31) into (4.28) and applying the inverse of C?ImMCWKU˚ on both sides, yields
W´2 “ CWrImMs Im ζ `FrW´2s , (4.32)
where we used the definition of F from (4.21) and K´1
U˚
rW´2s “W´2, which holds because U and
W commute. We project both sides of (4.32) onto the eigenmatrix F of F . Since F is self-adjoint
with respect to the scalar product (2.1) and by FrFs “ ‖F‖spF we get
xF ,W´2y “ xF , CWrImMsy Im ζ ` ‖F‖sp xF ,W´2y .
Solving this identity for ‖F‖sp yields (4.24).
Proof of (ii) and (iii): Let ζ P H with |ζ| ď 3p1 ` κq and ‖Fpζq‖sp ě 1{2. The bounds on the
eigenmatrix (4.25) and on the spectral gap (4.26) are a consequence of the estimate
‖M‖´4xRy1 À FrRs À ‖M‖6xRy1 , @R P C` . (4.33)
We verify (4.33) below. Given (4.33), the remaining assertions, (4.25) and (4.26), of Lemma 4.7,
are consequences of the following general result that is proven in the appendix. It generalises to
a non-commutative setting the basic fact (cf. Lemma A.1) that symmetric matrices with strictly
positive entries have a positive spectral gap. The proof of Lemma 4.8 is given in the appendix.
Lemma 4.8 (Spectral gap). Let T : CNˆN Ñ CNˆN be a linear self-adjoint operator preserving the
cone C` of positive semidefinite matrices. Suppose T is normalized, ‖T ‖sp “ 1, and
γ xRy1 ď T rRs ď Γ xRy1 , R P C` , (4.34)
for some positive constants γ and Γ. Then T has a spectral gap of size θ :“ γ6
2Γ4
, i.e.,
SpecT Ď r´1` θ, 1´ θ s Y t1u . (4.35)
Furthermore, the eigenvalue 1 is non-degenerate and the corresponding normalized, ‖T‖hs “ 1,
eigenmatrix T P C` satisfies γ?
Γ
1 ď T ď Γ1 . (4.36)
Lemma 4.8 shows the uniqueness of the eigenmatrix F as well. In the regime |ζ| ě 3p1 ` κq
the constants hidden in the comparison relation of (4.33) will depend on |ζ|, but otherwise the
upcoming arguments are not affected. In particular the qualitative property of having a unique
eigenmatrix F remains true even for large values of |ζ|.
Proof of (4.33): The bounds in (4.33) are a consequence of Assumption A1 and the bounds (4.23)
on W and (4.11) on ImM, respectively. Indeed, from A1 we have SrRs „ xRy1 for positive
semidefinite matrices R. By the definition (4.21a) of F this immediately yields
FrRs „ @C?ImM CWrRsD CW C?ImMr1s “ xCWrImMs ,Ry CWrImMs .
Since (4.23) and (4.11) imply ‖M‖´21 À CWrImMs À ‖M‖31, we conclude that (4.33) holds.
20
Proof of Proposition 4.4. To show (4.17) we consider the regime of large and small values of
|ζ| separately. We start with the simpler regime, |ζ| ě 3p1 ` κq. In this case we apply the bound
‖Mpζ q‖ ď p|ζ|´κq´1, which is an immediate consequence of the Stieltjes transform representation
(2.5) of M. In particular,
‖CMpζqS‖sp ď
‖S‖sp
p|ζ|´ κq2 ď
‖S‖
4p1 ` κq2 ď
1
4
, (4.37)
where we used κ ě ‖S‖1{2 in the last and second to last inequality. We also used that ‖T ‖sp ď ‖T ‖
for any self-adjoint T P CNˆN . The claim (4.17) hence follows in the regime of large |ζ|.
Now we consider the regime |ζ| ď 3p1 ` κq. Here we will use the spectral properties of the
saturated self-energy operator F , established in Lemma 4.7. First we rewrite Id´ CMpζqS in terms
of F . For this purpose we recall the definition of U from (4.29). With the identity (4.30) we find
CM “ C?ImM CW CU˚ CW C?ImM . (4.38)
Combining (4.38) with the definition of F from (4.21a) we verify
Id´ CMS “ C?ImM CW CU˚pCU ´ F qC´1W C´1?ImM . (4.39)
The bounds (4.23) on W and (4.11) on ImM imply bounds on CW and C?ImM, respectively.
In fact, in the regime of bounded |ζ|, we have
‖CW‖ À ‖M‖
ρ
, ‖C´1W ‖ À ρ‖M‖2 , ‖C?ImM ‖ À ρ‖M‖2 , ‖C´1?ImM ‖ À
1
ρ
. (4.40)
Therefore, taking the inverse and then the norm ‖ ¨‖sp on both sides of (4.39) and using (4.40) as
well as ‖CT‖sp ď ‖CT‖ for self-adjoint T P CNˆN yields
‖pId´ CMSq´1‖sp À ‖M‖5‖pCU ´ Fq´1‖sp . (4.41)
Note that CU and CU˚ are unitary operators on C
NˆN and thus ‖CU‖sp “ ‖CU˚‖sp “ 1. We
estimate the norm of the inverse of CU ´ F . In case ‖F‖sp ă 1{2 we will simply use the bound
‖pCU ´ Fq´1‖sp ď 2 in (4.41) and (4.9) for estimating ‖M‖, thus verifying (4.17) in this case.
If ‖F‖sp ě 1{2, we apply the following lemma, which was stated as Lemma 5.8 in [2].
Lemma 4.9 (Rotation-Inversion Lemma). Let T be a self-adjoint and U a unitary operator on
C
NˆN . Suppose that T has a spectral gap, i.e., there is a constant θ ą 0 such that
SpecT Ď “´‖T ‖sp` θ , ‖T ‖sp´ θ ‰Y  ‖T ‖sp( ,
with a non-degenerate largest eigenvalue ‖T ‖sp ď 1. Then there exists a universal positive constant
C such that
‖pU ´ T q´1‖sp ď C
θ
|1´ ‖T ‖sp xT , UrTsy|´1 ,
where T is the normalized, ‖T‖hs “ 1, eigenmatrix of T , corresponding to ‖T ‖sp.
With the lower bound (4.26) on the spectral gap of F , we find
‖pCU ´ F q´1‖sp À ‖M‖
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max
 
1´ ‖F‖sp , |1´ xF , CUrFsy|
( . (4.42)
Plugging (4.42) into (4.41) and using (4.9) to estimate ‖M‖, shows (4.17), provided the denominator
on the right hand side of (4.42) satisfies
max
 
1´ ‖F‖sp , |1´ xF , CUrFsy|
( Á pρpζ q ` distpζ, supp ρqqC , (4.43)
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for some universal constant C ą 0.
In the remainder of this proof we will verify (4.43). We establish lower bounds on both arguments
of the maximum in (4.43) and combine them afterwards. We start with a lower bound on 1´‖F‖sp.
Estimating the numerator of the fraction on the right hand side of (4.24) from below
xF , CWrImMsy Á ρ xF ,W2y Á ‖M‖´2xFy ,
and its denominator from above, xF ,W´2y À ρ‖M‖2xFy, by applying the bounds from (4.23) and
(4.11), we see that
1´ ‖Fpζ q‖sp Á Im ζ
ρpζ q‖Mpζ q‖4 . (4.44)
Since ρpζ q is the harmonic extension of a probability density (namely the self-consistent density of
states ρ), we have the trivial upper bound ρpζ q À Im ζ{distpζ, supp ρq2. Continuing from (4.44) we
find the lower bound
1´ ‖F‖sp Á ‖M‖´4 distpζ, suppρq2 Á pρ` distpζ, supp ρqq4 distpζ, supp ρq2 , (4.45)
where we used (4.9) in the second inequality.
Now we estimate |1´ xF , CUrFsy| from below. We begin with
|1´ xF , CUrFsy| ě Re
“
1´ xF , CUrFsy
‰ “ 1´ @F, pCReU ´ CImUqrFsD ě xF , CImUrFsy , (4.46)
where 1´xF , CReUFy ě 0 in the last inequality, because U is unitary and ‖F‖hs “ 1. Since ImU “
´W´2 (cf. (4.29) and (4.21)) and because of (4.23) we have ´ ImU Á ‖M‖´2ρ . Continuing from
(4.46), using the normalization ‖F‖hs “ 1 and (4.9), we get the lower bound
|1 ´ xF , CUrFsy| Á ρ2 ‖M‖´4 Á pρ` distpζ, supp ρqq4ρ2 .
Combining this with (4.45) shows (4.43) and thus finishes the proof of Proposition 4.4.
Proof of Proposition 2.2. We show that the harmonic extension ρpζ q of the self-consistent
density of states (cf. (2.10)) is uniformly c-Hölder continuous on the entire complex upper half
plane. Thus its unique continuous extension to the real line, the self-consistent density of states,
inherits this regularity.
We differentiate both sides of the MDE with respect to ζ and find the equation
pId´ CMS qrBζMs “M2 . (4.47)
Inverting the operator Id´ CMS and taking the normalized Hilbert-Schmidt norm reveals a bound
on the derivative of the solution to the MDE,
‖BζM‖hs ď ‖pId ´ CMS q´1‖sp‖M‖2. (4.48)
Since ζ Ñ xMpζ qy is an analytic function on H, we have the basic identity 2πiBζρ “ 2iBζ ImxMy “
BζxMy. Therefore, making use of (4.48), we get
|Bζρ | “ 12π |xBζMy| ď 12 ‖pId ´ CMS q´1‖sp‖M‖2 À ρ´pC`2q . (4.49)
For the last inequality in (4.49) we employed the bound (4.9) and the linear stability, Proposition 4.4.
The universal constant C stems from its statement (4.17). From (4.49) we read off that the harmonic
extension ρ of the self-consistent density of states is 1
C`3 -Hölder continuous.
It remains to prove that ρ is real analytic at any τ0 with ρpτ0q ą 0. Since ρ is continuous, it is
bounded away from zero in a neighborhood of τ0. Using (4.47), (4.9) and (4.17) we conclude that
M is uniformly continuous in the intersection of a small neighborhood of τ0 in C with the complex
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upper half plane. In particular, M has a unique continuous extension Mpτ0q to τ0. Furthermore,
by differentiating (2.2) with respect to ζ and by the uniqueness of the solution to (2.2) with positive
imaginary part one verifies that M coincides with the solution Q to the holomorphic initial value
problem
BωQ “ pId´ CQSq´1rQ2s , Qp0q “ Mpτ0q ,
i.e. Mpτ0 ` ωq “ Qpωq for any ω P H with sufficiently small absolute value. Since the solution Q
is analytic in a small neighborhood of zero, we conclude that M can be holomorphically extended
to a neighborhood of τ0 in C. By continuity (2.10) remains true for ζ P R close to τ0 and thus ρ is
real analytic there.
In the proof of Theorem 2.6 we will often consider T : pCNˆN , ‖ ¨‖Aq Ñ pCNˆN , ‖ ¨‖Bq, i.e., T is
a linear operator on CNˆN equipped with two different norms. We indicate the norms in the nota-
tion of the corresponding induced operator norm ‖T ‖AÑB. We will use A,B “ hs, ‖ ¨‖, 1,8,max,
etc. We still keep our convention that ‖T ‖sp “ ‖T ‖hsÑhs and ‖T ‖ “ ‖T ‖‖¨‖Ñ‖¨‖. Furthermore, we
introduce the norms
‖R‖1 :“ max
y
ř
x |rxy| , ‖R‖8 :“ maxx
ř
y |rxy| , ‖R‖1_8 :“ max
 
‖R‖1, ‖R‖8
(
. (4.50)
Some of the norms on matrices R P CNˆN are ordered, e.g. maxt‖R‖max, ‖R‖hsu ď ‖R‖ ď
‖R‖1_8. Note that if ‖ ¨‖ rA ď ‖ ¨‖A and ‖ ¨‖B ď ‖ ¨‖ rB , then ‖ ¨‖AÑB ď ‖ ¨‖ rAÑ rB. In particular, for
T : CNˆN Ñ CNˆN we have e.g. ‖T ‖maxÑhs ď ‖T ‖maxÑ‖¨‖ ď ‖T ‖maxÑ1_8.
In order to show the existence and properties of the map D ÞÑ GpDq from Theorem 2.6 we rely
on an implicit function theorem, which we state here for reference purposes.
Lemma 4.10 (Quantitative implicit function theorem). Let T : CA ˆ CD Ñ CA be a continuously
differentiable function with invertible derivative ∇p1qT p0, 0q at the origin with respect to the first
argument and T p0, 0q “ 0. Suppose CA and CD are equipped with norms that we both denote by
‖ ¨‖, and let the linear operators on these spaces be equipped with the corresponding induced operator
norms. Let δ ą 0 and C1, C2 ă 8 be constants, such that
(a) ‖p∇p1qT p0, 0qq´1‖ ď C1;
(b)
∥
∥ IdCA ´ p∇p1qT p0, 0qq´1∇p1qT pa, dq
∥
∥ ď 1
2
, for every pa, dq P BAδ ˆBDδ ;
(c) ‖∇p2qT pa, dq‖ ď C2, for every pa, dq P BAδ ˆBDδ .
Here B#δ is the δ-ball around 0 with respect to ‖ ¨‖ in C#, and ∇p2q denotes the derivative with
respect to the second variable.
Then there exists a constant ε ą 0, depending only on δ, C1 and C2, and a unique continuously
differentiable function f : BDε Ñ BAδ , such that T pfpdq, dq “ 0, for every d P BDε . Furthermore, if
T is analytic, then so is f .
The proof of this result is elementary and left to the reader.
Proof of Theorem 2.6. To apply Lemma 4.10 we define J : CNˆN ˆ CNˆN Ñ CNˆN by
J rG,Ds :“ 1 ` pζ 1´A` SrGsqG`D .
With this definition the perturbed MDE (2.16) takes the form
J rGpDq,Ds “ 0 .
In particular, the unperturbed MDE (2.2) is J rM,0s “ 0, with M “Gp0q.
For the application of the implicit function theorem we control the derivatives of J with respect
to G and D. With the short hand notation,
WRrTs :“ MpSrTsR ` SrRsT q , (4.51)
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we compute the directional derivative of J with respect to G in the direction R P CNˆN ,
∇
pGq
R J rG,Ds “ pζ 1´A` SrGsqR` SrRsG
“ ´M´1pId´ CMS ´WG´MqrRs .
(4.52)
For the second identity in (4.52) we used (2.2).
The derivative with respect to D is simply the identity operator, ∇pDqJ rG,Ds “ Id. Therefore,
estimating ∇pDqJ for the hypothesis (c) of Lemma 4.10 is trivial.
We consider CNˆN – CN2 with the entrywise maximum norm ‖ ¨‖max and use the short hand
notation ‖T ‖max :“ ‖T ‖maxÑmax for the induced operator norm of any linear T : CNˆN Ñ CNˆN .
To apply Lemma 4.10 in this setup we need the following two estimates:
(i) The operator norm of pId´ CMS q´1 on pCNˆN , ‖ ¨‖maxq is controlled by its spectral norm,
‖pId ´ CMS q´1‖max À 1 ` ‖M‖2 ` ‖M‖4‖pId´ CMS q´1‖sp . (4.53)
(ii) The operator norm of WG´M is small, provided G is close to M,
‖WG´M‖max À ‖M‖1_8‖G´M‖max . (4.54)
We will prove these estimates after we have used them to show that the hypotheses of the quanti-
tative inverse function theorem hold.
Let us first bound the operator R ÞÑ ∇pGqR J rM,0s. To this end, using (4.52) we have
‖p∇pGqJ rM,0sq´1rRs‖max ď ‖pId´ CMS q´1‖max ‖M‖1_8‖R‖max , (4.55)
for an arbitrary R. For the last line we have used ‖MR‖max ď ‖M‖1_8‖R‖max. By Theorem 2.5
there is a sequence γ, depending only on δ and P, such that
‖M‖1_8 ď max
x
ÿ
y
γpνq
p1` dpx, yqqν ` γp0q , ν P N . (4.56)
Here and in the following unrestricted summations
ř
x are understood to run over the entire index
set from 1 to N . Since the sizes of the balls with respect to d grow only polynomially in their radii
(cf. (2.11)), the right hand side of (4.56) is bounded by a constant that only depends on δ and P
for a sufficiently large choice of ν. Using this estimate together with the bound (i) for the inverse
of Id´ CMS in (4.55) yields the bound ‖p∇pGqR J rM,0sq´1‖max À 1 for (a) of Lemma 4.10.
Next, to verify the assumption (b) of Lemma 4.10 we write
Id´ p∇pGqJ rM,0sq´1∇pGqJ rG,Ds “ pId´ CMS q´1WG´M . (4.57)
Using (4.54) and (4.53), in conjunction with (4.9) and (4.17), we see that
∥
∥ Id ´ p∇pGqJ rM,0sq´1∇pGqJ rG,Ds∥∥
max
ď 1
2
, (4.58)
for all pG,Dq P Bmaxc2 pMq ˆ Bmaxc1 p0q, provided c1, c2 „ 1 are sufficiently small. The first part of
Theorem 2.6, the existence and uniqueness of the analytic function G, now follows from the implicit
function theorem Lemma 4.10. In particular, (2.17) follows from the analyticity.
Proof of (i): First we remark that (2.13) for a large enough ν and together with (2.11) imply
‖S‖maxÑ1_8 À 1 . (4.59)
We expand the geometric series corresponding to the operator pId´ CMSq´1 to second order,
pId´ CMS q´1 “ Id` CMS ` pCMSq
2
Id´ CMS .
(4.60)
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We consider each of the three terms on the right hand side separately and estimate their norms as
operators from CNˆN with the entrywise maximum norm to itself.
The easiest is ‖Id‖max “ 1. For the second term we use the estimate
‖CMS‖max ď ‖CMS‖maxÑ‖¨‖ ď ‖CM‖‖S‖maxÑ‖¨‖ . (4.61)
For the third term on the right hand side of (4.60) we apply
∥
∥
∥
pCMSq2
Id´ CMS
∥
∥
∥
max
ď ‖CMS‖hsÑmax ‖pId ´ CMS q´1‖sp ‖CMS‖maxÑhs . (4.62)
The last factor on the right hand side of (4.62) is bounded by
‖CMS‖maxÑhs ď ‖CMS‖maxÑ‖¨‖ ď ‖CM‖‖S‖maxÑ‖¨‖ . (4.63)
For the first factor we use ‖CMS‖hsÑmax ď ‖CMS‖hsÑ‖¨‖ ď ‖CM‖‖S‖hsÑ‖¨‖. We plug this and
(4.63) into (4.62). Then we use the resulting inequality in combination with (4.61) in (4.60) and
find
‖pId ´ CMSq´1‖max À 1` ‖CM‖` ‖CM‖2‖pId ´ CMSq´1‖sp ,
where we also used ‖S‖maxÑ‖¨‖ ď ‖S‖maxÑ1_8 and (4.59). Since ‖CM‖ ď ‖M‖2 the claim (4.53)
follows.
Proof of (ii): Recall the definition of WR in (4.51). We estimate
‖WRrTs‖max ď 2‖M‖1_8‖S‖maxÑ1_8‖R‖max‖T‖max . (4.64)
From the bound (4.59) we infer (4.54).
Proof of (2.18) and (2.19): Now we are left with showing the second part of Theorem 2.6, namely
that the derivative of G at D “ 0 can be written in the form (2.18) with the operator Z satisfying
(2.19).
Since we have shown the analyticity of G, the calculation leading up to (4.20) is now justified
and we see that
∇RGp0q “ pId´ CMSq´1rMRs “ MR` ZrRs ,
for all R P CNˆN . Here, the linear operator Z is given by
ZrRs :“ CMS
Id´ CMS rMRs “
´
CMS ` pCMS q2 ` pCMS q2pId´ CMS q´1CMS
¯
rMRs . (4.65)
We will estimate the entries of the three summands separately.
We show that ‖ZrRs‖γ ď 12 for any R P CNˆN with ‖R‖max ď 1, where γ depends only on δ
and P. We begin with a few easy observations: For two matrices R,T P CNˆN that have faster
than power law decay, ‖R‖γR ď 1 and ‖T‖γT ď 1, their sum and product have faster than power
law decay as well, i.e., ‖R ` T‖γR`T ď 1 and ‖RT‖γRT ď 1. Here, γR`T and γRT depend only
on γR, γT and P (cf. (2.11)). Furthermore, we see that by (2.13) the matrix SrRs has faster than
power law decay for any R P CNˆN with ‖R‖max ď 1.
By the following argument we estimate the first summand on the right hand side of (4.65).
Using (2.13), ‖MR‖max ď ‖M‖1_8‖R‖max and the estimate (4.56), the matrix SrMRs has faster
than power law decay. Since CM multiplies with M on both sides (cf. (4.16)) and M has faster
than power law decay (cf. Theorem 2.5), we conclude that so has CMSrMRs.
Now we turn to the second summand on the right hand side of (4.65). Since CMSrMRs has
faster than power law decay, its entries are bounded. Using again (2.13) as above, we see that CMS
applied to CMSrMRs has faster than power law decay as well.
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Finally, we estimate the third summand from (4.65). Since the matrix CMSrMRs has faster
than power law decay, its ‖ ¨‖hs-norm is bounded. By the linear stability (4.17) and ζ P Dδ, we
conclude ‖pId ´ CMS q´1rCMSrMRss‖hs ď Cpδq. Thus, we get
‖ CMS pId´ CMS q´1rCMSrMRss‖max ď Cpδq‖S‖hsÑmax‖CM‖max ď Cpδq‖S‖hsÑ1_8‖M‖21_8 ,
which is bounded by (4.59) and (4.56). Therefore, the third term on the right hand side of (4.65)
is an application of CMS to a matrix with bounded entries, which results in a matrix with faster
than power law decay. Altogether we have established that (2.19) hold with only ‖ZrRs‖γ on the
left hand side.
It remains to show that also Z˚rRs satisfies this bound. Since Z˚ has a structure that resembles
the structure (4.65) of Z, namely
Z˚rRs “ M˚
´
S CM˚ ` pS CM˚q2 ` pS CM˚q2
`
Id´ pCMS q˚
˘´1
S CM˚
¯
rRs ,
we can follow the same line of reasoning as for the entries of ZrRs. This finishes the proof of (2.19)
and with it the proof of Theorem 2.6.
5 Estimating the error term
In this section we prove the key estimates, stated precisely in Lemmas 3.4 and 5.1, for the error
matrix D that appears as the perturbation in the equation (3.1) for the resolvent G. We start by
estimating Dpζq in terms of the auxiliary quantity Λpζq (cf. (3.9)) when ζ is away from the convex
hull of suppρ. To this end, we recall the two endpoints of this convex hull (cf. Proposition 3.5):
κ´ :“ min suppρ , κ` :“ max suppρ . (5.1)
Lemma 5.1. Let δ ą 0 and ε ą 0. Then the error matrix D, defined in (3.1b), satisfies
‖Dpζ q‖max 1pΛpζ q ď N´εq ă 1?
N
`
´ Λpζ q
N Im ζ
¯1{2
, (5.2)
for all ζ P H with δ ď distpζ, rκ´, κ`sq ď δ´1 and Im ζ ě N´1`ε.
Convention 5.2. Throughout this section we will use Convention 4.1 with the set of model param-
eters P replaced by the set K from (2.27). If the constant C, hidden in the comparison relation,
depends on additional parameters L , then we write α ÀL β.
We rewrite the entries dxy of D in a different form, that allows us to see their smallness, by
expanding the term pH´AqG (cf. (3.1b)) in neighborhoods of x and y. For any B Ď t1, . . . , Nu
we introduce the matrix
HB “ phBxyqNx,y“1 , hBxy :“ hxy 1px, y R Bq , (5.3)
obtained from H by setting the rows and the columns labeled by the elements of B equal to zero.
The corresponding resolvent is
GBpζq :“ pHB ´ ζ1q´1. (5.4)
With this definition, we have the resolvent expansion formula G “ GB ´ GBpH ´ HBqG. In
particular, for any y P B the rows of G outside B have the expansion
Guy “ ´
Bÿ
v
ÿ
zPB
GBuv hvzGzy , u R B . (5.5)
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Here we introduced, for any two index sets A,B Ď X, the short hand notation
Bÿ
xPA
:“
ÿ
xPAzB
.
In case A “ X we simply write řBx and řx “ řHx , i.e., the superscript over the summation means
exclusion of these indices from the sum. Recall that H is written as a sum of its expectation matrix
A and its fluctuation 1?
N
W (cf. (2.22)) and therefore
D “ ´N´1{2WG´ SrGsG .
We use the expansion formula (5.5) on the resolvent elements in pWGqxy “
ř
uwxuGuy and
find that the entries of D can be written in the form
dxy “ ´ 1?
N
ÿ
uPB
wxuGuy ` 1?
N
Bÿ
u,v
ÿ
zPB
wxuG
B
uv hvzGzy ´
1
N
ÿ
u,v,z
Guv pEwxuwvzqGzy . (5.6)
Note that the set B with y P B here is arbitrary, e.g., it may depend on x and y. In fact, we will
choose it to be a neighborhood of tx, yu, momentarily.
Let A Ď B be another index set. We split the sum over z P B in the second term on the right
hand side of (5.6) into a sum over w P A and w P BzA and use (2.22) again,
ÿ
zPB
hvzGzy “
ÿ
zPA
avzGzy `
Aÿ
zPB
hvzGzy ` 1?
N
ÿ
zPA
wvzGzy .
We end up with the following decomposition of the error matrix D “ ř5k“1Dpkq, where the
entries d
pkq
xy of the individual matrices D
pkq are given by
dp1qxy “ ´
1?
N
ÿ
uPBxy
wxuGuy , (5.7a)
dp2qxy “
1?
N
Bxyÿ
u,v
ÿ
zPAxy
wxuG
Bxy
uv avzGzy , (5.7b)
dp3qxy “
1?
N
Bxyÿ
u,v
Axyÿ
zPBxy
wxuG
Bxy
uv hvzGzy , (5.7c)
dp4qxy “
1
N
Bxyÿ
u,v
ÿ
zPAxy
G
Bxy
uv pwxuwvz ´ EwxuwvzqGzy , (5.7d)
dp5qxy “
1
N
Bxyÿ
u,v
ÿ
zPAxy
G
Bxy
uv pEwxuwvzqGzy ´ 1
N
ÿ
u,v,z
Guv pEwxuwvzqGzy , (5.7e)
and
Bxy :“ B2Nε1 pxq YB2Nε1 pyq , Axy :“ BNε1 pxq YBNε1 pyq , (5.8)
for some ε1 ą 0. Note that although D itself does not depend on the choice of ε1, its decomposition
into Dpkq does. We will estimate each error matrix Dpkq separately, where the estimates may still
depend on ε1. Since ε1 ą 0 is arbitrarily small, it is eliminated from the final bounds on D using the
following property of the stochastic domination (Definition 3.3): If some positive random variables
X,Y satisfy X ă N εY for every ε ą 0, then X ă Y .
The following lemma provides entrywise estimates on the individual error matrices.
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Lemma 5.3. Let C ą 0 a constant and ζ P H with distpζ,SpecpHBqq´1 ă NC for all B Ĺ X. The
entries of the error matrices Dpkq “ Dpkqpζ q, defined in (5.7), satisfy the bounds
|dp1qxy | ă
|Bxy|?
N
‖G‖max , (5.9a)
|dp2qxy | ă N |Axy|
ˆ
max
uRBxy
ImG
Bxy
uu
N Im ζ
1˙{2ˆ
max
zPAxy
Bxyÿ
v
|avz |
2
1˙{2
‖G‖max , (5.9b)
|dp3qxy | ă
|Bxy|?
N Im ζ
max
zPBxy
pImGBxyztzuzz q1{2
|G
Bxyztzu
zz |
‖G‖max , (5.9c)
|dp4qxy | ă |Axy|
ˆ
N´1
řBxy
u ImG
Bxy
uu
N Im ζ
1˙{2
‖G‖max , (5.9d)
|dp5qxy | ă |Axy||Bxy|
|Bxy|´1
max
k“0
ˆ
ImGBkxkxk
|GBkxkxk |N Im ζ
`
ˆ
ImGBkxkxk
N2 Im ζ
1˙{2˙
‖G‖max (5.9e)
`
ˆ
ImGyy
N Im ζ
1˙{2
‖G‖max ,
where the pBkq|Bxy |k“0 in (5.9e) are an arbitrary increasing sequence of subsets of Bxy with Bk`1 “
Bk Y txku for some xk P Bxy. In particular, H “ B0 Ĺ B1 Ĺ ¨ ¨ ¨ Ĺ B|Bxy|´1 Ĺ B|Bxy| “ Bxy.
Proof. We show the estimates (5.9a) to (5.9e) one by one. The bound (5.9a) is trivial since by
the bounded moment assumption (2.23) the entries of W satisfy |wxy| ă 1. For the proof of (5.9b)
we simply use first Cauchy-Schwarz in the v-summation of (5.7b) and then the Ward-identity,
Bÿ
u
|GBxupζ q|2 “
ImGBxxpζ q
Im ζ
, B Ĺ X , x R B . (5.10)
For (5.9c) we rewrite the entries of Dp3q in the form
dp3qxy “ ´
1?
N
Axyÿ
zPBxy
Bxyÿ
u
wxu
G
Bxyztzu
uz
G
Bxyztzu
zz
Gzy , (5.11)
where we used the Schur complement formula in the form of the general resolvent expansion identity
GBuz “ ´GBzz
Bÿ
v
GBYtzuuv hvz , B Ĺ X , u, z R B .
To the u-summation in (5.11) we apply the large deviation estimate (A.34) of Lemma A.2 with the
choices Xu :“ wxy and bu :“ GBxyztzuuz , i.e.
∣
∣
∣
Bxyÿ
u
wxuG
Bxyztzu
uz
∣
∣
∣ ă
ˆBxyÿ
u
∣
∣G
Bxyztzu
uz
∣
∣2
1˙{2
. (5.12)
The assumption (A.32) of Lemma A.2 is an immediate consequence of the decay of correlation
(2.25). In order to verify (A.33) we use both (2.25) and the N -dependent smoothness
‖∇RG
B‖ “ N´1{2‖GBRGB‖ ď N2C‖R‖ , (5.13)
of the resolvent, where ∇R denotes the directional derivative with respect to W
B in the direction
R “ R˚ P CpN´|B|qˆpN´|B|q. For the inequality in (5.13) we used the assumption distpζ,SpecpHBqq ě
N´C with high probability. By the Ward-identity (5.10) the bound (5.9c) follows from (5.12) and
(5.11).
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To show (5.9d) we employ the quadratic large deviation result Lemma A.3 with the choices
X :“ pwxuquPXzBxy , Y :“ pwvyqvPXzBxy , buv :“ GBxyuv .
The assumptions (A.46) and (A.47) are again easily verified using (2.25) and (5.13). Applying
(A.48) on the pu, vq-summation in (5.7d) we find
∣
∣
∣
∣
Bxyÿ
u,v
G
Bxy
uv pwxuwvz ´ Ewxuwvzq
∣
∣
∣
∣
ă
ˆBxyÿ
u,v
|G
Bxy
uv |
2
1˙{2
“
ˆBxyÿ
u
ImG
Bxy
uu
Im ζ
1˙{2
,
where we used (5.10) again.
Finally, we turn to the proof of (5.9e). Let Bk be as in the statement of Lemma 5.3. We set
αpkqxz :“
1
N
Bkÿ
u,v
GBkuv Ewxuwvz ,
and use a telescopic sum to write d
p5q
xy as
dp5qxy “
ÿ
zPAxy
|Bxy|´1ÿ
k“0
pαpk`1qxz ´ αpkqxz qGzy ´
1
N
ÿ
u,v
Axyÿ
z
Guv pEwxuwvzqGzy . (5.14)
We estimate the rightmost term in (5.14) simply by
∣
∣
∣
∣
1
N
ÿ
u,v
Axyÿ
z
Guv pEwxuwvzqGzy
∣
∣
∣
∣
2
ď ‖G‖
2
max
N2
Axyÿ
z
ˆÿ
u,v
|Ewxuwvz |
2˙ Axyÿ
z
|Gzy|
2 À ‖G‖2max
ImGyy
N Im ζ
,
where the sum over u and v on the right hand side of the first inequality is bounded by a constant
because of the decay of covariances (3.12) and we used (5.10) in the second ineqality. Thus, (5.9e)
follows from (5.14) and the bound
|αpk`1qxz ´ αpkqxz | ă
1
N Im ζ
ImGBkxkxk
|GBkxkxk |
` 1?
N
ˆ
ImGBkxkxk
N Im ζ
1˙{2
. (5.15)
To show (5.15) we first see that
αpk`1qxz ´ αpkqxz “ ´
1
N
Bk`1ÿ
u,v
GBkuxkG
Bk
xkv
G
Bk
xkxk
Ewxuwvz´ 1
N
Bkÿ
u
GBkuxk Ewxuwxkz ´
1
N
Bk`1ÿ
v
GBkxkvEwxxkwvz , (5.16)
where we used the general resolvent identity
GBxy “ GBYtuuxy `
GBxuG
B
uy
GBuu
, B Ĺ t1, . . . , Nu , x, y, u R B , x ‰ u , y ‰ u .
The last two terms on the right hand side of (5.16) are estimated by the second term on the right
hand side of (5.15) using first Cauchy-Schwarz, the decay of covariances (3.12), and then the Ward-
identity (5.10). For the first term in (5.16) we use the same argument as in (3.14) to see that (3.12)
implies ÿ
u,v
|rutv| |Ewxuwvz | À ‖r‖‖t‖ , (5.17)
for any two vectors r, t P CNˆN . We obtain (5.15) by applying (5.17) with the choice ru :“ GBkuxk ,
tv :“ GBkxkv and using the Ward-identity afterwards. In this way (5.9e) follows and Lemma 5.3 is
proven.
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The following definition is motivated by the formula that expresses the matrix elements ofGB in
terms of the matrix elements ofG. ForR P CNˆN and A,B Ĺ X we denote byRAB :“ prxyqxPA,yPB
its submatrix. In case A “ B we write RAB “ RA for short. Then we have
GB
XzB “ pHXzB ´ ζ 1q´1 “ ppG´1qXzBq´1. (5.18)
In particular, pGBqXzB “ GBXzB.
Definition 5.4. For B Ĺ X we define the CpN´|B|qˆpN´|B|q-matrix
MB :“ ppM´1qXzBq´1. (5.19)
Lemma 5.5. Let δ ą 0 and ζ P H be such that δ ď distpζ, rκ´, κ`sq ` ρpζ q ď δ´1. Then for all
B Ĺ X the matrix MB, defined in (5.19), satisfies
‖MB‖γ Àδ 1 , (5.20)
for some sequence γ, depending only on δ and the model parameters. For every x R B we have
|mBxxpζ q| „δ 1 , ImmBxxpζ q „δ ρpζ q . (5.21)
Furthermore, there is a positive constant c, depending only on K and δ, such that
max
x,yRB
|GBxypζ q ´mBxypζ q|1
´
Λpζ q ď c
1`|B|
¯
Àδ p1` |B|qΛpζ q . (5.22)
Proof. We begin by establishing upper and lower bounds on the singular values of MB ,
‖MB‖ „δ 1 , ‖pMBq´1‖ „δ 1 . (5.23)
We will make use of the following general fact: If R P CNˆN satisfies ‖R‖ Àδ 1, as well as
ImR Áδ 1 , or ReR Áδ 1 , or ´ ReR Áδ 1 , (5.24)
then any submatrix RA of R satisfies
‖RA‖ „δ 1 , ‖pRAq´1‖ „δ 1 , A Ď X . (5.25)
We verify (5.24) for R “ M in two separate regimes and thus show (5.23). First let ζ be such
that ρpζq ě δ{2. Then the lower bound in the imaginary part in (5.24) follows from (4.11) and
(4.9).
Now let ζ be such that δ{2 ď distpζ, rκ´, κ`sq ď δ´1. Then we may also assume that we have
distpRe ζ, rκ´, κ`sq ě δ{4, because otherwise Im ζ ě δ{4 and thus ρpζq Áδ 1. In this situation the
claim follows from the case that we already considered, namely ρpζq ě δ{2 because there δ was
arbitrary. Since M is the Stieltjes transform of a C`-valued measure with support in rκ´, κ`s (cf.
(2.5)), its real part is positive definite to the left of κ´ and negative definite to the right of κ`. In
both cases we also have the effective bound |ReM| Áδ 1 because distpRe ζ, rκ´, κ`sq ě δ4 .
Now we apply (5.23) to see (5.20). By (2.24) and (2.13) the right hand side of (2.20) and with
it M´1 has faster than power law decay. The same is true for its submatrix with indices in XzB.
Thus (5.20) follows directly from the definition (5.19) of MB , the upper bound on its singular values
from (5.23) and the Combes-Thomas estimate in Lemma 4.3.
To prove (5.21) we use
ImMB “ ´pMBq˚ ImpM´1qXzBMB „δ ´ ImpM´1qXzB „δ ρ1 ,
where we applied (5.23) for the first comparison relation and used ´ ImM´1 „δ ρ1 (cf. (4.11)
and (4.10)) for the second. The bound on ImmBxx in (5.21) follows and the bound on |m
B
xx|
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follows at least in the regime ρpζq ě δ{2. We are left with showing |mBxx| Áδ 1 in the case
δ{2 ď distpζ, rκ´, κ`sq ď δ´1. As we did above, we may assume that distpRe ζ, rκ´, κ`sq ě δ4 . We
restrict to Re ζ ď κ´ ´ δ2 . The case Re ζ ě κ` ` δ2 is treated analogously. In this regime
ReMB “ pMBq˚RepM´1qXzBMB „δ RepM´1qXzB „δ 1 ,
where we used ReM´1 “ pM´1q˚pReMqM´1 „δ ReM „δ 1 for the last comparison relation.
Thus, (5.21) follows.
Now we show (5.22). By the Schur complement formula we have for any T P CNˆN the identity`pTBqtx,yu˘´1 “ `Ttx,yu ´Ttx,yuBpTBq´1TBtx,yu˘´1 “ ppTBYtx,yuq´1qtx,yu , (5.26)
for x, y R B and TB :“ ppT´1qXzBq´1, provided all inverses exist. We will use this identity for
T “M,G. Note that this definition TB with T “ G is consistent with the definition (5.4) on the
index set XzB because of (5.18). Recalling that GBYtx,yu “ pGu,vqu,vPBYtx,yu and MBYtx,yu are
matrices of dimension |B| ` 2, we have
‖GBYtx,yu ´MBYtx,yu‖ ď p|B|` 2q
∥
∥GBYtx,yu ´MBYtx,yu
∥
∥
max
ď p|B|` 2qΛ .
Therefore, as long as p|B|` 2qΛ‖pMBYtx,yuq´1‖ ď 12 we get
∥
∥pGBYtx,yuq´1 ´ pMBYtx,yuq´1
∥
∥ ď 2∥∥pMBYtx,yuq´1
∥
∥2
∥
∥GBYtx,yu ´MBYtx,yu
∥
∥ Àδ p1` |B|qΛ ,
where we used in the last step that ‖pMBYtx,yuq´1‖ „δ 1, which follows from using (5.24) and
(5.25) for the choice R “M in the regimes ρ Áδ 1 and distpRe ζ, rκ´, κ`sq Áδ 1, respectively.
Again using the definite signs of the imaginary and real part ofM as well as that of pMBYtx,yuq´1
in these two regimes, we infer that
∥
∥
`ppMBYtx,yuq´1qtx,yu˘´1∥∥ „δ 1 ,
as well. We conclude that there is a constant c, depending only on δ and K , such that
∥
∥
∥
`ppGBYtx,yuq´1qtx,yu˘´1´ `ppMBYtx,yuq´1qtx,yu˘´1∥∥∥1´Λ ď c
1` |B|
¯
Àδ p1` |B|qΛ .
With the identity (5.26) the claim (5.22) follows and Lemma 5.5 is proven.
Proof of Lemmas 3.4 and 5.1. We begin with the proof of (3.5). We continue the estimates on
all the error matrices listed in Lemma 5.3. Therefore, we fix ζ “ τ ` iη with |τ | ď C and η P r1, Cs.
Since Im ζ ě 1, we have the trivial resolvent bound and a lower bound on diagonal elements,
‖GB‖ ď 1 , and 1
|GBxx|
ă 1 , x R B Ď X . (5.27)
Indeed, to get the lower bound we apply the Schur complement formula applied to the px, xq-element
of the resolvent GB “ pHB ´ ζ 1q´1 to obtain
´ 1
GBxx
“ ζ ´ axx `
Bÿ
u,v
hxuG
BYtxu
uv hvx .
We take absolute value on both sides and estimate trivially,
1
|GBxx|
ď |ζ |` |axx|` ‖GBYtxu‖
ÿ
u
|hxu|
2 ă 1 .
Here we used the first bound of (5.27) to control the norm of the resolvent and the assumptions
(2.24) and (2.23) to bound
ř
u|hxu|
2. Combining (5.8) and and the assumption (2.11) we get
|Axy| ď |Bxy| ă N ε1P . (5.28)
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Using (5.28) and (5.27) in the main estimates (5.9) for |d
pkq
xy |’s yields
|dxy| ă
N2ε1P?
N
`N ε1PN κ2pνq
N ε1ν
, for all ν P N . (5.29)
Here we also used that by assumption (2.24) for any ν P N the expectation matrix satisfies
|avz | ď κ2pνqN´ε1ν , z P Axy , v R Bxy , (5.30)
to obtain the second summand on the right hand side of (5.29) from estimating |d
p2q
xy |. Since ε1 ą 0
was arbitrary (5.29) implies (3.5).
Now we prove (3.6) and (5.2) in tandem. Let δ ą 0 and ζ P H such that δ ď distpζ, rκ´, κ`sq `
ρpζq ď δ´1 and Im ζ ě N´1`ε. We show that
‖D‖max 1pΛ ď N´εq ă
´ ρ` Λ
N Im ζ
1¯{2
. (5.31)
From (5.31) the bound (3.6) follows immediately in the regime where ρ ě δ. Also (5.2) follows from
(5.31). Indeed, in the regime of spectral parameters ζ P H with δ ď distpζ, rκ´, κ`sq ď δ´1 we have
ρ „δ Im ζ because ρ is the harmonic extension of a probability density supported inside rκ´, κ`s.
For the proof of (5.31) we use (5.22), (5.21), (5.30), (5.28) and ‖G‖max À 1 ` Λ (cf. (4.9)) to
estimate the right hand side of each inequality in (5.9). In this way we get
‖D‖max 1pΛ ď N´εq ă N2ε1PN3{2
´ ρ` Λ
N Im ζ
1¯{2κ2pνq
N ε1ν
`N2ε1P
´ ρ` Λ
N Im ζ
1¯{2
, (5.32)
for any ν P N, provided ε ą ε1P to ensure N´ε ď c{|Bxy|, i.e. that the constraint Λ ď N´ε makes
(5.22) applicable. Here, we also used ρ Áδ Im ζ to see that ρN Im ζ Áδ 1N . Since (5.32) holds for
arbitrarily small ε1 ą 0, the claim (5.31) and with it Lemmas 3.4 and 5.1 are proven.
6 Fluctuation averaging
In this section we prove Proposition 3.5 by which a error bound Ψ for the entrywise local law can be
used to improve the bound on the error matrix D to Ψ2, once D is averaged against a non-random
matrix R with faster than power law decay.
Proof of Proposition 3.5. LetR P CNˆN with ‖R‖β ď 1 for some positive sequence β. Within
this proof we use Convention 4.1 such that ϕ À ψ means ϕ ď Cψ for a constant C, depending only
on ĂP :“ pK , δ, ε1, β, Cq, where C and δ are the constants from the statement of the proposition,
K are the model parameters (cf (2.27)) and ε1 enters in the splitting of the error matrix D into
Dpkq (cf. (5.8)). Note that since ε1 is arbitrary it suffices to show (3.8) up to factors of N ε1 . We
will also use the notation OăpΦq for a random variable that is stochastically dominated by some
nonnegative Φ.
We split the expression xR,Dy from (3.8) according to the definition (5.7) of the matrices Dpkq.
Then we estimate xR,Dpkqy separately for every k. We do this in three steps. First we estimate
‖Dpkq‖max for k “ 2, 3, 5 directly without using the averaging effect of R. Afterwards we show
the bounds on xR,Dp1qy and xR,Dp4qy, respectively. In the upcoming arguments the following
observation will be useful. The local law (3.7) together with (5.22) implies that for every B Ď X
with |B| ď N ε{2 we have
‖MB´GB‖max ă p1` |B|qΨ . (6.1)
Here, until the end of this proof, we consider GB as the CpN´|B|qˆpN´|B|q-matrix GB “ pGBxyqx,yRB
as opposed to the general convention (5.3).
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Estimating ‖Dpkq‖max: Here, we show that under the assumption (3.7) the error matrices with
indices k “ 2, 3, 5 satisfy the improved entrywise bound
‖Dpkq‖max ă N3ε1PΨ2 , k “ 2, 3, 5 , (6.2)
where ε1 stems from (5.8) and P is the model parameter from (2.11).
We start by estimating the entries of Dp2q. Directly from its definition in (5.7b) we infer
|dp2qxy | ă N
3{2|Axy| ‖G‖max‖GBxy‖maxmaxzPAxy
řBxy
v |avz | .
The maximum norm on the entries of the resolvents G and GBxy are bounded by (6.1) and (5.20).
The decay (2.12) of the entries of the bare matrix and that dpv, zq ě N ε1 in the last sum then
imply ‖Dp2q‖max ă N´ν for any ν P N.
To show (6.2) for k “ 3 we use the representation (5.11) and the large deviation estimate (5.12)
just as we did in the proof of Lemma 5.3. In this way we get
|dp3qxy | ă
|Bxy|?
N
ˆ
max
zRAxy
Bxyÿ
u
|G
Bxyztzu
uz |
2
1˙{2 |Gzy|
∣
∣G
Bxyztzu
zz
∣
∣
.
Now we use (6.1), (5.20), (5.21) and (5.28) to conclude
‖Dp3q‖max ă
N ε1P?
N
ˆ
Ψ` max
zRAxy
|mzy|
˙
. (6.3)
The faster than power law decay of M from (2.15) together with the definition of Axy in (5.8)
implies maxzRAxy |mzy| ď CpνqN´ε1ν for any ν P N. Since Ψ ě N´1{2 we infer (6.2) for k “ 3 from
(6.3).
Finally we consider the case k “ 5. We follow the proof of Lemma 5.3 and use the representation
(5.14). We estimate the two summands on the right hand side of (5.14), starting with the second
term. We rewrite this term in the form
řAxy
z SxzrGsGzy and use (2.13) as well as ‖G‖max ď
‖M‖max `Ψ together with the upper bound on M in (2.15).
To bound the first term on the right hand side of (5.14) we use (5.16). Each of the three terms
on the right hand side of (5.16) has to be bounded by N2ε1PΨ2. The second and third term are
bounded by 1
N
by the decay of covariances (3.12). For the first term we use (5.17), (6.1) and (5.20).
Estimating xR,Dp1qy: Here we will show that
|xR,Dp1qy| ă NCPε1Ψ2 , (6.4)
for some numerical constant C ą 0.
We split the error matrix Dp1q into two pieces Dp1q “ Dp1aq `Dp1bq, defined by
dp1aqxy :“ ´
1?
N
ÿ
uPBxy
wxumuy , and d
p1bq
xy :“ ´
1?
N
ÿ
uPBxy
wxu pGuy ´muyq ,
where Bxy is a 2N
ε1-environment of the set tx, yu (cf. (5.8)). The second part is trivially bounded,
‖Dp1bq‖max ă N ε1PΨ2, using the local law (6.1), with B “ H.
For the bound on xR,Dp1aqy we write
xR,Dp1aqy “ X ` Y ` Z , (6.5)
where the term on the right hand side are sums of σxuy :“ N´3{2 rxywxumuy over disjoint domains
X :“
ÿ
x
B1xÿ
y
B2yÿ
uPB2x
σxuy , Y :“
ÿ
x
B1xÿ
y
ÿ
uPB2y
σxuy , Z :“
ÿ
x
ÿ
yPB1x
ÿ
uPBxy
σxuy ,
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expressed in terms of the following metric balls:
Bkx :“ BkNε1 pxq .
The fast decay of off-diagonal entries for R and M, |rxy|` |mxy| À 1N for dpx, yq ě N ε1 (cf. (2.15)),
yields immediately |X| ăµ N
2Pε1µN´3µ. This suffices for (6.4). The off-diagonal decay also yields
E |Y |2µ Àµ N
2Pε1µ
N5µ
ÿ
x,u
∣
∣
∣E
µź
i“1
wxiuiwxµ`iuµ`i
∣
∣
∣ , (6.6a)
E |Z|2µ Àµ N
2Pε1µ
N3µ
ÿ
x
ÿ
uPB3
x
∣
∣
∣E
µź
i“1
wxiuiwxµ`iuµ`i
∣
∣
∣ , (6.6b)
where the sums are over index tuples x “ px1, . . . , x2µq P X2µ and Bkx :“ BkNε1 pxq is the ball
around x with respect to the product metric
dpx,yq :“ 2µmax
i“1
dpxi, yiq .
In (6.6b) we have used the triangle inequality to conclude that dpu,xq ď 3N ε1 . For Y and Z we
continue the estimates in (6.6) by using the decay of correlations (2.25) and the ensuing lumping
of index pairs pxi, uiq:
∣
∣
∣E
µź
i“1
wxiuiwxµ`iuµ`i
∣
∣
∣ Àµ,ν
#
N´ν D i s.t. dsymppxi, uiq, tpxj , ujq : j ‰ iuq ě N ε1 ;
1 otherwise,
(6.7)
where dsymppx1, x2q, py1, y2qq :“ dppx1, x2q, tpy1, y2q, py2, y1quq is the symmetrized distance on X2,
induced by d. Inserting (6.7) into the moment bounds on Y and Z effectively reduces the com-
binatorics of the sum in (6.6a) from N4µ to N2µ and in (6.6b) from N2µ to Nµ. We conclude
that |xR,Dp1aqy| ă NCPε1N´1. Moreover, together with Ψ ě N´1{2 and our earlier estimate for
xR,Dp1bqy this yields (6.4).
Estimating xR,Dp4qy: Similarly to the strategy for estimating |xR,Dp1qy| we write
Dp4q “ Dp4aq `Dp4bq , dp4aqxy :“
ÿ
zPAxy
Z
Bxy
xz mzy , d
p4bq
xy :“
ÿ
zPAxy
Z
Bxy
xz pGzy ´mzyq ,
where Axy is from (5.8), and we have introduced for any B Ĺ X the short hand
ZBxz :“
1
N
Bÿ
u,v
GBuv pwxuwvz ´ Ewxuwvzq . (6.8)
From the decay of correlations (2.25) and dptx, zu,XzBxyq ě N ε1 for any z P Axy as well as the N -
dependent smoothness of the resolvent as a function of the matrix entries ofW for distpζ,SpecpHqq ě
N´C we see that Lemma A.3 can be applied for a large deviation estimate on the pu, vq-sum in the
definition (6.8) of ZBxz for B “ Bxy, i.e.
|Z
Bxy
xz | ă
ˆ
1
N2
Bxyÿ
u,v
|G
Bxy
uv |
2
1˙{2
ă N ε1PΨ . (6.9)
Here we also used (6.1) and (5.20) for the second stochastic domination bound. Combining (6.9)
with (6.1) we see that
‖Dp4bq‖max ă N2ε1PΨ2 . (6.10)
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The rest of the proof of Proposition 3.5 is dedicated to showing the high moment bound
E |xR,Dp4aqy|2µ Àµ NCpµqε1Ψ2µ. (6.11)
Together with (6.2), (6.4) and (6.10) this bound implies (3.8) since ε1 can be chosen arbitrarily
small. In analogy to (6.5) we write xR,Dp4aqy “ X ` Y ` Z, where the three terms on the right
hand side are obtained by summing σxzy :“ N´1 rxyZBxyxz mzy over disjoint sets of indices:
X :“
ÿ
x
B1xÿ
y
B1yÿ
zPB1x
σxzy , Y :“
ÿ
x
B1xÿ
y
ÿ
zPB1y
σxzy , Z :“
ÿ
x
ÿ
yPB1x
ÿ
zPAxy
σxzy .
Similar to (6.6) the fast decay of off-diagonal entries of both R and M, and the a priori bound (6.9)
immediately yield |X| ăµ N
4ε1PµN´2µΨ2µ. Since this is already sufficient for (6.11), we focus on
the terms Y and Z in (6.12). Using again the decay of off-diagonal entries yields:
E |Y |2µ Àµ 1
N4µ
ÿ
x,y
ÿ
zPB1
y
∣
∣
∣
∣
E
µź
i“1
Z
Bxiyi
xizi Z
Bxµ`iyµ`i
xµ`izµ`i
∣
∣
∣
∣
, (6.12a)
E |Z|2µ Àµ 1
N2µ
ÿ
x
ÿ
yPB1
x
ÿ
zPB1
x
YB1
y
∣
∣
∣
∣
E
µź
i“1
Z
Bxiyi
xizi Z
Bxµ`iyµ`i
xµ`izµ`i
∣
∣
∣
∣
. (6.12b)
We call the subscripts i of the indices xi and zi labels. In order to further estimate the moments of
Y and Z we introduce the set of lone labels of px, zq:
Lpx, zq :“
!
i : d
`txi, ziu,Ťj‰itxj , zju˘ ě 3N ε1) . (6.13)
The corresponding index pair pxi, ziq for i P Lpx, zq, is called lone index pair. We partition the
sums in (6.12a) and (6.12b) according to the number of lone labels, i.e. we insert the partition of
unity 1 “ ř2µℓ“0 1p|Lpx, zq| “ ℓq. A simple counting argument reveals that fixing the number of
lone labels reduces the combinatorics of the sums in (6.12a) and (6.12b). More precisely,ÿ
x,y
ÿ
zPB1
y
1p |Lpx, zq| “ ℓ q ď NCµε1N2µ`ℓ,
ÿ
x
ÿ
yPB1x
ÿ
zPB1xYB1y
1p |Lpx, zq| “ ℓ q ď NCµε1Nµ`ℓ{2.
(6.14)
The expectation in (6.12a) and (6.12b) is bounded using the following technical result.
Lemma 6.1 (Key estimate for averaged local law). Assume the hypotheses of Proposition 3.5 hold,
let µ P N and x,y P X2µ. Suppose there are 2µ subsets Q1, . . . , Q2µ of X, such that BNε1 pxi, yiq Ď
Qi Ď B3Nε1 pxi, yiq for each i. Then
∣
∣
∣
∣
E
µź
i“1
ZpQiqxiyi Z
pQµ`iq
xµ`iyµ`i
∣
∣
∣
∣
Àµ NCpµqε1 Ψ2µ` |Lpx,yq|. (6.15)
Using (6.14) and Lemma 6.1 on the right hand sides of (6.12a) and (6.12b) after partitioning
according to the number of lone labels, yields
E |Y |2µ Àµ N
Cpµqε1
N4µ
2µÿ
ℓ“0
Ψ2µ`ℓN2µ`ℓ, E |Z|2µ Àµ N
Cpµqε1
N2µ
2µÿ
ℓ“0
Ψ2µ`ℓNµ`ℓ{2. (6.16)
Since Ψ ě N´1{2 the high moment bounds in (6.16) together with the simple estimate for X imply
(6.11). This finishes the proof of Proposition 3.5 up to verifying Lemma 6.1 which will occupy the
rest of the section.
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Proof of Lemma 6.1. Let us consider the data ξ :“ px,y, pQiq2µi“1q fixed. We start by writing
the product on the left hand side of (6.15) in the form.
µź
i“1
ZpQiqxiyi Z
pQµ`iq
xµ`iyµ`i “
ÿ
u,v
wx,ypu,vqΓξpu,vq , (6.17)
where the two auxiliary functions Γξ, wx,y : X
2µ ˆ X2µ Ñ C, are defined by
Γξpu,vq :“ 1
 
ui, vi R Qi,@ i “ 1, . . . , 2µ
( µź
i“1
GpQiquiviG
pQµ`iq
uµ`ivµ`i , (6.18a)
wx,ypu,vq :“
µź
i“1
wxiyipui, viqwxµ`iyµ`ipuµ`i, vµ`iq , (6.18b)
and
wxypu, vq :“ 1
N
pwxuwvy ´ Ewxuwvyq . (6.19)
In order to estimate (6.17) we partition the sum over the indices ui and vi depending on their
distance from the set of lone index pairs, pxi, yiq with i P L, where L “ Lpx,yq. To this end we
introduce the partition tBi : i P t0u Y Lu of X,
Bi :“
#
BNε1 pxiq YBNε1 pyiq when i P L ,
XzŤjPLpBNε1 pxjq YBNε1 pyjqq when i “ 0 , (6.20)
and the shorthand
Bpξ, σq :“
!
pu,vq P X4µ : ui P Bσ1izQi , vi P Bσ2izQi , i “ 1, . . . , 2µ
)
, (6.21)
where the components σi “ pσ1i, σ2i q P pt0u Y Lq2 of σ “ pσiq2µi“1 specify whether ui and vi are close
to a lone index pair or not; e.g. σ1i determines which lone index ui is close to, if any. For any fixed
ξ, as σ runs through all possible elements of pt0u Y Lq4µ, the sets Bpξ, σq form a partition of the
summation set on the right hand side of (6.17) (taking into account the restriction ui, vi R Qi).
Therefore it will be sufficient to estimateÿ
pu,vqPBpξ,σq
wx,ypu,vqΓξpu,vq (6.22)
for every fixed σ P pt0u Y Lq4µ. Since xi and yi are fixed, while ui and vi are free variables, with
their domains depending on pξ, σq, we say that the former are external indices and the latter are
internal indices.
Let us define the set of isolated labels,
pLpx,y, σq “ Lpx,yqztσ11, . . . , σ12µ, σ21 , . . . , σ22µu , (6.23)
so that if an external index has an isolated label as subscript, then it is isolated from all the other
indices in the following sense:
d
´
txi, yiu ,
Ť2µ
j“1tuj , vju Y
Ť
j‰itxj , yju
¯
ě N ε1 , pu,vq P Bpξ, σq , i P pLpx,y, σq .
Notice that isolated labels indicate not only separation from all other external indices, as lone labels
do, but also from all internal indices. Given a resolvent entry GBuv we will refer to u, v as lower
indices and the set B as an upper index set.
The next lemma, whose proof we postpone until the end of this section, yields an algebraic
representation for (6.22) provided the internal indices are properly restricted.
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Lemma 6.2 (Monomial representation). Let ξ and σ be fixed. Then the restriction Γξ|Bpξ,σq of the
function (6.18a) to the subset Bpξ, σq of X4µ has a representation
Γξ|Bpξ,σq “
Mpξ,σqÿ
α“1
Γξ,σ,α , (6.24)
in terms of
Mpξ, σq Àµ NCpµqε1 , (6.25)
(signed) monomials Γξ,σ,α : Bpξ, σq Ñ C, such that Γξ,σ,αpu,vq for each α is of the form:
p´1q#
nź
t“1
pGEtatbtq#
qź
r“1
1
pGFrwrwrq#
ź
rPRp1q
pGUrurvrq#
ź
tPRp2q
pGU 1t
utu
1
t
G
V 1t
v1tvt
q# . (6.26)
Here the notations p´1q# and p ¨ q# indicate possible signs and complex conjugations that may
depend only on pξ, σ, αq, respectively, and that will be irrelevant for our estimates. The dependence
on pξ, σ, αq has been suppressed in the notations, e.g., n “ npξ, σ, αq, Ur “ Urpξ, σ, αq, etc.
The numbers n and q of factors in (6.26) are bounded, n` q Àµ 1. Furthermore, for any fixed
α the two subsets Rpkq, k “ 1, 2, form a partition of t1, . . . , 2µu, and the monomials (6.26) have
the following three properties:
1. The lower indices at, bt, u
1
t, v
1
t, wt are in YiPpLBi, and dpat, btq ě N ε1.
2. The upper index sets Er, Fr, Ur, U
1
r, V
1
r are bounded in size by N
Cpµqε1 , and Br Ď Ur, U 1r, V 1r .
The total number of these sets appearing in the expansion (6.24) is bounded by NCpµqε1 .
3. At least one of the following two statements is always true:
(I) Di P pL , s.t. Bi Ď Şnt“1Et X Şqr“1Fr X ŞrPR1Ur X ŞtPR2pU 1t X V 1t q ;
(II) n` |Rp1q|` 2|Rp2q| ě 2µ` |pL| .
Since Lemma 6.1 relies heavily on this representation, we make a few remarks: (i) Monomials
with different values of α may be equal. The indices at, bt, u
1
t, v
1
t, wt may overlap, but they are
always distinct from the internal indices since from (6.21) and (6.23) we see that
tur, vru2µr“1 Ď Xz
`Y
iP pLBi˘ , pu,vq P Bpξ, σq .
(ii) The reciprocals of the resolvent entries are not important for our analysis because the diagonal
resolvent entries are comparable to 1 in absolute value when a local law holds (cf. (5.21)). (iii)
Property 3 asserts that each monomial is either a deterministic function of HpBiq for some isolated
label i, and consequently almost independent of the rows/columns of H labeled by xi, yi (Case
(I)), or the monomial contains at least |pL| additional off-diagonal resolvent factors (Case (II)). In
the second case, each of these extra factors will provide an additional factor Ψ for typical internal
indices due to faster than power law decay of M and the local law (6.1). Atypical internal indices,
e.g. when ur and vr are close to each other, do not give a factor Ψ since murvr is not small, but
there are much fewer atypical indices than typical ones and this entropy factor makes up for the
lack of smallness. These arguments will be made rigorous in Lemma 6.3 below.
By using the monomial sum representation (6.24) in (6.22), and estimating each summand
separately, we obtainˇˇˇˇ
ˇE
µź
i“1
ZpQiqxiyi Z
pQµ`iq
xµ`iyµ`i
ˇˇˇˇ
ˇ Àµ NCpµqε1 maxσ Mpξ,σqmaxα“ 1
ˇˇˇˇ
ˇE ÿpu,vqPBpξ,σqwx,ypu,vqΓξ,σ,αpu,vq
ˇˇˇˇ
ˇ , (6.27)
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where the factor NCpµqε1 originates from (6.25), and we have bounded the summation over by a
µ-dependent constant. Thus (6.15) holds if we show, uniformly in α, thatˇˇˇˇ
ˇE ÿpu,vqPBpξ,σqwx,ypu,vqΓξ,σ,αpu,vq
ˇˇˇˇ
ˇ ď NCpµqε1N´ 12 p |Lpx,yq|´ | pLpx,y,σq| qΨ2µ` |pLpx,y,σq| . (6.28)
In order to prove this bound, we fix α, and sum over the internal indices to getˇˇˇˇ
ˇ E ÿpu,vqPBpξ,σqwx,ypu,vqΓξ,σ,αpu,vq
ˇˇˇˇ
ˇ ď E nź
t“1
|GEtatbt |
qź
r“1
|GFrwrwr |
´1 ź
rPRp1q
Θp1qr
ź
rPRp2q
Θp2qr , (6.29)
where we have used the formula (6.26) for the monomial Γξ,σ,α. The sums over the internal indices
have been absorbed into the following factors:
Θp1qr :“
ˇˇˇˇ
ˇ ÿ
uPBσ1rzQr
ÿ
vPBσ2rzQr
wxr,yrpu, vq GUruv
ˇˇˇˇ
ˇ , r P Rp1q,
Θp2qr :“
ˇˇˇˇ
ˇ ÿ
uPBσ1rzQr
ÿ
vPBσ2rzQr
wxr,yrpu, vq GU
1
r
uu1r
G
V 1r
v1rv
ˇˇˇˇ
ˇ , r P Rp2q.
(6.30)
The right hand side of (6.29) will be bounded using the following three estimates which follow
by combining the monomial representation with our previous stochastic estimates.
Lemma 6.3 (Three sources of smallness). Consider an arbitrary monomial Γξ,σ,α, of the form (6.26).
Then, under the hypotheses of Proposition 3.5, the following three estimates hold:
1. The resolvent entries with no internal lower indices are small while the reciprocals of the
resolvent entries are bounded, in the sense that
|GEtatbt | ă Ψ , |G
Fr
wrwr |
´1 ă 1 . (6.31)
2. If Γξ,σ,α satisfies (I) of Property 3 of Lemma 6.2, then its contribution is very small in the
sense that
|Ewx,ypu,vqΓξ,σ,αpu,vq| Àµ,ν N´ν , pu,vq P Bpξ, σq . (6.32)
3. Sums over the internal indices around external indices with lone labels yield extra smallness:
Θpkqr ă N
Cpµqε1N´
1
2
|σr|˚Ψk, 1 ď r ď 2µ , k “ 1, 2 , (6.33)
where |σr|˚ :“ |t0, σ1r , σ2ru| ´ 1 counts how many, if any, of the two indices ur and vr, are
restricted to vicinity of distinct external indices.
We postpone the proof of Lemma 6.3 and first see how it is used to finish the proof of Lemma 6.1.
The bound (6.28) follows by combining Lemma 6.2 and Lemma 6.3 to estimate the right hand side
of (6.29). If (I) of Property 3 of Lemma 6.2 holds, then applying (6.32) and (6.31) in (6.29) yields
(6.28). On the other hand, if (I) of Property 3 of Lemma 6.2 is not true, then we use (6.31) and
(6.33) to get
nź
t“1
|GEtatbt |
qź
r“1
|GFrwrwr |
´1 ź
rPRp1q
Θp1qr
ź
rPRp2q
Θp2qr ă N
Cpµqε1Ψn` |R
p1q|`2|Rp2q|N´
1
2
ř
r |σr|˚ . (6.34)
By Part 3 of Lemma 6.2 we know that (II) holds. Thus the power of Ψ on the right hand side of
(6.34) is at least 2µ` |pL|. On the other hand, from (6.23) we see that
|L|´ |pL| ď ∣∣Ť2µr“1tσ1r, σ2r uzt0u∣∣ ď 2µÿ
r“1
∣
∣tσ1r, σ2ruzt0u
∣
∣ ď
2µÿ
r“1
|σr|˚ .
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Hence the power of N´1{2 on the right hand side of (6.34) is at least |L|´ |pL|. Using these bounds
together with Ψ ě N´1{2 in (6.34), and then taking expectations yields (6.28). Plugging (6.28)
into (6.27) completes the proof of (6.15).
Proof of Lemma 6.3. Combining (6.1) and (5.20) we see that for some sequence α
|GEuv| ă N
Cε1Ψ` αpνqp1` dpu, vqqν , whenever u, v R E , and |E| ď N
Cε1 . (6.35)
By the bound on the size of Et, Fr in Property 2 of Lemma 6.2, (6.35) is applicable for these upper
index sets. Then (6.31) follows from the second bound of Property 1 of Lemma 6.2 and the decay
of the entries of ME from (5.20).
In order to prove Part 2, let i P pL be the label from (I) of Property 3 of Lemma 6.2. We have
Ewx,ypu,vqΓξ,σ,αpu,vq “ E
”
wxiyipui, viq#
ı
¨ E
„
Γξ,σ,αpu,vq
ź
r‰i
wxryrpur, vrq#

` Cov
ˆ
wxiyipui, viq#, Γξ,σ,αpu,vq
ź
r‰i
wxryrpur, vrq#
˙
,
where the first term on the right hand side vanishes because wxypu, vq’s are centred random variables
by (6.19). Now the covariance is smaller than any inverse power of N , since wxiyipui, viq depends
only on the xi-th and yi-th row/column of H, while Γξ,σ,α is a deterministic function of H
Bi by
(I) of Property 3 of Lemma 6.2. Indeed, the faster than power law decay of correlations (2.25)
yields (6.32), because the derivative of Γξ,σ,αpu,vq with respect to the entries of H are bounded in
absolute value by NCpµq by the N -dependent smoothness of the resolvents GEpζq as a function of
H for spectral parameters ζ with distpζ,SpecpHEqq ě N´C . For more details we refer to the proof
of Lemmas A.3 and A.2, where a similar argument was used.
Now we will prove Part 3. To this end, fix an arbitrary label r “ 1, 2, . . . , 2µ. Let us denote
BL :“
Ť
sPLBs and BpL :“ ŤtPpLBt.
Let us first consider Θ
p1q
r . If σ1r “ s and σ2r “ t, then we need to estimateÿ
uPBszQr
ÿ
vPBtzQr
wxryrpu, vqGUruv , where s, t P LzpL , and Qr Ď Ur Ď Qr YBpL . (6.36)
Since BszQr, BtzQr Ď XzUr, the indices u, v do not overlap the upper index set Ur. Hence, in the
case k “ 1 and s “ t “ 0 the estimate (6.33) follows from (A.48) of Lemma A.3.
If s, t P L, then taking modulus of (6.36) and using (6.35) yields (6.33):
Θp1qr ď |BszQr| |BtzQr|
´
max
u,vPX
|wxryrpu, vq|
¯
max
uPBszQr
max
vPBtzQr
|GUruv |
ă
NCε1
N
´
NCε1Ψ` αpνqp1` dpBs, Btqqν
¯
ď NCε1N´ 12 |σr |˚Ψ ,
(6.37)
where dpA,Bq :“ inftdpa, bq : a P A, b P Bu for any sets A and B of X. Here we have also used
the definition (6.13) of lone labels and Ψ ě N´1{2.
Suppose now that exactly one component of σr equals 0 and one is in L. In this case, we split
wxryrpu, vq in (6.36) into two parts corresponding to wxruwvyr and its expectation, and estimate
the corresponding sums separately. First, using (A.34) of Lemma A.2 yields
1
N
∣
∣
∣
∣
ÿ
uPBszQr
ÿ
vPB0zQr
wxruwvyrG
Ur
uv
∣
∣
∣
∣
ă
|BszQr|
N
ˆ
max
uPX
|wxru|
˙
max
uRUr
∣
∣
∣
∣
ÿ
vPB0zQr
GUruvwvyr
∣
∣
∣
∣
ă
NCε1Ψ
N1{2
. (6.38)
On the other hand, using (6.35) we estimate the expectation part:
1
N
∣
∣
∣
∣
ÿ
uPBszQr
ÿ
vPB0zQr
pEwxruwvyrqGUruv
∣
∣
∣
∣
ă
|BszQr|
N
max
uPX
ÿ
vPB0zQr
|Ewxruwvyr |
`
NCε1Ψ` |mUruv |
˘
. (6.39)
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Similar to the part (6.38), because of (3.12), we can estimate (6.39) by OăpNCε1N´1q. As Ψ ě
N´1{2, this finishes the proof of (6.33) in the case k “ 1.
Now we prove (6.33) for Θ
p2q
r . In this case, we need to bound,ÿ
uPBszQr
ÿ
vPBtzQr
wxryrpu, vqGU
1
r
uu1r
G
V 1r
v1rv
, (6.40)
where s “ σ1r, t “ σ2r have again values in t0u Y LzpL. Here, u1r P BpLzU 1r, v1r P BpLzV 1r , and
Qr Ď U 1r , V 1r Ď QrYBpL.
By definitions of the lone and isolated labels (6.13) and (6.23), respectively, we know that, if
s P LzpL, then dpu, u1rq ě N ε1 , and similarly, if t P LzpL, then dpv1r, vq ě N ε1 . Thus, if s, t P LzpL,
then estimating similarly as in (6.37) with (6.35), yields
Θp2qr ă N
Cε1N´1Ψ2 , s, t P LzpL .
In the remaining cases, we split (6.40) into two parts corresponding to the term wxruwvyr and
its expectation in the definition of (6.19) of wxryrpu, vq, and estimate these two parts separately.
The average part is bounded similarly as in (6.39), i.e., if s P LzpL and t “ 0, then
1
N
∣
∣
∣
∣
ÿ
uPBszQr
ÿ
vPB0zQr
pEwxruwvyr qGU
1
r
uu1r
G
V 1r
v1rv
∣
∣
∣
∣
(6.41)
ă
|BszQr|
N
max
uPBs
ÿ
vPB0zQr
pEwxruwvyr q
ˆ
NCε1Ψ` αpνqp1` dpu, u1rqqν
˙ˆ
NCε1Ψ` αpνqp1` dpv1r, vqqν
˙
.
Here dpu, u1rq ě N ε1 since u P Bs, s P LzpL, while u1r P BpL. Taking ν ą Cε´11 and using the (3.12)
to bound the sum over the covariances by a constant, we thus we see that the right hand side is
OăpNCε1N´1Ψq. Since Ψ ě N´1{2, this matches (6.33) as |σr|˚ “ |t0, s, tu|´ 1 “ 1.
Now, we are left to bound the size of terms of the form (6.40), where wxrytpu, vq is replaced
with 1
N
wxruwvyr , and either s “ 0 or t “ 0. In these cases the sums over u and v factorize, i.e., we
have 1
N
ˆ ÿ
uPBszQr
wxruG
U 1r
uu1r
˙ˆ ÿ
vPBtzQr
G
V 1r
v1r v
wvyr
˙
.
When the sum is over a small set, i.e., over Bs1 for some s
1 P LzpL, then we estimate the sizes of the
entries of W and Gp#q by OăpN´1{2q and OăpΨq, respectively. On the other hand, when u or v is
summed over B0zQr, we use (A.34) of Lemma A.2 to obtain a bound of size OăpΨq. In each case,
we obtain an estimate that matches (6.33).
Proof of Lemma 6.2. We consider the data pξ, σq fixed, and write pL “ pLpx,y, σq, etc. We start
by enumerating the isolated labels (see (6.23))
ts1, . . . , spℓ u “ pL , pℓ :“ |pL| , (6.42)
and set pBpkq :“ Ykj“1Bsj for 1 ď k ď pℓ (recall the definition from (6.20) and that Bsj ’s are disjoint).
The monomial expansion (6.24) is constructed iteratively in pℓ steps. Indeed, we will define 1` pℓ
representations,
Γξ|Bpξ,σq “
Mkÿ
α“1
Γpkqα , k “ 0, 1, . . . , pℓ . (6.43)
where the Mk “Mkpξ, σq monomials Γpkqα “ Γpkqξ,σ,α : Bpξ, σq Ñ C, evaluated at pu,vq P Bpξ, σq, are
of the form
p´1q#
mź
t“1
pGEtatbtq#
qź
r“1
1
pGFrwrwrq#
, (6.44)
with some indices at, bt R Et, wr R Fr. The numbers m and q as well as the sets Et, Fr may vary
from monomial to monomial, i.e., they are functions of k and α. Furthermore, for each fixed k and
α, the lower indices and the upper index sets satisfy
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(a) at, bt P tur, vrupr“1Y pBpkq, and ws P tat, btumt“1;
(b) Et Ď pBpkq YQt1 , for some 1 ď t1 ď 2µ, and Fr Ď pBpkq YQr1 , for some 1 ď r1 ď 2µ;
(c) If at P Bsi and bt P Bsj , with 1 ď i, j ď k, then i ‰ j;
(d) For each s “ 1, . . . , 2µ there are two unique labels 1 ď t1psq, t2psq ď m, such that at1psq “ us,
bt1psq R tvrur‰s, and at2psq R turur‰s, bt2psq “ vs hold, respectively.
We will call the right hand side of (6.43) the level-k expansion in the following and we will define
it by a recursion on k.
The level-0 expansion is determined by the formula (6.18a):
Γ
p0q
1 :“ Γξ|Bpξ,σq , M0 :“ 1 . (6.45)
This monomial clearly satisfies (a)–(d), with m “ 2µ, q “ 0, Et “ Qt, and t1psq “ t2psq “ s. The
final goal, the representation (6.24), is the last level-pℓ expansion, i.e.,
Γξ,σ,α :“ Γppℓqα , α “ 1, 2, . . . ,Mpℓ “: Mpξ, σq . (6.46)
Now we show how the level-k expansion is obtained given the level-pk ´ 1q expansion. In order
to do that, first we list the elements of each Bsk as txka : 1 ď a ď |Bsk |u “ Bsk , and we define
Bk1 :“ H , Bka :“ txkb : 1 ď b ď a´ 1u , a “ 2, . . . , |Bsk | , k “ 1, 2, . . . , pℓ ,
which is a one-by-one exhaustion of Bsk ; namely Bk1 Ď Bk2 Ď . . . Ď Bk,|Bsk | Ď Bsk . Note that
Bk,a`1 “ Bka Y txkau.
We now consider a generic level-pk ´ 1q monomial Γpk´1qα , which is of the form (6.44) and
satisfies (a)–(d). Each monomial Γ
pk´1q
α will give rise several level-k monomials that are constructed
independently for different α’s as follows. Expanding each of the m factors in the first product of
(6.44) using the standard resolvent expansion identity
GEab “ G
EYBsk
ab `
|Bsk |ÿ
a1“1
1pxka1 R E q
G
EYBka1
axka1
G
EYBka1
xka1b
G
EYBka1
xka1xka1
, (6.47a)
and each of the q factors in the second product of (6.44) using
1
GFww
“ 1
G
FYBsk
ww
´
|Bsk |ÿ
a“1
1pxka R F q
GFYBkawxka G
FYBka
xsaw
G
FYBka
ww G
FYBk,a`1
ww G
FYBka
xkaxka
, (6.47b)
yields a product of sums of resolvent entries and their reciprocals.
Inserting these formulas into (6.44) and expressing the resulting product as a single sum yields
the representation
Γpk´1qα “
ř
βPAαpkqΓ
pkq
β , (6.48)
where Aαpkq is some finite subset of integers and β simply labels the resulting monomials in
an arbitrary way. From the resolvent identities (6.47) it is easy to see that the monomials Γ
pkq
β
inherit the properties (a)–(d) from the level-pk ´ 1q monomials. In particular, summing over α “
1, . . . ,Mk´1 in (6.48) yields the level-k monomial expansion (6.43), with Mk :“
ř
α|Aαpkq|. We
will assume w.l.o.g. that the sets Aαpkq, 1 ď α ďMk´1, form a partition of the first Mk integers.
This procedure defines the monomial representation recursively. Since Γ
pkq
α is a function of the
pu,vq indices, strictly speaking we should record which lower indices in the generic form (6.44)
are considered independent variables. Initially, at level k “ 0, all indices are variables, see (6.18a).
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Later, the expansion formulas (6.47) bring in new lower indices, denoted generically by xka from
the set Y
sPpLBs which is disjoint from the range of the components ur, vr of the variables pu,vq
as Bpξ, σq is a subset of pXzY
sPpL Bsq2µ. However, the structure of (6.47) clearly shows at which
location the "old" a, b indices from the left hand side of these formulas appear in the "new" formulas
on the right hand side. Now the simple rule is that if any of these indices a, b were variables on the
left hand side, they are considered variables on the right hand side as well. In this way the concept
of independent variables is naturally inherited along the recursion. With this simple rule we avoid
the cumbersome notation of explicitly indicating which indices are variables in the formulas.
We note that the monomials of the final expansion (6.46) can be written in the form (6.26).
Indeed, the second products in (6.26) and (6.44) are the same, while the first product of (6.44) is
split into the three other products in (6.26) using (d). Properties 1 and 2 in Lemma 6.2 for the
monomials in (6.46) follow easily from (a)–(d). Indeed, (a) yields the first part of Property 1, while
the second part of Property 1 follows from (c) and the basic property dpBs, Btq ě N ε1 for distinct
lone labels s, t P pL.
For a given ξ, we define the family of subsets of X:
E :“
!
B1,ap1q YB2,ap2q Y ¨ ¨ ¨ YBpℓ,appℓq YQr : 1 ď apkq ď |Bsk | , 1 ď k ď pℓ , 1 ď r ď 2µ ) .
By construction (cf. (6.47) and (b)) the upper index sets are members of this ξ-dependent family.
Since |Qr|, |Bsk | ď NC0ε1 , for some C0 „ 1, we get |E | Àµ NC0µ. Property 2 follows directly from
these observations.
Next we prove Property 3 of the monomials (6.46). To this end, we use the formula (6.48) to
define a partial ordering ’ă’ on the monomials by
Γpk´1qα ă Γpkqβ ðñ β P Aαpkq . (6.49)
It follows that for every α “ 1, 2, . . . ,M “Mpℓ, there exists a sequence pαkq pℓ´1k“1, such that
Γξ|Bpξ,σq “ Γp0q1 ă Γp1qα1 ă ¨ ¨ ¨ ă Γp
pℓ´1q
αpℓ´1 ă Γp
pℓq
α “ Γξ,σ,α . (6.50)
Let us fix an arbitrary label α “ 1, . . . ,M of the final expansion. Suppose that the k-th
monomial Γ
pkq
αk , in the chain (6.50), is of the form (6.44), and define
Dk :“
´Şm
t“1Et
¯
X
´Şq
r“1 Fr
¯
, mk :“ m. (6.51)
Here, Dk is the largest set A Ď X, such that Γpkqαk depends only on the matrix elements of HpAq.
Since both the upper index sets and the total number of resolvent elements of the form G
pAq
ab
are both larger (or equal) on the right hand side than on the left hand sides of the identities (6.47),
and the added indices on the right hand side are from Bsk , we have
Dk´1 Ď Dk , DkzDk´1 Ď Bsk , and mk ě mk´1 .
We claim that
Bsk Ę Dpℓ ùñ Bsk Ę Dk ùñ mk ě mk´1` 1 . (6.52)
The first implication follows from the monotonicity of Dk’s. In order to get the second implication,
suppose that Γ
pk´1q
αk´1 equals (6.44). Since Dk does not contain Bsk the monomial Γ
pkq
αk can not be
of the form (6.44), with the upper index sets Et and Ft replaced with Et Y Bsk and Ft Y Bsk ,
respectively. The formulas (6.47) hence show that Γ
pkq
αk contains at least one more resolvent entry
of the form G
pAq
ab than Γ
pk´1q
αk´1 , and thus mk ě mk´1 ` 1.
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Property 3 follows from (6.52). Indeed, suppose that there are no isolated label s such that
Bs Ď Dpℓ. Then applying (6.52) for each k “ 1, . . . , pℓ, yields mpℓ ě m0 ` pℓ . Since m0 “ p, using
the notations from (6.26) we have
mpℓ “ n` |Rp1q|` 2|Rp2q| ,
by Property (c) of the monomials. This completes the proof of Property 3.
Now only the bound (6.25) on the number of monomials M “Mpℓ remains to be proven, which
is a simple counting. Let pk be the largest number of factors among the monomials at the level-k
expansion, i.e., writing a monomial Γ
pkq
α “ Γpkqξ,σ,α in the form (6.26) we have
pk :“ max
1ďαďMk
`
npαq ` |Rp1qpαq|` 2|Rp2qpαq| ` qpαq ˘ ,
where Mk “ Mkpξ, σq, npαq “ npξ, σ, αq, Rp1qpαq “ Rp1qpξ, σ, αq, etc. Let us set b˚ :“ 1 `
maxx,y |BNε1 px, yq|. Each of the factors in every monomial at the level k ´ 1 is turned into a sum
over monomials by the resolvent identities (6.47). Since each such monomial contains at most five
resolvent entries (cf. the last terms in (6.47b)), we obtain the first of the following two bounds:
pk ď 5pk´1 and Mk ďMk´1 b pk´1˚ . (6.53)
For the second bound we recall that each of the at most pk´1 factors in every level-pk´1q monomial
is expanded by the resolvent identities (6.47) into a sum of at most b˚ terms. The product of these
sums yields single sum of at most b
pk´1˚ terms. From (6.45) and (6.18a) we get: M0 :“ 1, p0 “ 2µ.
Since k ď pℓ ď 2µ, we have maxk pk ď 2µ 25µ. Plugging this into the second bound of (6.53) yields
Mk ď ppb˚q2µ 25µq2µ. This proves (6.25) since b˚ ď NCε1 by (2.11). Finally, we obtain the bound
on the number of factors in (6.26) using n` q ď ppℓ Àµ 1.
7 Bulk universality and rigidity
In this section we show how to use the strong local law, Theorem 2.7, to obtain the remaining
results of Section 2.2 on random matrices with correlated entries.
7.1 Rigidity
Proposition 7.1 (Local law away from rκ´, κ`s). Let G be the resolvent of a random matrix H of
the form (2.22) that satisfies B1-B4. Let κ´, κ` be the endpoints of the convex hull of supp ρ as in
(5.1). For all δ, ε ą 0 and ν P N there exists a positive constant C such that away from rκ´, κ`s,
P
„
D ζ P H s.t. δ ď distpζ , rκ´, κ`sq ď 1
δ
,
N
max
x,y“1
|Gxypζ q ´mxypζ q| ě N
ε
?
N

ď C
Nν
. (7.1)
The normalized trace converges with the improved rate
P
„
D ζ P H s.t. δ ď distpζ , rκ´, κ`sq ď 1
δ
,
∣
∣
∣
1
N
TrGpζ q ´ 1
N
TrMpζ q
∣
∣
∣ ě N
ε
N

ď C
Nν
. (7.2)
The constant C depends only on the model parameters K in addition to δ, ε and ν.
Remark 7.2. Theorem 2.7 and Proposition 7.1 provide a local law with optimal convergence rate
1
N Im ζ
inside the bulk of the spectrum and convergence rate 1
N
away from the convex hull of suppρ,
respectively. In order to prove a local law inside spectral gaps and at the edges of the self-consistent
spectrum, additional assumptions on H are needed to exclude a naturally appearing instability that
may be caused by exceptional rows and columns of H and the outlying eigenvalues they create. This
instability is already present in the case of independent entries as explained in Section 11.2 of [1].
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Remark 7.3. The local law in Proposition 7.1 extends beyond the regime of bounded spectral param-
eters ζ. The upper bound 1
δ
on the distance of ζ from rκ´, κ`s can be dropped in both (7.1) and (7.2).
Furthermore, as was done e.g. for Wigner-type matrices in [4], by following the |ζ|-dependence along
the proof the estimates on the difference G ´M in (7.1) and (7.2) can be improved to Nεp1`|ζ|2q?N
and N
ε
p1`|ζ|2qN , respectively. Since this extra complication only extends the local law to a regime far
outside the spectrum of H (cf. Lemma 7.4 below) we refrain from carrying out this analysis.
Proof of Proposition 7.1. The proof has three steps. In the first step we will establish a
weaker version of Proposition 7.1 where instead of the bound Λ ă N´1{2 we will only show Λ ă
N´1{2` pN Im ζq´1. Then we will use this version in the second step to prove that there are no
eigenvalues outside a small neighborhood of rκ´, κ`s. Finally, in the third step we will show (7.1)
and (7.2).
Step 1 : The proof of this step follows the same strategy as the proof of Theorem 2.7. Only instead
of using Lemma 3.4 to estimate the error matrix D we will use Lemma 5.1. In analogy to the proof
of (2.28) we begin by showing the entrywise bound
Λpζ q ă 1?
N
` 1
N Im ζ
, ζ P H , δ ď distpζ , rκ´, κ`sq ď 1
δ
, Im ζ ě N´1`ε. (7.3)
In fact, following the same line of reasoning that was used to prove (3.11), but using (5.2)
instead of (3.6) to estimate ‖D‖max we see that
Λpζ q1pΛpζ q ď N´ε{2q ă 1?
N
`
´ Λpζ q
N Im ζ
¯1{2 ď 1?
N
` N
ε
N Im ζ
` 4N´εΛpζ q , (7.4)
for any ε ą 0. The last term on the right hand side can be absorbed into the left hand side and
since ε was arbitrary (7.4) yields
Λpζ q1pΛpζ q ď N´ε{2q ă 1?
N
` 1
N Im ζ
. (7.5)
This inequality establishes a gap in the possible values that Λ can take, provided ε ă 1{2 because
N´ε ě N´1{2`pN Im ζq´1. Exactly as we argued for (3.11) we can get rid of the indicator function
in (7.5) by using a continuity argument together with a union bound in order to obtain (7.3).
As in the proof of Theorem 2.7 we now use the fluctuation averaging to get an improved
convergence rate for the normalized trace,
∣
∣
∣
1
N
TrpGpζ q ´Mpζ qq
∣
∣
∣ ă
1
N
` 1pN Im ζq2 . (7.6)
for all ζ P H with δ ď distpζ , rκ´, κ`sq ď 1δ and Im ζ ě N´1`ε. Indeed, (7.6) is an immediate
consequence of (7.3) and the fluctuation averaging Proposition 3.5.
Step 2 : In this step we use (7.6) to prove the following lemma.
Lemma 7.4 (No eigenvalues away from rκ´, κ`s). For any δ, ν ą 0 we have
P
”
SpecpHq X pRzrκ´´ δ, κ`` δ sq “ H
ı
ě 1´ CN´ν , (7.7)
for a positive constant C, depending only on the model parameters K in addition to δ and ν.
In order to show (7.7) fix τ P r´δ´1, κ´´ δ s Y rκ`` δ, δ´1s and η P rN´1`ε, 1 s, and let tλiuNi“1
be the eigenvalues of H. Employing (7.6) we get
η
pλi ´ τq2 ` η2 ď ImTrGpτ ` iηq ă ImTrMpτ ` iηq ` 1`
1
Nη2
Àδ Nη ` 1` 1
Nη2
. (7.8)
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Here, we used in the last inequality that 1
N
TrM is the Stieltjes transform of the self-consistent
density of states ρ with supp ρ Ď rκ´, κ`s. Since the left hand side of (7.8) is a Lipschitz continuous
function in τ with Lipschitz constant bounded by N we can use a union bound to establish (7.8)
first on a fine grid of τ -values and then uniformly for all τ and for the choice η “ N´2{3,
sup
τ
1
N4{3pλi ´ τq2 ` 1
ă
1
N1{3
.
In particular, the eigenvalue λi cannot be at position τ with very high probability, i.e.
P
“ D i s.t. δ ď distpλi, rκ´, κ`sq ď δ´1‰ ď Cpδ, νqN´ν . (7.9)
Now we exclude that there are eigenvalues far away from the self-consistent spectrum by using a
continuity argument. Let ĂW be a standard GUE matrix with E| rwxy|2 “ 1N , pλpαqi qi the eigenvalues
of Hpαq :“ αH ` p1 ´ αqĂW for α P r0, 1s and κ :“ supαmaxt|κpαq` |, |κpαq´ |u, where κpαq˘ are defined
as in (5.1) for the matrix Hpαq. In particular, κp0q˘ “ ˘2. Since the constant Cpδ, νq in (7.9) is
uniform for all random matrices with the same model parameters K , we see that
sup
αPr0,1s
P
“ D i s.t. |λpαqi | P rκ` δ, δ´1s ‰ ď Cpδ, νqN´ν
The eigenvalues λ
pαq
i are Lipschitz continuous in α. In fact, |Bαλpαqi | ď ‖H ´ ĂW‖ ă ?N . Here,
the simple bound on ‖H ´ ĂW‖ follows from E‖H ´ ĂW‖2µ “ E rTrpH´ ĂWq2sµ ď CpµqNµ, for
some positive constant Cpµq, depending on µ, the upper bound κ1 from (2.23) on the moments,
the sequence κ2 from (2.24) and P from (2.11). Thus we can use a union bound to establish
P
“ Dα, i s.t. |λpαqi | P rκ` 2δ, δ´1 ´ δs ‰ ď Cpδ, νqN´ν . (7.10)
Since for α “ 0 all eigenvalues are in r´κ ´ 2δ, κ ` 2δs with very high probability and with very
high probability no eigenvalue can leave this interval by (7.10), we conclude that
P
“ D i s.t. |λi| ě κ` 2δ ‰ ď Cpδ, νqN´ν .
Together with (7.9) this finishes the proof of Lemma 7.4.
Step 3 : In this step we use (7.7) to improve the bound on the error matrix D away from r´κ´, κ`s
and thus show (7.1) and (7.2) by following the same strategy that was used in Step 1 and in the
proof of Theorem 2.7.
By Lemma 7.4 there are with very high probability no eigenvalues in Rzrκ´´ δ{2, κ`` δ{2s .
Therefore, for any B Ď X also the submatrix HB of H has no eigenvalues in this interval. In
particular, for any x P XzB we have
ImGBxxpζ q „δ Im ζ , ζ P H , δ ď distpζ , rκ´, κ`sq ď δ´1 , (7.11)
in a high probability event. As in the proof of Lemma 3.4 we bound the entries of the error matrix
D by estimating the right hand sides of the equations (5.9a) to (5.9e) further. But now we use
(7.11), so that Im ζ in the denominators cancel and we end up with
‖Dpζ q‖max1pΛpζ q ď N´εq ă N´1{2 , whenever δ ď distpζ , rκ´, κ`sq ď δ´1. (7.12)
Following the strategy of proof from Step 1 we see that (7.12) implies (7.1) and (7.2). This finishes
the proof of Proposition 7.1.
Proof of Corollary 2.9. The proof follows a standard argument that establishes rigidity from
the local law, which we present here for the convenience of the reader. The argument uses a Cauchy-
integral formula that was also applied in the construction of the Helffer-Sjöstrand functional calculus
(cf. [15]) and it already appeared in different variants in [28], [22] and [27].
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Let τ P R such that ρpτq ě δ for some δ ą 0. We will now apply Lemma 5.1 of [4] which shows
how to estimate the difference between two measures in terms of the difference of their Stieltjes
transforms. With the same notation that was used in the statement of that lemma we make the
choices
ν1pdσq :“ ρpσqdσ , ν2pdσq :“ 1
N
ÿ
i
δλipdσq ,
and τ1 :“ κ´ ´ rδ, τ2 :“ τ , η1 :“ N´1{2, η2 :“ N´1`rε, ε :“ 1, for some fixed rδ, rε ą 0. We estimate
the error terms J1, J2 and J3 from Lemma 5.1 of [4] by using (7.2) and (2.29). In this way we find
∣
∣
∣N
ş
rκ´´rδ,τ sρpσqdσ ´ |SpecpHqXrκ´´ rδ, τ s | ∣∣∣ ă N rε.
Since rε was arbitrary and there are no eigenvalues of H to the left of κ´´ rδ (cf. Lemma 7.4), we
infer
∣
∣
∣N
ş
r´8,τ sρpσqdσ ´ |SpecpHqXp´8, τ s |
∣
∣
∣ ă 1 , (7.13)
for any τ P R with ρpτq ě δ. Combining (7.13) with the definition (2.30) of ipτq yields the bound
∣
∣
şλipτq
τ
ρpσqdσ ∣∣ ă N´1. This in turn implies (2.31) and Corollary 2.9 is proven.
7.2 Bulk universality
Given the local law (Theorem 2.7), the proof of bulk universality (Corollaries 2.10 and 2.11) follows
standard arguments based upon the three step strategy explained in the introduction. We will only
sketch the main differences due to the correlations. We start by introducing an Ornstein–Uhlenbeck
(OU) process on random matrices Ht that conserves the first two mixed moments of the matrix
entries
dHt “ ´1
2
pHt ´Aqdt` Σ1{2rdBts , H0 “ H , (7.14)
where the covariance operator Σ : CNˆN Ñ CNˆN is given as
ΣrRs :“ E xW ,RyW ,
and Bt is matrix of standard real (complex) independent Brownian motions with the appropriate
symmetry B˚t “ Bt for β “ 1 (β “ 2) whose distribution is invariant under the orthogonal (unitary)
symmetry group. We remark that a large Gaussian component, as created by the flow (7.14), was
first used in [39] to prove universality for the Hermitian symmetry class.
Along the flow the matrix Ht “ A ` 1?
N
Wt satisfies the condition B3 on the dependence of
the matrix entries uniformly in t. In particular, since Σ determines the operator S we see that Ht
is associated to the same MDE as the original matrix H. Also the condition B4 and B5 can be
stated in terms of Σ, and are hence both conserved along the flow.
For the following arguments we writeWt as a vector containing all degrees of freedom originating
from the real and imaginary parts of the entries of Wt. This vector has NpN `1q{2 real entries for
β “ 1 and N2 real entries for β “ 2. We partition X2 “ Iď 9YIą into its upper, Iď :“ tpx, yq : x ď yu,
and lower, Ią “ tpx, yq : x ą yu, triangular part. Then we identify
1?
N
Wt “
#
pwtpαqqαPIď if β “ 1 ,
pwtpαqqαPX2 if β “ 2 ,
where wtppx, yqq :“ 1?N wxy for β “ 1 and
wtppx, yqq :“
#
1?
N
Rewxy for px, yq P Iď ,
1?
N
Imwxy for px, yq P Ią ,
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for β “ 2. In terms of the vector wt the flow (7.14) takes the form
dwt “ ´wt
2
` Σ1{2dbt , (7.15)
where bt “ pbtpαqqα is a vector of independent standard Brownian motions, and Σ1{2 is the square-
root of the covariance matrix corresponding to H “ H0:
Σpα, βq :“ Ew0pαqw0pβq .
Recall the notation Bτ pxq “ ty P X : dpx, yq ď τu for any x P X, and set
Bkppx, yqq :“ pBkNεpxq ˆBkNεpyqq Y pBkNεpyq ˆBkNεpxqq , k “ 1, 2 .
Using (2.11) and B3 we see that for any α
|B2pαq| ď NCε and |Σpα, γq| ď Cpε, νqN´ν , γ R B1pαq , (7.16)
respectively. For any fixed α, we denote by wα the vector obtained by removing all the entries of
w which may become strongly dependent on the component wpαq along the flow (7.15), i.e., we
define
wαpγq :“ wpγq1pγ R B2pαqq . (7.17)
In the case that X has independent entries it was proven in [12] that the process (7.15) conserves
the local eigenvalue statistics of H up to times t ! N´1{2, provided bulk local law holds uniformly
in t along the flow as well. We will now show that this insight extends for dependent random
matrices as well. The following result is a straightforward generalization of Lemma A.1. from [12]
to matrices with dependent entries. A similar result was independently given in [14].
Lemma 7.5 (Continuity of the OU flow). For every ε ą 0, ν P N and smooth function f there is
Cpε, νq ă 8, such that
|E fpwtq ´ E fpw0q| ď Cpε, νq
`
N1{2`ε Ξ `N´ν rΞ ˘ t , (7.18)
where
Ξ :“ sup
sďt
max
α,δ,γ
sup
θPr0,1s
E
„´
N1{2|wspαq| `N3{2|wspαqwspδqwspγq|
¯ ∣
∣B3αδγf
`
wα,θs
˘∣
∣

rΞ :“ suprw maxα,δ,γ
´∣
∣B2αδfprwq∣∣ ` p1` |wpαq|q ∣∣B3αδγfprwq∣∣¯ , (7.19)
where wα,θs :“ wαs ` θ pws ´ wαs q for θ P r0, 1s, and Bkα1¨¨¨αk “ BBwpα1q ¨ ¨ ¨ BBwpαkq .
Proof. We will suppress the t-dependence, i.e. we write w “ wt, etc. Ito’s formula yields
dfpwq “
ÿ
α
ˆ
´wpαq
2
Bαfpwq ` 1
2
ÿ
δ
Σpα, δqB2αδfpwq
˙
dt ` dM , (7.20)
where dM “ dMt is a martingale term. Taylor expansion around w “ wα yields
Bαfpwq “ Bαfpwαq `
ÿ
δPB2pαq
wpδqB2αδfpwαq `
ÿ
δ,γPB2pαq
wpδqwpγq
ż 1
0
p1 ´ θqB3αδγfpwα,θqdθ
B2αδfpwq “ B2αδfpwαq `
ÿ
γPB2pαq
wpγq
ż 1
0
p1´ θq B3αδγfpwα,θqdθ .
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By plugging these into (7.20) and taking expectation, we obtain
d
dt
E fpwq “ ´1
2
ÿ
α
EwpαqBαfpwαq (7.21a)
´ 1
2
ÿ
α
ÿ
δPB2pαq
E
” `
wpαqwpδq ´ Σpα, δq˘B2αδfpwαq ı (7.21b)
` 1
2
ÿ
α
ÿ
δRB2pαq
Σpα, δq E B2αδfpwαq (7.21c)
´
ÿ
α
ÿ
δ,γPB2pαq
ż 1
0
p1 ´ θqE
”
wpαqwpδqwpγqB3αδγ fpwα,θq
ı
dθ (7.21d)
` 1
2
ÿ
α,δ
Σpα, δq
ÿ
γPB2pαq
ż 1
0
p1´ θqE
”
wpγqB3αδγfpwα,θq
ı
dθ . (7.21e)
Now, we estimate the five terms on the right hand side of (7.21) separately.
First, (7.21a) is small since wpαq is almost independent of wα by B3 and (7.17):
EwpαqBαfpwαq “ Ewpαq E Bαfpwαq ` Covpwpαq, Bαfpwαqq “ Oε,ν
` rΞN´ν ˘ .
In the term (7.21b), if δ P B1pαq, then wpαqwpδq is almost independent of wα:
E
”`
wpαqwpδq ´ Σpα, δq˘B2αδfpwαqı “ Cov`wpαqwpδq , B2αδfpwαq˘ “ Oε,ν` rΞN´ν ˘ .
If δ P B2pαqzB1pαq, then wpαq is almost independent of pwpδq, wαq and
∣
∣
∣E
”`
wpαqwpδq ´ Σpα, δq˘B2αδfpwαqı ∣∣∣ ď ∣∣Cov`wpαq , wpδqB2αδfpwαq˘∣∣` |Σpα, δq| ∣∣E B2αδfpwαq∣∣
ď Cpε, νq supwmaxα,δ,γ
`
|B2αδfpwq|` |wpαq||B3αδγfpwq|
˘
N´ν ,
where we have used (7.16). The last term containing derivatives is bounded by rΞ.
The term (7.21c) is negligible by |Σpα, δq| Àε,ν N´ν and |E B2αδfpwαq | ď rΞ. For (7.21d) we use
(7.16) and the definition of Ξ to obtain
ÿ
α
ÿ
δ,γPB2pαq
ż 1
0
p1´ θq
∣
∣
∣E
”
wpαqwpδqwpγqB3αδγ fpwα,θq
ı
dθ
∣
∣
∣ ď N1{2`Cε Ξ .
The last term (7.21e) is estimated similarly
ÿ
γPB2pαq
ż 1
0
p1´ θqE
”
wpγqB3αδγfpwα,θq
ı
dθ ď N´1{2`Cε Ξ ,
and the double sum over α, δ produces a factor of size CN due to the exponential decay of Σ.
Combining the estimates for the five terms on the right hand side of (7.21) we obtain (7.18).
Proof of Corollaries 2.10 and 2.11. We will only sketch the argument here as the procedure
is standard. First we show that the matrix Ht defined through (7.14) satisfies the bulk universality
if t ě tN :“ N´1`ξ1 , for any ξ1 ą 0. For simplicity, we will focus on t ď N´1{2 only. Indeed, from
the fullness assumption B5 it follows that Ht is of the form
Ht “ rHt ` cptqt1{2U , (7.22)
where cptq „ 1 and U is a GUE/GOE-matrix independent of rHt. For t ď N´1{2 the matrixrHt has essentially the same correlation structure as H, controlled by essentially the same model
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parameters. In particular the corresponding rSt operator is almost the same as S. Let ĂMt solve the
corresponding MDE with S replaced by rSt and let rρt denote the function related to ĂMt similarly
as ρ is related to M (see Definition 2.3). Using the general stability for MDEs, Theorem 2.6, with
Gp0q :“ M , D :“ p rSt´ S qrĂMtsĂMt , GpDq “ ĂMt ,
(cf. (2.17)) it is easy to check that ĂMt is close to M, in particular rρtpωq ě δ{2 when ρpωq ě δ.
Moreover, the local law applies to rHt as well, i.e. the resolvent rGtpζq of rHt approaches ĂMtpζq for
spectral parameters ζ with ρpRe ζq ě δ. The bulk spectrum of rHt is therefore the same as that of
H in the limit. Combining these facts with the decomposition (7.22) we can apply Theorem 2.2
from the recent work [41] to conclude bulk universality for Ht, with t “ tN “ N´1`ξ1 in the sense
of correlation functions as in Corollary 2.10. In order to prove the gap universality, Corollary 2.11,
we use Theorems 2.4 and 2.5 from [42] or Theorem 2.1 and Remark 2.2 from [26].
Second, we use Lemma 7.5 to show that H and Ht have the same local correlation functions in
the bulk. Suppose ρpωq ě δ for some ω P R. We show that the difference
pτ1, . . . , τkq ÞÑ pρk ;tN ´ ρk q` ω ` τ1N , . . . , ω ` τkN
˘
of the local k-point correlation functions ρk and ρk ;tN of H and HtN , respectively, converge weakly
to zero as N Ñ8. This convergence follows from the standard arguments provided that
|EF pHtq ´ EF pHq | Ñ 0 ,
where F “ FN is a function of H expressed as a smooth function Φ of the following observables
1
Np
Tr
pź
j“1
pH´ ζ˘j q´1 , ζ˘j :“ ω `
τij
N
˘ iN´1´ξ2 , j “ 1, . . . , p ,
with p ď k and ξ2 P p0, 1q sufficiently small. Here the derivatives of Φmight grow only as a negligible
power of N (for details see the proof of Theorem 6.4 in [27]). In particular, basic resolvent formulas
yield
RHS of (7.18) ď CN ε1NC1ξ2 E
”
p1` ΛtqC2
ı
N1{2`εt ,
where Λt is defined like Λ in (3.9) but for the entries of Gtpζq :“ pHt ´ ζ q´1 with Im ζ ě N´1`ξ2 .
In particular, we have used |Gxyptq| ď |mxyptq| ` Λt À 1 ` Λt here. The constant Ξ from (7.19)
is easily bounded by N ε
1`Cξ2 , where the arbitrary small constant ε1 ą 0 originates from stochastic
domination estimates for Λt and |wspαq|’s. The constant rΞ from (7.19), on the other hand, is
trivially bounded by NC since the resolvents satisfy trivial bounds in the regime |Im ζ | ě N´2,
and the weight |wpαq| multiplying the third derivatives of f is canceled for large values of |wpαq|
by the inverse in the definition G “ pA ` N´1{2W ´ ζ 1q´1. Since the local law holds for Ht,
uniformly in t P r0, tN s, we see that Λt ď N ε1pNηq´1{2 ď N ε1´ξ2{2 with very high probability and
hence
|EF pHtN q ´ EF pHq | ď CpεqN1{2`εN´1`ξ1NC pε
1`ξ2q . (7.23)
Choosing the exponents ε, ε1, ξ1, ξ2 sufficiently small we see that the right hand side goes to zero as
N Ñ 8. This completes the proof of Corollary 2.10. Finally, the comparison estimate (7.23) and
the rigidity bound (2.31) allows us to compare the gap distributions ofHtN andH, see Theorem 1.10
of [40]. This proves Corollary 2.11.
A Appendix
Proof of Lemma 4.3. Within this proof we adapt Convention 4.1 such that ϕ À ψ means ϕ ď
Cψ for a constant C, depending only on P :“ pβ, P q. It suffices to prove (4.15) for N ě N0 for
some threshold N0 À 1. Thus, we will often assume N to be large enough in the following.
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We split R into a decaying component S and an entrywise small component T, i.e. we define
R “ S`T , sxy :“ rxy1
`
|rxy| ě 2C1N
˘
. (A.1)
The main part of the proof of Lemma 4.3 is to show that S has a bounded inverse,
‖S´1‖ À 1 . (A.2)
We postpone the proof of (A.2) and show first how it is used to establish (4.15).
Since the entries of S are decaying as, |sxy| ď βpνqp1` dpx, yqq´ν , for any ν P N, we can apply
the standard Combes-Thomas estimate (Lemma 4.3 with αp0q “ βp0q “ 0) in order to get the
decay of the entries of S´1 to arbitrarily high polynomial order ν P N,
|pS´1qxy| ď Cpνqp1` dpx, yqqν . (A.3)
In particular, we find that the ‖ ¨‖1_8-norm (introduced in (4.50)) of S´1 is bounded
‖S´1‖1_8 À 1 . (A.4)
We show now that ‖R´1´S´1‖max À 1N which together with (A.3) implies (4.15). For a matrix
Q P CNˆN viewed as an operator mapping between CN equipped with the standard Euclidean and
the maximum norm we use the induced operator norms
‖Q‖2Ñ8 :“ max
x
bř
y |qxy|
2 , ‖Q‖8Ñ2 :“
bř
x
`ř
y |qxy|
2˘
.
We write the difference between R´1 and S´1 as
´S´1TR´1 “ R´1´ S´1 “ ´R´1TS´1. (A.5)
The first equality in (A.5) implies
‖R´1‖8 ď ‖S´1‖8
`
1` ‖T‖2Ñ8‖R´1‖8Ñ2
˘ ď ‖S´1‖8`1`N‖T‖max‖R´1‖˘ À 1 , (A.6)
where we used ‖Q‖8Ñ2 ď
?
N‖Q‖ and ‖Q‖2Ñ8 ď
?
N‖Q‖max for any Q P CNˆN , (A.4) and
‖T‖max À N´1 from the definition of T in (A.1). The second equality in (A.5) on the other hand
implies ‖R´1´S´1‖max ď ‖R´1‖8‖T‖max‖S´1‖1 À N´1, where (A.4) and (A.6) were used in the
second inequality. This finishes the proof of Lemma 4.3 up to verifying (A.2).
We split R˚ R into a decaying and an entrywise small piece as we did with R itself in (A.1),
R˚R “ L`K , L :“ S˚S , K :“ S˚T`T˚S`T˚T .
From the related properties of S and T we can easily see that
| lxy| ď Cpνqp1` dpx, yqqν , ‖K‖max À
1
N
, (A.7)
where L “ plxyqx,y. Using the a priori knowledge
L`K “ R˚ R Á 1 , (A.8)
from the assumption ‖R´1‖ À 1 of Lemma 4.3, we will show that ‖L´1‖ À 1, which is equivalent
to (A.2). Note that both L and K are selfadjoint.
Via spectral calculus we write K as a sum of a matrix Ks with small spectral norm and a matrix
Kb with bounded rank
K “ Ks`Kb , Ks :“ K1p´ε,εqpKq . (A.9)
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with some ε ą 0 to be determined later. Indeed, from the Hilbert-Schmidt norm bound on the
eigenvalues λipKq of K, ř
iλipKq2 “ TrK˚K ď N2‖K‖2max À 1 ,
we see that rankKb À 1ε2 . On the other hand ‖Ks‖ ď ε by its definition in (A.9). Since L `K
has a bounded inverse (cf. (A.8)), so does L`Kb for small enough ε, i.e.
‖pL`Kbq´1‖ À 1 . (A.10)
Now we fix ε „ 1 such that (A.10) is satisfied. In particular the eigenvalues of L ` Kb are
separated away from zero. Since rankKb À 1, we can apply the interlacing property of rank one
perturbations finitely many times to see that there are only finitely many eigenvalues of L in a
neighborhood of zero, i.e.
rankrL1r0,c1qpLqs À 1 , (A.11)
for some constant c1 „ 1. In particular, there are constants c2 „ c3 „ 1 such that c2 ` c3 ď c1 and
L has a spectral gap at rc2, c2 ` c3s,
L1rc2,c2`c3spLq “ 0 . (A.12)
We split L into the finite rank part Ls associated to the spectrum below the gap and the rest,
L “ Ls ` Lb , Ls :“ L1r0,c2qpLq , Lb :“ L1pc2`c3,8qpLq .
The rest of the proof is devoted to showing that Ls Á 1r0,c2qpLq, which implies that L has a
bounded inverse and thus shows (A.2). More precisely, we will show that there are points x1, . . . , xL
with L :“ rankLs À 1 (cf. (A.11)) and a positive sequence pCpνqqνPN such that
‖1r0,c2qpLqex‖ ď
Lÿ
i“1
Cpνq
p1` dpxi, xqqν , (A.13)
for any ν P N and x P X, where pexqxPX denotes the canonical basis of CN . Let l “ plxq be any
normalized eigenvector of Ls in the image of 1r0,c2qpLq with associated eigenvalue λ. We need to
show that λ Á 1. Since xl,1r0,c2qpLqexy “ lx, the decay property (A.13) of the spectral projection
1r0,c2qpLq away from the finitely many centers xi implies that the components lx have arbitrarily
high polynomial decay away from the points x1, . . . , xL. In particular,
ř
x|lx| is bounded and
therefore we have (cf. (A.7))
| l˚Kl | ď ‖K‖max
`ř
x | lx|
˘2 À N´1 .
We infer that for the eigenvalue λ we get a lower bound via 1 À l˚pL`Kql “ λ` l˚Kl, where we
used (A.8) for the inequality. Thus, λ Á 1 for large enough N .
Now we prove (A.13) by induction. We show that for any l “ 0, . . . , L there is an l-dimensional
subspace of the image of 1r0,c2qpLq such that the associated orthogonal projection Pl satisfies
‖Plex‖ ď
lÿ
i“1
Cpνq
p1` dpxi, xqqν . (A.14)
The induction is over l. For l “ 0 there is nothing to show. Now suppose that (A.14) has been
established for some l ă L. We will see now that it then holds for l replaced by l ` 1 as well.
We maximize the maximum norm of all vectors in the image of 1r0,c2qpLq ´ Pl and pick the
index xl`1 where the maximum is attained,
ξ :“ maxx ‖p1r0,c2qpLq ´Plqex‖ “ ‖p1r0,c2qpLq ´Plqexl`1‖ . (A.15)
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Here, ξ ą 0 since l ă L. Now we extend the projection Pl by the normalized vector v defined as
Pl`1 :“ Pl ` vv˚ , v :“ 1
ξ
p1r0,c2qpLq ´Plqexl`1 . (A.16)
The so defined vector v attains its maximum norm at the point xl`1 and the value of this norm is
ξ, since for any x we have
|vx| “ |v˚p1r0,c2qpLq ´Plqex| ď ξ “
1
ξ
e˚xl`1p1r0,c2qpLq ´Plqexl`1 “ vxl`1 . (A.17)
Here we used (A.15) and that 1r0,c2qpLq ´Pl ě 0 is an orthogonal projection.
We will show that Pl`1 satisfies (A.14) with l replaced by l ` 1. We start by establishing
that ξ Á 1. We write ‖v‖2 as a sum of contributions originating from the neighborhoods B :“Ťl`1
i“1BRpxiq of the points xi with some radius R to be determined later and their complement. We
estimate the components of v by using (A.17) and the definition of v in (A.16),
1 “ ‖v‖2 “
ÿ
yPB
|vy|
2 `
Bÿ
y
|vy|
2 ď |B|ξ2 ` 1
ξ2
Bÿ
y
`
|e˚y1r0,c2qpLqexl`1 |` |e˚yPlexl`1 |
˘2
. (A.18)
With the induction hypothesis (A.14) the second summand in the sum on the right hand side of
(A.18) is bounded by
|e˚yPlexl`1 | ď ‖Pley‖ ď Cpνq
ř l
i“1p1`Rq´ν , (A.19)
for y R B. For the other summand in (A.18) we use the decay estimate
|e˚y1r0,c2qpLqex| “ |p1r0,c2qpLqqyx| ď Cpνqp1 ` dpx, yqq´ν , ν P N . (A.20)
The bound (A.20) follows from the integral representation
1r0,c2qpLq “
ű
Γ
pL´ ζ1q´1dζ , (A.21)
where the integral is over a closed contour Γ encircling only the eigenvalues of L within r0, c2q.
Since L has a spectral gap above c2 (cf. (A.12)) we may choose Γ such that
maxζPΓ‖pL´ ζ1q´1‖ À 1 .
Since the entries of L are decaying by (A.7), we can apply the standard Combes-Thomas estimate
to see that the entries of pL´ ζ1q´1 decay as well. Then (A.20) follows from (A.21).
Using (A.19) and (A.20) in (A.18) yields
1 ď |B|ξ2 ` Cpνq|B|
ξ2Rν
À RP ξ2 ` Cpνq
ξ2Rν´P
(A.22)
where in the second inequality we estimated the size of B with (2.11). Now we choose R :“ ξ´1{P ,
ν :“ r4P s. Using ξ ď 1 (cf. (A.15)), we obtain that the right hand side (A.22) is bounded by a
constant multiple of ξ. Thus (A.22) proves ξ Á 1.
We finish the induction by using the definition (A.16) of v and estimating
‖Pl`1ex‖ ď ‖Plex‖` |vx| ď ‖Plex‖` 1
ξ
`
‖Plex‖` |p1r0,c2qpLqqxl`1x|
˘
.
Since ξ Á 1 and by the induction hypothesis (A.14) as well as (A.20) the bound (A.14) with l
replaced by l ` 1 follows and Lemma 4.3 is proven.
Now, we generalise the following result to the non-commutative setting:
52
Lemma A.1 ([2], Lemma 5.6). A symmetric matrix S “ psijqNi,j“1, with non-negative entries, has
a spectral gap of size at least ‖v‖{pN1{2‖v‖maxq mini,j sij, where v P CN satisfies Sv “ ‖S‖v.
Proof of Lemma 4.8. Since T leaves the cone C` of positive semidefinite matrices invariant, the
Perron-Frobenius theorem guarantees the existence of a normalized T P C` with T rTs “ T. We
first verify the bounds (4.36) on this eigenmatrix.
From the upper and lower bounds (4.34) on T we infer
γ xTy1 ď T ď ΓxTy1 . (A.23)
Multiplying by T on both sides of the second inequality and taking the normalized trace yields
1 “ ‖T‖2hs ď ΓxTy2. With the lower bound from (A.23) on T we see that T ě γ?Γ 1. Furthermore,
the normalization of T and the upper bound from (A.23) imply
T ď ΓxTy1 ď Γ‖T‖hs1 “ Γ1.
Now we show the existence of a spectral gap and that 1 is a non-degenerate eigenvalue. Showing
(4.35) is equivalent to proving that
xR , pId˘ T qrRsy ě γ6
2Γ4
, (A.24)
holds for all R “ R˚ P CNˆN satisfying ‖R‖hs “ 1 and xT ,Ry “ 0. Here R can be assumed to be
self-adjoint since T preserves C`, and thus T rRs˚ “ T rR˚s :
xR , pId˘ T qrRsy “ xReR , pId˘ T qrReRsy ` xImR , pId˘ T qrImRsy .
Let R be an arbitrary normalized self-adjoint matrix satisfying xT ,Ry “ 0. We use the spectral
representation R “ ři ̺i ri r˚i , with the orthonormal eigenbasis priqNi“1 of R. Plugging this spectral
representation into the right hand side of (A.24) reveals the identity
xR , pId ˘ T qrRsy “ q˚p1˘ Sqq , (A.25)
where we introduced the vector q P RN of eigenvalues of R and the matrix S P RNˆN with
non-negative entries:
qi :“ N´1{2̺i , sij :“ r˚i T rrjr˚j sri .
The vector q is normalized since ‖q‖ “ ‖R‖hs “ 1, and the matrix S is symmetric because of the
self-adjointness of T . Furthermore, by (4.34) the entries of S satisfy lower and upper bounds,
γN´1 ď sij ď ΓN´1. (A.26)
In particular, by the Perron-Frobenius theorem, the matrix S has a unique normalized eigenvector
s with positive entries and with associated eigenvalue equal to its spectral norm, Ss “ ‖S‖s.
We will now show that S has a spectral gap and r has a non-vanishing component in the
direction orthogonal to s. This will imply
|q˚Sq | ď 1´ γ6
2Γ4
, (A.27)
which is equivalent to (A.24) by (A.25) and therefore proves Lemma 4.8.
To verify (A.27) we start with the observation that the norm of S is bounded by
c ď e˚Se ď ‖S‖ “ sup‖w‖“1w˚T rww˚sw ď ‖T ‖sp “ 1 , (A.28)
where e “ p 1?
N
, . . . , 1?
N
q, and that the Perron-Frobenius eigenvector s “ psiqNi“1 satisfies
max
i
si “ max
i
pSsqi
‖S‖
ď Γ
γN
ÿ
i
si ď Γ
γ
?
N
,
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where we used Ss “ ‖S‖s, (A.28), (A.26) and ‖s‖ “ 1 in that order. Applying, Lemma A.1 yields
SpecpSq Ď “´‖S‖` γ3
Γ2
, ‖S‖´ γ3
Γ2
‰Y  ‖S‖( . (A.29)
Finally we show that there is a non-vanishing component of q in the direction orthogonal to s.
More precisely, we show that there is some sufficiently large vector w K s satisfying:
q “ p1´ ‖w‖2q1{2 s`w . (A.30)
Taking the scalar product with t :“ pN´1{2r˚iTriqNi“1 and using t˚q “ xT ,Ry “ 0 yields
p1´ ‖w‖2q γ2ΓN
`ř
isi
˘2 ď p1´ ‖w‖2qpt˚sq2 “ pt˚wq2 ď ‖t‖2‖w‖2 . (A.31)
The first inequality in (A.31) follows from the lower bound on T in (4.36). Since ‖t‖ ď ‖T‖hs “ 1
and (cf. (A.28))
γ ď ‖S‖ “ s˚Ss ď ΓN´1`ř i si ˘2,
we conclude that ‖w‖2 ě γ3
Γ2`γ3 ě γ
3
2Γ2
, where we used γ ď mint1,Γu. Combining this with w K s,
(A.29) and (A.30) yields
|q˚Sq| ď ‖S‖p1´ ‖w‖2q ` `‖S‖´ γ3
Γ2
˘
‖w‖2 ď 1´ γ3
Γ2
‖w‖2 ď 1´ γ6
2Γ4
“ 1´ θ ,
where we also used ‖S‖ ď 1. Thus, (A.27) is established and Lemma 4.8 is proven.
Lemma A.2 (Linear large deviation). Let X “ pXxqxPX and b “ pbxqxPX be sequences of random
variables that satisfy the following assumptions:
(i) The entries of X are centred, EXx “ 0.
(ii) The entries of X have uniformly bounded moments, i.e., there is a sequence β1 of positive
constants such that E |Xx|
µ ď β1pµq, for all x and µ P N.
(iii) The correlations within X decay, i.e., there is a sequence β2 of positive constants such that
for every ε ą 0, every A,B Ď X satisfying dpA,Bq :“ mintdpx, yq : x P A, y P Bu ě N ε, and
all smooth functions φ : C|A| Ñ C, ψ : C|B| Ñ C, the quantities XA :“ pXxqxPA satisfy:
∣
∣CovpφpXAq, ψpXBqq
∣
∣ ď β2pε, νq‖∇φ‖8‖∇ψ‖8N´ν , ν P N . (A.32)
(iv) The correlations between X and b are asymptotically small, i.e., there exists a sequence β3 of
positive constants, such that for all smooth functions φ,ψ : CN Ñ C the following holds:
|Covpφpbq, ψpXqq| ď β3pνq‖∇φ‖8‖∇ψ‖8N´ν , ν P N . (A.33)
Then the following large deviation estimate holds for every ν P N:
∣
∣
∣
ÿ
x
bxXx
∣
∣
∣ ă
´ÿ
x
|bx|
2
1¯{2
` 1
Nν
. (A.34)
Proof. Here we use Convention 4.1 such that ϕ À ψ means ϕ ď Cψ for a constant C, depending
only on ĂP :“ pβ1, β2, β3, P q (cf. (2.11)). We divide the proof into three steps.
Step 1: In this step we introduce a cutoff both for X and b. We show that it suffices to prove the
moment bound
E
∣
∣
ř
xbxXx
∣
∣2µ ď Cpµ, δqN δ , δ ą 0 , (A.35)
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for two families X and b of random variables that satisfy the upper bounds
max
x
|Xx| ď
?
N ,
ř
x|bx|
2 ď 1 , (A.36)
in addition to the assumptions of Lemma A.2.
Indeed, for X and b as in Lemma A.2 we define the new random variables
rXx :“ p1´ EqrXx θpN´1|Xx|2qs , rbx :“ bxpřy|by|2 q1{2`N´rν , (A.37)
where rν P N and θ : r0,8q Ñ r0, 1s is a smooth cutoff function such that θ|r0,1{2s “ 1 and θ|r1,8q “ 0.
It is easy to verify that rX and rb satisfy the assumption of Lemma A.2. Now suppose that (A.35)
holds with X, b replaced by rX,rb. In particular, ∣∣řxrbx rXx∣∣ ă 1. Then we see that
∣
∣
ř
x
rbxXx∣∣ ă ∣∣řxrbx rXx∣∣`N´ν ă 1 , (A.38)
for any ν P N, where we used |Xx ´ rXx| ă N´ν´1 and |rbx| ď 1. Plugging the definition (A.37) of rb
into (A.38) yields
∣
∣
ř
x bxXx
∣
∣ ă
ař
x|bx|
2 `N´rν ,
and since rν was arbitrary, Lemma A.2 is proven, up to checking (A.35) for random variables X and
b that satisfy (A.36) in addition to the assumptions of the lemma.
Step 2: In this step we completely remove the weak dependence between X and b, i.e. we show
that it is enough to prove (A.35) for a centered sequence X independent of b satisfying (A.36), the
assumption (ii), and (A.32). Indeed, suppose that X and b are not independent, but satisfy (A.33)
instead. Let rb be a copy of b that is independent of X and b. We show that for any µ, ν P N,
∣
∣
∣E
∣
∣
ř
x
rbxXx∣∣2µ´ E ∣∣řxbxXx∣∣2µ∣∣∣ ď Cpµ, νqN´ν . (A.39)
The bound (A.39) implies (A.35), provided (A.35) holds with b replaced by rb.
To prove (A.39) we expand the powers on the left hand side, compare term by term and find
l.h.s. of (A.39) ď N2µ max
x1,...,x2µ
∣
∣CovpXx1 . . . XxµXxµ`1 . . . Xx2µ , bx1 . . . bxµbxµ`1 . . . bx2µq
∣
∣ ,
where the maximum is taken over all x1, . . . , x2µ P X. Now we employ (A.33) as well as the bounds
|bx| ď 1 and |Xx| ď
?
N to infer (A.39).
Step 3: By Step 1 and Step 2 we may assume for the proof of (A.35) that X is independent of
b and that these random vectors satisfy (A.36), the hypothesis (ii) and (A.32). In this final step
we construct for every ε ą 0 a partition of X into non-empty sets I1, . . . , IK with the following
properties:
(P1) With a constant Cpεq, depending only on ε and P (cf. (2.11)), the size of the partition is
bounded by K ď CpεqN pP`1qε;
(P2) The indices within an element of the partition are far away from each other, i.e., if x, y P Ik,
x ‰ y, then dpx, yq ě N ε.
In other words, the elements within each Ik are far from each other hence the corresponding
components of X and b are practically independent.
We postpone the construction of this partition to the end of the proof and explain first how it
is used to get (A.35). We split the sum according to the partition and estimate
E
∣
∣
∣
ÿ
x
bxXx
∣
∣
∣
2µ
“ E
∣
∣
∣
Kÿ
k“1
ÿ
xPIk
bxXx
∣
∣
∣
2µ
ď K2µ Kmax
k“1
E
∣
∣
∣
ÿ
xPIk
bxXx
∣
∣
∣
2µ
.
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By the bound (P1) on the size of the partition and by choosing ε sufficiently small, it remains to
show
E
∣
∣
∣
ÿ
xPIk
bxXx
∣
∣
∣
2µ
ď Cpµq . (A.40)
For an independent sequence pXxqxPIk satisfying the assumption (ii), the moment bound (A.40)
would be a simple consequence of the Marcinkiewicz-Zygmund inequality. Therefore, (A.40) follows
from
∣
∣
∣
∣
E
∣
∣
∣
ÿ
xPIk
bxXx
∣
∣
∣
2µ´ E
∣
∣
∣
ÿ
xPIk
bx rXx∣∣∣2µ ∣∣∣∣ ď Cpµ, νqN ν , (A.41)
for all µ, ν P N, where rX “ p rXxqx is an independent family of random variables, which is also
independent of X and b and has the same marginal distributions as X.
To show (A.41) we expand the powers on the left hand side and use the independence of b from
X and rX as well as the upper bound |bx| ď 1,
l.h.s. of (A.41) ď N2µ max
x1,...,x2µ
∣
∣
∣EXx1 . . . XxµXxµ`1 . . . Xx2µ ´ E rXx1 . . . rXxµ rXxµ`1 . . . rXx2µ ∣∣∣ , (A.42)
where the maximum is over all ξ “ px1, . . . , x2µq P I2µk . For such a ξ let ξ1, . . . , ξR P Ik de-
note the indices appearing within ξ, clearly R ď 2µ. Let furthermore the non-negative integers
µ1, . . . , µR and rµ1, . . . , rµR denote the corresponding numbers of appearances within px1, . . . , xµq
and pxµ`1, . . . , x2µq, respectively. Then we can further estimate the term inside the maximum on
the right hand side of (A.42) corresponding to ξ by using the telescopic sum,
E
Rź
r“1
X
µr
ξr
X
rµr
ξr
´ E
Rź
r“1
rXµrξr rX rµrξr “ R´1ÿ
r“1
Cov
ˆ
X
µr
ξr
X
rµr
ξr
,
Rź
s“r`1
X
µs
ξs
X
rµs
ξs
˙ r´1ź
s“1
EX
µs
ξs
X
rµs
ξs
. (A.43)
To bound the covariance in (A.43) we use |Xx| ď
?
N and (A.32) with a sufficient large ν in
combination with the estimate on the distance (P2) between indices within one element Ik of the
partition. The claim (A.41) follows.
We will now inductively construct the partition I1, . . . , IK with the properties (i) and (ii) above.
Suppose that the disjoint sets I1, . . . , Ik have already been constructed. Then we pick an arbitrary
x0 P J0 :“ XzpI1 Y ¨ ¨ ¨ Y Ikq. Next we pick x1 P J1 :“ J0zBNεpx0q, then x2 P J2 :“ J1zBNεpx1q
and so on. The process stops at some step L when JL`1 is empty and we set Ik`1 :“ tx0, . . . , xLu.
By construction, property (ii) is satisfied for all elements Ik of the partition. We verify the upper
bound (i) on the number K of such elements. For every k we have
Xz`Yk´1l“1 Il ˘ Ď ŤxPIkBNεpxq , (A.44)
because otherwise another element of Ik would have been chosen in the construction. The inclusion
(A.44) implies
N ´
k´1ÿ
l“1
|Il | ď |Ik|max
xPIk
|BNεpxq| ď |Ik|N εP , (A.45)
where we used (2.11) for the last inequality. In particular, (A.45) provides a lower bound on the
size of Ik which we use to obtain that
N ´
kÿ
l“1
|Il | ď
`
1´N´εP ˘ˆN ´ k´1ÿ
l“1
|Il |
˙
.
Since IK contains at least one element, we infer by induction that
1 ď N ´
K´1ÿ
l“1
|Il| ď p1´N´εP qK´1N ď Ne´pK´1qN´εP .
We solve for K and thus see that (i) holds true. This finishes the proof of Lemma A.2.
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Lemma A.3 (Quadratic large deviation). Let X “ pXxqxPX, Y “ pYxqxPX, b “ pbxyqx,yPX be families
of random variables that satisfy the following assumptions:
(i) The families X and Y are centered, EXx “ EYx “ 0.
(ii) Both X and Y have uniformly bounded moments: There is a sequence of constants β1 such
that E |Xx|
µ ` E |Yx|µ ď β1pµq, for all µ P N and all x P X.
(iii) The correlations within X and Y decay fast: There is a sequence β2 of constants, s.t. for all
ε ą 0, A,B Ď X, with dpA,Bq ě N ε, and smooth functions φ : C|A| Ñ C, ψ : C|B| Ñ C,
max
Z,QPtX,Y u
|CovpφpZAq, ψpQBqq| ď β2pε, νq‖∇φ‖8‖∇ψ‖8
N ν
, ν P N , (A.46)
where ZA :“ pZxqxPA and dpA,Bq are defined as in Lemma A.2.
(iv) The correlations between pX,Y q and b are asymptotically small: There is a sequence of positive
constants β3 such that for alll smooth functions φ : C
N2 Ñ C, ψ : C2N Ñ C, we have:
|Covpφpbq, ψpX,Y qq| ď β3pνq‖∇φ‖8‖∇ψ‖8N´ν , ν P N . (A.47)
Then the following large deviation estimate holds for every ν P N:
∣
∣
∣
ÿ
x,y
bxy pXxYy ´ EXxYyq
∣
∣
∣ ă
´ÿ
x,y
|bxy|
2
1¯{2` 1
Nν
. (A.48)
Proof. We use Convention 4.1 such that ϕ À ψ means ϕ ď Cψ for a constant C, depending only
on ĂP :“ pβ1, β2, β3, P q (cf. (2.11)). The proof of Lemma A.3 follows a similar strategy as the
proof of Lemma A.2. Exactly as in Step 1 of the proof of Lemma A.2, we introduce new families
of centered random variables
rXx :“ p1´ EqrXx θpN´1|Xx|2qs , rYx :“ p1´ EqrYx θpN´1|Yx|2qs ,
and rescaled coefficients rbxy :“ bxypřu,v|buv|q1{2 `N´rν .
In this way we reduce the proof of (A.48) to showing the moment bound
E
∣
∣
∣
ÿ
x,y
bxy pXxYy ´ EXxYyq
∣
∣
∣
2µ ď Cpµ, δqN δ , δ ą 0 , (A.49)
for random variables X,Y and b that satisfy all assumptions of Lemma A.3, and the additional
bounds
max
x
|Xx| ď
?
N , max
x
|Yx| ď
?
N ,
ÿ
x,y
|bxy|
2 ď 1 . (A.50)
Following Step 2 of the proof of Lemma A.2 and using (A.47) we may also assume that b is
independent of pX,Y q.
To show (A.49) we fix ε ą 0 and choose the partition I1, . . . , IK from Step 3 of the proof of
Lemma A.2 of the index set X. In particular, the properties (P1) and (P2) introduced in that proof
are satisfied. We split the sums over x and y in (A.49) according to this partition and estimate
l.h.s. of (A.49) ď K4µ Kmax
k,l“1
E
∣
∣
∣
ÿ
xPIk,yPIl
bxy pXxYy ´ EXxYyq
∣
∣
∣
2µ
.
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By choosing ε sufficiently small and using (P1) it suffices to show that for any fixed k, l “ 1, . . . ,K
we have the moment bound
E
∣
∣
∣
ÿ
xPIk,yPIl
bxy pXxYy ´ EXxYyq
∣
∣
∣
2µ ď Cpµ, δqN δ , δ ą 0 . (A.51)
For any x P Ik and y P Il we introduce the relation
x ’ y whenever dpx, yq ď Nε
3
.
If dpx, yq ą Nε
3
, we correspondingly write x ­’ y. Since the distances of indices within the set Ik
are bounded from below by N ε (c.f. the property (P2)), we see that for every x P Ik there exists
at most one y P Il such that x ’ y and the other way around. We set
ιpxq :“
#
1 if there is ry P Il s.t. x ’ ry ;
0 otherwise ,
, ιpyq :“
#
1 if there is rx P Ik s.t. rx ’ y ;
0 otherwise ,
for any x P Ik and y P Il. Note that if k “ l, then ιpxq “ 1 for all x P Ik. Furthermore, let us define
S :“
!
pS, T q : S Ď Ik , T Ď Il , such that x ­’ y for all x P S , y P T
)
,
the pairs of subsets with a distance of at least N
ε
3
. Inspired by Appendix B of [19] we use the
partition of unity
1 “ σxy
|S |
ÿ
pS,T qPS
1px P Sq1py P T q , x P Ik , y P Il , x ­’ y , (A.52)
where we introduced the numbers σxy to be 4, 6, 6 and 9 in the case when pιpxq, ιpyqq is p0, 0q, p0, 1q, p1, 0q
and p1, 1q, respectively. We split the sum in (A.51) into a sum over pairs px, yq with x ’ y and
x ­’ y. Afterwards we use (A.52) and findÿ
xPIk,yPIl
bxy pXxYy ´ EXxYyq “ U ` 1
|S |
ÿ
pS,T qPS
V pS, T q ,
with the short hand notation
U :“
ÿ
xPIk, yPIl
1px ’ yq bxy pXxYy ´ EXxYyq , V pS, T q :“
ÿ
xPS,yPT
σxy bxy pXxYy ´ EXxYyq .
Thus, proving (A.51) reduces to showing for any pair of index sets pS, T q P S that
E |U |2µ` E |V pS, T q|2µ ď Cpµq.
The moment bound on U can be seen with exactly the same argument as (A.35) in the proof of
Lemma A.2 since the family of centered random variables XxYy ´ EXxYy in this sum are almost
independent. The moment bound on V pS, T q follows by comparing the moments of V pS, T q with
the moments of rV pS, T q :“ ÿ
xPS,yPT
σxy bxy rXx rYy ,
where rXS “ p rXxqxPS and rYT “ prYxqxPT are independent families of random variables, which
are independent of pb,X, Y q as well, with the same marginal distributions as XS “ pXxqxPS and
YT “ pYxqxPT , respectively. As the result of this comparison, |E |V pS, T q|2µ ´ E |rV pS, T q|2µ | ď
Cpµ, νqN´ν , because XS and YT are essentially uncorrelated since dpS, T q ě Nε3 and because the
families XS and YT themselves are already essentially uncorrelated (cf. the property (P2) from
the proof of Lemma A.2). Finally, the moments of rV pS, T q satisfy the necessary bound by the
Marcinkiewicz-Zygmund inequality as in the proof of Lemma A.2. The details are left to the
reader.
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