Abstract: This article discusses regression analysis of longitudinal data that often occur in medical follow-up studies and observational investigations. For the analysis of these data, most of the existing methods assume that observation times are independent of recurrent events completely, or given covariates, which may not be true in practice. We propose a joint modeling approach that uses a latent variable and a completely unspecified link function to characterize the correlations between the longitudinal response variable and the observation times. For inference about regression parameters, estimating equation approaches are developed without involving estimation for latent variables and the asymptotic properties of the resulting estimators are established. Methods for model checking are also presented. The performance of the proposed estimation procedures are evaluated through Monte Carlo simulations, and a data set from a bladder tumor study is analyzed as an illustrative example.
Introduction
The analysis of longitudinal data has recently attracted considerable attention. These data frequently occur in medical follow-up studies and observational investigations. For the analysis of longitudinal data, a number of methods have been developed, mostly under the assumption that the longitudinal response process and the observation process are independent completely, or given covariates. For example, Diggle, Liang, and Zeger (1994) presented an excellent summary about such commonly used methods as estimating equation and random-effect model approaches, and Lin and Ying (2001) and Welsh, Lin, and Carroll (2002) discussed general semiparametric regression analysis of longitudinal data when both observation times and the censoring times may depend on covariates.
A common situation where informative observation times occur is that these times are subject or response variable-dependent. For example, they may be hospitalization times of subjects in the study (Wang, Qin and Chiang (2001) ). In a bladder cancer study, Sun and Wei (2000) and Zhang (2002) discussed a set of longitudinal data arising from a bladder cancer follow-up study conducted by the Veterans Administration Cooperative Urological Research Group; in this study, some patients had significantly more clinical visits than others and thus the occurrence of bladder tumors of a patient and the visit times may be related. Lipsitz et al. (2002) presented a set of longitudinal data from a study of children with acute lymphoblastic leukemia that involved correlated response and observation processes. The same could be true for other medical follow-up studies, but there is limited research on the analysis of longitudinal data when the longitudinal response process of interest may be correlated with the observation process given covariates, that is, the observation times may be informative. Sun et al. (2005) studied semiparametric models that allow observation times to be correlated with the longitudinal process; Sun, Sun, and Liu (2007) proposed a joint model for the longitudinal process and the observation process, where both processes may be correlated through a shared latent variable or frailty, and used the estimating equation approach to estimate the regression parameters; Liang, Lu, and Ying (2009) discussed a joint model through two random effects, where the relationship between the random effects is specified and a parametric distribution assumption for a random effect is required. The aim of this paper is to consider more general joint models for longitudinal data with dependent observation times, to develop an estimating equation approach for estimation of regression parameters, and to establish the asymptotic properties of the resulting estimates.
The remainder of this paper is organized as follows. Section 2 introduces notation and describes joint models for the longitudinal response process and the observation time process, where a latent variable and a completely unspecified link function are used to characterize the correlation between the two processes. In Section 3, an estimating equation approach is proposed for estimation of regression parameters and the asymptotic properties of the resulting estimates are established. In Section 4, we discuss the assessment of the models described in Section 2. Section 5 presents some results obtained from a simulation study of the finite-sample properties of the proposed inference procedure. In Section 6, we apply the proposed methods to a data set from a bladder tumor study. Some concluding remarks are made in Section 7.
Joint Modeling
Consider a longitudinal study, with Y (t) as the longitudinal response variable of interest. Let X be the p-dimensional vector of covariates, C be the followup or censoring time, and N (t) be the counting process for the number of the observation times before or at time t. The longitudinal process Y (t) is observed only at time points where N (t) jumps, for t ≤ C. Let Z be an unobserved positive random variable that is independent of X. We assume that
where µ 0 (·) is an unspecified continuous function, g(·) is a completely unspecified link function with E{g(Z)} = 0, and β is a vector of unknown regression parameters. For the observation process, we assume that N (t) is a Poisson process with intensity function
where λ 0 (·) is a completely unknown continuous baseline intensity function and γ is a vector of unknown regression parameters. Let Λ 0 (t) = ∫ t 0 λ 0 (s)ds. Let τ be the length of the study and take Λ 0 (τ ) = 1 to avoid the identifiability issue. In addition, we assume that the censoring time C is independent of X and Z, and conditional on X and Z, Y (·) and N (·) are mutually independent.
Model (2.2) has been studied by several authors for the analysis of recurrent event data (e.g., Huang and Wang (2004) ; Wang, Qin and Chiang (2001) ). Sun, Sun, and Liu (2007) discussed a special case of joint models (2.1) and (2.2) by specifying
However, there does not seem to be research on the general joint models (2.1) and (2.2). From the proposed joint models it is obvious that, given covariates, the longitudinal response process Y (t) and the observation process N (t) can be correlated and that their relationship is partly determined by a link function of the latent variable Z, while the link function and the distributional form of Z are left unspecified. Our main goal here is to make inference about β. Toward this end, we develop an estimating approach in the next section.
Estimation Procedures
Suppose that a longitudinal study involves n subjects and
is a random sample of {Y (t), X, Z, C, N (t)}. Also, suppose that N i (t) is observed only at finite time points T i1 < · · · < T iK i , where K i denotes the total number of observation before or at the censoring time C i for subject i, i = 1, . . . , n.
For estimation of β, let
Then, we have
Motivated by (3.1), for given ψ and θ, we can consider the estimating function
where W i 's are weights that could depend on the X i 's and C i 's. Letβ andα denote the solution to U (α, β; ψ, θ) = 0. Then,
where a ⊗2 = aa for vector a. Of course ψ and θ are unknown and we cannot directly use the estimating function U (β, α; ψ, θ) . For this, we first consider inference about model (2.2). Let {s , = 1, . . . , m} denote the ordered and distinct values of all observation times
be the total number of observations with observation times and censoring time satisfying T ij ≤ s ≤ C i . Then we can derive the conditional likelihood function of the observed data on the N i 's conditional on {K i , C i , X i , Z i }, and the nonparametric maximum likelihood estimatorΛ 0 (t) of Λ 0 (t) given bŷ (Wang, Qin and Chiang (2001) ), where the product is taken to be 1 if there is no s with s > t. Thus, a natural estimator of ψ is given byψ = n −1 ∑ n i=1Λ 0 (C i ). It is easy to show thatψ is consistent.
For estimation of θ, Wang, Qin and Chiang (2001) proposed using the estimating equation
where η i is a weight function that could depend on (X i , θ,Λ 0 ). The solution to (3.2) is denoted byθ. We propose estimating α and β by using estimating function U (α, β;ψ,θ). Letα andβ denote the solution to U (α, β;ψ,θ) = 0. Then,
It is easy to show from the Law of Large Numbers and the consistency ofψ,Λ 0 , andθ that the estimatorsα andβ are consistent.
To establish the asymptotic normality ofα andβ, let
} ,
in ,
Let α 0 and β 0 be the true values of α and β, respectively. Then, as we show in Appendix A, under some regularity conditions n 1/2 (α − α 0 , (β − β 0 ) ) converges in distribution to a random normal variable with mean 0 and a covariance matrix that can be consistently estimated byD
Model Diagnostics
For the checking of model (2.2), one has complete recurrent event data and can find some discussion and simple approaches in Huang and Wang (2004) .
Here we consider the assessment of model (2.1) and describe some graphical and numerical procedures for checking its adequacy. Let
which can be estimated bŷ
, Lin et al. (2000) and Pan and
Lin (2005), we define the residual
First we check the functional form for the kth component of X and plotM i (t) against X ik , where X ik is the kth component of X i . For a more formal procedure, let
the cumulative sum ofM i (t) over the values of X ik . Let
To apply the statistic F k (x), we show in Appendix B that its null distribution can be approximated by the zero-mean Gaussian process
where 0 p is a p-dimensional vector of zeros, and I p×p is a p × p identity matrix. It is not possible to evaluate this distribution analytically because the limiting process of F k (x) does not have an independent increments structure. For this, we propose using the simulation approach discussed in Cheng, Wei, and Ying (1997) and Lin et al. (2000) . Let (G 1 , . . . , G n ) be independent standard normal variables independent of the data. Then it can be shown, see Cheng, Wei, and Ying (1997) and Lin et al. (2000) , that the distribution of the process F k (x) can be approximated by that of the zero-mean Gaussian procesŝ
From (4.1) and (4.2), to approximate the distribution of F k (x) one can obtain a large number of realizations fromF k (x) by repeatedly generating the standard normal random sample (G 1 , . . . , G n ) given the observed data. To assess the functional form of the jth component of covariates, one can plot a few realizations fromF k (x) along with the observed F k (x) to see if they can be regarded as arising from the same population. More formally, we can apply the supremum test statistic sup x |F k (x)|, where the p-value can be obtained by comparing the observed value of sup x |F k (x)| to a large number of realizations of sup x |F k (x)|.
An omnibus test for checking the overall fit of model (2.1) can be constructed from the process
, where the event I(X i ≤ x) means that each of the components of X i is no larger than the corresponding component of x. As with F k (x), we can show that the null distribution of F 0 (t, x) can be approximated by that of the zero-mean Gaussian processF 0 (t, x), which is obtained from the expression (4.2) by replacing I(X ik ≤ x) with I(X i ≤ x), τ in the first integral with t, and B l (τ, x) with B l (t, x) (l = 1, 2). An omnibus test statistic is then given by sup t,x |F 0 (t, x)|, based on which a p-value can be obtained as with sup x |F k (x)|.
Simulation Study
We conducted a simulation study to assess the estimation procedure proposed in the previous sections under different situations. In the study, the covariates X i 's were assumed to follow a Bernoulli distribution with success probability 0.5, or a normal distribution with mean zero and variance 0.25. To generate the simulated data, we first generated Z i from the gamma distribution with mean 10 and variance 50, g(Z i ) = ρ(Z i − 10)/ √ 50, and the follow-up time C i from the uniform distribution on [τ /2, τ ] with τ = 18, respectively. Here ρ characterizes the relationship between the observation process and the longitudinal response process. When ρ > 0, the two processes are positively correlated; when ρ = 0, the two processes have no correlation given the covariates; when ρ < 0, the two processes are negatively correlated. Here, three situations with ρ = −0.5, 0, and 0.5 were considered.
For the observation process, we considered N i as a homogeneous Poisson process with λ 0 (t) = τ −1 or as a nonhomogeneous Poisson process with λ 0 (t) = (t + 1)/{τ (τ /2 + 1)}. For the first case, given X i , Z i , and C i , K i , the number of observation times for subject i, is Poisson with mean
were the order statistics of a random sample of size K i from the uniform distribution over (0, C i ). For the second case, given X i , Z i , and C i , K i , the number of observation times for subject i, is Poisson with mean
The observation times (T i1 , . . . , T i,K i ) were the order statistics of a random sample of size K i from the density function
. . , n. Here γ = 1 was considered again. For the response variable, it was assumed that
where µ 0 (t) = 1 + t sin(t). We took β = −1, 0, 1, representing different effects of the covariate X on the response variable. For each setting, we considered n = 100 and 200. All the results reported here were based on 1,000 Monte Carlo replications. Tables 1-4 present the simulation results on estimation of β for the different situations. The tables include the biases (BIAS) given by the sample means of the proposed estimates of β minus the true values, the sample standard errors of the estimates (SSE) ofβ, the means of the estimated standard errors (ESE) ofβ, and the empirical 95% coverage probabilities (CP) for β. The results indicate that the biases ofβ are small and that the proposed variance estimation procedure provides reasonable estimates; empirical coverage probabilities indicate that the normal approximation seems to be appropriate. Note that β tends to be slightly underestimated for small sample sizes; this may be due to the use of the "borrowstrength estimation procedure" for estimation of θ. In addition, the variance seems underestimated; a possible reason is that the simulated data were generated from the joint model including random effects, and the estimating equation only involves the means of random effects. This does not seem to be a problem for large sample size. As seen in Tables 1-4, the estimated standard errors and the sample standard errors are quite close to each other, and the empirical 95% coverage probabilities are close to the nominal level.
We also carried out simulation studies to assess the robustness of the proposed approach compared with Sun, Sun, and Liu's approach. Here we took g(Z i ) = ρ log(Z i /10 + 1) − E(ρ log(Z i /10 + 1)). For generating X i , Z i , and C i , we used the same setups as above. For generating the observation process, we let λ 0 (t) = 1/τ and, given X i , Z i and C i , K i as Poisson with mean Λ(C i |X i , Z i ) when Z ≤ 10, and K i as Poisson with mean 4 otherwise. To compare the performance with the estimators of Sun, Sun, and Liu (2007) , we report the BIAS and SSE in Table 5 for the case that X i is Bernoulli with success probability 0.5. Table 5 shows that our proposed estimators all had the smaller BIAS. Moreover, they were more efficient based on the SSEs. Our estimators perform well with the choice of g, but the estimators of Sun, Sun, and Liu (2007) had large bias because of the misspecification of the link function. The proposed method is robust, while Sun, Sun, and Liu's method is sensitive to the relationship between the longitudinal response process and the observation process.
An Application
To illustrate the proposed methodology, we consider a bladder cancer study conducted by the Veterans Administration Cooperative Urological Research Group (Andrews and Herzberg (1985) ; Byar (1980) ; Sun and Wei (2000) ; Wellner and Zhang (2000) ; Zhang (2002)). In the study, the patients with superficial bladder tumors were randomly assigned to one of three treatment groups: placebo, thiotepa, or pyridoxine. During the study, many patients had multiple recurrences of the bladder tumors and all recurrences between visits were recorded and removed at clinical visits; the number of visits and visit time points varied greatly from patient to patient. At the beginning of the study, for each patient, two important baseline covariates were reported; the number of initial tumors and the size of the largest initial tumor. Following Sun and Wei (2000) , we restrict our attention to the patients in the placebo (47) and the thiotepa (38) groups. For the analysis, we took Y i (t) to be the logarithm of the number of observed tumors at time t, plus 1 to avoid 0, i = 1, . . . , 85. We set the first component of X i to 1 if the ith patient was given the thiotepa treatment and 0 otherwise, the second and the third components of X i to the number of initial tumors and the size of the largest initial tumor of the ith patient, respectively, i = 1, . . . , 85. The longitudinal process of the bladder tumors Y i (t) and the clinical visit process were described by models (2.1) These results suggest that the thiotepa treatment significantly reduced the occurrence rate of the bladder tumors and the number of initial tumors has a significant positive effect on the tumor recurrence rate but no significant effect on the visit process. However, both the occurrence rate of the bladder tumors and the visit times did not seem to be significantly related to the size of the largest initial tumor. Sun, Sun, and Liu (2007) analyzed the same data and concluded that the thiotepa treatment had a significant effect in reducing the recurrence of bladder tumors, but the initial number of bladder tumors had no significant effect in predicting the recurrence rate of the bladder tumor. There is a difference between our results and theirs. One possible reason is the misspecification of the relationship between the longitudinal response process and the observation process. As shown in Table 5 , Sun, Sun, and Liu's approach is sensitive to the link function. Liang, Lu, and Ying (2009) also applied their method to the bladder tumor data, and their results showed that both the treatment indicator and the initial tumor number had significant effects on tumor recurrence rate. These results are consistent with those obtained by our proposed approach. Consider the application of the model-checking procedures given in Section 4 to the data. Treating the three covariates separately, we found sup x |F 1 (x)| = 1.5269 with the p-value 0.377, sup x |F 2 (x)| = 0.2230 with the p-value 0.899, and sup x |F 3 (x)| = 2.4113 with the p-value 0.121. All three p-values suggest that we cannot reject model (2.1). We also checked the overall fit of model, and found sup t,x |F 0 (t, x)| = 35.6916 with the p-value 0.187, which yields the same conclusion.
Concluding Remarks
A key advantage of the proposed approach over existing methods for longitu- Table 4 . Estimation of β with λ 0 (t) = (t + 1)/{τ (τ /2 + 1)} when the dinal data is that it allows the observation process to be related to the response process of interest through any unspecified link function of a latent variable. Another advantage is that the parameter estimates and the estimated covariance matrix do not involve estimation of the latent variables and the link function, while estimation of the latent variables are required by Sun, Sun, and Liu (2007) , while the parametric distribution of the frailty variable and the link function are specified by Liang, Lu, and Ying (2009) . In addition, our estimation procedure is more easily implemented. Simulations suggest that the proposed inference procedures perform well and an illustrative example is provided.
We have assumed that the follow-up process is independent of covariates for simplicity of presentation, and the proposed method can be generalized to the case where the censoring times may depend on covariates. For this case, following Sun and Wei (2000) assume that for subject i, the hazard function of C i has the form
where λ 0C (t) is a completely unspecified baseline hazard function and φ is a pdimensional vector of unknown regression parameters. To estimate β, motivated by (3.1) and U (α, β; ψ, θ) , consider the estimating function
for given φ, θ and S 0 , where X 1i , W i and θ are defined as before, S 0 (t) = exp{− ∫ t 0 λ 0C (s)ds} denotes the baseline survival function of C, and
In practice, φ, θ, and S 0 (t) are unknown, and we need to estimate them. Clearly, θ can be estimated byθ as before. For estimation of φ and S 0 (t), we consider inference for the proportional hazards model (7.1) based on complete data. Then, following Kalbfleisch and Prentice (2002) , one can estimate φ and S 0 (t) by the solutionφ to the estimating equation
respectively. Givenφ,θ, andŜ 0 (t), we propose to estimate α 1 and β by the solutionα 1 andβ to the estimating equation U 1 (α 1 , β;φ,θ,Ŝ 0 ) = 0. As before, one can show thatα 1 andβ are consistent and are asymptotically joint normal. In the estimating equation approach, an important issue is how to choose the weights to improve the efficiency of estimation. The proposed estimation procedure involves the weight functions η i and W i . One can first choose the weight function η i to improve the efficiency of the estimator of θ, and then choose the weight function W i to improve the efficiency of the estimator of β. Further research is needed on this.
In the joint models, we assumed that the covariates are time-independent, but in some applications it would be desirable to develop estimation procedures that allow for both time-invariant and time-dependent covariates. For this, consider the joint models for the longitudinal response process Y (t) and the observation process N (t) as
where λ(t) is the intensity function of N (t), λ 0 (t) is an unknown baseline intensity function, X(t) is a vector of time-dependent covariates, ξ is a vector of time-independent covariates, Z is an unobserved random variable, and g(·) is an unknown link function. To estimate β and a in (7.2), we let
and propose the estimating function
for given ψ, γ, θ, S, and Λ 0 , where ξ 1i = (1, ξ i ) , θ = (θ 1 , ϕ ) , W i 's are the weight functions, S(t) = P (C ≥ t), with ψ = E{Λ 0 (C)}, θ 1 = log(E(Z)), and
In practice, ψ, γ, θ, S(t), and Λ 0 (t) are unknown, and need to be estimated. Note that S(t) can be estimated by its empirical survival function S n (t) = ∑ n i=1 I(C i ≥ t)/n. For estimation of γ, θ, and Λ 0 (t), we consider inference for the intensity model (7.3) based on recurrent event data. Using the approach of Huang, Qin, and Wang (2010) , one can obtain the estimatorsγ,θ, andΛ 0 (t), and ψ can be estimated byψ = ∑ n i=1Λ 0 (C i )/n. Givenψ,γ,θ, S n (t), andΛ 0 (t), we propose to estimate α, β and a by the solutionα,β andâ to the estimating equation U 2 (α, β, a;ψ,γ,θ, S n ,Λ 0 ) = 0. As before, one can establish the consistency and the asymptotic normality ofα,β andâ. However, it seems not to be straightforward to generalize the proposed approach to the situation where the latent variables are also time-dependent, and further research is needed. It would also be of great interest to develop estimating procedures for the longitudinal regression model with time-varying coefficients when the longitudinal process depends on the observation process.
At (2.2), we assumed that a Poisson observation process N (t). Further research is to replace (2.2) by the model
where Λ 0 (t) is a completely unknown continuous baseline mean function. An estimation procedure needs to be developed for the joint mean models of a longitudinal response process and a general counting process.
where P 1 (η, x, c, k) is the joint probability measure of (
Under conditions (C1) and (C2), it follows from Wang, Qin and Chiang (2001) that
where θ 0 is the true value of θ. Note that n 1/2 (ψ − ψ 0 ) = I 1 + I 2 , where
be the cumulative distribution function of C andF C (c) be the corresponding empirical distribution based on C i , i = 1, . . . , n. It follows from (A.1) that
Thus, we have
where
It follows from the Law of Large Numbers that ∂U (α, β; ψ, θ)/∂ψ| ψ=ψ 0 ,θ=θ 0 converges in probability to −E{W i X 1i ψ In the following, we only sketch the proof for the weak convergence of F k (x) under models (2.1) and (2.2); the weak convergence of F 0 (t, x) can be similarly derived. Assume that the limits of S k (t, x), S 0 (t), B 1 (t, x), and B 2 (t, x) exist and denote them by s k (t, x), s 0 (t), b 1 (t, x), and b 2 (t, x), respectively. Let
] .
For the weak convergence of F k (x), using Lemma A.1 of Lin and Ying (2001) and the functional version of a Taylor expansion, we have
The tightness of the first term on the right-hand side of (B.1) follows directly from the arguments in Appendix A.5 of Lin et al. (2000) . The last two terms are also tight because n 1/2 (β − β 0 ) and n 1/2 (θ − θ 0 ) converge in distribution and b 1 (τ, x) and b 2 (τ, x) are some deterministic functions. It follows that F k (x) is tight. Based on (A.2) and (A.4), we can write F k (x) as
From the Multivariate Central Limit Theorem and tightness, F k (x) converges weakly to a zero-mean Gaussian process which can be approximated by the zeromean Gaussian processF (t, z) given in (4.1).
