A novel lower bound is introduced for the full rank probability of random finite field matrices, where a number of elements with known location are identically zero, and remaining elements are chosen independently of each other, uniformly over the field. The main ingredient is a result showing that constraining additional elements to be zero cannot result in a higher probability of full rank. The bound then follows by "zeroing" elements to produce a block-diagonal matrix, whose full rank probability can be computed exactly. The bound is shown to be at least as tight and can be strictly tighter than existing bounds.
I. INTRODUCTION
Consider a n × k random matrix M ∈ F n×k q with elements m ij ∈ F q , i = 1, 2, . . . , n, j = 1, 2, . . . , k drawn from a q-ary finite field F q . Suppose that M is such that certain elements are zero with probability one, and the locations of these elements are known. The remaining elements are independently and identically distributed over F q . We will prove that the probability that M has full rank cannot increase if we fix any number of additional elements to be identically zero. This result provides a path to a novel lower bound on the probability that M has full rank.
The random matrix distribution of central interest in this paper is defined as follows.
Definition 1. For given B ∈ F n×k 2
, let U(B, q) be the probability distribution on random matrices M ∈ F 
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identifies whether the elements of M ∼ U(B, q) are either uniformly distributed over F q or zero with probability one. Let 0 ≤ w(B) ≤ nk be the number of non-zero elements of B (sometimes called the Hamming weight). It follows from Definition 1 that for M ∼ U(B, q),
Thus M is distributed uniformly over its support, i.e. is quasi-uniform in the terminology of Chan [3] .
Suppose B = 1 n×k and hence w(B) = nk. In this case, M ∼ U(B, q) shall be referred to as full weight 1 . Note
. Thus full-weight matrices are uniformly distributed in the usual sense.
The objective of this paper to provide a lower bound on the full rank probability
for M ∼ U(B, q), where B ∈ F n×k 2 is given.
The literature on the rank of random matrices over finite fields includes contributions from the fields of random matrix theory, combinatorics and coding theory. The contributions can be broadly summarised into two distinct approaches: a) those regarding the expected rank of matrices whose elements are identically and independently distributed over the finite field, and b) contributions regarding the expected rank for a given total matrix weight.
Studholme and Blake provide a thorough survey [15] across both of these approaches.
The first approach includes the work of Levitskaya and Kovalenko [9, 10] and focuses on the asymptotic properties of the expected rank as a function of matrix size and the distribution on the finite field elements. Similarly, Blömer et al. [1] and Cooper [4] explored the allocation of probability mass to the zero element of the finite field, and the threshold at which the expected rank scales linearly with the matrix size.
The second approach includes Erdős and Rényi [6] who considered the expected rank of random binary matrices with a fixed total weight. Studholme and Blake [15] presented related results regarding the minimal weight required for a random linear coding structure such that the probability of successful decoding approaches that of a full weight structure.
Lemma 1 reproduces a fundamental result for full weight matrices [1, 4] . We will use the main idea in the proof of this well-known result (provided in the Appendix) as the basis for proving Theorem 1 in this paper.
A lower bound on the full rank probability of any square random matrix over a finite field was developed by Ho et al. 2 [8] . Their bound assumes the existence of at least one full rank realisation. Noting that the determinant of a square random matrix is a multivariate polynomial, their bound follows from repeated application of the SchwarzZippel lemma [7, 11, 14] .
is such that Pr(det(M) = 0) = 1. Then the bound of Ho et al. is
Apart from the condition Pr(det(M) = 0) = 1, this bound is independent of B. Furthermore, the bound is tight, with equality achieved when B = I n , the n × n identify matrix. In this case, M ∼ U(I n , q) has full rank if and
The bound that we provide in this paper exhibits a greater dependence on the structure of B, and is at least as tight as and can be strictly tighter than (5).
II. MAIN RESULTS
Define a partial order ≺ on binary matrices as follows.
The following two theorems are the main results of the paper. Proofs are given in the Appendix.
Theorem 1. Let X ∼ U(A, q) and Y ∼ U(B, q) be independent random matrices where
. Then
, where
Theorem 2 suggests an approach to obtain lower bounds on the full rank probability of M ∼ U(B, q) for any
. Let zeroing mean the act of setting a matrix element to zero. Noting rank is invariant under row and column permutations: 1) Process B by applying any combination of row and column permutations and zeroing elements to obtain
Apply Theorem 2, computing (8) for the n ℓ and k ℓ obtained in Step 1.
The bound can clearly be optimised over the choices made in Step 1. This is discussed in Section III. 2 The bound of Ho et al. was intended for the analysis of Edmonds matrices, but also applies to square random matrices April 15, 2014 DRAFT SUBMITTED TO IEEE TRANSACTIONS ON INFORMATION THEORY   4 For given B ∈ F n×k 2 , the bound (8) obtained in Step 2 is a product of n factors of the form 1 − q −ai , i = 1, 2, . . . , n, where the exponents a i ≥ 1 depend on the structure of B via the dimensions of the A ℓ obtained in
Step 1. As a consquence of (9), the proposed bound is as tight as, and can be strictly tighter than (5).
Finally, we can also obtain an upper bound.
and n ≤ k. Then,
with equality when B = 1 n×k .
Proof: Apply Theorem 1 and Lemma 1, noting B ≺ 1 n×k .
III. DISCUSSION
The proposed bound on full rank probability is applicable to situations involving "structured" random matrices M ∼ U(B, q) whose non-identically-zero elements are drawn uniformly from a finite field. For example, in multiplicative matrix operator communications channels [12, 17] , information is encoded as a vector of finite field elements and the channel action is represented by a random matrix. The ability of the receiver to decode depends on whether this matrix has full rank. In the case where the channel is a network performing random linear network coding [8] , the structure of this channel matrix is determined by the network topology. The application of the bound of Thereom 2 to evaluate the performance random linear network codes is considered in [13] .
Practical implementation and optimisation of Step 1 of the algorithm described in Section II requires further consideration. The challenge is to identify the elements of the random matrix that can be zeroed, while maximising the the full rank probability of the resulting block-diagonal matrix. There is a tradeoff between the complexity of the algorithm and tightness of the resulting bound.
Two greedy search algorithms were proposed in [13] to perform the required block-diagonalisation. Both algorithms treat B as the incidence matrix of a bipartite graph. The identification of bicliques is the key mechanic of these algorithms, where a biclique is defined as a set of left and right nodes in the bipartite graph with the property that every left node of the biclique is connected to every right node of the biclique.
In the first algorithm a biclique is chosen and then grown by identifying additional left and right nodes that increase the size of the biclique whilst preserving the biclique property. When the biclique is maximal, i.e. can no longer increase in size, the additional links between the biclique and remaining nodes are removed from the bipartite graph, which is equivalent to zeroing the corresponding elements of the incidence matrix. Care is taken to ensure that the removal of any link does not produce a random matrix which has zero full rank probability. The algorithm iterates by choosing a new biclique in the remaining graph. The algorithm completes when all bicliques have been grown to maximal size. This algorithm is O(n 2 ).
The second algorithm operates similarly except that multiple bicliques are considered in parrallel. During each iteration, multiple links are identified as candidates for removal, which ultimately affects the realisation of maximal April 15, 2014 DRAFT bicliques. At the end of an iteration, the algorithm removes only the candidate link that maximises the resulting full rank probability. The second algorithm has higher complexity than the first, O(n 4 ), but produces block-diagonal matrices with much higher full-rank probabilities and hence tighter bounds.
APPENDIX
Proof of Lemma 1: Let E j denote the event that the first j columns of M are linearly independent. Then,
where (a) is due to Pr(E j+1 |Ē j ) = 0, and (b) is because under E j , the first j columns span a vector space of dimension j, with volume q j . Therefore, there are q n − q j equiprobable realisations of column j + 1 that are linearly independent of the first j columns.
Event E 1 occurs provided that the first column in not all-zero, hence Pr(E 1 ) = q n −1 q n and
The proof of Theorem 1 requires the following lemma, which also appears as Lemma 1 of [2] .
Lemma 2. Let V ⊆ F n q , and let U α ⊆ U β ⊆ F n q be coordinate subspaces spanning the dimensions indexed by α ⊆ β ⊆ {1, 2, . . . , n} such that dim (U α ) = |α| and dim (U β ) = |β|. Then
Proof: The lower bound follows from the fact that α ⊆ β implies U α ⊆ U β and hence
Applying a well-known identity [16, Theorem 27.15] .
Since V∩U β and U α are subsets of U β it follows that dim ( V ∩ U β , U α ) ≤ |β|. This, together with dim (U α ) = |α| delivers the upper bound.
Proof of Theorem 1:
The main idea is that zeroing one element of B reduces | supp(B, q)| by a factor of q whereas the number of full rank realisations of M ∼ U(B, q) is reduced by a factor of q or more. For X and Y to have full rank we must have x, y ∈ Z. We proceed following the main idea in the proof of Lemma 1.
hence there are two subcases to consider:
The linearly independent realisations of x are those vectors in X lying outside of Z. There are
such vectors. Similarly, the number of linearly independent choices for y ∈ Y is
In the event that X ⊆ Z then w − 1 = d ′ = d and there are no linearly independent realisations x ∈ X.
However in this case
Hence the number of realisations of x ∈ X that are linearly independent of Z is reduced by a factor greater than q compared to y ∈ Y.
In this case |Y| − |Z ∩ Y| |X| − |Z ∩ X| = q w − q d q w−1 − q d−1 = q and the reduction in full rank realisations is by a factor q.
c) rank(Z) < n − 1
There are no choices resulting in X or Y being full rank.
In summary, there are a factor of q fewer realisations of X compared to Y, whereas the number of full rank realisations of X is reduced by a factor of at least q. The full rank probability of X is as follows: 
Which establishes the result for matrices that differ in a single element. For arbitrary A ≺ B differing in more than one element, we can zero one element at a time to achieve a chain of inequalities that provides the general result.
Proof of Theorem 2:
From Theorem 1 we have
where the second line follows from the fact that X = diag (X 1 , X 2 , . . . , X L ) is block diagonal and can only be full rank if each independently chosen block is full rank. Applying (4) to each of these full weight blocks X ℓ ∼ U(A ℓ , q) completes the proof.
