Abstract-We study vector space interference alignment for the MIMO interference channel with no time or frequency diversity. We prove both necessary and sufficient conditions for alignment. In particular, we characterize the feasibility of alignment for the symmetric three-user channel where all transmitters have M antennas and all receivers have N antennas, as well as feasibility of alignment for the fully symmetric (M = N ) channel with arbitrary number of users.
I. INTRODUCTION
Interference is a key bottleneck in wireless communication networks of all types: whenever spectrum is shared between multiple uncoordinated users, each user must deal with undesired signals. Current wireless systems avoid interference by either orthogonalizing the users across time or frequency or sharing the same resource while treating other users' signals as noise. If there are K users in the system, these approaches This work was presented in part at the Information Theory Workshop (ITW) [1] and the Allerton conference [2] , both in 2011.
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G.B. is currently at LIDS, Dept. of EECS, MIT. Most of the work in this paper was done when he was at UC Berkeley. result in (at best) a fraction 1/K of the total resource being available to each user. Interference alignment is one recent development (among others, such as hierarchical MIMO [3] ) that has opened the possibility of significantly better performance in interference-limited communications than traditionally thought possible.
The basic idea of interference alignment is to align multiple interfering signals at each receiver in order to reduce the effective interference. Interference alignment was first introduced by Maddah-Ali et al. [4] for the multiple-input multiple-output (MIMO) X channel and subsequently by Cadambe and Jafar [5] in the context of the K-user interference channel, which is also the subject of our paper. Candambe and Jarfar established the suprising result that K 2 degrees of freedom are achievable for the K-user Gaussian interference channel, assuming the channels have unbounded diversity in the form of time or frequency variation [5] .
Most practical systems are also equipped with multiple antennas and thus have spatial diversity. Multiple antennas are known to greatly increase the degrees of freedom of point-to-point systems. In this paper we focus on how spatial diversity helps to deal with interference by studying interference alignment for the MIMO inteference channel. In order to focus on the effect of spatial diversity, we assume there is no time or frequency diversity, i.e. the channel is constant over time and frequency.
We assume that we have K transmitter-receiver pairs, which we will call users, and each transmitter wishes to communicate with its opposite receiver. We let M i and N i denote the number of antennas of the ith transmitter and the ith receiver respectively. Like [5] , we study vector space strategies for interference alignment. In this case, the alignment problem reduces to finding vector spaces U i ⊂ C Mi and V i ⊂ C Ni where dim U i = dim V i is denoted d i , and such that
where the matrix H [ij] ∈ C Ni×Mj depends on the channel between transmitter j and receiver i. For the rest of the paper, we assume that the H [ij] are generic, meaning that their entries lie outside of some algebraic
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hypersurface, which depends only on the parameters d i , M i , and N i . If the entries are randomly chosen from some non-singular probability distribution, this will be true with probability 1.
Our goal is to maximize the signal dimensions d i subject to the constraint that there exist vector spaces satisfying (1). Yetis et al. [6] proposed comparing the number of variables and equations in the system of bilinear equations (1) in order to determine when it has solutions. We make this precise by showing that the feasible solutions are an algebraic variety of the "expected" dimension, when the channel matrices are generic. Thus, we have the following necessary condition for interference alignment: Theorem 1. Fix an integer K and integers d i , M i , and N i for 1 ≤ i ≤ K and suppose the channel matrices H [ij] are generic. If, for any subset A ⊂ {1, . . . , K}, the quantity
is negative, then there are no feasible strategies. Moreover, if there are feasible strategies, then t {1,...,K} is the dimension of the variety of solutions.
The constraint on t {1,...,K} was obtained independently and simultaneously by Razaviyayn et al. [7] .
The dimension of the variety of solutions is important, because when multiple strategies are feasible, we may wish to optimize over the feasible strategies according to some other criterion, such as the robustness of the system.
The necessary condition from Theorem 1 is not sufficient. One, almost trivial, requirement for there to even exist vector spaces is that d i ≤ M i and d i ≤ N i for each i. In fact, this is the r = 0 case of the following, less obvious constraint: Theorem 2. Fix a non-negative integer r and let i 1 , . . . , i r+2 be a sequence of indices, such that each consecutive triple consists of three distinct indices, i.e. i j = i j+1 for 1 ≤ j ≤ r +1 and i j = i j+2 for 1 ≤ j ≤ r. Also, assume that if i j = i j then i j+1 = i j +2 .
Suppose that N ij is the same for all 1 ≤ j ≤ r, which we denote N , and similarly M ij = M for 2 ≤ j ≤ r +2. In order for interference alignment to be feasible, we must have: When r is positive, we can rewrite the left-hand side:
Symmetrically, Theorem 2 also holds with the roles of M and N reversed. In the r = 1 case, a somewhat stronger constraint, with possibly unequal transmit dimensions also holds: Theorem 3. For any distinct indices i, j, and k, the feasibility of inteference alignment requires
In the case of 3 users, Theorem 2 simplifies, because the only applicable sequences of indices are cycles through the 3 users.
Corollary 4. Suppose that K = 3 and that
If interference alignment is feasible, then for any positive integer r,
where for i > 3, we define d i to be d i , where i is the remainder of i when dividing by 3.
Of course, Corollary 4 also holds for any reordering of the three users. Moreover, if we assume that the transmit dimensions d i are all equal to some fixed d, then the infeasible parameters correspond to the shaded ares of Figure 1 . In fact, in this symmetric case, we have completely characterized the feasible region.
Theorem 5. Let K = 3 and without loss of generality, we can assume that N ≥ M . Then interference alignment is feasible if and only if for each r ≥ 0,
Moreover, if, in addition, N + M = 4d, then there is a unique solution if N > M and there are
The sufficiency of these conditions has also been independently shown by Amir et al. [8] , but only in the zero-dimensional case, when N + M = 4d. Also independently and simultaneously, Wang et al. [9] have obtained results very similar to Theorem 5. Their necessary condition is information-theoretic, and thus, unlike ours, not limited to linear strategies.
Theorem 5 is effective in the sense that the solutions can be obtained from basic operations in linear algebra. The reason that the K = 3 case is easy to analyze is that the constraints (1), which always link a pair of vector space choices, form a cycle in the case of K = 3. When there are more users, we nonetheless have a sufficiency condition in the case when N = M : This theorem was also acheived by Razaviyayn et al. [7] for the case that d divides N . In fact they found a distinct, but overlapping set of parameters for which they could characterize feasibility. Rearranging the inequality of Theorem 6, we have that the number of transmit dimensions satisfies d ≤
2N
K+1 . Corollary 8 (Fully symmetric achievable dof). The maximum normalized dof is given by
In sharp contrast to the K 2 total normalized dof achievable for infinitely many parallel channels in [5] , for the MIMO case we see that at most two dof (normalized by the single-user performance of N transmit dimensions) are achievable for any number of users K and antennas N .
Theorem 6 suggests an engineering interpretation for the performance gain from increasing the number of antennas. Depending on whether N < d(K + 1)/2 or not, there are two different regimes for the performance benefits of increasing N : (1) alignment gain or (2) MIMO gain. To illustrate these concepts, suppose that there are K = 5 users. If N = 1, i.e. there is only a single antenna at each node, then no alignment can be done and only one user can communicate on a single dimension, giving 1 total degree of freedom. As the number of antennas increases to 2 and 3, the number of degrees of freedom becomes 3 and 5 respectively. Because of alignment, the total degrees of freedom increases more than linearly, which we call alignment gain. However, after N = 3, increasing N affords no additional possibilities for interference alignment, and the total number of degrees of freedom only because more dimensions are available. The MIMO gain has slope 5/3, which is the asymptotic coefficient as in Corollary 8.
Unlike Theorem 5, the proof of Theorem 6 does not provide a way of computing the solutions. Instead of linear algebra, it uses Schubert calculus to prove the existence of solutions. In fact, we will see that there cannot be a simple, exact description of the symmetric interference alignment problem in Section V. Nonetheless, as we will discuss, solutions may be found using numerical algebraic geometry software.
In addition to general algebraic methods of root finding, others have proposed heuristic algorithms, mainly iterative in nature (see [10] , [11] , [12] , [13] , and [14] ). Some have proofs of convergence, but no performance guarantees are known. Schmidt et al. [14] , [15] study a refined version of the single-transmit dimension problem, where for the case that alignment is possible, they attempt to choose a good solution among the many possible solutions. Papailiopoulos and Dimakis [13] relax the problem of maximizing degrees of freedom to that of a constrained rank minimization and propose an iterative algorithm.
In a different direction of inquiry, Razaviyayn et al. [12] show that checking the feasibility of alignment for general system parameters is NP-hard. Note that their result is not in contradiction to ours, since our simple closed-form expression applies only to the fully symmetric case.
Finally, we want to emphasize that our attention has been restricted to vector space interference alignment, where the effect of finite channel diversity can be more easily observed. Interfering signals can also be aligned on the signal scale using lattice codes, which was first proposed in [16] with followup work in [17] , [18] , and [19] . However, the understanding of this type of alignment is currently at the stage corresponding to infinite parallel channels in the vector space setting. In other words, essentially "perfect" alignment is possible due at infinite signal-to-noise ratios. See [20] and [21] for recent progress in this direction.
The rest of the paper is outlined as follows. In Section II we introduce the MIMO interference channel model and formulate the alignment feasibility problem. Section III derives necessary conditions for alignment, and Section IV gives sufficient conditions. Finally, Section V discusses computing the number of alignment solutions as well as how to compute the solutions themselves.
II. THE MIMO INTERFERENCE CHANNEL
The K-user MIMO interference channel has K transmitters and K receivers, with transmitter i having M i antennas and receiver i having N i antennas. For i = 1, . . . , K, receiver i wishes to obtain a message from the corresponding transmitter i. The remaining signals from transmitters j = i are undesired interference. The channel is assumed to be constant over time, and at each time-step the input-output relationship is given by
Here for each user i we have x i ∈ C Mi and y i , z i ∈ C Ni , with x i the transmitted signal, y i the received signal, and z i ∼ CN (0, I Ni ) is additive isotropic white Gaussian noise. The channel matrices are given by H [ij] ∈ C Ni×Mj for 1 ≤ i, j ≤ K, with each entry assumed to be independent and with a continuous distribution. We note that this last assumption on independence can be weakened significantly to a basic non-degeneracy condition but we will not pursue this here. For our purposes this means the channel matrices are generic. Each user obeys an average power constraint,
We restrict the class of coding strategies to (linear) vector space strategies. In this context, degrees-offreedom has a simple interpretation as the dimensions of the transmit subspaces, described in the next paragraph. However, note that one can more generally define the degrees-of-freedom region in terms of an appropriate high transmit-power limit P → ∞ of the Shannon capacity region C(P ) normalized by log P ([4], [5] ). In that general framework, it is well-known and straightforward that vector space strategies give a concrete non-optimal achievable strategy with rates
Here d i is the dimension of transmitter i's subspace and P is the transmit power.
The transmitters encode their data using vector space precoding. Suppose transmitter j wishes to transmit a vectorx j ∈ C dj of d j data symbols. These data symbols are modulated on the subspace U j ⊆ C Mj of dimension d j , giving the input signal U jxj , where U j is a M j × d j matrix whose columns give a basis of U j . This signal is observed by receiver i through the channel as H [ij] U jxj The dimension of the transmit space, d j , determines the number of data streams, or degrees-offreedom, available to transmitter j. With this restriction to vector space strategies, the output for receiver i is given by
The desired signal space at receiver i is thus
while the interference space is the span of the undesired subspaces, i.e.
In the regime of asymptotically high transmit powers, in order that decoding can be accomplished we impose the constraint at each receiver i that the desired signal space H [ii] U i is complementary to the interference space
Here, (6) is satisfied assuming dim V i = d i for each i (this can be easily justified-see [22] for some brief remarks). Hence we focus on condition (5).
Our goal in this paper is to determine when interference alignment is feasible: given a number of users K, numbers of antennas M 1 , . . . , M K and N 1 , . . . , N K , and desired transmit subspace dimensions d 1 , . . . , d K , does there exist a choice of subspaces U 1 , . . . , U K and
III. NECESSARY CONDITIONS In this section, we prove the necessary conditions for interference alignment, Theorems 1, 2, and 3. The proof of Theorem 1 is by "counting equations," or, more precisely, by determining the dimension of the relevant algebraic varieties. The proofs of Theorems 2 and 3 use only linear algebra. For background on some of the concepts in algebraic geometry, see the texts by Hartshorne [23] or Shafarevich [24] .
In practice, interference alignment requires finding the feasible communications strategies given the fixed channel matrices. However, it will be useful to think of the procedure in reverse: we fix the communication strategy and study the set of channels for which the communication strategy is feasible. As we will see in the proof of Lemma 10, the advantage here is that for a fixed strategy, the constraints on the channel matrices are linear.
To make this approach precise, we will represent the space of strategies as a product of Grasmannians. Recall (for example from [24] ) that the Grassmannian G(d, N ) is the variety whose points correspond to d-dimensional subspaces of an N -dimensional vector space C N . Thus, for each i, the transmit subspace U i corresponds to a point in the Grassmannian, which we also write as
, where V i is the complex conjugate of V i . We choose to parametrize by the complex conjugate because the relation (1) is defined by algebraic equations in the basis of V i , but not in V i . The strategy space is thus the product of the Grassmannians,
Likewise, the relevant channel matrices are a tuple of K(K − 1) matrices, which we can represent as a point in the product H = i =j C Ni×Mj .
In the product S × H, we define the alignment variety to be the subvariety I ⊆ S × H of those ordered pairs (s, h) such that s is a feasible strategy for h. The dimensions of S and H are the sums of the dimensions of their factors, so
and
The dimension of I will be computed in Lemma 10, using Theorem 9, which is a rough analogue of the ranknullity theorem from linear algebra.
Given a map f : X → Y , the fiber of a point y ∈ Y is the inverse image of y under the map f :
A polynomial map is a function whose coordinates are given polynomials. Finally, an irreducible variety is one which can't be written as the union of two proper, closed subvarieties. The following theorem in algebraic geometry can be found, for example, as Theorem 7 on page 76 of [24] .
Theorem 9 (Dimension of fibers). Let f : X → Y be a polynomial map between irreducible varieties. Suppose that f is dominant, i.e. its image is dense in Y . Let n and m denote the dimensions of X and Y respectively. Then m ≤ n and:
In the proof of Theorem 1, we will apply Theorem 9 twice, for each of the projections from I to the factors S and H. The first of these projections computes the dimension of I.
Lemma 10. I is an irreducible variety of dimension
Proof: We consider the projection from our incidency variety on the space of strategies p :
To see this claim, we give local coordinates to each of the subspaces comprising the solution s ∈ S. We write u 
We have shown that the fibers of I → S are vector spaces, and, in particular, irreducible varieties of constant dimension. Thus, since S is an irreducible variety, so is I [25, Ex. 14.3]. Moreover, Theorem 9 gives the relation
Since the dimension of S is exactly the first summation in the lemma statement, this proves the lemma. Proof of Theorem 1: We now consider the projection onto the second factor q : I → H. This map is dominant if and only if the alignment problem is generically feasible. In this case, Theorem 9 tells us that the fiber q −1 (h) for a generic h ∈ H has dimension
Using formula (8) for the dimension of H and Lemma 10 for the dimension of I, we get that (9) is equal to the quantity t {1,...,K} from the theorem statement. Therefore, by Theorem 9, this quantity must be non-negative if there are to be feasible solutions, in which case t {1,...,K} is the dimension of the set of solutions to the generic alignment problem. Now we turn to the other necessary conditions for other subsets A ⊂ {1, . . . , K}. Any feasible strategy for the full set of K transmitters and receivers, will, in particular be feasible for any subset of trasmitter-reciever pairs. Therefore, a necessary condition for a general set of channel matrices to have a feasible strategy is that the same is true for any subset of the pairs. Since the number t A is the dimension of the variety of solutions when restricted just to the transmitters and receivers indexed by i ∈ A, then t A must be non-negative in order to have a feasible strategy.
We now turn to the second necessary condition, Theorem 2, and the closely related Theorem 3. As we said, Theorem 2 is a generalization of the obvious constraint that d i ≤ M i for each transmitter, and the generalization is formed by considering r + 1 transmitters and r receivers at the same time. We first handle the case of r = 1.
Proof of Theorem 3: We define A to be the N i × (M j + M k ) block matrix:
For generic channel matrices, A will have full rank, i.e. rank equal to min(N i , M j +M k ). We consider the vector
the Hermitian transpose A † is injective, and from the orthogonality relation A † V i ⊥ U, we get that
A key step in the proof of Theorem 3 was that the matrix A had full rank. For r > 1, we again show that, under appropriate hypotheses, the analogous matrix has full rank.
Lemma 11. Let i 1 , . . . , i r+2 be a sequence as in the statement of Theorem 2, and we assume that N i = N and M i = M for all i. For any r ≥ 1 define the rN × (r + 1)M block matrix A r to be
. . . . . .
(10) For generic channel matrices H [ij] , the matrix A r has full rank, min(rN, (r + 1)M ).
Proof: In order to prove that A r has full rank for generic channel matrices, it is sufficient to prove that it does so for one particular set of matrices. This is because A r having full rank is equivalent to at least one of its maximal minors being non-zero. If this is true for one specialization of the channel matrices, then it will be true for a dense open set. We specialize to the matrices
where I M denotes the M × M identity matrix and the 0 denotes a block of 0s of size (N − M ) × M . Note that by our assumptions on the sequence of is, we've made only one assignment for each matrix in (10). We will prove that, with these specializations, the block matrix A r from the statement has full rank by simultaneous induction on r, N , and M . If r = 0, then A r is a 0 × M matrix, which trivially has full rank. If N ≥ 2M , then every row vector is a unit vector and all such unit vectors appear in some row, so the matrix has full rank. Now we suppose that N < 2M . We permute the rows and columns of A n as follows. Note that the rows of A n are arranged into r blocks of N rows each. We extract the first block in its entirety, followed by the last N − M rows of each of the subsequent r − 1 blocks. We leave the remaining rows in their induced order, and put extracted rows after them, also in their induced order. We also permute the columns, which are arranged into r + 1 blocks of size M . We take the first block of M columns, followed by the last N −M columns of each of the other r column blocks, and place these to the right of all the other columns.
If we divide B and C into blocks by separating off the last N − M rows and columns of each, then we get
where
Therefore, the rearranged matrix has the form
In the lower right, we have a identity matrix of size M + r(N −M ). We can use this identity matrix, together with elementary column operations to clear theC on the left, and with elementary row operations, the B s in the upper right. The transformed matrix is in block diagonal form, with an identity matrix in the lower right. In the upper left, the copies ofB andC form our specialized version of A r−1 with parameters M and N each decreased by N − M . By the inductive hypothesis, the latter matrix has full rank. Thus, A r is equivalent to a block diagonal matrix, where one block has full rank, and the other block is the identity, so A r has full rank. Proof of Theorem 2: We fix the integer r. Define the product of transmit spaces U = U i2 ×U i3 × · · · ×U ir+2 ⊂ (C M ) r+1 , and similarly let V = V i1 × . . . V ir ⊂ (C N 
IV. SUFFICIENT CONDITIONS
In this section, we give criteria for ensuring the achievability of interference alignment. We have already seen the necessary direction of Theorem 5, and we prove the sufficient direction, first when M = N , and second when M < N . The former case will also be covered by Theorem 6, but we give a specific K = 3 proof because it is effective and to compute the number of solutions in the boundary case. The construction in Proposition 12 has also appeared in [5, Appendix IV].
Proposition 12. If K = 3, and M = N ≥ 2d, then alignment is feasible. Moreover, in the case of equality, the number of solutions is exactly Proof: By first restricting our transmit and receive spaces to arbitrary subspaces, we can assume that M = N = 2d. Since the channel matrices are square, generically, they are invertible, so we can define the product
Again, generically, this matrix will have 2d linearly independent eigenvectors, and we choose V 1 to be the span of any d of them. Then we set
These form a feasible strategy, and there are 2d d possible strategies.
Before we proceed to the proof in the case when M and N are distinct, we want to informally describe the geometry underlying the construction of solutions.
A given vector u i in the signal space of transmitter i is said to initiate an alignment path of length r + 1 if there exists a sequence of vectors u i+1 , u i+2 , . . . , u i+r ∈ C M , such that
. . .
Here channel indices are interpreted modulo 3. For example, a vector u 2 at transmitter 2 initiating an alignment path of length 3 means that there exist vectors u 3 and u 1 such that H [12] u 2 = H [13] u 3 and H [23] 
The feasible region of Figure 1 is divided up into sub-regions labeled with the maximum length of an alignment path; this number depends on M and N through the incidence geometry of the images of the channel matrices Im(H [ij] ). We begin by examining subregion 1, and then look at how things generalize to the other sub-regions.
The point of departure is the obvious constraint d ≤ M in order to have a d-dimensional subspace of an M dimensional vector space. Continuing, assuming M ≥ d, suppose 2M ≤ N , so (M, N ) lies in sub-region 1 of Figure 1 . At receiver one, the images Im(H [12] ) and Im(H [13] ) of the channels from transmitters two and three are in general position and therefore their intersection has dimension [2M − N ] + = 0; in other words, alignment is impossible in sub-region 1. Figure 2 shows pictorially that because alignment is not possible here, we have the constraint 3d ≤ N .
Moving onward to sub-region 2, we have 2M > N and thus alignment is possible. This means that alignment paths of length 2 are possible (Fig 3) , with up to 2M − N interference dimensions overlapping at each receiver. Thus, the interference space
Im(H [13] ) Fig. 2 . Sub-region 1: The figure indicates that no alignment is possible when 2M ≤ N , since Im(H [12] ) and Im(H [13] ) are complementary. Since the three subspaces V1, H [12] U2, H [13] U3 are each of dimension d, complementary, and lie in C N at receiver 1, we obtain the constraint 3d ≤ N .
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Rx3 at receiver one occupies at least 2d − (2M − N ) dimensions, and we have the constraint 3d ≤ 2M . However, because 3M ≤ 2N , no vector at (say) transmitter three can be simultaneously aligned at both receivers one and two, as indicated in Figure 4 . One can also see that no simultaneous alignment is possible by changing perspective to that of a combined receiver one and two. By Lemma 11, the map H [12] H [13] H [23] H [21] 
from the three transmitters to C 2N is injective; analogously to the case in sub-region 1, this is interpreted to mean that no alignment is possible in the combined receive space C 2N . Thus, five complementary ddimensional subspaces lie in C 2N and we obtain the constraint 5d ≤ 2N . As far as achievability goes, the basic rule-of-thumb is to create alignment paths of maximum length. Thus, in sub-region 2, where alignment is possible, the achievable strategy aligns as many vectors as possible and the remaining ones (if d > 2(2M − N )) are not aligned.
The achievability arguments extend in a natural way. On the achievability end, alignment paths of maximum
Im(H [12] )
Im(H [13] )
Im(H [21] )
Im(H [23] )
The striped regions at receivers one and two each denote the dimension 2M − N portion of the space in which alignment can occur. From transmitter three's perspective, one sees that simultaneous alignment is not possible for length are used. For example, in sub-region 4, alignment paths of length four are used (Fig 5) . For the converse, a generalization of the matrix in (11) is shown to be full-rank in Lemma 11, giving the constraints in (2). Proposition 13. If K = 3 and M < N and (2) holds for each r ≥ 0, then alignment is feasible. In the 0-dimensional case, when N + M = 4d, there is a unique solution.
Proof: Let r be the (unique) integer such that rN < (r + 1)M and (r + 1)N ≥ (r + 2)M . (12) Note that this implies, from (2) , that
We prove achievability by examining two cases: first r+1 (up to integer rounding), whereas in case 2 we must use alignment paths of length r as well in order to attain the required d dimensions.
We first establish case 1. Let A i r be the matrix from (10) for the increasing sequence of indices beginning with i. Let W i be a dimension , and if d > 0 let w i be a 1-dimensional subspace in ker A i r \W i . We define W i,j ⊂ C M to be the projection of W i onto its (j − i)th block of coordinates. The spaces w i are required in order to accommodate the remainder left when dividing d by r + 1, and will together contribute d dimensions to each signal space U j . We put
If all of U j 's constituent subspaces are complementary, then U j has dimension (r + 1)
We rigorously justify this in Lemma 14. To see that V j has dimension (at least) d, we observe that by subadditivity of dimension,
where e = 0 if (r + 1)|d and e = 1 otherwise. Plugging in the inequality (13) we obtain
Suppose now that we are in the second case, i. 
As before, a naive count suggests that U j should have dimension d, and this will again be justified with Lemma 14. To see that V j has dimension at least d we again use subadditivity of dimension to get
where e 1 is 0 if r divides d and e 1 is 1 otherwise. Letting
If e 1 is one then e 2 is strictly positive, so the fact that dim V j is an integer implies dim V j ≥ d.
Lemma 14. The subspaces U j and V j defined in (15), (16), (18) , and (19) have dimension d.
Proof:
We first show that U 1 has dimension d; by symmetry of the construction, the dimensions of U 2 and U 3 will also be d.
The subspace U 1 = 0 i=−r W i,1 is the sum of r + 1 subspaces W i,j , which we claim are independent; suppose to the contrary, that there is some set of linearly dependent vectors w i1 , w i2 , . . . , w is , with 0 ≤ i 1 ≤ i 2 ≤ · · · ≤ i s ≤ r, and w i ∈ W −i,1 , satisfying w is − s−1 =1 λ w i = 0. Let s be the minimum such value, with all sets of subspaces W i1,j , W i2,j , . . . , W is−1,j for j = 1, 2, 3 being complementary. Now, by the definition of the subspaces W i,j , for each vector w i ∈ W −i ,1 there is a sequence u 2 i , . . . , u q+1 i of length q := r + 1 − i s−1 satisfying H [31] 
.
Note that by the minimality assumption of s, none of the u j vectors are zero. By the definition of W −is,1 , there is a length-(i s − 1) sequence of vectors preceding w is satisfying alignment conditions similar to those in (20) ; together with w is and the vectors in (20) , this sequence can be extended to a sequence of vectors of total length q + i s = r + 1 + (i s − i s−1 ) > r + 1, none of which are zero. Stacking the first r + 2 of these vectors produces a nonzero element in the kernel of A is r+1 . However, A is r+1 is full-rank by Lemma 11; the dimension of the kernel is (r + 2)M − (r + 1)
i.e. the kernel is trivial. This is the desired contradiction. We now check that V 1 has dimension d, and again by symmetry, the dimensions of V 2 and V 3 will also be d. Note that if V 1 had dimension greater than d, we could choose a d-dimensional subspace and this would still satisfy the alignment equations (5). But V 1 is the orthogonal complement of the sum of r + 2 subspaces W i,j of dimension d/(r + 1), so by subadditivity of dimension, we have the lower bound on dimension
We now wish to prove achievability for more than 3 users. We do this under the additional assumption that M = N . Unlike our techniques above, these existence results will not be effective, a characteristic shared by previous existence proofs in [7] and [1] .
In [1] , a proof of Theorem 6 was given using dimension theory for algebraic varieties and linear algebra. Here, we give an intersection-theoretic proof, which involves more advanced machinery, but that machinery allows for a more straightforward computation. Moreover, as we'll see in Proposition 17, the Schubert calculus framework will also allow us to go beyond the existence of solutions and count the number of solutions when that number is finite.
Our proof will show that the expected number of solutions, as counted by Schubert calculus, is always positive. Schubert calculus is a method for computing the number of solutions to certain enumerative problems. For algebraic varieties, such as the product of Grassmannians which parametrize alignment strategies, there is a commutative ring whose elements correspond to conditions on the paramters (such as the orthogonality relation (1)), and where the product corresponds to the simultaneous imposition of both conditions. In algebraic geometry, this is known as the Chow ring and in the case of products of Grassmannians, it coincides with the cohomology ring from algebraic topology.
The Chow ring of a Grassmannian has an explicit Zbasis indexed by partitions, and the Chow ring of the product of Grassmannians has a basis of tuples of partitions. Specifically, the Chow ring of the Grasmannian The last two facts in this list can each be proved from the Pieri rule [26, p. 146, (9) ], and are in fact closely related to each other. Partitions can be depicted as boxes in the upper left corner, such as the depiction of (5, 4, 1) in Figure 6 . Such diagrams have an involution by reflecting them along a diagonal so that the conjugate of (5, 4, 1) is the partition (3, 2, 2, 2, 1) . For any partition λ, we write λ to denote the conjugate partition. This conjugation corresponds to the isomorphism between G(d, m) and G(m − d, m), and it is compatible with the multiplication. The last two items are related by this conjugation operation.
The Chow ring of a product of Grassmannians has a basis indexed by tuples of partitions, one for each Grassmannian. Moreover, the products can be computed factorwise. Formally, the Chow ring of the product of Grassmannians is the tensor product of the Chow rings of the Grasmannians.
Lemma 16. The alignment correspondence defined by
The sum is taken to be over all partitions with at most d parts of size at most d, and d d − λ is the partition whose kth part has size d − λ d+1−k .
Proof: We compute the class by intersecting with dual Schubert classes to get a zero-dimensional cycle. In particular, we let µ and ν be partitions into at most d parts of size at most M − d and N − d respectively, and such that the total size |µ| + |ν| is (M + N − 3d)d, which is the dimension of the correspondence.
We first recall the definition of the Schubert cycle in G(d, M ) associated to a partition µ and a flag F * . A flag in C M is a nested set of vector spaces 0 = F 0 ⊂ F 1 ⊂ · · · ⊂ F M = C M such that F i has dimension i. The Schubert cycle is the closed subvariety of those vector spaces U such that
We also fix a flag E * in C N , so that ν defines a Schubert cycle in G(d, N ) .
By symmetry, we can assume that N is greater than or equal to M and thus a vector space Thus, rather than consider pairs of U and V , we can consider pairs U = (H [ij] U ) ⊥ and V ⊂ U satisfying the Schubert conditions
where 1 ≤ i ≤ d and 1 ≤ j ≤ N − d. We now fix indices i and j satisfying i + j = N − d + 1. Since U has dimension N − d and contains V , this means that U ∩ F M −d+i−νi and V ∩ E d+j−σj must have a non-zero element in common, and thus F M −d+i−νi and E d+j+σj must intersect non-trivially. The flags are generic, so their intersection means that sum of the dimensions of the vector spaces, which is 2M − d + 1 − ν i − σ j , must be greater than the dimension of the ambient space, M . Rearranging, this means that ν i + σ j can be at most M − d. Because of their degrees, the only possibility is that
Moreover, for fixed partitions ν and σ of this type, there is a unique pair of vector spaces V ⊂ U satisfying (21) . We set V to be the vector space generated by the one-dimensional vector spaces F M −d+i−νi ∩ E d−i+µi+1 for 1 ≤ i ≤ d and take U to be generated by V and
What we've shown is that the only Schubert classes which occur in the correspondence class are dual to the classes µ and σ above, and these occur with coefficient 1. Since the parts of σ have size at most d, this means that the parts of (N − d) d − ν have size at most d, and this is the partition λ from the lemma statement. Tracing backwards, we see that ν is (M − d) d + λ , and thus the expression of the correspondence consists of the classes
Proof of Theorem 6: It will be sufficient to prove that the product of the classes from Lemma 16 over all pairs i = j results in a positive multiple of some Schubert class. Moreover, by the first statement of Theorem 15, it is sufficient to find one combination of terms from each incidence class whose product is non-zero. We shall exhibit such a combination in two separate cases.
First, we suppose that K is odd. From the factor for each incidence correspondence, we choose the term based on the cyclic difference (i − j) mod K ∈ {1, . . . , K − 1}, where j is the index of the receiver and i is the index of the transmitter. In particular, when this modular difference is between 1 and (K −1)/2 inclusive, we choose the term where the transmitter partition is d d . We write a b to denote the partition consisting of b parts of size a. By Lemma 16, the term has the empty partition 0 for the receiver's Grassmannian. When this modular difference is at least (K + 1)/2, we choose the term where the receiver partition is d d and the transmitter partition is 0. Thus, for each Grassmannian, we have the product of (K − 1)/2 copies of d d . We've assumed that Finally, when K is even and d is odd, the proof is similar, except that since d/2 is not an integer, we have to round it up or down each time it is used. In particular, for the factor corresponding to the incidence relation between the ith receiver and jth transmitter, we use the same partitions above except that we round down d/2 in the transmitter's partition when i − j is even and round up when i − j is odd. Of course, this causes d/2 in the receiver's partition to round in the opposite direction. Overall, for each Grassmannian we've rounded up half the time and down half the time and the product works out as above.
V. COMPUTING FEASIBLE STRATEGIES
In this section, we discuss the computation of strategies from particular channel matrices. In the case of K = 3, the proofs of sufficiency in Propositions 12 and 13 are effective, in that the feasible strategies can be computed via eigenvectors or the kernel of a matrix, respectively. For K > 3, the feasibility problem is not reduced to linear algebra, and the method of Theorem 6 is not effective, but we can still solve the interference alignment problem using general numerical methods for polynomial equations.
The method used to prove Theorem 6 was to establish a lower bound on the generic number of solutions using Schubert calculus. It was sufficient to find one product of classes which was positive. However, by computing all terms in the product of the incidence relations, we can compute the number of solutions for a general system in small cases: Proposition 17. Suppose that either d is even or K is odd. Then the number of solutions to the symmetric alignment problem is as given in Table I .
Using very different methods, [27, Sec. IV] counted the approximate number of solutions to some interference alignment problems. In the common cases, the two methods agree up to their stated margins of error. In particular, we confirm that for M = N = 5, K = 4, and d = 2, there are 3700 solutions, which they could only claim with high confidence. In addition, the first two values in Table I for K = 1 were computed in [15] using Bernstein's Theorem.
The solution counts given in Proposition 17 are relevant for computing solutions in two different ways. First, a large number of solutions indicate the difficulties in enumerating all solutions or in using an iterative algorithm.
Second, the number of solutions also measures the algebraic complexity of finding a solution, since it is also the degree of the field extension of a solution for random rational parameters. To illustrate this principle, consider the case of Proposition 12 which showed that the solution to the interference alignment problem with d = 3 and N = M = 2d can be found by finding d eigenvectors of a 2d × 2d matrix. Algebraically, finding an eigenvalue and eigenvector of a generic 2d×2d matrix with rational entries requires solving an irreducible polynomial of degree 2d, and thus the solution lies in a degree 2d extension of the rationals. Finding a second eigenvector requires an extension of degree 2d − 1, and so on, so that the solution lies in a degree (2d)!/d! extension. A somewhat more refined analysis would show that it lies in a smaller field of degree 2d d , but in any case the prime divisors of the degree are less than 2d, and likewise the polynomials which had to be factored had degree less than 2d. The structure of the field extension and its degree reflect the structure of the construction of the solution.
In contrast, Proposition 17 shows us that when, for example, K = 4, d = 2 and N = M = 5, for sufficiently general rational data, the solution lies in an extension of the rationals of degree 3700 = 2 2 · 5 2 · 37. Thus, an exact solution must (explicitly or implicitly) involve a step in which it finding a root of a polynomial of degree 37, or, worse, some multiple of 37. It seems unlikely that there is any natural construction for such a polynomial.
Thus, when K > 3, we turn to numerical methods, such as PHCpack [28] , Bertini [29] , and HOM4PS [30] , which use homotopy continuation methods to solve arbitrary algebraic equations. Specialized homotopy methods for Schubert problems in a Grassmannian were introduced in [31] and [32] . However, at this time, there does seem to be an implementation of these ideas for Schubert problems in a product of Grassmannians, such as our strategy space.
To represent the unknown vector spaces in the alignment problem, we could use Plücker coordinates. However, computationally, the Plücker coordinates are inefficient and lead to systems with more equations than unknowns, which are more difficult for the numerical solvers. Instead, we choose special coordinates for which our system is square, following [33] .
Under our genericity assumptions, we can assume that each U i is generated by the rows of a and similarly for V j . The orthogonality conditions between V i and U j can be expressed as d i d j bilinear equations in these variables. Note that in this representation, the expected dimension (t {1,...,K} in Theorem 1) is the difference between the numbers of variables and the number of equations.
Example 18. We consider the symmetric alignment problem with K = 5, M = N = 3, and d = 1. Using Macaulay2 [34] , we chose the 20 = 5 · (5 − 1) channel matrices H ij as random 3 × 3 matrices with rational entries. Each of the 1-dimensional vector spaces is given as the span of a vector (1, * , * ), and thus there were 10·2 coordinates. In addition, each of the channel matrices gives one condition, so there were also 20 equations of the form:
We used PHCpack [28] to solve this system and obtained 216 solutions in about a minute and a half on a laptop, thus confirming the value in Table I .
