Several perturbation theorems are proved for nonlinear ordinary differential systems x' = f (t, x) for which the zero solution is uniformly stable in variation.
1. The effect of a perturbation on the solutions of a linear system of differential equations can be studied by means of the variation of constants formula. The nonlinear variation of constants formula of Alekseev [l] has been used to obtain various results on the effect of a perturbation on the solutions of a nonlinear system; see, for example [2] , [3] , [5] . In most of these results, the trivial solution of the unperturbed system is assumed to be asymptotically stable. In this paper, we wish to study perturbations of systems which are stable but not necessarily asymptotically stable. If the unperturbed system is linear, then the assumption of uniform stability suffices to yield quite general results. If the unperturbed system is not linear, uniform stability of the trivial solution does not imply any useful perturbation theorems. Thus, it is necessary to consider more restricted types of stability. One type which enables one to consider integrable perturbations is integral stability, introduced by Vrkoc [7] . Here, we consider another type of stability, which has been mentioned previously in [4] and [5] , called uniform stability in variation. This is still more restrictive than integral stability, but sometimes easier to verify and amenable to a broader class of perturbations. For a linear system it is not difficult to verify that uniform stability, integral stability, and uniform stability in variation are all equivalent. For a nonlinear system, however, we show that they are all different, but ordered by inclusion.
In the last section of the paper, we discuss perturbations of a class of unstable systems, namely, those whose solutions grow more slowly than any positive exponential. The nonlinear variation of constants formula provides a means of estimating the effect of various classes of perturbations on the solutions of such systems.
2. We are interested in the relations between the solutions of the unperturbed system x' =f(t, x) and the solutions of the perturbed system (1)
Here, x, y, f are n dimensional column vectors. We shall always assume that f is continuous in (t, X) and continuously differentiable with respect to the components of x for 0 < t < co, / x 1 < co, that f (t, 0) = 0 for t 3 0, and that g is continuous in (t, y) for 0 < t < co, 1 y 1 < co. We use r(t, to , .vO) to denote the (unique) solution of (1) passing through the point (to , x0) and y(t, to , y,,) to denote a solution of (2) passing through the point (to , ys). A useful concept in the study of perturbed systems is the notion of integral stability introduced by Vrkoc [7] . This is formulated in terms of the effect of integrable perturbations on the solutions of an unperturbed system. DEFINITION 1. The solution x = 0 of (1) is said to be integrally stable if for every l > 0 there exists 6 = A(E) > 0 such that if to , y,, , and g satisfy I y. I < 6 and s", suplvlCC I &, y)l dt < 6 then I r(t, to ,ro)l < E for t > to .
If one can choose S(E) so that 6( ) E -+ 03 as E -+ co, we say that x' = 0 is globally integrally stable for (1) .
It follows immediately from this definition that if the solution x = 0 of (1) is integrally stable, then it is also uniformly stable. The following example shows that the solution x = 0 may be uniformly stable but not integrally stable. (This is also shown by a more complicated example given in [7] to show that total stability does not imply integral stability.) Then the solution x = 0 of
is uniformly stable. We will show that it is not integrally stable. Suppose it were. Consider y' =f(y) + t-3!".
Choose E, 0 < E < 1, and the corresponding S. Choose N so large that yh7 <S and let / x,, 1 < 6. For every 71, define k, = 4 (yn -yn+i) and choose t, so large that J-z t-3/2 dt < S and t, >L ha
For arbitrary 11 < N, we consider a solution y(t, t, , LY,) of (4), where t, 3 t, and OL, = $ (m + 'yn+J. In the region 01, <y < yn , f(y) 3 kn2(y -y,,)'. Thus, for as long asy(t, t, , LX,) remains in this region, y(t, t, , a,) 3 z(t, t, , an), where z(t, t, , a,) is the solution of z' = kn2(z -yJ2 through the point (tl ,4, namely, kn dt, h 9 %) = 'yn -kn3(t _ tl) + 1 .
The solution y(t, t, , R OL ) is monotone increasing. We will show that it must assume the value yn and, thus, leave the region 01, < y < ym for some t < 9t, . If this were false,
a -3k,Stl + 1 + 3t;!2 > '
by (5) , and this is a contradiction. Thus, y(t, t, , c+,) must assume the value yn for some t < 9t, . From this value, y(t) increases to the value q-i in finite time, since y'(t) > f(y(t)) in the region yn < y < a+1 and y'(m) > 0. This shows that every solution starting at OL, at time t, > t, must reach the value o~,-r in finite time for every tl < N. Thus, the solution reaches the value yr = 1 in finite time, which contradicts the hypothesis j r(t, t, , x,)1 < E < 1 for t > t, . Thus, x = 0 is uniformly stable but not integrally stable for (3) . A necessary and sufficient condition for integral stability in terms of Lyapunov functions has been given by Vrkoc [7] . Unfortunately, for a given problem the existence of a Lyapunov function with specified properties is usually very difficult to verify. As the direct verification of integral stability from the definition requires the study of a whole class of perturbed systems, there seems to be no practical criterion for determining whether a solution of a given system is integrally stable.
We now define another type of stability, which may be easier to verify in practice, but which is less general than integral stability. However, this type of stability also possesses some properties not shared by integral stability concerning other classes of perturbations. The definition involves the variational system of (1) with respect to the solution x(t, t, , x,,) of (1). Here,f,(t, X) is the matrix whose element in the i-th row, j-th column is the partial derivative of the i-th component off with respect to the j-th component of X. We denote by @(t, t, , x,,) the fundamental matrix of (6) which is the identity matrix for t = t, . Then @(t, to, x0) is also the matrix of partial derivatives of the components of x(t, t, , 'rs) with respect to the components of x,, .
DEFINITION.
The solution x = 0 of (1) is said to be un;formly stable in variation if for each 01 > 0 there exists M(a) such that the fundamental matrix @(t, to , x0) of the variational system (6) satisfies I @(t, to , %)I d J+-) for all t 3 t, 3 0 and 1 x0 1 < 0~. (7) DEFINITION. The solution x = 0 of (1) is said to be globally uniformly stable in variation if there exists a constant M such that I @(t, t, > %)I < JI for all t > t, > 0 and 1 x,, I < co.
If (1) is linear, then global uniform stability in variation is equivalent to uniform stability. It has been shown by Kato [4] that uniform stability in variation is equivalent to the uniform boundedness of solutions of the product system x' = f (t, x), 24' = fz(t, x) II.
As we shall see in the following section, a system which is uniformly stable in variation is also integrally stable. The two concepts are, however, not equivalent, as is shown by the following example. 
The function f is once continuously differentiable and f (x) = 0 for x = I/n, 11 = 1, 2,... . Since f'(x) = 3x2 sin n/x -z-x cos r/x, the variational system of (11) with respect to a solution x(t) of (11) is
At the solution x(t) = 1/(2n + I), we have the variational system u' = mr/(2n + l), all of whose nontrivial solutions are unbounded. Thus the solution x = 0 of (12) is not uniformly stable in variation.
We will now show that the solution x = 0 of (11) is integrally stable. We shall do this by considering perturbation terms which depend only on t. It was shown in [7] that this is sufficient. Let E > 0 and choose N = N(E) so large that 1/(2N -1) < E. Now choose 6 = 8(c) so that
We let 1 x0 1 < 6 and let q5(t) be any continuous integrable function and choose to such that st 1 +(t)l dt < 8. Let x(t, to , x0) denote the solution of z' = f (8 + e> (14) passing through the point (to, x00). If 1 z(t, to , x,)1 < 1/2N < E for t > to, then the integral stability of the solution x = 0 of (11) follows ( [7] , Auxiliary theorem 1). If there is a time t, , such that ( z(t, , to, x0)\ = 1/2N, let Zl = z(t, , to , x,,). Since the right side of (11) 
2N-l+
for t > t, . Thus, in either case, 1 z(t, t, , x,,)I < E for t > t, , and the solution x = 0 of (11) is integrally stable, but not uniformly stable in variation.
3. In this section, we establish several results on perturbations of systems which are uniformly stable in variation. These results all give estimates for the growth of the solutions of the perturbed system (2). The principal tool is a slight variant of the nonlinear variation of constants formula of Alekseev [l], which is y(t, to , x0) = x(4 t, , x0) + jlo @(4 s, Y(S, to P 'ro))dsl YG, to Y 'VO)) ds. LEMMA 1. Let the solution N = 0 of (1) be un;formly stable in variation; then I 44 to 9 x31 < I "0 I -w4, t 3 t,
provided 1 x0 [ < 01. In addition,
I Y(C t o , x0) -x(t, to , xo)i G w4 jIo I g(s, Y(S, to ,481 ds (16)
for all t such that 1 y(s, to, x0)1 < OL for to < s < t. THECOREM 1. Let the solution x = 0 of (1) be uniformly stable in variation.
Suppose the perturbation g(t, y) satisjies I At, r)l 6 WV IYI <a,
where Jr h,(t) dt < co, for every a > 0. Then, for every E > 0 there exists T = T(E) and S = S(E) > 0 such that I r(4 to . x0) -x(6 to , x0)1 ==c E, t 3 to > T, I%l <is.
Proof. Let E > 0. Choose 6 = S(E) and T = T(E) so that 2M(<) 6 < E and EM jn A,(t) dt < E.
T Let I x0 ] < 6 and to 3 T. Then I x0 1 < 6; hence, Lemma 1 implies I 44 to 9 x0)1 G i E for t 2 to.
We claim ] y(t, to , x,)[ < P for all t > to . If not, let t, > to be the smallest time at which 1 y(tl , to , .x0)1 = E. Then, using (17) in (16), a contradiction. The claim is proved. Now we may use (16) on the interval t, < t < co to obtain I Y(4 to 3 xo) -4, to , xo)l < M(c) I:, Us) ds ==c e for all t > to . This proves the result. Of course, from the proof of Theorem 1, we see that uniform stability in variation implies integral stability. This result had been essentially obtained previously [5] .
We can also obtain some estimates for the rate of growth of unbounded solutions. For this we must assume global uniform stability in variation. In this case, (15) and (16) 
respectively. 
f I r(t t > o 9 ~0) -44 to, x,)1 < MA(t) < MK which implies (21). If n(t) + 0, we have which implies (22). If h(t) is bounded, then it is easy to verify that A(t) is bounded. If h(t) ---f 0 as t -+ co, then it is easy to verify that n(t) + 0. In fact, if h(t) is diminishing, in the sense used in [6] , i.e., if lim t.+co Jyl X(s) ds = 0, then cl(t) -+ 0. Thus, these classes of perturbations are covered by Theorem 2. The examples x' = 0, y' = h(t), with n(t) b ounded and n(t) tending to zero, suggest that the estimates obtained in Theorems 2 can not be improved in general.
Another example of the type of result we may obtain for global uniform stability in variation is the following: 
where h satisfies an inequality of the form h(t) < F.
for large t > 0. Then the solutions of (2) d o not grow more rapidly than polynomials as t + 03.
Proof. The Alekseev formula (16) and the bounds (8) and (23) give t I Y(4 to 9 x0) -44 to ? 4 < iv s W) I Y(S, to , x,)1 ds. to
Since I x(t, to , x,)1 < M 1 3c0 1 for every solution of (l), if we choose to > 1 so that (24) holds for t > to , By the Gronwall inequality, 1 y(t, to , x0)1 < M j x0 [ eKMlo@ = M 1 x0 j FM, which proves the result.
The next example shows that Theorem 2 does not hold if x = 0 is globally integrally stable, rather than globally uniformly stable in variation, for (1). EXAMPLE 3. Let *" < x G 'a:';, n even, Then, an analysis similar to that in Example 2 shows that x = 0 is globally integrally stable for x' =f(x).
Namely, if 0 < E < 4, we choose 6 = e/4. If E > 4, we choose n = n(c) to be the largest odd integer such that 2n(P) < E and then we take 8 = 2n(E)-1. Since S(r) + CO as E + co, x = 0 is globally integrally stable. However, for large odd II, 2" < 2" + 71 < 2n+1 -11 < 2n+1; hence, for 2n + n < x ,< 2n+1 -11, we havef(x) > n4. Thus, for as long as a solution y(t) of y' = f(y) + 1 remains in such a region, it satisfies y(t) -Y(S) b n4(t -4, so that y(t)/t is unbounded as t -+ co. Similarly, if t-l si X(s) ds + 0 as t + co and h(t) 3 0, solutions of y' =f(y) + h(t) do not satisfy y(t) = o(t) as t-co. 4 . In this section we obtain some results concerning the effect of a perturbation on the type numbers of solutions. Our results concern the case where these type numbers are nonpositive.
DEFINITION.
The type number of a vector-valued function z(t) is 7 = lim sup log ':(t)' . t-Kc If 7 < 0, the function x(t) is said to be slowly growing. The reader will observe that a bounded function is obviously slowly growing, but that there exist unbounded functions, such as tk for any k > 0, or e tt, which are slowly growing. It is easy to prove that a function x(t) is slowly growing if and only if for every E > 0 there exists a constant K, which may depend on E, such that I +)I S K@, t 3 0. The matrix@(t,t ,, , x0) is said to be uniformly slowly growing if, and only if, for every E > 0 there exists a constant K, possibly depending on E, such that I @(t, to , x,)1 < Ke'@@, Therefore, I y(t, to , xo)l < K,e3ct for t 2 T which shows that each solution of (2) is slowly growing, and the proof is complete. Theorem 4 applies to the special case of certain linear systems with constant coefficients, because for x' = Ax we have @(t, to, x0) = eA(t-to).
COROLLARY. Let each eigenvalue of A have nonpositive real part. Let g(t, y) be as in Theorem 4. Then the solutions of y' = Ay + g(t, y) are slowly growing.
We show by an example that in Theorem 4 condition (25) cannot be weakened to, say, uniformly in x0 , I x0 / < 00, and for each fixed to > 0. EXAMPLE 4 . Let Z, = [n -e-'+l, 12 + e-+l], Jn = [n -e-", n f e+], and define cp(t) = 1;"" for tEZn, for t$Jn> and so that 'p E C" and p is monotone on each component of Jn -I,, , Define h(t) = 1;" for tEzn> for t$Jn, and so that X E Cm and h is monotone on each component of J,, -Z, . Then A is slowly growing; in fact, 0 ,< h(t) < 3eMf for 0 < t < 00. Consider s'+[1+$+0
which has a fundamental matrix X(t) = e-t@(t); hence, 1 X(t)1 < e-t, so that for each fixed to >, 0, Thus, no solution of (27) is slowly growing.
