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Abstract
We present a Dirac quantization of generic single-horizon black holes in two-
dimensional dilaton gravity. The classical theory is first partially reduced
by a spatial gauge choice under which the spatial surfaces extend from a
black or white hole singularity to a spacelike infinity. The theory is then
quantized in a metric representation, solving the quantum Hamiltonian con-
straint in terms of (generalized) eigenstates of the ADM mass operator and
specifying the physical inner product by self-adjointness of a time operator
that is affinely conjugate to the ADM mass. Regularity of the time opera-
tor across the horizon requires the operator to contain a quantum correction
that distinguishes the future and past horizons and gives rise to a quantum
correction in the hole’s surface gravity. We expect a similar quantum correc-
tion to be present in systems whose dynamics admits black hole formation
by gravitational collapse.
Published version, January 2007
1 Introduction
Pure Einstein gravity in two spacetime dimensions is trivial, in the sense that
Einstein’s vacuum field equations are satisfied by any metric. Dynamically
interesting two-dimensional gravity theories can however be constructed by
including suitable matter, and some such two-dimensional theories are equiv-
alent to a reduction of higher-dimensional Einstein gravity to spherical sym-
metry [1]. Quantization of two-dimensional gravity theories thus presents
an interesting problem, both as a dynamically simplified setting for devel-
oping techniques that might be generalizable to higher dimensions, as well
as a quantization of the spherically symmetric degrees of freedom of higher-
dimensional Einstein black holes. In particular, the macroscopic geometric
quantities that are associated with quantum black holes in the semiclassi-
cal limit, such as the surface gravity of the horizon, are all present in the
two-dimensional setting. The quantization may therefore be of interest from
the semiclassical point of view even if the fundamental building blocks of
higher-dimensional gravity turn out to be strings, spin networks or other
pre-geometric quantities [2].
In this paper we quantize a class of two-dimensional dilaton gravity theo-
ries specified by a dilaton potential, under mild assumptions that guarantee
the classical solutions with positive ADM mass to be black holes with a sin-
gle, non-degenerate Killing horizon and suitable asymptotics. This class of
theories includes in particular symmetry-reduced Einstein gravity in four or
more spacetime dimensions.
We first partially reduce the theory classically by a spatial gauge choice
[3, 4] that allows the spatial surfaces to extend from a singularity to an in-
finity, crossing exactly one branch of the horizon, and we choose boundary
conditions that imply positivity of the classical ADM mass, specify whether
the singularity and horizon are those of a black hole or a white hole, and pre-
scribe the Killing time evolution rate of the asymptotic ends of the spatial
surfaces. We then Dirac quantize this partially reduced theory in a metric
representation. The quantum Hamiltonian constraint is solved in terms of
eigenstates of the quantum ADM mass operator, and a class of momentum-
type quantum observables is constructed from classical observables that are
related to the time difference between the asymptotic ends of the spatial
surfaces. Transforming to a representation that allows the ADM mass eigen-
states to be treated as non-normalizable states, we finally specify the inner
product by requiring that a particular momentum observable, affinely con-
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jugate to the ADM mass operator, is self-adjoint. The resulting spectrum of
the ADM mass operator is continuous and consists of the positive real line.
The novel features of our quantum theory reside in the momentum ob-
servables. The classical momentum observables are constructed to be regular
across the horizon that the spatial surfaces cross. As a consequence, when
evaluated across the other horizon, they pick up an imaginary contribution
inversely proportional to the hole’s surface gravity. The corresponding quan-
tum momentum observables are similarly constructed to be regular across
the horizon that the spatial surfaces cross. When evaluated across the other
horizon, they also turn out to pick up an imaginary contribution, and this
contribution differs from that of the corresponding classical observable by a
factor that approaches unity for masses much larger than Planck mass but is
significantly smaller than unity near Planck mass and vanishes below Planck
mass. The singular contributions in the momentum observables thus provide
a definition of the inverse surface gravity operator in the quantum theory,
with significant quantum corrections at the Planck scale. The presence of
such quantum corrections can be understood as a consequence of the fluc-
tuations that our Dirac quantization of the Hamiltonian constraint allows
around the classical Hamiltonian constraint surface.
While the dynamical content of the system is limited in that the classical
theory has no local propagating degrees of freedom [1, 5, 6, 7, 8, 9, 10, 11, 12],
we expect a number of the features of the quantum theory to be generalizable
upon inclusion of matter that gives the system local dynamics [4, 13, 14, 15,
16]. In particular, we expect the definition of regular quantum observables
across the horizon to survive. Also, as our foliation extends to the singularity
of the eternal hole, it may be possible in the presence of matter to introduce
boundary conditions that allow the study of singularity formation in the
quantum theory [4].
The paper is organized as follows. The partially reduced classical theory is
presented in Section 2, and the theory is quantized in Section 3. The inverse
surface gravity operator is constructed in Section 4. Section 5 contains a
summary and a discussion.
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2 Classical theory
2.1 Action and solutions
We work with the action
S[g, φ] =
1
2G
∫
d2x
√−g
(
φR(g) +
V (φ)
l2
)
, (2.1)
which is, up to conformal reparametrizations of the metric, the most general
two-dimensional second order, diffeomorphism invariant action involving a
metric gµν and a scalar φ [1, 5, 6]. l is a positive constant of dimension
length and G is the two-dimensional Newton’s constant. We do not need to
fix the physical dimension of G, but since GS is dimensionless, the physical
dimensions of G and Planck’s constant ~, to be introduced in Section 3, are
related so that ~G is dimensionless.
The action (2.1) can be obtained from a class of gravitational actions in
2 + n dimensions by reduction to the spherically symmetric ansatz
ds22+n =
ds2
j(φ)
+ r2dΩ2n, (2.2)
where n ≥ 2, dΩ2n is the line element on unit Sn, ds2 is the two-dimensional
line element that appears in (2.1), j(φ) satisfies dj/dφ = V (φ) and the area-
radius r is related to φ by φ = (r/l)n and dj/dφ = V (φ). The (2 + n)-
dimensional action depends on the choice of the potential V and equals Ein-
stein’s action in the special case V = φ−1/n [1, 5, 6].
As one may expect from the special case of symmetry-reduced Einstein
gravity, the action (2.1) obeys a Birkhoff theorem [7]. Assuming that V (φ)
is nowhere vanishing, the theorem states that the vector
kµ =
1√−g ǫ
µν∂νφ (2.3)
is nonvanishing and Killing on every classical solution. Using φ as one of the
coordinates, the solution can then be written in the Schwarzschild-like form
ds2 = −[j(φ)− 2lGM]dt2s + [j(φ)− 2lGM]−1l2dφ2, (2.4)
where ts is the Schwarzschild time coordinate, the Killing vector (2.3) equals
∂ts and the integration constant M is the ADM mass. Note that the combi-
nation lGM is dimensionless. From now on we assume M > 0.
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We assume the potential V (φ) to be positive and its small φ behaviour
to be such that j(φ) may be defined as
j(φ) :=
∫ φ
0
dφ˜ V (φ˜), (2.5)
with the consequence that j(φ) → 0 as φ → 0. These assumptions hold
in particular for symmetry-reduced Einstein gravity. It follows that the
(2 + n)-dimensional metric (2.2) is generically singular at φ = 0, and the
two-dimensional metric (2.4) is generically singular at φ = 0 for a range of
theories, including symmetry-reduced Einstein gravity. We therefore regard
φ = 0 as a singularity that is not part of the spacetime. At φ → ∞, we
assume that j(φ) grows without bound but so slowly that
∫∞ [
j(φ)
]−1/2
dφ is
infinite. Again, this holds for symmetry-reduced Einstein gravity. It follows
that the metric (2.4) has at φ → ∞ an infinity, whose causal properties in
terms of the null and spacelike infinities depend on whether
∫∞ [
j(φ)
]−1
dφ
is finite or infinite. The global structure of the spacetime can be found by
standard techniques [17]. There is precisely one Killing horizon, which is
bifurcate and located at j(φ) = 2lGM [18]. The Killing vector ∂ts is timelike
in the exterior regions, where j(φ) > 2lGM , and spacelike in the black and
white hole regions, where 0 < j(φ) < 2lGM . Figure 1 shows a conformal
diagram of the case in which
∫∞ [
j(φ)
]−1
dφ is infinite.
We are interested in foliations that extend from φ = 0 to an infinity at
φ → ∞ and are regular across the horizon. A convenient example are the
Painleve´-Gullstrand (PG) coordinates (T, Y ) [19, 20], related to the Schwarz-
schild coordinates (2.4) by
dY =
ldφ
j(φ)
, (2.6a)
dT = dts + ǫ
√
2lGM
j(φ)
ldφ
j(φ)− 2lGM , (2.6b)
where ǫ = ±1. The metric reads
ds2 = j(φ)
−dT 2 +(dY + ǫ√2lGM
j(φ)
dT
)2 (2.7)
and is clearly regular across the horizon. ǫ = 1 (respectively ǫ = −1) gives
the ingoing (outgoing) PG metric, which covers the black (white) hole region
4
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Figure 1: Conformal diagram of the extended spacetime (2.4) with M > 0,
in the case of infinite
∫∞ [
j(φ)
]−1
dφ (which implies that the null infini-
ties are distinct from the spacelike infinities). The thin lines show sur-
faces of constant Painleve´-Gullstrand T (2.7) with ǫ = 1, assuming finite∫
0
[
j(φ)
]−1/2
dφ (which determines the asymptotics near the singularity) and
infinite
∫∞ [
j(φ)
]−3/2
dφ (which determines the asymptotics near infinity).
The diagram for ǫ = −1 is obtained by up-down inversion.
and one exterior region. The asymptotic behaviour of the constant T surfaces
at φ→ 0 and φ→∞ depends on the asymptotic behaviour of j(φ). Figure
1 shows a sketch of these surfaces in the case of finite
∫
0
[
j(φ)
]−1/2
dφ but
infinite
∫∞ [
j(φ)
]−3/2
dφ, which occurs in symmetry-reduced Einstein gravity
in four and five spacetime dimensions.
2.2 Hamiltonian analysis
For the Hamiltonian analysis, we parametrize the metric as
ds2 = e2ρ
[−σ2dt2 + (dx+Ndt)2 ] , (2.8)
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where the rescaled lapse σ and rescaled shift N will play the role of Lagrange
multipliers. From the action (2.1) we find that the momenta conjugate to φ
and ρ are
Πφ =
1
Gσ
(Nρ′ +N ′ − ρ˙), (2.9a)
Πρ =
1
Gσ
(Nφ′ − φ˙), (2.9b)
where dot denotes derivative with respect to t and prime denotes deriva-
tive with respect to x. The Hamiltonian action can be found by standard
techniques [21, 22] and reads
S =
∫
dt dx
(
Πρρ˙+Πφφ˙
)
−
∫
dtH, (2.10)
where the total Hamiltonian is
H =
∫
dx (σG +NF) +HB, (2.11)
the Hamiltonian constraint G and the momentum constraint F are given by
GG := −G2ΠρΠφ + φ′′ − φ′ρ′ − 1
2l2
e2ρ V (φ), (2.12a)
F := ρ′Πρ −Π′ρ + φ′Πφ, (2.12b)
and HB consists of boundary terms evaluated at the (asymptotic) upper and
lower ends of the range of x.
The Hamiltonian equations of motion are the constraint equations G =
0 = F enforced by the Lagrange multipliers, the momentum evolution equa-
tions
GΠ˙φ = −σ′′ − (σρ′)′ + σ
2l2
e2ρ
dV
dφ
+ (NGΠφ)
′, (2.13a)
GΠ˙ρ = (GNΠρ)
′ − (σφ′)′ + σe2ρ V (φ)
l2
, (2.13b)
and the relations (2.9). To obtain these equations of motion from the ac-
tion (2.10), one needs to specify the boundary conditions and HB so that the
boundary terms in the variation of the action vanish. We shall address this
issue within the partially reduced theory in Subsection 2.4.
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2.3 Spacetime reconstruction with the Painleve´-Gull-
strand time
In this subsection we reconstruct from the canonical data (ρ, φ,Πρ,Πφ) the
spacetime and the location of the spacelike surface on which the canonical
data is defined. We follow closely Kucharˇ’s analysis of spherically symmet-
ric Einstein gravity in four dimensions [10], but we specify the location of
the surface in terms of the PG time T (2.7), rather than in terms of the
Schwarzschild time ts (2.4). This will enable us to discuss the regularity of
the horizon-crossing in the quantum theory in Section 3.
To begin, we define the mass function M by
M := 1
2lG
{
e−2ρ
[
l2G2Π2ρ − l2(φ′)2
]
+ j(φ)
}
. (2.14)
Differentiating with respect to x and using (2.12), we find
M′ = −le−2ρ (φ′G +GΠρF) . (2.15)
When the constraints hold, M is therefore independent of x, and when all
the equations of motion hold, M is also independent of t. Comparison with
(2.4) or (2.7) shows that on a classical solution M is equal to the ADM
mass M .
To find the location of the surface in the spacetime, we look for a coordi-
nate transformation
T = T (x, t), (2.16a)
φ = φ(x, t), (2.16b)
that brings the metric (2.8) to the form
ds2 = j(φ)
[−dT 2 + (dY + FdT )2] , (2.17)
where
dY =
ldφ
j(φ)
(2.18)
and F is initially unspecified. When the field equations hold, F will turn out
to be related to the ADM mass as shown in (2.7).
Differentiating (2.16) yields
dT = T˙ dt+ T ′dx, (2.19a)
dφ = φ˙dt+ φ′dx. (2.19b)
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Substituting (2.19) in (2.17) and comparing with (2.8), we obtain
e2ρ = j(φ)
[
A2 − (T ′)2
]
, (2.20a)
e2ρ
(
σ2 −N2) = j(φ)(T˙ 2 − B2) , (2.20b)
e2ρN = j(φ)
(
AB − T ′T˙
)
, (2.20c)
where
A :=
lφ′
j
+ FT ′, (2.21a)
B :=
lφ˙
j
+ F T˙ . (2.21b)
Solving (2.20) for N and σ, we find
N =
AB − T ′T˙
A2 − (T ′)2 , (2.22a)
σ =
AT˙ −BT ′
A2 − (T ′)2 . (2.22b)
Note that the denominators in (2.22) are positive because of (2.20a). To
arrive at (2.22b) from (2.20b), we have chosen the sign of the square root
so that σ has the same sign as T˙ when T ′ = 0. Assuming the metric to be
invertible and both T and t to increase towards the future, it then follows by
continuity that σ is everywhere positive.
So far no field equations have been used. To proceed, we substitute (2.22)
in (2.9b). Writing φ′ and φ˙ in terms of A and B from (2.21), we find that a
cancellation occurs and allows the result to be written as
lGΠρ = j(φ)(AF − T ′). (2.23)
Eliminating A from (2.21a) and (2.23) yields
T ′ =
l(Fφ′ −GΠρ)
j(1− F 2) . (2.24)
To find F , we substitute (2.24) in (2.20a) and (2.21a) and eliminate A. Using
(2.14), we find
jF 2 = 2lGM, (2.25)
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whose two solutions are
F = ±
√
2lGM
j
. (2.26)
Collecting, we finally obtain
T ′ =
l
j − 2lGM
(
−GΠρ ±
√
2lGM
j
φ′
)
. (2.27)
To summarise, equations (2.14), (2.26) and (2.27) specify both the space-
time and the location of the surface in the spacetime. When the field equa-
tions hold,M (2.14) is the ADM mass, and comparison of (2.7) with (2.17)
and (2.26) shows that for the upper (respectively lower) sign, T in (2.27) is
the ingoing (outgoing) PG time. The embedding of the surface in the space-
time is determined by the canonical data by integrating (2.18) and (2.27),
up to the isometries generated by the Killing vector ∂/∂T . Note that the
first term in (2.27) arises from the Schwarzschild time ts (2.4) [6, 10] and the
second term arises from the transformation to the PG time. Note also from
(2.14) that the zero in the denominator in (2.27) at the horizon is cancelled
by a zero in the numerator to give a finite limit when the sign of Πρ is such
that the surface crosses the horizon that the PG coordinates cover.
Although the spacetime interpretation of T ′ (2.27) relies on the field equa-
tions, equation (2.27) can be understood to define T ′ as a function on the
phase space independently of the field equations [6, 10]. We shall return to
this in Subsection 2.4 after having performed a partial reduction and specified
the boundary conditions.
2.4 Partial reduction
The Hamiltonian action (2.10) contains two constraints, the Hamiltonian
constraint G and the spatial diffeomorphism constraint F . We now eliminate
F by a spatial gauge condition that fixes φ′ to a given function of φ. For
concreteness, we focus on the gauge [3]
lφ′ − j(φ) = 0, (2.28)
and postpone the discussion of other choices to Section 5.
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As the Poisson bracket of F and the left-hand side of (2.28) is nonzero,
the gauge condition (2.28) is admissible [3]. Substituting (2.28) in the ac-
tion (2.10), using (2.15) and introducing the rescaled lapse σ˜ by
σ˜ :=
σe2ρ
j
, (2.29)
we obtain the action
S =
∫
dt dx
(
Πρρ˙+ σ˜M′
)
+ SB, (2.30)
where SB is a boundary action, to be specified shortly, and the mass function
M is now given by
M := 1
2lG
[
e−2ρ
(
l2G2Π2ρ − j2
)
+ j
]
. (2.31)
For notational convenience, we suppress the φ-dependence of j and continue
to use for the mass function (2.31) the same symbol as in the unreduced
theory.
The field equations read
M′ = 0 (2.32)
and
ρ˙ = σ˜′e−2ρlGΠρ, (2.33a)
lGΠ˙ρ = σ˜
′e−2ρ
(
l2G2Π2ρ − j2
)
. (2.33b)
If desired, Πφ and N can be recovered from the original equations of motion
(2.9) and (2.13). In particular, preservation of the gauge condition (2.28)
yields
N =
σlGΠρ
j
= σ˜e−2ρlGΠρ. (2.34)
We are now in a position to address the boundary conditions at φ →∞
and φ → 0. We choose for concreteness a falloff that makes the foliation
asymptotic to that of the PG coordinates (2.17) at each end and postpone
the discussion of other choices to Section 5. We also assume for concreteness
the large φ behaviour of V (φ) to be such that there exists a positive constant
β for which the integral
I+β (φ) :=
∫ ∞
φ
dφ˜
[
j(φ˜)
]−β−3/2
(2.35)
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is finite. This holds for any potential that satisfies V (φ) > Cφγ−1 at large φ,
where C and γ are positive constants, and holds therefore in particular for
symmetry-reduced Einstein gravity. To control the surfaces at small φ, we
choose a positive constant α for which the integral
I−α (φ) :=
∫ φ
0
dφ˜
[
j(φ˜)
]α−1/2
(2.36)
is finite. The finiteness of (2.5) shows that a choice with α ≥ 1/2 will work
for all potentials.
Given the positive constants α and β, we impose at φ→ 0 the falloff
e2ρ = j
[
1 +O(jα)
]
,
lGΠρ = ǫ
√
2lGM0j
[
1 +O(jα)
]
,
σ˜ = σ0 +O
(
I−α (φ)
)
, (2.37)
and at φ→∞ the falloff
e2ρ = j
[
1 +O(j−β−1)
]
,
lGΠρ = ǫ
√
2lGM∞j
[
1 +O(j−β)
]
,
σ˜ = σ∞ +O
(
I+β (φ)
)
, (2.38)
where ǫ equals either 1 or −1 and takes the same value in both (2.37)
and (2.38). σ0, σ∞, M0 and M∞ are independent of x but may a priori
depend on t. M0 and M∞ are assumed positive. The O-terms may depend
on t, and we assume that they can be treated under algebraic manipulations
and differentiation as series in powers of j. It can be verified that this falloff is
consistent with the constraint (2.32) and preserved in time by the evolution
equations (2.33), where σ˜ remains freely specifiable apart from the falloff.
Note that the O-terms in σ˜ generate time evolution that affects the O-terms
in ρ and Πρ in precisely the order shown in (2.37) and (2.38). The evolution
equation (2.33b) thus implies that M0 and M∞ are independent of t, the
constraint (2.32) implies that M0 and M∞ are equal to each other, and it
then follows from (2.31) that they are both equal to the ADM mass. The
foliation is at φ→ 0 and φ→∞ asymptotic to the PG foliation (2.7), with
the values of ǫ matching. σ0 and σ∞ remain freely specifiable functions of t,
and they give the rate at which the asymptotic PG times evolve with respect
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to t. Finally, the action (2.30) and its variation under these conditions can
be verified to be well-defined if we set
SB = −
∫
dt (σ∞M∞ − σ0M0), (2.39)
where σ∞ and σ0 are freely prescribable as functions of t but are considered
fixed in the variation. Note that the total action can be written in the
alternative form
S =
∫
dt dx (Πρρ˙− σ˜′M) . (2.40)
Consider now observables (or “perennials” [23]). The mass function M
(2.31) has clearly a vanishing Poisson bracket with the single remaining con-
straint and is hence an observable. To find a second observable, we define
ΠM :=
lGΠρ − ǫ
√
2lGMj
j − 2lGM . (2.41)
The right-hand side of (2.41) is not defined at the zeroes of the denominator,
but if Πρ has the same sign as in the falloff region, it follows from (2.31) that
ΠM can be written as
ΠM =
ǫ(j − e2ρ)√
j2 + e2ρ(2lGM− j) +√2lGMj , (2.42)
which is nonsingular at the zeroes of the denominator in (2.41). The phase
space therefore contains a neighbourhood of the classical solutions in which
ΠM is well defined by (2.41), supplemented by (2.42) at the zeroes of the de-
nominator. We restrict the attention to this neighbourhood. As the notation
suggests, ΠM is conjugate to M,{M(x),ΠM(y)} = δ(x− y). (2.43)
From (2.43) it follows that ΠM in its own right is not an observable.
Consider, however the quantity
P :=
∫
dxΠM(x), (2.44)
where the convergence of the integral is guaranteed by the falloff (2.37)
and (2.38). From (2.43) we find{M(x), P} = 1. (2.45)
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If λ(x) is the infinitesimal parameter of a gauge transformation, vanishing
at the upper and lower limits of x, the infinitesimal change in P under this
transformation reads{
P,
∫
dx λ′(x)M(x)
}
= −
∫
dx λ′(x) = 0. (2.46)
Hence P is an observable.
When the equations of motion hold, equations (2.27) and (2.28) show
that ΠM = −T ′, where T is the PG time, ingoing for ǫ = 1 and outgoing
for ǫ = −1. In terms of the spacetime geometry, P is therefore equal to the
difference of the PG times at the left and right ends of the spatial surface.
Note that this geometric interpretation is consistent with the equation of
motion for P ,
P˙ =
{
P,
∫
dx σ˜′(x)M(x)
}
= σ0 − σ∞. (2.47)
The fully reduced theory can be obtained by taking the spatially constant
value ofM as a new phase space variable. Denoting this variable by M and
proceeding as in [6, 10], we find the fully reduced action
Sred =
∫
dt
[
PM˙ − (σ∞ − σ0)M
]
. (2.48)
P is therefore conjugate to the ADM mass in the fully reduced theory.
3 Quantization of the partially reduced the-
ory
In this section we quantize the partially reduced theory of Subsection 2.4.
Following Ashtekar’s algebraic extension of Dirac quantization [24, 25], we
first find a vector space of solutions to the quantum constraint and then
determine the physical inner product from the adjointness relations of a
judiciously-chosen set of quantum observables.
3.1 Classical constraint
We begin with some observations about the classical constraint.
13
It is convenient to transform from the canonical pair (ρ,Πρ) to the pair
(X,PX), where X = e
ρ and PX = e
−ρΠρ. The mass function (2.31) takes the
form
M = 1
2lG
(
l2G2P 2X −
j2
X2
+ j
)
, (3.1)
and the solutions to the classical constraint equation (2.32) can be written
as
l2G2P 2X −
j2
X2
= 2lGM − j, (3.2)
where the integration constant M is the value of M, independent of the
spatial coordinate x. The boundary conditions of Subsection 2.4 imply that
M is positive.
For each x, equation (3.2) can be understood as the classical energy con-
servation equation of a particle moving on the half-line of positive X with
the (true) Hamiltonian
H := l2G2P 2X −
j2
X2
, (3.3)
which consists of a conventional quadratic kinetic term and the attractive
potential well −j/(X2). The value of the energy is 2lGM − j, which is
positive (respectively negative) for those values of x that in the spacetime
are inside (outside) the hole. We shall see that the oscillatory/exponential
behaviour of the solutions to the quantum constraint in Subsection 3.2 is in
agreement with this classical picture.
We note in passing that the Poisson bracket algebra of H (3.3) and the
functions
D :=
XPX
2
, K :=
X2
4l2G2
, (3.4)
at fixed x is the o(2, 1) algebra,
{D,H} = H ; {K,H} = 2D; {K,D} = K. (3.5)
In particular, the first of the brackets in (3.5) is equivalent to the observa-
tion that H is scale invariant: Under the scale transformation (X,PX) →
(αX, PX/α), where α is a positive constant, H only changes by an overall
multiplicative factor. In terms of the spacetime geometry, K = e2ρ is the
conformal factor in the metric (2.8) and D can be related to the expansion
of null geodesics [3]. The potential interest in this observation is that quanti-
zation of H , D and K forms the basis of conformal quantum mechanics [26],
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and it has been suggested that a near-horizon conformal symmetry could
account for black hole microstates and black hole entropy [27, 28]. There
are however two obstacles to making progress from this observation in the
present context. First, the classical O(2, 1) symmetry generated by H , D and
K cannot be promoted into a symmetry of conformal quantum mechanics —
it develops an anomaly [29]. Second, as the classical system still has one
constraint, the phase space functions functions H , D and K are not classical
observables, and their quantization by the methods of conformal quantum
mechanics would somehow need to accommodate a quantum version of the
remaining constraint. We shall not pursue this line further here.
3.2 Quantum constraint
We quantize in a representation in which the quantum states are functionals
of X(x). The operator substitution in this representation at each x is
PX → −i
(
~
l
)
∂
∂X
, (3.6)
where ~ is Planck’s constant and the factor 1/l is required for dimensional
consistency because of the functional dependence on x. Suppressing x, we
promote the mass function (3.1) into the mass operator
M̂ := 1
2lG
(
−~2G2 ∂
2
∂X2
− j
2
X2
+ j
)
. (3.7)
Note that the combination ~G is dimensionless, as we observed in Subsec-
tion 2.1. Following Dirac’s procedure [21, 22], we then promote the classical
constraint equation (2.32) into the quantum constraint equation(M̂)′Ψ = 0. (3.8)
We look for quantum states that are eigenstates of M̂,
M̂ΨM =MΨM , (3.9)
where the eigenvalue M is independent of x. As the classical boundary
conditions of Subsection 2.4 assume the ADM mass to be positive, we take
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M > 0. It is immediate from (3.8) that ΨM is annihilated by the quantum
constraint. Using (3.7), equation (3.9) reads(
−~2G2 ∂
2
∂X2
− j
2
X2
)
ΨM = (2lGM − j)ΨM . (3.10)
Note that (3.10) is the quantized version of (3.2). While (3.10) is still a func-
tional differential equation in the variable X(x), the absence of derivatives
with respect to x implies that the different spatial points decouple, and we
may separate the solution with the ansatz
ΨM
(
X(x)
)
=
∏
x
ψM (X ; x)
:= exp
{∫
dx
l
ln
[
ψM (X ; x)
]}
, (3.11)
where the infinite product over x is defined via the integral expression. The
factor 1/l in the integration measure is required for dimensional consistency.
ψM(X ; x) then satisfies (3.10) as an ordinary differential equation at each x,(
−~2G2 ∂
2
∂X2
− j
2
X2
)
ψM(X ; x) = (2lGM − j)ψM(X ; x). (3.12)
A solution to (3.12) for 2lGM − j 6= 0 is
ψνM(X ; x) := ω
−ν
√
XJν(ωX), (3.13)
where Jν is the Bessel function of the first kind [30] and
ω2 =
2lGM − j
~2G2
, (3.14)
ν2 =
1
4
− j
2
~2G2
. (3.15)
The branch point structure of Jν implies that ψ
ν
M is independent of the sign
taken in solving (3.14) for ω. For 2lGM − j = 0, we take ψνM to be given
by the ω → 0 limit of (3.13), Xν+1/2/[2νΓ(ν + 1)], which again is a solution
to (3.12). ψνM is then regular as a function of x everywhere, including the
zero of 2lGM − j.
For j 6= ~G/2, the functions ψνM with the two values of ν (3.15) are
linearly independent. The case j = ~G/2 is special since ν = 0, and if a
16
linearly independent second solution to (3.12) were desired, it could be given
in terms of a Neumann function [30]. For our purposes, ψνM will suffice for
all ν.
At X → ∞, ψνM is oscillatory for ω2 > 0 and exponentially increasing
for ω2 < 0. If (3.12) were interpreted as the time-independent Schro¨dinger
equation for the quantization of the classical Hamiltonian (3.3) in the Hilbert
space L2(R+, dX), the relevant solution for ω
2 < 0 would therefore not be
ψνM but instead the exponentially decreasing linear combination proportional
to
√
XKν(
√−ω2X), where Kν is the modified Bessel function of the second
kind [30]. The possible negative values of ω2 would be discrete and deter-
mined by the self-adjointness boundary condition at X → 0 (see Example
2.5.14 in [31]); in particular, for ν2 < 0 the spectrum of ω2 would be un-
bounded from below with every choice of the boundary condition. The rele-
vant solution for ω2 > 0 would similarly be determined by the self-adjointness
boundary condition at X → 0 and would coincide with ψνM only when ν2 ≥ 0
and one of two special boundary conditions is chosen. In the present con-
text, however, there is no reason to relate the solutions to L2(R+, dX), and
we may continue to work with ψνM . A quantum regularity condition that will
be imposed in Subsection 3.3 will in fact exclude linear combinations of ψνM
with the two signs of ν.
3.3 Quantum observables
Recall that the classical observables M (2.31) and P (2.44) induce a global
canonical chart on the fully reduced phase space. If f is a smooth function
of a real variable, f(M) and f(M)P are thus classical observables, and the
set of such observables is large enough to separate the fully reduced phase
space. In this subsection we define corresponding quantum observables in
the partially reduced quantum theory as linear operators on a vector space
annihilated by the quantum constraint.
We begin with the ‘momentum’ observables. As preparation, consider
ΠM (2.41). In terms of the canonical pair (X,PX), we have
ΠM =
lGXPX − ǫ
√
2lGMj
j − 2lGM . (3.16)
We seek to define the corresponding operator Π̂M on the mass eigenstates
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by
Π̂M ψ
ν
M :=
−i~G(X∂X + η)− ǫ√2lGMj
j − 2lGM ψ
ν
M , (3.17)
where the factor ordering parameter η may depend on x but not onM . Since
both ΠM and ψ
ν
M are regular as functions of x across 2lGM − j = 0, we
postulate also Π̂M ψ
ν
M to be regular as a function of x across 2lGM − j = 0.
Using identity 9.1.27 of [30] to write (3.17) as
Π̂M ψ
ν
M =
−i~G(ν + 1
2
+ η
)− ǫ√2lGMj
j − 2lGM ψ
ν
M − i
Xψν+1M
~G
, (3.18)
where the last term is always regular across 2lGM − j = 0, we see that this
regularity condition implies
η = −1
2
− ν + i ǫj
~G
. (3.19)
We further postulate that η remain bounded as ~→ 0, as expected of a factor
ordering parameter. To achieve this, we choose the sign of ν for j > ~G/2
so that
ν = iǫ
√
j2
~2G2
− 1
4
. (3.20)
We leave the sign of ν for j < ~G/2 unspecified.
Given the classical observable f(M)P , we now define the corresponding
operator f̂P on the mass eigenstates by
f̂P :=
∫
dx Π̂M f̂(M) . (3.21)
A convenient phase choice for the mass eigenstates is
ΦM :=
∏
x
EMψ
ν
M
:= exp
[∫
dx
l
ln
(
EMψ
ν
M
)]
, (3.22)
where
EM := exp
{
−i ǫ
~G
[√
2lGMj − j ln
(√
j +
√
2lGM
)]}
. (3.23)
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We then find
f̂P ΦM = f(M)
∫
dx Π̂MΦM
= f(M) ΦM
(∫
dx
Π̂MΦM
ΦM
)
= f(M) ΦM
[∫
dx
Π̂M
(
EMψ
ν
M
)
EMψ
ν
M
]
= f(M) ΦM
[∫
dx
i(~/l) ∂M
(
EMψ
ν
M
)
EMψ
ν
M
]
= f(M) ΦM
[
i~ ∂M
∫
dx
l
ln
(
EMψ
ν
M
)]
= i~ f(M) ∂MΦM , (3.24)
where we have used the identity
Π̂M
(
EMψ
ν
M
)
= i(~/l) ∂M
(
EMψ
ν
M
)
, (3.25)
which follows by observing that X∂X
(
ων+(1/2)ψνM
)
= ω∂ω
(
ων+(1/2)ψνM
)
=
1
2
M∂M
(
ων+(1/2)ψνM
)
.
The ‘position’ observables are straightforward: Given the classical ob-
servable f(M), we define the corresponding quantum observable f̂ on the
mass eigenstates by
f̂ ΦM := f(M)ΦM . (3.26)
To obtain an observable algebra that acts on a vector space, we extend
formulas (3.24) and (3.26) to define the action of the momentum and position
observables on more general functions of the variable X(x) and the parame-
terM . Given this action, we then build the vector space V := A(span{ΦM}),
where A is the algebra generated by the momentum and position observables.
V carries by construction a representation of A, and viewing the derivative
in (3.24) as the limit of a differential quotient provides by linearity a sense
in which V is annihilated by the quantum constraint. One might thus at-
tempt to define a quantum theory by introducing an inner product on V ,
or possibly on some subspace obtained by replacing span{ΦM} by a suitable
subspace and A by a suitable subalgebra. A quantum theory of this kind
would be expected to contain mass eigenstates as normalizable states. While
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discrete black hole spectra have been encountered in a number of approaches
(see [32, 33, 34, 35, 36] for a small selection and [35] for a more extensive
bibliography), we shall modify the representation in a way that will lead to
a continuous mass spectrum.
3.4 Physical Hilbert space
We look for a quantum theory in which the spectrum of M̂ is continuous
and consists of the positive half-line. While the mass eigenstates ΦM do
then not exist as normalizable states, one expects there to exist a spectral
decomposition in which any sufficiently well-behaved function α : R+ → C
defines a normalizable state by the map
α 7→
∫ ∞
0
dM
M
α(M) ΦM . (3.27)
The factor 1/M in the integration measure is a convention that will simplify
what follows. If formula (3.27) holds in a sense that allows integration by
parts without boundary terms, the representation of A given by (3.24) and
(3.26) then induces on the space of the sufficiently well-behaved functions
the representation(
f̂ α
)
(M) = f(M)α(M), (3.28a)(
f̂P α
)
(M) = −i~M d
dM
[
f(M)
M
α(M)
]
. (3.28b)
To build a quantum theory with these properties, we adopt (3.28) as
the definition of the A-action on the space C∞0 (R+) of smooth compactly-
supported functions α : R+ → C. This gives in particular the commutators[M̂, P̂ ] = i~, (3.29a)[M̂,M̂P ] = i~M̂. (3.29b)
We look on C∞0 (R+) for an inner product ( · , · ) of the form(
α2, α1
)
=
∫ ∞
0
dMµ(M)α2(M)α1(M), (3.30)
where the overline denotes complex conjugation and the positive weight func-
tion µ is to be specified. For any real-valued function f , the corresponding
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operator f̂ is then essentially self-adjoint. In particular, M̂ is essentially
self-adjoint and has spectrum R+. From this and the commutator (3.29a) it
follows that P̂ does not have self-adjoint extensions for any µ [37, 38]. How-
ever, the affine commutation relation (3.29b) shows that M̂P can be made
self-adjoint. Requiring M̂P to be symmetric, (α2,M̂P α1) = (M̂P α2, α1),
gives for µ a differential equation whose solution is µ(M) = c/M , where
the constant c can be set to 1 without loss of generality. Completion of
C∞0 (R+) in this inner product yields the Hilbert space L2(R+, dM/M), on
which M̂P is essentially self-adjoint [31, 37, 38]. The mass eigenstates in the
spectral decomposition (3.27) can be understood as non-normalizable states
that satisfy (
ΦM ,ΦM ′
)
= Mδ(M,M ′), (3.31)
where δ is the Dirac delta-function.
The algebra A is by construction represented on the dense domain
C∞0 (R+) ⊂ L2(R+, dM/M) and provides thus a large class of observables
for the quantum theory.
4 Crossing the quantum horizon
The observables of the classical Hamiltonian theory contain information
about the ADM mass of the spacetime and about the relative location of the
asymptotic ends of the spatial surface, but no information about the spatial
surface between its asymptotic ends. Similarly, operators in the quantum
observable algebra A come with a geometric interpretation in terms of the
ADM mass and the relative location of the asymptotic ends of the spatial
surfaces, but not in terms of the local spacetime geometry. While this is to
be expected, owing to the absence of local propagating degrees of freedom
in the classical theory, we now show that the time-asymmetry built into the
theory provides a way to introduce a quantum operator that is related to the
surface gravity of the horizon.
Recall first that the spatial surfaces in the classical theory were chosen
to extend from a singularity to an infinity, crossing the black hole horizon
for ǫ = 1 and the white hole horizon for ǫ = −1. The classical momentum
observables of the form f(M)P depend explicitly on ǫ as seen from (2.41),
and they have a geometric interpretation in terms of the ADM mass and the
PG time difference between the left and right ends of the spatial surface.
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Consider the classical theory with given ǫ, and denote P in this theory by
P ǫ to explicitly indicate its dependence on ǫ. Suppose that we attempt to in-
troduce in this theory momentum observables of the form fP−ǫ. Proceeding
for the moment formally, we obtain
f(M)P−ǫ = f(M)P ǫ + f(M)
∫
dx
2ǫ
√
2lGMj
j − 2lGM . (4.1)
The integral in (4.1) is clearly convergent at the lower end of x. The integral is
convergent at x→∞ if ∫∞ [j(φ)]−3/2dφ is finite, which means geometrically
that the surfaces of constant PG time asymptote to surfaces of constant
Schwarzschild time. We assume this to be the case here and return to the
question in Section 5.
LetM take the spatially constant value M . The integral in (4.1) is then
singular across j = 2lGM , the geometric reason being that the outgoing
(respectively ingoing) PG time tends to∞ (−∞) upon approaching the black
(white) hole horizon from the exterior. However, the integral is well defined
in the principal value sense [10], as well as in a contour integral sense [6]
provided one specifies the half-plane in x to which the contour is deformed.
If the contour circumvents the pole in the upper (lower) half of the complex
x plane, and if f is real-valued, we thus obtain
Im
[
fP−ǫ
]
= ∓ǫπf(M)
κ(M)
, (4.2)
where κ(M) is the surface gravity of the horizon, given by κ = (2l)−1V (φH),
with φH denoting the value of φ at the horizon. In this sense, the inverse
surface gravity of the horizon can be recovered from a controllable singularity
in the observable fP−ǫ.
We note in passing that replacing P ǫ in the fully reduced phase space ac-
tion (2.48) by P−ǫ, defined by the contour integral, gives the action the imag-
inary contribution ±iǫπ ∫ κ−1dM = ±iǫπ ∫ d(φH/G) = ±i(ǫ~/2) ∫ dSBH,
where we have used the identity dM = κd(φH/G) and the consequence that
the Bekenstein-Hawking entropy is given by SBH = 2πφH/(~G). This cal-
culation has some similarity to the tunneling analyses that have led to the
Bekenstein-Hawking entropy and to corrections thereof in the contexts of
[6, 39, 40, 41, 42, 43, 44, 45], including the numerical factor 1
2
, which leads to
the expected exponential probability factor exp
(∓ǫ ∫ dSBH). For our system,
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this probability factor however equals unity when evaluated on a classical so-
lution, since M and SBH then do not evolve in time. We are therefore not
aware of ways to develop this observation further in the present context.
Consider then the quantum theory of Section 3 with given ǫ. The operator
counterpart of fP−ǫ satisfies
f̂P−ǫΦǫM = f̂P
ǫΦǫM
+ 2ǫf(M)ΦǫM
∫
dx
√
2lGMj +
(√
j2 − ~2G2/4− j
)
j − 2lGM , (4.3)
where we have explicitly included the relevant superscripts ±ǫ on the states
and the operators. Compared with the classical relation (4.1), f̂P−ǫ thus
contains an additional term, which can be interpreted as a quantum correc-
tion. Taking the integral in (4.3) to be defined as a contour integral and
assuming f to be real-valued, we find[
Im
(
f̂P−ǫ
)]
ΦǫM = ∓ǫπf(M) κ̂−1ΦǫM , (4.4)
where the operator κ̂−1 is defined by
κ̂−1ΦǫM :=
1
κ(M)
Θ
(
1− ~
2
16l2M2
)√
1− ~
2
16l2M2
ΦǫM , (4.5)
Θ being the Heaviside function. Comparison of (4.2) and (4.4) shows that
we may regard κ̂−1 as the inverse surface gravity operator in the quantum
theory.
That κ̂−1 differs from multiplication by the classical inverse surface grav-
ity is a consequence of the fluctuations off the classical constraint surface
that are present in our Dirac quantization of the Hamiltonian constraint.
κ̂−1 is close to the classical inverse surface gravity for M ≫ ~/(4l), but the
difference becomes significant at the Planck scale, and κ̂−1 vanishes on all
states whose support is at M ≤ ~/(4l).
5 Conclusions
In this paper we have presented a Dirac quantization of generic single-horizon
black holes in two-dimensional dilaton gravity, working under boundary con-
ditions that allow the spatial surfaces to extend from a singularity to an
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infinity and eliminating the spatial reparametrization freedom by a spatial
gauge choice at the classical level. The Hamiltonian constraint that remains
was quantized in a metric representation. After finding a vector space of
ADM mass eigenstate solutions to the quantum constraint, we transformed
to a representation that allowed the mass spectrum to become continuous,
and we chose the inner product by requiring self-adjointness of a time oper-
ator that is affinely conjugate to the ADM mass.
As the classical theory does not have local propagating degrees of free-
dom, one might not expect the quantum theory to have observables that cor-
respond to localised geometric quantities in the spacetime. However, both
the classical theory and the quantum theory were constructed under bound-
ary conditions that distinguish future and past horizons, and we used this
distinction to identify in the quantum theory an operator that corresponds
to the inverse surface gravity of the horizon. The difference from the classical
surface gravity is small for large ADM masses but becomes significant when
the ADM mass approaches the Planck mass, and below (a numerical mul-
tiple of) the Planck mass the inverse surface gravity operator is identically
vanishing.
For technical concreteness, we focused on boundary conditions under
which the spatial surfaces asymptote to the PG foliation both at the sin-
gularity and at the infinity. While the technicalities of the spatial falloff
depend on this choice, both the classical and the quantum analysis has a
conceptually straightforward generalization to any asymptotics that retains
the notion of freely specifiable asymptotic Killing time evolution. The only
significant change in the classical observables is that ΠM (2.41) contains an
additional term, which accounts for the transition from the PG time coordi-
nate in (2.27) to the time coordinate that determines the new asymptotics.
This term depends on j and any functions of φ that are introduced to spec-
ify the new foliation, but it depends on ρ and Πρ only through the combi-
nation M. Assuming that we work with smooth foliations, the new term
is also smooth. The operator Π̂M (3.17) contains then the same additional
term, but since this term is smooth, there is no change in the factor ordering
parameter (3.19), and consequently there is no change in the singular part
in (4.3). Hence the inverse surface gravity operator (4.5) is unchanged. Note
that we can in particular choose the foliation near infinity to be asymptotic
to the surfaces of constant Schwarzschild time, in which case the concerns of
Section 4 about the convergence of the integrals at x→∞ do not arise.
Similarly for technical concreteness, we focused on the spatial gauge
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choice (2.28) when eliminating the spatial reparametrization freedom in the
classical theory. There is a straightforward generalization to gauge conditions
of the form
lφ′ − g(φ) = 0, (5.1)
provided the positive gauge fixing function g allows the spatial hypersurfaces
to extend from a singularity to an infinity and suitable falloff conditions to
be imposed. Assuming this is the case, the significant changes are that in
the classical theory (2.41) is replaced by
ΠM :=
lGΠρ − ǫg
√
2lGM/j
j − 2lGM , (5.2)
and in the quantum theory (3.15) is replaced by
ν2 =
1
4
− g
2
~2G2
. (5.3)
The inverse surface gravity operator then reads
κ̂−1 =
1
κ(M)
Θ
(
1− ~
2G2
4
[
g(φM)
]2
)√
1− ~
2G2
4
[
g(φM)
]2 , (5.4)
where φM is the solution to
j(φM) = 2lGM. (5.5)
The inverse surface gravity operator therefore depends on the choice of g.
To discuss this dependence further, one would need to develop a more quan-
titative control of the class of gs that are compatible with the boundary
conditions of the classical theory.
Three points should be emphasized. First, the difference between the
inverse surface gravity operator (5.4) and the classical inverse surface gravity
κ−1(M) arises because the Hamiltonian constraint was not eliminated at the
classical level but instead quantized in the Dirac sense as an operator. The
regularity of the quantum observables across the future and past horizons
was formulated in a way that hinges on the fluctuations off the classical
constraint surface, and it was the distinction between regularity across the
future horizon and past horizon that led to the identification of the inverse
surface gravity operator.
25
Second, we chose to quantize the partially reduced theory in a ‘metric’
representation. We introduced on the classical phase space a chart in which
the variables are closely related to the local spacetime geometry, and the
geometry of this chart then inspired the technical input in our quantization,
leading in particular to the notion of regularity of the quantum observables
across the Killing horizon. In comparison, it is possible to introduce in the
(fully) unreduced classical theory a phase space chart that separates the
constrained and unconstrained degrees of freedom: the unconstrained co-
ordinates can be chosen as the ADM mass and the Killing time difference
between the asymptotic ends of the spatial surfaces, whereas all the remain-
ing information about the embedding of the spatial surfaces in the spacetime
becomes encoded in the pure gauge degrees of freedom [8, 9, 10, 11]. Quan-
tum theories whose technical input is inspired by such a chart have been
given [8, 9, 10, 11], and these quantum theories can be specialized to bound-
ary conditions that place one end of the spatial surfaces at a Killing horizon
[46, 47, 48, 49, 50, 51, 52, 53]. However, the geometry of such a phase space
chart does not appear to suggest a horizon-crossing regularity condition in
the quantum theory, and introducing an operator related to surface gravity
would require other input. While it is well known that inequivalent quantum
theories can arise from quantizations that draw their input from different
phase space charts, the specific issue here may be related to the observa-
tion that geometrically nontransparent quantum variables can produce large
quantum fluctuations in the spacetime geometry [54, 55, 56].
Third, the inverse surface gravity operator κ̂−1 (5.4) depends on the par-
tial gauge-fixing condition (5.1) in a way that has a geometric meaning.
By (5.5), φM is the value of φ on the horizon of the classical solution with
mass M . κ̂−1 hence knows how the gauge choice makes the spatial surfaces
cross the horizon but does not know what the surfaces do elsewhere. On
the one hand, this is pleasing: the formalism relates the quantum-corrected
surface gravity to the embedding of the spatial surfaces precisely where the
surfaces cross the horizon. On the other hand, what is unsatisfactory is that
the gauge choice was made already at the classical level. One would like first
to quantize the theory in a gauge-invariant way, and if operators that per-
tain to specific foliations are desired, to introduce such operators only in the
already-quantized theory. Unfortunately, our quantization technique relied
in an essential way on the decoupling of the spatial points in the mass opera-
tor (3.7), and this decoupling only arose because the spatial diffeomorphism
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constraint was eliminated classically. If one attempted to treat also the spa-
tial diffeomorphism constraint as a quantum constraint, one new issue would
be how to preserve the constraint algebra in the quantum theory [23, 57, 58].
Given a function on the phase space of the fully reduced classical theory,
one can explore the options of quantizing this function in our quantum theory
via some interpretation of the rule “P 7→ −i~∂M modulo factor ordering”.
However, there is no guarantee that a reasonable interpretation can be found
for all functions of geometric interest. As an example, fix ǫ and consider the
function
λ(M,P ) := ǫe−ǫκ(M)P . (5.6)
By solving the geodesic equation on the horizon, it can be verified that
λ(M,P ) is an affine parameter for the null geodesic that straddles the hori-
zon, in a foliation that coincides with the PG coordinates except near the
singularity and is at the singularity asymptotic to a single surface of constant
PG time. Note that this means σ0 = 0 and σ∞ = 1 in (2.37) and (2.38). The
affine parameter increases to the future and has been normalised so that it
vanishes at the bifurcation point and equals ǫ on the surface P = 0. Now,
if one had a self-adjoint operator version of κ(M)P , the operator exponen-
tial in (5.6) could be defined by spectral analysis. Suppose for concreteness
that κ(M) is proportional to M1+2γ with γ ∈ R, which covers in particu-
lar symmetry-reduced gravity. The substitution M1+2γP 7→ −i~M1+γ∂MMγ
yields a symmetric operator, but analysis of the deficiency indices [31] shows
that this operator has no self-adjoint extensions except when γ = 0, and
γ = 0 is not consistent with the assumed asymptotic structure of the space-
time at φ → ∞. We have therefore not found a reasonable quantization of
the affine parameter of the horizon in the present formalism.
As the classical system has no local propagating degrees of freedom, it
seems unlikely that our inverse surface gravity operator could be used to make
predictions in terms of Hawking radiation or black hole entropy. We expect
however a number of the features of our quantum theory to be generalizable
upon inclusion of matter with local dynamics, in particular the way how
regularity of quantum operators across the horizon is defined in the presence
of quantum fluctuations off the classical constraint surface. Given a suitable
adaptation of our boundary conditions to accommodate local dynamics [4],
it may thus be possible to generalize our techniques to study both Hawking
radiation and singularity formation in the quantum theory.
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