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1 INTRODUC¸A˜O
Nas u´ltimas de´cadas, muito do ganho em desempenho pe-
los processadores deve-se ao aumento da frequeˆncia do processa-
dor. Contudo, o aumento da frequeˆncia do processador reduziu-
se e estagnou devido a limitac¸o˜es f´ısicas e o foco voltou-se para
uso de mu´ltiplos processadores com mu´ltiplos nu´cleos. A uti-
lizac¸a˜o de processadores com mu´ltiplos nu´cleos permite aumento
de desempenho em aplicac¸o˜es que exploram paralelismo de dados
atrave´s do uso de mu´ltiplas threads. Tais aplicac¸o˜es necessitam
de controle de concorreˆncia no acesso a dados compartilhados.
O controle de concorreˆncia tradicional e´ alcanc¸ado com a com-
binac¸a˜o de locks e condic¸o˜es, tais como, monitores.
Os sistemas de Memo´ria Compartilhada Distribu´ıda (DSM
- Distributed Shared Memory) surgiram como uma abstrac¸a˜o para
facilitar o acesso a dados concorrentes, sem a necessidade de uso
expl´ıcito1 dos mecanismos cla´ssicos de controle de concorreˆncia
como: locks, sema´foros e algoritmos de exclusa˜o mu´tua (PROTIC;
TOMASEVIC; MILUTINOVIC, 1996). Entretanto, a abordagem uti-
lizada nas DSM para controle de concorreˆncia sofre com alguns
inconvenientes, detalhados a seguir.
Primeiro, o programador precisa decidir entre lock refi-
nado, onde o lock e´ associado a um dado espec´ıfico ou lock gros-
seiro, onde o lock e´ associado a um conjunto de dados. Locks
grosseiros sa˜o mais fa´ceis de implementar mas permitem pouca
ou nenhuma concorreˆncia. Dessa forma, o potencial dos proces-
1Internamente as DSM podem utilizar locks como controle de concorreˆncia
mas na˜o ficam a cargo do desenvolvedor trata´-los e sim do programador da
DSM.
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sadores com mu´ltiplos nu´cleos na˜o e´ totalmente explorado. Ja´
com o uso de locks refinados, a implementac¸a˜o e´ mais complexa,
pois necessita que as threads adquiram todos os locks necessa´rios.
Segundo, questo˜es ba´sicas como o mapeamento de dados
e locks, ou seja, qual lock protege qual dado e a ordem em que
os locks sa˜o adquiridos e liberados sa˜o importantes. Violac¸o˜es
no acesso aos dados sa˜o dif´ıceis de detectar e corrigir. Por essas
razo˜es e´ dif´ıcil desenvolver, corrigir, detectar e manter aplicac¸o˜es
concorrentes.
Como alternativa para a sincronizac¸a˜o baseada em locks,
surgiram as Memo´rias Transacionais em Software (STM - Soft-
ware Transactional Memory). As STM permitem acesso uni-
forme a`s escritas e leituras atrave´s de transac¸o˜es. Transac¸o˜es em
STM sa˜o semelhantes a transac¸o˜es em bancos de dados, pore´m,
sem a propriedade durabilidade. A abordagem utilizada nas
transac¸o˜es permite que programadores definam sec¸o˜es de co´digo
como atoˆmicas. Uma sec¸a˜o ou bloco de co´digo definido como
atoˆmico significa que: ou todo bloco atoˆmico e´ executado ou
nada dentro do bloco atoˆmico e´ executado. Em caso de insucesso
na execuc¸a˜o de um bloco atoˆmico, as alterac¸o˜es parciais feitas
pela execuc¸a˜o na˜o devem ser propagadas, ou seja, e´ como se na˜o
houvesse executado o co´digo atoˆmico dentro do bloco.
Devido as facilidades inerentes a`s STM, pesquisadores teˆm
mostrado um aumento de interesse no controle de concorreˆncia
utilizando STM em um ambiente distribu´ıdo, como pode ser visto
nos trabalhosD2STM (COUCEIRO; ROMANO, 2009), RAM-DUR
(SCIASCIA; PEDONE, 2012), SPECULA (PELUSO et al., 2012), OSARE
(PALMIERI; QUAGLIA; ROMANO, 2011), SCert (CARVALHO; RO-
MANO; RODRIGUES, 2011), AGGRO (PALMIERI; QUAGLIA; RO-
MANO, 2010), STR (ROMANO et al., 2010), Granola (COWLING;
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LISKOV, 2012), Cluster − STM (BOCCHINO; ADVE; CHAMBER-
LAIN, 2008) e Zhang (ZHANG; ZHAO, 2012). Ao utilizar STM, os
programadores na˜o precisam lidar com mecanismos expl´ıcitos de
controle de concorreˆncia (como monitores, locks ou sema´foros).
Ao inve´s disso, apenas precisam delinear quais objetos (dados)
necessitam ser tratados como concorrentes, atrave´s do uso de
transac¸o˜es. Com isso, e´ poss´ıvel focar mais na lo´gica da aplicac¸a˜o
do que nos mecanismos expl´ıcitos de controle de concorreˆncia, que
e´ feito pela STM.
A maioria dos trabalhos citados acima, trata apenas to-
leraˆncia a faltas de parada (crash). Entre eles, AGGRO, SPE-
CULA, OSARE e STR utilizam a alta probabilidade das men-
sagens serem entregues em ordem pela rede (PEDONE; SCHIPER,
1998; KEMME et al., 2003), mas necessitam que a ordem final de
entrega de mensagens seja definida para concluir sua execuc¸a˜o.
Por sua vez, somente o trabalho de (ZHANG; ZHAO, 2012) explora
toleraˆncia a faltas Bizantinas no contexto de STM. O modelo pro-
posto por Zhang na˜o utiliza a alta probabilidade das mensagens
serem entregues em ordem pela rede, e transac¸o˜es somente leitura
podem ser abortadas devido a leituras inconsistentes.
Esta dissertac¸a˜o apresenta uma arquitetura de STM tole-
rante a faltas Bizantinas denominada Mesobi2 que executa, em si-
multaˆneo, tanto transac¸o˜es interativas (ou online) quanto transac¸o˜es
pre´-declaradas. O Mesobi utiliza mecanismo otimista no proces-
samento de transac¸o˜es. Tambe´m foi desenvolvido anteriormente
ao Mesobi o OB-STM (sec¸a˜o 4.3), para tratamento apenas de
transac¸o˜es pre´-declaradas. Ummecanismo semelhante a execuc¸a˜o
paralela de operac¸o˜es na˜o conflitantes proposta por (KOTLA; DAH-
2Mesobi - Memo´ria Transacional em Software Tolerante a Faltas Bizanti-
nas.
24
LIN, 2004) e´ utilizado em ambas abordagens, a saber, OB-STM e
Mesobi.
1.1 PROBLEMA
O acesso concorrente a dados distribu´ıdos atrave´s do uso
expl´ıcito de locks e´ complexo e propenso a erros (HARRIS et al.,
2007). Modelos de bases de dados teˆm possibilitado um avanc¸o
significativo no controle de concorreˆncia, mas ainda carecem em
desempenho. Para contornar tal careˆncia, surgiram os mode-
los: Memo´ria Transacional inicialmente em hardware e depois
em software. Bases de dados e memo´ria transacional em software
utilizam o conceito de transac¸o˜es para resolver conflitos ineren-
tes aos acessos a dados compartilhados diretamente em memo´ria.
Embora avanc¸os na resoluc¸a˜o de conflitos a dados compartilhados
atrave´s de transac¸o˜es tenham se consolidado, modelos tolerantes
a faltas arbitra´rias ou bizantinas sa˜o necessa´rios.
Estudos recentes (SCHROEDER; PINHEIRO; WEBER, 2009;
SCHROEDER; GIBSON, 2007; COSTA et al., 2013) feitos nos cen-
tros de dados do Google revelam que e´ mais comum do que se
previa a ocorreˆncia de erros em hardware que passam desper-
cebido pela aplicac¸a˜o. O corrompimento de bits em memo´rias
Dual Inline Memory Module (DIMM) variam em torno de 8% ao
ano segundo estudos do Google, mesmo utilizando ECC (Error
Correcting Codes) os erros na˜o foram detectados. Outro estudo
realizado pela Microsoft com um milha˜o de consumidores, mos-
trou que faltas na unidade central de processamento (CPU) e
no nu´cleo do chipset sa˜o frequentes (NIGHTINGALE; DOUCEUR;
ORGOVAN, 2009). Amazon S3, por exemplo, teve seus servic¸os
parados por oito horas devido ao corrompimento de um u´nico
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bit em algumas mensagens internas com informac¸o˜es de estado
(CORREIA et al., 2012). Esses problemas podem ir muito ale´m
do relatado nesses casos, uma vez que empresas frequentemente
na˜o divulgam dados de incidentes nos quais ha´ corrompimento de
dados confidenciais. Esses problemas poderiam ter sido evitados
utilizando toleraˆncia a faltas Bizantinas.
A abordagem adotada na literatura para tolerar faltas bi-
zantinas e´ a Replicac¸a˜o Ma´quina de Estados (RME) Tolerante a
Faltas Bizantinas (BFT). Esta abordagem tem sido alvo de in-
tensas pesquisas ha´ mais de trinta anos (LAMPORT; SHOSTAK;
PEASE, 1982a; SCHNEIDER, 1990). No entanto, somente no fim
da de´cada de 90 e´ que surgiram propostas que apresentaram vi-
abilidade pra´tica para tal abordagem (CASTRO; LISKOV, 2002;
CORREIA; NEVES; VERISSIMO, 2004; KOTLA et al., 2007; STUMM
et al., 2010; LUIZ; LUNG; RECH, 2014; CORREIA; VERONESE; LUNG,
2010). Protocolos BFT, em geral, sa˜o compostos pela replicac¸a˜o
de um servic¸o atrave´s de um grupo de ma´quinas que se comu-
nicam de modo a oferecer um servic¸o replicado que atenda aos
requisitos de confiabilidade, integridade e disponibilidade, que sa˜o
fundamentais para que se obtenha Confianc¸a no Funcionamento
(Dependability (AVIZIENIS; KELLY, 1984)). Nesta dissertac¸a˜o al-
gumas caracter´ısticas dos algoritmos BFT encontrados na litera-
tura sa˜o adaptados para lidar com transac¸o˜es em DSM tolerantes
a faltas.
A execuc¸a˜o concorrente de transac¸o˜es interativas e pre´-
declaradas levando em conta a capacidade de tolerar faltas Bi-
zantinas, juntamente com a necessidade de orquestrar o correto
funcionamento das transac¸o˜es interativas e pre´-declaradas, na˜o e´
uma tarefa trivial. Quando busca-se toleraˆncia a faltas malicio-
sas, o protocolo necessa´rio para que o sistema funcione conforme
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suas especificac¸o˜es torna-se mais complexo. Tal abordagem so-
mente foi encontrada no trabalho de Zhang (ZHANG; ZHAO, 2012)
onde o mesmo tolera faltas Bizantinas no contexto de Memo´ria
Transacional em Software. Sua estrutura se diferencia em alguns
aspectos a` proposta nessa dissertac¸a˜o. Os aspectos mais signifi-
cativos sa˜o: aborto de transac¸o˜es somente leitura e a necessidade
de muitos no´s f´ısicos para realizar acordo e execuc¸a˜o, ale´m de o
mesmo na˜o lidar com transac¸o˜es interativas.
Essa dissertac¸a˜o aborda o problema de tolerar faltas Bizan-
tinas em ambientes de memo´ria transacional em software. Uti-
liza processamento otimista de transac¸o˜es atrave´s da alta pro-
babilidade de ordenac¸a˜o espontaˆnea em redes locais (LAN). O
protocolo Bizantino somente e´ executado quando mensagens sa˜o
entregues fora de ordem ou quando ha´ re´plica(s) maliciosa(s) no
sistema.
1.2 JUSTIFICATIVA
Transac¸o˜es interativas sa˜o um recurso u´til para aplicac¸o˜es
que seguem uma lo´gica dependente de resultados de operac¸o˜es an-
teriores. Em ambientes onde e´ necessa´ria a confidencialidade das
operac¸o˜es, a lo´gica do nego´cio deve estar junto ao cliente. Nem
todos os tipos de operac¸o˜es podem ser execudadas de forma con-
fidencial na re´plica. Apenas algumas operac¸o˜es podem ser execu-
tadas de forma confidencial, sa˜o elas: me´dia, desvio padra˜o e re-
gressa˜o; operac¸o˜es mais complexas ainda na˜o podem ser feitas na
re´plica (NAEHRIG; LAUTER; VAIKUNTANATHAN, 2011). Transac¸o˜es
interativas podem contornar a incapacidade de executar de forma
confidencial operac¸o˜es na re´plica; o processamento de determina-
das operac¸o˜es e´ feito no cliente, sendo assim, as re´plicas na˜o teˆm
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conhecimento do que esta´ sendo executado. Lidar com transac¸o˜es
interativas e´ um problema dif´ıcil de se resolver quando se consi-
dera a possibilidade de faltas Bizantinas no sistema. Processos bi-
zantinos podem de forma maliciosa induzir ao erro processos cor-
retos, atrave´s de comportamento arbitra´rio. O comportamento
arbitra´rio ou malicioso, pode causar a perda de consisteˆncia ao en-
viar respostas diferentes a processos corretos. Protocolos que na˜o
consideram toleraˆncia a faltas maliciosas podem ficar estagnados
na presenc¸a de processos maliciosos; por exemplo, na˜o enviando
ou atrasando respostas para outras re´plicas que estejam espe-
rando pelas mesmas. Torna-se enta˜o importante um protocolo
que permita a interac¸a˜o segura entre clientes e re´plicas, garan-
tindo que as transac¸o˜es sera˜o corretamente executadas a despeito
de faltas arbitra´rias. Essa dissertac¸a˜o na˜o trata da execuc¸a˜o con-
fidencial de operac¸o˜es mas cria um protocolo onde as mesmas
poderiam ser executadas interativamente em ambientes hostis.
1.3 OBJETIVOS
• Objetivo Geral
– Modelar uma arquitetura tolerante a faltas Bizantinas
em Memo´ria Transacional em Software.
• Objetivos Espec´ıficos
– Definir um protocolo que seja capaz de lidar com transac¸o˜es
interativas e pre´-declaradas em conjunto, definindo pri-
oridades sobre estas.
– Verificar as diferenc¸as entre os modelos de transac¸o˜es
pre´-declarado e interativo.
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– Analisar a taxa de ordenac¸a˜o espontaˆnea pela rede.
1.4 METODOLOGIA
A sequeˆncia abaixo explana a metodologia de trabalho que
sera´ utilizada na pesquisa e elaborac¸a˜o do projeto aqui apresen-
tado.
• Elaborac¸a˜o do projeto lo´gico (desenho do modelo e passos
de comunicac¸a˜o).
• Pesquisa e levantamento das ferramentas que sera˜o utiliza-
das no desenvolvimento do projeto, preferindo ferramentas
livres mas sem por em risco a qualidade do projeto.
• Implementac¸a˜o do modelo em uma arquitetura espec´ıfica.
• Realizac¸a˜o de testes visando desempenho e consisteˆncia dos
dados.
• Realizac¸a˜o de testes comparativos.
• Publicac¸a˜o de artigos em congressos e perio´dicos.
• Elaborac¸a˜o do relato´rio te´cnico para o Conselho Nacional
de Desenvolvimento Cient´ıfico e Tecnolo´gico (CNPQ).
• Escrita da dissertac¸a˜o.
1.5 ORGANIZAC¸A˜O DO TEXTO
A dissertac¸a˜o esta´ organizada como segue; no Cap´ıtulo 2 e´
exposta uma breve fundamentac¸a˜o teo´rica para melhor compre-
ensa˜o dessa dissertac¸a˜o. No Cap´ıtulo 3 sa˜o discutidos os traba-
lhos relacionados. No Cap´ıtulo 4 e´ detalhado o funcionamento
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do protocolo, arquitetura do protocolo, definic¸o˜es ba´sicas do sis-
tema, premissas e os algoritmos OB-STM e Mesobi. No Cap´ıtulo
5 sa˜o retratadas as avaliac¸o˜es e algumas otimizac¸o˜es que podem
ser feitas. Por fim, as concluso˜es e contribuic¸o˜es sa˜o apresentadas
no Cap´ıtulo 6.
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2 FUNDAMENTAC¸A˜O
Para melhor compreensa˜o dessa dissertac¸a˜o, nesse cap´ıtulo
sera˜o expostos: conceitos ba´sicos em sistemas distribu´ıdos, suas
caracter´ısticas, modelos de faltas, me´todos de comunicac¸a˜o, co-
ordenac¸a˜o, acordo, memo´ria compartilhada distribu´ıda, memo´ria
transacional e memo´ria transacional em software.
2.1 CARACTERIZAC¸A˜O DE SISTEMAS DISTRIBUI´DOS
Formalmente, um sistema distribu´ıdo pode ser definido
como: componentes de hardware e software localizados em redes
de computadores que se comunicam e coordenam suas ac¸o˜es via
passagem de mensagem (COULOURIS et al., 2012). Informalmente,
sistemas distribu´ıdos sa˜o constitu´ıdos de diferentes ma´quinas e
infra-estruturas. A Internet por exemplo, pode ser vista como um
enorme sistema distribu´ıdo, onde as ma´quinas diferem em pro-
cessador, velocidade de processamento, fabricante, como tambe´m
sua infra-estrutura de comunicac¸a˜o se diferencia em lateˆncia e
vaza˜o, entre outras caracter´ısticas.
Processos podem ser definidos como unidades abstratas ca-
pazes de executar tarefas em sistemas distribu´ıdos (GUERRAOUI;
RODRIGUES, 2006). E´ considerado que o sistema e´ composto por
n processos identificados unicamente, denotados por p1, p2, ..., pn
e o conjunto de processos compostos pelo sistema e´ expresso por∏P E´ assumido que todos processos no sistema rodam o mesmo
algoritmo local, e a soma dos processos constitui o algoritmo dis-
tribu´ıdo. A comunicac¸a˜o e´ feita por troca de mensagens utili-
zando links de comunicac¸a˜o e cada mensagem tem um identifica-
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dor u´nico no sistema.
Existem muitas maneiras em que um sistema ou aplicac¸a˜o
pode parar de funcionar, o tipo de parada e´ definido no mo-
delo de faltas. Quando no estado correto de funcionamento, uma
aplicac¸a˜o ou sistema deve operar dentro de suas especificac¸o˜es e
domı´nios, conhecidos como tempo (TS ) e valor (VS ). As respos-
tas a`s solicitac¸o˜es feitas pela aplicac¸a˜o devem estar dentro desses
dois domı´nios, ou seja, (vsi ∈ V Si) ∧ (tsi ∈ TSi). Quando a
resposta a` solicitac¸a˜o na˜o se encaixa no domı´nio do tempo, o
modelo e´ classificado como Fail-stop Faults e quando as respos-
tas se encaixam em ambos domı´nios, tempo e valor, mas na˜o
e´ correta (vsi /∈ V Si) ∧ (vsi ∈ V S) ∧ (tsi ∈ TSi), o modelo e´
classificado como Byzantine-Faults (LAMPORT; SHOSTAK; PEASE,
1982b). Segundo Avizienis (AVIZIENIS et al., 2004), um servic¸o
faltoso, frequentemente abreviado como falta, e´ um evento que
ocorre quando a resposta do servic¸o se desvia de sua correta
execuc¸a˜o (definida em suas especificac¸o˜es). Um servic¸o falta se
ele na˜o mais condiz com sua especificac¸a˜o funcional ou suas espe-
cificac¸o˜es na˜o mais se adequam as func¸o˜es descritas no sistema.
A Figura 1 representa a hierarquia dos modelos de faltas.
Figura 1: Classificac¸a˜o de Faltas.
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Detalhes dos modelos sa˜o descritos abaixo:
• Faltas de parada: e´ o modelo de faltas mais simples, ca-
racterizado pela parada do servic¸o, quando o processo falta
por parada e´ dito que o processo sofreu crash. O sistema
pode parar de responder, por exemplo, devido a queda de
energia, o processo que executava o servic¸o pode ter ca´ıdo,
ou pode estar sobrecarregado (acessos simultaˆneos) ou ou-
tros infortu´nios. Quando uma falta de parada acontece, o
nodo faltoso na˜o mais interage com o resto do sistema. A to-
leraˆncia a faltas de parada se faz geralmente por replicac¸a˜o.
Esse modelo, por exemplo, na˜o tolera erros incorridos em
uma execuc¸a˜o errada de um servic¸o, tal como o ca´lculo er-
rado de uma solicitac¸a˜o (SCHLICHTING; SCHNEIDER, 1983).
• Faltas de omissa˜o: uma falta de omissa˜o ocorre quando um
processo deixa de executar alguma ac¸a˜o, tal como enviar,
receber ou entregar alguma mensagem que supostamente
deveria ser executada pelo algoritmo consoante suas espe-
cificac¸o˜es (DEFAGO; SCHIPER; URBAN, 2004; GUERRAOUI;
RODRIGUES, 2006). Falta de omissa˜o e´ geralmente ocasi-
onado por buffer overflows ou congestionamento na rede,
resultando em perda de mensagens. A perda de mensa-
gens leva a` omissa˜o na execuc¸a˜o de algumas operac¸o˜es que
o algoritmo deveria executar, levando ao desvio das suas
especificac¸o˜es (GUERRAOUI; RODRIGUES, 2006).
• Faltas de temporizac¸a˜o: uma falta de temporizac¸a˜o acon-
tece quando o processo viola alguma restric¸a˜o temporal
imposta pela especificac¸a˜o (somente acontece em sistemas
s´ıncronos e parcialmente s´ıncronos) (DEFAGO; SCHIPER; UR-
BAN, 2004).
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• Faltas arbitra´rias, maliciosas ou Bizantinas: o modelo de
faltas Bizantinas e´ mais complexo. O modelo permite que
nodos continuem interagindo com o sistema, apesar de fal-
toso. As faltas Bizantinas sa˜o caracterizadas pelas respos-
tas dentro dos dois domı´nios, tempo e valor, mas o valor da
resposta na˜o e´ correto, podendo ter sido gerado por erros
de hardware ou software, tanto como de modo intencional
(malicioso) (LAMPORT; SHOSTAK; PEASE, 1982b). Faltas
arbitra´rias sa˜o as mais caras e complexas para se tolerar,
mas muitas vezes necessa´ria para evitar que sistemas/pro-
cessos sejam controlados por usua´rios maliciosos (GUERRA-
OUI; RODRIGUES, 2006). Uma falta para ser considerada ar-
bitra´ria, na˜o necessariamente precisa ser maliciosa ou inten-
cional: pode ser causada por erros de implementac¸a˜o, erros
no compilador, na linguagem de programac¸a˜o, inversa˜o de
bits em memo´ria entre outros. Devido a`s faltas arbitra´rias,
mensagens incorretas podem ser trocadas, e se na˜o houver
tratamento o sistema pode vir a parar ou corromper-se.
2.1.1 Comunicac¸a˜o
A abstrac¸a˜o de comunicac¸a˜o e´ utilizada para representar
os componentes de rede em um sistema distribu´ıdo. Em especial,
a confiabilidade entre os canais de comunicac¸a˜o que interligam os
nodos, sera´ analisada de modo independente da topologia de rede
utilizada nessa dissertac¸a˜o. As mensagens podera˜o ser enviadas1
ou entregues2, diferindo de recebida, onde a mensagem pode ter
1Processo envia mensagem para outro processo.
2Quando utilizado o termo entregue, significa que: os processos corretos
receberam a mensagem, analisaram e so´ enta˜o repassaram a mensagem para
aplicac¸a˜o.
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sido recebida (pela placa de rede), mas ainda na˜o foi analisada
ou repassada para aplicac¸a˜o.
Em ambientes distribu´ıdos e´ poss´ıvel que mensagens sejam
perdidas quando transmitidas atrave´s da rede, isso e´ conhecido
como falha de conexa˜o (link failure). Contudo, e´ razoa´vel assu-
mir que a probabilidade de uma mensagem alcanc¸ar seu destino
na˜o seja zero, isso porque e´ muito incomum que todas as mensa-
gens trocadas entre dois processos sistematicamente sejam per-
didas, a na˜o ser que haja falha na rede (por exemplo: partic¸a˜o
na rede)(GUERRAOUI; RODRIGUES, 2006). Uma maneira para
contornar a perda de mensagens e´ retransmitir a mensagem. As
propriedades que definem os modelos de falhas esta˜o caracteriza-
dos abaixo:
• Fair-Loss Links: a propriedade Fair-Loss Links garante
que o canal de comunicac¸a˜o na˜o perdera´ sistematicamente
as mensagens enviadas. Mais precisamente, o canal pode
ser caracterizado pelas seguintes propriedades (GUERRA-
OUI; RODRIGUES, 2006):
– FL1: se uma mensagem m e´ enviada infinitamente
pelo processo pi para o processo pj , e nem pi ou pj
sofre crash, enta˜o m e´ entregue um infinito nu´mero de
vezes por pj .
– FL2: se uma mensagem m e´ enviada em um nu´mero
finito de vezes pelo processo pi ao processo pj , enta˜o
m na˜o pode ser entregue infinitas vezes pelo processo
pj .
– FL3: se uma mensagemm e´ entregue pelo processo pj ,
enta˜o m foi previamente enviada para pj pelo processo
pi.
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Portanto, se nenhum dos processos remetente e destinata´rio
sofrem crash, e se a retransmissa˜o e´ mantida, certamente a
mensagem sera´ entregue.
• Stubborn Links: esta abstrac¸a˜o de comunicac¸a˜o esconde os
mecanismos de retransmissa˜o de mensagens usados pelos
processos, quando usam o modelo Fair-Loss Links para ga-
rantir que suas mensagens chegara˜o ao destino (GUERRA-
OUI; RODRIGUES, 2006). As propriedades abaixo devem ser
cumpridas:
– SL1: Stubborn delivery : supo˜e-se que pi e´ qualquer
processo correto que envia uma mensagem m para um
processo correto pj . Se pi na˜o sofre crash, enta˜o pj
entrega m um infinito nu´mero de vezes.
– SL2: No creation: se uma mensagem m foi entregue
por algum processo pj , enta˜o a mensagem m foi pre-
viamente enviada a pj por algum processo pi.
• Perfect Links: caracteriza-se por uma melhoria no modelo
stubborn links onde sa˜o adicionados mecanismos para detec-
tar e suprimir mensagens duplicadas (GUERRAOUI; RODRI-
GUES, 2006). Sa˜o caracterizados pelas propriedades abaixo:
– PL1: Reliable delivery : se um processo pi envia uma
mensagem m a um processo pj , e nem pi ou pj sofre
crash, enta˜o pj recebera´ m.
– PL2: No duplication: nenhuma mensagem e´ entregue
por um processo mais de uma vez.
– PL3: se a mensagem m foi entregue por um processo
pj , enta˜o m foi previamente enviada a pj por algum
processo pi.
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2.1.2 Especificac¸o˜es sobre Broadcast
Nesta sec¸a˜o apresentaremos algumas especificac¸o˜es sobre
envio confia´vel, onde sera˜o consideradas confia´veis as mensagens
que satisfizerem as seguintes propriedades: (i) todos processos
corretos concordam no conjunto de mensagens que eles entre-
gam, (ii) todas as mensagens enviadas por processos corretos sa˜o
entregues, e (iii) nenhuma mensagem espu´ria e´ entregue.
Embora essas propriedades possam ser suficientes para al-
gumas aplicac¸o˜es, nenhuma ordem na entrega de mensagens e´
imposta no modelo confia´vel. Em algumas aplicac¸o˜es a ordem
e´ importante. Quando a ordem necessita ser respeitada e´ pre-
ciso utilizar modelos mais confia´veis como: FIFO Broadcast ou
Atomic Broadcast.
Informalmente, Reliable Broadcast requer que todos pro-
cessos corretos entreguem o mesmo conjunto de mensagens (agre-
ement), e que estejam inclusas neste conjunto todas as mensa-
gens enviadas pelos processos corretos (validity) sem mensagens
espu´rias (integrity) (HADZILACOS; TOUEG, 1994). Formalmente
Reliable Broadcast e´ definido utilizando duas primitivas: broad-
cast e deliver, e satisfaz as seguintes propriedades:
• Validity : se um processo correto envia uma mensagem m,
enta˜o certamente ela sera´ entregue (deliver).
• Agreement : se um processo correto entrega a mensagem m,
enta˜o todos processos corretos entregara˜o m.
• Integrity : para qualquer mensagem m, todo processo cor-
reto entrega a mensagem m ao menos uma vez, e somente
se m foi previamente enviada pelo remetente.
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• Validity : juntamente com Agreement asseguram que toda
mensagem enviada por um processo correto sera´ entregue
por todos os processos corretos (HADZILACOS; TOUEG, 1994).
Na ordem FIFO (FIFO Broadcast) os processos corretos
devem entregar as mensagens na mesma ordem em que foram en-
viadas. A propriedade FIFO consiste de: se um processo envia
uma mensagem m antes da mensagem m’, enta˜o nenhum pro-
cesso correto entrega a mensagem m’ sem antes ter entregado a
mensagem m (HADZILACOS; TOUEG, 1994).
A ordem causal assegura que uma mensagem na˜o e´ entre-
gue ate´ que todas as mensagens de que possivelmente depende
tenham sido entregues. O protocolo que garante ordem causal na
entrega das mansagens e´ conhecido como Causal Broadcast e e´
definido como um reliable broadcast que satisfaz:
• Causal Order : se o envio causal de uma mensagem m pre-
cede o envio de uma mensagem causal m’, enta˜o nenhum
processo correto pode entregar m’ antes de ter entregue m.
A ordem causal e´ uma generalizac¸a˜o da ordem FIFO, sendo
que, pode ser definida como a equivaleˆncia da ordem FIFO
e ordem local (Local Order) (HADZILACOS; TOUEG, 1994).
• Local Order : se um processo envia uma mensagem m e um
processo entrega m antes de enviar m’, enta˜o nenhum pro-
cesso correto pode entregar m’, salvo se ja´ tenha entregado
m.
O Atomic Broadcast requer que todos processos corretos
entreguem todas as mensagens na mesma ordem. Os requisitos de
acordo e ordem total do atomic broadcast implicam que processos
corretos certamente entregara˜o a mesma sequeˆncia de mensagens
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(HADZILACOS; TOUEG, 1994). O Atomic Broadcast satisfaz o
seguinte requisito:
• Total Order : se os processos corretos p e q entregam a
mensagem m e m’, enta˜o p entrega m antes de m’ se e
somente se q entregar m antes de m’.
2.1.3 Especificac¸o˜es sobre Tempo
Em ambientes distribu´ıdos diversos modelos de sincronia
sa˜o definidos na literatura. Algumas aplicac¸o˜es necessitam co-
nhecer de antema˜o os tempos do sistema, sendo esses: tempo de
transmissa˜o de mensagens, processamento de mensagens, tempo
de resposta, processamento do algoritmo entre outros. Os mo-
delos ass´ıncrono, s´ıncrono e parcial s´ıncrono sera˜o detalhados a
seguir.
Um sistema ass´ıncrono consiste em na˜o fazer qualquer su-
posic¸a˜o de tempo sobre os canais de comunicac¸a˜o e processos
(GUERRAOUI; RODRIGUES, 2006). Isto e´, os processos e canais
de comunicac¸a˜o na˜o teˆm limites de tempo sobre sua execuc¸a˜o e
atrasos na comunicac¸a˜o, na˜o existem relo´gios f´ısicos limitando o
tempo gasto por um processo ou na transmissa˜o de mensagens.
Mas mesmo sem a existeˆncia de relo´gios f´ısicos, e´ poss´ıvel verificar
a ordem causal em que as mensagens foram enviadas, recebidas
e entregues. O tempo medido em func¸a˜o de ordem causal e´ co-
nhecido como logical time e esta noc¸a˜o de relo´gio e´ chamado de
logical clock (LAMPORT, 1978).
Nos ambientes s´ıncronos os tempos sa˜o conhecidos anteci-
padamente. Propriedades que definem sistemas s´ıncronos:
• Synchronous computation: existe um limite superior para
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o processamento do algoritmo. O limite de tempo tomado
por qualquer processo para executar suas tarefas deve ser
menor que o limite pre´-estabelecido.
• Synchronous communication: existe um limite superior na
transmissa˜o de mensagens. O per´ıodo de tempo entre o
envio e o recebimento de uma mensagem deve ser inferior
ao limite pre´-estabelecido.
• Synchronous physical clocks: processos sa˜o ajustados para
funcionarem com relo´gios f´ısicos. Existe um limite no qual o
relo´gio local pode se desviar do relo´gio global (relo´gio global
marca o tempo real).
Sistemas parcialmente s´ıncronos sa˜o vistos como um mo-
delo h´ıbrido, onde existem per´ıodos de sincronia e assincronia.
De modo geral, sistemas distribu´ıdos aparecem como sistemas
parcialmente s´ıncronos. Mais precisamente, para a maioria dos
sistemas conhecidos, e´ relativamente fa´cil definir os limites de
tempo f´ısico que sa˜o respeitados a maior parte do tempo (GUER-
RAOUI; RODRIGUES, 2006). Pore´m, esses limites de tempos na˜o
sa˜o respeitados para sempre (per´ıodos de assincronia). Como
por exemplo, sobrecarga de rede e processos com escassez de
memo´ria (swap), podem levar o sistema a se comportar de forma
ass´ıncrona.
2.1.4 Consenso
O consenso pode ser definido de uma maneira simples como
os passos efetuados pelos processos para chegar a um acordo.
Todos os processos corretos no sistema devem chegar ao mesmo
resultado.
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Podemos especificar o consenso atrave´s de duas primitivas:
propose e decide. Para se alcanc¸ar consenso, cada processo pi no
sistema inicia em um estado na˜o decidido e propo˜e um u´nico
valor vi. Os processos se comunicam um com outro trocando
mensagens. Apo´s essa fase, cada processo escolhe por um valor
de decisa˜o di e entra em uma fase chamada decided, na qual o
valor na˜o pode mais ser alterado (COULOURIS et al., 2012).
Analisaremos treˆs variantes do consenso: regular, uniforme,
e randomiza´vel ou aleato´rio. O Consenso Regular acontece da se-
guinte forma: cada processo propo˜e um valor inicial para acordo
atrave´s da primitiva propose. Os processos trocam suas pro-
posic¸o˜es e no final devem chegar a um acordo. Todos os proces-
sos corretos decidem sobre um u´nico valor, atrave´s da primitiva
(decide) (GUERRAOUI; RODRIGUES, 2006). O consenso regular,
satisfaz as propriedades:
• P1: Termination: todo processo correto decide algum valor.
• P2: Validity : se um processo decide-se por v, enta˜o v foi
proposto por algum processo.
• P3: Integrity : nenhum processo decide duas vezes.
• P4: Agreement : dois processos corretos na˜o decidem dife-
rentemente.
O consenso uniforme e´ uma variante do consenso regular,
o qual difere na propriedade quatro (P4).
• P1 - P3: idem consenso regular.
• P4’: Uniform Agreement : dois processos na˜o decidem dife-
rentemente.
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O consenso randomiza´vel ou aleato´rio assegura as proprie-
dades integrity, agreement e validity do consenso uniforme e varia
na propriedade termination, onde e´ estipulado com uma proba-
bilidade 1 (um) que cada processo correto decidira´.
• A1: Termination: com probabilidade 1 (um), cada processo
correto decide algum valor.
• A2: Validity : se um processo decide por v, enta˜o v foi pro-
posto por algum processo.
• A3: Integrity : nenhum processo decide duas vezes.
• A4: Agreement : dois processos corretos na˜o decidem dife-
rentemente.
2.2 MEMO´RIA COMPARTILHADA DISTRIBUI´DA
As Memo´rias Compartilhadas Distribu´ıdas (DSMs) permi-
tem que dados remotos sejam acessados como se fossem locais.
Isso e´ feito atrave´s do middleware DSM que captura as chamadas
de acesso aos dados e converte em acessos remotos. A granula-
ridade dos dados pode ser diferenciada. O cla´ssico trabalho de
(LI; HUDAK, 1989) descreve uma abordagem utilizando granula-
ridade de pa´gina, ou seja, um conjunto de blocos de memo´ria
de tamanho fixo e´ alocados para cada pa´gina. Todos os blocos
nesse sistema compo˜em uma u´nica pa´gina virtual dividida en-
tre os processadores que fazem parte do grupo. Os tratamentos
aos acessos paralelos a` dados compartilhados sa˜o tratados com
o uso expl´ıcito dos algoritmos de exclusa˜o mu´tua3. Cada acesso
e´ feito como se fosse local, todo acesso a dados locais que na˜o
3locks, Barreiras, Sema´foros, ...
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existirem retorna uma excec¸a˜o. Toda excec¸a˜o resulta na busca
e transfereˆncia da pa´gina faltante para onde surgiu a excec¸a˜o.
A questa˜o chave nas DSMs esta´ em como manter e localizar os
dados em diferentes re´plicas. Como descrito no trabalho de (LI;
HUDAK, 1989), os dois principais algoritmos sa˜o: baseados em
broadcast e direto´rio.
Na abordagem baseada em broadcast, quando um dado re-
moto e´ acessado, uma mensagem e´ enviada para todos partici-
pantes solicitando co´pia dos dados. Nessa abordagem nenhuma
informac¸a˜o precisa ser mantida a respeito dos dados comparti-
lhados, pois as mesmas sa˜o recuperadas a cada broadcast.
Na abordagem baseada em direto´rio, informac¸a˜o sobre os
dados compartilhados sa˜o mantidas em um direto´rio global dis-
tribu´ıdo. Em cada participante existe informac¸a˜o suficiente para
recuperar o dado na˜o encontrado localmente. Essa abordagem e´
dividida em treˆs organizac¸o˜es, sa˜o elas:
• Gerenciador Central: todas pa´ginas possuem o mesmo ge-
renciador, sendo que o mesmo mante´m o direto´rio global.
Cada acesso a pa´ginas faltantes e´ feito atrave´s do gerencia-
dor. Com o crescimento do nu´mero de re´plicas no sistema,
o gerenciador pode se tornar um gargalo. Para contornar
tal inconvenieˆncia, o gerenciador pode ser distribu´ıdo entre
os participantes.
• Gerenciador Distribu´ıdo Fixo: no gerenciador fixo, as in-
formac¸o˜es referente a`s pa´ginas sa˜o armazenadas de forma
distribu´ıda entre os participantes. Essa distribuic¸a˜o e´ feita
de forma fixa e nem sempre ideal. Os dados sa˜o particio-
nados entre os participantes, sendo que cada um mante´m
informac¸o˜es sobre um conjunto de pa´ginas.
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• Gerenciador Distribu´ıdo Dinaˆmico: no modelo dinaˆmico
cada pa´gina ao ser solicitada, passa a ser gerenciada pelo
solicitante, cada participante passa a ser o gerenciador cen-
tral dos dados solicitados.
Para contornar a dificuldade em tratar acessos concorren-
tes a dados com uso expl´ıcito de locks, surgiram as Memo´rias
Transacionais.
2.3 MEMO´RIA TRANSACIONAL
Os modelos tradicionais de controle de concorreˆncia ao
acesso a dados utilizam mecanismos de exclusa˜o mu´tua para li-
dar com acesso concorrente (locks, sema´foros). Os modelos que
utilizam locks na˜o sa˜o adequados em ambientes distribu´ıdos por
degradarem o desempenho da aplicac¸a˜o4 e tambe´m por causa-
rem problemas conhecidos na a´rea como: deadlock5, livelock6 e
inversa˜o de prioridade7.
Novas alternativas surgiram para mitigar essa deficieˆncia
no controle de concorreˆncia e sincronia de aplicac¸o˜es distribu´ıdas.
4Quando uma transac¸a˜o invoca um lock, outras transac¸o˜es que precisam
travar o objeto em questa˜o precisam esperar pela liberac¸a˜o do lock ; Ocasio-
nando perda de desempenho.
5Um deadlock ocorre quando dois processos esperam por recursos dife-
rentes em regio˜es cr´ıticas de forma circular. Por exemplo, a transac¸a˜o T1
aguarda pelo recurso B mas mante´m lock do recurso A e a transac¸a˜o T2
aguarda pelo recurso A mas mante´m lock do recurso B, ocasionando assim
uma espera circular.
6Livelocks sa˜o semelhantes a deadlocks pore´m as threads na˜o esta˜o blo-
queadas. Quando uma thread altera seu estado de pronto para que outra
thread possa ter progresso e essa thread altera seu estado para que a anterior
tenha progresso, acaba por nenhuma progredir. Seria como se duas pessoas
estivessem tentando passar em um corredor, e ambas esta˜o no mesmo lado,
cada pessoa muda de lado para que a outra possa passar mas o impasse
continua indefinidamente.
7Inversa˜o de prioridade acontece quando um processo de maior prioridade
e´ preemptado por um processo de menor prioridade.
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Como alternativa, foi concebido o termo Memo´ria Transacional,
inicialmente em hardware com o trabalho de Herlihy (HERLIHY;
MOSS, 1993). O modelo de Herlihy propunha um protocolo de
coereˆncia de cache em multiprocessadores. Com o avanc¸o nas pes-
quisas, Shavit e Touitou (SHAVIT; TOUITOU, 1995) propuseram
um novo modelo chamado Memo´ria Transacional em Software,
que ampliava o modelo antigo em hardware para um totalmente
em software.
2.3.1 Transac¸o˜es
O objetivo de uma transac¸a˜o e´ assegurar que todos os da-
dos gerenciados pela aplicac¸a˜o continuem em um estado consis-
tente mesmo quando acessados por mu´ltiplas transac¸o˜es e na pre-
senc¸a de faltas de crash (COULOURIS et al., 2012). Uma transac¸a˜o
pode ser especificada como um conjunto de operac¸o˜es indivis´ıveis
executadas pela aplicac¸a˜o sobre os dados por ela gerenciados. As
transac¸o˜es, por sua vez, sa˜o consideradas como execuc¸o˜es sequen-
ciais, onde uma transac¸a˜o na˜o percebe as alterac¸o˜es parciais feitas
por outra transac¸a˜o simultaˆnea. Por fim, as transac¸o˜es proveˆem
um mecanismo pelo qual clientes podem especificar sequeˆncias de
operac¸o˜es que sa˜o indivis´ıveis (atoˆmicas). Com isso, mesmo na
presenc¸a de outras transac¸o˜es, cada transac¸a˜o e´ vista pelo cliente
como uma operac¸a˜o sequencial.
2.3.2 Propriedades
A semaˆntica usada emmemo´ria transacional tem suas ra´ızes
nos sistemas de banco de dados. Em banco de dados, as proprie-
dades que definem uma transac¸a˜o sa˜o: atomicidade, consisteˆncia,
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isolac¸a˜o e durabilidade, mais conhecidos pelo acroˆnimo ACID.
Como a propriedade durabilidade na˜o existe em memo´ria transa-
cional, tem-se apenas as propriedades ACI.
• Atomicidade: consiste na execuc¸a˜o completa da transac¸a˜o
ou nada. Caso a transac¸a˜o na˜o possa ser executada por
completo, nada deve ser feito e qualquer alterac¸a˜o aos dados
efetuada pela transac¸a˜o abortada devem ser desfeitas (isso
se estiver utilizando direct-update).
• Consisteˆncia: garante que durante a execuc¸a˜o de uma transac¸a˜o,
as restric¸o˜es impostas pelo sistema na˜o sa˜o violadas. Por
exemplo: chaves prima´rias, restric¸o˜es, gatilhos ou outras
propriedades que podem ser configuradas ao banco de da-
dos. Antes do in´ıcio de cada transac¸a˜o o sistema se encontra
em um estado consistente. Por sua vez, sera˜o expostas duas
subdiviso˜es referentes a` consisteˆncia: forte e fraca:
– Consisteˆncia Forte: apo´s a atualizac¸a˜o completa8 de
um dado, os acessos subsequentes a esse dado sempre
retornara˜o o dado atualizado.
– Consisteˆncia Fraca: devido a janela de inconsisteˆncia9
que existe em algumas abordagens, pode acontecer que
o valor retornado na˜o seja o mais atual.
• Isolac¸a˜o: a propriedade isolac¸a˜o assegura que transac¸o˜es
concorrentes sa˜o vistas pelo sistema como transac¸o˜es se-
quenciais (LARUS, 2006). Sendo que uma transac¸a˜o na˜o in-
terfere nos dados de outra transac¸a˜o em tempo de execuc¸a˜o
8Dado alterado e confirmado (committed).
9Per´ıodo entre a atualizac¸a˜o de um dado e o momento em que ele sera´
garantidamente observado com seu valor mais atual, e´ definido como incon-
sistency window ou janela de inconsisteˆncia.
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(dependendo do modelo utilizado), somente apo´s a con-
firmac¸a˜o da transac¸a˜o e´ que os dados podem ser vistos pela
aplicac¸a˜o, ou seja, cada transac¸a˜o na˜o sabe da existeˆncia de
outra transac¸a˜o. A isolac¸a˜o possui duas subdiviso˜es: fraca
e forte:
– Isolac¸a˜o Fraca: as varia´veis que compo˜em o sistema
podem ser acessadas de dentro ou de fora de um bloco
transacional.
– Isolac¸a˜o Forte: as varia´veis dentro de uma transac¸a˜o
so´ podem ser acessadas de dentro de um bloco transa-
cional. Todas as operac¸o˜es fora de bloco atoˆmico sa˜o
convertidas automaticamente em operac¸o˜es transacio-
nais individuais (LARUS, 2006).
• Durabilidade: apo´s a confirmac¸a˜o de uma transac¸a˜o, suas
alterac¸o˜es devem ser permanentes (salvas em memo´ria dura´vel),
somente podendo ser alteradas por outra transac¸a˜o.
2.3.3 Memo´ria Transacional em Software
Os Sistemas de Memo´ria Transacional em Software (STMs)
podem ser vistos como um sistema de acesso a dados concorrente
na˜o bloqueante. Em STM os programadores na˜o precisam se pre-
ocupar com mecanismos expl´ıcitos de controle de concorreˆncia,
apenas necessitam delinear qual parte do co´digo deve ser tratado
como concorrente. Pode ser definido como uma abstrac¸a˜o que
pretende facilitar o desenvolvimento de aplicac¸o˜es concorrentes.
Os algoritmos de sincronizac¸a˜o na˜o bloqueantes sa˜o classi-
ficados em treˆs principais categorias. Sa˜o elas: wait-freedom, lock-
freedom e obstruction-freedom (MARATHE; SCOTT, 2004). Essas
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propriedades determinam o progresso em sistemas concorrentes:
• Obstruction-freedom (HERLIHY; LUCHANGCO; MOIR, 2003)
e´ a mais fraca garantia de progresso em algoritmos de sin-
cronizac¸a˜o na˜o bloqueantes, exclui a ocorreˆncia de dea-
dlock mas livelocks podem ocorrer. Para um algoritmo ser
obstruction-freedom, em algum momento da execuc¸a˜o do
programa, uma u´nica thread executara´ suas operac¸o˜es de
forma isolada com um limitado nu´mero de passos ate´ com-
pletar suas operac¸o˜es.
• Lock-freedom se encaixa como intermedia´rio, garantindo a
na˜o existeˆncia de livelock mas ainda pode ocorrer starvation
(MASSALIN; PU, 1992). Com lock-freedom e´ garantido que
ao menos uma thread termine suas operac¸o˜es.
• Wait-freedom (HERLIHY, 1991) e´ a mais forte no sentido
de garantir progresso em algoritmos de sincronizac¸a˜o na˜o
bloqueante concorrente. Com wait-freedom e´ garantido que
cada thread termine suas operac¸o˜es, na˜o levando em conta
os tempos de execuc¸a˜o de outras threads. Essa propriedade
exclui a ocorreˆncia de deadlock e inanic¸a˜o10 .
Ja´ os algoritmos de sincronizac¸a˜o bloqueantes garantem
consisteˆncia utilizando exclusa˜o mu´tua ou lock (MARATHE; SCOTT,
2004), o que em sistemas distribu´ıdos reduz muito o desempenho
e e´ dif´ıcil de implementar conforme a complexidade do sistema
aumenta.
Diferenc¸as entre transac¸o˜es em memo´ria e bases de dados:
Dados em BDs residem no disco mais do que em memo´ria. O
10Inanic¸a˜o e´ um problema encontrado em programac¸a˜o concorrente.
Acontece quando um processo e´ eternamente negado de acessar recursos
necessa´rios. Pode ocorrer devido ao escalonamento de processos por prio-
ridades, processos com baixa prioridade podem sofrer de starvation
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tempo de acesso em disco varia em torno de 5-10ms11(LARUS,
2006). Esse tempo e´ suficiente para executar milho˜es de ins-
truc¸o˜es em memo´ria, dependendo do processador. A memo´ria
transacional na˜o e´ persistente, ou seja, os dados na˜o se mante´m
ao te´rmino da aplicac¸a˜o. Em contraste, BDs precisam armazenar
os dados no disco antes da transac¸a˜o confirmar (commit) (LARUS,
2006).
Em memo´ria transacional o termo granularidade refere-se
a` unidade de armazenamento na qual o sistema de memo´ria tran-
sacional detecta conflitos. A maioria dos sistemas STM estendem
uma linguagem baseada em objetos e implementam granularidade
de objeto (LARUS, 2006). A granularidade de objeto detecta con-
flito de acesso aos objetos mesmo se as transac¸o˜es referenciam
diferentes campos. Existem outras granularidades como word e
block, onde a granularidade word detecta conflitos em acessos
conflitantes em palavras (word) ou um grupo fixo de palavras.
A granularidade block detecta conflitos em blocos de espac¸os de
memo´ria. Do ponto de vista do desenvolvedor, abordagens que
utilizam granularidade em objeto sa˜o mais simples de implemen-
tar do que granularidade por bloco (block) (LARUS, 2006). Mas
granularidade em palavra ou bloco permite ajustes mais precisos
no dado compartilhado do que por objeto.
Todo dado atualizado por uma transac¸a˜o deve de alguma
maneira refletir sua atualizac¸a˜o ao resto da aplicac¸a˜o ou aplicac¸o˜es
em um dado momento. Os modelos mais conhecidos e utiliza-
dos sa˜o: atualizac¸a˜o direta (Direct-Update) e tardia (Deferred-
Update).
• Direct-Update: na atualizac¸a˜o direta a transac¸a˜o modi-
11Somente Hard Disk Drives - HDD sem considerar Solid State Disk -
SSD.
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fica imediatamente os dados por ela acessados. Caso a transac¸a˜o
venha a ser abortada e´ necessa´rio o uso de te´cnicas para restaurar
(roll-back) os dados alterados. Esse me´todo utiliza sincronizac¸a˜o
expl´ıcita para prevenir que outras transac¸o˜es leiam ou escrevam
dados modificados (LARUS, 2006).
• Deferred-Update: na atualizac¸a˜o tardia os dados sa˜o alte-
rados utilizando uma co´pia privada do mesmo e, somente quando
a transac¸a˜o e´ confirmada, (commit), e´ que os dados sa˜o atua-
lizados e propagados para outras transac¸o˜es (LARUS, 2006). A
atualizac¸a˜o tardia pode aumentar o uso de memo´ria pelo uso de
co´pia privada dos objetos.
Quando um sistema executa mais de uma transac¸a˜o ao
mesmo tempo (concorrente), e´ necessa´rio algum mecanismo de
sincronizac¸a˜o para intermediar o acesso aos dados manipulados
por transac¸o˜es diferentes mas, usando os mesmos dados (LARUS,
2006). Um conflito ocorre quando duas transac¸o˜es concorrentes
executam operac¸o˜es no mesmo dado como detalhado na Tabela 1.
Quando isso ocorre, somente uma transac¸a˜o deve poder modificar
o dado de forma vis´ıvel permanetemente para outras transac¸o˜es.
As duas formas de controle de concorreˆncia mais conhecidos sa˜o
otimista e pessimista.
• No controle de concorreˆncia otimista, a detecc¸a˜o e resoluc¸a˜o
de conflitos podem acontecer apo´s o conflito ocorrer, de-
vendo ser detectado antes da confirmac¸a˜o (commit). Per-
mite assim que mu´ltiplas transac¸o˜es acessem um objeto con-
correntemente.
• No controle de concorreˆncia pessimista, ta˜o logo um conflito
e´ detectado ele e´ resolvido. Permite que uma transac¸a˜o te-
nha acesso exclusivo a um dado (bloqueio), deste modo pre-
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venindo que outras transac¸o˜es o acessem. Acesso exclusivo
a um dado pode levar a deadlocks, mas existem maneiras
de evita´-los.
A Tabela 1 identifica quando ocorre conflito entre dados
compartilhados.
Operac¸o˜es em transac¸o˜es
diferentes utilizando os
mesmos dados.
Conflito? Motivo.
Leitura - Leitura Na˜o
A ordem em operac¸o˜es de
(leitura - leitura) na˜o in-
terfere no resultado.
Leitura - Escrita Sim
A ordem em operac¸o˜es de
(leitura - escrita) afeta o
resultado.
Escrita - Escrita Sim
A ordem em operac¸o˜es de
(escrita - escrita) afeta o
resultado.
Tabela 1: Operac¸o˜es em transac¸o˜es concorrentes.
A propriedade isolac¸a˜o, como dito anteriormente, implica
que transac¸o˜es na˜o acessem dados de outras transac¸o˜es na˜o con-
firmadas. Por exemplo, caso a transac¸a˜o T1 leia o dado x e a
transac¸a˜o T2 escreva no dado x, sendo que T1 ≺ T2, temos uma
leitura-suja (Dirty read). Para contornar o problema de leitura-
suja, e´ necessa´rio detectar os conflitos inerentes as leituras e es-
critas. A detecc¸a˜o de conflitos entre transac¸o˜es pode ser de treˆs
formas:
• detected on open: acontece quando a transac¸a˜o declara
a intenc¸a˜o de acessar um objeto (opening ou acquiring) ou na
primeira refereˆncia do objeto na transac¸a˜o.
• detected on validation: a validac¸a˜o pode ocorrer a qual-
quer momento da execuc¸a˜o da transac¸a˜o, e consiste no exame dos
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dados que foram lidos ou atualizados por outra transac¸a˜o durante
sua execuc¸a˜o.
• detected on commit : acontece na fase de confirmac¸a˜o da
transac¸a˜o, consiste na verificac¸a˜o de conflitos com os dados lidos
ou atualizados por outras transac¸o˜es com a atual.
As duas abordagens de detecc¸a˜o de conflito mais conheci-
das sa˜o Early e Late. Na detecc¸a˜o de conflitos Early sa˜o utilizadas
as duas primeiras formas citadas acima detected on open e detec-
ted on validation; a detecc¸a˜o de conflitos Late utiliza a u´ltima
forma detected on commit.
O mecanismo de gerenciamento de contenc¸a˜o e´ usado para
assegurar progresso e evitar livelock, starvation e promover justic¸a
em todo o sistema (SPEAR et al., 2009). A pol´ıtica utilizada
no gerenciador de contenc¸a˜o serve para resolver os conflitos em
transac¸o˜es, e sua pol´ıtica indica qual transac¸a˜o continuara´, qual
abortara´ ou aguardara´ (SPEAR et al., 2009). Tipicamente e´ defi-
nido de qual forma sera˜o alcanc¸ados atomicidade e isolac¸a˜o dos
dados, sendo elas eager acquire e lazy acquire as mais comuns.
As pol´ıticas mais populares sa˜o:
• Passive (SPEAR et al., 2009): a transac¸a˜o se auto-aborta
caso encontre conflito de escrita com uma transac¸a˜o concorrente.
• Agressive (III; SCOTT, 2004): o gerenciador de contenc¸a˜o
opta por ignorar todas notificac¸o˜es dos me´todos e sempre escolhe
por abortar uma transac¸a˜o conflitante. Embora essa abordagem
possa ser propensa a ocorreˆncia de livelock, ela forma uma base
para comparac¸a˜o com outras pol´ıticas de contenc¸a˜o.
• Polite (HERLIHY; LUCHANGCO, 2003): utiliza um expo-
nencial backoff para solucionar conflitos, proporcional a 2n nano
segundos, sendo que n e´ o nu´mero de tentativas que tentou con-
firmar a transac¸a˜o sem sucesso. Depois de 8 tentativas, a pol´ıtica
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Polite aborta a transac¸a˜o que esta´ competindo com ela.
• Karma (III; SCOTT, 2004): essa pol´ıtica verifica a quan-
tidade de trabalho ja´ realizado pela transac¸a˜o e, com base nesses
dados, opta ou na˜o por abortar a transac¸a˜o. A verificac¸a˜o pode
ser feita contando a quantidade de blocos abertos pela mesma
como uma estimativa do trabalho realizado. Nessa pol´ıtica e´
prefer´ıvel abortar uma transac¸a˜o que acabou de iniciar do que
uma mais antiga. Um rastreio dos blocos abertos e´ mantido pelo
gerenciador, a cada commit a prioridade da transac¸a˜o e´ setada
para zero, e a cada bloco aberto e´ incrementada a prioridade.
Quando um conflito e´ encontrado, e´ verificada a prioridade das
transac¸o˜es em questa˜o e abortada a de menor prioridade, mas a
cada transac¸a˜o abortada, a transac¸a˜o ganha um ponto, dando a
ela maior chance de ser conclu´ıda ao ser re-executada.
• Randomized (III; SCOTT, 2004): o me´todo mais simples
de contenc¸a˜o utiliza probabilidade 50/50, ou seja, entre duas
transac¸o˜es conflitantes, na˜o levam-se em conta qualquer crite´rio
de desempate; todas transac¸o˜es tem 50% de chance de confir-
mar. E antes de ser reiniciada, a transac¸a˜o aguarda um tempo
randoˆmico variando em valores fixos.
• Greedy (GUERRAOUI; HERLIHY; POCHON, 2005): cada
transac¸a˜o recebe um timestamp o qual rete´m mesmo se a transac¸a˜o
vier a abortar e reiniciar. Transac¸o˜es com timestamp mais ve-
lhos teˆm prioridade sobre transac¸o˜es com timestamp mais novos.
Cada transac¸a˜o possui um campo contendo o estado da transac¸a˜o:
active, committed ou aborted. Uma transac¸a˜o muda seu estado de
duas formas, de (active → committed) ou de (active → aborted)
utilizando CAS - (Compare-And-Swap).
• Eruption (III; SCOTT, 2004): semelhante ao gerenciador
de contenc¸a˜o Karma, utiliza o nu´mero de blocos abertos como
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uma medida grosseira de progresso. A cada bloco aberto com
sucesso, a transac¸a˜o ganha um ponto momentum (prioridade).
Consoante o nu´mero de blocos abertos aumenta, maior a proba-
bilidade de ela na˜o abortar.
• KillBlocked (III; SCOTT, 2004): o gerenciador marca uma
transac¸a˜o como bloqueada quando notificado pela primeira vez da
tentativa de abrir um bloco sem sucesso. O gerenciador aborta
uma transac¸a˜o concorrente quando; (a) a transac¸a˜o concorrente
tambe´m esta´ bloqueada, ou (b) o tempo ma´ximo de espera expi-
rou.
• KinderGarten (III; SCOTT, 2004): baseia-se no reveza-
mento de acesso aos blocos compartilhados. Para cada transac¸a˜o
T o gerenciador mante´m uma lista (inicialmente vazia) das transac¸o˜es
conflitantes nas quais T ja´ havia abortado. Em tempo de veri-
ficac¸a˜o de conflito, o gerenciador checa a transac¸a˜o conflitante
e aborta caso esteja na lista. Caso contra´rio, ele adiciona a
transac¸a˜o conflitante na lista e aguarda (backoff ) por um per´ıodo
de tempo. Se depois de um nu´mero fixo de backoffs a transac¸a˜o
conflitante ainda estiver aguardando, o gerenciador abortara´ a
transac¸a˜o T.
• TimeStamp (III; SCOTT, 2004): o gerenciador que uti-
liza a pol´ıtica de timestamp tenta ser o mais justo poss´ıvel com
as transac¸o˜es. O gerenciador registra a hora de in´ıcio de cada
transac¸a˜o. Quando o gerenciador encontra contenc¸a˜o entre as
transac¸o˜es T e Z, o timestamp e´ comparado como crite´rio de de-
sempate. Se o timestamp de T e´ anterior ao de Z, Z e´ abortada.
Apo´s ser abortada, o gerenciador aguarda por uma se´rie de inter-
valos fixos, e apo´s metade desse tempo, a transac¸a˜o Z e´ setada
como um poss´ıvel defunto. Se depois de um nu´mero ma´ximo
de intervalo a transac¸a˜o continuar sendo setada como defunto, o
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gerenciador abortara´ as outras transac¸o˜es e deixara´ a transac¸a˜o
setada como defunto ser confirmada. O objetivo do timestamp e´
evitar abortar transac¸o˜es antigas. Tambe´m e´ poss´ıvel distinguir
atrave´s da flag defunct as transac¸o˜es que esta˜o vivas das que ja´
foram abortadas.
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3 TRABALHOS RELACIONADOS
Esse cap´ıtulo sintetiza os trabalhos relevantes para a cons-
truc¸a˜o dessa dissertac¸a˜o. A Tabela 2 encontra-se ao final desta
sec¸a˜o e resume as principais caracter´ısticas dos trabalhos rele-
vantes em STM. Os pontos aqui abordados inicialmente focam
nos trabalhos individuais existentes e posteriormente retratam
as semelhanc¸as entre a proposta aqui apresentada e a literatura
existente. Os trabalhos que mais se assemelham a` abordagem
que sera´ apresentada sera˜o tratados mais profundamente.
3.1 JVSTM
JV STM (CACHOPO; RITO-SILVA, 2006) consiste em uma
biblioteca que implementa Memo´ria Transacional em Software
utilizando o conceito de caixas de versa˜o. O conceito de cai-
xas de verso˜es, ou snapshot, permite que transac¸o˜es concorrentes
acessem os mesmos itens do banco de dados, e conflitos sejam re-
solvidos1 somente na fase de confirmac¸a˜o. Cada caixa de versa˜o
conte´m os dados compartilhados e e´ etiquetada utilizando um
identificador2, como pode ser visto na Figura 2. As caixas de
versa˜o podem ser vistas como um histo´rico de valores que foram
atualizados por transac¸o˜es. Cada caixa pode conter mais de um
item de dados, sendo que o u´ltimo e mais atual e´ retornado ao
usua´rio, sendo que que o nu´mero de versa˜o identifica o item e na˜o
a caixa.
O protocolo executado pela JV STM captura o in´ıcio e
1Deferred-update, a verificac¸a˜o dos conflitos apenas e´ verificada na fase
de commit.
2Inteiro incrementado a cada transac¸a˜o confirmada.
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Figura 2: JVSTM caixas de versa˜o (CACHOPO; RITO-SILVA,
2006).
fim de uma transac¸a˜o atrave´s das primitivas Transaction.Begin()
e Transaction.Commit(). Cada nova transac¸a˜o cria em seu espac¸o
privado de memo´ria uma co´pia do dado que sera´ utilizado em sua
transac¸a˜o; o dado copiado e´ o da u´ltima transac¸a˜o confirmada.
Ao fazer a co´pia dos dados, um novo identificador e´ definido para
demarcar a nova caixa e esse identificador e´ armazenado no campo
version.
Apo´s a execuc¸a˜o da transac¸a˜o e´ necessa´rio fazer a va-
lidac¸a˜o dos dados que foram copiados para que a confirmac¸a˜o
(commit) possa ocorrer. Essa validac¸a˜o e´ feita utilizando CAS
(Compare-And-Swap), que por sua vez, compara a caixa de versa˜o
copiada na memo´ria privada com a caixa existente na memo´ria
pu´blica. Caso a transac¸a˜o venha a ser confirmada3, o identifica-
dor em questa˜o e´ setado com o da transac¸a˜o confirmada, e novas
transac¸o˜es buscara˜o os dados consoante o identificador definido.
Para a execuc¸a˜o de transac¸o˜es aninhadas, as atualizac¸o˜es
feitas pela transac¸a˜o pai sa˜o propagadas para as transac¸o˜es fi-
lhas, e assim sucessivamente. Transac¸o˜es aninhadas sa˜o sempre
confirmadas, e seu conjunto de escrita e´ agregado ao da transac¸a˜o
pai. Somente com a confirmac¸a˜o da transac¸a˜o pai e´ que os da-
dos modificados por transac¸o˜es aninhadas sa˜o propagados. Caso
3Na˜o existem conflitos, ou seja, o identificador e´ o mesmo da caixa copiada
com o existente.
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uma transac¸a˜o pai seja abortada, todas as transac¸o˜es aninhadas
tambe´m o sera˜o.
A vantagem de utilizar a JV STM esta´ no alto desempenho
em operac¸o˜es somente leitura, sendo que as mesmas na˜o abortam.
Transac¸o˜es somente leitura na˜o abortam visto que os objetos lidos
sa˜o capturados em um estado consistente dos dados. A biblioteca
JV STM foi implementada em Java, na˜o e´ distribu´ıda e trata
concorreˆncia entre transac¸o˜es que estejam executando na mesma
JVM.
3.2 D2STM
D2STM , (COUCEIRO; ROMANO, 2009), implementa um
sistema de Memo´ria Transacional em Software Distribu´ıdo to-
lerante a faltas de parada, utiliza difusa˜o atoˆmica, 1-copy seriali-
zability4 e e´ baseado no JVSTM. A Figura 3 mostra a arquitetura
do D2STM : a camada principal e´ o gestor de replicac¸a˜o, que faz
a coordenac¸a˜o entre as re´plicas para manter a semaˆntica de seri-
abilidade. A interceptac¸a˜o das indicac¸o˜es para iniciar e terminar
uma transac¸a˜o (begin e commit) e´ feita pelo gestor de replicac¸a˜o
tambe´m.
Cada in´ıcio de transac¸a˜o e´ capturado atrave´s das primi-
tivas Transaction.Begin e Transaction.Commit e sa˜o executadas
localmente. Ao capturar o in´ıcio de uma transac¸a˜o (Begin), uma
co´pia dos dados e´ feita conforme a lo´gica da JV STM e sua
execuc¸a˜o e´ iniciada. Apo´s a execuc¸a˜o local, a etapa de commit se
inicia, com isso a transac¸a˜o e´ verificada localmente. Caso a veri-
ficac¸a˜o local se confirme, a etapa de verificac¸a˜o global se inicia.
4Uma co´pia do objeto por nodo e os nodos corretos executam as mesmas
sequeˆncias de operac¸o˜es.
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Figura 3: Arquitetura de uma re´plica D2STM (COUCEIRO; RO-
MANO, 2009).
A fase de certificac¸a˜o global e´ feita utilizando filtro de Bloom,
detalhes sobre filtros de Bloom podem ser vistos no Cap´ıtulo 5
Sec¸a˜o 5.4. Apo´s a validac¸a˜o local, o gestor de replicac¸a˜o codifica
o conjunto de leitura em um filtro de Bloom, juntamente com o
conjunto de escrita, esse na˜o codificado e os envia por difusa˜o
atoˆmica para as re´plicas.
Nos protocolos de certificac¸a˜o sem votac¸a˜o5 cla´ssicos (PE-
DONE; GUERRAOUI; SCHIPER, 2003), as transac¸o˜es de escrita sa˜o
validadas em func¸a˜o da sua entrega atrave´s de difusa˜o atoˆmica
juntamente com seus conjuntos de leitura e escrita. Na D2STM ,
um mecanismo semelhante e´ utilizado; com o recebimento das
transac¸o˜es por difusa˜o atoˆmica, cada re´plica verifica se o fil-
tro de Bloom de uma transac¸a˜o conte´m algum item atualizado
por transac¸o˜es com um identificador de versa˜o maior. Caso isso
5Na certificac¸a˜o sem votac¸a˜o cada re´plica tem informac¸a˜o suficiente para
validar ou na˜o a transac¸a˜o.
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ocorra, a transac¸a˜o deve ser abortada; caso contra´rio, a mesma
pode ser confirmada. Essa verificaca˜o utilizando filtro de Bloom e´
feita transac¸a˜o a transac¸a˜o no buffer atoˆmico de transac¸o˜es. Lem-
brando que a execuc¸a˜o de uma transac¸a˜o se da´ em apenas uma
re´plica, e caso a transac¸a˜o venha a ser confirmada, seu conjunto
de escrita e´ repassado para as re´plicas atrave´s de difusa˜o atoˆmica.
Importante ressaltar que a thread que executou a transac¸a˜o e´ blo-
queada na fase de confirmac¸a˜o e so´ e´ desbloqueada ao final da
mesma.
As principais contribuic¸o˜es da D2STM esta˜o no modelo
utilizado para fazer a verificac¸a˜o de conflitos entre re´plicas. Nos
modelos tradicionais, os conjuntos de leitura e escrita sa˜o propa-
gados junto com a solicitac¸a˜o de confirmac¸a˜o. Na D2STM isso
e´ feito atrave´s da combinac¸a˜o da te´cnica de atualizac¸a˜o tardia
6 com a utilizac¸a˜o de filtro de Bloom como meio para detec-
tar conflitos de escrita/leitura. A utilizac¸a˜o de filtros de Bloom
pode ocasionar falsos positivos, ou seja, existe uma taxa de erro
em que a verificac¸a˜o pode resultar em aborts que na˜o deveriam
ocorrer. Os falsos positivos apenas geram uma taxa maior de
aborts mas na˜o gera inconsisteˆncia. Uma caracter´ıstica perti-
nente da D2STM e´ que a mesma herda algumas peculiaridades
da JV STM , como a capacidade de na˜o abortar transac¸o˜es so-
mente leitura, weak-atomicity e opacity.
3.3 SPECULA
SPECULA, (PELUSO et al., 2012), utiliza o conceito de
predic¸a˜o para execuc¸a˜o de transac¸o˜es. A predic¸a˜o se baseia em
6Deferred update: a verificac¸a˜o dos conflitos apenas e´ verificada na fase
de commit.
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uma poss´ıvel entrega ordenada de mensagens determinada pela
rede. O SPECULA tolera faltas de parada e necessita que o pro-
tocolo atoˆmico de entrega de mensagens chegue ao seu fim para
que transac¸o˜es sejam definitivamente confirmadas. A arquitetura
de uma re´plica SPECULA pode ser vista na Figura 4.
Figura 4: Arquitetura de uma re´plica SPECULA (PELUSO et al.,
2012).
A re´plica SPECULA ao receber uma transac¸a˜o a executa
imediatamente. Logo apo´s executar a transac¸a˜o, a certificac¸a˜o
local se inicia, com isso as alterac¸o˜es se tornam vis´ıveis para ou-
tras transac¸o˜es preditivas7 sob a hipo´tese de que a validac¸a˜o fi-
nal levara´ a confirmac¸a˜o das transac¸o˜es preditivas. Com isso, e´
poss´ıvel encadear transac¸o˜es preditivas, pore´m, caso a verificac¸a˜o
global na˜o tenha sucesso, todas as transac¸o˜es preditivas devem
ser canceladas e o estado deve ser reposto para antes da predic¸a˜o.
No SPECULA apenas uma re´plica executa as transac¸o˜es,
e faz difusa˜o atoˆmica da sequeˆncia executada. Enquanto isso
7Transac¸o˜es preditivas sa˜o previso˜es das ordens de confirmac¸a˜o das
transac¸o˜es. Enta˜o as transac¸o˜es sa˜o postas em diferentes ordens de execuc¸a˜o
aumentando a previsibilidade de uma dessas poss´ıveis ordens se confirmar.
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acontece, outras re´plicas tambe´m executam as transac¸o˜es, e soli-
citam validac¸o˜es a` re´plica prima´ria onde a transac¸a˜o e´ executada.
As outras re´plicas seguem executando transac¸o˜es na ordem em
que chegam, e solicitam a certificac¸a˜o global a` re´plica principal.
As re´plicas secunda´rias ao receberem as respostas da re´plica prin-
cipal sobre a confirmac¸a˜o global, verificam se as predic¸o˜es esta˜o
corretas ou precisara˜o seguir a ordem atoˆmica estabelecida pelo
Atomic Broadcast. Caso a predic¸a˜o na˜o seja a mesma definida
pelo protocolo atoˆmico, as transac¸o˜es precisam ser abortadas.
Os trabalhos D2STM e SCert (Sec¸a˜o 3.7) ao iniciar a
fase de certificac¸a˜o bloqueiam a thread de execuc¸a˜o ate´ o te´rmino
da certificac¸a˜o local e global. Esse bloqueio na˜o acontece no
SPECULA e logo apo´s a certificac¸a˜o local a thread e´ desblo-
queada8. O SPECULA so´ tenta sincronizar transac¸o˜es quando
entra na fase de commit, ou seja, na˜o realiza ana´lise de transac¸o˜es
para verificar conflitos.
3.4 AGGRO
AGGRO, (PALMIERI; QUAGLIA; ROMANO, 2010), conta com
a entrega otimista de mensagens para execuc¸a˜o de transac¸o˜es, se-
melhante ao SPECULA. O otimismo encontrado no AGGRO
supo˜e que a ordem de execuc¸a˜o local de transac¸o˜es sera´ igual a`
ordem final de execuc¸a˜o. A partir dessa suposic¸a˜o, a ideia chave
por tra´s do AGGRO e´ buscar um limiar entre a execuc¸a˜o de
transac¸o˜es e a coordenac¸a˜o entre as re´plicas utilizando protoco-
los de ordem total juntamente com protocolo otimista. AGGRO
tolera faltas de parada. A arquitetura de uma re´plica AGGRO
pode ser vista na Figura 5.
8Logo apo´s o desbloqueio da thread, novas transac¸o˜es podem ser iniciadas.
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Figura 5: Arquitetura de uma re´plica AGGRO (PALMIERI; QUA-
GLIA; ROMANO, 2010).
Toda transac¸a˜o e´ repassada da camada de aplicac¸a˜o para
o gerenciador de transac¸o˜es (XM da Figura 5). O gerenciador
de transac¸o˜es utiliza dois buffers de transac¸o˜es: OPT-Delivered
e TO-Delivered, entrega otimista e total ordem respectivamente,
As transac¸o˜es ao serem entregues pelo protocolo otimista logo
sa˜o executadas. Os dados alterados pelas transac¸o˜es no AGGRO
podem estar em um de dois estados: Work-In-Progress9 (WiP) ou
Complete10. Dados sa˜o definidos como Work-In-Progress quando
atualizados pela primeira vez e que ja´ na˜o estejam nesse estado.
Quando um dado de escrita e´ marcado comoWiP uma verificac¸a˜o
e´ feita com as outras transac¸o˜es no sistema. A verificac¸a˜o se da´
para eliminar leituras sujas, sendo que, transac¸o˜es de leitura que
precedem transac¸o˜es de escrita no buffer de transac¸o˜es otimistas
sa˜o abortadas. Ao te´rmino de cada transac¸a˜o, uma chamada a
func¸a˜o Complete() e´ gerada, a transac¸a˜o e´ desmarcada de WiP e
definida como Complete.
Na fase de confirmac¸a˜o, a thread que executou a transac¸a˜o
fica bloqueada ate´ seu te´rmino (abort ou commit). Ao entrar na
9Transac¸o˜es no estado Work-In-Progress significam que esta˜o sendo exe-
cutadas.
10Transac¸o˜es no estado Complete significam que foram totalmente execu-
tadas, mas ainda na˜o confirmada.
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fase de confirmac¸a˜o o estado da transac¸a˜o se altera para Complete
e com isso suas alterac¸o˜es sa˜o propagadas para outras transac¸o˜es.
Com isso e´ poss´ıvel encadear a execuc¸a˜o de transac¸o˜es de forma
semelhante aos modelos de atualizac¸a˜o direta (direct-update). Pore´m,
a transac¸a˜o so´ termina quando o protocolo de ordem total chega
ao seu fim, sendo que a mesma ainda pode ser abortada.
Importante ressaltar que oAGGRO utiliza controle de con-
correˆncia baseado em locks, o que permite apenas uma linha de
execuc¸a˜o por transac¸a˜o. Na confirmac¸a˜o da suposic¸a˜o11 acima,
na˜o havera´ necessidade de re-execuc¸a˜o, caso contra´rio, as re´plicas
em que a ordem na˜o e´ a mesma tera˜o de re-executar as transac¸o˜es
na ordem imposta pelo protocolo atoˆmico.
3.5 OSARE
OSARE, (PALMIERI; QUAGLIA; ROMANO, 2011), executa
de forma especulativa um sub-conjunto das poss´ıveis ordens plaus´ıveis
seriais das transac¸o˜es. Assemelha-se ao modelo proposto por
AGGRO, pore´m ao inve´s de utilizar apenas uma linha de execuc¸a˜o
o OSARE utiliza algumas poss´ıveis ordens de execuc¸a˜o. Da
mesma forma que no AGGRO, o OSARE conta com dois buffers,
um para o recebimento especulativo de transac¸o˜es e outro que
conte´m o recebimento atoˆmico. As poss´ıveis ordens de execuc¸a˜o
sa˜o definidas a partir do buffer especulativo. Apo´s o te´rmino
do protocolo atoˆmico as ordens sa˜o comparadas, e caso a ordem
especulativa combine com a ordem final definida pelo protocolo
atoˆmico, essa ordem e´ confirmada. OSARE tolera faltas de pa-
rada e necessita do te´rmino do protocolo atoˆmico para confirmar
transac¸o˜es.
11Ordem final do protocolo atoˆmico e´ igual a ordem otimista / inicial.
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O cliente emite uma transac¸a˜o como no AGGRO. Toda
escrita feita durante a execuc¸a˜o da transac¸a˜o e´ armazenada em
um buffer que identifica os objetos que foram alterados. Antes da
leitura, o objeto e´ verificado se existe conflito de escrita-leitura,
isso e´ feito usando um buffer como identificador. A cada novo
conflito uma nova co´pia do objeto e´ gerada, onde as alterac¸o˜es
sa˜o feitas. As alterac¸o˜es feitas por uma transac¸a˜o ao seu te´rmino
sa˜o propagadas, caso estejam marcadas como completas, seme-
lhantemente a atualizac¸a˜o direta. A verificac¸a˜o de conflitos e´
feita a cada leitura, e caso conflitos existam uma nova linha de
execuc¸a˜o e´ criada para operar com o dado conflitante. A divisa˜o
faz com que uma linha siga utilizando os objetos do snapshot con-
firmado e outra siga pela linha que utiliza os objetos alterados
pela transac¸a˜o conflitante, simulando atualizac¸a˜o direta. A cada
nova linha de execuc¸a˜o, uma func¸a˜o de reordenac¸a˜o e´ chamada
para que o buffer de transac¸o˜es otimistas se assemelhe ao de or-
dem total. Apo´s o te´rmino do protocolo atoˆmico e´ poss´ıvel fazer
a validac¸a˜o e confirmac¸a˜o das transac¸o˜es. A confirmac¸a˜o e va-
lidac¸a˜o das transac¸o˜es seguem o modelo tradicional de verificac¸a˜o
dos conjuntos de leituras e escritas.
3.6 STR
STR, (ROMANO et al., 2010), e´ baseado na explorac¸a˜o mı´nima
das poss´ıveis ordens distintas e serializa´veis das transac¸o˜es rece-
bidas de forma otimista. Sua abordagem segue na mesma linha
dos trabalhos SPECULA e OSARE onde transac¸o˜es sa˜o exe-
cutadas logo que sa˜o recebidas, diferenciando-se na forma como
sa˜o geradas as poss´ıveis ordens especulativas por na˜o utilizar per-
mutac¸a˜o.
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A ideia chave e´ que ao final do protocolo atoˆmico havera´
uma ordem especulativa que combinara´ com a ordem definida
pelo protocolo atoˆmico. Sendo assim, somente ha´ a necessidade
de confirmar essa ordem, sem necessidade de re-executar. STR
tolera faltas de parada e utiliza o conceito de Speculative Poly-
graph na fase de validac¸a˜o de uma transac¸a˜o.
Figura 6: Arquitetura de uma re´plica STR (ROMANO et al., 2010).
O cliente interage com a camada do gerenciador de transac¸o˜es
especulativas (SXM), conforme a Figura 6, atrave´s da primitiva
invoke. Enta˜o o cliente emite sua transac¸a˜o, semelhante aos mo-
delos anteriores, onde existem dois buffers, um para a entrega
otimista e outro para ordem total. Quando o protocolo de or-
dem total comec¸a a entregar suas mensagens, com isso o buffer
otimista e´ preenchido e as transac¸o˜es iniciam sua execuc¸a˜o. A
cada leitura efetuada pela transac¸a˜o, uma verificac¸a˜o de conflitos
e´ disparada e caso existam conflitos, uma nova linha de execuc¸a˜o
e´ iniciada. Toda transac¸a˜o inicia em um snapshot correto, mas
a cada nova linha de execuc¸a˜o criada, um novo snapshot rela-
tivo e´ gerado. O snapshot relativo conte´m os dados conflitantes
atualizados, semelhante aos modelos onde atualizac¸a˜o direta e´
utilizado. Enta˜o assim a transac¸a˜o conflitante possui duas linhas
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de execuc¸a˜o, uma com o snapshot original e outra com o relativo.
Com a divisa˜o da linha de execuc¸a˜o, o mı´nimo poss´ıvel de ordens
distintas e´ alcanc¸ado, pois a cada nova leitura conflitante e´ gerada
outra linha de execuc¸a˜o para tratar o conflito encontrado. Apo´s
a execuc¸a˜o da transac¸a˜o e´ necessa´rio confirmar a mesma, sendo a
confirmac¸a˜o feita somente com o te´rmino do protocolo atoˆmico.
Com o fim do protocolo atoˆmico, havera´ uma ordem serial que
combinara´ com a ordem otimista definida durante a execuc¸a˜o das
transac¸o˜es. Com isso as transac¸o˜es sa˜o validadas e confirmadas,
consoante a ordem final imposta pelo protocolo atoˆmico. Apo´s a
confirmac¸a˜o da transac¸a˜o a resposta e´ encaminhada ao cliente.
Diferente das abordagens que utilizam permutac¸a˜o para
tentar definir qual sera´ a ordem final atrave´s da entrega otimista,
no STR, a busca pela ordem final e´ constru´ıda em tempo de
execuc¸a˜o, atrave´s da verificac¸a˜o de conflitos entre as transac¸o˜es.
Isso faz com que sempre exista uma ordem especulativa que se
encaixe com a ordem final.
3.7 SCERT
SCert, (CARVALHO; ROMANO; RODRIGUES, 2011), e´ um
protocolo de replicac¸a˜o que permite certificar transac¸o˜es de forma
otimista. Sua abordagem utiliza mecanismo semelhante a`s abor-
dagens anteriores para execuc¸a˜o otimista de transac¸o˜es, onde so-
mente apo´s o te´rmino do protocolo atoˆmico e´ que as transac¸o˜es
sa˜o finalmente confirmadas. Utiliza detecc¸a˜o de conflitos adian-
tada12 e propaga atualizac¸o˜es de transac¸o˜es que passaram a fase
de validac¸a˜o. Sua arquitetura esta´ representada na Figura 7.
Semelhante as propostas de STR, OSARE e AGGRO o
12Conflito e´ detectado logo que ocorre (early detection).
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Figura 7: Arquitetura de uma re´plica SCert (CARVALHO; RO-
MANO; RODRIGUES, 2011).
SCert inicia de forma especulativa, onde transac¸o˜es sa˜o iniciadas
logo que recebidas. A execuc¸a˜o de transac¸o˜es acontece sem a in-
terac¸a˜o entre re´plicas. Apo´s a execuc¸a˜o da transac¸a˜o, a mesma e´
validada localmente e caso a validac¸a˜o tenha sucesso os conjun-
tos de leitura e escrita sa˜o disseminados para as outras re´plicas
para que a validac¸a˜o global se efetive. Com a certificac¸a˜o global
da transac¸a˜o, os dados alterados pela mesma sa˜o feitos vis´ıveis
para as outras transac¸o˜es. Com isso novas transac¸o˜es no sistema
iniciam sua execuc¸a˜o utilizando o u´ltimo snapshot confirmado
especulativamente. Apo´s a execuc¸a˜o da transac¸a˜o, confirmac¸a˜o
local e global, a transac¸a˜o e´ marcada como confirmada especulati-
vamente. Transac¸o˜es que precedem transac¸o˜es que estejam mar-
cadas como confirmadas especulativamente e possuem conflitos
de dados sa˜o abortadas imediatamente. Ao te´rmino do protocolo
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atoˆmico, as transac¸o˜es sa˜o reordenadas conforme a ordem final
caso difiram. Por fim, as transac¸o˜es sa˜o confirmadas consoante a
ordem final.
SCert utiliza as primitivas begin, commit e abort para ini-
ciar, confirmar e abortar uma transac¸a˜o. No SCert transac¸o˜es
podem ser bloqueadas temporariamente.
3.8 GRANOLA
Granola, (COWLING; LISKOV, 2012), e´ uma infra-estrutura
para coordenac¸a˜o de transac¸o˜es que permite construir e executar
aplicac¸o˜es de forma confia´vel e distribu´ıda. O Granola proveˆ con-
sisteˆncia forte atrave´s da serializac¸a˜o e coordenac¸a˜o das transac¸o˜es
que sera˜o executadas. O modelo de transac¸o˜es encontrado no
Granola segue a mesma linha de transac¸o˜es pre´-declaradas, onde
na˜o existe interac¸a˜o com o cliente apo´s o envio da transac¸a˜o;
defini-se que o modelo realiza transac¸o˜es de uma rodada (one-
round13). Transac¸o˜es podem ser de treˆs tipos: single-repository,
coordinated, e independent transactions. A contribuic¸a˜o prima´ria
do Granola esta´ na execuc¸a˜o de transac¸o˜es independentes.
Figura 8: Granola Topologia (COWLING; LISKOV, 2012).
Granola possui clientes, reposito´rios e nodos, como pode
13Uma u´nica rodada de comunicac¸a˜o entre o cliente e os reposito´rios.
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ser visto na Figura 8 os reposito´rios comunicam-se uns com os
outros para coordenar suas ac¸o˜es. Cada reposito´rio e´ composto
por nodos que proveˆm as garantias necessa´rias ao protocolo. A
aplicac¸a˜o do cliente e´ composta por um proxy que direciona para
quais reposito´rios determinada transac¸a˜o deve ser emitida. Cada
transac¸a˜o e´ etiquetada com um identificador u´nico. Apo´s o re-
cebimento da transac¸a˜o, cada reposito´rio executa a transac¸a˜o de
forma isolada, ou seja, na˜o ha´ comunicac¸a˜o entre reposito´rios
nesse momento. Cada reposito´rio pode estar executando em um
de dois modos: timestamp mode e locking mode. No modo times-
tamp as transac¸o˜es sa˜o ordenadas em func¸a˜o da hora de chegada
e, para confirmar a mesma, os reposito´rios trocam os timestamps
antes de confirmar a transac¸a˜o para garantir que a ordem sera´
a mesma em todos reposito´rios. No locking mode as transac¸o˜es
so´ podem ser confirmadas se receberem confirmac¸a˜o positiva de
todos outros participantes (semelhante a` certificac¸a˜o total).
Logo que uma transac¸a˜o e´ confirmada, as transac¸o˜es que
possuem dados dependentes sa˜o todas abortadas, diferente dos es-
quemas de certificac¸a˜o convencional onde somente com o te´rmino
do protocolo atoˆmico a verificac¸a˜o de conflitos e´ feita. A aborda-
gem utilizada nessa dissertac¸a˜o na˜o permite que um cliente emita
mais de uma transac¸a˜o por vez; no Granola essa restric¸a˜o na˜o
existe.
3.9 DISTM
DiSTM (KOTSELIDIS et al., 2008) e´ um sistema de Memo´ria
Transacional em Software Distribu´ıda que executa transac¸o˜es de
acordo com o nu´mero de threads que foram definidas em cada
re´plica. Segundo os autores e´ um mecanismo onde pode-se fa-
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cilmente conectar diferentes me´todos para controle de contenc¸a˜o
remoto e local.
Clientes emitem transac¸o˜es, cada re´plica processa local-
mente suas transac¸o˜es e quando a mesma tenta modificar um ob-
jeto, uma co´pia local e´ feita e as modificac¸o˜es sa˜o feitas na co´pia.
A fase de validac¸a˜o e´ feita atrave´s dos me´todos validation() e
commit(). Com o primeiro me´todo (validation()) os conjuntos de
leitura e escrita sa˜o disseminados para todos os participantes, e
caso na˜o surjam conflitos, a transac¸a˜o e´ alterada de active para
commit. Com isso existem duas possibilidades, a primeira e´ dis-
seminar para os participantes os conjuntos de leitura e escrita
para validac¸a˜o global logo que a fase de validac¸a˜o ocorreu. Ou-
tro me´todo e´ primeiro adquirir a permissa˜o para confirmar e so´
enta˜o disseminar os conjuntos de leitura e escrita. A permissa˜o
vem do nodo responsa´vel por manter a ordem serial de execuc¸a˜o
das transac¸o˜es. Logo, o nodo responsa´vel pode se tornar um
gargalo do sistema.
DiSTM utiliza mecanismo centralizado para controle de
contenc¸a˜o. Na˜o tolera faltas de parada e na˜o utiliza meios oti-
mistas para o processamento de transac¸o˜es.
3.10 DMV
Distributed MultiVersioning (MANASSIEV; MIHAILESCU; AMZA,
2006), e´ um algoritmo de controle de concorreˆncia distribu´ıdo em
n´ıvel de pa´gina. O DMV permite diferentes nodos manipular es-
truturas de dados compartilhados em memo´ria de uma maneira
atoˆmica e serial. O DMV executa as transac¸o˜es em cima do sis-
tema de Memo´ria Compartilhada Distribu´ıda DSM - (Distributed
Shared Memory), atrave´s de modificac¸o˜es na camada de memo´ria
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compartilhada.
Figura 9: DMV visa˜o geral (MANASSIEV; MIHAILESCU; AMZA,
2006).
As principais modificac¸o˜es na camada de memo´ria compar-
tilhada distribu´ıda feitas pelo DMV sa˜o modificac¸o˜es que cap-
turam as primitivas de leitura e escrita. Com isso e´ poss´ıvel
verificar conflitos inerentes a acessos concorrentes. Caso conflitos
acontec¸am e para que somente um objeto modificado seja con-
firmado em todos os nodos, e´ necessa´rio obter um token u´nico
para que a escrita a esse objeto acontec¸a. O token e´ definido pelo
nodo mestre, como pode ser visto na Figura 9. O DMV ao inve´s
de utilizar locks distribu´ıdos como controle de concorreˆncia, usa
o modelo transacional para serializar as escritas de forma global.
Todas as escritas a dados sa˜o transformadas em transac¸o˜es.
O modelo utiliza um mecanismo de atualizac¸a˜o centrali-
zado chamado de escalonador para manter as atualizac¸o˜es con-
sistentes, semelhante ao trabalho de Kotselidis (KOTSELIDIS et
al., 2008). Pore´m, mecanismos centralizados incorrem em perda
de desempenho quando muitos nodos fazem parte do sistema. E´
importante ressaltar que o DMV apenas mante´m uma co´pia do
objeto por nodo, diferente do que aqui sera´ proposto, onde mais
de uma co´pia pode haver, sendo que uma e somente uma sera´
confirmada.
74
3.11 ANACONDA
Anaconda (KOTSELIDIS; LUJa´N, 2010) tem como objetivo
principal investigar a implementac¸a˜o de primitivas de sincronizac¸a˜o
em clusters baseado em Memo´ria Transacional. Utiliza RMI - Re-
mote Method Invocation para recuperac¸a˜o de objetos inter-nodo,
utiliza o protocolo lazy para validac¸a˜o remota e eager para va-
lidac¸a˜o local, onde uma transac¸a˜o e´ abortada logo que detecta
conflito, na˜o havendo necessidade de esperar pela fase de commit.
Implementa STM usando uma JVM - Java Virtual Machine por
nodo, e cada nodo pode executar va´rias threads. A comunicac¸a˜o
entre os nodos e´ feita atrave´s do ProActive framework.
Basicamente, a proposta altera as primitivas de sincro-
nizac¸a˜o do Java (locks) para que funcionem como Memo´ria Tran-
sacional em Software, ou seja, na˜o sa˜o mais utilizados locks para
garantir acesso a dados concorrentes, ao inve´s disso sa˜o utilizadas
transac¸o˜es como controle de concorreˆncia.
3.12 CLUSTER-STM
Cluster−STM (BOCCHINO; ADVE; CHAMBERLAIN, 2008)
foca em como particionar um conjunto de dados em uma grande
e escala´vel Memo´ria Transacional em Software. Cluster − STM
na˜o utiliza uma co´pia do objeto por nodo (1-copy-serializability),
o que faz e´ justamente o contra´rio, particiona os objetos de tal
forma que cada nodo deve manter o objeto. O particionamento
e´ feito atrave´s da atribuic¸a˜o a cada objeto de um nodo home ao
qual e´ responsa´vel por manter o dado atualizado. Semelhante a
abordagem que sera´ apresentada, Cluster− STM garante weak-
atomicity e difere na utilizac¸a˜o de mecanismos otimistas no pro-
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cessamento de transac¸o˜es.
3.13 SNAKE-DSTM
No Snake−DSTM , (SAAD; RAVINDRAN, 2011), e´ imple-
mentado um sistema distribu´ıdo utilizando o controle de fluxo do
Java RMI para conceber a capacidade de funcionar como uma
memo´ria transacional em software. No Snake-DSTM cada objeto
encontra-se no seu no´ de origem e, quando outro nodo necessita
acessa´-lo, faz uma chamada remota ao dono do objeto. O nodo
por sua vez pode fazer outra chamada remota, ate´ encontrar o
objeto. As chamadas sa˜o armazenadas em um grafo chamado
grafo de chamada e e´ semelhante ao Cluster-STM onde apenas
existe um processo em cada nodo por motivos de estabilidade.
Figura 10: Arquitetura de uma re´plica Snake DSTM (SAAD; RA-
VINDRAN, 2011).
O cliente emite uma transac¸a˜o ao nodo que ira´ inicialmente
receber a transac¸a˜o, como mostrado na Figura 10. Logo apo´s o
recebimento o nodo inicia a execuc¸a˜o da transac¸a˜o caso possua
autoridade sobre o objeto. Caso na˜o possua autoridade o dado e´
buscado remotamente. Ao final da execuc¸a˜o da transac¸a˜o, uma
mensagem de validac¸a˜o da mesma e´ encaminhada para todos par-
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ticipantes. Junto com a mensagem de validac¸a˜o da transac¸a˜o e´
anexado o conjunto de escrita, com isso, e´ poss´ıvel validar glo-
balmente a transac¸a˜o. Se todos nodos retornam positivamente,
a transac¸a˜o e´ confirmada. Apo´s a confirmac¸a˜o e´ retornado ao
cliente o resultado.
O protocolo de certificac¸a˜o consiste de votac¸a˜o, onde para
uma transac¸a˜o ser confirmada, e´ necessa´rio que todos os nodos
retornem positivamente a solicitac¸a˜o de commit. O protocolo
padra˜o14 utilizado pelo Snake − DSTM para confirmac¸a˜o de
uma transac¸a˜o na˜o suporta faltas de parada. Snake − DSTM
esta´ dispon´ıvel como parte do projeto HyFlow15.
3.14 RAM-DUR
RAM-DUR (SCIASCIA; PEDONE, 2012), Figura 11, e´ um
mecanismo de cache distribu´ıdo que permite um alto desempenho
e forte consisteˆncia dos dados. No modelo tradicional de bases de
dados distribu´ıda, os nodos apenas mante´m uma parte da base
de dados em memo´ria e caso um dado que na˜o esteja em cache
seja requerido, e´ necessa´rio fazer acesso a disco para recupera´-lo.
Na implementac¸a˜o de (SCIASCIA; PEDONE, 2012) a base de dados
e´ inteiramente dividida entre os nodos que compo˜em o sistema,
e caso um dado que na˜o esteja em um nodo seja requisitado, ao
inve´s de fazer acesso a disco, e´ feita a recuperac¸a˜o do dado pela
rede. Cada nodo executa otimisticamente as distintas operac¸o˜es
de cada transac¸a˜o emitida pelo cliente e na fase de confirmac¸a˜o,
e´ enviado atrave´s de broadcast para os outros nodos no sistema
o conjunto de escritas. Com isso e´ poss´ıvel fazer a certificac¸a˜o
14D2PC - Protocolo de confirmac¸a˜o de duas fases
15http://www.hyflow.org/
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da transac¸a˜o globalmente, somente necessa´rio para transac¸o˜es de
escrita. Apenas um nodo executa a transac¸a˜o, e caso ela venha
a ser confirmada, apenas as atualizac¸o˜es sa˜o enviadas para os
outros nodos. O modelo tolera faltas de parada.
Figura 11: RAM-DUR abstrac¸a˜o de nodos (SCIASCIA; PEDONE,
2012).
Os clientes teˆm acesso aos dados atrave´s de primitivas read
e write que sa˜o implementadas em cima das operac¸o˜es lookup e
apply respectivamente. A operac¸a˜o lookup e´ convertida para re-
trieve16 ou remote-read17. O servidor ao receber uma operac¸a˜o
de leitura faz busca local para verificar se o dado em questa˜o esta´
em memo´ria. Caso o dado na˜o esteja em memo´ria a operac¸a˜o e´
convertida para remote-read e o dado e´ recuperado do servidor
que possui o dado. Com isso o cliente pode fazer as alterac¸o˜es
que desejar no dado recuperado. Apo´s a execuc¸a˜o da transac¸a˜o
uma operac¸a˜o de commit e´ emitida para que a transac¸a˜o seja
confirmada. O mecanismo utilizado para verificar a possibilidade
de confirmac¸a˜o de uma transac¸a˜o segue o modelo deferred-update,
que por sua vez, somente em tempo de commit e´ que conflitos sa˜o
resolvidos. O protocolo RAM −DUR utiliza certificac¸a˜o atrave´s
da intersec¸a˜o do conjunto de escrita da transac¸a˜o que quer con-
16O dado esta´ em memo´ria e na˜o necessita ser recuperado de outro servidor.
17O dado na˜o esta´ em memo´ria e precisa ser recuperado remotamente.
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firmar com o conjunto de leitura de todas outras transac¸o˜es no
sistema. Se o resultado da intersec¸a˜o for vazio, enta˜o a transac¸a˜o
pode ser confirmada, as alterac¸o˜es sa˜o aplicadas ,(atrave´s da pri-
mitiva store), a` base de dados e a resposta e´ encaminhada ao
cliente.
RAM−DUR e´ focado em desempenho, recuperar um dado
que esta´ na memo´ria principal pela rede e´ algumas ordens de
magnitude mais ra´pido do que recupera´-los do disco. Os itens
que sa˜o frequentemente recuperados sa˜o armazenados em cache,
deste modo reduzindo tra´fego de rede. O mecanismo utilizado no
protocolo de terminac¸a˜o e´ baseado no Paxos (LAMPORT, 1998).
O conteu´do e ordem das transac¸o˜es sa˜o seguramente armaze-
nado pelo Paxos de forma dura´vel, sendo que, na˜o sera˜o perdidos
mesmo na presenc¸a de faltas.
3.15 ZHANG
Zhang (ZHANG; ZHAO, 2012), Figura 12, utiliza separac¸a˜o
do acordo da execuc¸a˜o. O modelo na˜o permite transac¸o˜es aninha-
das e todas as transac¸o˜es passam pelo cluster de acordo, no qual
faz a ordenac¸a˜o das requisic¸o˜es e encaminha para o cluster que
faz a execuc¸a˜o da transac¸a˜o STM, na˜o permitindo a execuc¸a˜o
em paralelo de transac¸o˜es na˜o conflitantes. Necessita de 3f+1
re´plicas para alcanc¸ar toleraˆncia a faltas Bizantinas, devido a se-
parac¸a˜o da execuc¸a˜o do acordo, sendo que o cluster que executa
as transac¸o˜es na˜o tolera faltas Bizantinas. Foi implementado uti-
lizando a biblioteca LSA-STM - A Lazy Snapshot Algorithm with
Eager Validation de (RIEGEL; FELBER; FETZER, 2006), que por
sua vez aborta transac¸o˜es somente leitura e utiliza Compare And
Swap na fase de validac¸a˜o. O algoritmo de sincronizac¸a˜o descrito
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no trabalho de Zhang (ZHANG; ZHAO, 2012) utiliza a propriedade
lock-freedom garantindo a auseˆncia de deadlock, mas permitindo
a ocorreˆncia de inanic¸a˜o.
Figura 12: Zhang arquitetura (ZHANG; ZHAO, 2012).
O funcionamento consiste da seguinte forma: o cliente en-
via uma requisic¸a˜o pre´-declarada ao cluster de acordo, que re-
cebe, ordena e envia as requisic¸o˜es totalmente ordenadas para o
cluster de execuc¸a˜o STM, que por sua vez executa a transac¸a˜o e
retorna ao cluster de acordo, no qual valida ou aborta ou reinicia
a transac¸a˜o.
A abordagem considerada por (ZHANG; ZHAO, 2012), assemelha-
se a` aqui apresentada pela parte bizantina do protocolo mas se
distingue pelos quesitos otimista onde na˜o faz suposic¸a˜o alguma
sobre. Aborto de transac¸o˜es somente leitura, execuc¸a˜o paralela
de transac¸o˜es, transac¸o˜es interativas e inanic¸a˜o.
3.16 CONSIDERAC¸O˜ES GERAIS
As abordagens Cluster − STM , D2STM , RAM −DUR,
e Zhang utilizam Atomic Broadcast (AB) desde o in´ıcio de sua
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execuc¸a˜o, na˜o levando em conta uma poss´ıvel ordenac¸a˜o das men-
sagens pela rede. Inicialmente a abordagem proposta nessa dis-
sertac¸a˜o e´ otimista, ou seja, na˜o ha´ a necessidade de um meca-
nismo de entrega de mensagens atoˆmico para execuc¸a˜o de transac¸o˜es,
quando operando de forma otimista e sem re´plicas maliciosas no
sistema.
Nos trabalhos AGGRO, STR, SPECULA, OSARE, e
SCert existe execuc¸a˜o otimista das transac¸o˜es, mas diferente da
proposta dessa dissertac¸a˜o, e´ necessa´rio que a ordem final de en-
trega das mensagens seja definida para que as transac¸o˜es pos-
sam ser confirmadas. Mais especificamente, o otimismo utilizado
em STR e´ baseado na completa explorac¸a˜o de todas as ordens
distintas plaus´ıveis recebidas pelo Optimistic Atomic Broadcast
(OAB), e OSARE utiliza um subconjunto das ordens distintas.
OMesobi utiliza abordagem semelhante aos trabalhos STR,
AGGRO, SPECULA e SCert onde transac¸o˜es sa˜o executadas
localmente logo que sa˜o recebidas, sem necessidade de troca de
mensagens inter-re´plica. E´ interessante notar que as abordagens
D2STM , SCert, STR, AGGRO e OSARE bloqueiam a thread
que executou a transac¸a˜o ate´ o final da fase de certificac¸a˜o. No
SCert e nessa dissertac¸a˜o, novas transac¸o˜es podem ser bloquea-
das temporariamente antes de serem executadas e liberada apo´s
a confirmac¸a˜o de outra transac¸a˜o ou pelo final do protocolo Bi-
zantino.
A semaˆntica de transac¸a˜o utilizada e´ weak atomicity, tra-
balhos que seguem nessa mesma linha sa˜o Cluster − STM e
D2STM . O crite´rio de consisteˆncia para replicac¸a˜o semelhante
e´ encontrado nos trabalhos D2STM , DMV , AGGRO, STR,
SPECULA, SCert e OSARE onde 1-copy serializability e´ utili-
zado. Em espec´ıfico, os trabalhos que seguem AGGRO como base
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(ver Tabela 2 coluna A-B) utilizam o conceito de ordens alternati-
vas serializa´veis, onde va´rias ordens seriais existem no sistema, e
somente uma e a mesma e´ confirmada em cada re´plica. Essa dis-
sertac¸a˜o utiliza te´cnica semelhante como mecanismo otimista no
processamento de transac¸o˜es. A te´cnica aqui utilizada permite
que mais de um histo´rico de execuc¸a˜o exista no sistema, mas
histo´ricos na˜o confirmados na˜o sa˜o vis´ıveis a` outras transac¸o˜es.
Os trabalhos Anaconda, D2STM , RAM −DUR utilizam
verificac¸a˜o global de conflito tardia com filtro de Bloom (BLOOM,
1970). Somente apo´s a detecc¸a˜o global de conflitos e´ que o
histo´rico de execuc¸a˜o pode ou na˜o ser confirmado. Essa dis-
sertac¸a˜o difere na fase de verificac¸a˜o de conflitos. A verificac¸a˜o
de conflitos local e´ feita atrave´s do PTA - Parallel Transactio-
nal Analyzer e a verificac¸a˜o de conflitos global e´ feita utilizando
protocolo de certificac¸a˜o total atrave´s do uso da te´cnica Compare
and Swap.
Diferente de DiSTM (KOTSELIDIS et al., 2008) que utiliza
mecanismos de exclusa˜o mu´tua e tickets na fase de confirmac¸a˜o
(commit) da transac¸a˜o, a abordagem aqui utilizada consiste de
um mecanismo de confirmac¸a˜o total semelhante ao encontrado em
Granola. A utilizac¸a˜o de exclusa˜o mu´tua na fase de confirmac¸a˜o
pode se tornar um gargalo para o sistema conforme o nu´mero de
clientes aumenta. DiSTM utiliza um ticket global que faz o papel
de gerenciador de contenc¸a˜o para detectar transac¸o˜es conflitantes
em diferentes nodos. Contenc¸a˜o aqui e´ verificado atrave´s do PTA
e sera´ explicado na Sec¸a˜o 4.4.4.
Semelhante a` proposta apresentada, STR, AGGRO, OSARE,
RAM −DUR e SCert na˜o necessitam do conhecimento a-priori
dos dados acessados por uma transac¸a˜o para sua execuc¸a˜o (transac¸o˜es
interativas, ver Sec¸a˜o 4.1). Utiliza-se para transac¸o˜es interativas,
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mecanismo semelhante ao RAM − DUR na fase de verificac¸a˜o
de conflitos entre transac¸o˜es, onde os conjuntos de leitura e es-
crita sa˜o enviados para cada re´plica. Diferente de RAM −DUR,
ao inve´s de utilizar atomic broadcast como mecanismo de va-
lidac¸a˜o, um modelo de certificac¸a˜o total e´ empregado. Adicio-
nalmente, a proposta trata da execuc¸a˜o simultaˆnea de transac¸o˜es
pre´-declaradas e interativas, sendo o cliente quem define qual uti-
lizar. Mecanismo semelhante ao Granola para certificac¸a˜o entre
transac¸o˜es e´ utilizado. No Granola e aqui e´ necessa´rio que to-
dos reposito´rios respondam positivamente a uma requisic¸a˜o de
commit. Utiliza-se mecanismo semelhante quando transac¸o˜es in-
terativas necessitam confirmar em paralelo: o desempate e´ feito
priorizando a transac¸a˜o com menor identificador (timestamp).
A grande maioria dos trabalhos sobre Memo´ria Transaci-
onal em Software na literatura, trata de faltas de parada crash
e, ate´ onde temos conhecimento, apenas o trabalho de Zhang
(ZHANG; ZHAO, 2012) lida com faltas Bizantinas. No entanto sua
estrutura e´ separada, onde o acordo e´ feito por um cluster utili-
zando 3f+1 re´plicas tolerante a faltas Bizantinas e outro cluster
utilizando 2f+1 re´plicas para tratar da execuc¸a˜o das transac¸o˜es
na Memo´ria Transacional em Software. No trabalho de Zhang,
transac¸o˜es somente leitura podem ser abortadas, na˜o utiliza a
alta probabilidade em que as mensagens sa˜o entregues pela rede
utilizando IP-Multicast e o conceito de transac¸o˜es interativas na˜o
e´ considerado.
Na proposta aqui apresentada, somente transac¸o˜es decla-
radas que possuem conflitos com outras transac¸o˜es declaradas
ou interativas sa˜o bloqueadas, sendo que, transac¸o˜es interati-
18Precisa esperar pela ordem final de entrega de mensagens para terminar.
19Existem 2f+1 re´plicas dentro de cada reposito´rio, onde c e´ o nu´mero de
reposito´rios.
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A-B Crash Byzantine Re´plica. A-L Modelo Validac¸a˜o
DMV Na˜o Na˜o Na˜o >= 1 Sim n/a Centr.
Cluster-
STM
Sim Na˜o Na˜o >= 1 n/a n/a n/a
DiSTM n/a Na˜o Na˜o >= 1 Sim n/a Centr.
Anaconda n/a Na˜o Na˜o n/a n/a n/a F. Bloom
Snake-
DSTM
n/a Na˜o Na˜o >= 1 n/a
Pre´-
declarado
Eleic¸a˜o
D2STM Sim Sim Na˜o >1 Na˜o
Pre´-
declarado
F. Bloom
RAM-
DUR
Sim Sim Na˜o >1 Na˜o Interativo F. Bloom
AGGRO Sim18 Sim Na˜o >1 Na˜o Interativo CAS
STR
Idem
AG-
GRO
Sim Na˜o >1 Na˜o Interativo CAS
SPECULA
Idem
AG-
GRO
Sim Na˜o >1 Sim Interativo CAS
SCert
Idem
AG-
GRO
Sim Na˜o >1 Sim Interativo CAS
OSARE
Idem
AG-
GRO
Sim Na˜o >1 Na˜o Interativo CAS
Granola Na˜o Sim Na˜o
(2f+1)*c
19 Na˜o
Pre´-
declarado
Eleic¸a˜o
Zhang Sim Sim Sim
3f+1;
2f+1
Sim
Pre´-
declarado
CAS
Tabela 2: Trabalhos relacionados. (A-B Atomic Broadcast, A-L
Aborta Leitura)
vas sa˜o temporariamente bloqueadas caso possuam conflito com
transac¸o˜es declaradas em execuc¸a˜o. A proposta se beneficia da
alta probabilidade das mensagens serem entregues em ordem pela
rede usando IP-Multicast (KEMME et al., 2003; PEDONE; SCHIPER,
1998); somente em caso de mensagens fora de ordem ou re´plicas
maliciosas e´ que o protocolo Bizantino inicia, na˜o necessitando
que a ordem final seja definida para a execuc¸a˜o das transac¸o˜es
no caso otimista. O protocolo desenvolvido nessa dissertac¸a˜o e
apresentado mais adiante foi constru´ıdo utilizando a biblioteca
JVSTM e preserva suas propriedades: weak-atomicity e opacity.
A JV STM e´ uma biblioteca que suporta controle de concorreˆncia
com mu´ltiplas verso˜es (MVCC - MultiVersioning Concurrency
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Control), foi criada por (CACHOPO; RITO-SILVA, 2006) e oferece
um excelente desempenho em operac¸o˜es somente leitura. Pore´m
a JV STM na˜o e´ distribu´ıda, sendo que, a coordenac¸a˜o e gereˆncia
das transac¸o˜es sera´ feita pelo protocolo que sera´ apresentado.
Algumas caracter´ısticas pertinentes a esta dissertac¸a˜o:
• O crite´rio de desempate utilizado e´ temporal, ou seja, ti-
mestamp;
• As caracter´ısticas impl´ıcitas encontradas na JVSTM sera˜o
preservadas, a saber, weak-atomicity e opacity ; A proprie-
dade weak-atomicity garante atomicidade entre transac¸o˜es,
e a propriedade opacity garante que todas as transac¸o˜es
observam um estado consistente do sistema. A garantia
opacity e´ alcanc¸ada atrave´s do uso de snapshots;
• A te´cnica de atualizac¸a˜o tardia (deferred-update) juntamente
com verificac¸a˜o local antecipada de conflitos sera´ empre-
gada; A verificac¸a˜o de conflitos antecipada sera´ tratada pelo
Analizador de Transac¸o˜es Paralelas - PTA. A verificac¸a˜o
global (deferred-update) utilizara´ mecanismo de certificac¸a˜o
total, onde todos os participantes devem concordar para
que uma transac¸a˜o seja confirmada de forma otimista; caso
contra´rio o protocolo Bizantino precisa ser iniciado. A ve-
rificaca˜o tardia (deferred-update) aqui empregada e´ seme-
lhante ao encontrado no trabalho de (LUIZ; LUNG; CORREIA,
2011), onde os conjuntos de leitura e escrita sa˜o encaminha-
dos na fase de certificac¸a˜o.
• Na proposta aqui apresentada, somente transac¸o˜es decla-
radas que possuem conflitos com outras transac¸o˜es decla-
radas ou interativas sa˜o bloqueadas, sendo que, transac¸o˜es
85
interativas sa˜o temporariamente bloqueadas caso possuam
conflito com transac¸o˜es declaradas em execuc¸a˜o.
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4 PROPOSTA
Este cap´ıtulo descreve as definic¸o˜es ba´sicas do sistema, pre-
missas consideradas para o protocolo e sua arquitetura. O proto-
colo inicialmente conta apenas com a execuc¸a˜o de transac¸o˜es pre´-
declaradas e e´ apresentado na Sec¸a˜o 4.3. O protocolo completo
permite a execuc¸a˜o de transac¸o˜es pre´-declaradas e interativas e
pode ser visto na Sec¸a˜o 4.4. A arquitetura aqui apresentada sera´
do modelo completo, a saber, Mesobi.
4.1 DEFINIC¸O˜ES BA´SICAS DO SISTEMA E PREMISSAS
E´ considerado um sistema distribu´ıdo ass´ıncrono cla´ssico,
consistindo de um conjunto arbitra´rio de clientes (na˜o infinito)
na˜o Bizantinos C = {c1, c2, ..., cn} e um conjunto finito de re´plicas
R = {r1, r2, ..., rn}. E´ assumido no modelo um n´ıvel parcial
de sincronia, onde o sistema se comporta de forma ass´ıncrona
em grande parte do tempo mas existem per´ıodos de estabilidade
(DWORK; LYNCH; STOCKMEYER, 1988). As re´plicas se comuni-
cam via passagem de mensagem e podem falhar de acordo com o
modelo de faltas Bizantinas (LAMPORT; FISCHER, 1982) em ate´
f re´plicas. A cardinalidade do conjunto de re´plicas consiste de
| R |≥ 3f + 1.
Uma re´plica e´ dita faltosa ou Bizantina quando se desvia
de suas especificac¸o˜es; uma re´plica faltosa pode parar de enviar
mensagens, enviar mensagens fora de ordem, omitir o envio ou
recebimento de mensagens, atrasar mensagens e corromper men-
sagens. Todas as mensagens sa˜o assinadas e trafegam em um
canal confia´vel.
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O protocolo suporta transac¸o˜es pre´-declaradas e intera-
tivas. Em transac¸o˜es pre´-declaradas, o cliente necessita enviar
todo co´digo transacional para as re´plicas1. Nas transac¸o˜es in-
terativas, o cliente interage com as re´plicas, enviando operac¸a˜o
por operac¸a˜o. As transac¸o˜es interativas teˆm prioridade sobre as
transac¸o˜es pre´-declaradas, sendo que em caso de confirmac¸a˜o si-
multaˆnea prevalecera´ a confirmac¸a˜o das transac¸o˜es interativas; as
transac¸o˜es pre´-declaradas sera˜o abortadas e tera˜o a execuc¸a˜o re-
agendada. A prevaleˆncia das transac¸o˜es interativas sobre as pre´-
declaradas deve-se pela facilidade de re-execuc¸a˜o das transac¸o˜es
pre´-declaradas, onde na˜o existe a necessidade de interac¸a˜o com o
cliente, sendo assim, mais “barato” re-executa´-las.
4.2 ARQUITETURA
A Figura 13 proveˆ uma visa˜o em alto n´ıvel da arquite-
tura composta em cada re´plica Mesobi. O componente comu-
nicac¸a˜o confia´vel do Mesobi recebe as solicitac¸o˜es do cliente e
faz a comunicac¸a˜o inter-re´plica. Todas as solicitac¸o˜es, ao serem
recebidas pelas re´plicas, sa˜o analisadas atrave´s do analisador de
transac¸o˜es paralelas (PTA); este mo´dulo e´ divido em duas partes,
uma espec´ıfica para transac¸o˜es interativas denominado Gerente
TI e outra espec´ıfica para transac¸o˜es pre´-declaradas denominado
Gerente TD. Os Gerentes TD e TI fazem a verificac¸a˜o de con-
flitos inerentes a`s transac¸o˜es em que esta˜o vinculados. Apo´s se-
rem analisadas, e caso na˜o possuam conflitos as transac¸o˜es sa˜o
encaminhadas para os executores de transac¸o˜es (JVSTM). Mais
detalhes sobre conflitos podem ser vistos na Sec¸a˜o 4.4. Os exe-
1Na pra´tica templates das transac¸o˜es sa˜o criados nas re´plicas e apenas os
paraˆmetros sa˜o enviados.
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cutores JVSTM sa˜o compostos por threads e cada transac¸a˜o e´
vinculada a uma thread. A certificac¸a˜o otimista e´ acoplada a
JVSTM e faz a captura dos me´todos de commit utilizado na ve-
rificac¸a˜o global de conflitos ou certificac¸a˜o total. Em caso de na˜o
sucesso na verificac¸a˜o global o controle e´ passado para o proto-
colo Bizantino. O protocolo Bizantino utilizado nesse trabalho
e´ o PBFT de (CASTRO; LISKOV, 1998) mas pode-se utilizar uma
implementac¸a˜o mais robusta, como o BFT-Smart de (BESSANI;
SOUSA; ALCHIERI, 2013). A biblioteca JVSTM permite bom de-
sempenho em operac¸o˜es somente leitura atrave´s da utilizac¸a˜o de
Multi Versioning Concurrence Control e na˜o e´ distribu´ıda.
Figura 13: Arquitetura de uma re´plica Mesobi.
4.3 PROTOCOLO OB-STM
Para melhor compreensa˜o, sera´ explicado o fluxo de operac¸a˜o
(Figura 14) junto com o algoritmo OB-STM (Sec¸a˜o 4.3.1).
Inicialmente o cliente envia uma transac¸a˜o a`s re´plicas (etapa
T.Begin Figura 14). O protocolo OB-STM suporta o recebimento
de transac¸o˜es declaradas que sa˜o definidas como Ti. Cada cliente
pode enviar apenas uma transac¸a˜o declarada por vez. Sera´ tra-
tada primeiramente a execuc¸a˜o otimista do protocolo OB-STM
e por conseguinte a execuc¸a˜o na˜o otimista. Com o recebimento
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da transac¸a˜o pelas re´plicas (linha 1 do Algoritmo 1) a transac¸a˜o
e´ anexada ao final da fila de transac¸o˜es. O conjunto de leitura
e escrita da transac¸a˜o e´ recuperado pela func¸a˜o GetWxRx. Logo
apo´s a recuperac¸a˜o do conjunto de leitura e escrita a func¸a˜o PTA
faz verificac¸a˜o de possibilidade de execuc¸a˜o (etapa PTA Figura
14), formalmente definida na linha 13 do Algoritmo 1. Caso con-
flitos na˜o surjam ou sejam detectados a transac¸a˜o pode ser exe-
cutada (etapa EXEC Figura 14, linha 17 do Algoritmo 1). Apo´s
a execuc¸a˜o da transac¸a˜o e´ necessa´rio confirmar a transac¸a˜o, isso
e´ feito atrave´s do protocolo de certificac¸a˜o total (etapa AskFor-
Commit linha 46 do Algoritmo 1). Na etapa AskForCommit uma
mensagem de confirmac¸a˜o da transac¸a˜o e´ enviada para todas as
re´plicas. Junto com a mensagem os identificadores (timestamp,
conjuntos de leitura e escrita, ordem.) da transac¸a˜o sa˜o envi-
ados. Cada re´plica ao receber uma mensagem AskForCommit
verifica utilizando as informac¸o˜es recebidas se a mesma pode ser
confirmada. A resposta de confirmac¸a˜o so´ e´ positiva se todas
informac¸o˜es contidas na transac¸a˜o solicitante condizerem com as
informac¸o˜es da transac¸a˜o na re´plica alvo (re´plica alvo entende-
se a re´plica para onde a solicitac¸a˜o de confirmac¸a˜o foi enviada.).
Caso a fase de confirmac¸a˜o tenha alcanc¸ado sucesso a transac¸a˜o e´
confirmada, com isso, os conjuntos de leitura, escrita e a transac¸a˜o
em si sa˜o removidos dos buffers (linhas 49, 50 e 51 do Algoritmo
1). Ao final do processo com sucesso a resposta e´ enviada ao
cliente (etapa Reply Figura 14, linha 52 do Algoritmo 1). Com
o envio para o cliente a pro´xima transac¸a˜o em espera e´ colocada
em execuc¸a˜o (linha 53 do Algoritmo 1).
Na execuc¸a˜o na˜o otimista, todos passos sa˜o ideˆnticos a
execuc¸a˜o otimista ate´ a fase de validac¸a˜o da transac¸a˜o, que e´
a fase AskForCommit. Com o recebimento de uma negac¸a˜o da
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Figura 14: Transac¸o˜es declaradas, execuc¸a˜o otimista.
solicitac¸a˜o de confirmac¸a˜o de uma transac¸a˜o (etapa AskForCom-
mit Figura 15), o protocolo Bizantino precisa ser iniciado (etapa
Pre-Prepare Figura 15, linha 39 do Algoritmo 1). O protocolo
Bizantino utilizado no OB-STM e Mesobi e´ o mesmo, a saber,
PBFT. Na mensagem de inicializac¸a˜o do protocolo Bizantino e´
anexada a mensagem de negac¸a˜o da transac¸a˜o e os histo´ricos par-
ciais de transac¸o˜es confirmadas e na˜o confirmadas. Com isso e´
poss´ıvel saber a veracidade do pedido e sincronizar os histo´ricos
inter-re´plicas. O me´todo utilizado para sincronizar os histo´ricos
pode ser visto na Sec¸a˜o 5.3.2. Apo´s a gerac¸a˜o da ordem pelo
protocolo Bizantino (linha 23 do Algoritmo 2) as transac¸o˜es sa˜o
re-executadas caso necessa´rio e confirmadas (etapa RE-EXEC Fi-
gura 15, linha 26 do Algoritmo 2). A re-execuc¸a˜o somente acon-
tece se a ordem imposta pelo protocolo Bizantino diferir da ordem
de execuc¸a˜o na re´plica. Logo que uma transac¸a˜o e´ confirmada a
pro´xima na lista de execuc¸a˜o e´ iniciada caso satisfac¸a as premissas
definidas na Sec¸a˜o 4.4.2 (linha 53 do Algoritmo 1).
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Figura 15: Transac¸o˜es declaradas, execuc¸a˜o na˜o otimista.
4.3.1 Algoritmo OB-STM
A Tabela 3 detalha as varia´veis utilizadas no algoritmo
OB-STM.
Tabela 3: Varia´veis OBSTM.
1:
QR . Replica Set
2:
QReply . Reply Set
3:
QT . Transaction Set, Pre-Declared
4:
QC . UUID-Client Set: unique identifier
5:
QWS . Write Set of Transactions
6:
QRS . Read Set of Transactions
7: BCO . Buffer Commit Order
8: f . Number tolerated faults
9: timeout . Timeout of wait replica response
4.4 PROTOCOLO MESOBI
Semelhante ao feito na Sec¸a˜o anterior para o protocolo com
transac¸o˜es declaradas, sera´ explicado o fluxo de operac¸a˜o (Figura
16) junto com o algoritmo Mesobi (Sec¸a˜o 4.4.1).
A Figura 16 detalha a interac¸a˜o cliente-re´plicas e re´plica-
re´plica. No Mesobi a solicitac¸a˜o do cliente pode ser de dois tipos:
pre´-declarada (Ti) ou interativa (TXi). Cada cliente pode ape-
nas enviar uma solicitac¸a˜o por vez, independente se pre´-declarada
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ou interativa. As transac¸o˜es pre´-declaradas e interativas sa˜o
definidas em forma de tuplas, e necessariamente precisam con-
ter: T = {Ti.B, Ti.Op1, ..., Ti.Opn, Ti.C} para as pre´-declaradas
e TX = {TXi.B, TXi.Op1, ..., TXi.Opn, (TXi.C ∨ TXi.A)} para
as interativas, onde B ≡ Begin, Op ≡ Operac¸a˜o, C ≡ Commit e
A ≡ Abort.
A execuc¸a˜o otimista e na˜o otimista das transac¸o˜es pre´-
declaradas, na auseˆncia de transac¸o˜es interativas, segue fluxo
ideˆntico ao protocolo OB-STM (ver Sec¸a˜o 4.3) (RIBEIRO; LUNG;
NETTO, 2013). O Mesobi e´ uma evoluc¸a˜o do protocolo OB-
STM onde transac¸o˜es interativas e pre´-declaradas concorrem pela
execuc¸a˜o, sendo que as transac¸o˜es interativas teˆm prioridade so-
bre as pre´-declaradas. Como o funcionamento do Mesobi na
presenc¸a de apenas transac¸o˜es pre´-declaradas e´ semelhante ao
do OB-STM, este funcionamento na˜o sera´ novamente explicado
(Sec¸a˜o 4.3). O Mesobi utiliza o conceito WiP - WorkInProgress,
semelhante ao utilizado por (PALMIERI; QUAGLIA; ROMANO, 2010),
diferindo no quesito propagac¸a˜o de atualizac¸a˜o de objetos (ver
Cap´ıtulo 3). Uma transac¸a˜o esta´ em andamento (WiP) se a
mesma ja´ foi iniciada e ainda na˜o foi conclu´ıda (entende-se por
conclu´ıda a execuc¸a˜o completa da transac¸a˜o e sua confirmac¸a˜o
com sucesso). Uma transac¸a˜o entra no estado WiP quando inicia
sua execuc¸a˜o, a ativac¸a˜o do modo WiP e´ definido pelo analisador
de transac¸o˜es paralelas (PTA). A cada nova operac¸a˜o recebida,
seus objetos sa˜o acrescidos a` lista de transac¸o˜es em progresso se a
operac¸a˜o foi posta em execuc¸a˜o. Os impasses ocorridos devido a`
entrada no modo WiP pelas transac¸o˜es sa˜o resolvidos pelos pro-
tocolos de confirmac¸a˜o otimista e Bizantino em caso de insucesso.
A a´rea sombreada na Figura 16b representa o PBFT - Pratical
Byzantine Fault Tolerance (CASTRO; LISKOV, 1998), utilizado
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na fase de resoluc¸a˜o de conflitos (mensagens fora de ordem ou
re´plicas maliciosas).
No caso de transac¸o˜es interativas, o cliente necessita efe-
tuar alguns passos a mais. Inicialmente o cliente requisita a`s
re´plicas o in´ıcio da transac¸a˜o (etapa TX.Begin, Figura 16). Cada
re´plica ao receber a solicitac¸a˜o de in´ıcio concatena a transac¸a˜o ao
seu referido buffer e retorna ao cliente o seu timestamp (ts) (li-
nha 1 do Algoritmo 4). A transac¸a˜o e´ definida como em execuc¸a˜o
(WiP), mas como ainda na˜o existem operac¸o˜es para essa transac¸a˜o,
na˜o influenciara´ outras transac¸o˜es pois seu conjunto de leitura e
escrita esta˜o vazios. O cliente espera por 2f + 1 respostas das
re´plicas contendo o ts em questa˜o. Com o ts de 2f +1 re´plicas, e´
poss´ıvel definir o valor que sera´ considerado pelo gerenciador de
contenc¸a˜o caso exista concorreˆncia entre transac¸o˜es interativas.
O ts utilizado segue o modelo proposto por (BAZZI; DING, 2004),
para evitar o crescimento arbitra´rio do espac¸o de enderec¸amento
por re´plicas maliciosas. Apo´s a definic¸a˜o do ts pelo cliente (etapa
TX.Begin, Figura 16), a primeira operac¸a˜o (TXi.Op) pode ser
enviada a`s re´plicas. O recebimento da operac¸a˜o na re´plica acon-
tece na etapa TX.Op, Figura 16, linha 6 do Algoritmo 4. Com
o recebimento da operac¸a˜o, o conjunto de leitura e o conjunto
de escrita sa˜o postos nos seus referidos buffers (linhas 7, 8 e 9
do Algoritmo 4). A operac¸a˜o somente e´ executada se na˜o hou-
ver conflitos com outras transac¸o˜es em execuc¸a˜o ou esperando
para ser executada (linha 12 do Algoritmo 4). A cada operac¸a˜o
executada pelas re´plicas um novo ts e´ retornado ao cliente para
determinar a ordem das operac¸o˜es; o gerenciador de contenc¸a˜o
utiliza o ts da primeira operac¸a˜o como crite´rio de desempate.
Apo´s o cliente terminar o envio de operac¸o˜es, e´ necessa´rio
enviar o comando de te´rmino da transac¸a˜o (TXi.C) (etapa TX.Commit
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Figura 16: Transac¸o˜es interativas: fluxo de operac¸a˜o otimista (a)
e na˜o otimista (b).
Figura 16). Ao receber do cliente a solicitac¸a˜o de confirmac¸a˜o
(linha 20 do Algoritmo 4) cada re´plica envia para o conjunto de
re´plicas no sistema (
∏R) uma mensagem de solicitac¸a˜o de per-
missa˜o de confirmac¸a˜o (A.F.C.) da transac¸a˜o em questa˜o (etapa
AskForCommit, Figura 16, linha 21 do Algoritmo 4). Cada
re´plica necessita receber a confirmac¸a˜o de todas as outras re´plicas
(certificac¸a˜o total), a saber 3f mensagens OK! (linha 39 do Al-
goritmo 5) para confirmar a transac¸a˜o de forma otimista. Caso
receba uma na˜o-permissa˜o (mensagem NOK!, etapa AskForCom-
mit, Figura 16b) devido a uma re´plica maliciosa ou transac¸o˜es
fora de ordem, o protocolo Bizantino precisa ser iniciado (etapa
Pre-prepare, Figura 16b, linha 42 do Algoritmo 5). O proto-
colo Bizantino, para evitar a sobrecarga imposta pelo consenso,
quando iniciado, define a ordem das transac¸o˜es pre´-declaradas e
interativas existentes nos buffers
∏T e ∏TX . Apo´s a definic¸a˜o
da ordem as transac¸o˜es sa˜o re-executadas caso necessa´rio e a res-
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posta e´ encaminhada ao cliente. Os crite´rios definidos para qual
histo´rico parcial deve ser confirmado, quais transac¸o˜es devem ser
ou na˜o abortadas/confirmadas, sera˜o explicados nas Sec¸o˜es 4.4.2
e 5.3.
4.4.1 Algoritmo Mesobi
Essa sec¸a˜o conte´m o algoritmo do protocolo Mesobi que e´
executado em cada re´plica. Os algoritmos foram divididos para
melhor enquadramento no texto e melhor compreensa˜o. A Ta-
bela 4 detalha as varia´veis utilizadas. No Algoritmo 3 e´ feita
ana´lise de conflitos entre transac¸o˜es interativas e pre´-declaradas
e execuc¸a˜o das transac¸o˜es pre´-declaradas. O Algoritmo 4 trata
a execuc¸a˜o das transac¸o˜es interativas. A verificac¸a˜o de possibili-
dade de confirmac¸a˜o das transac¸o˜es entre re´plicas e confirmac¸a˜o
das mesmas caso poss´ıvel, e´ detalhada no Algoritmo 5. Por fim,
o Algoritmo 6 define a ordem de confirmac¸a˜o das transac¸o˜es caso
mensagens estejam fora de ordem ou existam re´plicas maliciosas;
ale´m disso re-executa transac¸o˜es, aborta transac¸o˜es e define qual
sera´ a pro´xima a ser executada. O algoritmo Mesobi e´ citado na
Sec¸a˜o 4.4 onde e´ explicado em paralelo com a Figura 16.
4.4.2 Histo´rico, premissas e snapshot
O histo´rico de execuc¸a˜o, premissas e captura do snapshot
sera˜o explicados nessa sec¸a˜o. Para as abordagens otimista e pes-
simista, as definic¸o˜es abaixo se manteˆm.
O princ´ıpio da teoria de seriabilidade (BERNSTEIN; GOOD-
MAN, 1985) garante que a execuc¸a˜o do histo´rico H de transac¸o˜es
em todos os processos replicados e´ equivalente a` execuc¸a˜o de
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Tabela 4: Varia´veis Mesobi.
1:
QR . Replica Set
2:
QReply . Reply Set
3:
QT . Pre-Declared Transactions Set
4:
QWS . Pre-Declared Transactions Write Set
5:
QRS . Pre-Declared Transactions Read Set
6: BCO . Pre-Declared Buffer Commit Order
7:
QTXBegin . Interactive Transactions Begin Set
8:
QTXOp . Interactive Transactions Operation Set
9:
QTXCommit . Interactive Transactions Commit Set
10:
QXWS . Interactive Transactions Write Set
11:
QXRS . Interactive Transactions Read Set
12: f . Number of tolerated faults
13: timeout . Max time to wait for response of replicas
H em um ambiente na˜o replicado. O histo´rico de execuc¸a˜o H
(tambe´m conhecido como schedule) e´ definido sobre um con-
junto de transac¸o˜es T = {T1, T2, ..., Tn} e especifica um con-
junto de operac¸o˜es (podendo ser operac¸o˜es entrelac¸adas) dessas
transac¸o˜es. Cada transac¸a˜o e´ composta por uma tupla: T =
{B,Op1, ..., Opn, C}, e nas transac¸o˜es interativas as operac¸o˜es
devem ser enviadas uma-a-uma. Formalmente, um histo´rico com-
pletoHcT definido sobre um conjunto de transac¸o˜es T = {T1, T2, ..., Tn}
e´ um histo´rico de ordem parcial HpT = {ΣT ,≺H} onde:
(1) ΣT = ∪ni=1Σi. (2) ≺H⊇ ∪ni=1 ≺ Ti. (3) Para quaisquer
duas operac¸o˜es conflitantes Opi, Opj ∈ ΣT , ou Opi ≺H Opj , ou
Opj ≺H Opi.
A primeira condic¸a˜o declara que o histo´rico global de execuc¸a˜o
das operac¸o˜es e´ a unia˜o da execuc¸a˜o das operac¸o˜es individuais.
A segunda, define a relac¸a˜o de ordenac¸a˜o do histo´rico como um
super-conjunto das ordenac¸o˜es de operac¸o˜es individuais (a ordem
das operac¸o˜es dentro de cada transac¸a˜o e´ mantida). A terceira,
define a ordem em que as operac¸o˜es conflitantes sa˜o executadas
no histo´rico.
No Mesobi a execuc¸a˜o das operac¸o˜es de uma transac¸a˜o sa˜o
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respeitadas atave´s das premissas de execuc¸a˜o abaixo. Transac¸o˜es
na˜o conflitantes podem ter seus histo´ricos de execuc¸a˜o diferen-
ciados no sistema (visa˜o global), mas o resultado final sera´ o
mesmo (transac¸o˜es sem conflito a ordem de execuc¸a˜o na˜o e´ impor-
tante). Para melhor elucidar, e´ suposto que duas transac¸o˜es na˜o
conflitantes estejam executando em ordem distinta nas re´plicas.
Mesmo quando ha´ diferenc¸a no histo´rico global de execuc¸a˜o das
re´plicas: R1 = HcT = {T1, T2} e R2,3,4 = HcT = {T2, T1} o re-
sultado e´ o mesmo. O resultado final independe da ordem, pois
na˜o ha´ conflitos. Transac¸o˜es conflitantes devem ter sua ordem de
operac¸o˜es preservadas no sistema global.
A ordem serial imposta pelo Mesobi e´ garantida atrave´s
das seguintes premissas:
• (i) toda transac¸a˜o pre´-declarada que na˜o apresentar conflito
com transac¸o˜es interativas e pre´-declaradas (em execuc¸a˜o
ou na fila de execuc¸a˜o) pode ser executada de imediato;
• (ii) transac¸o˜es pre´-declaradas que tenham conflitos com
operac¸o˜es de transac¸o˜es interativas na˜o podem ser executa-
das de imediato;
• (iii) operac¸o˜es de transac¸o˜es interativas sa˜o executadas so-
mente se na˜o conflitarem com transac¸o˜es pre´-declaradas em
execuc¸a˜o ou que estejam marcadas como WiP.
As verificac¸o˜es das premissas (i) e (ii) encontram-se no Algoritmo
3, na func¸a˜o PTA (linha 1). A premissa (iii) e´ verificada no Algo-
ritmo 4, linha 12. O Mesobi utiliza weak snapshot isolation, que
permite transac¸o˜es somente leitura sejam feitas em um snapshot
que reflete um estado correto (committed) dos dados. O modelo
snapshot isolation que o Mesobi utiliza possui algumas variac¸o˜es.
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O snapshot e´ capturado no momento em que ocorre a primeira
operac¸a˜o (TXi.Op) emitida pelo cliente nas transac¸o˜es interati-
vas; o momento considerado consiste no momento sem conflitos,
onde a operac¸a˜o podera´ ser executada. Operac¸o˜es pre´-declaradas
somente leitura na˜o sa˜o abortadas, pois retornam os dados do
u´ltimo snapshot confirmado. Essas situac¸o˜es sa˜o exemplificadas
na Figura 17, onde o s´ımbolo ↓ deve ser interpretado como a
operac¸a˜o z = z + 1.
Figura 17: Transac¸o˜es interativas e pre´-declaradas: (a) sem con-
flito. (b) com conflito (TX1.Op ≺ T2.B). (c) com conflito
(T1.Op ≺ TX1.Op).
O caso otimista e´ representado na Figura 17 e detalha
as relac¸o˜es de conflitos entre transac¸o˜es interativas e declara-
das. Na Figura 17 quando visualizado commit deve ser enten-
dido que a transac¸a˜o passou por todos os passos da certificac¸a˜o
global. No detalhe (a), na˜o existem conflitos entre as transac¸o˜es,
pois na˜o existem operac¸o˜es entrelac¸adas (visa˜o local). Formal-
mente, HcT = {T1.Op, T1.C, T2.Op, T2.C, TX1.Op, TX1.C}2. E´
importante lembrar que o snapshot somente e´ capturado quando
a operac¸a˜o TX1.Op for recebida pela re´plica; nesse caso, como
(TX1.Op) na˜o possui conflitos, o snapshot e´ capturado. No de-
talhe (b), existe conflito entre as operac¸o˜es TX1.Op e T2.Op,
sendo assim, na˜o sera´ permitido que a transac¸a˜o T2 execute de
2As operac¸o˜es de Begin das transac¸o˜es interativas foram omitidas pois
na˜o influenciam na ana´lise de conflito.
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imediato, pois viola a premissa (ii). Somente apo´s o te´rmino
(commit|abort) da transac¸a˜o TX1 e´ que T2 sera´ executada. No
detalhe (c), existe conflito entre as operac¸o˜es T1.Op e TX1.Op,
sendo assim, a operac¸a˜o TX1.Op na˜o podera´ ser executada de
imediato, pois viola a premissa (iii). Somente apo´s o te´rmino
(commit|abort) da transac¸a˜o T1 e´ que TX1.Op sera´ executada.
Ressalta-se que no momento em que a operac¸a˜o TX1.Op foi re-
cebida pela re´plica havia conflito (seta pontilhada), e com isso o
snapshot na˜o poˆde ser capturado. Somente apo´s o (commit|abort)
da transac¸a˜o T1 e´ que o snapshot realmente sera´ capturado e a
operac¸a˜o da transac¸a˜o TX1.Op sera´ executada. Apo´s a execuc¸a˜o
das operac¸o˜es emitidas pelo cliente, o mesmo envia o comando
para te´rmino da transac¸a˜o e segue lo´gica da Sec¸a˜o 4.4 para con-
firmac¸a˜o de uma transac¸a˜o, a lembrar, certificac¸a˜o total atrave´s
de AskForCommit.
O caso na˜o otimista e´ retratado conforme as Figuras 18, 19,
e 20; suponha que a ordem de chegada das operac¸o˜es nas re´plicas
seja: R0,1 = {T1.B, T2.B, TX1.Op}, (note a precedeˆncia de che-
gada das transac¸o˜es declaradas) e R2,3 = {T2.B, T1.B, TX1.Op}3.
A transac¸a˜o T2 nas re´plicas R0,1 e a transac¸a˜o T1 nas re´plicas R2,3
na˜o podera˜o ser executadas de imediato pois na˜o atendem a` pre-
missa (i). Os histo´ricos parciais de operac¸o˜es na˜o confirmadas
das operac¸o˜es nas re´plicas R0,1 sa˜o diferentes das re´plicas R2,3, o
que viola a seriabilidade. Para fins de simplicidade, definiremos
que a re´plica R0 terminou a execuc¸a˜o de T1 primeiro. Apo´s o
te´rmino, uma mensagem chamada AskForCommit (AFC) e´ en-
viada para cada re´plica solicitando permissa˜o para confirmar T1.
Cada re´plica ao receber a mensagem AFC, verifica se a transac¸a˜o
3Para as transac¸o˜es pre´-declaradas o Begin e´ importante na ana´lise de
conflito, pois os conjuntos de leitura e escrita ja´ sa˜o conhecidos.
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pode ser confirmada. Devido a`s ordens de execuc¸a˜o distintas
entre as re´plicas R0,1 e R2,3, onde HpR0,1 = {T1.Op} e H
p
R2,3
=
{T2.Op}, uma mensagem de retorno contendo uma na˜o-permissa˜o
de confirmac¸a˜o sera´ gerada e devido a mensagem de na˜o con-
firmac¸a˜o, o protocolo Bizantino sera´ iniciado. O protocolo Bizan-
tino definira´ a ordem de execuc¸a˜o ou confirmac¸a˜o das transac¸o˜es
atrave´s de trocas de mensagens utilizando total order deliver
(TO-Deliver - PBFT). Apo´s a definic¸a˜o da ordem pelo proto-
colo Bizantino, as re´plicas corretas seguira˜o a definic¸a˜o imposta.
A ordem imposta nesse exemplo, levando em conta o l´ıder como
sendo R0,1 e´ T1, T2 e logo em seguida a operac¸a˜o da transac¸a˜o
TX, resumindo: {T1, T2, TX.Op}. Como o comando de te´rmino
(TX.Commit) ainda na˜o havia sido recebido e a transac¸a˜o intera-
tiva estava sem modificac¸o˜es as transac¸o˜es pre´-declaradas tiveram
sua execuc¸a˜o completa e logo em seguida a operac¸a˜o da transac¸a˜o
interativa poˆde ser executada. Com o te´rmino as respostas sa˜o
encaminhas aos clientes e novas transac¸o˜es podem ser enviadas
ao sistema.
A Figura 18 representa as transac¸o˜es pre´-declaradas e inte-
rativas, com conflito de dados antes do protocolo Bizantino para
as re´plicas R0,1 e a Figura 19 para as re´plicas R2,3.
A Figura 20 representa as transac¸o˜es pre´-declaradas e in-
terativas, com conflito de dados apo´s o protocolo Bizantino para
as re´plicas R0,1,2,3. O batch gerado pelo protocolo Bizantino sera´
definido em func¸a˜o das transac¸o˜es declaradas, pois nesse caso,
somente e´ conhecido a intenc¸a˜o de confirmar das transac¸o˜es de-
claradas. Com isso todas transac¸o˜es declaradas que esta˜o espe-
rando para executar e confirmar sera˜o executadas caso necessa´rio
e confirmadas. Apo´s a confirmac¸a˜o das transac¸o˜es declaradas
pelo protocolo Bizantino, a operac¸a˜o da transac¸a˜o interativa po-
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Figura 18: R0,1 Figura 19: R2,3
Figura 20: R0,1,2,3
dera´ ser executada.
A Figura 21 retrata o caso com re´plica maliciosa; a ordem
de recebimento das transac¸o˜es e´ a mesma em todas as re´plicas:
R0,1 ,2 ,3= {T1.B, TX2.Op, TX1.Op}; nesse exemplo transac¸o˜es
interativas e declaradas sa˜o conflitantes; conforme as premissas
(i) e (ii), a transac¸a˜o T1.B na˜o possui conflitos com as operac¸o˜es
TX1.Op e TX2.Op nem com outras transac¸o˜es declaradas, isso
permite com que T1 seja executada. Pore´m, enquanto T1 esta´ exe-
cutando, as operac¸o˜es das transac¸o˜es TX1 e TX2 chegam. Com
isso as operac¸o˜es da transac¸a˜o TX1 e TX2 devem esperar, con-
forme premissa (iii). Apo´s o te´rmino da execuc¸a˜o da transac¸a˜o
T1, caso na˜o existisse re´plica maliciosa (R3), o protocolo deveria
terminar, mas ao solicitar permissa˜o para confirmar a transac¸a˜o
T1, as re´plicas solicitantes recebem uma mensagem (NOK!); com
isso o protocolo Bizantino deve ser iniciado. O protocolo Bizan-
tino define a ordem e as re´plicas corretas seguem sua imposic¸a˜o.
Como anteriormente comentado, transac¸o˜es interativas sa˜o prio-
rizadas em relac¸a˜o as pre´-declaradas. Talvez na˜o perceba-se na
figura, mas a transac¸a˜o T1 sera´ confirmada devido ao seu in´ıcio
anterior a`s demais. Logo apo´s a confirmac¸a˜o da transac¸a˜o T1 as
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transac¸o˜es TX1 e TX2 capturam o snapshot para execuc¸a˜o de
sua operac¸a˜o. Por fim, apenas uma transac¸a˜o sera´ confirmada, a
que emitir a ordem de confirmac¸a˜o primeiro (commit).
Figura 21: Transac¸o˜es pre´-declaradas e interativas, com re´plica
maliciosa.
As relac¸o˜es de conflitos entre transac¸o˜es interativas e pre´-
declaradas sa˜o detectadas em func¸a˜o das seguintes condic¸o˜es:
para as operac¸o˜es interativas, o ponto importante sa˜o as operac¸o˜es
e para as pre´-declaradas o in´ıcio (Begin). Enta˜o, conflitos acon-
tecem se: Ti.B ≺ TXi.Op ou TXi.op ≺ Ti.B; nesses casos as
premissas (i, ii e iii) devem ser seguidas.
4.4.3 Ciclo de vida das transac¸o˜es
O ciclo de vida das transac¸o˜es e´ caracterizado pelo autoˆmato
representado na figura 22. As transac¸o˜es interativas sa˜o retrata-
das como TI e transac¸o˜es pre´-declaradas sa˜o retratadas como
TD. Inicialmente as transac¸o˜es sa˜o recebidas pelas re´plicas e
podem ser de dois tipos, TI ou TD. Apo´s o recebimento das
transac¸o˜es pelas re´plicas a verificac¸a˜o de conflitos e´ iniciada (etapa
PTA). A verificac¸a˜o de conflitos e´ feita utilizando os conjuntos de
leitura e escrita e pode ser melhor compreendido no algoritmo 3
linhas 4 e 7. Importante frisar que a verificac¸a˜o de conflitos e´
distinta entre transac¸o˜es interativas e pre´-declaradas. Para as
transac¸o˜es interativas apenas e´ necessa´rio fazer ana´lise de con-
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Figura 22: Ciclo de vida de transac¸o˜es interativas e pre´-
declaradas.
flitos com transac¸o˜es pre´-declaradas. Com as transac¸o˜es pre´-
declaradas, a ana´lise de conflitos e´ feita entre os dois tipo de
transac¸o˜es, a saber, interativa e pre´-declarada. Caso exista con-
flito com alguma transac¸a˜o existente nos buffers, a transac¸a˜o e´ co-
locada em espera (etapa wait/wake up). Na auseˆncia de conflitos,
a transac¸a˜o pode ser executada. Apo´s a execuc¸a˜o da transac¸a˜o,
para que suas alterac¸o˜es sejam propagadas, e´ necessa´rio fazer
o commit. Ao tentar fazer o commit, uma mensagem AskFor-
Commit ou AskForCommitInteractive e´ enviada (etapas A.F.C.
ou A.F.C.I.). Cada re´plica ao receber uma mensagem A.F.C.I.
ou A.F.C. inicia etapa de certificac¸a˜o. Na certificac¸a˜o, uma
transac¸a˜o e´ verificada sobre a possibilidade de ser confirmada,
caso seja poss´ıvel, uma mensagem (OK! ) e´ retornada, caso contra´rio
uma mensagem (NOK! ) e´ retornada. Com o recebimento de
3f mensagens OK!, a transac¸a˜o pode ser confirmada (etapas
Commit-TI ou Commit-TD). Ao receber uma mensagem NOK!
o protocolo Bizantino precisa ser iniciado. O protocolo Bizantino
define a ordem das transac¸o˜es existentes nos buffers de transac¸o˜es
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interativas e pre´-declaradas. Apo´s a execuc¸a˜o do protocolo Bizan-
tino a confirmac¸a˜o das transac¸o˜es interativas devem ser efetivadas
primeiro (etapa Commit-TI ). Com o te´rmino da confirmac¸a˜o das
transac¸o˜es interativas, as transac¸o˜es pre´-declaradas podem ser re-
executadas caso necessa´rio e confirmadas (etapas Re-Exec-TD e
Commit-TD). Por fim a resposta e´ enviada ao cliente (etapa Re-
ply) e as transac¸o˜es que esta˜o em espera sa˜o postas em execuc¸a˜o
caso satisfac¸am as premissas do sistema.
4.4.4 Analisador de Transac¸o˜es Paralelas - PTA
Cada nova transac¸a˜o que e´ recebida por uma re´plica deve
ser verificada em relac¸a˜o as outras transac¸o˜es que esta˜o em execuc¸a˜o
e nos buffers
∏T e ∏TX . Caso na˜o existam conflitos a transac¸a˜o
rece´m recebida pode ser executada. Caso conflitos existam, a
transac¸a˜o e´ colocada em espera.
Duas transac¸o˜es sa˜o ditas conflitantes se no seu conjunto
de escrita existe ao menos uma varia´vel em comum com o con-
junto de escrita ou leitura de outra transac¸a˜o. A verificac¸a˜o de
conflitos pode ser definida como segue: A transac¸a˜o ti com seu
conjunto de escrita WS(ti) e leitura RS(ti), e a transac¸a˜o tj com
seu conjunto de escrita WS(tj) e leitura RS(tj), sa˜o ditas confli-
tantes se qualquer uma das condic¸o˜es forem verdadeiras:
• (1) WS(ti) ∩ RS(tj) 6= ∅.
• (2) WS(tj) ∩ RS(ti) 6= ∅.
• (3) WS(ti) ∩ WS(tj) 6= ∅.
Essa verificac¸a˜o pode ser vista mais formalmente nos algo-
ritmos 1 e 3, em espec´ıfico na func¸a˜o PTA linhas 8 e 1 respecti-
vamente para OB-STM e Mesobi.
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Algoritmo 1 Replica OB-STM
1: upon: receive(〈 REQUEST, Ti, Ci 〉) from client
2:
QT ← enqueue(Ti, Ci)
3: Call GetWxRx(Ti, Ci)
4: Call PTA(Ti, Ci, false)
5: function GetWxRx(Ti, Ci)
6:
QWS ← QWS ∪ (getWriteSet(Ti), Ci)
7:
QRS ← QRS ∪ (getReadSet(Ti), Ci)
8: function PTA(Ti, Ci, Analyzed)
9: if (size(
QT ) >1 ) then
10: if (Analyzed = false) then
11: initExec = true
12: for all Tj ∈ QT i 6= j do
13: if (WS(Ti) ∩ RS(Tj) 6= ∅) ∨ (WS(Tj) ∩ RS(Ti) 6= ∅) ∨ (WS(Ti)
∩ WS(Tj) 6= ∅) then
14: initExec = false
15: break for all
16: if (initExec = true) then
17: Call EXEC(Ti, Ci)
18: else
19: if (size(BCO) >0 ) then
20: Call RE-EXEC(getFirstElement(BCO), Ci)
21: else
22: Call EXEC(getFirstElement(
QT ), Ci)
23: else
24: Call EXEC(Ti, Ci)
25:
26: upon: receive(〈ASKFORCOMMIT〉, T i, Ri, Ci) from replica
27: if (Ti can commit) then
28: ReliableUnicast(〈R-ASKFORCOMMIT〉,Ti, Ri, Ci, OK!)
29: else
30: ReliableUnicast(〈R-ASKFORCOMMIT〉, Ti, Ri, Ci, NOK!)
31: end if
32:
33: upon: receive(〈R-ASKFORCOMMIT〉, Ti, Ri, Ci, Reply) from replica
34: acceptCommit ← WaitForAcceptance(timeout)
35: if (acceptCommit = 3f) then
36: Call CommitT (Ti, Ci)
37: else
38: //Begin Byzantine protocol.
39: TO-Deliver(〈PRE-PREPARE〉, Ti, Ri, Ci, ORDER)
40: end if
41: function Exec(Ti, Ci)
42: set Ti as running
43: begin execution
44: if (Ti to try commit) then
45: set Ti as committing
46: ReliableMulticast(〈ASKFORCOMMIT〉, Ti, QR, Ci)
47: function CommitT(Ti, Ci)
48: Commit transaction Ti!
49:
QT ← dequeue(Ti, Ci)
50:
QWS ← QWS \ (getWriteSet(Ti), Ci)
51:
QRS ← QRS \ (getReadSet(Ti), Ci)
52: SendReliable(〈REPLY〉, Ri, Reply, Ci) . Send reply to client
53: Call PTA(getFirstElement(
QT ), Ci, true)
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Algoritmo 2 Byzantine Replica OB-STM
1: upon: receive(〈PRE-PREPARE〉, T i, Ri, Ci, ORDER) from replicas
2: if (PRE-PREPARE was accept) then
3: for all (R ∈ QR minus his own replica) do
4: TO-Deliver(〈PREPARE〉, T, Ri, Ci)
5: end for
6: end if
7: upon: receive(〈PREPARE〉, T i, Ri, Ci, ORDER) from replicas
8: if (PREPARE was accept) then
9: for all (R ∈ QR minus his own replica) do
10: TO-Deliver(〈COMMIT-ORDER〉, T i, Ri, Ci)
11: end for
12: end if
13:
14:
15: function Re-Exec(Ti, Ci)
16: set Ti as running
17: begin execution
18: if (Ti to try commit) then
19: BCO ← dequeue(Ti,Ci)
20: Call CommitT (Ti, Ci)
21: upon: receive(〈COMMIT-ORDER〉, T i, Ri, Ci, ORDER) from replicas
22: if (COMMIT-ORDER was defined) then
23: BCO ← enqueue(ORDER)
24: Tx ← getFirst(BCO)
25: if ((Tx 6= Ti) then
26: Call RE-EXEC (Ti, Ci)
27: else
28: if (Ti is running) then
29: wait Ti is committing
30: end if
31: Call CommitT (Ti, Ci)
32: end if
33: end if
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Algoritmo 3 Transac¸o˜es pre´-declaradas - Mesobi.
1: function PTA(Ti, Ci) . Make conflict analysis among all transactions
2: if (size(
QT ) > 1 ∨ size(QTXBegin) > 0) then
3: for all Tj ∈
QT i 6= j do
4: if (¬ ( WS(Ti) ∩ RS(Tj) = ∅ ∧ WS(Tj) ∩ RS(Ti) = ∅ ∧ WS(Ti)
∩ WS(Tj) = ∅ )) then
5: return false
6: for all TXi.Op ∈
QTXOp do
7: if (¬ ( WS(Ti) ∩ XRS(TXi) = ∅ ∧ WS(TXi) ∩ RS(Ti) = ∅ ∧
WS(Ti) ∩ XWS(TXi) = ∅ )) then
8: return false
9: Call EXEC-T(Ti, Ci)
10: upon: receive(〈REQUEST, Ti, Ci〉σ) from client
11:
QT ← QT ∪ (Ti, Ci)
12:
QWS ← QWS ∪ (getWriteSet(Ti), Ci)
13:
QRS ← QRS ∪ (getReadSet(Ti), Ci)
14: Call PTA(Ti)
15:
16: function Exec-T(Ti, Ci)
17: set WS(Ti) and RS(Ti) as WorkInProgress
18: Executes Ti atomically
19: set Ti as Commiting
20: ReliableMulticast(〈ASKFORCOMMIT〉,
21: Ti,
QR, Ci,WS,RS)
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Algoritmo 4 Transac¸o˜es interativas - Mesobi.
1: upon: receive(〈REQUEST − B, TXi.Begin, Ci〉σ) from client
2:
QTXBegin ← QTXBegin ∪(TXi.Begin, Ci)
3: set TXi as running
4: SendReliable(〈RSEQ-NUMBER〉, Ci, Ri, RTS) . Return Replica TS
(RTS) to client
5:
6: upon: receive(〈REQUEST −OP, TXi.Op, TXi.CTS,Ci〉σ) from client .
CTS - Client Timestamp
7:
QTXOp ← QTXOp ∪(TXi.Op, Ci)
8:
QXWS ← QXWS ∪ (getWriteSet(TXi.Op), TXi.CTS, Ci)
9:
QXRS ← QXRS ∪ (getReadSet(TXi.Op), TXi.CTS, Ci)
10: initExec ← true
11: for all Tj ∈
QT ∧ WiP(Tj) then
12: if (¬ ( (WS(Tj) ∩ XRS(TXi.Op) = ∅) ∧ (RS(Tj) ∩ XWS(TXi.Op)
= ∅) ∧ (WS(Tj) ∩ XWS(TXi.Op) = ∅) ) ) then
13: initExec ← false
14: stop for all
15: if (initExec)
16: EXEC-TX (TXi.Op)
17: else
18: Set TXi.Op as waiting until be informed of a commit.
19:
20: upon: receive(〈 REQUEST-C, TXi.Commit, Ci 〉σ) from client
21: ReliableMulticast(〈ASKFORCOMMIT −
TX, TXi.Commit,
QR, XWS,XRS〉σ)
22:
23: function EXEC-TX(TXi.Op)
24: Result← Execute (TXi.Op) . Execute an operation in an interactive
transaction
25: SendReliable(〈RSEQ−NUMBER,Ci, Ri, RTS,Result〉σ)
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Algoritmo 5 Certificac¸a˜o e confirmac¸a˜o - Mesobi.
1: upon: receive(〈ASKFORCOMMIT, Ti, Ri, Ci〉σ) from replica
2: if (Ti can commit) then . verification of conflicts, resembling lines 4
and 7 algorithm 3
3: SendReliable(〈R− ASKFORCOMMIT, Ti, Ri, Ci, ”OK!”〉σ)
4: else
5: SendReliable(〈R− ASKFORCOMMIT, Ti, Ri, Ci, ”NOK!”〉σ)
6:
7: upon: receive(〈ASKFORCOMMIT − TX, TXi, Ri, Ci〉σ) from replica
8: if (TXi can commit) then . verification of conflicts , resembling lines 4
and 7 algorithm 3
9: SendReliable(〈R−ASKFORCOMMIT −TX, TXi, Ri, Ci, ”OK!”〉σ)
10: else
11: SendReliable(〈R − ASKFORCOMMIT −
TX, TXi, Ri, Ci, ”NOK!”〉σ)
12: function Commit-T(Ti)
13: Commit transaction Ti!
14:
QT ← QT \ Ti
15:
QWS ← QWS \ (getWriteSet(Ti), Ci)
16:
QRS ← QRS \ (getReadSet(Ti), Ci)
17: Informs waiting TX.Ops a Transaction was committed
18: SendReliable(〈REPLY〉, Ri, Reply)
19: Call NEXT-T-EXEC()
20:
21: function Commit-TX(TXi)
22: Commit transaction TXi!
23:
QTXBegin ← QTXBegin \ TXi.Begin
24:
QXWS ← QXWS \ (getWriteSet(TXi), Ci)
25:
QXRS ← QXRS \ (getReadSet(TXi), Ci)
26:
QTXCommit ← QTXCommit ∪ TXi
27: SendReliable(〈REPLY〉, Ri, Reply)
28: Call NEXT-T-EXEC()
29:
30: upon: receive(〈R− ASKFORCOMMIT, Ti, Ri, Ci, Reply〉σ) from replica
31: acceptCommit ← WaitForAcceptance(timeout)
32: if (acceptCommit >= 3f) then
33: Call COMMIT-T (Ti)
34: else
35: TO-Deliver(〈PRE − PREPARE,Ri, Order,OrderTX, v, n, d〉σ)
36:
37: upon: receive(〈R−ASKFORCOMMIT −TX, TXi, Ri, Ci, Reply〉σ) from
replica
38: acceptCommit ← WaitForAcceptance(timeout)
39: if (acceptCommit >= 3f) then
40: Call COMMIT-TX (TXi)
41: else
42: TO-Deliver(〈PRE − PREPARE,Ri, Order,OrderTX, v, n, d〉σ)
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Algoritmo 6 Protocolo Bizantino - PBFT, Mesobi.
1: upon: receive(〈PRE−PREPARE,Ri,Order,OrderTX, v, n, d〉σ) from re-
plicas
2: if (PRE-PREPARE was accepted) then
3: for all (R ∈ QR minus his own replica) do
4: TO-Deliver(〈PREPARE,Ri,Order,OrderTX, v, n, d〉σ)
5:
6: upon: receive(〈PREPARE,Ri,Order,OrderTX, v, n, d〉σ) from replicas
7: if (PREPARE was accepted) then
8: for all (R ∈ QR minus his own replica) do
9: TO-Deliver(〈COMMIT−ORDER,Ri,Order,OrderTX, v, n, d〉σ)
10:
11: upon: receive(〈COMMIT −ORDER,Ri,Order,OrderTX, v, n, d〉σ) from
replicas
12: if (COMMIT-ORDER was accepted) then
13: BCO ← Order
14: Set all T ∈ BCO as Work in Progress (WiP)
15: for all (TXi ∈ OrderTX) do
16: if (TXi Can Commit) then
17: Call COMMIT-TX(TXi)
18: else
19: Call ABORT-TX(TXi)
20: Call NEXT-T-EXEC()
21: function Abort-TX(TXi)
22: Abort transaction TXi!
23:
QTXBegin ← QTXBegin \TXi.Begin
24:
QXWS ← QXWS \ (getWriteSet(TXi), Ci)
25:
QXRS ← QXRS \ (getReadSet(TXi), Ci)
26: SendReliable(〈REPLY〉, Ri, Reply)
27: Call NEXT-T-EXEC()
28:
29: function Re-Exec-T(Ti)
30: Begins Ti re-execution
31: BCO ← BCO \ Ti
32: Call Commit-T (Ti)
33:
34: function Next-T-EXEC( )
35: if (BCO > 0) then
36: Call RE-EXEC-T(getFirstElement(BCO))
37: else
38: Call ATP(getFirstElement(
QT ))
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5 AVALIAC¸O˜ES E RESULTADOS
Neste cap´ıtulo sera˜o explanadas as avaliac¸o˜es e resultados
obtidos, otimizac¸o˜es que podem ser feitas e a arquitetura utilizada
nos testes. As avaliac¸o˜es e resultados consistem de duas imple-
mentac¸o˜es, inicialmente OB-STM onde o primeiro proto´tipo foi
criado. O proto´tipo OB-STM somente executa transac¸o˜es pre´-
declaradas. No proto´tipo Mesobi foi introduzida a capacidade de
processamento de transac¸o˜es interativas e algumas otimizac¸o˜es
foram feitas para melhor desempenho. As alterac¸o˜es ba´sicas na
implementac¸a˜o consistem de melhorias no co´digo, tamanho dos
buffers que sa˜o enviados na fase de pre-prepare, na˜o utilizac¸a˜o
de espera ocupada por threads, utilizac¸a˜o de classes singleton e
jGroups como biblioteca de comunicac¸a˜o de grupo.
A Figura 23 representa o cena´rio utilizado nos testes do al-
goritmo Mesobi. Em particular, os testes do protocolo OB-STM
foram feitos utilizando apenas um computador e os clientes foram
simulados atrave´s do uso de threads. Para o protocolo Mesobi fo-
ram utilizados cinco computadores f´ısicos, dentre estes, quatro
representam re´plicas e um representa os clientes, os clientes fo-
ram simulados atrave´s do uso de threads. Os testes foram feitos
utilizando placas de rede (LAN) 10/100 e a interconexa˜o entre os
mo´dulos ethernet se fez utilizando um switch 10/100.
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Figura 23: Representac¸a˜o do ambiente Mesobi para testes (4
re´plicas). Tolerando uma falta (f=1).
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5.1 AVALIAC¸A˜O E RESULTADOS OBSTM
Aqui sera´ avaliado o desempenho alcanc¸ado pelo protocolo
OB-STM. Os testes foram feitos usando um computador com
sistema operacional Slackware Linux 2.6.37.6 SMP i686 Intel(R)
Core(TM)2 Quad CPU Q9650 3.00GHz GenuineIntel GNU/Li-
nux com 3GB memo´ria. Foram utilizadas assinaturas digitais
com chave de 512 bits para comunicac¸a˜o entre cliente e re´plicas.
Importante lembrar que os testes aqui mostrados foram realiza-
dos com a versa˜o do protocolo OB-STM submetido ao SBESC.
Alguns testes somente com transac¸o˜es declaradas foram feitos
posteriormente e demonstram um melhor desempenho, os testes
podem ser vistos nas figuras 41 e 42.
As Figuras 24, 25, 26 e 27 representam os resultados de 20
segundos de execuc¸a˜o. Para a aplicac¸a˜o, foi utilizado um conta-
dor compartilhado e os resultados obtidos proveˆm da me´dia de
treˆs execuc¸o˜es. Os clientes foram simulados utilizando threads,
variando de 1 ate´ 32. O OB-STM na˜o foi comparado com os tra-
balhos de (COUCEIRO; ROMANO, 2009) e (ZHANG; ZHAO, 2012)
por falta de acesso ao co´digo.
A Figura 24 compara o OB-STM e Tazio, em um ambiente
otimista, considerando somente um cliente fazendo requisic¸o˜es.
No caso com ate´ sete re´plicas, o desempenho do OB-STM e´ me-
lhor em relac¸a˜o ao Tazio, o que se inverte ao aumentar o nu´mero
de re´plicas. Com o aumento no nu´mero de re´plicas o consenso
acaba sendo penalizado, o que por sua vez, incorre em perda de
desempenho.
A escalabilidade e´ mostrada na Figura 25, onde um cena´rio
com alta contenc¸a˜o e´ avaliado. Quanto maior o nu´mero de cli-
entes, menor as chances de haver ordenac¸a˜o espontaˆnea pela
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Figura 24: Nu´mero transac¸o˜es
confirmadas.
Figura 25: Escalabilidade.
rede utilizando IP-Multicast. Neste cena´rio a quantidade de
transac¸o˜es aumenta uma vez que o PTA faz ana´lise pre´via de
transac¸o˜es e permite uma boa ac¸a˜o a ser tomada. Por exemplo,
e´ melhor fazer execuc¸a˜o de transac¸o˜es em lote do que submeter
uma a uma para execuc¸a˜o, isso reduz a sobrecarga do protocolo
de acordo (KOTLA; DAHLIN, 2004). A lateˆncia melhora com a
execuc¸a˜o de transac¸o˜es em lote devido a diminuic¸a˜o no nu´mero
de mensagens trocadas para alcanc¸ar o acordo. O protocolo esta´
tolerando uma falta, o que requer quatro re´plicas.
A Figura 26 apresenta a me´dia de transac¸o˜es confirmadas
por segundo. A me´dia de transac¸o˜es confirmadas (committed)
alcanc¸a ponto de saturac¸a˜o em 32 clientes na implementac¸a˜o de
melhor esforc¸o.
A Figura 27 retrata o nu´mero de transac¸o˜es confirmadas
por cliente. Embora a curva decline com o aumento no nu´mero de
clientes, o resultado final de transac¸o˜es confirmadas e´ maior com
mais clientes. Por exemplo, o nu´mero de transac¸o˜es confirmadas
com dois clientes e´ 318 (me´dia de 159.17 por cliente); com quatro
clientes, 364 (me´dia de 91.08 por cliente) transac¸o˜es confirmadas
no total. O nu´mero total de transac¸o˜es confirmadas aumenta
em 46 neste caso, apesar do aumento de contenc¸a˜o por parte do
117
Figura 26: Transac¸o˜es confirmadas / segundo.
aumento do nu´mero de clientes.
Figura 27: Transac¸o˜es confirmadas / cliente.
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5.2 AVALIAC¸A˜O E RESULTADOS MESOBI
As avaliac¸o˜es foram feitas utilizando cinco computadores
conectados por uma rede Local (LAN) 10/100MiB. Dentre estes,
quatro foram utilizados para processamento nas re´plicas, com
sistema operacional Linux 3.2.0-4-amd64 SMP Debian x86 64
GNU/Linux Intel(R) Core I7 com oito nu´cleos de 1.6Ghz, 12GB
de memo´ria e capacidade de 2 threads por nu´cleo. Um com-
putador para simular os clientes, rodando o sistema operacional
Slackware Linux 2.6.37.6-smp 2 SMP i686 Intel(R) Core(TM)2
com quatro nu´cleos 3.00GHz GenuineIntel GNU/Linux, com 3GB
de memo´ria e capacidade de uma thread por nu´cleo. A simulac¸a˜o
dos clientes no sistema se fez atrave´s de threads.
Os testes foram executados utilizando dez (10) requisic¸o˜es
por cliente, sendo que cada requisic¸a˜o conte´m apenas uma operac¸a˜o,
que consiste em ler ou alterar os dados contidos em uma lista en-
cadeada que e´ composta por dez objetos (valores/dados). Quando
dito sem conflitos nos gra´ficos, significa que transac¸o˜es interati-
vas possuem conflitos entre si, transac¸o˜es pre´-declaradas possuem
conflitos entre si mas na˜o existem conflitos entre os dois tipos de
transac¸o˜es (declaradas e interativas).
A Figura 28 representa a taxa me´dia de commits por se-
gundo. O fator de escrita consiste em 10, 30, 50 e 90%.
Na Figura 29 pode ser visto a taxa de commits BFT efe-
tuados em func¸a˜o do nu´mero total de requisic¸o˜es emitidas pelos
clientes. Nota-se que consoante o nu´mero de clientes aumenta,
a taxa de commits BFT aumenta, esse comportamento era espe-
rado, pois menor e´ a probabilidade de ordenac¸a˜o espontaˆnea pela
rede. Sem ordenac¸a˜o espontaˆnea, o protocolo Bizantino precisa
ser iniciado para resolver conflitos inerente a transac¸o˜es confli-
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Figura 28: Transac¸o˜es interativas (commits / segundo).
tantes fora de ordem.
Figura 29: Taxa de commits BFT, transac¸o˜es interativas.
A Figura 30 apresenta a taxa de aborts percebido pelos cli-
entes interativos na execuc¸a˜o de suas transac¸o˜es. Nota-se tambe´m
que conforme o aumento no nu´mero de clientes, maior a taxa de
aborts percebido pelos clientes. Percebe-se certa estabilizac¸a˜o em
torno de dezesseis (16) clientes.
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Figura 30: Taxa de aborts, transac¸o˜es interativas.
As Figuras 31, 32, 33 e 34 representam a execuc¸a˜o de
transac¸o˜es interativas juntamente com declaradas sem conflitos.
As taxas de atualizac¸a˜o variam em 10, 30 50 e 90%. As transac¸o˜es
declaradas sa˜o representadas por sua primeira letra assim como
as interativas.
Figura 31: Transac¸o˜es pre´-declaradas (D) e interativas (I), sem
conflito de dados e 10% de escrita.
A Figura 35 apresenta um resumo consolidado das Figuras
31, 32, 33 e 34. As transac¸o˜es na˜o conflitam entre si e percebe-se
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Figura 32: Transac¸o˜es pre´-declaradas (D) e interativas (I), sem
conflito de dados e 30% de escrita.
Figura 33: Transac¸o˜es pre´-declaradas (D) e interativas (I), sem
conflito de dados e 50% de escrita.
um nu´mero maior de confirmac¸o˜es de transac¸o˜es pre´-declaradas.
Mesmo comparando transac¸o˜es interativas com taxa de escrita
em 10% e transac¸o˜es pre´-declaradas com taxa de escrita em 90%,
as transac¸o˜es pre´-declaradas levam a melhor.
As Figuras 36, 37, 38 e 39 representam a execuc¸a˜o de
transac¸o˜es interativas juntamente com declaradas com conflitos.
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Figura 34: Transac¸o˜es pre´-declaradas (D) e interativas (I), sem
conflito de dados e 90% de escrita.
Figura 35: Consolidado transac¸o˜es pre´-declaradas (D) e interati-
vas (I), sem conflito de dados.
As taxas de atualizac¸a˜o variam em 10, 30 50 e 90% e transac¸o˜es
de tipos diferentes sa˜o conflitantes.
A Figura 40 apresenta um resumo consolidado das Figuras
36, 37, 38 e 39. As transac¸o˜es sa˜o conflitantes entre os diferentes
tipos, percebe-se um nu´mero maior de confirmac¸o˜es de transac¸o˜es
pre´-declaradas novamente. As inverso˜es que ocorrem sa˜o um
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Figura 36: Transac¸o˜es pre´-declaradas (D) e interativas (I), com
conflito de dados e 10% de escrita.
Figura 37: Transac¸o˜es pre´-declaradas (D) e interativas (I), com
conflito de dados e 30% de escrita.
ponto interessante de se analisar. Partindo do princ´ıpio que
transac¸o˜es interativas teˆm prioridades sobre as pre´-declaradas.
As inverso˜es sa˜o frutos da necessidade de espera de transac¸o˜es
pre´-declaradas pelas transac¸o˜es interativas. O que acaba por
comprometer o desempenho das mesmas.
A Figura 41 apresenta testes de execuc¸a˜o de transac¸o˜es
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Figura 38: Transac¸o˜es pre´-declaradas (D) e interativas (I), com
conflito de dados e 50% de escrita.
Figura 39: Transac¸o˜es pre´-declaradas (D) e interativas (I), com
conflito de dados e 90% de escrita.
pre´-declaradas feitos em uma lista encadeada. As taxas de atua-
lizac¸a˜o foram definidas em: 10, 30, 50 e 100%. Pode-se concluir
que o ponto de saturac¸a˜o do sistema esta´ em torno de dezesseis
clientes. Consoante o nu´mero de clientes aumenta, menor e´ a
taxa de confirmac¸a˜o, isso era esperado devido a na˜o ordenac¸a˜o
das mensagens pela rede. O que implica na execuc¸a˜o do protocolo
Bizantino para definic¸a˜o da ordem que deve ser seguida.
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Figura 40: Consolidado transac¸o˜es pre´-declaradas (D) e interati-
vas (I), sem conflito de dados.
Figura 41: Transac¸o˜es pre´-declaradas: operac¸o˜es / segundo.
A Figura 42 apresenta a relac¸a˜o entre confirmac¸a˜o otimista
e confirmac¸o˜es que necessitaram do protocolo Bizantino para re-
soluc¸a˜o de conflitos inerente a mensagens fora de ordem. Pode-se
perceber que consoante a quantidade de clientes aumenta, menor
a taxa de confirmac¸o˜es otimistas. Quando o nu´mero de clien-
tes ultrapassa os dezesseis, praticamente todas as transac¸o˜es que
sa˜o confirmadas sa˜o atrave´s do protocolo Bizantino. Conforme
citado anteriormente, era esperado a saturac¸a˜o de commits oti-
mistas com o aumento do nu´mero de clientes.
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Figura 42: Transac¸o˜es pre´-declaradas: % Confirmac¸a˜o otimista e
Bizantino, 100% atualizac¸a˜o.
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5.3 CORRETUDE
Nessa sec¸a˜o sera´ feita a ana´lise de corretude para o caso
base e pior caso. O caso base consiste apenas de um cliente no
sistema. Para o pior caso, e´ utilizado apenas o primeiro n´ıvel
(ver Figura 43) na fase de certificac¸a˜o total, e´ necessa´rio que o
nu´mero de clientes ultrapasse a resilieˆncia de 3f+1 para que cada
re´plica receba uma mensagem diferente. As ana´lises nesta sec¸a˜o
sera˜o feitas utilizando transac¸o˜es conflitantes (100% atualizac¸a˜o)
e a sequeˆncia abaixo sera´ realizada:
• (1) ana´lise somente de transac¸o˜es pre´-declaradas no sis-
tema.
• (2) ana´lise somente de transac¸o˜es interativas no sistema.
• (3) ana´lise de transac¸o˜es pre´-declaradas juntamente com
transac¸o˜es interativas no sistema (com e sem re´plicas mali-
ciosas).
Cada transac¸a˜o recebida por uma re´plica e´ armazenada em
um buffer como visto nas Figuras 43 e 44. A etapa de certificac¸a˜o
total e´ feita utilizando o primeiro elemento de cada buffer (n´ıvel
1). A etapa de certificac¸a˜o total poderia ser feita utilizando mais
n´ıveis, mas a ana´lise de corretude seria outra. A ana´lise para os
treˆs casos sera´ feita apenas com o primeiro n´ıvel.
5.3.0.0.1 Transac¸o˜es pre´-declaradas
A Tabela 5 retrata o buffer
∏T de transac¸o˜es pre´-declaradas
recebidas pelo sistema em uma execuc¸a˜o normal e os itens a, b, c e
d representam a ordem de chegada das mensagens pelas re´plicas.
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Figura 43: Recebimento orde-
nado.
Figura 44: Recebimento fora de
ordem.
Seguindo o ciclo de vida das transac¸o˜es retratado na Figura 22 a
transac¸a˜o t1 nas re´plicas R0,2 podera´ ser executada, pois quando
foram recebidas na˜o haviam outras transac¸o˜es concorrentes, visa˜o
local (item a da Tabela 5). Nos itens b, c e d podem ser vistos
que a ordem de recebimento das mensagens foram iguais em to-
das as re´plicas. Quando a ordem e´ a mesma em todas re´plicas,
o protocolo confirmara´ de forma otimista as transac¸o˜es, pois na
fase de certificac¸a˜o total, todas re´plicas retornara˜o “OK!” para a
mensagem AskForCommit, pois na˜o ha´ mensagens fora de ordem
nem re´plicas maliciosas. Quando a ordem de recebimento e´ igual
em todas as re´plicas, o sistema se comporta como se houvesse
somente um cliente.
R0 t1
R1
R2 t1
R3
R0 t1
R1 t1
R2 t1
R3 t1
R0 t1 t2
R1 t1
R2 t1 t2
R3 t1
R0 t1 t2
R1 t1 t2
R2 t1 t2
R3 t1 t2
a b c d
Tabela 5: Visa˜o global do buffer de transac¸o˜es pre´-declaradas
(em ordem).
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5.3.0.0.2 Requisic¸o˜es fora de ordem
O pior caso para requisic¸o˜es fora de ordem esta´ em func¸a˜o
da cardinalidade do nu´mero de re´plicas, | R |≥ 3f + 1. Como
e´ utilizado somente o primeiro n´ıvel na certificac¸a˜o, a ana´lise do
pior caso independe do nu´mero de clientes quando maior que
3f + 1. A ana´lise sera´ feita utilizando f = 1, o que resulta em
quatro re´plicas. Para essa ana´lise quatro clientes sera˜o utilizados
e o conjunto de transac¸o˜es
∏T = {t1, t2, t3, t4} sera´ utilizado.
A Tabela 6 representa a ordem de chegada de cada transac¸a˜o
na re´plica. A ordem de chegada consiste da esquerda para di-
reita, sendo assim, as transac¸o˜es {t1, t4, t3, t2} sa˜o as primeiras
nas re´plicas R0,1 ,2 ,3 respectivamente. Como pode ser visto no
destaque na Tabela 6.
R0 t1 t2 t3 t4
R1 t4 t1 t2 t3
R2 t3 t4 t1 t2
R3 t2 t3 t4 t1
Tabela 6: Visa˜o global do buffer de transac¸o˜es pre´-declaradas
(fora de ordem).
Inicialmente cada re´plica executara´ uma transac¸a˜o dife-
rente. Ao te´rmino da transac¸a˜o t1 pela re´plica R0, uma mensa-
gem AskForCommit e´ gerada e encaminhada para cada re´plica
solicitando permissa˜o para confirmar a transac¸a˜o t1. As re´plicas
R1,2 ,3 (nesse caso) retornariam uma negac¸a˜o ao pedido de con-
firmac¸a˜o (“NOK!”). Com a negac¸a˜o do pedido de confirmac¸a˜o, a
re´plica R0, se for a re´plica prima´ria inicia o protocolo Bizantino,
se na˜o, faz solicitac¸a˜o para in´ıcio do protocolo Bizantino. Ao
fazer a solicitac¸a˜o para in´ıcio do protocolo Bizantino, a re´plica
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solicitante encaminha junto a` mensagem de negac¸a˜o recebida e
seu histo´rico parcial de execuc¸a˜o para todas re´plicas. Com isso e´
poss´ıvel iniciar a troca de visa˜o caso o l´ıder seja malicioso.
O protocolo Bizantino definira´ a sequeˆncia a ser execu-
tada em func¸a˜o do seu conjunto de transac¸o˜es, nesse caso re-
presentado na Tabela 6. Supo˜e-se que o l´ıder seja a re´plica
R1 e que a ordem definida e´ o conjunto de transac¸o˜es locais:∏Ordem = {t4, t1, t2, t3}. Apo´s o consenso executado pelo proto-
colo Bizantino, uma nova ordem e´ estabelecida. A ordem definida
e´ representada na Tabela 7.
R0 t4 t1 t2 t3
R1 t4 t1 t2 t3
R2 t4 t1 t2 t3
R3 t4 t1 t2 t3
Tabela 7: Visa˜o global do buffer de transac¸o˜es pre´-declaradas
(apo´s ordenac¸a˜o).
Ao final do protocolo todas as re´plicas possuem a mesma
sequeˆncia a ser executada. Com a definic¸a˜o da ordem, todas
as re´plicas passam para o estado RE-EXEC-TD mostrado na
Figura 22 e re-executam as transac¸o˜es na mesma ordem. Nesse
caso, apenas a re´plica R1 na˜o necessitara´ re-executar a transac¸a˜o
t4, pois a mesma ja´ foi executada, sendo assim, somente faz a
confirmac¸a˜o de t4 e retorna a resposta ao cliente. Importante
lembrar que a ordem e´ definida utilizando as transac¸o˜es existentes
nos buffers
∏T e ∏TX
5.3.0.0.3 Transac¸o˜es interativas
Para as transac¸o˜es interativas, as operac¸o˜es sa˜o executadas
logo que sa˜o recebidas, se na˜o houver transac¸o˜es pre´-declaradas
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conflitantes. O conjunto de transac¸o˜es que sera´ analisado nesse
exemplo e´
∏TX = {tx1, tx2, tx3, tx4}. Cada transac¸a˜o opera so-
bre treˆs operac¸o˜es que variam de [a...i]. Ao receber uma operac¸a˜o
para ser executada, por mais que existam conflitos entre as operac¸o˜es
de outras transac¸o˜es interativas, a operac¸a˜o e´ executada (visa˜o
local). Os conflitos entre transac¸o˜es interativas so´ sa˜o tratados na
fase de confirmac¸a˜o da transac¸a˜o (transac¸o˜es interativas com inte-
rativas). A Figura 45 retrata quatro linhas de execuc¸a˜o para cada
re´plica. Pode-se perceber que existem conflitos entre as operac¸o˜es
c, e e g (transac¸o˜es em re´plicas distintas executam operac¸o˜es con-
flitantes, visa˜o global). Os conflitos nesse caso so´ seriam captu-
rados em tempo de confirmac¸a˜o quando a verificac¸a˜o global ocor-
resse. A execuc¸a˜o segue ate´ que o cliente envie uma mensagem de
abort ou commit. Supo˜e-se que o recebimento da mensagem de
commit aconteceu de forma diferente em algumas re´plicas, como
retratado na Figura 45. Ao receber a mensagem de commit, cada
re´plica imediatamente faz solicitac¸a˜o de confirmac¸a˜o da transac¸a˜o
interativa em questa˜o (estado A.F.C.I. da Figura 22 e linha 21
do algoritmo 4). As re´plicas R2,3 primeiramente solicitam con-
firmac¸a˜o para a transac¸a˜o tx3 pois receberam a mensagem de
confirmac¸a˜o primeiro, e as re´plicas R0,1 primeiramente solicitam
confirmac¸a˜o para as transac¸o˜es tx1 e tx4 respectivamente.
Logo em seguida, outras mensagens de confirmac¸a˜o chegam
ao sistema. A chegada das operac¸o˜es de commit enviada pelos
clientes consiste da seguinte ordem para as re´plicas:
• R0:
∏TX = {tx1.Commit, tx2.Commit, tx3.Commit, tx4.Commit}.
• R1:
∏TX = {tx4.Commit, tx1.Commit, tx2.Commit, tx3.Commit}.
• R2∧R3:
∏TX = {tx3.Commit, tx4.Commit, tx1.Commit, tx2.Commit}.
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R0
tx1.a
tx1.b
tx1.c
tx1.Commit
tx2.c
tx2.d
tx2.e
tx3.e
tx3.f
tx3.g
tx4.g
tx4.h
tx4.i
R1
tx4.g
tx4.h
tx4.i
tx4.Commit
tx1.a
tx1.b
tx1.c
tx2.c
tx2.d
tx2.e
tx3.e
tx3.f
tx3.g
R2 ∧ R3
tx3.e
tx3.f
tx3.g
tx3.Commit
tx4.g
tx4.h
tx4.i
tx1.a
tx1.b
tx1.c
tx2.c
tx2.d
tx2.e
Figura 45: Transac¸o˜es interativas, requisic¸a˜o de commit fora de
ordem.
Sera´ feito ana´lise apenas para uma re´plica, e para as con-
seguintes a ideia segue a mesma. A re´plica R1 ao receber a
mensagem tx4.Commit passa para o estado A.F.C.I. e inicia a
fase de confirmac¸a˜o de transac¸a˜o interativa. Nessa fase cada
re´plica envia uma mensagem chamada AskForCommitInteractive,
a mensagem conte´m o timestamp do in´ıcio (txi.Begin) e de cada
operac¸a˜o (txj.Op) recebida pela re´plica. Com isso e´ poss´ıvel verifi-
car qual transac¸a˜o comec¸ou primeiro e utilizar o crite´rio temporal
como meio de desempate. Mais especificamente, pelas definic¸o˜es
ba´sicas do sistema e premissas na Sec¸a˜o 4.1, os clientes se com-
portam corretamente e com isso e´ garantido que os timestamp’s
utilizados pelas re´plicas sera˜o os mesmos.
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A re´plica R1 sera´ definida como prima´ria. A ordem de re-
cebimento da re´plica R1 difere das demais como pode ser visto
na Figura 45. Como a ordem de recebimento e´ distinta entre a
re´plica R1 e as outras, as respostas na fase de confirmac¸a˜o sera˜o
negativas (“NOK!”) e com isso o protocolo Bizantino precisa ser
iniciado para definir qual ordem seguir, ou melhor, qual das qua-
tro linhas de execuc¸a˜o deve ser confirmada (committed). A Figura
46 retrata as quatro linhas de execuc¸a˜o da re´plica R1 e em negrito
a ordem escolhida pela re´plica prima´ria para ser confirmada. To-
das as re´plicas confirmam tx4 e abortam as demais transac¸o˜es.
Com a confirmac¸a˜o da transac¸a˜o a resposta e´ enviada ao cliente.
R1
tx4.g
tx4.h
tx4.i
tx4.Commit
tx4.Committed
tx1.a
tx1.b
tx1.c
tx1.Commit
tx1.Aborted
tx2.c
tx2.d
tx2.e
tx2.Commit
tx2.Aborted
tx3.e
tx3.f
tx3.g
tx3.Commit
tx3.Aborted
Figura 46: Transac¸o˜es interativas, visa˜o local da re´plica R1.
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5.3.0.0.4 Transac¸o˜es interativas e pre´-declaradas
A ana´lise entre transac¸o˜es interativas e declaradas neces-
sita que o nu´mero de clientes ultrapasse 3f + 1, nesse caso, a
ana´lise sera´ feita apenas para f = 1; o nu´mero de clientes e´ qua-
tro. Sendo o pior caso onde cada re´plica possui uma transac¸a˜o
diferente, como representado na Tabela 8.
R0 tx1 tx2 t1 t2
R1 t2 tx1 tx2 t1
R2 t1 t2 tx1 tx2
R3 tx2 t1 t2 tx1
Tabela 8: Visa˜o global do buffer de transac¸o˜es pre´-declaradas e
interativas (pior caso).
Transac¸o˜es que esta˜o em destaque1 na Tabela 8 represen-
tam a primeira na fila de execuc¸a˜o. E´ suposto que a re´plica R3 e´ a
re´plica prima´ria e e´ a primeira a entrar na fase de certificac¸a˜o. Ao
te´rmino das transac¸o˜es tx1, t2, t1 e tx2 pelas re´plicas R0, R1, R2 e
R3 respectivamente, a fase de certificac¸a˜o total deve entrar em
ac¸a˜o. Ao solicitar permissa˜o de confirmac¸a˜o da transac¸a˜o tx2 pela
re´plica R3, uma mensagem de negac¸a˜o de confirmac¸a˜o (NOK!)
sera´ retornada pelas outras re´plicas no sistema. A mensagem
de negac¸a˜o e´ gerada pois a ordem entre R3 e as outras re´plicas
sa˜o distintas. Com o recebimento da mensagem NOK! a re´plica
prima´ria propo˜e a ordem e inicia o protocolo de consenso. Apo´s
o consenso, a ordem final de execuc¸a˜o e´ gerada e as re´plicas po-
dem atuar na ordem imposta pelo protocolo Bizantino. A ordem
estabelecida pode ser vista na Tabela 9.
Seguindo o protocolo, transac¸o˜es interativas podem sem
1Primeira coluna.
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R0 tx2 tx1.Abort t1 t2
R1 tx2 tx1.Abort t1 t2
R2 tx2 tx1.Abort t1 t2
R3 tx2 tx1.Abort t1 t2
Tabela 9: Visa˜o global do buffer de transac¸o˜es pre´-declaradas e
interativas, apo´s ordenac¸a˜o.
abortadas, pois suas operac¸o˜es podem ser dependentes de operac¸o˜es
no cliente. As transac¸o˜es tx2, t1 e t2 sa˜o confirmadas e tx1 e´ abor-
tada.
5.3.0.0.5 Transac¸o˜es na presenc¸a de re´plica(s) maliciosa(s)
A ana´lise para transac¸o˜es na presenc¸a de re´plicas malicio-
sas e´ explanada abaixo. A Tabela 10 retrata a ordem de chegada
das transac¸o˜es nas re´plicas. A re´plica R3 e´ maliciosa, enta˜o pode
ou na˜o se comportar de forma correta, ou seja, a re´plica mali-
ciosa pode retornar tanto uma permissa˜o de confirmac¸a˜o como
uma negac¸a˜o.
R0 tx1 t1
R1 tx1 t1
R2 tx1 t1
R3 t1 tx1 Maliciosa
Tabela 10: Visa˜o global do buffer de transac¸o˜es pre´-declaradas e
interativas (com re´plica maliciosa).
Na fase de certificac¸a˜o as re´plicas R0, R1 e R2 solicitam
permissa˜o para confirmar a transac¸a˜o tx1. Como a re´plica R3 e´
maliciosa, ela tenta corromper o sistema enviando mensagens di-
ferentes para as re´plicas. As re´plicas corretas, a saber R0, R1 e R2
retornam OK! uma a`s outras. No entanto, a re´plica R3 retorna
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OK! para as re´plicas R0 e R1 e NOK! para R2 como pode ser
visto na Tabela 11. Dessa forma as re´plicas R0 e R1 confirmam a
transac¸a˜o tx1. Pore´m a re´plica R2 recebeu uma mensagem NOK!
para a confirmac¸a˜o da transac¸a˜o tx1, com isso o protocolo Bizan-
tino precisa ser iniciado. Para o in´ıcio do protocolo Bizantino a
re´plica R2 solicita ao prima´rio que inicie o protocolo. Para iniciar
o protocolo Bizantino a mensagem de negac¸a˜o enviada por R3 e´
encaminhada junto com a solicitac¸a˜o de in´ıcio e o histo´rico de
execuc¸a˜o2 da re´plica.
Recebe R0 R1 R2 R3
R0 - OK! OK! OK!
R1 OK! - OK! OK!
R2 OK! OK! - NOK!
R3 OK! OK! OK! -
Tabela 11: Visa˜o te´rmino fase AskForCommit de cada re´plica.
A garantia de consisteˆncia e´ alcanc¸ada atrave´s da com-
parac¸a˜o dos histo´ricos executados pelas re´plicas. Dessa forma os
histo´ricos parciais de cada re´plica pode ser visto logo abaixo:
• HpR0,1 = {tx1.Committed}
• HpR2 = {tx1}
• HpR3 = {∗ ∗ ∗}
O histo´rico de re´plicas maliciosas na˜o e´ considerado, uma
re´plica e´ considerada maliciosa tambe´m, se responder OK! a uma
mensagem A.F.C. e “NOK!”para a mesma transac¸a˜o em execuc¸a˜o.
A re´plica prima´ria em posse do histo´rico de execuc¸a˜o da re´plica
2Apenas o histo´rico parcial e´ enviado.
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solicitante, no caso R2, faz ana´lise de seriabilidade3 e a partir
disso o protocolo Bizantino entra em execuc¸a˜o.
Importante salientar que para transac¸o˜es declaradas, ape-
nas uma thread executa a mesma (quando ha´ conflito) e para
transac¸o˜es interativas mu´ltiplas threads podem estar concorren-
temente em execuc¸a˜o. Isso acontece pois transac¸o˜es interativas
na˜o verificam conflitos entre transac¸o˜es interativas. Mu´ltiplas th-
reads podem estar em execuc¸a˜o para transac¸o˜es pre´-declaradas
se na˜o existirem conflitos entre as transac¸o˜es.
5.3.1 Vivacidade
A cada remoc¸a˜o de um elemento do buffer de transac¸o˜es
declaradas
∏T ou interativas ∏TX , as transac¸o˜es em espera sa˜o
verificadas sobre a possibilidade de executar. Essas remoc¸o˜es
sa˜o efetuadas pelo gerente de transac¸o˜es atrave´s das primitivas
commit e abort. Quando transac¸o˜es interativas sofrem abort, sa˜o
logo retiradas do buffer de transac¸o˜es interativas, e transac¸o˜es no
buffer de transac¸o˜es declaradas sa˜o novamente verificadas sobre a
possibilidade de executar. Transac¸o˜es declaradas sa˜o removidas
apo´s sua execuc¸a˜o e confirmac¸a˜o.
As propriedades se manteˆm para todas transac¸o˜es, garan-
tindo assim que o sistema na˜o estagne (liveness).
• Definic¸o˜es:
–
∏T = {t1, t2, t3, ...tn} conjunto de transac¸o˜es declara-
das.
3Verifica se a ordem e´ igual e define qual deve ser a ordem seguida levando
em conta os histo´ricos de execuc¸a˜o, mais detalhes podem ser vistos na Sec¸a˜o
5.3.2.
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–
∏TX = {tx1, tx2, tx3, ...txn} conjunto de transac¸o˜es in-
terativas.
– commit(Txi): ao confirmar Txi, Txi e´ retirado do con-
junto Tx. O conjunto de transac¸o˜es T e´ verificado
sobre a possibilidade de iniciar outra transac¸a˜o que
na˜o possua conflitos. Pode ser que transac¸o˜es declara-
das na˜o executem devido a transac¸o˜es interativas no
sistema, no entanto, logo apo´s que o commit ou abort
ocorram, uma nova varredura e´ feita.
– commit(Ti): ao confirmar Ti, Ti sai do conjunto de
transac¸o˜es T . Tx e´ varrido sobre a possibilidade de
liberar operac¸o˜es que estejam paradas. Logo apo´s a
busca por operac¸o˜es interativas paradas, o conjunto T
e´ verificado sobre a possibilidade de executar transac¸o˜es.
– abort(Txi): Txi e´ removido do conjunto Tx. T e´ var-
rido novamente sobre possibilidade de executar transac¸o˜es.
– abort(Ti): Ti na˜o e´ retirado do conjunto ate´ sua con-
firmac¸a˜o. Aborts em transac¸o˜es pre´-declaradas levam
a execuc¸a˜o do protocolo Bizantino, com isso a ordem
das transac¸o˜es e´ definida e sua execuc¸a˜o e confirmac¸a˜o
segue a ordem imposta. Sendo assim, todas transac¸o˜es
pre´-declaradas que se encontram no conjunto T que
na˜o foram confirmadas de forma otimista, sera˜o con-
firmadas atrave´s do protocolo Bizantino. Logo apo´s
a execuc¸a˜o e confirmac¸a˜o das transac¸o˜es, uma nova
varredura e´ feita.
• Considerando:
– Td → transac¸a˜o declarada.
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– Tx → transac¸a˜o interativa.
– wait → transac¸a˜o em espera.
– exec → transac¸a˜o em execuc¸a˜o.
– a...z → transac¸o˜es.
• Premissas:
– ∀Tdawait ∃ Tdbexec s.t. Tdbexec→ commit(Tdb) ∨abort(Tdb)
– ∀Tdawait ∃ Txaexec s.t. Txaexec→ commit(Txa) ∨abort(Txa)
– ∀Txawait ∃ Tdbexec s.t. Tdbexec→ commit(Tdb)∨abort(Tdb)
• Enta˜o:
– ∀(Tdawait ∨ Txawait) ∃ (Tdbexec ∨ Txbexec) s.t. Tdbexec ∨
Txbexec → commit(Tdb ∨ Txb)∨abort(Tdb ∨ Txb)
– commit(Tdb ∨ Txb)∨abort(Txb) → Tdaexec ∨ Txaexec
5.3.2 Consisteˆncia
Considerando:
• RxHpc →Histo´rico parcial confirmado (committed) da re´plica
x.
• RxHpnc → Histo´rico parcial na˜o confirmado (not committed)
da re´plica x.
• 1...n → transac¸o˜es.
Partindo do princ´ıpio que toda transac¸a˜o que na˜o foi de-
finida para ser executada nem confirmada pelo protocolo Bizan-
tino, a transac¸a˜o deve fazer a solicitac¸a˜o de confirmac¸a˜o usando o
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protocolo otimista. Com isso, cada re´plica ao receber uma men-
sagem de negac¸a˜o, anexa seu histo´rico parcial confirmado e na˜o
confirmado juntamente na mensagem de solicitac¸a˜o de in´ıcio do
protocolo Bizantino, como pode ser visto abaixo.
• initBFT((Hpc + Hpnc), Mensagem de negac¸a˜o recebida)
A re´plica prima´ria faz verificac¸a˜o de autenticidade da mensagem
de negac¸a˜o usando a mensagem de negac¸a˜o anexa.
A re´plica prima´ria4 ao receber a mensagem de in´ıcio do
protocolo Bizantino, define a mensagem de propose com base nos
histo´ricos parciais recebidos da re´plica solicitante. A mensagem
de propose e´ composta da seguinte forma, sendo que, R1 e´ a
re´plica solicitante do in´ıcio do protocolo Bizantino:
• Propose = (R1Hpc ∪R1Hpnc) \ R0Hpnc
E´ suposto que dois clientes C1 e C2 emitam uma transac¸a˜o
cada, sendo elas: T1 e T2 respectivamente. A ordem das transac¸o˜es
e´ T1, T2 e e´ a mesma em todas as re´plicas, sendo que uma re´plica e´
maliciosa. A re´plica maliciosa tentara´ corromper uma das re´plicas
(na˜o a prima´ria, quando a re´plica prima´ria recebe uma mensagem
de negac¸a˜o a ana´lise e´ outra, abordada logo mais abaixo nesse
texto.). As re´plicas corretas R0 e R1 receberam a mensagem de
confirmac¸a˜o da transac¸a˜o, sendo que, R2 recebeu a mensagem de
negac¸a˜o. Com isso as re´plicas R0 e R1 confirmam a transac¸a˜o
T1 e R2 solicita o in´ıcio do protocolo Bizantino. A mensagem de
Propose e´ formada da seguinte forma:
• Propose = (((R2Hpc ∪R2Hpnc) \ R0Hpnc) ∪ Hpnc)
• Propose = ((({∅} ∪ {T1, T2}) \ {T2}) ∪ {T2})
4Para esse exemplo a re´plica R0 sera´ definida como prima´ria.
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• Propose = {T1, T2}
Dessa forma a re´plica R2 vai confirmar a transac¸a˜o T1 e
em seguida executar a transac¸a˜o T2. As re´plicas R0 e R1 como ja´
confirmaram a transac¸a˜o T1, apenas executara˜o a transac¸a˜o T2.
Importante lembrar que em caso de mensagens fora de ordem, na˜o
havera´ confirmac¸o˜es de transac¸o˜es sem a execuc¸a˜o do protocolo
Bizantino. A confirmac¸a˜o da transac¸a˜o T1 pelas re´plicas R0 e R1
so´ aconteceram porque R3 e´ uma re´plica maliciosa. Sendo assim,
existe uma janela5 em que as re´plicas esta˜o desalinhadas. O de-
salinhamento entre as re´plicas na˜o e´ percebido pelo cliente, pois
o mesmo necessita de f +1 respostas iguais para suas operac¸o˜es.
Logo que o protocolo Bizantino termina, as re´plicas se alinhara˜o
novamente.
Quando a re´plica prima´ria e´ a pro´pria que recebe a men-
sagem de negac¸a˜o de confirmac¸a˜o da transac¸a˜o a proposta da
ordem (propose) e´ feita de forma diferenciada. A mensagem de
propose e´ criada em func¸a˜o do histo´rico na˜o confirmado da re´plica
prima´ria e e´ formada da seguinte forma:
• Propose = R0Hpnc
• Propose = {T1, T2}
Importante lembrar que com ordens distintas, na˜o havera´
confirmac¸o˜es de transac¸o˜es sem uso do protocolo Bizantino. Isso
acontece porque re´plicas corretas sempre retornara˜o uma mensa-
gem “NOK”para transac¸o˜es fora de ordem. No modelo imple-
mentado, novas transac¸o˜es conflitantes precisara˜o esperar pelo
fim do protocolo Bizantino para serem iniciadas.
5A janela de desalinhamento acontece entre a confirmac¸a˜o de uma
transac¸a˜o por uma re´plica e o te´rmino e execuc¸a˜o das transac¸o˜es definidas
no propose do protocolo Bizantino.
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5.4 OTIMIZAC¸A˜O: OBSTM E MESOBI
Existem algumas otimizac¸o˜es que podem ser feitas para
melhorar o desempenho e diminuir o nu´mero de mensagens tra-
fegadas pela rede. A fase de certificac¸a˜o de uma transac¸a˜o (linha
21 do Algoritmo 3) pode ser melhorada atrave´s da seguinte veri-
ficac¸a˜o: (i) cada re´plica ao receber uma mensagem AskForCom-
mit armazena o identificador da re´plica solicitante; (ii) antes de
enviar uma mensagem AskForCommit, a re´plica verifica se ja´ re-
cebeu uma mensagem AskForCommit sobre a mesma solicitac¸a˜o
feita por outra re´plica. Caso essas premissas sejam verdadei-
ras, menos mensagens sera˜o trocadas. Outro ponto que pode ser
verificado, e´ a possibilidade de na fase certificac¸a˜o total (Ask-
ForCommit), a certificac¸a˜o ser feita utilizando um conjunto de
transac¸o˜es (batch) ao inve´s de uma a uma.
Outra otimizac¸a˜o que pode ser feita e´ utilizar filtros de
Bloom na fase de validac¸a˜o / certificac¸a˜o. Filtro de Bloom pode
ser definido como uma estrutura de dados probabil´ıstica que e´
utilizado para verificar se um elemento esta´ ou na˜o em um con-
junto de elementos. Essa verificac¸a˜o por sua vez pode incorrer
em falsos positivos, mas falsos negativos na˜o ocorrem. Os filtros
de Bloom sa˜o preenchidos utilizando func¸o˜es hash. A verificac¸a˜o
de conflitos consistiria em verificar se um dado de escrita ou lei-
tura se encontra nas estruturas utilizadas por outras transac¸o˜es,
caso essa verificac¸a˜o resulte em positivo, um conflito existe (com
uma taxa de erro ajusta´vel). Caso a verificac¸a˜o retorne nega-
tiva, significa que na˜o existem conflitos (sem taxa de erros). Essa
otimizac¸a˜o economizaria a utilizac¸a˜o da rede, pois diminuiria o
tamanho dos pacotes na fase de certificac¸a˜o.
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6 CONCLUSA˜O
Existem sistemas nos quais e´ fundamental a execuc¸a˜o de
tarefas de forma atoˆmica. Memo´ria transacional em software
disponibiliza uma abstrac¸a˜o denominada transac¸a˜o para reali-
zar tarefas de acordo com a semaˆntica atoˆmica. Dentre os tipos
de transac¸o˜es, consideram-se as interativas e as pre´-declaradas.
Transac¸o˜es interativas sa˜o importantes pois permitem em tempo
de execuc¸a˜o seguir lo´gicas diferentes do ponto de vista da aplicac¸a˜o
com base nos resultados obtidos, ale´m de tornar poss´ıvel a rea-
lizac¸a˜o de operac¸o˜es confidenciais; ao mesmo tempo, transac¸o˜es
pre´-declaradas sa˜o u´teis pois permitem certa flexibilidade em
relac¸a˜o ao momento em que sera˜o executadas. Esta dissertac¸a˜o
apresenta o OB-STM e Mesobi. O OB-STM permite execuc¸a˜o
de transac¸o˜es pre´-declaradas apenas, ja´ com o Mesobi e´ poss´ıvel
a execuc¸a˜o de transac¸o˜es interativas e pre´-declaradas no mesmo
ambiente.
O Mesobi permite execuc¸a˜o de transac¸o˜es utilizando veri-
ficac¸a˜o antecipada de conflitos (PTA) junto com validac¸a˜o tar-
dia (deferred update) para que transac¸o˜es fora de ordem pos-
sam ser corretamente executadas. Permite sincronizac¸a˜o entre
re´plicas utilizando os histo´ricos de transac¸o˜es na˜o confirmadas
e confirmadas. O modelo apresentado e´ tolerante a faltas ar-
bitra´rias no que diz respeito a`s re´plicas. A implementac¸a˜o de um
proto´tipo foi realizada e os resultados demonstram que e´ via´vel a
execuc¸a˜o simultaˆnea de ambos os tipos de transac¸o˜es, sendo que
as transac¸o˜es pre´-declaradas apresentam uma melhor escalabili-
dade em relac¸a˜o a`s interativas.
Um dos pontos cruciais no trabalho aqui apresentado esta´
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na integrac¸a˜o entre a certificac¸a˜o otimista e o protocolo Bizan-
tino. A maior dificuldade esta´ em manter a serializac¸a˜o do histo´rico
na presenc¸a de re´plicas maliciosas.
6.1 TRABALHOS FUTUROS
Implementar novos modelos de testes para verificar desem-
penho utilizando benchmarks padronizados (Array-list, B-Tree,
...). Poˆr em pra´tica as otimizac¸o˜es e efetuar novos testes.
6.2 CONTRIBUIC¸A˜O
Esta dissertac¸a˜o trata de toleraˆncia a faltas Bizantinas em
um ambiente de Memo´ria Transacional em Software. Como pode
ser visto na Tabela 2 do Cap´ıtulo 3, somente o trabalho de Zhang
(ZHANG; ZHAO, 2012) trata toleraˆncia a faltas Bizantinas, sendo
que seu modelo aborta transac¸o˜es somente leitura e utiliza um
total de (3f+1)+(2f+1) para alcanc¸ar toleraˆncia a faltas Bizanti-
nas. O modelo proposto aqui utiliza 3f+1 re´plicas para alcanc¸ar
o mesmo fim e na˜o aborta transac¸o˜es somente leitura, sendo que
a execuc¸a˜o de transac¸o˜es inicia de forma otimista. O modelo
de Zhang utiliza somente transac¸o˜es pre´-declaradas, a proposta
dessa dissertac¸a˜o contempla os dois modelos de transac¸o˜es: pre´-
declaradas e interativas.
Durante o mestrado foram realizadas publicac¸o˜es com o
objetivo de validar as propostas desenvolvidas. Foram publicados
os seguintes artigos:
• Ribeiro, Tulio Alberton; Lung, Lau Cheuk; Netto, Hylson
Vescovi. OB-STM: An Optimistic Approach for Byzantine
Fault Tolerance in Software Transactional Memory. SBESC
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2013.
• Ribeiro, Tulio Alberton; Lung, Lau Cheuk; Netto, Hylson
Vescovi. Lidando com Transac¸o˜es Interativas em um STM
Tolerante a Faltas Bizantinas. SBRC 2014.
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