Abstract. The aim of this paper is to study the continuity correction for barrier options in jump-diffusion models. For this purpose, we express the pay-off of a barrier option in terms of the maximum of the underlying process. We then condition with respect to the jump times and to the values of the underlying at the jump times and rely on the connection between the maximum of the Brownian motion and Bessel processes. 1. Introduction. In the Black-Scholes setting, Broadie, Glasserman and Kou (1997) and Kou (2003) derived continuity correction formulas for barrier options. The purpose of this paper is to establish similar results for jump-diffusion models. The approach of Broadie, Glasserman and Kou was based on the expression of the pay-off of a barrier option in terms of the hitting time of the barrier by the underlying stock price. They managed to relate the discrete barrier option price to the continuous one by using classical results on the overshoot asymptotics of the Gaussian random walk.
1. Introduction. In the Black-Scholes setting, Broadie, Glasserman and Kou (1997) and Kou (2003) derived continuity correction formulas for barrier options. The purpose of this paper is to establish similar results for jump-diffusion models. The approach of Broadie, Glasserman and Kou was based on the expression of the pay-off of a barrier option in terms of the hitting time of the barrier by the underlying stock price. They managed to relate the discrete barrier option price to the continuous one by using classical results on the overshoot asymptotics of the Gaussian random walk.
Our approach is completely different and provides a new proof of the BroadieGlassserman-Kou results, even in the Black-Scholes case. We start from the expression of the pay-off of barrier options in terms of the maximum process, which essentially involves the cumulative distribution function of the maximum. We then rely on the connection between the maximum of Brownian motion and the Bessel process, following the ideas of Asmussen, Glynn, Pitman (1995) , in their study of the weak convergence of the normalized difference between the continuous and discrete maximum of Brownian motion. The extension to jump-diffusions is obtained by conditioning with respect to the jump times and to the values of the process at the jump times.
Note that the Asmussen-Glynn-Pitman Theorem was the basic tool for the derivation by Broadie, Glasserman and Kou (1999) of continuity corrections for lookback options, and we showed in [5] that this approach could be extended to jump-diffusion processes. The dependence of the payoff with respect to the maximum is much less smooth in the case of barriers, and we will need to go deeper into the connection between the maximum and the Bessel process to prove our results. In some sense, our results prove that continuity correction formulas can be obtained in a unified way for barrier and for lookback options.
The paper is organized as follows. In the next section, we present our main results: a continuity correction formula for a general pay-off (see Theorem 2.1), and its application to barrier options (see Proposition 2.2). We also demonstrate the use of these results by showing some numerical results for a double-exponential jump-diffusion model. The other sections of the paper are devoted to the proof of Theorem 2.1. In Section 3, we derive some preliminary estimates on the jump times of a Poisson process. In Section 4, by conditioning with respect to the jump times, we reduce the problem to the analysis of discrete vs continuous supremum between the jump times.
In Section 5, we further condition with respect to the values of the underlying process at the jump times. We then have to deal with independent Brownian motions, and we establish a representation of a conditional expectation of a function of the maximum, the discrete maximum and the terminal value in terms of Bessel processes (see Proposition 5.2).
Section 6 is devoted to the derivation of some elementary estimates concerning the transition kernel of the Bessel process which are needed in the last two sections. In Section 7, we derive some bounds for conditional expectations, in order to be able to derive convergence results for the unconditional expectations from the corresponding results for conditional expectations. In Section 8, we establish the continuity correction for conditional expectations.
Continuity correction formulas.
In a jump-diffusion model, the price of the underlying stock at time t is given by
where, under the pricing measure, the process X = (X t ) 0≤t≤T is given by
where γ and σ are real constants, with σ > 0, (B t ) 0≤t≤T is a standard Brownian motion, N is a Poisson process with intensity λ > 0, and (Y i ) i≥1 are i.i.d. random variables. Note that, under the pricing measure, the process (e −(r−δ)t S t ) 0≤t≤T , where r is the interest rate and δ the dividend rate is a martingale. This implies the following relation between γ and the other parameters
In the terminology of exponential Lévy models, note that X is a Lévy process with a non-zero Brownian part and a finite Lévy measure, given by ν(dx) = λµ(dx), where µ is the distribution of the random variable Y 1 . For more details about Lévy processes see [12] . We define When there is no ambiguity we can remove the super index X.
The options we will consider in the sequel will have as underlying the asset with price S. We will denote by K and H the strike and the barrier of the option. The maturity of the options is assumed to be T . 
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Fig. 2.2. Payoffs of barrier put options
Let U OC(H) be the price of a continuous up and out call with barrier H, We have
We can write
We know that the process e −(r−δ)t e Xt 0≤t≤T
is a martingale. LetP be the probability defined by its density with respect to the pricing probability measure P dP dP = e −(r−δ)T +XT .
Note that (as can be deduced, for instance, from Theorem 3.9 of [10] ), the process X remains a Lévy process under probabilityP, and that its Lévy measure underP is given byν(dx) = e x ν(dx). We have
If we call U OC n the price of a discrete up and out call with barrier H, and n fixing dates (with step T n ), then we have similarly
Finding continuity corrections between continuous and discrete barrier options amounts in fact to finding corrections between the above probabilities. This is the aim of the following result. Theorem 2.1. Let X be an integrable Lévy process of the form (2.1), with σ > 0. For any bounded Borel measurable function g : R → R and for any positive number x, we have
where β 1 = ER and R is defined by
Here, (Ř(t)) t∈R is a two sided three dimensional Bessel process (i.e.Ř(t) = R 1 (t) for t ≥ 0 andŘ(t) = R 2 (−t) for t < 0, where R 1 and R 2 are independent copies of the usual three dimensional Bessel process, starting from 0) and U is uniformly distributed on [0, 1] and independent ofŘ. Note that the result does not depend on the jump part of the process, so that the continuity correction for jump-diffusion models is the same as for the Black-Scholes model.
The result of Theorem 2.1 can also be written in the form
Moreover, the proof of Theorem 2.1 shows that the theorem is still true if we replace x by a sequence x n which converges to x when n → +∞. So, under the assumptions of Theorem 2.1, we have
Therefore, we deduce from Theorem 2.1 the relations between continuous and discrete barrier options. Proposition 2.2. Let X be a Lévy process with generating triplet (γ, σ 2 , ν) satisfying σ > 0 and ν(R) < ∞, V (H) be the price of a continuous option with barrier H, and V n (H) be the price of the corresponding discrete barrier option. We assume that the process e
Xt−(r−δ)t t≥0
is a martingale. Then
where in ± and ∓, the top case applies for Up options and the bottom case applies for Down options. Remark 2.3. Under the assumptions of Proposition 2.2, we can prove that
See Remark 8.7.
Proof of Proposition 2.2. For the proof, we will consider only barrier options without rebate, since the latter can be easily deduced from the former. Theorem 2.1 and (2.3) lead obviously to the following results
The price of barrier options can be written in terms of the above probabilities (as in the case of the call Up and Out studied in the beginning of the section). Recall that in the Down case, the infimum process m of X satisfies
We deduce the first result of the proposition. For the second part of the proposition, we proceed in the same way and use (2.4) . ⋄
We will test the performance of Proposition 2.2 with the double exponential jumpdiffusion model (see [8] ). So, we have
where N is a poisson process with intensity λ, and Y 1 follows an asymmetric double exponential distribution with probability density function
where η 1 , η 2 are positive numbers (with η 1 > 1 to ensure integrability of the exponential), and the non-negative real numbers p and q satisfy p + q = 1. In our numerical examples, the values of the parameters are the following: σ = 0.3, p = 0.6, λ = 7, η 1 = 50 and η 2 = 25. We will consider the up and out put option with parameters S 0 = 100, r = 0.05, δ = 0, T = 1, K = 100, H = 110 and rebate = 10. The continuous price, computed by the method used in [9] , is equal to 13.240. The discrete prices are computed by Monte Carlo methods. In Table 2 .1, we study the convergence of the discrete price and the corrected discrete price (using the second equality in Proposition 2.2) to the continuous price. As expected, the discrete price converges slowly, while the corrected price converges rapidly to the continuous price. The reverse problem is studied in Table 2 .2. We approximate the discrete barrier price by the corrected continuous price according to our correction formula (see the first result of Proposition 2.2). In the last column we give the relative error made by approximating the discrete price by the corrected continuous price. The latter clearly is a good approximation of the discrete price, compared to the continuous price. Table 2 .2 Performance of the continuity correction in double exponential jump-diffusion model.
3.
Estimates for the Poisson process. In this section, we give some estimates for the jump times of a Poisson process. These estimates will be used to derive domination conditions in order to justify the convergence of some expectations. Proposition 3.1. Let (N t ) t≥0 be a homogeneous Poisson process, with jump times (T l ) l≥1 . For t > 0 fixed and for any integer l ≥ 1, we have, for i = 1, . . . , l,
Proof. Using the conditional distribution of the jump times T 1 ,. . . , T l , given {N t = l}, we have
where we have used 
Proof. We can assume that α < 1 and write, for i = 1, . . . , l, using the conditional distribution of jump times given {N t = l},
where, in the last integral, the variable u i is omitted. The proof of the second inequality is similar. ⋄
4.
Conditioning with respect to the jump times. For the proof of Theorem 2.1, we will first condition with respect to the jump times of the Poisson process. Fix x > 0 and t > 0. We have
Conditionally on {N t = 0}, we have X s = γs + σB s , for s ∈ [0, t], and
..,n X kt/n . Conditionally on {N t = l} and {T 1 = t 1 , . . . , T l = t l }, with 0 < t 1 < . . . < t l < t, we set t l+1 = t and, for j = 0, . . . , l,
In the sequel, we denote by θ the vector (t 1 , . . . , t l ) and by E l,θ the conditional expectation given
Conditionally on the values of X at times t j , the random variables M j are independent and have a density. So they are almost surely pairwise distinct and we have
Integrating with respect to the jump times, we get
where for l ∈ N,
With these notations, we can state the following proposition.
For the proof of this proposition, we will use the following reformulation of the Asmussen-Glynn-Pitman Theorem. It can be deduced from a careful reading of the proof of Theorem 1 in [1] (see particularly pages 879 to 883, and Remark 2).
Theorem 4.2. Consider four real numbers a, b, x and y, with 0 ≤ a < b. Let β = (β s ) a≤s≤b be a Browian bridge from x to y over the time interval [a, b] (so that β a = x and β b = y) and let t be a fixed positive number. Denote by M the supremum of β and, for any positive integer n, by M n the discrete supremum associated with a mesh of size t/n, so that
Then, as n goes to infinity, the pair (
where R, defined in Theorem 2.1, is independent of β. Proof of Proposition 4.1. We have
) are independent and we have
where f i is the probability density function of the random variable sup 0≤s≤ti+1−ti (γs + σB s ). We know (see for example Lemma 2.22 of [4] ) that the function f i is bounded by C/ √ t i+1 − t i , where the constant C depends only on γ, σ and t. We deduce that
Note that by Theorem 4.2 and the fact that M j has a continuous distribution, the sequence
On the other hand, we have
We deduce that the sequence of random variables √ nβ n Nt (T 1 , . . . , T Nt ) is dominated by an integrable random variable by Proposition 3.1. This concludes the proof. ⋄
5.
Conditioning with respect to the positions at jump times and representation using the Bessel process. It follows from the discussion of Section 4 that
,
For j = 0, . . . , l, we set
We have, putting
with the notations λ j = t/(t j+1 − t j ),t j = t j /(t j+1 − t j ) and
Here again we use the convention
. . , t l ), we will further condition with respect to {X T1 = x 1 , . . . , X T l = x l }, where x 1 , . . . , x l are arbitrary real numbers. So, we introduce the notations
The expectation under P l,θ,ξ will be denoted by E l,θ,ξ . Note that, under P l,θ,ξ , the processesβ j are independent Brownian motions on the interval [0, 1], with initial valuesβ
With these notations, we can state the following lemma. Lemma 5.1. We have
Proof. Note that, if j < l, under P l,θ,ξ , the pair (M j , M j,n ) on the one hand, and the random variables X t , M i for i = j on the other hand are independent, so that
Note that in this case the function α
and the random variables M i for i < l are independent of the pair
⋄
We will now give a representation of the expectations in Lemma 5.1 in terms of Bessel processes. Set
are independent Bessel bridges of dimension 3 (cf. [1] , Proposition 2). We can write, conditionally on {τ
is the greatest integer in x; note that
n is a well defined non-negative integer if I − n is not empty and N 2 n is a well defined positive integer if I + n is not empty. When one of the two sets is empty and not the other, the minimum in (5.1) is considered on the non-empty set. Note that, if λ j /n < 1 (or, equivalently, t j+1 − t j > t/n), at least one of the two sets is non-empty. In the following proposition, we will also use the notation
It should be emphasized that, in the next statement, there is no conditioning on the terminal values of the Bessel processes, in contrast with the statement of Proposition 2 of [1] .
Proposition 5.2. Assume λ j /n < 1. For any bounded Borel measurable function
R 1 et R 2 are independent three-dimensional Bessel processes, starting from 0, and
view of the discussion before the statement of Proposition 5.2, we observe that the conditional distribution ofM
and
Recall that, under probability P l,θ,ξ , the process (β j u ) u∈ [0, 1] is a Brownian motion, starting fromx j = x j /σ j , with drift γ j and with unit variance coefficient. It follows that the conditional probability density function of the pair (τ j ,M j ) givenβ j 1 = y can be written
where n is the probability density function of the standard normal distribution and
The above expression of the conditional distribution of (τ j ,M j ) follows from Proposition 8.15 in Chapter II of [6] .
We now have
Recall that the transition density of the three-dimensional Bessel process is given bỹ
where q t (x, y) is the transition density of Brownian motion (on [0, +∞)) killed when it hits 0, which can be written
where g t is the density of the normal distribution with mean 0 and variance t. For these properties of the Bessel process, see [11] (Chapter VI, Section 3). For x = 0, we haveq
Note that, for any m > 0 and for any s > 0,
Hence, (5.2) can be written as follows
The proposition then follows from the equalitŷ r 2 , ρ) .
Transition density of the Bessel process. In this section, we give some estimates for the transition density (q t (x, y) ) t>0 , x, y ≥ 0 of the three-dimensional Bessel process. As noted previously, we havẽ
where q t (x, y) is the density of the Brownian motion killed at 0, which can be written
where g t is the density of the normal distribution with mean 0 and variance t. For x = 0, we haveq
We set, for r > 0, m > 0,q
Note thatq
This last expression allows to extend by continuity the definition ofq t (r, m) for r = 0 or m = 0, so that
Notice that, for any r ≥ 0,q t (r, 0) = 0.
Proposition 6.1. We have the following estimates, for any γ ∈ R. Proof. Note that we can assume that γ ≥ 0 because, for γ < 0, e γm−(γ 2 s/2) ≤ 1. We have, using the equalities
Note that
which gives the first inequality. For the second and third inequality, we start from (6.1) and notice that
We deduce 
where we have set z = (m + rξ)/ √ 2s. ⋄
We complete this section with a lemma concerning the minimum of the Bessel process. This result is a consequence of Lemma 3 of [1] .
Lemma 6.2. Let (R(t)) t≥0 be a three-dimensional Bessel process starting from 0 and let t 1 , t 2 , y, m, b be positive numbers, with t 1 < t 2 . We have, using the notation
Proof. We assume that b < y ∧ m, since if b ≥ y ∧ m, the upper bound is larger than or equal to 1. We then have, using Lemma 3 of [1] (and the fact that the Bessel bridge can be viewed as a Brownian bridge conditioned to remain positive: see the proof of Lemma 4 of [1]),
with T = t 2 − t 1 . Hence, using the convexity of the exponential function and the inequality b(m − b + y) ≤ ym,
⋄ 7. Domination of the conditional probability. The following proposition will be used to ensure the domination of conditional expectations.
Proposition 7.1. There exists a constant C t,γ,σ (depending only on t, γ and σ) such that, for any l ∈ N, θ = (0 < t 1 < . . . < t l < t) ∈ R l et ξ ∈ R l , we have, for j = 0, . . . , l, 
We can obviously assume that t j+1 −t j > 8t/n, which, with the notations of Section 5, can be written λ j /n < 1/8 and ensures that at least one of the sets I 
(v).
Hence
where
By scaling, we have
and, by a similar argument,
. It remains to study the
we have, by conditioning with respect to By Proposition 6.1, we have
We have
because λ j /n < 1/4. Hence
where the last inequality follows from Proposition 6.1. On the other hand, for s ∈ [1/2 − (λ j /n), 1 − λ j /n], we have, using the first inequality of Proposition 6.1,
Here, the last inequality follows from the condition λ j /n < 1/8. We deduce
Then we have
where we have used the scaling property of the Bessel process, λ j = t/(t j+1 − t j ), and |γ j | λ j = |γ| √ t/σ. ⋄ Remark 7.2. It follows from the proof of the proposition that, for any δ > 0, we have
and we can replace R * (λ j /n) with δ/(σ j √ n) in (7.1).
8. Convergence of the conditional expectation. The aim of this section is to prove the following result and to deduce Theorem 2.1.
Theorem 8.1. Let F : R 2 → R be a bounded Borel measurable function, such that m → F (y, m) is continuous for all y ∈ R.
We have, with the notation E 0 = E (. | N t = 0),
Moreover, for any positive integer l, and for any θ = (t 1 , . . . , t l ) ∈ R l , with
where β 1 is defined as in Theorem 2.1. We will first show how Theorem 2.1 can be deduced from Theorem 8.1.
Proof of Theorem 2.1. Observe that, with the notation
On the other hand, we deduce from Proposition 4.1 that
where, for any positive integer l, and for j = 0, . . . , l,
Note that, as a consequence of Lemma 5.1, we have, assuming x j = x,
where the second equality follows from Theorem 8.1, and the last one from the expression of α 
Observe that P X Tj = x = 0 for all jump times T j (including T 0 = 0, since x > 0). Therefore, in order to get the resut for the unconditional expectations, we only need to check a domination condition. We have
Using Proposition 7.1 and Remark 7.2, we deduce that
It follows from Proposition 3.2 that
and, from Proposition 3.1, that
The last two inequalities are sufficient to extend the estimate (8.1) to unconditional expectations. ⋄ For the proof of Theorem 8.1, we start from the representation given by Proposition 5.2, which reads
Note that the function α j is bounded, and ||α j || ∞ = ||F || ∞ . For any integer J ≥ 1, we can write, for n large enough,
2) The first two terms of this decomposition are controlled via the following lemma. Lemma 8.2. For any integer J ≥ 1, for any (l, θ, ξ), and for j = 0, 1 . . . , l, we have, if
Proof. We will only consider the first integral, the argument is similar for the second term. Note that for n large enough and s ∈ [0, λ j (J + 1)/n], we have 1−s > λ j /n and we can bound R j,n s from above by R * 2 (λ j /n) (with R * 2 (s) = max 0≤u≤s R * 2 (u). Then we have, using the boundedness of F ,
2R1(s)R2(1−s) . Hence, with the substitution s ′ = ns,
By scaling, we can write, using the notation
If x = x j , we havex j = 0, and the right hand side of the inequality goes to 0 almost surely as n → ∞, for all s ∈ (0, 1).
< ∞, we conclude that
⋄
We will now examine the case x < x j . Lemma 8.3. If x < x j , we have,
Proof. In view of Lemma 8.2, it suffices to show that
. From (7.1), we have, for n large enough,
Sincex j < 0, the right hand side of the last equality is o(1/ √ n). ⋄
We will now study the case x j < x. We go back to the decomposition (8.2) and assume that n is large enough, so that λ j J/n < 1/4. Note that, for s ∈ [λ j (J + 1)/n, 1 − λ j J/n], we have N 
Proof. Note that
Introducing the notation, for i = 1, 2, and for any real numbers s 1 , s 2 with 0 < s 1 < s 2 ,
we see that
So, we have
In the sequel we denote by (F i s ) s≥0 (i = 1, 2) the natural filtration of the process (R i (s)) s≥0 and by F i the σ-algebra generated by the union of the σ-algebras
By conditioning with respect to F 1 and using the Cauchy-Schwarz inequality, we get We can prove (by the same arguments as in the proof of Proposition 7.1) that
where the last inequality follows from (8.3) and the scaling invariance of R 1 . Hence We will now prove the same property for G j,J,n l,θ,ξ (s). We have, by conditioning with respect to the σ-algebra generated by F 2 and the pair (R 1 (λ j J/n), R 1 (s)),
with the notation, for 0 < t 1 < t 2 and b, y, m > 0,
By Lemma 6.2, we have
where we have used the third estimate of Proposition 6.1. Now, condition with respect to F 1 λj J/n ∨ F 2 to get (introducing the random interval I * j
where we have set∆ Note that (with the arguments of the proof of Proposition 7.1)
We have∆
By assumption, x j < x, so thatx j > 0. Therefore, for m ∈ I * j n , we have 1/m ≤ 1/x j , so that
Since lim J→∞ R 1 (J) = 0, we have
We will now study the asymptotic behavior of
Note that, by conditioning with respect to 
Proof. We first consider We deduce that
.
where the last inequality follows by scaling, and R * (u) = R * 1 (u) ∨ R * 2 (u). Now, fix ρ ≥ 2. It can easily be verified that, for n large enough, we have 
for some constant C. This can be used to derive an expansion for the difference between continuous and discrete barrier option prices.
