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Simple eigenvalues are shown to be generic in several senses for regular 
ordinary differential operators. 
In the study of eigenfunction expansions and in bifurcation theory it is 
convenient to know that the eigenvalues of a linear operator T acting on a 
Hilbert space X are simple, that is, for /\ in the spectrum of T, the dimensions of 
the kernels of T - hl and (T - h1)2 are one. While an operator may have 
nonsimple eigenvalues, we show that in various settings simplicity is generic. 
We are primarily interested in regular ordinary differential operators acting on 
@L*[O, 11. Our methods are perturbation theoretic; results from [8] are applied 
liberally. 
Fixing notation, we let R’ and @ denote the real and complex numbers. If T 
is an operator on a Hilbert space we denote the domain, range, and kernel of T 
by g(T), R(T), and N(T), respectively. The spectrum and resolvent set of T 
are u(T) and p(T). A formal differential expression L = xi”-,, Ai Dj, where 
D = d/dx and A,(X) is a (k x K)-matrix-valued function, will be called regular 
if the coefficients are infinitely differentiable on [0, l] and det A,(X) # 0 for 
x E [0, 11. An expression L has a formal adjoint 
L+ = 5 (-1)j Dj&$$, 
j=O 
where * denotes the conjugate transpose matrix. 
Identifying operators with their graphs, we denote by Lmin and L,,, the 
operators 
L max = j,, Lf} j fE cyo, 11, f(n-1) E AC[O, 11, Lf E & L2[0, 111, 
L min = {{f, Lf> E Lmax I J(O) = P(l) = O>. 
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Here AC[O, l] is the set of (K x 1)-matrix-valued absolutely continuous func- 
tions on [0, 11, andf(‘(a) is the nk x 1 matrix 
These operators have received considerable attention (see [7] or [4]); in par- 
ticular it is known that they are closed operators, that (Lr&* = (L+)max , and 
that dim(L,,, @&in) = 2nk, the orthogonal complement being taken in 
We call an operator T a regular differential operator if there is a regular differ- 
ential expression L such that Lmin C T CL,,, . Additional information can be 
found in [4]. 
I 
According to Kato [8], a family T(z) of closed operators on a Hilbert space X, 
defined for z in a domain U of the complex plane, is holomorphic of type (A) 
if B( T(z)) = 9 is independent of z and T(x)x is holomorphic for z E U whenever 
x E 9. If U is symmetric with respect to the real axis, and if [T(z)]* = T(2), 
then T(z) is a self-adjoint holomorphic family. 
THEOREM 1. Let T(z) be a self-adjoint holomorphic family of type (A) such 
that for each z E U the operator T(z) has compact resolve&. If T(z,,) has all e&n- 
values simple for some z,, E R n li, then for all but countably many z E R n U the 
operator T(z) has all eigenvalues simple. 
Proof. By a theorem of Rellich (see [S, p. 3921) there are real-valued analytic 
functions hi(x) and projection-valued analytic functions P,(z) defined for z E 
R n U such that (hi(z)} are the eigenvalues of T(z). The eigenprojection asso- 
ciated with &(.z) is xj Pj(z), where the sum is taken over those indicesj such that 
Ai = hi(z). Since the eigenvalues of T(q) are all simple, the eigenvalues of 
T(z) will all be simple unless X,(z) - X,(z) = 0 for some i # i. Since there are 
only countably many analytic functions &(z) - X,(z) and i # i implies /\Jq,) # 
X,(X,,), the proof is done. 1 
THEOREM 2. Let T(z) be a holomorphic family of type (A) such that, for such 
x E U, T(z) has compact resolvent. If for some z E U, T(z,,) has all eigenvalues 
simple, and if there exists a collection of circles {S,,,},“,=, centered at zero whose 
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radii tend to infinity and such that S, is in the resolvent of T(z) for all z E LT, then 
for all but countably many x E U, T(z) has all esgenvalues simple. 
Proof Since we have circles S,, always in the resolvent set of T(z) we can 
partition the eigenvalues of T(z) into finite systems of eigenvalues. According 
to Kato [8, p. 3701 the eigenvalues and eigenprojections of such a system are 
branches of one or several analytic functions which have at most algebraic 
singularities. Since the eigenvalues are trapped by the circles S,, , these analytic 
functions are defined for .a E U. As in Theorem 2, the zeros of &(a) - Xi(z), 
i # j, are isolated; hence there is only a countable set of z E U such that some 
eigenvalue of T(z) is not simple. 1 
Our first application is to Hill’s equation. Define L(z) = D2 + p(x) + 
x(cos(2.r) - p(x)), where p(x) is real valued, measurable, and bounded on 
[0, ~1. Letting this family of differential expressions act on 9, which is defined 
as those elements f of a(L(l),,) which satisfy f (0) = f (zT), f ‘(0) = f ‘(w), 
we obtain a self-adjoint family of type (A). It is known [9, p. 931 that T(1) has 
only simple eigenvalues. Thus Theorem 1 implies: 
COROLLARY. Let E > 0 and let p(x) b e a real-valued bounded measurable 
(resp. Ck, Cc, real-analytic) function on [0, n]. Then there is another real-valued 
measurable (resp. CI-‘, Ca, real-analytic) function q(x) such that SU~,,[,,~I 1 p(x) - 
q(x)( < E and the self-adjoint operator D2 + q(x) with domain 9 has only simple 
etgenvalues. 
For Hill’s operators genericity of simple eigenvalues has also been observed 
by Simon [l l] and McKean and Trubowitz [lo]. 
We next consider some self-adjoint first-order systems on @L*[O, 11. We 
define T(0) = iD + A(x), where A(x) = (aif( is a (k x K)-matrix-valued 
function whose entries are bounded measurable functions on [0, I]. Assume 
A(x) = .4*(x) and 9(T(O)) = 9 is the set of 
fib9 
f(x) = ! ( 1 .f*(x). 
such thatfi(x) is absolutely continuous, f; E L*[O, I], and f (0) = f (1). Let C(x) = 
(cii(x)), i, j = I,..., h, where 
8.. 
Cij(X) = 21 . 
1Oj 
Here sii is theKronecker delta. Now defining T(z) = iD + A(x) + z[C(x) - 
A(x)] with domain 8, we have a self-adjoint family as described in Theorem 1. 
It is easy to check that T( 1) has all eigenvalues simple. 
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COROLLARY. Given E > 0 and an operator iD + A(x) dejned on 52 as above, 
there is a self-adjoint (h x h)-matrix-valued function B(x) = (bij(x)) such that 
sup,,[,,,l 1 a,?(x) - bij(x)[ < E and all eigenvalues of iD + B(x) are simple. 
If A(x) is in 0, Cm OY the real-analytic matrix-valued functions on [O, I], B(x) 
can be chosen in the same class. 
We mention two other classes of examples. By using the spectral mapping 
theorem of Reed and Simon [12, p. 3001, we can extend results on generic 
simplicity of eigenvalues from ordinary differential operators to partial differen- 
tial operators defined on L”(K), w h ere K is a product of intervals. For instance 
one can show that operators of the form A + p defined on rectangles in the plane 
with Dirichlet boundary conditions generically have all eigenvalues simple. 
Theorem 2 applies to certain classes of non-self-adjoint differential operators. 
We have shown in [l] that if if 5? is an nth-order self-adjoint regular differential 
operator and @ is a differential operator of order n - 2 with bounded operator 
coefficients, then the family 2 - a@ will satisfy the hypotheses of Theorem 2, 
except possibly the simplicity of the eigenvalues of T(z,,), so long as z is con- 
strained to lie in a compact subset of @. 
II 
Having considered families of operators with fixed domain, we turn to families 
of domains for a fixed formal operator. For regular ordinary differential operators 
with compact resolvent the domain of the operator is described by a set of 
homogeneous boundary conditions. We examine the question of when a small 
change in these defining boundary conditions will give the associated operator 
simple eigenvalues. We begin by considering self-adjoint operators. 
Let S be a densely defined, closed symmetric operator in a Hilbert space &‘with 
finite and equal deficiency indices, no eigenvalues, and such that every self-adjoint 
extension has compact resolvent. Minimal regular symmetric ordinary differen- 
tial operators fall into this category. It is known [3, 6] that every self-adjoint, 
extension H of S is a subspace of 20 &’ of the form S@ (I - V) M+, 
where AI* = [(f, h(f) E S*) and V is an isometry from AI+ to ,V-. We are 
identifying operators with their graphs. We use the usual operator norm to 
topologize the collection of isometries from Mf to M-. It is known [8, p. 206; 
12, p. 2931 that if (V,}~=, is a sequence of isometries converging to V,, , and 
the associated self-adjoint operators are {Hn}czO, then (H, - /Ir)-l converges 
to (H, - AI)-luniformly for A in compact subsets of the resolvent set of H, . 
THEOREM 3. Let v be an isometry from Mf to M-. For every E > 0 there is an 
isometry V of ,Il+ to ill- such that /I V - ?’ 11 < E and all eigenvazues of H = 
S i9 (I - 1’) AZ+ are simple. 
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Proof. Let h, be an eigenvalue of H,, = S @ (I- 8) M+; without loss of 
generality assume h, = 0. Choose a one-dimensional subspace X of N(H,,) 
and let S, be the symmetric operator S, = S @ (X, 0). Dunford and Schwartz 
[6, p. 14001 show that S, can be extended to a self-adjoint operator H1 = 
S, @ (I - V,) Ml+ such that N(iY,) is one dimensional. We are denoting by Ml* 
the deficiency subspaces associated with S, . Now H, is an extension of S, also; 
hence it can be written as H,, = S, @ (I - V,,) Ml+. Since Vi is an isometry 
from M,+ to M- it may be written as Vi = [[I76 , where r; is a unitary 
operator on Ml-. 
Now there is a self-adjoint A such that U, = eiA. Consider the family of 
operators H(z) = S, @ [I - V(z)] Ml+, where V(z) = eizA7-,, . Note that 
H(1) = Hi, H(0) = H,, and H(z) is self-adjoint for z real since 7(z) is an 
isometry from Ml+ onto Ml-. 
Suppose that {g, &} E Ml+ and V(z){g, ig} = {h(z), z%(z)). For z real i E p(H(z)) 
and every element of the graph of [H(z) + ;I-’ has the form (Sf f if + Zig, 
f + g - h(z)}. Consequently, for z real [H(z) + iI]-5% is analytic for every 
k E H. If we fix z0 real, then the resolvent formula 
[AI - H(z)]-l = {I + (/\ - &I - H(z)]-~}+L~ - H(z)]-l 
implies that if we fix a real TV in p(H(z,)), then (H(z) - 7~1))~ is a self-adjoint 
holomorphic family of type (A) for z near z,, . Thus the eigenralues and eigen- 
projections of H(z) are holomorphic for z real and near z0 . 
Since [0, 1] is compact we can find a finite covering of [0, 1] by open intervals 
I, and circles C, centered at zero, C, C p(H(z)) for z E 1, , and such that the 
eigenvalues inside C, , along with the associated eigenprojections, are analytic 
in z. The analyticity of the eigenprojections for eigenvalues near zero implies 
that since dim N(H(1)) = 1 and dim N(H(z)) 3 1, we have dim N(H(z)) = 1 
for z as close as we like to zero. 
Consequently, in every neighborhood of 76 there is a V(z) such that H(z) = 
S, @ (I- V(z)) Ml+ has one-dimensional kernel. Rewrite H(z) as H(z) = 
S @ [I - p(z)] M+ and in every neighborhood of p there is a P(a). 
With this preliminary result in hand we proceed with the proof. Define V 
to be the set of all isometries from M+ to AT--, and let 9; be the set of isometries 
V from M+ to M- such that the corresponding H = S @ (I - T’) M+ has all 
eigenvalues simple in some open neighborhood of the closed disk of radius rz 
centered at zero. Note that we are done if there is a I’ E nz=, Y,T, with jl IV - 
r/l < E. Note, too, that the set of isometries from Mf to ICI- is a complete 
metric space. Thus, by Baire’s theorem we need only show that Y: is open and 
dense. 
These facts follow easily from our remark that convergence of isometries T;, 
to V, implies uniform convergence of the associated resolvents (H,i - AI)-’ on 
compact subsets of p(H,,). Suppose that VE Vn and H = S E‘ (Z - Ey) M+. 
There is a circle C of radius Y > n such that C C p(H) and all eigemalues of H 
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inside C are simple. Choosing a sufficiently small Y neighborhood of V guaran- 
tees that for any Win that neighborhood C will remain in p(H,), H, = S @ 
(I - Hr) ,%I-, and that all eigenvalues of H, inside C will be simple. Thus Yn 
is open. 
Now let TI,’ E 9” and fix R > 0. There is a circle C of radius greater than n 
such that C C p(H,), and it remains so for isometries EY in some neighborhood 
of ?K \Vorking inside this neighborhood we use the result of the first part of 
the proof, simply choosing our isometries close to W which split multiple 
eigenvalues into simple eigenvalues without allowing simple eigenvalues to 
coaslesce. This poses no problem since the number of eigenvalues in C is finite 
and fised. 1Vith this 9rn is open and dense. 0 
For the case in which Ho is a regular self-adjoint differential operator, this 
theorem asserts that there is a new choice of boundary conditions defining the 
domain of a new self-adjoint operator all of whose eigenvalues are simple, and 
that the new defining boundary functionals can be chosen as close to those 
defining H,, as desired. 
III 
We drop the assumption of self-adjointness, dealing more explicitly with 
regular differential operators acting on @‘L?[O, I]. We assume that our operator 
T has nonempty resolvent set and, consequently, compact resolvent; this 
implies that T is obtained from the associated maximal operator by intersecting 
the domain of the maximal operator with the kernels of nk boundary functionals. 
Recall that the space of boundary functionals has dimension 2nk and that the 
set of &-dimensional subspaces can be made into a metric space by using the 
notion of gap (see [8, Chap. 4, Sect. 21). 
Suppose we are given a regular maximal differential operator Lmax, and a 
restriction Lmin C T CL,, with compact resolvent. The problem is to deter- 
mine whether, for every E > 0 and compact set KC @, we can find Lmin C 
T’ CL,,, such that every eigenvalue of T’ in K is simple and such that the gap 
between T and T’, denoted 6(T, T’), is less than E. 
Suppose that s,(h),..., S&X) is an analytic basis of solutions of L,,,s(h) = 
As(h). Then a basis of solutions of (L,,, - AI)‘f = 0 is 
In order to separate elements in the span of 
nk 
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by boundary functionals we examine the linear independence of 
To do this we introduce the problem 
n-: (Lmax - AI)‘f = 0, f’“‘(0) = f’i’( 1) = 0, i = o,..., n - 1. 
LEMMA. The set of h E 62 such that r has a nonzero solution is either @ or a 
discrete set in @. 
Proof. We introduce some notation. Let f(x) = (fr(~),...,f~(x))~. Define 
Anzjf(x) = j$(~). Then the problem r will have a nonzero solution for h E C 
exactly when some nontrivial linear combination of 
is in 9(&,in), that is, if 
0 = det (z: 
“‘A, Cl ... c, 
1 ‘.. B, D, ... D, ’ 
where Ai , Bi , Ci , and Di , i = I,..., k, are nk x n matrices whose entries are 
(Ai),l = $‘s~(O, A), 
(B& = A:-’ & ~~(0, X), 
(C&l = Aj3,(1, A), 
(D&t = A:-’ & ~~(1, A). 
The analyticity of the basis sr ,..., s,~ implies the analyticity of this determinant, 
which gives the result. 1 
THEOREM 4. Suppose that Lm,, is a regular d$%rential operator such that 
the problem rr has nonzero solutions only for a discrete set of h E @. Let Lmin C T C 
L mitx , and suppose T has nonempty resolvent set. Let K be any compact subset of C 
and let E > 0. Then there is T’, Lmin C T’ CL,, , such that 6( T, T’) < E and 
all eigenvalues of T’ in K are simple. 
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Proof. Let D be a compact disk containing K such that the boundary of D 
is in p(T). A theorem of Kato [B, p. 2061 implies that for any compact subset 
M C p(T) the convergence of {T,} to T in the sense of gap implies that supAEM 
ll(T, - X1)-l - (T - AI)-l (1 -+ 0. Consequently, by only considering p such 
that 6(T, E?) is sufficiently small, we fix forever the number of eigenvalues, 
counting multiplicity, contained in D. Note, too, that since {s,(h)>y:r are linearly 
independent mod a(L,in) there is no loss of generality in assuming that 
a(T) n D n {X E C / r has a nonzero solution at h} = o ; 
that is, we can find Tl such that Lmin C Tl CL,,, , S( T, Tl) < E, and this 
restriction holds for T, , 
Let p E u(T). Then there is a basis of boundary functionals Q, ,..., Qnr , 
~1 ,..., w,k such that Q~(s&)) = 6ii ) Qi((a/ah) S,(p)) = 0, ~,((a/aA) sj(p)) = 
6, , Wj(Sj) = 0, i,j = l)..., nk. Assume s, E N(T - PI), and that & ,..., tne are 
linearly independent boundary functionals such that f E B(T) exactly when 
~GzB(L~& and t,(f) = .-* = t&f) = 0. Let t, = (a/%) sr , 7]r = wr , 
ti = si , and vc = .Qi for i = 2,..., nk. For large 1 .z / the matrix [(ZQ + I;,)(tj)], 
i,j = 1 ,..-, nk, is invertible, so by analyticity it is invertible for 1 x 1 arbitrarily 
close to zero. Hence we can choose x0 as small as we like so that the functionals 
Z,,Q + ci are linearly independent as functionals on the span of {ti}ytr . This 
immediately implies that if Tl has defining boundary conditions (a,,~ + c<)(f) = 
0, then N(( Tl - ~1)~) is exactly the span of sr(p). 
Now, as in the proof of Theorem 3, we can continue to split off simple eigen- 
values until we have an operator T’ such that 6( T, T’) < E and all eigenvalues 
of T’ in D are simple. Observe that this process only takes finitely many steps 
since the sum of the dimensions of the generalized eigenspaces corresponding 
to eigenvalues in D is fixed and finite. 1 
Note that the arguments for Theorem 4 work as well for operators on a real 
Hilbert space as for operators in a complex Hilbert space. We conclude with a 
sufficient condition for the problem rr to have nonzero solutions only for a 
discrete set of h E @. Suppose that L is a regular nth-order formally self-adjoint 
differential expression, that @ is a formal differential expression of order n - 2 
such that L - @ is regular, and that T is a self-adjoint restriction of L,,, . 
THEOREM 5. For (L - @& the problem r has nonzero solutions only for a 
discrete set of h E C. 
Proof. Let h be real and in p( T -,a+). If y E N((L - @ - M),,), then 
w =y+((T-@+-Al-l[@+-@]y) is in N((L - @+ - A&&. It can be 
shown ([l] or [2]) that we can find X so that /I( T - @+ - AZ)-I[@+ - @]I1 can be 
made arbitrarily small. Consequently if /I y I/ = 1 then for any c > 0 we can find 
h such that the distance from y to N((L - @+ - Xl)m,x) is less than E. 
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Now note that for TT to have a nonzero solution at A, we must have R((L - @ - 
AZ)mtn) n N((L - @ - AZ)rr& # {O}. We also know that R’[(L - @- 
AZ),i,] = N((L - @+ - AZ),,); hence if x E R((L - @ - A.Z),i,) and 11 z 11 =l, 
then the distance from x to N((L - @+ - AZ),,,) = 1. However, we have just 
seen that for certain h E @ no element of N((L - Sp - AZ),,,) of norm 1 can 
satisfy this estimate. Consequently there are h E @ such that R((L - @ - 
Wmax) n N((L - @ - Wmax) = (01, or T can have nonzero solutions only for 
a discrete set of A. i 
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