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Abstract. The Principle of Perturbative Agreement, as introduced by Hollands & Wald, is a renormali-
sation condition in quantum field theory on curved spacetimes. This principle states that the perturbative
and exact constructions of a field theoretic model given by the sum of a free and an exactly tractable
interaction Lagrangean should agree. We develop a proof of the validity of this principle in the case of
scalar fields and quadratic interactions without derivatives which differs in strategy from the one given
by Hollands & Wald for the case of quadratic interactions encoding a change of metric. Thereby we profit
from the observation that, in the case of quadratic interactions, the composition of the inverse classical
Møller map and the quantum Møller map is a contraction exponential of a particular type. Afterwards,
we prove a generalisation of the Principle of Perturbative Agreement and show that considering an ar-
bitrary quadratic contribution of a general interaction either as part of the free theory or as part of the
perturbation gives equivalent results. Motivated by the thermal mass idea, we use our findings in order
to extend the construction of massive interacting thermal equilibrium states in Minkowski spacetime
developed by Fredenhagen & Lindner to the massless case. In passing, we also prove a property of the
construction of Fredenhagen & Lindner which was conjectured by these authors.
1 Introduction
In the last twenty years a solid conceptual framework of perturbative algebraic quantum field
theory on curved spacetimes has been established [BFK95, BrFr00, HoWa01, HoWa02, BFV03,
HoWa05, Ho08, BDF09, FrRe13]. This was possible thanks to the seminal work [Ra96], which
introduced the powerful tools of microlocal analysis to algebraic quantum field theory. In particu-
lar, a number of axioms for the time–ordered products of Wick–polynomials on curved spacetime
have been proposed in [HoWa01, HoWa05], based on earlier work in [BFK95, BrFr00]. In the
former works it has been argued that these axioms are the renormalisation conditions which
should be satisfied by any regularisation scheme on curved spacetimes compatible with gen-
eral covariance and the principles of quantum field theory. In [HoWa01, HoWa02, HoWa05] it
has been proven that renormalisation schemes satisfying these conditions actually exist and the
renormalisation freedom compatible with these renormalisation conditions has been classified.
One of these axioms, introduced in [HoWa05], is the Principle of Perturbative Agreement
(PPA). This principle states that the perturbative and exact constructions of a field theoretic
model given by the sum of a free and an exactly tractable interaction Lagrangean should agree.
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To explain this in more detail for the example of a quadratic interaction, let us consider a
quadratic action S1 and a quadratic interaction potential Q with at most two derivatives, which,
in the case of a real scalar field, can quantify a change of the mass, a change of the coupling to the
scalar curvature, a change of the metric and a change of the external current. We may construct
the free exact algebras of observables A1 and A2 corresponding to the actions S1 and S1 + Q,
as well as the perturbative algebra of interacting observables A1,Q corresponding the free action
S1 and the perturbation Q. The classical Møller map R1,Q intertwines the classical dynamics
of S1 + Q and S1 and is an isomorphism between A2 and A1, whereas the quantum Møller
map R~1,Q, which enters the construction of the perturbative algebra A1,Q, may be thought of
as an isomorphism between A1,Q and a (subalgebra) of A1. The PPA as stated and proved in
[HoWa05], see also [Za13] for the case of higher spin fields and variations of a background gauge
field, requires that β1,Q
.
= R−11,Q ◦R~1,Q intertwines the time–ordered products corresponding to
S1 and S1 + Q and thus imposes renormalisation conditions on the time–ordered products of
both theories. In fact, the validity of the PPA implies that R1,Q is an isomorphism between
A1,Q and a (subalgebra of) A2. In [HoWa05] several important physical implications of the
validity of the PPA are discussed. In particular it is proven that a number of identities valid in
a classical field theory hold in the corresponding quantum theory as well.
In this work, we generalise the proof of the Principle of Perturbative Agreement for arbitrary
quadratic Q to the setting where an additional, not necessarily quadratic, interaction potential
V is present. We prove that, provided the time–ordered product satisfies the PPA, the classical
Møller map extends to an isomorphism between the algebras A2,V and A1,Q+V , i.e. the pertur-
bative algebra corresponding to the free action S1+Q and perturbation V , and the perturbative
algebra corresponding to the free action S1 and the perturbation Q + V , respectively. To this
avail, we develop a proof of the PPA for quadratic Q without derivatives which differs in strategy
from the proof of [HoWa05] for Q encoding a change of metric and is based on the observation
that β1,Q
.
= R−11,Q ◦ R~1,Q is, in a certain sense, a contraction exponential w.r.t. the difference
of the (chosen) Feynman propagators ∆F1+Q − ∆F1 of the two quadratic models. In particular,
we show that β1,Q is a deformation in the sense of deformation quantization when applied to
sufficiently regular functionals. We note that the proof of the PPA for quadratic Q without
derivatives has not been explicitly spelt out in [HoWa05], although the proof of the PPA for
Q encoding changes of the metric given in [HoWa05] can be extended to general quadratic Q
without much effort.
A further independent proof of the PPA for scalar fields and quadratic interactions without
derivatives has been given in [GHP15], where an explicit analytic regularisation scheme on curved
spacetime is developed and shown to satisfy the PPA for this class of quadratic perturbations.
After proving the generalised PPA, we construct as an application interacting thermal equi-
librium states for massless Klein–Gordon fields on Minkowski spacetime with an arbitrary inter-
action V . We accomplish this by combining the construction of such states in the massive case
developed in [FrLi14, Li13] with the idea of the thermal mass, which is an effective mass term
appearing in φ4–theory upon changing the normal–ordering prescription from normal–ordering
with respect to the free vacuum to normal–ordering with respect to the free thermal state.
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However, our construction also applies to the case of zero temperature, because we introduce
a temperature–independent positive virtual mass whose magnitude turns out to be inessential
for the construction. In passing, we also prove that the construction of [FrLi14, Li13] is, in
the adiabatic limit, independent of the temporal cut–off which enters this construction. This
property was conjectured in [FrLi14] and proved up to the strong clustering property which we
discuss in Appendix C.
Our paper is organised as follows. We begin by reviewing the functional approach to pertur-
bative algebraic quantum field theory on curved spacetimes in Section 2, as this is the framework
in which we shall work throughout. In Section 3, we first review the precise formulation of the
Principle of Perturbative Agreement introduced in [HoWa05] for the case of at most quadratic
interactions and sketch the strategy of the alternative proof of its validity given in the present
work. After elaborating this proof of the PPA for quadratic interactions in several steps, where
the final steps are only given for the case of quadratic interactions without derivatives, we prove
the generalisation to the case where an additional general interaction is present in Section 4. In
Section 5, we review the construction of massive interacting KMS states on Minkowski spacetime
developed in [FrLi14, Li13] and use our results to generalise this construction to the massless
case. The appendix contains the proofs of several subsidiary results.
2 Functional Approach to Quantum Field Theory
In this section we briefly recall the functional approach to perturbative algebraic quantum field
theories on curved spacetimes [BDF09, FrRe12, FrRe14], which is the setting of our work. For
simplicity we will consider only the case of the real Klein–Gordon field. However, this framework
can be applied to more general field theories including theories with local gauge symmetries,
see e.g. [FrRe13]. We shall consider only spacetimes (M , g) which are globally hyperbolic
throughout, see e.g. [BGP07] for a definition and properties. Moreover, we set E (M n)
.
=
C∞(M n,R), EC(M
n)
.
= C∞(M n,C), D(M n)
.
= C∞0 (M
n,R), DC(M
n)
.
= C∞0 (M
n,C) and
denote by J±(O) the causal future/past of O ⊂ M .
The functional approach can be thought of as to provide a concrete realisation of the abstract
Borchers–Uhlmann algebra of quantum fields and its extension to include Wick polynomials
and time–ordered products thereof, see [HoWa01, HoWa02]. In this approach, the off–shell
observables are described by complex–valued functionals F ∈ F over real–valued off-shell
field configurations φ ∈ E (M ). Physically interesting observables can detect only local
perturbations of the field configuration, hence physically relevant functionals are required to be
supported in compact regions of spacetime only. Here the support of a functional F is defined
as
suppF
.
= {x ∈ M | ∀ neighbourhoods U of x ∃φ,ψ ∈ E (M ), suppψ ⊂ U, (1)
such that F (φ+ ψ) 6= F (φ)} .
Moreover, in order to be able to compute products among observables, certain regularity
conditions are necessary. In particular, it is assumed that functionals representing observables
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are smooth, namely that, for each ϕ,ψ ∈ E (M ), the function λ → F (ϕ + λψ) has to be
infinitely often differentiable with the n–th functional derivative at λ = 0 represented by a
compactly supported symmetric distribution F (n)(ϕ) ∈ E ′C(M n) in the sense that
dn
dλn
F (ϕ+ λψ)
∣∣∣∣
λ=0
=
〈
F (n)(ϕ), ψ⊗n
〉
. (2)
We further restrict the possible distributions appearing as functional derivatives by demanding
that their wave front set WF
(
F (n)
)
has a particular form. This defines the set of microcausal
functionals, which is the maximal set of functionals we shall need.
Fµc
.
=
{
F ∈ F
∣∣∣ F smooth, compactly supported, WF(F (n)) ∩ (V n+ ∪ V n−) = ∅} , (3)
here V+/− is a subset of the cotangent space formed by the elements whose covectors are con-
tained in the future/past light cones and V +/− denotes is closure. This set contains the set
Floc of local functionals formed by the microcausal functionals whose n-th functional deriva-
tives F (n) are supported only on the diagonal Dn ⊂ M n and satisfy WF(F (n)) ⊥ TDn, as well
as the regular functionals Freg, which are the subset of Fµc consisting of functionals with
WF
(
F (n)
)
= ∅ for all n. A typical element of Floc is a smeared field polynomial
Fm,f (φ)
.
=
∫
M
fφm dµg f ∈ DC(M ) , φ ∈ E (M ) , (4)
where dµg is the canonical volume form induced by the metric g. The case m = 1, i.e. a linear
functional
Ff (φ)
.
=
∫
M
fφ dµg f ∈ DC(M ) , φ ∈ E (M ) , (5)
is a special case of an element of Freg.
2.1 Algebras of observables in linear and affine theories
All these sets of functionals are linear spaces, which we can endow with an involution ∗, defined
as the complex conjugation F ∗(φ)
.
= F (φ). Functionals encoding physical observables have to
satisfy F ∗ = F . We may further give the linear involutive space Fµc and its linear subspaces
the structure of an algebra by equipping them with a product which encodes the quantum
commutation relations. Whenever the equation of motion of the model we are going to quantize
is an affine Klein–Gordon–type equation, i.e.
Pφ = j P
.
= −✷g +M , (6)
where ✷g is the d’Alembert operator associated to g and M, j ∈ E (M ), the construction of the
above–mentioned product can be made explicit by formally deforming the pointwise product
(F ·G)(φ) .= M(F ⊗G)(φ) .= F (φ)G(φ)
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to a non–commutative product which we shall indicate by ⋆.
To this end, we consider a distribution ∆+ ∈ D ′C(M 2) which is of the form
∆+ = ∆S +
i
2
∆
where ∆S is real and symmetric and ∆ is the real and antisymmetric causal propagator cor-
responding to the normally hyperbolic Klein–Gordon operator P (6). We recall that the causal
propagator is uniquely defined as ∆ = ∆R − ∆A, the retarded–minus–advanced fundamental
solution of the linear part of (6), (see e.g. [BGP07] for their rigorous unique construction in
every globally hyperbolic spacetime), whereas ∆S is non–unique. Moreover, we demand that
∆+ satisfies the Hadamard condition in its microlocal form [Ra96], i.e. that the wave front
sent WF(∆+) reads
WF(∆+) = V +
.
= {(x, x′, ξ,−ξ′) ∈ T ∗M2\{0} | (x, ξ) ∼ (x′, ξ′) and ξ ✄ 0}, (7)
where (x, ξ) ∼ (x′, ξ′) means that there exists a null geodesic γ connecting x to x′ such that ξ
is coparallel and cotangent to γ at x and ξ′ is the parallel transport of ξ from x to x′ along γ,
whereas ξ ✄ 0 indicates that ξ is future directed.
Given a distribution ∆+ with these properties, we define the ⋆–product on Fµc as
F ⋆ G = M ◦ exp ~Γ∆+(F ⊗G), Γ∆+ =
∫
M 2
∆+(x, y)
δ
δφ(x)
⊗ δ
δφ(y)
dµg(x) dµg(y) , (8)
explicitly,
F ⋆ G
.
= F ·G+
∑
n≥1
~n
n!
〈(
∆+
)⊗n
, F (n) ⊗G(n)
〉
. (9)
This product is well–defined on account of the regularity properties of microcausal functionals
as well as the Hadamard property of ∆+ and has to be understood in the sense of formal power
series in ~ for functionals which do not have only finitely many non–vanishing functional deriva-
tives [BDF09, FrRe12, FrRe14]. By construction, the ⋆–product is compatible with canonical
commutation relations among linear fields
[Ff , Fg]⋆
.
= Ff ⋆ Fg − Fg ⋆ Ff = i~∆(f, g) .= i~〈f,∆g〉 (10)
and with the involution ∗
(F ⋆ G)∗ = G∗ ⋆ F ∗ . (11)
Altogether we arrive at the following definition.
Definition 2.1. The off–shell algebra of observables corresponding to the field theory
defined by (6) is the involutive algebra
A := (Fµc , ⋆, ∗) . (12)
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The Hadamard condition for ∆+ determines ∆S only up to a smooth (and symmetric) part,
however, algebras constructed with different choices of ∆+ are isomorphic. Given two ∆+, ∆+′
with the above–mentioned properties and the related algebras A = (Fµc , ⋆, ∗), A ′ = (Fµc , ⋆′, ∗),
the isomorphism between the algebra A and A ′ is given by
αw : A
′ → A F 7→ αw(F ) .= exp ~Γw(F ) =
∑
n≥0
~n
n!
〈
w⊗n, F (2n)
〉
w
.
= ∆+ −∆+′ . (13)
Note that αw maps Floc into itself and that w is real by definition. We now define the on–shell
version of A .
Definition 2.2. The on–shell algebra of observables corresponding to the field theory
defined by (6) is the quotient
A
on := A /I , (14)
where, whenever the ⋆–product is implemented by a ∆+ satisfying P ◦∆+ = ∆+ ◦ P = 0, I is
the (closed) ∗–ideal in A generated by functionals F ∈ Fµc of the form
F (φ) =
∫
Mn
dµg(x1) . . . dµg(xn)
{
(Px1T (x1, . . . , xn))φ(x1) . . . φ(xn)−
− T (x1, . . . , xn)j(x1)φ(x2) . . . φ(xn)
}
,
with T being an arbitrary symmetric distribution which satisfies WF(T )∩ (V n+ ∪ V n−) = ∅. If a
⋆–product ⋆′ is implemented by a general ∆+′ of Hadamard form, then the corresponding ideal
I ′ ⊂ A ′ = (Fµc , ⋆′, ∗) is defined as I ′ .= α−1w (I ) = α−w(I ), where αw : A ′ → A (13) is
the ∗–isomorphism between A ′ and an algebra A = (Fµc , ⋆, ∗) ⊃ I , in which the ⋆–product is
implemented by a ∆+ satisfying P ◦∆+ = ∆+ ◦ P = 0.
Note that the off–shell A does not depend on the source term j in (6). We shall remain
off–shell in the following as this is necessary for a consistent discussion of perturbation theory.
Remark 2.1. The subalgebra A reg of A defined as
A
reg .= (Freg, ⋆, ∗)
is generated by the identity and linear functionals and is a concrete representation of the
“normal–ordered” Borchers–Uhlmann algebra, see e.g. [HoWa01]. The usual Borchers–Uhlmann
algebra is obtained from A reg as α−∆S(A
reg), where α is defined as in (13), and is characterised
by a ⋆–product defined only in terms of the causal propagator ∆.
2.2 Algebras of interacting observables in general non–linear theories
Theories whose dynamics are governed by general non–linear equations are usually constructed
perturbatively over linear (or affine) theories, as this is often the only available possibility.
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Consequently, interacting observables are identified as formal power series in the perturbation
with coefficients in A by means of a suitable map. In order to explicitly construct this map, we
need to introduce a new product among elements of Floc, the time–ordered product ·T .
The time–ordered product is a product characterised by symmetry and
F ·T G .= F ⋆ G if F & G, (15)
where F & G means that there exists a Cauchy surface (see [BGP07] for a definition) Σ such
that supp(F ) ⊆ J+(Σ) and supp(G) ⊆ J−(Σ). We may first consider the time–ordered product
on Freg. In this case, the time–ordered product can be written by a “contraction exponential”
similar to the one defining the ⋆–product, namely as
F ·T G = F ·G+
∑
n≥1
~n
n!
〈(
∆F
)⊗n
, F (n) ⊗G(n)
〉
F,G ∈ Freg, (16)
where ∆F = ∆+ + i∆A is the Feynman propagator associated to ∆+.
The product defined in (16) is not well–defined on generic elements of Fµc . One reason for
this is the fact that the wave front set of the integral kernel of ∆A contains the wave front set
of the δ–distribution because P∆A = I with P as in (6). Consequently, the product (16) is
ill–defined on Floc because pointwise powers of ∆
F are ill–defined. To overcome this problem
it is convenient to consider the time–ordered product of local functionals as a multilinear map
from multilocal functionals to A
T : Fmloc → A , Fmloc .=
∞⊕
n=0
Floc
⊗n (17)
satisfying a set of axioms [BrFr00, HoWa01, HoWa02, HoWa05, BDF09]:
1. T (F ) = F for all constant and linear functionals F , symmetry and the causal factorisation
property:
T (F1, . . . , Fn) = T (F1, . . . , Fk) ⋆ T (Fk+1, . . . , Fn) ,
if the supports suppFi, i = 1, . . . , k of the first k entries do not intersect the past of the
supports suppFj , j = k + 1, . . . , n of the last n− k entries,
2. the product rule for functional derivatives (also called φ–independence):
T (F1, . . . , Fn)
(1) =
n∑
j=1
T (F1, . . . , F
(1)
j , . . . , Fn) , (18)
3. suitable locality and covariance properties w.r.t. isometric and causality preserving em-
beddings (M1, g1)→ (M2, g2),
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4. the microlocal spectrum condition, which is a remnant of translation invariance: let us
consider n local functionals Fmi,fi , i ∈ {1, . . . , n} of the form (4), i.e. n smeared field
polynomials, where also polynomials in derivatives of the field are allowed and let us set
ωn(f1, . . . , fn)
.
= T (Fm1,f1 , . . . , Fmn,fn)|φ=0 .
This defines a distribution ωn ∈ D ′C(M n) and one demands WF(ωn) ⊂ V Tn , where V Tn ⊂
T ∗M n \ {0} is defined as follows. We define “decorated graphs” G ⊂ (M , g) as graphs
embedded in M whose vertices are points x1, . . . , xn ∈ M and whose edges e are oriented
null–geodesics γ(e). We denote by pe the coparallel and cotangent covectorfield of γ(e) and
denote by s(e) = i and t(e) = j the source and target of an edge connecting the points xi,
xj with i < j. Moreover, if xs(e) /∈ J±(xt(e)), then pe is required to be future/past–directed.
We may now define V Tn as
V
T
n
.
=
{
(x1, . . . , xn, ξ1, . . . ξn) ∈ T ∗M n \ {0} | ∃ decorated graph G with vertices
x1, . . . , xn s.t. ξi =
∑
e:s(e)=i
pe(xi)−
∑
e:t(e)=i
pe(xi) ∀i
}
.
5. unitarity
T (F1, . . . , Fn)
∗ =
∑
P=I1⊎...⊎Ij
(−1)n+j
⋆∏
I∈P
T
(⊗
i∈I
F ∗i
)
, (19)
where P = I1⊎. . .⊎Ij denotes a partition of {1, . . . , n} into j pairwise disjoint, non–empty
subsets Ii,
6. the Leibniz rule (also called action ward identity)
T (F1, . . . , Fn) = 0 if Fi(φ) =
∫
M
dB(φ) for at least one i ∈ {1, . . . , n} (20)
where B(φ) is a compactly supported three-form,
7. suitable scaling properties, cf. [HoWa01], and and a suitable smooth or analytic depen-
dence on the metric, see [HoWa01], however also [KhMo14],
8. the Principle of Perturbative Agreement for at most quadratic interactions with at most
two derivatives, cf. [HoWa05] and Section 3.
Following the approach of Epstein and Glaser [EpGl73], causal factorisation property is used
to construct a solution to these axioms by an induction over the number of factors. In particular,
at each induction step certain expressions of ∆F , which are a priori defined only outside the total
diagonal of M n, are extended to the full M n by using methods similar to the ones introduced by
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Steinmann [St71], see e.g. [BrFr00, HoWa02, HoWa05, BDF09, FrRe12, FrRe14] for details. The
resulting time–ordered map is not unique but the freedom left is local and the freedom of the
time–ordered products appearing in the perturbative construction of renormalisable interacting
models may be absorbed by a redefinition of the parameters of the interacting model under
consideration (ibid.).
For the special case of local functionals, the time–ordered map T corresponds to the definition
of local and covariant Wick polynomials as elements in A (ibid.). In the case of several factors,
one can define a time–ordered product ·T induced by the map T as
F1 ·T . . . ·T Fn .= T
(
T−1(F1), . . . , T
−1(Fn)
)
. (21)
It has been proven in [FrRe13], that, as suggested by the notation, the resulting ·T is indeed an
iterated binary and associative operation on a subset of Fµc which contains the space of func-
tionals consisting of formal series of time–ordered products of local and/or regular functionals
FTloc
.
=
F ∈ Fµc |F =∑
n≥0
Fn,1 ·T . . . ·T Fn,n , Fk,l ∈ Floc ∪Freg
 . (22)
Here, the time–ordered product of a regular functional F with an arbitrary G ∈ FTloc is uniquely
defined by (16) also for non–regular G. For later purposes we define a subalgebra A 0 ⊂ A as
A
0 .= the algebra ⋆–generated by F ∈ FTloc . (23)
Remark 2.2. The renormalised time–ordered product constructed as explained above fails to
be well–defined on the full space of microcausal functionals Fµc . This may be seen by naively
evaluating the expression F ·T (G ⋆ H), where F , G and H are non–linear local functionals,
by means of (16) and by observing that non–local divergencies occur in the evaluation of this
expression. Notwithstanding, the domain of ·T is sufficiently large for perturbation theory.
Once the renormalised time–ordered product is constructed, it is possible to define interacting
observables as formal power series with coefficients in A . To this avail we consider a model
defined by the action
S = S1 + V
where S1 is an action functional corresponding to Euler–Lagrange equations of the form (6) and
V ∈ Floc is arbitrary, but usually considered to be real V ∗ = V . For an arbitrary functional
F ∈ FTloc, we define the S-matrix S1,F ∈ FTloc by
S1,F
.
= expT1
(
i
~
F
)
.
=
∑
n≥0
in
n!~n
F ·T1 . . . ·T1 F︸ ︷︷ ︸
n times
, (24)
and we define the relative S-matrix S1,V (F ) associated to S1, V and an arbitrary functional
F ∈ FTloc as
S1,V (F )
.
= S−11,V ⋆1 S1,V+F . (25)
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Here, ⋆1 and ·T1 are ⋆– and time–ordered products related to S1 and S−11,V is the inverse of S1,V
w.r.t. ⋆1. We may then define the (retarded) quantum Møller map via the Bogoliubov
formula as
R
~
1,V (F )
.
=
~
i
d
dλ
S1,V (F )
∣∣∣∣
λ=0
= S−11,V ⋆1 (S1,V ·T1 F ) F ∈ FT1loc , (26)
where FT1loc is defined by means of ·T1 as in (22), which is a formal power series in V (and its
functional derivatives). As the name suggests, the quantum Møller map at zeroth order in ~
equals, in the sense of formal power series in V , the classical Møller map which we shall discuss
in the next section [Du¨Fr00]. Note that R~1,V (F ) is a formal power series with values in A
0
1 , cf.
(23).
By means of the quantum Møller map we can define the algebra of interacting observables
A1,V and its regular version A
reg
1,V corresponding to the base theory S1 and the interaction V .
Definition 2.3. The off–shell algebra of interacting observables A1,V is the ∗–algebra
that is ⋆1–generated by the functionals R
~
1,V (F ) with F ∈ FT1loc. The off–shell algebra of
regular interacting observables A reg1,V is the ∗–algebra that is ⋆1–generated by the functionals
R~1,V (F ) with F ∈ Freg. The on–shell algebra of interacting observables A on1,V is the
quotient A1,V /I1,V where, considering A1,V as a subalgebra of A1, the ∗–ideal I1,V is defined
as I1,V
.
= I1 ∩A1,V , where I1 is defined as in Definition 2.2.
If one considers a regular interaction V ∈ Freg, and corresponding regular interacting ob-
servables, one may define their algebra in a direct manner as
A˜
reg
1,V
.
= (Freg, ⋆1,V , ∗1,V ) (27)
with the interacting ⋆–product ⋆1,V and the interacting involution ∗1,V defined as
F ⋆1,V G
.
= (R~1,V )
−1
(
R
~
1,V (F ) ⋆1 R
~
1,V (G)
)
, F ∗1,V
.
= (R~1,V )
−1
(
R
~
1,V (F )
∗
)
. (28)
Here, the inverse quantum Møller map is given explicitly by
(R~1,V )
−1(F ) = S1,−V ·T1 (S1,V ⋆1 F ) . (29)
However, ⋆1,V , ∗1,V are not well–defined for general F,G ∈ FTloc and V ∈ Floc because the
inverse Møller map is not well–defined on a sufficiently large domain on account of Remark 2.2,
see [Re11] for details. Consequently, (28) and the naively defined A˜1,V
.
= (F1,V , ⋆1,V , ∗1,V ),
where F1,V is the space of functionals ⋆1,V –generated by FT1loc, are in general ill–defined for
V ∈ Floc. In spite of this fact, one may always think of A˜1,V as being represented via the
quantumMøller map on the well–defined algebra A1,V , because formally R
~
1,V is a ∗–isomorphism
between A˜1,V and A1,V . This point of view is in general sufficient for perturbation theory.
However, we shall demonstrate in the following section that A˜ reg1,V is well–defined at least if V
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is a quadratic local functional. Note that the interacting involution ∗1,V , provided it is well–
defined, in general differs from the simple complex conjugation ∗ if V is non–linear.
We close our brief review of the functional approach to perturbative quantum field theory by
the simple, but powerful observation that the time–ordered product associated to ⋆1,V , provided
the latter is well–defined, is ·T1 , see e.g. [Li13].
Lemma 2.1. For all V, F,G ∈ FT1loc such that F & G
R
~
1,V (F ·T1 G) = R~1,V (F ) ⋆1 R~1,V (G)
Proof. We first note that
R
~
1,V (F ·T1 G) =
~2
i2
d
dλ
d
dµ
S1,V (λF + µG)
∣∣∣∣
λ,µ=0
.
By the properties of the time–ordered product ·T1 , F & G implies S1,V (F + G) = S1,V (F ) ⋆1
S1,V (G), i.e. the causal factorisation property of the relative S–matrix, see Appendix A. Using
this, we find
R
~
1,V (F ·T1 G) =
~2
i2
d
dλ
d
dµ
S1,V (λF ) ⋆1 S1,V (µG)
∣∣∣∣
λ,µ=0
= R~1,V (F ) ⋆1 R
~
1,V (G).
3 The Principle of Perturbative Agreement
We are now in position to start our discussion of the Principle of Perturbative Agreement (PPA).
This principle has been introduced in [HoWa05] as an axiom to fix the freedom arising from the
extension of the time–ordered product from regular to local functionals. To discuss this principle
in the case considered in this work (cf. Remark 3.3 for the remaining cases), we consider two at
most quadratic action functionals S1, S2, i.e. two actions of the form
Si(φ) = S
∗
i (φ)
.
=
1
2
∫
M
f
(
gµνi (∇µφ)∇νφ+Miφ2 − 2jiφ
)
dµgi . (30)
HereMi, ji ∈ E (M ) and gi are two Lorentz metrics such that the spacetimes (M , gi) are globally
hyperbolic. Moreover, we need the technical condition [BKR12, Kh12] that
g2 > g1 ⇔ J±1 (p) ⊂ J±2 (p) ∀ p ∈ M . (31)
f is a test function introduced to achieve Si ∈ Floc, however, the Euler–Lagrange equations of
Si, S
(1,i)
i (φ) = 0, do not depend on f if we choose f equal to 1 on the region of spacetime of
interest, which we shall do implicitly throughout. Consequently, we set
S
(1,i)
i (φ)
.
= Piφ− ji , Pi .= −✷gi +Mi , i ∈ {1, 2} . (32)
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Here and in the following we stress with our notation that the functional derivative in the
sense of an integral kernel of a distribution depends on the background metric. I.e. we define
for a smooth functional F and h ∈ D(M )〈
F (1,i)(φ), h
〉
i
.
=
d
dλ
F (φ+ λh)|λ=0 , 〈f, h〉i .=
∫
M
fh dµgi . (33)
In particular, it holds
F (1,1)(φ) = c2,1F
(1,2)(φ) , c2,1
.
=
√|det g2|√|det g1| . (34)
A term of the form φAµ∇µφ has been excluded from Si because it is equivalent to −φ2∇µAµ
which can be subsumed under Mi. We may consider the difference of the two actions as a
perturbation Q(φ)
.
= S2(φ)− S1(φ) and write it w.r.t. the volume measure of g1 as
Q(φ) = Q∗(φ) =
1
2
∫
M
(
Gµν(∇µφ)∇νφ+Mφ2 − 2jφ
)
dµg1 (35)
where now M , j and G are smooth and compactly supported so that Q ∈ Floc. We note that
M does not only quantify a perturbative mass correction, but also a perturbative correction to
the coupling of the Klein–Gordon field to the scalar curvature. Moreover, M and j also quantify
a change of the metric because e.g. M = c2,1M2 −M1.
3.1 Formulation of the Principle of Perturbative Agreement
One can now proceed in two ways to construct the algebra of observables corresponding to the
model defined by S2. On the one hand we can construct the (off–shell) algebra of observables
A2
.
= (Fµc2 , ⋆2) (we shall suppress the involutions in the following) directly, where ⋆2 is a ⋆–
product corresponding to P2 and Fµc2 is defined as in (3), but with respect to g2. Alternatively,
we can construct it perturbatively over the exact algebra A1
.
= (Fµc1 , ⋆1), where Q plays the
role of the interaction and Fµc1 is defined as in (3), but with respect to g1. We have argued in
the previous section that the algebra A˜1,Q, generated by ⋆1,Q–products of F ∈ FT1loc and with
⋆1,Q defined as in (28), is ill–defined, but may be considered as represented on the well–defined
algebra A1,Q, defined in Definition 2.3, via the quantum Møller map R
~
1,Q. Notwithstanding,
we shall first discuss the PPA heuristically in terms of the algebra A˜1,Q in order to outline the
essential idea of this principle.
By the covariance axiom, the time–ordered maps Ti : Fmloc → Ai (17) have to be understood
as Ti
.
= T (gi,Mi, ji, ⋆i), i.e. as particular evaluations of a map T (g,M, j, ⋆), which for an
arbitrary but fixed choice of renormalisation constants depends on the background fields (g,M, j)
via the terms multiplying these constants. Moreover, we spell out the dependence of T on ⋆
because we consider the free algebras A always as algebras with a concrete product ⋆ defined
by a fixed ∆+ of Hadamard form rather than as abstract algebras defined only up to isomorphy.
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The motivation which lead the authors of [HoWa05] to formulate the PPA originates from
the point of view that this map T (g,M, j, ⋆) ought to satisfy covariance conditions w.r.t. the
background fields (g,M, j) which are stronger than the locality and covariance conditions for-
mulated in [HoWa01, BFV03]. As we shall see, the PPA enforces coherence conditions between
T (g,M, j, ⋆) evaluated at two arbitrary but fixed different sets of background fields and thus
severely restricts the renormalisation freedom of the time–ordered maps. We recall that this
implies that the renormalisation freedom of both time–ordered products and Wick polynomials
is restricted, because the time–ordered map encodes both types of renormalisation freedom.
With these points in mind, one may formally say that the PPA demands that the time–
ordered map is defined in such a way that the perturbatively defined algebra A˜1,Q is ∗–isomorphic
to the subalgebra A 02 ⊂ A2 given in (23). Moreover, recalling that the time–ordered product
formally corresponding to ⋆1,Q is ·T1 by Lemma 2.1, one may further demand that the ∗–
isomorphism intertwines not only ⋆1,Q and ⋆2, but also the corresponding time–ordered products
·T1 and ·T2 and even the full time–ordered maps T1 and T2. All these statements are meant in the
sense of formal power series in Q and its functional derivatives with values in A1, because A˜1,Q
is defined only perturbatively. For this reason it is necessary to represent the algebra A2 on the
base algebra A1. As we shall discuss in detail in the following section, this may be achieved by
means of the classical Møller map R1,Q. We shall define this map precisely in what follows,
but for the sake of this discussion the reader may think of R1,Q as the ~ → 0 limit of R~1,Q.
Consequently, we may heuristically describe the PPA in terms of the following commutative
diagram, where dashed arrows indicate that the source of the arrows and thus the full arrow is
formal.
A1 A˜1,Q
A2
R~1,Q
β1,Q
.
= R−11,Q ◦R~1,Q
R1,Q (36)
As this diagram anticipates, and as we shall prove in the following section, the classical
Møller map R1,Q is a well–defined exact isomorphism between A2 and (a subalgebra of) A1 if ⋆2
is defined as the pullback of ⋆1 via R1,Q. Moreover, R
~
1,Q maps A˜1,Q to A1,Q and thus effectively
to A1,Q in the sense of formal power series, as we have already discussed. The candidate for the
heuristic isomorphism between A˜1,Q and a suitable subalgebra of A2 may be thus read off from
the diagram to be β1,Q
.
= R−11,Q ◦ R~1,Q, which one may think of as being the identity plus the
“pure quantum part of R~1,Q”.
After this heuristic discussion of the PPA, we may now state this principle, as introduced in
[HoWa05], precisely and rigorously. As our previous discussion implies, the following formulation
of the PPA is essentially the strongest condition one can require on the comparison between the
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perturbative and exact constructions of models with quadratic interactions because β1,Q can not
be a proper isomorphism between A˜1,Q and A2 since the former algebra is ill–defined. On the
other hand, since by Lemma 2.1 the time–ordered product corresponding to ⋆1,V , provided the
latter is well–defined, is given by ·T1 , one may consider a functional F ∈ FT1loc, e.g. F1·T1 · · ··T1Fn
with Fi ∈ Floc, heuristically as an element of A˜1,Q. Moreover, as we shall discuss in the
subsequent part of the paper, β1,Q is well–defined on FT1loc.
Definition 3.1. Consider two Lorentz metrics g2 > g1, cf. (31), on M , two corresponding
at most quadratic actions S1 and S2 of the form (30) and Q = S2 − S1. Moreover, let R~1,Q
be the quantum Møller map defined in (26), let R1,Q be the classical Møller map
1, and set
β1,Q
.
= R−11,Q◦R~1,Q. Finally, let ⋆1 be a ⋆–product corresponding to S1 and let ⋆2 be the ⋆–product
induced by ⋆1 via R1,Q as F ⋆2 G
.
= R−11,Q (R1,Q(F ) ⋆1 R1,Q(G)) for arbitrary F,G ∈ Fµc2 .
The time ordered map T , considered as map T (g,M, j, ⋆), is said to satisfy the Principle of
Perturbative Agreement (PPA) if, for Ti
.
= T (gi,Mi, ji, ⋆i), i = 1, 2,
T2 = β1,Q ◦ T1. (37)
on Fmloc.
Remark 3.1. Note that, by (21), one may formulate the PPA equivalently by demanding that
for all n ∈ N and all F0, F1, . . . , Fn ∈ Floc,
T2(F0) = [β1,Q ◦ T1](F0) , F1 ·T2 . . . ·T2 Fn = β1,Q
(
β−11,Q(F1) ·T1 . . . ·T1 β−11,Q(Fn)
)
.
The first of these two conditions has the following physical interpretation. Local observables in
QFT may be expressed in terms of local and covariant Wick polynomials. The time–ordered
maps Ti evaluated on local functionals identify local and covariant Wick polynomials as par-
ticular elements of the algebras Ai. Consequently, one may interpret the first of the above
conditions by stating that the PPA demands in particular that β1,Q is effectively the identity
on local observables.
The authors of [HoWa05] prove that the PPA can be satisfied and demonstrate that the
PPA implies that several essential identities from classical field theory hold also in the quantum
case, in particular the interacting quantum stress–energy tensor for an arbitrary, not necessarily
quadratic interaction is automatically conserved if the PPA holds [HoWa05].
Our strategy to prove the validity of the PPA for quadratic interactions without derivatives
differs somewhat from the proof strategy of [HoWa05] (see also [Za13] for a proof for higher spin
fields and variations of a background gauge field). In fact, we shall first prove a rigorous version
of the heuristic commutative diagram (36), namely,
1The classical Møller map is defined in (40), we recall that for the purpose of Definition 3.1 it is sufficient to
note that R1,Q = lim~→0 R~1,Q in the sense of formal power series in Q, cf. Proposition 3.3.
14
A
reg
1 A˜
reg
1,Q
A
reg
2
R~1,Q
β1,Q
.
= R−11,Q ◦R~1,Q
R1,Q (38)
where A reg1
.
= (Freg, ⋆1), A
reg
2
.
= (Freg, ⋆2), and A˜
reg
1,Q = (Freg, ⋆1,Q), with ⋆1,Q defined as in
(28). To this end, we first first discuss the left arrow in (38) (in the stronger sense as it appears
in (36)) in the following Section 3.2, and the top arrow in the subsequent Section 3.3, where
we establish in particular that A˜ reg1,Q = (Freg, ⋆1,Q) is a well–defined algebra and that β1,Q is a
deformation of the type (13) and thus a homomorphism for both the ⋆–product and the time–
ordered product. These results will hold for arbitrary Q of the form (39). Finally, in Section
3.4 we extend the action of β1,Q from regular functionals to FT1loc and prove that the PPA for
strictly quadratic Q without derivatives can be satisfied.
Remark 3.2. We shall prove most results only for purely quadratic Q in order to avoid the
distinction between strictly quadratic Q and linear Q. However, the PPA for linear Q may be
proven along the same lines. In particular, one may show that, if Q is linear, ⋆2 = ⋆1 and
R~1,Q = R1,Q, and thus β1,Q is the identity on Fµc1 = Fµc2 for linear Q.
Remark 3.3. The PPA as reviewed above is only part of the PPA as introduced in [HoWa05].
Namely, the authors of [HoWa05] also require that the perturbative and exact constructions of
a field theoretic model given by the sum of a free Lagrangean and an interaction Lagrangean
which is of arbitrary order in the field, but a pure divergence, should agree. This leads to the
Leibniz rule for time–ordered products, cf. Axiom 6. in the list reviewed in Section 2.2.
For later reference, we explicitly state the form of purely quadratic Q for which we shall
prove most results, where we recall (31) and (34)
Q = Q∗ ∈ Floc , Q(φ) .= 1
2
∫
M
(
Gµν(∇µφ)∇νφ+Mφ2
)
dµg1 , (39)
Gµν = c2,1 g
µν
2 − gµν1 , g2 > g1 .
3.2 The classical Møller map and relations between the exact algebras A1,A2
The elements of A1 = (Fµc1 , ⋆1) and A2 = (Fµc2 , ⋆2) are functionals over field configurations
endowed with products pertaining to the actions S1 and S2. Hence, a mapping of field configu-
rations which intertwines the equations of motions associated to S1 and S2 and satisfies suitable
further properties may be expected to induce by pullback a ∗–homomorphism between A2 and
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A1. A candidate for such a map is the classical Møller map on configurations. In the following,
quantities indexed by “1” and “2” shall always denote quantities associated to S1 and S2. Results
which are essentially analogous to the ones stated in this section have already been obtained in
[HoWa05, Za13].
Definition 3.2. Consider two Lorentz metrics g2, g1 on M , such that (M , g1) and (M , g2)
are globally hyperbolic, two corresponding at most quadratic actions S1 and S2 of the form
(30) and Q = S2 − S1 ∈ Floc. The (retarded) classical Møller map on configurations
R1,Q : E (M )→ E (M ) is defined by the conditions
S
(1,1)
2 ◦R1,Q = S(1,1)1 , R1,Q(φ)|M \J+2 (supp(Q)) = φ|M \J+2 (supp(Q)) , (40)
where J+2 indicates the causal future with respect to the metric g2 and where we recall that
F (1,1) indicates the first functional derivative of F w.r.t. g1 in the sense of (33).
Remark 3.4. In the following, we shall deal with linear operators and their integral kernels,
where the integral kernel of an operator depends on the metric via the covariant volume measure.
I.e. denoting by [A]i the gi–integral kernel, we have [A]1(x, y) = [A]2(x, y)c2,1(y). We shall
use the following convention regarding integral kernels throughout the remaining part of work.
Integral kernels of operators pertaining to Si shall always be considered w.r.t. gi, i.e. ∆
♯
i(x, y)
.
=
[∆♯i ]i(x, y) for ♯ ∈ {+,−, F,R,A} and i = 1, 2. Correspondingly, all contraction formulae such
as (9) and (13) are considered to be defined by means of a fixed distribution kernel and are thus
independent of the chosen metric, because e.g.
F ⋆1 G =
∞∑
n=0
~n
n!
〈
∆⊗n1 , F
(n,1) ⊗G(n,1)
〉
1
=
∞∑
n=0
~n
n!
〈
∆⊗n1 , F
(n,2) ⊗G(n,2)
〉
2
.
For the remainder of the paper, we will thus mostly suppress the dependence of the functional
derivative and canonical pairing on the metric where it is understood that whenever this depen-
dence is omitted, the g1–functional derivative and g1–pairing are implied.
We now show that the precise form of R1,Q is an expression of Yang–Feldman type, where
we recall (34).
Proposition 3.1. The unique solution of the conditions (40) is the map R1,Q : E (M )→ E (M )
R1,Q
.
= I−∆R2
1
c2,1
◦Q(1)
which moreover satisfies
R1,Q ◦
(
I+∆R1 ◦Q(1)
)
=
(
I+∆R1 ◦Q(1)
)
◦R1,Q = I
on E (M ). Here, the functional derivative Q(1) defines an affine map on E (M ) with formally
selfadjoint linear part, which we denote by the same symbol.
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Proof. First of all we recall that ∆R2 and ∆
R
1 map smooth functions with past–compact support
to smooth functions with past–compact support continuously in the topology of E (M ) [BGP07].
Here O ⊂ (M , gi) is called past–compact, if for each compact K ⊂ M , O ∩ J−i (K) is compact.
Hence, R1,Q is well–defined on E (M ) due to the compactness of the support of Q. Moreover, the
fact that the affine map induced by the first functional derivative of Q has a formally selfadjoint
linear part follows from the fact that Q(2) is symmetric.
R1,Q manifestly satisfies the second condition in (40). To check that it satisfies the first
condition, we set Pi := −✷gi +Mi and may compute for an arbitrary φ ∈ E (M )
(S
(1)
2 ◦R1,Q)(φ) = S(1)2
(
φ−∆R2
1
c2,1
Q(1)(φ)
)
= c2,1P2φ+ c2,1j2 −Q(1)(φ) = P1φ+ j1 , (41)
where we have used that P2 ◦∆R2 = I on smooth functions with past–compact support. Unique-
ness follows by setting ψ = R1,Q(φ) and realising that ψ is the unique solution to the normally
hyperbolic Cauchy problem
P2ψ =
P1φ+ j1
c2,1
− j2 , ψ|M \J+2 (supp(Q)) = φ|M \J+2 (supp(Q)) ,
see [Gi09, Corollary 5] for normally hyperbolic Cauchy problems with sources of arbitrary sup-
port.
In order to prove that
(
I+∆R1 ◦Q(1)
)
is the right inverse of R1,Q we may compute(
I−∆R2
1
c2,1
◦Q(1)
)
◦
(
I+∆R1 ◦Q(1)
)
=
= I−∆R2
1
c2,1
◦Q(1) +∆R1 ◦Q(1) −∆R2
1
c2,1
◦ (c2,1P2 − P1) ◦∆R1 ◦Q(1)
and observe that the last three terms cancel if, for all φ ∈ E (M ), supp(∆R1 Q(1)φ) is past–
compact w.r.t. g2, because ∆
R
2 ◦ P2 = P1 ◦ ∆R1 = I on smooth functions with past–compact
support. To show the former condition for arbitrary causal relations between g2 and g1, we
consider an arbitrary compact set K and an arbitrary φ ∈ E (M ) and have to prove that
J−2 (K) ∩ supp(∆R1 Q(1)φ) is compact. To this avail, we consider two non–intersecting Cauchy
surfaces Σ1 and Σ2 of (M , g1) s.t. Σ2 ⊂ J+1 (Σ1) and (K ∪ supp(Q)) ⊂ (J+1 (Σ1) ∩ J−1 (Σ2));
this implies in particular that Σ1 and Σ2 are also Cauchy surfaces of (M , g2). We then set
A
.
= supp(∆R1 Q
(1)φ) ∩ J−1 (Σ2) and B .= J−2 (K) ∩ J+2 (Σ1) and note that both A and B are
compact. Finally, we observe that J−2 (K) ∩ supp(∆R1 Q(1)φ) = A ∩ B is compact. By a similar
computation one can show that
(
I+∆R1 ◦Q(1)
)
is the left inverse of R1,Q.
Note that, at least in the case when Q does not contain two derivatives, R1,Q is well–defined
and satisfies the above properties also for Q which have past–compact support w.r.t. to g1 = g2.
In the following, we shall deal exclusively with strictly quadratic Q. In this case, Q(1)
and R1,Q are linear maps. Denoting by T
† the adjoint of the operator T with respect to the
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canonical pairing 〈f, h〉1 =
∫
M
fg dµg1 , Proposition 3.1 then implies R
†
1,Q =
(
I−Q(1) ◦ c−12,1∆A2
)
.
Furthermore, R†1,Q maps solutions of P2φ = 0 to solutions of P1φ = 0 and we note that P1 and
c2,1P2 are formally selfadjoint w.r.t. 〈·, ·〉1. With this in mind, we shall now discuss the relation
between the advanced and retarded Green’s operators of P1 and P2.
Lemma 3.1. If Q ∈ Floc is of the form (39), but g2 > g1 is not necessarily true, the advanced
and retarded Green’s operators of P1 and P2 are related as
∆R2
1
c2,1
= R1,Q ◦∆R1 , ∆A2
1
c2,1
= ∆A1 ◦R†1,Q ,
whereas their causal propagators satisfy
∆2
1
c2,1
= R1,Q ◦∆1 ◦R†1,Q .
Proof. Let us indicate R1,Q ◦∆R1 c2,1 by ∆R,I and ∆A1 ◦ R†1,Qc2,1 by ∆A,I . Both ∆R/A,I satisfy
P2 ◦ ∆R/A,I = ∆R/A,I ◦ P2 = I as can be shown either directly or by duality with respect
to the standard pairing 〈·, ·〉1. We would now like to show supp(∆R/A,If) ⊆ J±2 (supp(f))
for all f ∈ D(M ) independent of the causal relations between g2 and g1; this would imply
∆R/A,I = ∆
R/A
2 by uniqueness of retarded/advanced fundamental solutions. If g2 > g1, the
statement follows immediately. In the remaining cases, we consider an arbitrary f ∈ D(M )
and assume that there is a point x ∈ M s.t. x /∈ supp (∆R2 f), but x ∈ supp (R1,Q∆R1 c2,1f).
We now consider two non–intersecting Cauchy surfaces Σ2, Σ1 of (M , g1) s.t. Σ2 ⊂ J+1 (Σ1),
J+1 (Σ1) ∩ (supp(Q) ∪ supp(f) ∪ {x}) = ∅; this implies in particular that these Cauchy surfaces
are also Cauchy surfaces for (M , g2). We then consider a smooth function χ which equals 1 on
J−1 (Σ1) and 0 on J
+
1 (Σ2). We may then compute
R1,Q∆
R
1 c2,1f =
(
I−∆R2
1
c2,1
◦Q(1)
)
χ∆R1 c2,1f +
(
I−∆R2
1
c2,1
◦Q(1)
)
(1− χ)∆R1 c2,1f
= ∆R2
1
c2,1
P1χ∆
R
1 c2,1f +
(
I−∆R2
1
c2,1
◦Q(1)
)
(1− χ)∆R1 c2,1f
= ∆R2
1
c2,1
(−✷g1χ)∆R1 c2,1f +∆R2 χf +
(
I−∆R2
1
c2,1
◦Q(1)
)
(1− χ)∆R1 ,
where we used that supp(χ∆R1 c2,1f) is compact. The retardation properties of ∆
R
1/2 and the
support properties of χ and f now imply that sufficiently small neighbourhoods of x can not be
contained in the support of either of the terms in the last expression. The advanced case can
be shown analogously.
By Proposition 3.1, the linear operator R1,Q is the left– and right–inverse of (I − r) with
r
.
= −∆R1 ◦ Q(1). Hence, by direct computation R1,Q − I = R1,Q ◦ r = r ◦ R1,Q. Consider now
R1,Q ◦∆1 ◦R†1,Q. Using the previous relation and its dual, this operator be can factorized as
R1,Q ◦∆1 ◦R†1,Q = R1,Q ◦∆R1 −∆A1 ◦R†1,Q +R1,Q ◦∆R1 ◦ r† ◦R†1,Q −R1,Q ◦ r ◦∆A1 ◦R†1,Q.
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Using the formal selfadjointness of Q(1), we notice that the last two summands cancel each other
because ∆R1 ◦ r† = −∆R1 ◦ Q(1) ◦∆A1 = r ◦ ∆A1 . We may now conclude the proof by using the
first two equalities of the present lemma
R1,Q ◦∆1 ◦R†1,Q = R1,Q ◦∆R1 −∆A1 ◦R†1,Q =
(
∆R2 −∆A2
) 1
c2,1
= ∆2
1
c2,1
.
We shall now demonstrate that the classical Møller map on configurations preserves the
Hadamard condition and maps Gaussian states to Gaussian states.
Proposition 3.2. The following statements hold for a Q ∈ Floc of the form (39), omitting the
condition g2 > g1.
(i) If ∆+1 is an operator whose integral kernel is of Hadamard type for the theory S1, then
∆+2
.
= R1,Q ◦∆+1 ◦R†1,Qc2,1
is an operator whose integral kernel is of Hadamard type for the theory S2.
(ii) Moreover if ∆+1 is an operator whose integral kernel is the two–point function of a Hadamard
state on A1, then ∆
+
2 is an operator whose integral kernel is the two–point function of a
Hadamard state on A2.
Proof. Proof of (i): First of all, we notice that, since Q is has compact support and since the
integral kernel of ∆+1 satisfies the Hadamard condition, ∆
+
2
.
= R1,Q ◦ ∆+1 ◦ R†1,Qc2,1 is a well–
defined operator from compactly supported smooth functions to smooth functions, hence, by
the Schwartz kernel theorem, it gives rise to a well–defined distribution. To prove the statement,
it thus suffices to show that WF (∆+2 ) = V
+
2 with V
+
2 defined as in (7) by means of the causal
structure induced by g2. We already know by the previous Lemma that the antisymmetric part
of ∆+2 is the causal propagator ∆2. Furthermore, ∆
+
2 is a weak bisolution of the Klein–Gordon
equation up to smooth functions because the same holds for ∆+1 and because c2,1P2 ◦R1,Q = P1.
The statement now follows by standard arguments including the propagation of singularity
theorem from the observation that R1,Q is the identity outside of the causal future of supp(Q),
and thus ∆+2 = ∆
+
1 there.
Proof of (ii): We need to check positivity of ∆+2 , i.e. we have to check that 〈f,∆+2 f〉2 ≥ 0
for all f ∈ DC(M ). Using the definition of ∆+2 and recalling (33) and (34), we may compute,〈
f,∆+2 f
〉
2
=
〈
c2,1f,∆
+
2 f
〉
1
=
〈
R†1,Qc2,1f,∆
+
1 R
†
1,Qc2,1f
〉
1
≥ 0 ,
where we have used the fact that Q is real and thus R1,Q commutes with complex conjugation,
and where we note that R†1,Q maps smooth functions to smooth functions of compact support.
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With the map R1,Q between configurations at our disposal, we may construct by pullback a
map on functionals.
Definition 3.3. For an arbitrary F ∈ Fµc2 , where Fµc2 is defined as in (3), but with respect
to g2, and Q = S2 − S1 ∈ Floc of the form (35), we define the (retarded) classical Møller
map by
R1,Q(F )
.
= F ◦R1,Q
The map R1,Q may be thought of as being the off–shell version of the map τ
ret in [HoWa05],
which is defined on–shell. Since R1,Q is invertible, its pullback is invertible as well. The next
theorem shows that R1,Q is in fact a ∗–isomorphism between A2 and a subalgebra of A1.
Theorem 3.1. Let Q ∈ Floc be of the form (39), and let ∆+1 be a linear operator whose
integral kernel is of Hadamard form w.r.t. the Klein–Gordon operator P1. Moreover, let ∆
+
2
.
=
R1,Q◦∆+1 ◦R†1,Qc2,1 and let A1
.
= (Fµc1 , ⋆1), A2
.
= (Fµc2 , ⋆2), where ⋆1 and ⋆2 are the ⋆–products
constructed by means of ∆+1 and ∆
+
2 , respectively, and where Fµci is defined as in (3), but with
respect to gi. Then, R1,Q satisfies the following properties.
(i) The inverse of R1,Q, defined by R
−1
1,Q(F )
.
= F ◦ R−11,Q, is well–defined on Fµc1 and maps
Fµc1 to Fµc1 .
(ii) R1,Q is well–defined on Fµc2 and maps Fµc2 injectively to Fµc2 ⊂ Fµc1 .
(iii) R1,Q restricts to a bijective map between R1,Q : Freg → Freg.
(iv) R1,Q induces a ∗–isomorphism R1,Q : A2 → R1,Q(A2) ⊂ A1, which restricts to a ∗–
isomorphism between A reg2 and A
reg
1 and descends to a ∗–isomorphism between the on–
shell algebras A on2 and R1,Q(A
on
2 ) ⊂ A on1 constructed as in Definition 2.2.
Proof. Proof of (i). The statement that R−11,Q is well–defined on Fµc1 and maps Fµc1 to itself
follows by an application of [Ho¨89, Theorem 8.2.14] about compositions of distributions and
from R−11,Q = I+∆
R
1 ◦Q(1).
Proof of (ii). We first observe that Fµc2 ⊂ Fµc1 follows directly from g2 > g1. The statement
that R1,Q is a well–defined on Fµc2 and maps Fµc2 to itself follows by a further application of
[Ho¨89, Theorem 8.2.14]. Finally, injectivity follows from R−11,Q ◦R1,Q = I on Fµc2 , which in turn
follows from (i) and Fµc2 ⊂ Fµc1 .
Proof of (iii). This statement follows from the fact that R1,Q : DC → DC is a bijection on
account of the compact support of Q.
Proof of (iv). Since Q = Q∗, R1,Q is real–linear and preserves the ∗–operation on A1 and
A2 defined by complex conjugation. Thus, on account of (ii) and (iii), the off–shell part of
the statement is proven if we show that R1,Q intertwines ⋆1 and ⋆2. By the definition of these
products and of R1,Q as a pullback of R1,Q, this follows from
R1,Q(F ) ⋆1 R1,Q(G) =
∑
n≥0
~n
n!
〈(
∆+1
)⊗n
, (F ◦R1,Q)(n) ⊗ (G ◦R1,Q)(n)
〉
=
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= R1,Q
∑
n≥0
~n
n!
〈(
R1,Q ◦∆+1 ◦R†1,Q
)⊗n
, F (n) ⊗G(n)
〉 = R1,Q(F ⋆2 G)
for arbitrary F,G ∈ Fµc2 , where we note that R1,Q(F ) ⋆1 R1,Q(G) is well–defined because
R1,Q(F ) ⊂ Fµc1 and where we recall Remark 3.4. The on–shell part of the statement follows
from the fact that c2,1P2 ◦ R1,Q = P1, which implies R1,Q(I2) ⊂ I1 for the on–shell ideals
I2 ⊂ A2 and I1 ⊂ A1.
Remark 3.5. If g2 6= g1 and g2 > g1, then Fµc1 6⊂ Fµc2 . An example of F ∈ Fµc1 , F /∈ Fµc2
may be given by choosing a coordinate system on a patch U ⊂ M and setting F (φ) .= 〈h, φ〉,
h
.
= f/(xµvµ + iǫ) where supp(f) ⊂ U is compact and v is a covector which is time–like w.r.t.
g2 but space–like w.r.t. g1. Since we have P1 ◦ R−11,Q = c2,1P2, we may bound the wave front
set of R−11,Qh = (R
−1
1,Q(F ))
(1) as WF(P2h) ⊂ WF(R−11,Qh) ⊂ WF(h) ∪ Char(P1), which proves
that R−11,Q(F ) /∈ Fµc2 . Consequently, R1,Q can not be a bijection between Fµc2 and Fµc1 and
a ∗–isomorphism between A2 and A1 if g2 6= g1. Moreover, one can check R1,Q(A 02 ) 6⊂ A 01 for
the subalgebras A 0i ⊂ Ai, ⋆i–generated by FTiloc, cf. (23). However, presumably R1,Q is a
∗–isomorphism between suitable topological completions of A 02 and A 01 . Finally, by the time–
slice–axiom and the fact that R1,Q is the identity for functionals which are supported outside of
J+2 (supp(Q)), one can indeed demonstrate that R1,Q is a ∗–isomorphism between the on–shell
versions of A2 and A1, which is proven in [HoWa05].
In the subsequent part of the paper we need to view R1,Q for Q as in (39), and all quantities
pertaining to S2, as a formal power series in Q and its functional derivatives with coefficients
given in terms of quantities associated to S1. By means of Proposition 3.1, this is achieved by
writing R1,Q as the Neumann series
R1,Q =
(
I+∆R1 ◦Q(1)
)−1
=
∑
n≥0
r ◦ . . . ◦ r︸ ︷︷ ︸
n times
, r
.
= −∆R1 ◦Q(1) . (42)
Recalling ∆R2 = R1,Q ◦ ∆R1 c2,1, ∆A2 = ∆A1 ◦ R†1,Qc2,1 and ∆(+)2 = R1,Q ◦ ∆(+)1 ◦ R†1,Qc2,1, we
may view these linear maps, as well as ⋆2, as formal power series in in Q and its functional
derivatives as well, which shall be our point of view throughout the remaining part of this work.
While the Neumann series (42) is in general formal, which is sufficient for our needs, Lemma
B.1 in the appendix shows that this series converges in the special case of a pure Minkowski
background with a pure mass perturbation. The series does not converge if Q contains second
derivatives and thus encodes a perturbative change of the background metric because R1,Q has
causal properties pertaining to g2, while the causal properties of the Neumann series (42) are
determined by g1.
Remark 3.6. We recall that the integral kernels of ∆+1 and ∆
+
2 w.r.t. the metrics g1 and g2
respectively are locally of the form [Ra96]
∆+i (x, y) = lim
ǫ↓0
1
8π2
(
Ui(x, y)
σǫ+i (x, y)
+ Vi(x, y) log
(
λ2σǫ+i (x, y)
))
+Wi(x, y) , (43)
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where σǫ+i (x, y)
.
= σi(x, y)+ iǫ(ti(x)− ti(y))+ ǫ2/2, t is an arbitrary time function, Ui and Vi are
the Hadamard coefficients corresponding to the models S1 and S2, 2σi is the squared geodesic
distance corresponding to the metric gi, λ is a dimensionful constant and Wi is a smooth and
symmetric function which is not uniquely determined by the Hadamard condition. ∆+2 has this
local form in the exact sense on account of Proposition 3.2. However considered as a formal
series in Q, it still has this form where now σ2, U2, V2 and W2 are taken as formal series in Q.
We close the discussion of the classical Møller map by stating the already anticipated impor-
tant result proved in [Du¨Fr00] (for arbitrary local interactions) that R1,Q is the classical limit
of R~1,Q in the sense of formal power series in Q. For this, it is essential that ~ appears in the
correct place in the definition of the S–matrix (24) and the products ⋆1 and ·T1 .
Proposition 3.3. Let Q ∈ Floc be of the form (39) and let FT1loc and R~1,Q be defined by (22)
and (26) respectively. Then for all F ∈ FT1loc
lim
~→0
R
~
1,Q(F ) = R1,Q(F )
in the sense of formal power series in Q and its functional derivatives, i.e. for R1,Q considered
as the pullback of the Neumann series (42). In particular,
R
~
1,Q(F ) = R1,Q(F ) + ~G ,
where G is an in general non–vanishing formal power series in Q and its functional derivatives
with coefficients in Fµc1 .
3.3 Characterisation of the perturbative algebra A˜
reg
1,Q and perturbative agree-
ment between A
reg
2 and A˜
reg
1,Q
For the remainder of this paper, we shall work exclusively in the following setting, unless ex-
plicitly mentioned otherwise. We consider actions S1 and S2 of the form (30) where Floc ∋ Q =
S2 − S1 is of the form (39). We consider an arbitrary but fixed ∆+1 of Hadamard form w.r.t.
S1 and the induced algebras A1 = (Fµc1 , ⋆1) and A
reg
1 = (Freg, ⋆1). Moreover, we consider
the algebras A2 = (Fµc2 , ⋆2), A
reg
2 = (Freg, ⋆2) and propagators ∆
+
2 , ∆
R/A
2 and ∆2 related to
S2 which are uniquely induced by the same quantities related to S1 via R1,Q as discussed in
the previous section, in particular ∆+2
.
= R1,Q ◦ ∆+1 ◦ R†1,Qc2,1. Given an arbitrary but fixed
prescription for the time–ordered map T (g,M, j, ⋆) we set T1
.
= T (g1,M1, 0, ⋆1), define ·T1 on
local functionals via (21) and recall that ·T1 is in fact well–defined on FT1loc and unambiguous
if one of the factors is regular. Analogously the time–ordered product ·T2 corresponding to ⋆2 is
unambiguously given on regular functionals by
F ·T2 G =
∑
n≥0
~n
n!
〈(
∆F2
)⊗n
, F (n) ⊗G(n)
〉
, F,G ∈ Freg , ∆F2 .= ∆+2 + i∆A2 . (44)
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The aim of this section is to prove the PPA for regular functionals, i.e. to prove that (38)
is a commutative diagram with β1,Q intertwining ·T1 and ·T2 . To this avail, we first show that
A˜
reg
1,Q
.
= (Freg, ⋆1,Q), with ⋆1,Q as in (28), is well–defined and analyse the precise form of ⋆1,Q.
As A˜ reg1,Q
.
= (Freg, ⋆1,Q) is defined in such a way that R
~
1,Q : A˜
reg
1,Q → A reg1 is a ∗–isomorphism,
we automatically get that β1,Q
.
= R−11,Q ◦R~1,Q : A˜ reg1,Q → A reg2 is a ∗–isomorphism as well. The
PPA for regular functionals then follows from the observation that β1,Q is a deformation and
the identity on linear functionals.
Remark 3.7. In perturbative QFT on curved spacetimes one would like to work only with
interactions corresponding to local and covariant observables. Consequently, given a quadratic
interaction functional Q, one should rather consider the local Wick polynomials T1(Q) and
correspondingly the quantum and classical Møller maps R~1,T1(Q) and R1,T1(Q). However, the
axioms for local Wick polynomials imply that T1(Q)−Q is a constant functional for quadratic
Q and thus R~1,T1(Q) = R
~
1,Q and R1,T1(Q) = R1,Q.
We begin by demonstrating that A˜ reg1,Q
.
= (Freg, ⋆1,Q) is well–defined and isomorphic to A2.
Proposition 3.4. The following statements hold.
(i) R~1,Q and (R
~
1,Q)
−1 are well–defined on Freg and map regular functionals to formal power
series in the functional derivatives of Q with values in Freg.
(ii) The actions of R~1,Q and (R
~
1,Q)
−1 on Freg are independent of the renormalisation freedom
of the time–ordered product.
(iii) The interacting ⋆–product ⋆1,Q and the interacting involution ∗1,Q, defined as in (28), are
well–defined on Freg. Consequently
A˜
reg
1,Q
.
= (Freg, ⋆1,Q, ∗1,Q)
is well–defined.
(iv) β1,Q
.
= R−11,Q ◦R~1,Q : A˜ reg1,Q → A reg2 is a ∗–isomorphism.
Proof. Proof of (i). It is sufficient to prove the statement for a regular functional F of order n
in φ. To this avail, we compute
R
~
1,Q(F ) = S
−1
1,Q ⋆1 (S1,Q ·T1 F ) = F + S−11,Q ⋆1 (S1,Q ·T1 F − S1,Q ⋆1 F ) . (45)
We now recall that S1,Q ⋆1 F is given by an exponential contraction formula of the form (9),
and the same holds for S1,Q ·T1 F , because (16) is well–defined without renormalisation also for
G1 ·T1 G2 where G1 ∈ FT1loc and G2 ∈ Freg. Consequently, S1,Q ·T1 F − S1,Q ⋆1 F contains at
least one functional derivative of S1,Q and may be computed as
S1,Q ·T1 F − S1,Q ⋆1 F =
n∑
k=1
~k
k!
〈(
∆F1 −∆+1
)⊗k
, (S1,Q ·T1 Bk)⊗ F (k)
〉
, (46)
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where
Bk = i
k Q(1) ·T1 . . . ·T1 Q(1)︸ ︷︷ ︸
k times
+ ik−1
(
k
k − 2
)
Q(2) ·T1 Q(1) ·T1 . . . ·T1 Q(1)︸ ︷︷ ︸
k − 2 times
+ . . . (47)
and where we have used the φ–independence of the time–ordered product, cf. (18). Note that
the sum in (45) stops at n because F is of n–th order in φ. We would now like to write this
sum as S1,Q ·T1 C with a suitable functional C. That this holds is not obvious at first glance,
because the terms in the aforementioned sum for k < n contain implicitly the pointwise product
(S1,Q ·T1 Bk) · F (k) = S(k)1,Q · F (k) as F (k) is a regular functional of order n− k in φ (with values
in DC(M
k)). Nevertheless, we can prove that the sum in (47) is of the wanted form in the
following way. We observe
S
(k)
1,Q · F (k) = S(k)1,Q ·T1 F (k) −
n−k∑
j=1
~j
j!
〈(
∆F1
)⊗j
, S
(k+j)
1,Q ⊗ F (k+j)
〉
where the functional derivatives of F in the second term of this sum are regular functionals of
at most n − k − 1–th order in φ. Iterating this procedure, we can write S(k)1,Q · F (k) as a finite
sum of time–ordered products and thus obtain
R
~
1,Q(F ) = F +R
~
1,Q(C) , (48)
where C is a sum of terms of the form 〈Bk,∆⊗k♯ F (k)〉 with ∆♯ being either ∆F1 or ∆F1 − ∆+1 ,
and k ≥ 1. Since Q is quadratic, Bk is a regular functional with values in DC(M k) for all
k ≥ 1. Consequently, C is a regular functional which is at least of first order in the functional
derivatives of Q. The statement for R~1,Q now follows from (48) by an induction over the order
in perturbation theory.
To show the corresponding statement for (R~1,Q)
−1, we consider again an arbitrary F ∈ Freg
of n–th order in φ and recall that (R~1,Q)
−1, provided it is well defined, is of the form(
R
~
1,Q
)−1
(F ) = S1,−Q ·T1 (S1,Q ⋆1 F )
Using the results from the proof of the statement for R~1,Q, we may compute(
R
~
1,Q
)−1
(F ) = S1,−Q ·T1 (S1,Q ⋆1 F ) = F + S1,−Q ·T1 (S1,Q ⋆1 F − S1,Q ·T1 F ) = F − C ,
where C is a functional of the type appearing in (48); this concludes the proof.
Proof of (ii). This assertion follows by an induction over the order of perturbation theory
from the form of Bk in (47) and the fact that Q is quadratic.
Proof of (iii). This statement follows immediately from (i).
Proof of (iv). R~1,Q : A˜
reg
1,Q → A reg1 is a ∗–isomorphism by construction. Moreover, by
Theorem 3.1, R1,Q : A
reg
2 → A reg1 is a ∗–isomorphism as well. Consequently, β1,Q .= R−11,Q◦R~1,Q :
A˜
reg
1,Q → A reg2 is a ∗–isomorphism as a composition of two such morphisms.
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We would now like to compute the form of ⋆1,Q on regular functionals explicitly. To this
avail it is convenient to analyse the form of the commutator w.r.t. ⋆1,Q among linear functionals.
The following observation will prove to be useful in this respect.
Proposition 3.5. The action of R1,Q and R
~
1,Q on linear functionals coincides in the sense of
formal power series in Q and its functional derivatives, in particular β1,Q
.
= R−11,Q ◦R~1,Q is the
identity on linear functionals.
Proof. Applying the Bogoliubov formula to an arbitrary linear functional Ff we find
R
~
1,Q(Ff ) = S
−1
1,Q ⋆1 (S1,Q ·T1 Ff )
= S−11,Q ⋆1 (S1,Q ⋆1 Ff ) + S
−1
1,Q ⋆1
〈
∆F1 , S
(1)
1,Q ⊗ f
〉
− S−11,Q ⋆1
〈
∆+, S
(1)
1,Q ⊗ f
〉
= Ff − S−11,Q ⋆1
(
S1,Q ·T1
〈
∆A, Q(1) ⊗ f
〉)
,
where S
(1)
1,Q = iS1,Q ·T1 Q(1) follows from the φ–independence of the time–ordered product, see
(18). However, − 〈∆A, Q(1) ⊗ f〉 = F−Q(1)∆Af is again a linear functional, where we recall that
Q(1) defines a linear map on E (M) which we denote by the same symbol. Consequently, we
obtain the Yang–Feldman type equation
R
~
1,Q(Ff ) = Ff +R
~
1,Q
(
F−Q(1)∆Af
)
.
Applying this recursively, we have that
R
~
1,Q(Ff ) = Ff + Fr†f + Fr†r†f + . . .
where r†
.
= −Q(1)∆A. Recalling Ff (φ) =
∫
M φfdµg1 and the formal expansion of R1,Q via (42)
we conclude that R~1,Q(Ff ) = R1,Q(Ff ).
Using the previous result in conjunction with Proposition 3.4 (iii), we may directly compute
the ⋆1,Q–commutator of two arbitrary linear functionals Ff and Fg as
[Ff , Fg]⋆1,Q = β
−1
1,Q ([β1,Q(Ff ), β1,Q(Fg)]⋆2) = i~β
−1
1,Q(∆2(f, g)) = i~∆2(f, g), (49)
where ∆2(f, g)
.
= 〈∆2, f ⊗ g〉1 and where we recall Remark 3.4. The next proposition ensures
that the last observation together with the fact that, by Lemma 2.1, the time–ordered product of
regular functionals corresponding to ⋆1,Q is ·T1 , already determine ⋆1,Q uniquely. In this context,
we note that, while the time–ordered product on regular functionals is uniquely determined by
the corresponding ⋆–product, the inverse holds true only if one takes into account the involution
on the algebra under consideration. Since the interacting involution ∗1,Q differs in general from
the free involution ∗, it is possible that the interacting ⋆–product ∗1,Q and the free ⋆–product
⋆1 have the same time–ordered product on regular functionals although they differ themselves.
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Proposition 3.6. We recall Remark 3.4 and set ∆+1,Q(f, g)
.
= 〈∆+1,Q, f⊗g〉1, ∆♯i(f, g)
.
= 〈∆♯i , f⊗
g〉1 for ♯ ∈ {+,−, R,A, F} and i = 1, 2. The product ⋆1,Q on Freg is uniquely determined by the
following two conditions:
(i) [Ff , Fg]⋆1,Q = i~∆2(f, g), i.e. the antisymmetric part of the ⋆1,Q–product of two linear
functionals Ff , Fg is
i
2~∆2(f, g).
(ii) For arbitrary F,G ∈ Freg with F & G, F ·T1 G = F ⋆1,Q G.
These two conditions imply that ⋆1,Q is given by the usual exponential contraction formula (9),
where the bi–distribution defining the contraction is the integral kernel w.r.t. dµg1 of the linear
operator
∆+1,Q
.
= ∆F1 − i∆A2
1
c2,1
= ∆+1 + i∆
A
1 − i∆A2
1
c2,1
= ∆+2
1
c2,1
+∆F1 −∆F2
1
c2,1
. (50)
In particular,
∆+1,Q(x, y) = ∆
+
2 (x, y) + ∆
F
1 (x, y)−∆F2 (x, y) .
Proof. First of all we recall that the product ⋆1,Q is homomorphic to ⋆1. Hence, since ⋆1 is
associative, ⋆1,Q is associative as well. Moreover we recall that a regular functional of order n
in φ can be seen as a series of pointwise products of n linear functionals, and that a pointwise
products of n linear functionals can be written as a ⋆–product of n linear functionals plus regular
functionals of lower order in φ if the ⋆–product is defined by an exponential contraction formula.
Hence, it is sufficient to prove that the ⋆1,Q–product of n linear functionals is of the form stated
in the proposition.
To this avail, let us then consider two linear functionals Fj
.
= Ffj , j = 1, 2 defined as in
(5) with fj ∈ DC(M ) and using the measure dµg1 . If f1 & f2 we immediately get F1 ⋆1,Q
Fg
(ii)
= F1 ·T1 F2 = F1 · F2 + ~∆F1 (f1, f2), while in the opposite case we can use (i) to get
F1 ⋆1,Q F2 = F2 ⋆1,Q F1 + i~∆2(f1, f2) = F1 · F2 + ~(∆F1 (f1, f2) + i∆2(f1, f2)). Summing up we
find
F1 ⋆1,Q F2 = F1 · F2 + ~∆+1,Q(f1, f2), (51)
where ∆+1,Q(f, g) = ∆
F
1 (f, g) if f & g and ∆
+
1,Q(f, g) = ∆
F
1 (f, g)+ i∆2(f, g) in the opposite case;
this defines ∆+1,Q everywhere up to the diagonal. Since the Steinmann scaling degree towards
the diagonal of this distribution is smaller then the spacetime dimension 4 the extension to the
diagonal is unique, see e.g. Theorem 5.2 in [BrFr00] for further details. The result is
∆+1,Q(f, g) = ∆
F
1 (f, g)− i∆A2 (f, g), ∀f, g ∈ DC(M ).
Now we proceed by induction. To outline the idea, we consider in detail the case with three
linear functionals Fi, i = 1, 2, 3 fi ∈ DC(M ) as a simplified example. By the previous case and
by associativity of ⋆1,Q, we know that
F1 ⋆1,Q (F2 ⋆1,Q F3) = F1 ⋆1,Q (F2 · F3) + ~F1∆+1,Q(f2, f3). (52)
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We now need more information on the ⋆1,Q-commutator of the first summand on the right hand
side: again, by associativity and (i), we get
F1 ⋆1,Q F2 ⋆1,Q F3 = F2 ⋆1,Q F1 ⋆1,Q F3 + i~F3∆2(f1, f2)
= (F2 ⋆1,Q F3) ⋆1,Q F1 + i~F3∆2(f1, f2) + i~F2∆2(f1, f3),
hence, using associativity and (i) we obtain the commutator
[F1, F2 · F3]⋆1,Q = i~F3∆2(f1, f2) + i~F2∆2(f1, f3).
With the same argument as above, if f1 & fj j = 2, 3 we get F1 ⋆1,Q (F2 ·F3) = F1 ·F2 ·F3+
~∆F1 (f1, f2)F3 – where the contraction aibj = aibj + ajbi indicates a symmetrisation –, while
in the opposite case the previous results give F1 ⋆1,Q (F2 · F3) = F1 · F2 · F3 + ~∆F1 (f1, f2)F3 +
i~F3∆2(f1, f2) + i~F2∆2(f1, f3). Combining all together we have
F1 ⋆1,Q F2 ⋆1,Q F3 = F1F2F3 + ~∆
+
1,Q(f1, f2)F3. (53)
The generic case is done by induction: suppose that F1 ⋆1,Q . . .⋆1,QFn is given by the formula
we are interested in with the correct ∆+1,Q whenever n ≤ N ; we would like to show that then a
suitable formula holds in the case F1 ⋆1,Q . . . ⋆1,Q FN+1. To this avail, we observe that, if the
hypothesis is true for n ≤ N it follows that the commutator
[F1, F2 · . . . · Fk]⋆1,Q = i~
k∑
j=2
∆2(f1, fj)F2 · . . . · F̂j · . . . · Fk k = 1, . . . , N + 1 (54)
where F̂j indicates that Fj has been removed from the pointwise product. For the case k ≤ N
this follows directly from the induction hypothesis, whereas in the case k = N + 1, it can be
shown by using the inductive hypothesis and the associativity of ⋆1,Q in a similar manner as
before.
Once we have all these commutators we just need to argue by means of causality as above.
In particular, if f1 & fj j = 2, . . . , N + 1 we get
F1 ⋆1,Q (F2 · . . . · FN+1) = F1 · . . . · FN+1 + ~
N+1∑
k=2
∆F1 (f1, fk)F2 · . . . · F̂k · . . . · FN+1,
while otherwise we have
F1 ⋆1,Q (F2 · . . . · FN+1) = F1 · . . . · FN+1 + ~
N+1∑
k=2
(∆F1 + i∆2)(f1, fk)F2 · . . . · F̂k · . . . · FN+1.
Combining the two results and considering the associativity of ⋆1,Q then imply the statement
for the case N + 1.
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By using the previous proposition we may prove the powerful result that the isomorphism
β1,Q : A˜
reg
1,Q → A2 is a deformation, which directly implies that the PPA holds for regular
functionals.
Theorem 3.2. The following statements hold for the isomorphism β1,Q = R
−1
1,Q ◦R~1,Q : A˜ reg1,Q →
A2.
(i) β1,Q is a deformation, i.e.
β1,Q = αd1,Q , d1,Q(x, y)
.
= ∆+2 (x, y)−∆+1,Q(x, y) = ∆F2 (x, y)−∆F1 (x, y) (55)
where αd1,Q is defined as in (13) and we recall Remark 3.4.
(ii) β1,Q intertwines the time–ordered products ·T1 and ·T2 on Freg, i.e. for all n and arbitrary
F1, . . . , Fn ∈ Freg,
β1,Q
(
β−11,Q(F1) ·T1 . . . ·T1 β−11,Q(Fn)
)
= F1 ·T2 . . . ·T2 Fn .
(iii) For an arbitrary choice of renormalisation freedom, the time–ordered map satisfies the
Principle of Perturbative Agreement in the sense of Definition 3.1 for multilinear func-
tionals, i.e.
T2(F1, . . . , Fn) = [β1,Q ◦ T1](F1, . . . , Fn)
for all linear F1, . . . , Fn.
Proof. Proof of (i). The proof of this statement is an immediate consequence of the structure
result on ⋆1,Q found in Proposition 3.6 and the fact that β1,Q is the identity on linear functionals,
cf. Proposition 3.5. As before, we may argue that it is sufficient to prove that β1,Q is of the
stated form for arbitrary pointwise products of linear functionals. To show the latter for the
pointwise products of two arbitrary functionals Ff , Fg, we may compute
β1,Q (Ff · Fg) = β1,Q (Ff ⋆1,Q Fg)−~∆+1,Q(f, g) = Ff ⋆2Fg−~∆+1,Q(f, g) = Ff ·Fg+~ d1,Q(f, g) .
Analogously one may show β1,Q = αd1,Q for arbitrary higher order pointwise products of linear
functionals.
Proof of (ii). This statement follows immediately from (i) and d1,Q(x, y) = ∆
F
2 (x, y) −
∆F1 (x, y).
Proof of (iii). This follows directly from (ii) and Proposition (3.4) (ii) as well as from
Ti(F1, . . . , Fn) = F1 ·Ti . . . ·Ti Fn for all linear F1, . . . , Fn.
Note that the maps R1,Q : A2 → A1 and R~1,Q : A˜ reg1,Q → A2 fail to intertwine time–ordered
products although they are homomorphisms with respect to the ⋆–products. This is related to
the failure of these maps to preserve causality relations among supports, but this failure cancels
precisely in the combination β1,Q = R
−1
1,Q ◦R~1,Q.
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3.4 Extension of the perturbative agreement to non–linear local functionals
In this section we discuss the PPA for general non–linear local functionals and prove it for the
case of quadratic Q without derivatives, i.e. for
Q =
1
2
∫
M
Mφ2dµg1 , M ∈ DR(M ) arbitrary. (56)
As argued in Section 3.1, in this case the PPA can not hold in the strong sense that β1,Q =
R
−1
1,Q◦R~1,Q is a ∗–isomorphism between the algebra A˜1,Q, ⋆1,Q–generated by F ∈ FT1loc and the
subalgebra A 02 ⊂ A2 (cf. (23)), because ⋆1,Q is not well–defined on non–linear local functionals
and thus A˜1,Q is ill–defined from the outset. Notwithstanding, we know that R
~
1,Q is well–
defined on FT1loc, and that R
−1
1,Q : Fµc1 → Fµc1 is well–defined by Theorem 3.1. Consequently,
β1,Q = R
−1
1,Q ◦R~1,Q is well–defined on FT1loc and there is no obvious obstacle for satisfying the
PPA in the weaker sense of Definition 3.1.
Remark 3.8. The following strategy is employed in [HoWa05] in order to prove the PPA for
scalar fields and for Q encoding metric changes (see also [Za13] for a similar proof for the case
of Dirac fields in the presence of a classical gauge field and complementary details). First it is
argued that the PPA T2 = β1,Q ◦T1 is satisfied if an only if it holds at the linearised level for all
“1–backgrounds”. The linearised PPA is then proven by an induction over the total number of
field factors in the arguments of the time–ordered map, by showing that at each induction step
it is possible to redefine the time–ordered map T in a way compatible with both the linearised
PPA and the remaining axioms for T . Thereby the conservation of the free stress–energy tensor,
i.e. [T (
∫
f b∇aTab(φ)dµg)] = [0] ∈ A on for all compactly supported fa and with Tab(φ) being
the canonical stress–energy tensor plays an important role and is a necessary condition for the
validity of the PPA.
In order to reabsorb the “error term” in the linearised PPA into a redefinition of T one has
to check that this term has the correct symmetry properties. In [HoWa05, Section 6.2.6.] it
is argued that this is the case if the free stress–energy tensor is conserved. However, although
conservation of the free stress–energy tensor holds only on–shell, the error term discussed in
[HoWa05, Section 6.2.6.] is a constant functional and thus vanishes on–shell if and only if it
vanishes off–shell. Consequently, the proof of the PPA given in [HoWa05] can be seen to hold
also off–shell.
The proof strategy of [HoWa05] outlined above can be used in order to prove the PPA
also for Q of the form (56). Thereby the symmetry property discussed in [HoWa05, Section
6.2.6.] automatically holds (in spacetime dimensions d ≤ 4) due to the fact that φ2 has a lower
“engineering dimension” than Tab
2.
Notwithstanding Remark 3.8, we develop in this section an alternative strategy to prove the
PPA which is closer to the spirit of Section 3.3 and uses the results obtained there. To this
end, we examine the precise action of β1,Q on general local functionals. As we have seen in the
2We would like to thank Jochen Zahn for pointing this out to us.
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previous section, β1,Q = αd1,Q on regular functionals where d1,Q(x, y) = ∆
F
2 (x, y) − ∆F1 (x, y).
If we consider this as an exact expression, we observe that a direct extension of αd1,Q to non–
linear local functionals by a limiting procedure is ill–defined, because the singular structures
of ∆F2 and ∆
F
1 differ and thus the coinciding point limit of d1,Q(x, y) is ill–defined. In more
detail, the integral kernels of the exact Feynman propagators have locally the form (43) up to
replacing σǫ+i by σi + iǫ. Thus, if Q does not contain second derivatives, i.e. g1 = g2, the
coinciding point limit of the integral kernel of d1,Q is logarithmically divergent, whereas in the
general case, the divergence is quadratic. However, we have to view ∆F2 as a formal power series
in Q and its functional derivatives, because this is the only setting in which β1,Q makes sense
anyway. In the very same manner, β1,Q = αd1,Q may be extended to non–linear local functionals
without problems, as β1,Q = R
−1
1,Q ◦ R~1,Q is well–defined on FT1loc and thus in particular on
Floc. Hereby, the renormalisation of the ·T1–products appearing in R~1,Q may be understood as
effectively removing the divergencies in the coinciding point limit of d1,Q perturbatively.
Proposition 3.7. The following statements hold for β1,Q
.
= R−11,Q ◦R~1,Q : FT1loc → Fµc1 .
(i) To all orders in perturbation theory, the action of β1,Q
.
= R−11,Q ◦R~1,Q on FT1loc is given
by the deformation β1,Q = αd1,Q where d1,Q(x, y) = ∆
F
2 (x, y)−∆F1 (x, y) is understood as a
formal power series in Q and its functional derivatives, and for an arbitrary F ∈ FT1loc,
all expressions of ∆F1 in the formal expansion of αd1,Q(F ) in terms of ∆
F
1 and ∆
+
1 are
understood as being implicitly renormalised by the renormalisation of ·T1 . Moreover, β−11,Q
is well–defined on Floc and is of the form β
−1
1,Q = α−d1,Q , understood in the sense mentioned
above.
(ii) β1,Q and β
−1
1,Q map local functionals to formal power series in Q and its functional deriva-
tives with values in Floc.
(iii) β1,Q is φ–independent, i.e. β1,Q(F )
(1) = β1,Q
(
F (1)
)
.
Proof. Proof of (i). First of all, we recall that β1,Q = R
−1
1,Q ◦R~1,Q is well–defined on FT1loc as
argued in the preceding paragraph, and that β1,Q = αd1,Q on Freg.
We discuss the remainder of the statement for the special case of a quadratic local functional
without derivatives, the general case follows by analogous arguments. To this avail, we note
that a generic quadratic local functional F without derivatives may be written as∫
h(x)φ2(x)dµg1(x) =
∞∑
n=1
(
Ffn ·T1 Fgn − ~∆F1 (fn, gn)
)
(57)
whenever the series of
∑
n (fn ⊗ gn + gn ⊗ fn) /2 converges to h(x)δ(x, y) in the Ho¨rmander
topology, see e.g. [BrFr00, FrRe14]. The application of β1,Q = αd1,Q with d1,Q = ∆
F
2 −∆F1 to
each summand in (57) is well–defined if we use Proposition 3.1 and our assumptions on ∆+2 in
order to consider ∆F2 as the exact expression (in the sense of integral kernels, cf. Remark 3.4)
∆F2 = ∆
+
2 + i∆
A
2 = R1,Q ◦∆+1 ◦R†1,Q + i∆A1 ◦R†1,Q (58)
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with R1,Q = (I+∆
R
1 ◦Q(1))−1. However, this also holds if we expand R1,Q in the formal Neumann
series (42). Taking the latter point of view, we can express all appearing advanced and retarded
propagators ∆
R/A
1 in terms of ∆
F
1 and ∆
+
1 . If we now switch the order of the sums in (57) and
in the contraction map αd1,Q , recalling that the latter is exact since (13) contains at most two
summands on account of the fact that F is quadratic, we encounter in the limit expressions in ∆F1
which are a priori ill–defined distributions. Yet, these expressions are replaced by well–defined
distributions in the construction of ·T1 as a renormalised time–ordered product on Floc (see e.g.
[BrFr00, HoWa02, BDF09, FrRe12, FrRe14] and Remark 3.9. We recall that this renormalisation
of ·T1 is necessary in order to make the quantum Møller map R~1,Q, and thus β1,Q .= R−11,Q ◦R~1,Q,
well–defined on Floc in the first place. Note that no such regularisation is necessary in order
to have R−11,Q well–defined, i.e. R
−1
1,Q “does not introduce new loops” in β1,Q
.
= R−11,Q ◦ R~1,Q.
For definiteness, one may think of replacing ∆F1 in the formal expansion of β1,Q(F ) = αd1,Q(F )
by a regularised version ∆F,λ1 which depends meromorphically on λ and equals ∆
F
1 for λ = 0,
cf. [Ho10, Ke10, DFKR13, GHP15]. By doing so and choosing different λ for each individual
∆F,λ1 , one obtains that, at each order in perturbation theory, β1,Q(F ) = αd1,Q(F ) is a sum of
terms which are meromorphic in (λ1, . . . , λN ) for a suitable N . The renormalisation of ·T1 then
consists of removing the poles of this meromorphic expression and taking the limit of λi → 0 in
a particular order (ibid.), thus demonstrating that the form of β1,Q = αd1,Q is preserved by the
extension to general local functionals.
Proof of (ii). This statement follows immediately from (i).
Proof of (iii). This statement follows immediately from (i) or alternatively by using directly
the definition of β1,Q as follows. Using
(
S−11,Q
)(1)
= −S−11,Q ⋆1 S(1)1,Q ⋆1 S−11,Q and φ–independence
of ·T1 , we may compute for an arbitrary F ∈ FT1loc
R
~
1,Q(F )
(1) = −R~1,Q
(
Q(1)
)
⋆1 R
~
1,Q(F ) +R
~
1,Q
(
Q(1) ·T1 F
)
+R~1,Q
(
F (1)
)
. (59)
On the other hand, Definition 3.3 and (3.1) imply for an arbitrary F ∈ Fµc1
R
−1
1,Q(F )
(1) = R−11,Q
(
F (1)
)
+∆A1 Q
(1)
R
−1
1,Q
(
F (1)
)
. (60)
We now observe and recall the following facts: (a) β1,Q is the identity on linear functionals by
Proposition 3.5, (b) Q is quadratic, (c) ⋆2 is related to ⋆1 via F⋆2G = R
−1
1,Q (R1,Q(F ) ⋆1 R1,Q(G))
for all F,G ∈ Fµc2 , cf. Theorem 3.1, (d) the time–ordered product ·T2 corresponding to ⋆2 is
uniquely defined by (44) if one factor is a regular functional, (e) in this case β1,Q intertwines ·T2
and ·T1 since, for arbitrary F ∈ Freg and G ∈ FT1loc with F & G,
β1,Q
(
β−11,Q(F ) ·T1 β−11,Q(G)
)
= R−11,Q
(
R
~
1,Q
(
β−11,Q(F ) ·T1 β−11,Q(G)
))
= R−11,Q
(
R
~
1,Q
(
β−11,Q(F )
)
⋆1 R
~
1,Q
(
β−11,Q(G)
))
(61)
= R−11,Q (R1,Q(F ) ⋆1 R1,Q(G)) = F ⋆2 G .
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Here we used Lemma 2.1, Theorem 3.1, and R~1,Q◦β−11,Q = R1,Q, which can be proved by applying
R
−1
1,Q to both sides. Moreover, we used g2 > g1, which implies that if F & G in the sense of g2,
then F & G also in the sense of g1, because every Cauchy surface for g2 is a Cauchy surface for
g1. Using now (59), (60), and (a)-(e), we obtain
β1,Q(F )
(1) =
(
I+∆A1 ◦Q(1)
)(
β1,Q
(
F (1)
)
−∆A2Q(1)β1,Q(F )(1)
)
.
The statement then follows from the last identity by an induction over the order of perturbation
theory.
Motivated by the previous result and the observation that β1,Q intertwines ·T1 and ·T2 on
Freg, we now construct a time–ordered map T = T (g,M) which satisfies the PPA w.r.t. changes
of M as follows (we do not spell out the dependence of T on ⋆ in this paragraph). We set
T1 = T (g, 0) where g is arbitrary and where we assume that T (g, 0) satisfies all axioms reviewed
in Section 2.2 including the PPA for changes of the metric. Based on this, we define the time–
ordered map T2 = T (g,M) for arbitrary M ∈ DR(M ) by setting T2 .= β1,Q ◦ T1, where Q is
given by (56). We then first prove that this definition of T (g,M) satisfies all axioms but the
PPA w.r.t to changes of M . This last property is then seen to follow from a cocycle condition
for β1,Q which holds by our definition of T (g,M). This construction of T (g,M) is by its very
nature perturbative in M . While this is sufficient in the context of the PPA, we shall argue
that also outside of this context the given construction of T (g,M) is exact in the sense of fixing
the M–dependent renormalisation freedom of T because for any given multilocal functional this
freedom is a polynomial of finite order in M whose coefficients are themselves determined by
the renormalisation freedom of finitely many graphs in the theory with M = 0.
Proposition 3.8. Let us assume the following.
(i) Let S1 be an arbitrary quadratic action of the form (30) with M1 = 0, Q of the form (56)
and S2 = S1 +Q.
(ii) Let R~1,Q be the quantum Møller map defined in (26), let R1,Q be the classical Møller map
defined in (40), and set β1,Q
.
= R−11,Q ◦R~1,Q.
(iii) Let ⋆1 be a ⋆–product corresponding to S1 and let ⋆2 be the ⋆–product induced by ⋆1 via
R1,Q as F ⋆2 G
.
= R−11,Q (R1,Q(F ) ⋆1 R1,Q(G)) for arbitrary F,G ∈ Fµc1 = Fµc2 .
(iv) Let T1 = T (g1, 0, j1, ⋆1) where T (g, 0, j, ⋆) satisfies all axioms reviewed in Section 2.2 except
for those pertaining to M .
Then T2, defined as
T2
.
= β1,Q ◦ T1 (62)
and considered as T2 = T (g2 = g1,M, j2 = j1, ⋆2) satisfies, in the perturbative sense, all axioms
for time–ordered maps reviewed in Section 2.2, but the PPA for changes of M .
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Proof. We first note that T2 is well–defined because β1,Q maps Floc to itself by Proposition
3.7 and because R~1,Q, and thus also β1,Q, are well–defined on FT1loc. Consequently, β
−1
1,Q is a
well–defined map from FT2loc to FT1loc. In order to demonstrate that T2 is a time–ordered map
for ⋆2, we note that T2 is symmetric because T1 has this property. A computation analogous to
(61) implies the causal factorisation property of T2 w.r.t. ⋆2.
It is not difficult to check that T2 satisfies the other axioms of time–ordered maps reviewed
in Section 2.2. In particular, φ–independence of T2 follows from the same property of T1 and
φ–independence of β1,Q, cf. Proposition 3.7 (iii), whereas the Leibniz rule for T2 follows from
the same property of T1 and the fact that, if F is of the form F (φ) =
∫
M
dB(φ) for a three–form
B(φ), then β1,Q(F ) and β
−1
1,Q(F ) are of the same form, since β1,Q and its inverse are given by a
contraction exponential.
Moreover, unitarity of T2 ensues from unitarity of T1 as follows. Expanding the right hand
side of T2(F1, . . . , Fn) = [β1,Q ◦ T1](F1, . . . , Fn) for arbitrary n and arbitrary F1, . . . , Fn ∈ Floc
perturbatively, one obtains an expression which, at each order in ~, equals a ~–order of ⋆1–
products of ·T1–products of T1(Fi), i = 1, . . . , n and Q. This observation, together with the fact
that a) T1 satisfies unitarity, b) unitarity holds if and only if it holds at each order in ~ and
c) the involution on A1 and A2 is the same because R1,Q commutes with complex conjugation,
imply unitarity of T2.
In order to check the microlocal spectrum condition, i.e. that T2(F1, . . . , Fn)|φ=0, viewed
as a distribution evaluated on the test–sections present in Fi, i = 1, . . . , n, has the wave front
set reviewed in Axiom 4 of Section 2.2, we may expand this distribution perturbatively in
terms of Feynman graphs Γ with ∆F1 and ∆
±
1 propagators. The distributions uΓ corresponding
to the integral kernel of each of these graphs have a wave front set of the wanted form, cf.
[BFK95, BrFr00]. In order to obtain the distribution corresponding to T2(F1, . . . , Fn)|φ=0, we
have to integrate the “inner vertices” of the uΓ against the smooth and compactly supported
function M . The wave front set of the resulting distribution may be seen to be of the correct
type by an application of [Ho¨89, Theorem 8.2.13].
The continuous respectively analytic dependence of T2 on g2 = g1 follows directly from the
corresponding property of T1 by again expanding T2 in terms of “1”–quantities and observing
that each term in this expansion has this property. The fact that T2 depends in a local and
covariant fashion on the background fields (g2 = g1,M, j2 = j1) may be seen as resulting from
the local and covariant dependence of T1 on the background fields (g1,M = 0, j1) as follows. In
an arbitrary but fixed geodesically convex neighbourhood of (M , g2 = g1) we define Wi to be
the smooth parts in the local Hadamard expansion (43) of ∆Fi (up to replacing σ
ǫ+
i by σi + iǫ,
and considering the same mass scale λ in the logarithmic term for definiteness). We then define
T˜i
.
= α−Wi ◦ Ti and β˜1,Q .= α−W2 ◦ β1,Q ◦ αW1 with α being defined as in (13). By construction
we have T˜2 = β˜1,Q ◦ T˜1 and β˜1,Q = αHF2 −HF1 , where H
F
i
.
= ∆Fi −Wi is the “geometric part”
of ∆Fi and this form of β1,Q holds up to renormalisation of T˜1 in the sense of Proposition 3.7.
However, as this renormalisation is done in a local and covariant way by our assumptions on
T1, we see that β˜1,Q preserves the local and covariant dependence of T˜1 on g1 and j1 and that
the dependence of T˜2 = β˜1,Q ◦ T˜1 on M is local and covariant as well. This also implies that T˜2
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(and thus T2) has the correct scaling behaviour w.r.t. to constant rescalings of the background
fields and the correct analytic dependence on M .
Finally, the fact that T2 satisfies the PPA w.r.t. to changes of the metric follows from the
corresponding property of T1 by an argument similar to the one used in the proof of the following
Lemma 3.2.
In order to prove that the time–ordered map T (g,M, j, ⋆) defined as in the previous proposi-
tion also satisfies the PPA with respect to changes ofM , we need the following cocycle condition
for β1,Q.
Lemma 3.2. LetMi, i = 2, 3 be arbitrary elements of DR(M ), set Qi
.
= 12
∫
M
Miφ
2dµg1 , i = 2, 3,
δQ
.
= Q3 −Q2 and define Ti = T (g1,Mi, j1, ⋆i) .= β1,Qi ◦ T1 as in Proposition 3.8. Then
β1,Q3 = β2,δQ ◦ β1,Q2 . (63)
Proof. By Proposition 3.7, we know that this identity is satisfied up to renormalisation of the
time–ordered product. However, by our definition of Ti, i = 2, 3, their renormalisation is uniquely
fixed by expanding them in terms of renormalised “1”–quantities. In other words, if we apply
the left hand side of (63) to an arbitrary F ∈ FT1loc, we may expand the result in terms of
Feynman graphs with ∆F1 and ∆
±
1 propagators. If we instead apply the right hand side of (63)
to the same F , we may first expand the result in terms of ∆F1 and ∆
±
1 and ∆
F
2 and ∆
±
2 , and
subsequently expand ∆F2 and ∆
±
2 in terms of ∆
F
1 and ∆
±
1 themselves. By the exponential form
of all appearing β, we know that the combinatorics of this (iterated) expansion is such that we
obtain the the same (renormalised) Feynman graphs in terms of ∆F1 and ∆
±
1 for both sides of
(63).
The statement can also be proven by a direct computation which encodes the above line of
argument. To this end, we record a few basic identities.
S1,V+W = S1,V ·T1 S1,W
β1,Q2 (S1,V ) = S2,β1,Q2(V ) ⇔ β
−1
1,Q2
(S2,V ) = S1,β−11,Q2 (V )
R1,Q2
(
S−12,V
)
= (R1,Q2 (S2,V ))
−1 =
(
R
~
1,Q2
(
S1,β−11,Q2(V )
))−1
R1,Q3 = R1,Q2 ◦R2,δQ ⇔ R−12,δQ = R−11,Q3 ◦R1,Q2
The first one holds for arbitrary V , W ∈ Floc because S1,V is an exponential w.r.t. a symmetric
product, the second follows for arbitrary V ∈ Floc from T2 = β1,Q2 ◦ T1 and the third one holds
again for arbitrary V ∈ Floc because of the second and R1,Q2(1) = 1. Finally, the last identity
follows from the defining properties of the classical Møller map. We omit the meaning of the
⋆-inverse of S–matrices, the canonical inverse is implied. Using these identities, we find for an
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arbitrary F ∈ FT1loc with G .= β1,Q2(F )
[β2,δQ ◦ β1,Q2 ] (F )
=
[
R
−1
2,δQ ◦R~2,δQ
]
(G) =
[
R
−1
1,Q3
◦R1,Q2
] (
S−12,δQ ⋆2 (S2,δQ ·T2 G)
)
=R−11,Q3
(
R1,Q2
(
S−12,δQ
)
⋆1 R1,Q2 (S2,δQ ·T2 G)
)
=R−11,Q3
((
R
~
1,Q2
(
S1,β−11,Q2 (δQ)
))−1
⋆1 R
~
1,Q2
(
S1,β−11,Q2(δQ)
·T1 F
))
=R−11,Q3
((
S1,Q2 ·T1 S1,β−11,Q2(δQ)
)−1
⋆1 S1,Q2 ⋆1 S
−1
1,Q2
⋆1
(
S1,Q2 ·T1 S1,β−11,Q2(δQ) ·T1 F
))
=
[
R
−1
1,Q3
◦R~
1,Q2+β
−1
1,Q2
(δQ)
]
(F ) = β1,Q3(F ) .
In the last step, we used that R~1,V+C = R
~
1,V for any V ∈ Floc and any constant functional
C and that β−11,Q2(δQ) − δQ is a constant functional, because δQ is quadratic and β1,Q2 is φ–
independent.
We may now combine Proposition 3.8 and Lemma 3.2 in order to obtain the wanted result.
Theorem 3.3. Under the assumptions and using the notation of Proposition 3.8 and Lemma
3.2, let T1 = T (g1, 0, j1, ⋆1) be an arbitrary but fixed time–ordered map which satisfies all axioms
reviewed in Section 2.2 except for those pertaining to M , and let Qi, i = 2, 3 be of the form
(56) for arbitrary Mi ∈ DR(M ), i = 2, 3. Then T2, defined as T2 .= β1,Q ◦ T1 and considered as
T2 = T (g2 = g1,M2, j2 = j1, ⋆2) satisfies, in the perturbative sense, all axioms for time–ordered
maps reviewed in Section 2.2. In particular, T3
.
= β1,Q3 ◦ T1 satisfies
T3 = β2,δQ ◦ T2 .
Remark 3.9. Our construction of a time–ordered map satisfying the PPA for quadratic Q
without derivatives is defined directly in terms of perturbative quantities which seems unsat-
isfactory at first glance. However, as anticipated, we shall now argue that the construction is
exact regarding the determination of the renormalisation freedom of TM = T (g,M, j, ⋆) in the
sense that for arbitrary but fixed F1, . . . , Fn ∈ Floc, the M–dependent renormalisation freedom
of TM (F1, . . . , Fn) is a polynomial in M (and its derivatives) of finite order whose coefficients
are fixed by fixing the renormalisation freedom of finitely many expressions in the theory with
M = 0. We shall illustrate this at the example of a quadratic local functional.
We start by analysing in more detail the perturbative structure of β1,Q = αd1,Q , d1,Q(x, y) =
∆F2 (x, y) − ∆F1 (x, y), cf. Proposition 3.7. To this avail, we combine (58) and (42) in order to
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realise that, at n–th order in perturbation theory with n > 0, d1,Q equals d1,Q,n given by
d1,Q,n =
n∑
p=0
rp∆+1 (r
†)n−p + i∆A1 (r
†)n
= (−1)n
 n∑
p=0
(
∆R1 Q
(1)
)p
∆+1
(
Q(1)∆A1
)n−p
+ i∆A1
(
Q(1)∆A1
)n (64)
= in
 n∑
p=1
((
∆F1 −∆−1
)
Q(1)
)p
∆+1
(
Q(1)
(
∆F1 −∆+1
))n−p
+∆F1
(
Q(1)
(
∆F1 −∆+1
))n
where the appearing products and exponents indicate iterated compositions and not pointwise
products of distribution kernels and where we recall that Q(1) induces a formally selfadjoint
linear map on E (M ) which we denote by the same symbol. At zeroth order in perturbation
theory d1,Q,0 = 0.
We would now like to analyse the regularity of this expression. While this may be deducted
from structural results in perturbative QFT on curved spacetimes, see e.g. [BrFr00, HoWa02,
BDF09, FrRe12, FrRe14], it is instructive to derive it in detail. To this end, we make a prelimi-
nary observation. Consider two distributions A,B ∈ D ′C(M 2) whose wave front set is contained
in WF(∆
+/−/F
1 ). Whenever their composition is done on a set of compact support, which is
the case at hand because supp(Q) is compact, we can use [Ho¨89, Theorem 8.2.14] and the form
of WF(∆
+/−/F
1 ) in order to realise that their composition is well–defined and has the following
wave front set.
WF(A ◦B) ⊂WF(∆±1 ) , if WF(A),WF(B) ⊂WF(∆±1 ),
WF(A ◦B) ⊂WF(∆F1 ) , if WF(A),WF(B) ⊂WF(∆F1 ),
WF(A ◦B) ⊂WF(∆±1 ) , if WF(A) ⊂WF(∆F1 ),WF(B) ⊂WF(∆±1 )
WF(A ◦B) = ∅ , if WF(A) ⊂WF(∆−1 ),WF(B) ⊂WF(∆+1 )
With this in mind we observe that all contributions containing ∆−1 in (64) are smooth because
they are of the form ∆−1 ◦A with WF(A) ⊂WF(∆+1 ). Moreover, by an induction over n, one may
show that the remaining terms in (64) containing both ∆+1 and ∆
F
1 cancel exactly. Consequently
we find d1,Q,n = i
n∆F1 (Q
(1)∆F1 )
n + A, where A has a smooth integral kernel. When applying
β1,Q = αd1,Q to a non-linear local functionals, we encounter products of coinciding point limits
of derivatives of d1,Q, and consequently, products of coinciding point limits of derivatives of the
integral kernel of the linear map ∆F1 (Q
(1)∆F1 )
n for arbitrary n ∈ N. In the language of Feynman
diagrams, these expressions correspond just to “big loops” made of n + 1 vertices joined by
n+1 propagators ∆F1 and with the operator Q
(1) being applied in n of this vertices, whereas the
n+ 1–th vertex is x. These diagrams are renormalised by standard techniques while extending
·T1 to local functionals, see e.g. [BrFr00, HoWa02, BDF09, FrRe12, FrRe14]. However, in general
not all ∆F1 (Q
(1)∆F1 )
n, which are clearly monomials of n–th order in Q, need to be renormalised.
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In order to analyse the interplay between the renormalisation freedom of T2
.
= β1,Q ◦ T1 on
local functionals and the renormalisation freedom of T1 on multilocal functionals we consider the
functional φ2, omitting the smearing for simplicity. The most general definition of T1(φ
2) ∈ A1
compatible with all axioms is [HoWa01, HoWa05]
T1(φ
2(x)) = φ2(x) +W1(x, x) + aR(x)
where W1(x, y) is the smooth part of ∆
+
1 in the local Hadamard expansion (43), R is the scalar
curvature and a is a dimensionless constant. In view of our construction in Theorem 3.3 we
consider M1 = 0 and thus no corresponding term appears in T1(φ
2). If we evaluate T2(φ
2) based
on β1,Q = αd1,Q with d1,Q(x, y) = ∆
F
2 (x, y) − ∆F1 (x, y) considered as an exact expression, we
find
T2(φ
2(x)) = φ2(x) +W2(x, x) + aR(x) + bM2(x)
where the dimensionless constant b corresponds to “limx→y log(λ
2σ(x, y))”. This expression is
obviously divergent, but is regularised implicitly by expanding d1,Q perturbatively as explained
above. In particular the value of b is in one–to–one correspondence with the renormalisation
freedom of the “fish–graph” ∆F1 (x, y)
2, which is in fact the only divergent graph contributing to
β1,Q(φ
2).
Remark 3.10. In principle one could try to use the same proof strategy as the one used in
Theorem 3.3 in order to prove the PPA for changes of the metric as well. An natural possibility,
at least on topologically trivial subsets of M , would be to consider the Minkowski metric as
a reference metric g0 and to “add” the dependence of T on non–trivial metrics in the same
manner as in Theorem 3.3. The time–ordered product constructed in this way may be seen
to satisfy all axioms for time–ordered products including the PPA, but one: whereas it will
be local and covariant with respect to the reference metric g0 and the metric perturbation
δg =
√
det(g1)/det (g0)g1− g0, it will in general not be local and covariant (in the perturbative
sense) with respect to g1
3. In particular one expects that demanding locality and covariance with
respect to g1 imposes conditions on the reference time–ordered product which can not be satisfied
in the cases where the PPA is known to fail, e.g. in two spacetime dimensions. In addition to
this issue the perturbative nature of such a construction in the case of metric changes is more
severe than in the case of quadratic Q without derivatives, because the discussion in Remark
3.9 implies by “power counting” that for Q containing second derivatives in principle infinitely
many loop graphs in the theory with the Minkowski metric contribute to the renormalisation
freedom in the theory with a general metric.
Remark 3.11. The PPA implies that R1,Q is a ∗–isomorphism between the subalgebra A 02
of A2(Fµc2 , ⋆2) which is ⋆2–generated by elements of FT1loc and the well–defined algebra of
interacting observables A1,Q, cf. Definition 2.3. In particular R1,Q maps an element of the
form F ⋆2 G with F,G ∈ Floc to R~1,Q(β−11,Q(F )) ⋆1 R~1,Q(β−11,Q(G)). Moreover R1,Q descends to
a ∗–isomorphism between the on–shell algebras A 02 /I 02 and A on1,Q, where I 02
.
= I2 ∩ A 02 , cf.
Definitions 2.2 and 2.3.
3We would like to thank Jochen Zahn for pointing this out to us.
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4 The generalised Principle of Perturbative Agreement
In the previous section, we have discussed the Principle of Perturbative Agreement for the case
of quadratic actions, i.e. we have seen how quadratic interaction potentials can be treated either
in perturbation theory or in an exact fashion, and in which precise sense these two possibilities
are related. In this section we aim to show how this analysis can be generalised to the case where
an additional interaction potential is present which is in general of higher–than–quadratic order
in the field. In this case, the question to be answered is whether treating the quadratic part of a
general polynomial interaction potential either perturbatively or exactly gives the same results
in the algebraic sense. We have seen in the previous section that, in the purely quadratic case,
the perturbative agreement does not hold in the strong sense of a ∗–isomorphism between the
algebras A˜1,Q and A2 if one is interested in algebras containing physically interesting observables,
i.e. powers of the field at the same point (see however Remark 3.11). Yet, also in the generalised
case it is instructive to first discuss the perturbative agreement in heuristic terms in order to
grasp the essential ideas. To this avail, we consider once more a heuristic diagram.
A1 A2
A˜1,Q
A˜1,Q+V A˜2,V
R1,Q
R~1,Q β1,Q
R~1,Q+V
γ1,Q,V
R~2,V
(65)
In this diagram, we use again dashed arrows to indicate that their sources are ill–defined
and thus formal. A1 = (Fµc1 , ⋆1) is the exact algebra corresponding to an (at most) quadratic
action S1, R1,Q is the (modified) classical Møller map and A2 = (Fµc2 , ⋆2) is the exact algebra
corresponding to the (at most) quadratic action S2 = S1 + Q, constructed in such a way that
R1,Q : A2 → A1 is manifestly a ∗–homomorphism. Moreover, R~X,Y indicates the quantum
Møller map corresponding to the free action X and the perturbation Y and A˜X,Y indicates the
heuristic algebra of interacting observables constructed in such a way that R~X,Y is formally a
∗–isomorphism between A˜X,Y and a subalgebra of A 0X ⊂ AX . The upper triangle corresponds to
the PPA in the quadratic case, whereas the generalised Principle of Perturbative Agree-
ment (gPPA) may be formally stated as to require that A˜1,Q+V and A˜2,V are isomorphic,
the isomorphism being indicated by γ1,Q,V . The PPA in the quadratic case implies that β1,Q
effectively intertwines between the two points of view that Q is either a perturbation or part of
the exact theory. In fact, the forthcoming analysis will show that this persists in the presence
of an additional interaction V , i.e. that essentially γ1,Q,V = β1,Q.
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In contrast to the quadratic case, we shall not analyse a rigorous version of this diagram
given by the restriction to regular observables, because this is in general not possible if V is of
higher–than–quadratic order in φ. Instead we shall directly use the PPA to prove the gPPA
in a version which is useful for applications in perturbation theory. Namely, as discussed in
Section 2, one may construct well–defined algebras of interacting observables corresponding to
a free action X and a perturbation Y by considering the algebras AX,Y which are generated
by R~X,Y (F ), where F is a time–ordered product of local or regular functionals. Thus, for
applications it is sufficient to prove the gPPA in terms of a relation between the well–defined
objects R~1,Q+T1(V ) and R
~
2,T2(V )
, where the time–ordered maps appear because one would like
to deal with interactions corresponding to local and covariant Wick polynomials, cf. Remark
3.1 and also Remark 3.7.
Theorem 4.1. In addition to the notations and assumptions of Definition 3.1, we consider an
arbitrary V ∈ Floc and denote for arbitrary quadratic actions X and X + Y of the form (30)
by R~X,Y the quantum Møller map constructed by means of the products ⋆X and ·TX as in (26).
If the time–ordered map TX satisfies the PPA as in Definition 3.1, i.e. if TX+Y = βX,Y ◦ TX ,
then the following identity holds on FT1loc
R
~
1,Q+T1(V )
= R1,Q ◦R~2,T2(V ) ◦ β1,Q . (66)
Proof. We recall that β1,Q is a well–defined map between FT2loc and FT1loc and recall a few
basic identities already used in the proof of Lemma 3.2.
S1,V+Q = S1,V ·T1 S1,Q
β1,Q (S1,V ) = S2,β1,Q(V ) ⇔ β−11,Q (S2,V ) = S1,β−11,Q(V )
R1,Q
(
S−12,V
)
= (R1,Q (S2,V ))
−1 =
(
R
~
1,Q
(
S1,β−11,Q(V )
))−1
Using all of these basic identities, Theorem 3.1, the PPA and R1,Q = R
~
1,Q ◦ β−11,Q, which can be
proven by applying R−11,Q to both sides, we compute for an arbitrary functional F ∈ FT1loc[
R1,Q ◦R~2,T2(V ) ◦ β1,Q
]
(F )
= R1,Q
(
S−12,T2(V ) ⋆2
(
S2,T2(V ) ·T2 β1,Q(F )
))
= R1,Q
(
S−12,T2(V )
)
⋆1 R1,Q
(
S2,T2(V ) ·T2 β1,Q(F )
)
=
(
R
~
1,Q
(
S1,T1(V )
))−1
⋆1
[
R
~
1,Q ◦ β−11,Q
] (
S2,T2(V ) ·T2 β1,Q(F )
)
=
(
R
~
1,Q
(
S1,T1(V )
))−1
⋆1 R
~
1,Q
(
S1,T1(V ) ·T1 F
)
=
[(
S1,Q ·T1 S1,T1(V )
)−1
⋆1 S1,Q
]
⋆1
[
S−11,Q ⋆1
(
S1,Q ·T1 S1,T1(V ) ·T1 F
)]
= S−11,Q+T1(V ) ⋆1
(
S1,Q+T1(V ) ·T1 F
)
= R~1,Q+T1(V )(F ) .
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Remark 4.1. Theorem 4.1 and Theorem 3.1 imply that R1,Q is a ∗–isomorphism between
the well–defined interacting algebras of observables A2,T2(V ) and A1,Q+T1(V ) and their on–shell
versions A on2,T2(V ) and A
on
1,Q+T1(V )
, cf. Definition 2.3. This generalises the same relation for the
case V = 0, cf. Remark 3.11.
5 The thermal mass and KMS states for interacting massless
fields in Minkowski spacetime
We shall now apply the generalised Principle of Perturbative Agreement in order to construct
equilibrium states for interacting massless scalar fields in Minkowski spacetime. We will ac-
complish this task by extending the results obtained in [FrLi14] for the massive case. In fact,
in [FrLi14], the authors succeeded to construct a KMS state on the perturbatively constructed
algebra of interacting observables for the case of a massive free field and an arbitrary local in-
teraction V . This construction is carried out by generalising techniques of quantum statistical
mechanics to the field–theoretic case. To this avail, the ill–defined Hamiltonian is replaced by a
well–defined time–averaged Hamiltonian and the adiabatic limit is dealt with by using algebraic
isomorphisms in order to restrict the discussion to a finite–time slab of Minkowski spacetime
and by proving that the remaining adiabatic limit in the spatial directions is well–defined. In
[FrLi14], it is not proved explicitly that the KMS states constructed hereby are independent of
the finite–time slab chosen, however, we shall demonstrate in Section 5.2 that this is indeed the
case.
The analysis of the spatial adiabatic limit in [FrLi14] relies heavily on the fact that con-
nected correlation functions of massive free fields in KMS states decay exponentially in spatial
directions. For this reason, the results of [FrLi14] can not be directly applied to the massless
case. However, it is widely believed that the massless φ4–model in a thermal state shares at
least some of the good infrared properties of its massive counterpart due to the occurrence of
the thermal mass. In the functional picture, this quantity can be understood as follows [Li13].
We recall that a local functional such as V (φ) =
∫
M
fφ4dµg, f ∈ D(M ), considered as an
element of the algebra of free fields A = (Fµc , ⋆), corresponds to a smeared field polynomial
which is Wick–ordered with respect to the (symmetric part of) the bidistribution ∆+ defining
the ⋆–product. Initially, the φ4–model in Minkowski spacetime is considered to be constructed
based on the field monomial Wick–ordered w.r.t. the vacuum two–point function ∆+∞ of the
free field, and thus as an element of the corresponding algebra A∞ = (Fµc , ⋆∞). However, for
practical computations in a KMS state with inverse temperature β it is more convenient to pass
to the algebra Aβ = (Fµc , ⋆β), in which the ⋆–product is induced by the two–point function ∆
+
β
of the free field in the β–KMS state. As we have discussed in Section 2, this is implemented by
the isomorphism αd : A∞ → Aβ, where d = ∆+β −∆+∞ and αd is a contraction exponential of the
form (13). Under this isomorphism, V transforms as V 7→ αd(V ) = V +Q+ C, and thus picks
up a quadratic term Q = 12
∫
M
fm2βφ
2dµg (and an irrelevant constant term C). The coefficient
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m2β of this quadratic term is interpreted as the square of a thermal mass, and one may compute
that it is proportional to β−2 in the massless case.
Motivated by the thermal mass idea, we shall prove the existence of Minkowskian KMS
states on the interacting algebra A1,V corresponding to the massless quadratic action S1 and an
arbitrary local interaction T1(V ) = V ∈ Floc as follows, where note that on Minkowski spacetime
T1|Floc = I for mass m = 0. We split V as V = Q+ V −Q, where Q is an arbitrary non–trivial
positive quadratic local functional corresponding to an arbitrary non–vanishing “virtual mass”.
We then consider the KMS state ωβ2,T2(V−Q) on the adiabatic limit of the interacting algebra
A2,T2(V−Q) constructed as in [FrLi14]. Our previous analysis implies that the renormalisation
freedom of the time–ordered product can be fixed in such a way that the algebras A2,T2(V −Q)
and A1,V are isomorphic, the isomorphism being the (modified) classical Møller map R1,Q. We
shall argue that R1,Q preserves the defining properties of KMS states in the adiabatic limit; this
implies that ωβ1,V
.
= ωβ2,T2(V −Q) ◦R
−1
1,Q is a well–defined KMS state on A1,V in this limit.
5.1 KMS states for interacting massive fields in Minkowski spacetime
In order to pursue the plan outlined above, we briefly review the construction of KMS states
for interacting massive scalar fields in Minkowski spacetime as devised in [FrLi14]. To this
avail, we consider a free massive Klein–Gordon field on Minkowski spacetime M = (M , g),
i.e. M = R4 and g is the Minkowski metric. We denote by A = (Fµc , ⋆) the algebra of
observables of this free theory constructed as reviewed in Section 2, suppressing the dependence
of quantities on the field model (i.e. the mass) and the metric throughout this subsection. Here,
the ⋆–product is constructed by means of a time–translation invariant Hadamard distribution
∆+. We further consider an arbitrary local interaction V ∈ Floc, and denote this explicitly as
V (f) for f ∈ D(M ), in order to spell out the test function f which cuts off the support of V
in spacetime. The algebra of interacting observables corresponding to this interaction will be
denoted by AV (f), and we recall that this algebra is ⋆–generated by R
~
V (f)(F ) with F ∈ FTloc,
i.e. F is a time–ordered product of local and regular functionals. Here, R~V (f) is the quantum
Møller map, cf. (26). Finally, we denote by A on and A onV (f) the on–shell versions of A and
AV , cf. Definitions 2.2 and 2.3, and we denote by e.g. A (O), AV (f)(O) the subalgebras of
A = A (M), AV (f) = AV (f)(M) containing elements F with supp(F ) ⊂ O ⊂M.
We start by recalling the definition of KMS (Kubo–Martin–Schwinger) states.
Definition 5.1. Let (A , ⋆, ∗) be a ∗–algebra over C and let {αt} be a one–parameter group of
automorphisms of A . A state ωβ on A is called KMS state of inverse temperature β (also
β-KMS state) with respect to {αt} if the functions
Rn ∋ (t1, . . . , tn)→ ωβ (αt1(F1) ⋆ . . . ⋆ αtn(Fn)) F1, . . . , Fn ∈ A ,
admit an analytic continuation on
I
β
n
.
= {(z1, . . . , zn) ∈ Cn| 0 < ℑzi −ℑzj < β , 1 ≤ i < j ≤ n} ,
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which is bounded and continuous on the boundary of I βn , where it satisfies the boundary
conditions
ωβ
(
αt1(F1) ⋆ . . . ⋆ αtk−1(Fk−1) ⋆ αtk+iβ(Fk) ⋆ . . . ⋆ αtn+iβ(Fn)
)
= ωβ
(
αtk(Fk) ⋆ . . . ⋆ αtn(Fn) ⋆ αt1(F1) ⋆ . . . ⋆ αtk−1(Fk−1)
)
for all k ∈ {1, . . . , n}.
We would like to construct an interacting KMS state for the interaction V (f) in the adiabatic
limit lim f → 1 starting from a KMS state ωβ on A , i.e. formally we are interested in a state
ωβV (1) on AV (1). The adiabatic limit limf→1 AV (f) may be understood algebraically as follows
[BrFr00]. Consider F ∈ FTloc and f, f ′ ∈ D(M ) s.t. f = f ′ on the causal completion of supp(F ).
Then there exists an F–independent unitary Uf,f ′ ⊂ A s.t. R~V (f ′)(F ) = Uf,f ′ ⋆R~V (f)(F )⋆U−1f,f ′ .
Thus, the algebra AV (f)(O), is uniquely determined by the form of f on the causal completion
of O up to isomorphy, and, in this sense, one may consider limf→1 AV (f)(O) as being equal to
AV (f)(O) with f = 1 on the causal completion of O.
In order to discuss KMS states on AV (f) in the adiabatic limit, we introduce a one–parameter
isomorphism group on this algebra corresponding to time–translations. Let E (M ) ∋ φ 7→ φt ∈
E (M ) be the map defined by φt(x)
.
= φ(x− te0), where e0 is the time–direction of an arbitrary
but fixed frame of M. By pullback we get a one–parameter group of automorphisms {αt} of A
defined by αt(F )(φ)
.
= F (φt), since, by assumption, the ⋆–product is implemented by a time–
translation invariant ∆+. The time–translations {αV (f)t } on AV (f) in the algebraic adiabatic
limit are defined by demanding that R~V (f) intertwines the free and interacting dynamics, i.e.
for F ∈ FTloc s.t. f = 1 on the causal completion of supp(F ) ∪ supp(αt(F )),
α
V (f)
t
(
R
~
V (f)(F )
)
.
= R~V (f) (αt(F )) = αt
(
R
~
α−t(V (f))(F )
)
. (67)
In this sense, one may think of {αV (f)t } with f = 1 on the causal completion of O to represent
the interacting dynamics {αV (1)t } on AV (f)(O) in the adiabatic limit.
The essential starting point of the construction of [FrLi14] is to restrict both observables
and interactions to an ε-neighbourhood Σε
.
= (−ε, ε) × Σ of a Cauchy surface Σ of M. For
the former, one may use the time–slice axiom [ChFr09] which implies A on(Σǫ) ≃ A on(M) =
A on,A onV (f)(Σǫ) ≃ A onV (f)(M) = A onV (f). In order to restrict the interaction to Σε, we consider a
temporal cut–off χ ∈ D(R), i.e. an element of the set
Iε
.
= {χ ∈ D(R) | supp(χ) ⊂ (−2ε, 2ε) , χ = 1 on (−ε, ε)} . (68)
In analogy to the discussion of the algebraic adiabatic limit, one may show that the algebras
AV (f)(Σǫ) and AV (χf)(Σǫ) are isomorphic, where the isomorphism is implemented by unitaries
in A . The limit limf→1 R
~
V (χf)(F ) is well–defined for all F ∈ FTloc because J−(supp(F )) ∩
supp(χ) is compact by the compact support of F . Consequently, the algebra A onV (χ)(Σǫ) is
well–defined and may be considered as a representation of the adiabatic limit of A onV (f)(M).
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In this representation, the interacting dynamics in the adiabatic limit is implemented by the
one–parameter automorphism group {αV (χ)t } satisfying (67) with V (f) replaced by V (χ) if
supp(F ) ∪ supp(αtF ) ⊂ Σǫ. We note that the elements of A onV (χ)(Σǫ) are formal power series
with values in A on(Σ2ǫ), in this sense A
on
V (χ)(Σǫ) ⊂ A on(Σ2ǫ).
The construction of a β–KMS state w.r.t. the V (χ)–dynamics on A onV (χ)(Σǫ) now proceeds
as follows. We consider an h ∈ D(R3) s.t. h = 1 on Br, the sphere in R3 with radius r centred
at 0. We further consider O ⊂ Σǫ s.t. the causal completion of O is a subset of (−ǫ, ǫ) × Br.
Then A onV (χ)(O) = A
on
V (χh)(O) and {α
V (χh)
t } = {αV (χ)t } on A onV (χh)(O), where {α
V (χh)
t } is defined
as in (67). One can show that [FrLi14], for sufficiently small t, the V (χh)–interacting and the
free time–evolution in O are intertwined by unitaries Uχh (t) ∈ A (Σ2ǫ)
α
V (χh)
t
(
R
~
V (χh)(F )
)
= Uχh (t) ⋆ αt
(
R
~
V (χh)(F )
)
⋆ Uχh (t)
−1 . (69)
The unitaries Uχh (t) satisfy the co-cycle condition U
χ
h (t+ s) = U
χ
h (t) ⋆ αt(U
χ
h (s)) for sufficiently
small parameters. From this one can infer that the infinitesimal generator of Uχh (t) is
Kχh
.
=
1
i
d
dt
Uχh (t)
∣∣∣∣
t=0
= R~V (χh)
(
V (hχ˙−)
)
, (70)
where χ˙−(t)
.
= χ˙(t)Θ(−t), with Θ denoting the Heaviside step function.
Based on this, the authors of [FrLi14] first construct a β–KMS state w.r.t. the V (χh)–
dynamics on A onV (χh)(Σǫ), which is clearly a β–KMS state w.r.t. to the V (χ)–dynamics on
A onV (χ)(O) with O as above. In order to obtain a KMS state w.r.t. V (χ) rather then V (χh)
on A onV (χ)(Σǫ), the adiabatic limit h → 1 is taken in the following sense due to van Hove.
A sequence (ah)h∈D(R3) admits van Hove–limit vH− limh→1 ah if, for all possible choices of
sequences (hn)n ⊆ D(R3) such that 0 ≤ hn ≤ 1, h|Bn=1, h|R3\Bn+1 = 0, it holds that limn→∞ ahn
is finite and does not depend on the sequence (hn)n.
After these preparatory considerations we now collect the subsidiary and final results of
[FrLi14] in the form of a single theorem for the sake of brevity.
Theorem 5.1 ([FrLi14]). Let ωβ be the β-KMS state on A on with respect to {αt}.
(i) For h ∈ D(R3) s.t. h|Br = 1 and O ⊂ Σǫ s.t. the causal completion of O is a subset of
(−ǫ, ǫ)×Br, the linear functional ωβV (χh) : A onV (χh)(O)→ C
ωβ
V (χh)
(F )
.
=
ωβ
(
F ⋆ Uχh (iβ)
)
ωβ(Uχh (iβ))
, (71)
is a β-KMS state with respect to {αV (χh)t }.
(ii) The interacting KMS state (71) can be perturbatively expanded in terms of the connected
(also called truncated) correlation functions ωβc of ωβ, viz.
ωβV (χh)(F ) =
∞∑
n=0
(−1)n
∫
βSn
ωβc
(
F ⋆ αiu1(K
χ
h ) ⋆ . . . ⋆ αiun(K
χ
h )
)
dU, (72)
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where dU
.
= du1 . . . dun and βSn
.
= {(u1, . . . , un) ∈ Rn| 0 ≤ u1 ≤ . . . ≤ un ≤ β}.
(iii) For arbitrary χ, χ′ ∈ Iε, ωβV (χh)(F ) = ωβV (χ′h)(F ) for all F ∈ A onV (χh)(O) with O as in (i).
Thus, prior to the adiabatic limit h→ 1, the interacting KMS state depends at most on h
and the size of the time–slab Σε of Minkowski spacetime.
(iv) In the adiabatic limit h → 1, the generator Kχh = R~V (χh)(V (hχ˙−)) (70) in (72) may be
replaced by R~V (h)(V (hχ˙
−)). By doing so, each term in the formal sum (72) is multilinear
in h. Consequently, if for all n ∈ N and F0, F1, . . . , Fn ∈ A (Σ2ǫ) the functions
βSn × R3n ∋ (u1, . . . , un;x1, . . . ,xn) 7→ ωβc (F0 ⋆ αiu1,x1(F1) ⋆ . . . ⋆ αiun,xn(Fn)) ,
are in L1(βSn × R3n), then the van Hove–limit
ωβV (χ)(F )
.
= vH− lim
h→1
ωβV (χh)(F ), (73)
exists and defines a β-KMS state on A onV (χ)(Σǫ) with respect to {α
V (χ)
t }. Here αt,x denotes a
spacetime translation by (t,x) implemented on A onV (χ)(Σǫ) in analogy to the time translation
αt and the analytic continuation of αt,x to imaginary t is understood in the weak sense
and well–defined on account of the KMS property of ωβ.
(v) In the case of a massive Klein–Gordon field on Minkowski spacetime, the β–KMS states
on A on satisfy the integrability condition in (v) for all 0 < β ≤ ∞, including the vacuum
for β = ∞. Consequently, in this case, (71) and (73) define an interacting β–KMS state
on A onV (χ)(Σǫ).
5.2 Independence of the interacting KMS state on the temporal cut–off
As argued in the previous subsection, the algebra A onV (χ)(Σǫ) may be considered as a representa-
tion of the algebra A onV (f)(M) in the adiabatic limit f → 1. Consequently, by pullback, the KMS
state on A onV (χ)(Σǫ), constructed in [FrLi14] as reviewed above, may be considered as a KMS
state on A onV (f)(M) in the adiabatic limit. One expects that, in the absence of phase transitions,
a β–KMS state is uniquely determined by β and the one–parameter automorphism group. Con-
sequently, ωβV (χ) should be independent of both χ ∈ Iǫ and ǫ. The question whether this holds
was left open in [FrLi14], cf. the comments at the end of Section 4 in [FrLi14]. In the following,
we shall prove that this is indeed the case.
Proposition 5.1. Using the notation of Section 5.1, consider an arbitrary but fixed ǫ > 0, the
corresponding finite–time slab Σǫ of Minkowski spacetime, and an arbitrary but fixed χ ∈ Iǫ.
Moreover, let F1, . . . , Fn be arbitrary elements of FTloc with supp(Fi) ⊂ Σǫ for all i ∈ {1, . . . , n}
and let ωβV (χ) be the β–KMS state on A
on
V (χ)(Σǫ) constructed as in Theorem 5.1. Then, the
following statements hold for the expectation value
Eχ
.
= ωβV (χ)
(
R
~
V (χ)(F1) ⋆ . . . ⋆R
~
V (χ)(Fn)
)
∈ C.
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(i) Eχ is independent of χ, i.e. Eχ = Eχ′ for all χ, χ
′ ∈ Iǫ.
(ii) Eχ is independent of ǫ, i.e. for all ǫ
′ > ǫ and all χ ∈ Iǫ, χ′ ∈ Iǫ′ , Eχ = Eχ′ .
Proof. Proof of (i). We prove the statement for a single generator R~V (χ)(F ), the general case
follows analogously. To this avail, we set
fn(h1, h2, h3, χ)
.
= (−1)n
∫
βSn
dU ωβc
R~V (h1χ)(F ) ⋆ ⋆∏
j∈{1,...,n}
αiuj
(
R
~
V (h3χ)
(V (h2χ˙
−))
) .
By Theorem 5.1 (iv), we have Eχ = vH− limh→1
∑
n fn(1, h, 1, χ). We would like to show
that this van Hove–limit is independent of χ. We shall demonstrate this for the n = 1 con-
tribution to the formal sum, the case of general n can be shown by entirely analogous argu-
ments. To this end, we consider a van Hove–sequence (hk)k such that vH− limh→1 f1(1, h, 1, χ) =
limk→∞ f1(1, hk, 1, χ) and that the derivatives of hk are uniformly bounded in k. We analyse
the difference f1(1, hk , 1, χ)− f1(hk, hk, hk, χ) by splitting it as
f1(1, hk, 1, χ) − f1(hk, hk, hk, χ) = Rk(χ) + Sk(χ) ,
Rk(χ)
.
= f1(1, hk, 1, χ) − f1(1, hk, hk, χ) , Sk(χ) .= f1(1, hk , hk, χ)− f1(hk, hk, hk, χ) .
For sufficiently large k, Sk(χ) vanishes because V (χhk)−V (χ) is causally disjoint from supp(F )
for k ≫ 1. The same argument does not hold for Rk(χ), because the support of V (hkχ˙−) is in-
creasing in line with the support of V (χhk). However, for k ≫ 1, the supports of R~V (χ)(V (hkχ˙−))−
R~V (hkχ)
(V (hkχ˙
−)) and R~V (χ)(F ), considered as elements of the free algebra A (Σ2ǫ), are space-
like separated for large k, with the spacelike separation monotonically increasing in k.
We would like to deduce from this fact that limk→∞Rk(χ) = 0. Yet, as discussed at the end
of Section 4 in [FrLi14] the clustering properties of ωβc recalled in Theorem 5.1 (v) and proved
in [FrLi14] are not sufficient to control the limit limk→∞ f1(1, hk, hk, χ), but stronger clustering
properties are necessary. In fact, one needs to prove that for all Ai ∈ A (Σ2ǫ) and all m ∈ Nk,
the function
Fmk (u1,x1, . . . , uk,xk)(g0, . . . , gk)
.
= ωβc
(
[A0]
(m0)
g0χ ⋆ αu1,x1
(
[A1]
(m1)
g1χ
)
⋆ . . . ⋆ αun,xk
(
[Ak]
(mk)
gkχ
))
is uniformly bounded by an absolutely integrable function for all gi in some bounded set of
D(M ). Here, [A]
(m)
g denotes the m–th perturbation order of R~V (g)(A). We prove in Lemma
C.1 that, as conjectured in [FrLi14], this clustering property indeed holds for the massive Klein–
Gordon field on Minkowski spacetime, whence limk→∞Rk(χ) = 0.
As the final ingredient of our proof, we note that, by Theorem 5.1 (iii), f1(hk, hk, hk, χ) =
f1(hk, hk, hk, χ
′) for all χ, χ′ ∈ Iǫ and k large enough so that the causal completion of supp(F )
is contained in ((−ǫ, ǫ)×Bk), where we recall that Bk ⊂ R3 is the sphere of radius k centred at
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0 and that, by assumption, hk = 1 on Bk. Collecting all these observations, we may compute
for arbitrary χ, χ′ ∈ Iǫ
lim
k→∞
(
f1(1, hk, 1, χ) − f1(1, hk, 1, χ′)
)
= lim
k→∞
(
f1(hk, hk, hk, χ)− f1(hk, hk, hk, χ′) +Rk(χ) + Sk(χ)−Rk(χ′)− Sk(χ′)
)
= 0 .
Proof of (ii). In order to simplify notation, we define an equivalence relation on D(R) by
χ ∼ε χ′ ⇔ χ, χ′ ∈ Iε .
With this notation, we can rephrase the result of (i) by saying that Eχ = Eχ′ if χ ∼ε χ′. In
order to prove the statement, we first consider ε′ ∈ (ε, 2ε). Then, for all χ ∈ Iε and all χ′ ∈ Iε′ ,
we can find a χ′′ ∈ Iε ∩ Iε′ such that χ ∼ε χ′′ ∼ε′ χ′. If ε′ > 2ε we can choose a finite sequence
ε1, . . . , εn, with ε < ε1 < 2ε, εj < εj+1 < 2εj for all j ∈ {1, . . . , n − 1}, εn < ε′ < 2εn, and
χ1, . . . , χn+1 ∈ D(R) such that χ1 ∈ Iε ∩ Iε1 , χj+1 ∈ Iεj ∩ Iεj+1 for all j ∈ {1, . . . , n − 1},
χn+1 ∈ Iεn ∩ Iε′ . With this choice of χj , we obtain χ ∼ε χ1 ∼ε1 . . . ∼εn χn+1 ∼ε′ χ′, which
proves the statement on account of (i).
5.3 KMS states for interacting massless fields in Minkowski spacetime
We shall now combine the generalised Principle of Perturbative agreement (gPPA) with the
construction of interacting massive KMS states reviewed in Section 5.1 in order to construct
KMS states for massless interacting fields on Minkowski spacetime. To this avail, we combine
the notation used in 5.1 and in the earlier sections of this paper. Quantities indexed by “1” shall
refer to the free massless Klein–Gordon field. For definiteness we choose the ⋆–product on the
free algebra A1 = (Fµc , ⋆1) which is induced by the two–point function of the quasifree massless
vacuum state ∆+1 (f, g)
.
= ω∞1 (f, g), f, g ∈ D(M ). We consider an arbitrary local interaction
V (f) ∈ Floc, spelling out the test function f which localises the support of the interaction to a
compact region of spacetime. Finally, we consider a quadratic local functional Q(f) of the form
[Q(f)](φ)
.
= 12m
2
Q
∫
M
fφ2dµg, where mQ > 0 is an arbitrary but fixed “virtual mass” and f is a
positive test function.
In order to apply the gPPA, we recall the relevant objects for the convenience of the reader,
where we use a slightly different notation than in Section 3 and 4 in order to spell out the
dependence of quantities on f . R1,Q(f) : Fµc → Fµc is the classical Møller map defined as the
pullback of
R1,Q(f) : E (M )→ E (M ) , R1,Q(f) .= I+∆R1+Q(f) ◦Q(f)(1) = I+∆R1+Q(f)m2Qf ,
where ∆R1+Q(f) is the advanced Green’s operator of the Klein–Gordon operator P1+Q(f)
.
= P1 +
Q(f)(1) = −✷g +m2Qf . We define
∆+1+Q(f) = R1,Q(f) ◦∆+1 ◦R†1,Q(f) (74)
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which is of Hadamard form w.r.t. P1+Q(f), and a corresponding ⋆–product ⋆1+Q(f) such that
R1,Q(f) : A1+Q(f)
.
= (Fµc , ⋆1+Q(f)) → A1 is a ∗–isomorphism, cf. Theorem 3.1. Note that we
use the same Minkowski metric for both field theoretic models such that we do not have to deal
with two different spaces of microcausal functionals and two different integration measures. By
Theorem 3.3 we can fix the renormalisation freedom of the time–ordered map in such a way that
T1+Q(f) = β1,Q(f)◦T1 for all multilocal functionals. Under these conditions, Theorem 4.1 implies
that the classical Møller map R1,Q(f) is a ∗–isomorphism between the algebras of interacting
observables A1+Q(f),T1+Q(f)(V (f)−Q(f)) and A1,V (f), cf. Remark 4.1.
We now fix ǫ > 0 and consider the ǫ–neighbourhood of a Cauchy surface Σ of Minkowski
spacetime Σǫ
.
= (−ǫ, ǫ) × Σ. We further choose a temporal cut–off χ ∈ Iǫ ⊂ D(R), cf. (68).
By the above considerations and arguments reviewed in Section 5.1, we have for all O ⊂ Σǫ the
following ∗–isomorphisms
A1,V (f)(O) ≃ A1+Q(f),T1+Q(f)(V (f)−Q(f))(O) ≃ A1+Q(f),T1+Q(f)(V (χf)−Q(χf))(O) (75)
induced by
R
~
,1,V (f)
(F ) =
[
R1,Q(f) ◦R~1+Q(f),T1+Q(f)(V (f)−Q(f)) ◦ β1,Q(f)
]
(F ) (76)
= U ⋆1
[
R1,Q(f) ◦R~1+Q(f),T1+Q(f)(V (χf)−Q(χf)) ◦ β1,Q(f)
]
(F ) ⋆1 U
−1 ,
where U ∈ A1 is a unitary depending on f and χ but not on F , F is an arbitrary element of
FT1loc with supp(F ) ⊂ O, and where we used that R1,Q(f) maps unitaries to unitaries and that
β1,Q(f) preserves the support.
We recall that changing the support of f in A1,V (f)(O) outside of the causal completion of O
gives an isomorphic algebra. By isomorphy, this applies also to the other two algebras in (75).
Consequently, we may consider the algebraic adiabatic limit f → 1 for all three algebras in (75).
In this limit, we define a one–parameter automorphism group {α1,V (f)t } on A1,V (f) by means
of the free time–evolution {αt} on A1 as reviewed in Section 5.1. By isomorphy, this induces
one–parameter automorphism groups also on the other two algebras in (75).
We would now like to identify the algebraic adiabatic limit of the rightmost algebra in (75)
with the limit f → 1 in the strict sense. To this avail, we need to check whether β1,Q(f), T1+Q(f)
and ⋆1+Q(f) are well–defined in the limit f → 1. For the latter, we note that it is not difficult to
check that the corresponding limit of ∆+1+Q(f) defined in (74) is well–defined and gives the two–
point function of the (quasifree) vacuum state for the mass mQ since ∆
+
1 is the corresponding
correlation function of the massless state, cf. Lemma D.1. Similarly T1+Q(f) is well–defined
in the adiabatic limit because ∆F1+Q(f) is well–defined in this limit and the renormalisation in
T1+Q(f) is performed in a way which is analytic in Q(f) as required by the axioms for T .
This implies that the limit of β1,Q(f) = R
−1
1,Q(f) ◦ R~1,Q(f) is well–defined and corresponds
to the contraction exponential αd with d given by the difference of the massive and massless
Feynman propagator of the corresponding (quasifree) vacuum states; we refer to Proposition 3.7
for the interpretation of this contraction exponential on general local functionals.
47
The above considerations imply that β1,Q(1) and T1+Q(1) commute with the free dynam-
ics {αt}, which in turn entails that the one–parameter automorphism group on the right-
most algebra in (75) induced via isomorphy by the interacting dynamics on A1,V (f)(O) in
the adiabatic limit is in fact that interacting dynamics on the massive interacting algebra
A1+Q(1),T1+Q(1)(V (χ)−Q(χ))(O). We may construct a β–KMS state w.r.t. to this dynamics as
reviewed in Theorem 5.1, where we recall that this state does not depend on χ and ǫ by Propo-
sition 5.1. By (75) and the above discussion, this induces a β–KMS state w.r.t. to the interacting
dynamics on A1,V (f)(O) in the adiabatic limit.
A natural question is whether the β–KMS state for zero mass and interaction V constructed
as above depends on the virtual mass mQ used in the construction. We expect that this is
not the case by uniqueness of the β–KMS state in the absence of phase transitions4. In fact,
if we choose two different mQ, mQ′ , then we obtain two chains of isomorphisms of the form
(75). This and the above discussion imply that the corresponding algebras in the adiabatic limit
A1+Q(1),T1+Q(1)(V (χ)−Q(χ))(O) and A1+Q′(1),T1+Q′(1)(V (χ)−Q′(χ))(O) are isomorphic. Let us denote
this isomorphism by iQ,Q′ . We know that iQ,Q′ intertwines the interacting dynamics on the
two algebras and that the construction of the β–KMS states on these algebras performed as in
Theorem 5.1 is based on the generators of cocycles induced by the corresponding one–parameter
automorphism groups. Consequently, iQ,Q′ intertwines these KMS states and thus the massless
KMS state for the interaction V induced by mQ, mQ′ is the same.
For definiteness, we may subsume the above considerations in form of a proposition which
we formulate only for local observables for simplicity.
Proposition 5.2. Consider an arbitrary local interaction V , arbitrary ǫ > 0 and χ ∈ Iǫ and
an arbitrary Q(f) of the form [Q(f)](φ)
.
= 12m
2
Q
∫
M
fφ2dµg with mQ > 0. Moreover let ⋆1 be a
⋆–product for the massless Klein–Gordon field which is induced by a time–translation invariant
∆+1 of Hadamard form and denote by ω
β
1+Q(1),T1+Q(1)(V (χ)−Q(χ))
the KMS state for mass mQ and
interaction T1+Q(1)(V −Q) constructed as reviewed in Theorem 5.1. Then the renormalisation
freedom of the time–ordered map can be fixed in such a way that, for all F1, . . . , Fn ∈ Floc with
∪isupp(Fi) ⊂ Σǫ
lim
f→1
ωβ1,V (f)
(
R
~
1,V (f)(F1) ⋆1 . . . ⋆1 R
~
1,V (f)(Fn)
)
.
= ωβ1+Q(1),T1+Q(1)(V (χ)−Q(χ))
(
R
~
1+Q(1),T1+Q(1)(V (χ)−Q(χ))
(F1) ⋆1+Q(1) . . .
. . . ⋆1+Q(1) R
~
1+Q(1),T1+Q(1)(V (χ)−Q(χ))
(Fn)
)
defines a β–KMS state for the massless Klein–Gordon field with interaction V which is inde-
pendent of χ, ǫ and mQ.
Remark 5.1. We would like to stress that we use the construction above only for the case
where the mass of the field for which we would like to construct a KMS state is zero and the
4In the massless case, we have to add the condition that the free KMS state is quasifree in order to exclude
zero modes.
48
virtual mass is positive. In particular we do not make any claims about the case of a tachyonic
(imaginary) mass.
Even so one may doubt the above construction because treating a massless field as a massive
one with the negative mass square as a perturbation seems inconsistent as it is known that mass-
less and massive (linear) theories have different properties. However Lemma B.1 shows that the
perturbative expansion of the classical Møller map converges for localised mass perturbations of
arbitrary sign and magnitude on Minkowski spacetime. This result can presumably be gener-
alised by proving that in a theory on Minkowski spacetime with interaction W = µQ+λV with
Q ∈ Floc quadratic and V ∈ Floc arbitrary, expressions which are perturbative in µ converge at
each order in λ. Finally Lemma D.1 shows that the “resummed propagators” obtained from the
abovementioned convergent perturbation series converge in the adiabatic limit as long as both
the “initial” and “final” mass are either vanishing or positive (in four spacetime dimensions),
see also [As07] for related and essentially equivalent considerations. Consequently, we may con-
sistently “add” or “remove” masses perturbatively as long as we avoid the tachyonic regime. In
fact, Lemma D.1 does not hold for tachyons, because the the “naive tachyonic vacuum” does
not exist due to infrared problems.
Remark 5.2. In the vacuum case β = ∞ there is no thermal mass, but our construction can
be still applied and yields a ground state for zero mass and arbitrary interaction V because
we may introduce the virtual mass mQ > 0 at will. In this context, we would like to stress
that the convexity properties of the total (“free” + “interacting”) potential are not altered by
the introduction of the virtual mass. For this reason the virtual mass has no effect on stability
properties of the theory. Furthermore, in λφ4 theory in a thermal state, the convexity of the
potential is even reinforced by the presence of the thermal mass.
Remark 5.3. We do not see any obstruction to apply the same construction as above in order to
construct KMS states for the Klein–Gordon field with arbitrary mass and arbitrary interaction
V on static spacetimes (N , gus), N ⊂ R4, perturbatively over Minkowski spacetime under the
conditions that a) the metric gus differs from the Minkowski metric gM only on a compact set b)
gus > gM, cf. (31) and c) gus and gM have a common time–like Killing vector field. An example
would be a compact diamond in the static patch of de Sitter spacetime.
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A Factorisation property of the S–matrix
In this section we would like to show that for F,G ∈ FTloc, F & G it holds
SF+G+V = SF+V ⋆ S
−1
V ⋆ SV+G, (77)
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for any V ∈ Floc; here the inverse is meant w.r.t. to the ⋆-product.
To prove this factorisation property we need a
Lemma A.1. Let F , G ∈ Fµc be arbitrary functionals whose functional derivatives F (n) are
supported on the diagonal Dn ⊂ M n but do not necessarily satisfy WF(F (n)) ⊥ TDn and assume
further that supp(F ) ∩ supp(G) is a subset of a Cauchy surface Σ, whereas supp(F ) ⊂ J+(Σ)
and supp(G) ⊂ J−(Σ). In this case F ·T G is given by F ⋆ G + RΣ(F,G) where RΣ(F,G) is
supported on Σ but not uniquely defined.
Proof. By a direct computation we get up to renormalisation
F ·T G = F ·G+ . . .+ ~
n
n!
(
∆F
)⊗n (
F (n), G(n)
)
+ . . . (78)
We first consider n = 1: in this case we have
∆F
(
F (1), G(1)
)
=
∫
M 2
F (1)(x)∆F (x, y)G(1)(y) dµg(x)dµg(y) . (79)
The above integral is supported on x & y and the diagonal x = y. In the latter case it is actually
ill–defined in general, while in the former case its value is∫
x∈J+(y)\{y}
F (1)(x)∆+(x, y)G(1)(y) dµg(x)dµg(y) ,
because Σ is a Cauchy surface and the singularities of F (1)(x) and G(1)(y) are at most space–
like so that the pointwise product in the integrand is a well–defined distribution of compact
support. The diagonal contribution of (79) may be evaluated by extending the distribution
F (1)(x)∆F (x, y)G(1)(y) to the diagonal by a direct application of the theorems for extensions of
distributions. Altogether we find
∆F
(
F (1), G(1)
)
= ∆+
(
F (1), G(1)
)
+R1Σ(F,G), (80)
where the last summand is supported on Σ. We may proceed similarly in the case n > 1 and
find that RΣ(F,G)
.
=
∑
nR
n
Σ(F,G) is of the stated form.
We can now prove the factorisation property of the S-matrix.
Proposition A.1. For any F,G, V ∈ Floc such that F & G, (77) holds.
Proof. Let be Σ a Cauchy surface such that supp(F ) ⊂ J+(Σ) \ Σ and supp(G) ⊂ J−(Σ) \ Σ.
Decompose V = V+ + V−, with V± being such that supp(V±) ⊂ J±(Σ). We now recall
SA+B = SA ⋆ SB if A & B.
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Using this, we have
SF+V+G = SF+V+ ⋆ SV−+G +RΣ
= SF+V+ ⋆ SV− ⋆ S
−1
V− ⋆ S
−1
V+
⋆ SV+ ⋆ SV−+G +RΣ
= SF+V ⋆ S
−1
V− ⋆ S
−1
V+
⋆ SV+G + R˜Σ
= SF+V ⋆ S
−1
V ⋆ SV+G +
˜˜
RΣ.
where we used the above Lemma (A.1) and RΣ, R˜Σ and
˜˜
RΣ are contributions supported on Σ
which are a priori not uniquely defined. However, since Σ is to a large extent arbitrary, and the
left hand side is independent of Σ, the only possible definition is
˜˜
RΣ = 0.
B Convergence of the Neumann series of the classical Møller
map on Minkowski spacetime
Lemma B.1. Suppose that (M , g1) is Minkowski spacetime, consider a Klein–Gordon field with
action S1 of the form (30) with A1 = 0, j1 = 0, and Q ∈ Floc of the form (35) with G = 0,
A = 0 and j = 0. Then the Neumann series in (42) converges to R1,Q in the topology of E (M ).
Proof. It is sufficient to prove that, for an arbitrary φ ∈ E (M ) and denoting by rn the n–
fold composition of r (42), the series
∑
n r
n(φ) converges uniformly to R1,Q(φ) in some generic
compact set O ⊂ M and that the same happens to its derivatives.
To this end, let us indicate by K the support of Q(1)(φ)(x) = M(x)φ(x). We use standard
Minkowski coordinates x = (t,x) and restrict our attention to a compact region I × N which
contains K and the compact set O where we want to ensure convergence of the series
∑
n r
n(φ).
In more detail, I = [t0, t1] is an interval of time and N is a compact region of a spacelike Cauchy
hypersurface Σ = R3, which is chosen in such a way that J+(K)∩ (I ×Σ) is properly contained
in I×N . For any spacelike–compact smooth function ψ and its spatial Fourier transform ψ̂(t,k)
we introduce the norm
‖ψ̂‖1,∞ = sup
t∈I
‖ψ̂(t, ·)‖1.
Let us analyse r(φ) for an arbitrary, but fixed smooth function φ. First of all notice that
r(φ) = r(χφ) for all spacelike–compact smooth functions χ which equal 1 on J+(K). Later on,
the function χ is needed in order to ensure the existence of the spatial Fourier transform of χφ.
Observe that
r̂(φ)(t,k) = c0
∫ t
t0
ds θ(t− s)sin(ω(k)(t− s))
ω(k)
M̂χφ(s,k)
where c0 is a suitable power of 2π, θ is the Heaviside step function and ω(k) = k
2 +M1 is the
spectral function associated with the background equation of motion. Hence
‖r̂(φ)(t, ·)‖1 ≤ c0
∫
d3k
∫
I
ds θ(t− s)
∣∣∣∣sin(ω(k)(t− s))ω(k)
∣∣∣∣ ∣∣∣M̂χφ(s,k)∣∣∣ .
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Since the function ω(k) is real and positive
‖r̂(φ)(t, ·)‖1 ≤ c1(t1 − t0)
∫ t
t0
ds‖M̂‖1,∞‖χ̂φ(s, ·)‖1 ,
where c1 is a suitable power of 2π. In a similar way, one can show that for every n > 0
‖r̂n(φ)‖1,∞ ≤ cn
(t1 − t0)2n‖M̂‖n1,∞
n!
‖χ̂φ‖1,∞,
where the factor n! arises because of an integration over an n−dimensional simplex and cn is a
suitable power of 2π. Since for every spacelike compact smooth function ‖ψ‖∞ is controlled by
the norm ‖ψˆ‖1,∞, which in turn is controlled by the seminorms defining the topology of E (M ),
we find that the series
∑
n≥1 r
n(φ) converges uniformly. Following a similar path, we can prove
that also the derivatives of
∑
n≥1 r
n(φ) converge uniformly, concluding the proof.
C Clustering properties of free massive KMS states in Minkowski
spacetime
Lemma C.1. We denote by [A]
(m)
g the m–th perturbation order of R~V (g)(A) and use the notation
of Section 5. The connected correlation functions ωβc of the β–KMS state of the Klein–Gordon
field on Minkowski spacetime with mass m > 0 satisfies the following property. For all Ai ∈
A (Σ2ǫ) and all m ∈ Nk, the function
Fmk (u1,x1, . . . , uk,xk)(g0, . . . , gk)
.
= ωβc
(
[A0]
(m0)
g0χ ⋆ αu1,x1
(
[A1]
(m1)
g1χ
)
⋆ . . . ⋆ αun,xk
(
[Ak]
(mk)
gkχ
))
is uniformly bounded by an absolutely integrable function for all gi in some bounded set of D(M ).
Proof. The authors of [FrLi14] have already shown, that, for fixed gi, F
m
k satisfies the strong
clustering property, namely that Fmk decays exponentially for large xi
|Fmk (u1,x1, . . . , uk,xk)| ≤ ce−
m√
k
r
, r =
√√√√ k∑
i=1
(
u2i + |xi|2
)
.
The point which is left open is to control how this estimate (and in particular the constant c),
depends on the functions gi.
With this in mind we follow the proof of [FrLi14, Theorem 3] and track the appearance of
the gi. To this avail, we consider an arbitrary oriented and connected graph G joining n + 1
vertices. We denote by E(G) the edges of this graph, and for any l ∈ E(G) we denote by s(l)
and r(l) the source respectively range of this edge. Denoting by X
.
= (x0, . . . , xn) the vertices
of G, we set
Ψ(X,Y ) =
∏
l∈E(G)
δ2
δφs(l)(xl)δφr(l)(yl)
(B0 ⊗ · · · ⊗Bn)
∣∣∣∣∣∣
(φ0,...,φn)=0
, (81)
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and we have to analyse how this quantity depends on gi, where Bi
.
= [Ai]
(mi)
gi and Ai are
supported in a neighbourhood of the origin. We notice that Ai is of compact support and χ is
also of compact support in time, hence, the support of Bi is contained in (suppχ∩ J−(suppAi))
and thus compact and contained in a ball of sufficiently large radius R. As a consequence of
this fact, Ψ(X,Y ) is a distribution of compact support. This quantity is of interest because
Fmk (u1,x1, . . . , uk,xk)(g0, . . . , gk) is a sum of terms of the form∫
dX dY
∏
l∈E(G)
∆+,β(xl − yl)Ψ(X,Y )
with xl
.
= (xl0 + ius(l),xl + zs(l)), yl
.
= (yl0 + iur(l),yl + zr(l)) and ∆
+,β denoting the two–point
function of ωβ.
In the proof of [FrLi14, Theorem 3], the need of estimating the Fourier transform Ψ̂(−P,P )
for P = ((p00,p
0), . . . , (pn0 ,p
n)) with pk0 = i
√
pk
2
+m2 arises. In particular, since the original
Ψ is a distribution of compact support, the Paley–Wiener–Schwartz theorem permits to control
the exponential growth of Ψ̂(−P,P ) for P of the above–mentioned form and large values of pl
in terms of R. We shall now analyse how these estimates depend on the various gi.
We start by observing that the perturbation potential V (giχ) depends linearly on giχ. We
can thus write
Bi = [Ai]
(mi)
giχ =
∫
Mmi
dz1 . . . dzmi gi(z1) . . . gi(zm0)G(z1, . . . zmi)
where G is a distribution of compact support with values in A (O), O being a neighbourhood
of the origin. This implies that the coupling functions gi appear in Ψ as
Ψ(X,Y ) =
〈
t(X,Y,Z), g1(z1,1)⊗ . . .⊗ g1(z1,m1)︸ ︷︷ ︸
m1 times
⊗ . . .⊗ gn(zn,1)⊗ . . . ⊗ gn(zn,mk)︸ ︷︷ ︸
mn times
〉
where we used the compact notation Z
.
= (z1,1, . . . , zn,mn). Here, t is suitable distribution of
compact support in X, Y and Z with values in A (O) which does not depend on the gi. We
may thus readily apply the Paley–Wiener–Schwartz theorem to obtain that, the Fourier–Laplace
transform t̂ of t is an entire analytic function which satisfies
|t̂(P1, P2,K)| ≤ C(1 + ‖P1‖1 + ‖P2‖1 + ‖K‖1)NeR‖Im(P1)‖1eR‖Im(P2)‖1eR‖Im(K)‖1 (82)
where R is the radius of the ball BR centered in the origin which contains the support of t and
C and N are suitable constants.
From this estimate we can now obtain a similar estimate for Ψ, namely,
|Ψ̂(−P,P )| =
∫
R4w
dK
∣∣t̂(−P,P,K)∣∣ ĝi(k1) . . . ĝn(kw)
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where w =
∑
imi is the dimension of Z and hence of K. Since N in (82) is bounded, since
the integral is performed over the real numbers and since gi are smooth compactly supported
functions, the integral can be easily performed to get
|Ψ̂(−P,P )| ≤ C(1 + ‖P‖1)Ne2R‖Im(P )‖1
∏
i
∑
|αi|≤M
‖Dαigi‖mi∞ .
Where now the constant C does not depend on the gi anymore and M is further suitable finite
constant. Using this more refined estimate in the proof of [FrLi14, Theorem 3], the desired
uniform bound can be found.
D Convergence of the state induced by the classical Møller map
in the adiabatic limit on Minkowski spacetime
Lemma D.1. Let ∆+1 (x, y) be the two–point function of the vacuum state with mass m1 ≥ 0
and let Q(f)
.
= 12 (m
2
2 − m21)
∫
M
fφ2dµg with m2 ≥ 0 (but not necessarily m2 > m1). Then
the integral kernel of ∆+1+Q(f)
.
= R1,Q(f) ◦ ∆+1 ◦ R†1,Q(f) converges to the integral kernel of the
two–point function of the vacuum state with mass m2 in the adiabatic limit f → 1.
Proof. We prove this statement in the spirit of QFT on cosmological spacetimes. To this avail
we note that ∆+1+Q(f) is well–defined for all f which have past–compact support and thus in
particular for f which are constant in space and have a time dependence of the form f(t) =∫ t
−∞ χ(τ)dτ for a χ ∈ D(R) which is positive and has unit integral. In this case, we may
decompose the integral kernel of ∆+1+Q(f) as
∆+1+Q(f)(t1,x1, t2,x2) = limǫ↓0
1
8π2
∫
Tk(t1)Tk(t2)e
ik(x1−x2)e−ǫkdk ,
where k = |k| and the temporal modes Tk(t) satisfy the differential equation(
∂2t + ω
2(t)
)
Tk(t) = 0 , ω
2(t)
.
= k2 +m21 + (m
2
2 −m21)f(t) (83)
and the normalisation condition
T˙k(t)Tk(t)− Tk(t)T˙k(t) = i .
Here ˙ denotes a derivative w.r.t. t. Moreover, by construction the modes Tk(t) equal the
m1–vacuum modes
T1,k
.
=
1√
2ω1
e−iω1t , ω21
.
= k2 +m21
in the past of suppf (up to an irrelevant constant phase).
We would like to show that in the adiabatic limit f → 1 the modes Tk converge to the
m2–vacuum modes T2,k defined in analogy to T1,k. We do this by comparing both Tk and T2,k
to the adiabatic modes
Ta,k(t)
.
=
1√
2ω(t)
e
−i
∫ t
t0
ω(τ)dτ
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in the adiabatic limit, cf. (83) for the definition of ω(t). Obviously we have limf→1 Ta,k = T2,k.
In order to check that limf→1(Ta,k − Tk) = 0 as well, we observe that the adiabatic modes Ta,k
satisfy the differential equation
(
∂2t + ω
2(t) + λ(t)
)
Ta,k(t) = 0 , λ =
1
2
ω¨
ω
− 3
4
(
ω˙
ω
)2
=
1
4
(ω2)¨
ω2
− 5
16
(
(ω2)˙
ω2
)2
. (84)
and also equal the m1–vacuum modes T1,k in the past of suppf . We may thus construct the
modes Tk by means of a perturbation series over Ta,k by treating −λ as a perturbation potential.
This gives
Tk =
∞∑
n=0
Rnλ(Ta,k) , Rλ(h)
.
=
∫ t
−∞
sin(
∫ t
τ ω(τ1)dτ1)√
ω(t)ω(τ)
λ(τ)h(τ)dτ , (85)
where Rλ|λ=1 is the retarded propagator for the differential equation (84). Using (85) we may
estimate the difference Ta,k − Tk as
|Ta,k − Tk| ≤ 1√
2ω
∣∣∣∣−1 + exp ∫ ∞
−∞
|λ|
ω
dτ
∣∣∣∣ ,
Using the precise form of λ, we may further estimate the argument of the exponential as∫ ∞
−∞
|λ|
ω
dτ ≤ C
(∫ ∞
−∞
|m22 −m21||(ω2)¨ |dτ +
∫ ∞
−∞
((ω2)˙)2dτ
)
(86)
for a suitable (dimensionful) constant C.
Let us now consider χµ(t)
.
= 1µχ
(
t
µ
)
in place of χ in the definition of the cutoff function f .
For this special class of cutoffs, the adiabatic limit corresponds to limµ→∞. Indeed, with this
parametrisation we have∫ ∞
−∞
|λ|
ω
dτ ≤ C(m22 −m21)2
(∫ ∞
−∞
|χ˙|dτ +
∫ ∞
−∞
χ2dτ
)
1
µ
.
This proves limf→1(Ta,k − Tk) = 0 and thus limf→1(T2,k − Tk) = 0.
The argument above fails in the case m1 = 0 or m2 = 0 on account of singularities at k = 0.
In order to see that these singularities are irrelevant, we assume without loss of generality m1 = 0
and m2 > 0 and recall that we have taken f(t) to be monotonically increasing. Consequently,
ω2(t) = k+m21 + (m
2
2 −m21)f(t) is monotonically increasing as well and introducing the energy
per “retarded mode”
Ek
.
= |T˙k|2 + ω2|Tk|2
we find
d
dt
(
Ek
ω2
)
= −|Tk|2 (ω
2)˙
ω4
≤ 0 .
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For an arbitrary t = t0 such that f(t0) = 0 we have Ek(t0) = ω(t0) = k. From the temporal
behaviour of Ek/ω
2 we may thus infer
|Tk(t)|2 ≤ Ek(t)
ω2(t)
≤ Ek(t0)
ω2(t0)
=
1
k
.
Note that this bound is uniform in f and thus holds in the adiabatic limit. Moreover the same
bound holds also for the (constant) energy per mode of the m2–vacuum modes T2,k. Using these
bounds, we may investigate the adiabatic limit as follows. We have (omitting the ǫ–prescription)
∆+2 (x1, x2)−∆+1+Q(f)(x1, x2) =
1
8π2
∫
R3
(
T2,k(t1)T2,k(t2)− Tk(t1)Tk(t2)
)
eik(x1−x2)dk
.
=
∫
R3
I(k, x1, x2)dk =
∫
Bǫ
I(k, x1, x2)dk +
∫
R3\Bǫ
I(k, x1, x2)dk ,
where Bǫ ⊂ R3 is the solid sphere of radius ǫ. The k > ǫ contribution to the integral converges
in the adiabatic limit by the arguments used above. The k < ǫ contribution can be estimated
using the bounds previously discussed. Indeed |I(k, x1, x2)| ≤ (4π2k)−1 and thus the integral
over Bǫ is O(ǫ
2) and negligible in the limit ǫ→ 0 uniformly in f .
Note that the proof fails in the tachyonic case m21 < 0 or m
2
2 < 0 because the infrared
singularity in this case is more severe than in the one occurring in the massless case, in particular
the singularity in ω−1 is not integrable anymore.
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