In this paper we present a novel distributed coverage control framework for a network of mobile agents, in charge of covering a finite set of points of interest (PoI), such as people in danger, geographically dispersed equipment or environmental landmarks. The proposed algorithm is inspired by C-Means, an unsupervised learning algorithm originally proposed for non-exclusive clustering and for identification of cluster centroids from a set of observations. To cope with the agents' limited sensing range and avoid infeasible coverage solutions, traditional C-Means needs to be enhanced with proximity constraints, ensuring that each agent takes into account only neighboring PoIs. The proposed coverage control framework provides useful information concerning the ranking or importance of the different PoIs to the agents, which can be exploited in further application-dependent data fusion processes, patrolling, or disaster relief applications.
I. INTRODUCTION
In the literature, coverage control has been gaining particular attention by the scientific community in recent years. Typical approaches follow the path of the seminal works in [1] , [2] , where agents interact in order to achieve two main objectives: (1) to partition the area of interest into zones for which a single agent is responsible for the covering (e.g., Voronoi regions); (2) to reach locations that minimize a function of the distance from each point in the region assigned to them (e.g., navigate to a weighted centroid of the assigned Voronoi region). Over the years, the importance of taking into account agents' limited sensing and communication capabilities has become paramount [3] , [4] . Recent innovations in the field include, among others, time varying methodologies [5] , dynamic approaches [6] , and adaptive management of agents' trust [7] . Note that most of the existing literature focuses on continuous space coverage, while in several practical situations it might be required to cover just a discrete set of points of interest (PoI). In fact, a discrete space approach has lower computational demands with respect to continuous space ones and allows the modeling of specific targets of interest. To the best of our knowledge, work at the state of the art focused on the coverage of discrete points of interest is quite sparse. In a recent work [8] , the authors use k-means to solve a discrete coverage problem where multiple agents are in charge of a set of PoIs. A related work, even though not specifically focused on coverage, is [9] where roles are assigned to the agents via constrained discrete optimization. In both cases, however, the agents are not constrained to have a limited sensing radius.
In this paper, we consider a distributed problem where there is a finite and discrete set of n PoIs in fixed locations in space, and a set of r < n mobile agents aims at achieving the following two objectives: (1) to partition the PoIs in r groups such that PoIs in the same group are spatially close while PoIs in different groups are far apart; (2) to associate each agent to a group and assign a location to such agent in order to maximize the coverage. Our distributed approach is inspired by the C-means [10] , a non-exclusive and unsupervised data clustering algorithm, where a set of points (e.g., the PoIs) are grouped so that each point can be associated, at the same time, to different clusters (i.e., to different agents) with different intensities. From a mathematical standpoint, we extend the classical C-means by introducing proximity constraints, which account for the limited sensing range of the agents. As a matter of fact, results dealing with the distribution of clustering algorithms, including the C-means, can be found in the literature [11] - [14] . Compared to these works, where the sensors collaborate in order to compute the centroids and their associations in a distributed fashion, in our work we reverse the perspective. That is, the agents play the role of the centroid and collaborate in order to compute their location and the association to the PoIs; the latter play the role of the sensors.
The outline of the paper is as follows: Section II provides some preliminary definitions, while Section III introduces the problem addressed in this paper; Sections IV and V solve two sub-problems that are the basis for our algorithm, while Section VI provides the proposed algorithm along with simulation results; the final Section VII collects some conclusive remarks and future work directions.
II. PRELIMINARIES
In the following, we consider the Euclidean space R d , equipped with the usual norm. Let us define the metric projection onto a convex set as follows:
Definition 1 (Metric Projection): Let X ⊂ R d be a convex set. The metric projection onto X is a function Pr X : R d → X such that Pr X (v) = arg min z∈X v − z . In the following, we refer to a metric projection simply as projection. To serve the scope of this paper, we now specialize the projection onto a closed ball.
Definition 2 (Closed Ball): A closed ball B i,ρ ⊂ R d with radius ρ and center p i ∈ R d is given by
We now review the basics of convex constrained optimization. The reader is referred to [15] for a comprehensive overview of the topic.
Definition 4 (Convex Constrained Optimization Problem): A convex constrained optimization problem with s constraints has the following structure:
where f and all g i and h i are convex functions. The set of feasible solutions for the above problem is given by
which is a convex set since all g i and h i are convex.
We now review conditions that are fundamental in order to solve convex constrained optimization problems.
Definition 5 (Slater's Conditions):
The convex constrained optimization problem in Eq. (1) satisfies the Slater's Condition if there is an x ∈ Ω such that g i (x) < 0 for all i = 1,..., q and h i (x) = 0 for all i = q + 1,..., s. Moreover, if there is an x ∈ Ω that satisfies the Slater's Condition and is such that all nonlinear g i (x) are negative, while all linear g i (x) are non-positive, then the problem is said to satisfy the restricted Slater's Condition.
We now review Karush-Kuhn-Tucker (KKT) Theorem (see [15] and references therein).
Theorem 1 (KKT Theorem): Consider a convex constrained optimization problem as in Eq. (1) that satisfies the restricted Slater's Condition, and let the Lagrangian function be the function
The point x * ∈ R d is a global minimizer for the problem if and only if the following conditions hold:
III. PROBLEM STATEMENT
Let us consider a set of n PoIs and r < n agents deployed in a bounded region in R d , with d ∈ {2, 3}; we assume that each PoI i is in a fixed location p i ∈ R d , while the j-th agent is initially in location x j (0) ∈ R d . The following set of assumptions is now in order: a) an agent j is able to sense all PoIs for which the Euclidean distance from j is less than or equal to ρ; b) an agent j is able to communicate with all other agents for which the Euclidean distance from j is less than or equal to a threshold θ ≥ 2ρ; c) the agents are deployed initially in a way such that each PoI is sensed by at least one agent, and each agent senses at least one PoI; d) the set {p 1 ,..., p n } contains at least n > r distinct points. Note that the last two assumptions, i.e., c) and d), are inherited from the standard C-means [10] . In particular, Assumption c) ensures that no PoI or agent is neglected by the optimization process.
Let
collect the location of all agents and let U be an n × r matrix encoding the associations among the agents and the PoIs, having u i j at its (i, j) − th entry. Moreover, let δ i j = p i − x j . The problem can be stated as follows.
Problem 1: Find x * ∈ R rd and U * ∈ R n×r such that
where m is a finite positive integer that is greater than one.
Problem 1 extends the standard C-means problem [10] through the proximity constraints (IV). Note that constraint (I) ensures the complete coverage of each PoI by the agents, whereas constraint (II) ensures that each agent covers at least one PoI. We point out that the larger the parameter m is, the less the associations u i j influence the objective function; as in the case of C-means, such a parameter accounts for the degree of overlapping among the different clusters 1 .
Note also that constraint (III) requires u i j ∈ [0, 1]; as a consequence, the combination of constraint (III) and the proximity constraints (IV) implies that u i j = 0 whenever δ i j > ρ. Therefore, these constraints ensure that an agent j does not cover those PoIs that are out-of-reach from it.
In the following, we develop a distributed and iterative algorithm to solve Problem 1; specifically, at each iteration k, our algorithm alternates between an assignment phase where we find the optimal associations u i j (k) given the current locations x(k) and a refinement phase where we assume the associations u i j (k) are fixed and we find the optimal location x(k + 1) for the agents 2 . The two steps are iterated until a stopping condition is met.
We next characterize (in Sections IV and V) the optimality conditions for each sub-problem, respectively. Future work will be focused on studying the optimality of the overall algorithm.
IV. ASSIGNMENT PHASE
In this section we discuss how, given fixed agents' locations, the optimal associations U can be computed.
Specifically, the optimal choice for the i-th row of U (i.e., the associations of the i-th PoI to all the agents) is as follows. If there is at least one agent j such that x j = p i (i.e., the j-th agent lies in the same location as the i-th PoI), the terms u i1 ,..., u i,r must satisfy 3
(2) if, conversely, x j = p i for all agents j (i.e., no agent is at the same location as the i-th PoI), the terms u i j are as follows:
We now prove the optimality of such strategy.
Theorem 2: For given agents' locations x that satisfy Assumption c), a solution {x,U} where U satisfies Equations (2) and (3) is a global minimizer for Problem 1.
Proof: Consider a given x that satisfies Assumption c). Problem 1 reduces to finding U that minimizes J(x,U) = J(U) subject to constraints (I)-(III); as for the proximity constraints (IV) we have that if δ i j ≤ ρ then the corresponding proximity constraint is not active, while for δ i j > ρ, since u i j ∈ [0, 1], the constraint reduces to u i j = 0. As a consequence, the objective function becomes
Let I 1 be the index set of the PoIs that are not overlapped by any agent and I 2 be the complementary set, i.e., I 1 = {i ∈ {1,..., n}| δ i j > 0 for all j ∈ {1,..., r} and I 2 = {1,..., n} \ I 1 . We can split J(U) in two terms
From Eq.
(2), it follows that all terms δ i j appearing in J 2 (U) are null, hence J 2 (U) = 0. This implies that the optimality of U only depends on the entries u i j appearing in J 1 (U). Since x satisfies Assumption c) by construction, using Eq. (3) it follows that constraints (II) and (III) are always satisfied. Furthermore, it is convenient to rewrite the variables u i j as the square of new variables w i j , i.e., u i j = w 2 i j . By doing this, and since constraint (IV) implies that u i j = 0 when δ i j > ρ, we can rewrite constraint (I) as ∑ j|δ i j ≤ρ w 2 i j = 1. As a result, our problem becomes that of finding W * ∈ R r×d that solves
Note that the above problem is convex and has just equality constraints, hence the Slater's Condition is trivially satisfied 3 When two or more agents are at the same position of a poi p j , there is an infinity of choices for the associations u i j that satisfy Eq. (2). and Theorem 1 applies.
Let ζ ζ ζ = [ζ 1 ,...ζ q ] T be the Lagrangian multipliers associated to the constraints, while the corresponding Lagrangian function is
By Theorem 1, W * , ζ ζ ζ * is a global optimal solution to the above problem if and only if it satisfies
for all i ∈ I 1 and j ∈ {1,..., r} and
From Eq. (5) it follows that
Summing over all h such that δ ih ≤ ρ and applying Eq. (6) we get
By plugging Eq. (8) in Eq. (7), it follows that
. Therefore, since u * i j = (w * i j ) 2 , we conclude that Eq. (3) corresponds to the global optimal solution. V. REFINEMENT PHASE Let us now discuss the refinement phase within the proposed algorithm, i.e., a way to find the optimal location of the agents, for fixed associations.
Note that, when the fixed associations are admissible for Problem 1, our problem is equivalent to solving a collection of independent sub-problems (i.e., one for each agent) having the following structure.
Problem 2:
We now characterize the optimal solution of Problem 2. To this end, we first define the set of admissible solutions. 
where B i,ρ is the ball of radius ρ centered at the location p i of the i-th PoI. Remark 1: Problem 2 is convex, since for fixed terms u i j the objective function is a linear combination of convex functions, and similarly the constraints are convex functions.
We now establish a condition for Problem 2 to satisfy Slater's Condition.
Proposition 1: Problem 2 satisfies Slater's Condition if and only if B *
j is not a singleton. Proof: The fact B * j is a singleton implies that at least two constraints are satisfied at the equality (i.e., at least two balls are tangent), thus preventing Slater's Condition to be satisfied.
We now provide an optimality condition to move an agent j when U is fixed.
Theorem 3: Let U be admissible to Problem 1, and suppose B * j is not a singleton. Then
is a global minimizer for Problem 2 if and only if there exist
Proof: As discussed in Remark 1, Problem 2 is convex. Moreover, as shown in Proposition 1, it satisfies Slater's condition and therefore it satisfies also the restricted Slater's condition. Therefore, the KKT Theorem (Theorem 1) applies to Problem 2. Let us consider the Lagrangian function associated to Problem 2, i.e.,
By Theorem 1, a point x * j is a global minimizer for Problem 2 if and only if:
conditions (a)-(c) are equivalent to the above conditions (2)-(4). To prove Theorem 3, therefore, we must show that any solution satisfying condition (1) has the structure of Eq. (10); to establish this, we show that, for any λ λ λ , ∂ J(x j , λ λ λ )/∂ x j vanishes at x * j along any arbitrary direction y ∈ R d with y = 0. Let t ∈ R and let x * j be the optimal solution for the problem in Eq. (9), and let us define J(t) = J(x * j + ty, λ λ λ ).
We can rearrange J(t) as 
which, considering λ λ λ = λ λ λ * , is equivalent to Eq. (10). This concludes the proof. We now present some technical results that are fundamen-tal in order to construct a global minimizer for Problem 2. Lemma 1: Given a nonempty, non-singleton set B * , obtained as the intersection of a collection of n balls {B 1,ρ ,..., B n,ρ }, each centered at v i ∈ R d and with radius ρ, i.e. B * = ∩ n i=1 B i,ρ , for every point v ∈ R d there exist nonnegative μ 1 ,..., μ n and a positive μ with μ + ∑ n i=1 μ i = 1, such that the projection of v onto B * is given by
To prove our statement, we show that Pr B * (v) is the solution of a convex optimization problem, which can be solved by resorting to KKT Theorem.
Let us recall that the projection Pr B * (v) is the point of minimum distance from v among those in B * . In other words, Pr B * (v) is the solution of the following problem
The above problem is convex, since z − v 2 and z − v i 2 are convex functions. Moreover, since we assumed B * is not empty nor a singleton, the above problem satisfies Slater's Condition, so KKT Theorem 1 applies. Let γ i be the Lagrangian multiplier associated to the i-th constraint, and let γ γ γ be the stack vector of all γ i . The Lagrangian function L(z, γ γ γ) for the above prob-
, which implies that the optimal solution has the form
where the Lagrangian multipliers γ * i must satisfy γ * i ≥ 0 for all i = 1,..., n and γ * i ( z * − v i 2 − ρ 2 ) = 0 for all i = 1,..., n. Under the above constraints on γ * i , our statement is verified for μ = 1/(1 + ∑ n i=1 γ * i ) > 0 and μ i = γ * i /1 + ∑ n i=1 γ * i ≥ 0, for all i = 1,..., n. This completes our proof.
Corollary 1: If v ∈ B * then Pr B * (v) lies on the intersection of the boundaries of the balls corresponding to positive coefficients γ i .
Proof: From Lemma 1 the coefficients γ i are nonnegative and must satisfy γ i ( z − v i 2 − ρ 2 ) = 0, for all i = 1,..., n. Hence, Pr B * (v) must belong to the intersection of the boundaries of the balls associated to positive γ i . The proof is complete noting that, when v ∈ B * , Eq. (13) implies that there must be at least a positive γ i .
We now provide a technical result which will be used later in the main theorem of this section.
Lemma 2: Let V = {v 1 ,..., v n } ⊂ R d with n > 1 and consider given μ > 0 and μ i ∈ (0, 1) for all i ∈ {1,..., n} such that μ + ∑ n i=1 μ i = 1. For any choice of α > 0 there is a choice of λ i for all i ∈ {1,..., n} satisfying
Proof: For the sake of the proof, it is convenient to rearrange Eq. (14) as
where λ λ λ and μ μ μ are the stack vectors collecting all λ i and μ i , respectively. Since by assumption μ > 0, it holds 1 − 1 T μ μ μ = μ > 0, from the Sherman-Morrison Theorem [17] it follows that the matrix (I − μ μ μ1 T ) −1 exists and has the following structure
where we notice that all entries are non-negative by construction. At this point, by plugging Eq. (16) in Eq. (15) we obtain λ λ λ = (I − μ μ μ1 T ) −1 αμ μ μ = (I + μ μ μ1 T /μ)αμ μ μ. Since α > 0, μ i ≥ 0 and the matrix in Eq. (16) has non-negative entries, we conclude that λ λ λ ≥ 0.
We now provide a constructive method to obtain a solution to Problem 2.
Theorem 4: Let U be admissible to Problem 1 and assume that x ∈ R rd satisfies Assumption c). Then
is a global minimizer for Problem 2.
Proof: Let us define the set I j = {i ∈ {1,..., n}| u i j > 0} and letx
We first handle two special cases. Note that, ifx j ∈ B * j then Pr B * j (x j ) =x j andx j itself satisfies Theorem 3 with all λ * i = 0. Moreover, if B * j is a singleton, since x satisfies Assumption c) it must hold B * j = {x j }. In this case, Problem 2 fails to satisfy Slater's conditions and Theorem 3 does not apply; however, Theorem 3 is no longer required if B * j = {x j }, as Pr B * j (x j ) = x j by construction. In other words, in this case agent j does not move. We now focus on the casex j ∈ B * j and B * j = {x j }, that is x j does not belong to B * j and B * are truncated in the proposed algorithm. Figure 2 reports the value of the objective function with respect to the iterations for the solution found by the C-means and by the proposed algorithm for different values of ρ. Overall, the figure numerically demonstrate that the behavior of the proposed algorithm tends to coincide with the behavior of the standard C-means as ρ grows, i.e., as ρ increases, the agents become more and more aware of the PoIs, until the proximity constraints no longer exist. Notably, this numerical simulation suggests that our algorithm can be thought as a generalization of the standard C-means.
VII. CONCLUSIONS In this paper we provide a novel distributed coverage algorithm for a set of agents aiming at covering in a nonexclusive way a discrete and finite set of points of interest, which is inspired by the standard C-Means algorithm.
Several directions are envisioned for future work: (1) consider an asynchronous setting and moving PoIs; (2) introduce the possibility for an agent to leave some of the PoIs uncovered if they are already covered by other agents;
(3) provide a formal characterization of the convergence properties of the overall proposed algorithm. 
