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SUMMARY
Biological organisms from multicellular eukaryotes to bacteria and even viruses
often exhibit multiple alternative phenotypes or behaviors to adapt to various envi-
ronmental stimuli. Therefore, an organism chooses one phenotype among multiple
alternatives, and we call this process a decision switch. Here we focus on decision
switches at the cellular level, and investigate decision switches mediated by gene
regulation. Even if environmental stimuli provide inputs for gene regulation, it is
intrinsically stochastic, and an isogenic population may exhibit different phenotypes
even under almost identical conditions. We focus on two particular aspects of biologi-
cal decision switches at the cellular level: (1) how changes in copy numbers of genetic
components affect gene expression and facilitate multiple alternative phenotypes and
(2) how temporal dynamics of gene regulation mediate alternative cell fates and lead
to future cell fates.
To study the effect of copy number of genetic components on gene expression,
we present a quantitative model of the phage λ decision switch based on models
of gene regulatory dynamics. By treating copy numbers of viral genes as variables,
we show that the decision between lysis and lysogeny can sensitively depend on the
number of coinfecting phages. Therefore, our results suggest that even viruses can
adapt their behaviors collectively by sharing their gene products within a host cell.
We also show that strong nonlinearity within the gene regulatory networks can lead
to bistability, hence facilitate alternative phenotypes. Then we also model other
commonly observed genetic circuits while systematically varying copy numbers of
genetic circuits. Analyses of these genetic circuits demonstrate that the gene copy
xii
number is an omnipresent parameter that can facilitate alternative phenotypes, and
small changes in copy number may lead to drastic changes in gene expression. Further,
changes in the copy number of a three-gene motif with successive inhibition can switch
between oscillatory and stationary dynamics. In all cases, the qualitative change in
gene expression is due to the nonlinear nature of transcriptional feedback.
To investigate how alternative cell fates are mediated by temporal dynamics of
gene regulation, we revisit the lysis-lysogeny decision switch of bacteriophages in
which cell fates are determined by temporal dynamics of gene regulation unlike the
earlier model. We find that increasing the number of coinfecting phages increases
the chance of quiescent viral growth, in agreement with prior experimental stud-
ies. Predicted heterogeneity in cell fates is shown to agree with experimental data
when including a previously unidentified gene dosage compensation mechanism, which
represents an alternative hypothesis to explain how multiple phages interact in in-
fluencing cell fate. Next we study how cell fates can be predicted given temporal
dynamics of gene expression. To do so, we present a quantitative measure of cell fate
predictability. Our analyses of simple model systems suggest temporal dynamics of
gene expression can be highly correlated with eventual cell fates. Thus, our study





Organisms adapt to various environmental conditions in order to survive by switching
phenotypes or behaviors. Often there are many possible phenotypes, and organisms
choose one particular phenotype among many alternatives. This is not only the case
for multicellular organisms, but also for bacteria and even viruses. Here we focus
on such phenotypic changes at the cellular level, and we refer to them as decision
switches. Decision switches can be driven deterministically or stochastically [102]
because phenotypic changes are mediated by gene expression within cells. Envi-
ronmental conditions drive gene expression [194], but biochemical reactions in gene
regulatory networks are intrinsically stochastic [53, 183]. Therefore, genetically iden-
tical cells often exhibit diverse phenotypes even under almost identical environmental
conditions. For example, phage λ, a virus which infect E. coli strains, is one of the
simplest organisms that exhibit alternative developmental pathway [146]. Upon in-
fecting a host, phages may enter the lytic pathway where phages lyse the host to
burst out daughter phages. Or the phages enter the lysogenic pathway where they
integrate viral genomes into the host chromosome. Earlier experiments showed that
the fraction of lysogeny depends on the number of coinfecting phages, and multiple
coinfections predominantly lead to lysogeny [101, 97]. How the bias between lysis and
lysogeny is facilitated is largely an open question. Lysis yields fast growth of phages,
but lysogeny might be advantageous when the host density becomes low [173].
There is huge interest in understanding cellular decision switches. Estimating risk
factors of diseases is an important step towards prevention and treatment especially
for cancers and cardiovascular diseases [32, 197, 152]. In development, understanding
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how stem cells diverge into multiple lineage is a fundamental question [167, 91], and
tight regulation of both gene expression and timing is critical. Also, different pheno-
types lead to different fitnesses in various environmental conditions and may directly
affect population dynamics [60, 122]. From the evolutionary perspective, multiple
alternative phenotypes do not always provide obvious benefit to individuals [173, 12],
but might be beneficial as a bet hedging strategy for changing environmental con-
ditions. Here we focus on decision switches within prokaryotes mediated by gene
regulatory networks (GRNs) and approach them with two specific emphases: how
changes in copy numbers of genes and promoters alter gene expression and how al-
ternative cell fates are mediated by temporal dynamics of gene regulation.
1.1 Copy number variation and gene expression
Copy number variation is a phenomenon found in almost all organisms from higher
and unicellular eukaryotes [142, 84, 92] to bacteria [6]. There are many examples
which show the resulting gene expression is tightly controlled even with variation in
copy number [55, 78]. However, the production rate of a protein is expected to be
linearly proportional to the copy number without any feedback mechanisms. Here we
systematically change copy numbers of genes and promoters within models of GRNs,
and investigate how copy numbers shape gene expression pattern. In doing so, we
report that nonlinearity due to transcriptional feedback is essential for copy-number-
sensitive gene expression, and may lead to bistability which facilitates alternative
phenotypes.
In Chapter 2 [193], we present a quantitative model of how bacterial viruses can
make collective decisions concerning the fate of infected cells. For many bacterial
viruses, the choice of whether to kill host cells or enter a latent state depends on
the multiplicity of coinfection. We base our theory on mechanistic models of gene
regulatory dynamics, and unlike most previous works treat the copy number of viral
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genes as a variable. When viral regulation of cell fate includes nonlinear feedback
loops, very small changes in transcriptional rates can lead to dramatic changes in
steady-state gene expression. Hence, we show that decisions can be reached, e.g.,
lysis or lysogeny, depending on the cellular multiplicity of infection within a broad
class of gene regulatory models of viral decision-making. Comparisons of a parame-
terized version of the model with molecular studies of the decision structure in the
temperate bacteriophage λ are consistent with our conclusions. Because the model
is generally applicable to other viral systems, it suggests that bacterial viruses can
respond adaptively to changes in population dynamics, and the features of collective
decision-making in viruses are evolvable life history traits.
In Chapter 3 [124], we extend our framework into other commonly observed genetic
circuits which are known as network motifs and demonstrate that the copy number
is an omnipresent parameter that can dramatically modify dynamical functions of
network motifs. We consider positive feedback, bistable feedback and toggle switch
motifs, and show that variation in gene copy number, on the order of a single or few
copies, can lead to multiple orders of magnitude change in gene expression. Further,
small changes in gene copy number for a three-gene motif with successive inhibition,
the repressilator, can lead to a qualitative switch in system behavior among oscillatory
and equilibrium dynamics. In all cases, the qualitative change in expression is due to
the nonlinear nature of transcriptional feedback in which duplicated motifs interact
via common pools of transcription factors. We discuss the relevance of our findings to
ongoing efforts to link copy number variation with cell fate determination by viruses,
dynamics of synthetic gene circuits, and constraints on evolutionary adaptation.
1.2 Cell fates mediated by temporal dynamics of gene reg-
ulation
Often cell fate determination is described as the result of gene regulatory dynamics
at equilibrium, but there are many examples showing that changing cell fates occur
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within a short time scale. This suggests that decision switches need not be governed
by the dynamics at equilibrium, but mediated by temporal dynamics [69]. Temporal
dynamics are highly susceptible to noise [53, 177] which makes prediction of future cell
fates difficult. Recent development of nondestructive biomarkers enabled observing
the change in gene expression almost in real time [190, 147], and temporal dynamics
may carry information on cell fates that is unavailable from stationary states [28].
Here we demonstrate that the decision of lysis and lysogeny in phage-λ-infected bac-
teria can be determined by temporal dynamics and present a quantitative measure
for cell fate predictability.
In Chapter 4 [87], we present a quantitative model of alternative cell fates mediated
by transient gene regulatory dynamics. Cell fate determination is usually described as
the result of the stochastic dynamics of GRNs reaching one of multiple steady-states
each of which corresponds to a specific fate. However, the fate of a cell is determined
in finite time suggesting the importance of transient dynamics in cellular decision
making. Here we consider cellular decision making as resulting from first passage
processes of regulatory proteins and examine the effect of transient dynamics within
the initial lysis-lysogeny switch of phage λ. Importantly, the fate of an infected cell
depends, in part, on the number of coinfecting phages. Using a quantitative model
of the phage λ GRN, we find that changes in the likelihood of lysis and lysogeny can
be driven by changes in phage coinfection number regardless of whether or not there
exists steady-state bistability within the GRN. Furthermore, two GRNs which yield
qualitatively distinct steady state behaviors as functions of phage coinfection number
can show similar transient responses, sufficient for alternative cell fate determination.
We compare our model results to a recent experimental study of cell fate determi-
nation in single cell assay of multiply infected bacteria. Whereas the experimental
study proposed a quasi-independent hypothesis for cell fate determination consistent
with an observed data collapse, we demonstrate that observed cell fate results are
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compatible with an alternative form of data collapse consistent with a partial gene
dosage compensation mechanism. We show that including partial gene dosage com-
pensation at the mRNA level in our stochastic model of fate determination leads to
the same data collapse observed in the single cell study.
In Chapter 5 [86], we propose a quantitative framework for cell fate prediction
based on analysis of temporal dynamics of gene regulation. It is well known that
cells undergo changes in gene expression in response to environmental stimuli that
result in a marked phenotypic change. However, predicting phenotypic changes of
cells remains challenging due to noise associated with the dynamics and difficulty
in measuring internal cell fates. Prior works suggest that early changes in gene ex-
pression may prime the cell for a specific phenotypic change. Hence, detection of
correlations between gene expression dynamics and cell fate outcomes can confer dra-
matic improvements in cell fate prediction. To illustrate how temporal dynamics
facilitate cell fate prediction, we develop a statistical approach to quantify the change
in predictability over time. We apply it to two model systems: a random walk model
and a positive feedback loop. Our analyses of these systems suggest an increase in
predictability over time but only when fluctuations in gene expression do not override
the intrinsic bias. We apply our statistical approach to experimental data and model
results of bacteria infected by phages. We observe an increase in predictability over
time for both the experimental data and simulations from a mechanistic model. We
also observe decreases with time in the number of cells that have not yet reached
a new cell fate. This suggests a tradeoff between gain of predictability and and its
scope. Optimization of criteria for predicting cell fate may facilitate improvements of




COLLECTIVE DECISION MAKING IN BACTERIAL
VIRUSES1
2.1 Introduction
Bacterial viruses (“bacteriophages” or “phages”) can be classified based on their life
histories into two broad categories: virulent and temperate [48, 26]. Virulent phages
possess two life history stages, an extracellular stage, in which a metabolically inactive
virion passively diffuses in the environment, and an intracellular stage, in which the
viral genome redirects transcription and translation leading to virion production and
cell lysis. In contrast, once temperate phages infect host cells, they can either kill the
host cell thereby releasing viral progeny or integrate their genetic material with that
of their bacterial host. Once the viral genome of a temperate phage has integrated,
the bacterium is referred to as a lysogen. In the lysogenic stage, minimal transcrip-
tion and translation of viral proteins occurs and the viral genome (“prophage”) is
transmitted vertically. Later, induction of the prophage can occur and the virus can
re-enter the lytic pathway. The choice of whether to lyse a host cell or enter a la-
tent state upon infection as well as the mechanisms of prophage induction have been
extensively studied in temperate phages. Analysis of the molecular mechanisms un-
derlying the lysis vs. lysogeny pathways has formed the basis for formative work on
gene regulation [146]. The study of the lysis-lysogeny switch in phage λ has become a
model system for understanding how temperate phages “decide” the means by which
they exploit hosts [101, 74, 8, 11, 97, 137, 20, 40, 49, 98, 131, 153].
Nearly all theoretical studies of temperate phage decision dynamics have claimed
1This chapter appeared in the Biophysical Journal [193].
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that switching between alternative pathways depends on some change in environmen-
tal conditions or some other random process inherent to the virus [8, 11, 159, 20].
However, long-standing experimental assays [101] and recent molecular studies [97, 40]
have found that changes in multiplicity of infection drastically change the initial de-
cision switch in phage λ. The experimental evidence indicates that two or more
coinfecting phages will lead to lysogeny, whereas a single infecting λ-phage leads to
cell lysis [101, 97, 40]. This qualitative change in outcome based on small differences
in levels of coinfection may seem counter-intuitive, and thus far, lacks a coherent
theoretical description. Here we show that when multiple viruses infect the same
host cell, nonlinearities in gene regulatory dynamics can lead to qualitative changes
in steady state gene expression, and ultimately to a deterministic outcome, i.e. lysis
or lysogeny. This finding suggests that features of viral collective decision switches
are inheritable, mutable, and evolvable. The evolvable quantities in this process in-
clude the critical multiplicity of infection at which the switch occurs and the ratio
of steady state gene expression for the two different decision states. These features
are determined, in part, by kinetic parameters of binding which are easily affected by
mutation.
2.2 Results
2.2.1 Regulatory model of viral decision processes
Consider a mixture of temperate bacterial viruses and bacterial hosts in which cells are
co-infected by M viruses of an identical strain. A simple model of this situation and
a possible mechanism for a viral decision process within a bacterial cell is depicted in
Figure 1. Two genes in this network, x and y, share a common promoter region. When
X-dimers are bound to the promoter, they halt transcription of gene y and enhance
that of x. When Y-dimers are bound to the promoter, they halt transcription of both
genes x and y. Hence, the viral regulatory network includes both a positive and a
7
x y
Figure 1: Schematic of a bistable switch in which dimers of an excitatory
loop (two circles with line) and an inhibitory loop (circles) compete for
the same promoter. Solid lines denote protein interactions and dashed lines denote
transcriptional events.
Table 1: Transcription rates of mRNAs given promoter sites that are unoc-
cupied or occupied by either X or Y dimers. The dimer Y is strictly inhibitory
whereas X both represses Y and activates itself. When αy > αx the inhibitory loop
is favored at low M.
Occupancy x transcription y transcription
None αx αy
X dimer βx 0
Y dimer 0 0
negative feedback loop (see Table 1 for more details).
Unlike other models in which the copy number remains fixed, here we set the
copy number of viral genes equal to the number of coinfecting viruses, M. Following
standard methods [119, 33, 71, 20], we consider a mass-action model of the dynamics
of promoters, mRNA, and proteins. The network is comprised of an excitatory and
an inhibitory loop. When promoters are unoccupied, mRNA is transcribed at a rate
αx and αy for the excitatory and inhibitory loops respectively. These monomers can
dimerize and then bind to the promoter site. When X-dimers are bound, they inhibit
transcription of gene y and enhance transcription of gene x at a rate βx. When
Y-dimers are bound, they inhibit transcription of both genes x and y. Following
standard methods in the field [20], we track the density of monomers x1 and y1,
8
dimers x2 and y2, mRNA transcripts mx and my, and promoter occupancies d0, dx,
and dy, such that the dynamics are
ẋ1 = 2κ−x2 − 2κ+x21 + σmx − γpx1, (1)
ẋ2 = −κ−x2 + κ+x21 + k−dx − k+d0x2, (2)
ẏ1 = 2κ−y2 − 2κ+y21 + σmy − γpy1, (3)
ẏ2 = −κ−y2 + κ+y21 + k−dy − k+d0y2, (4)
ḋ0 = k−dx + k−dy − k+d0x2 − k+d0y2, (5)
ḋx = k+d0x2 − k−dx, (6)
ḋy = k+d0y2 − k−dy, (7)
ṁx = αxd0 + βxdx − γmmx, (8)
ṁy = αyd0 − γmmy. (9)
In this model, κ− and κ+ are the rates of unbinding and dimerization of monomers,
k− and k+ are the rates of detachment and attachment of dimers to promoter sites, σ
is the translational rate, αx,y and βx are transcriptional rates, γm is the degradation
rate of transcripts, and γp is the degradation rate of proteins. Note that the total
concentration of promoter sites remains unchanged, and denote that as d = MC,
where M is the cellular multiplicity of infection and C is a conversion factor corre-
sponding to the molar concentration of a single molecule in a volume equivalent to a
bacterial cell. Then d = d0 + dx + dy is a constant throughout the dynamics.
In this complete form, mathematical analysis is impractical. Hence, we apply a
non-restrictive quasi-steady state approximation (QSSA) to the full model. (see Sec-
tion 2.4.1 for a detailed treatment of this derivation). In the QSSA, we take advantage
of the disparity in rates between fast and slow processes in the gene regulatory net-
work and assume that other variables are determined by the slowly varying monomer
concentrations. We are able to derive expressions for the rate of change of the rescaled
9
concentrations of X and Y free monomers, denoted here as u and v, respectively,
u̇ = M αu + βuu
2
1 + u2 + v2
− γpu, (10)
v̇ = M αv
1 + u2 + v2
− γpv. (11)
The parameters αu, αv, and βu are rescaled rates combining the effects of binding,
transcription, translation, and degradation where γp is the protein degradation rate
(see Section 2.4.1 for definitions). Importantly, the reformulation of the model shows
that changes in the cellular multiplicity of infection, M, directly affect the rates of
transcription (in the full model of Equations (1–9)) and translation (in the protein-
only model of Equations (10–11)). Thus, changes in the number of viruses within a
cell affect the values of key parameters in a nonlinear dynamic model of regulatory
control. Further, predictions of steady state expression are equivalent whether we are
considering the full dynamics of promoters, mRNA and proteins or the dynamics of
proteins in Equations (10–11).
The steady state monomer concentrations in this model, (ū, v̄), can be solved
















The ratio, v̄/ū, shows the disparity in steady state expressions and is equivalent to
the ratio of the actual concentrations. For low values of ū, v̄/ū is on the order of
αv/αu, whereas for large values of ū, v̄/ū is on the order of αv/(βuū
2). When baseline
production of the inhibitory protein exceeds that of the excitatory protein (αv > αu),
the ratio of steady state expression switches from high to low as ū increases. This
is the key to the origin of collective decision making in viruses. When M is low,






































Figure 2: Phase plane dynamics of v(t) vs. u(t) in the protein only model
of Equations (10–11) given αu = 0.5, αv = 5, βu = 2.5, γp = 1, and M = 1,
2, and 4 respectively. Arrows denote direction of trajectories and solid circles are
stable equilibria. From left to right, figures depict the three regimes of the model
where dynamics are dominated by the inhibitory pathway (v), contains alternative
steady states, and are dominated by the excitatory pathway (u), respectively.
loop. When M is large, total expression increases and the decision switch favors the
excitatory loop for which the nonlinear positive feedback dominates.
There can be at most three outcomes for this model: (i) an inhibition-dominated
regime; (ii) a bistable regime; (iii) an excitation-dominated regime (see Figure 2).
These regimes occur for M < M1, M1 < M < M2 and M > M2 respectively
(see Figure 3). The critical values, M1 and M2, indicate the cellular multiplicity of
infection when a change in behavior is expected. We cannot find explicit solutions for
M1,2 as a function of the parameters. However, implicit solutions are possible since
these critical points satisfy the condition ∂M(ū)/∂ū = 0 in Equation (12). Analysis
demonstrates that when βu ≫ αu there must be two critical points where saddle
node bifurcations occur. First, when M = M1, an unstable and stable state emerge.
Next, when M = M2, the unstable equilibrium collides with the other stable branch.
When αv > αu, there is only one possible steady state for low cellular multiplicity of
infection (M < M1), where v̄ ≫ ū. Likewise, there is only one possible steady state
for high cellular multiplicity of infection (M > M2), where ū ≫ v̄. Thus, a cell’s fate
11









Figure 3: Ratio of steady state protein concentrations for varying cellular
multiplicity of infection (M) in the protein only model of Equations (10–
11) given αu = 0.5, αv = 5, βu = 2.5 and γp = 1. Solid lines denote stable branches,
dotted line denotes unstable branch, and circles are results of numerical simulations
given the initial conditions (u = 0, v = 0). There are three regimes in this model
M < M1, M1 < M < M2, and M > M2 where the model is dominated by the
inhibitory pathway (v), contains alternative steady states, and is dominated by the
excitatory pathway (u), respectively. The critical points M1 and M2 correspond to
saddle-node bifurcations of the model.
can be deterministically tuned by, in some cases, the addition or subtraction of a few
infecting viruses. In the intermediate regime, M1 < M < M2, the outcome depends
strongly on stochastic effects which may drive the system to one stable expression
state or the other. Alternatively, if we had tracked the total concentration of proteins,
equal to the sum of monomers, dimers, and bound dimers, we would find the same
critical values of M for bifurcations.
The central elements of this model are the transcriptional feedback and protein
dimerization, as has been pointed out in other contexts [33]. Without feedback,
increases in copy number would not qualitatively change the ratio of gene expression.
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Without dimerization, the ratio of gene expression would change with varying M,
but the change would not be as drastic and there would no longer be a sequence of
bifurcations. Given feedback and dimerization, the finding of a sequence of copy-
number driven bifurcations are robust to changes in the kinetic parameters. Changes
in kinetic parameters will alter features of the copy-number controlled bifurcation,
including the critical values ofM where the bifurcations occur and the relative change
in expression before and after the bistable regime.
2.2.2 Mechanistic model of the phage λ initial decision switch
The generic mechanism presented for a deterministically controlled decision switch
also applies in more complex scenarios. A simplified version of the lysis-lysogeny
switch in phage λ involving genes cI, cro, and cII is presented in Figure 4. It is now
widely believed that the ultimate fate of the decision process in phage λ is controlled
by CII. High levels of CII facilitate transcription of CI (and the lysogenic pathway)
whereas low levels of CII favor production of Cro (and the lytic pathway) [146, 97,
40, 98]. The molecular mechanism proposed is that the amount of CII proteins
may indirectly “measure” the number of infecting viruses [97]. Despite extensive
experimental evidence that increases in coinfection systematically switches a cell’s fate
from lysis to lysogeny, as yet there is no general theory that explains this process.
In particular, why do increases in the copy numbers of viral genes not lead to a
proportional increase in the concentration of all components of the regulatory system
in a way that their ratios (and hence decisions) are left unchanged?
In the model proposed here, we do not consider the entire phage λ decision circuit.
Rather, we propose a simplified model that captures critical features of the decision
switch controlled at multiple promoter sites [146]. The two promoter sites considered
here are denoted as (i) PRM/PR and (ii) PRE , see Figure 4 for more details. In









Figure 4: Simplified version of the phage λ switch in which CII acts as a gate
protein between the CI and the Cro pathways [146, 40]. In the schematic,
solid lines denote protein interactions, the dashed line denotes transcription events
that require no activation, and dashed-solid lines denote transcription events that
require activation. More details can be found in Section 2.4.2.
are as follows: (i) baseline transcription initiates at PRM/PR to make cro and cII
transcripts; (ii) binding of CII at PRE leads to transcription of cI; (iii) binding of CI
at PRM/PR catalyzes transcription of cI and inhibits transcription of cro and cII;
and (iv) binding of Cro at PRM/PR inhibits transcription of all genes. In reality,
the PRM and PR promoters are distinct and comprised of an overlapping set of three
operator regions, which we ignore in the interest of analytic tractability [2, 163, 146].
We model this system, as before, by tracking the dynamics of promoter, mRNA
and protein concentrations. A full list of dynamical expressions and parameter values
can be found in Section 2.4.2. As in the generic model, we derive equations approxi-
mating the dynamics of protein concentration. Denoting u, v, and w as the rescaled
concentrations of CI, Cro and CII monomers we find the rates of change to be:
u̇ = M βuu
2





v̇ = M αv
1 + u2 + v2
− γvv, (15)
ẇ = M αw
1 + u2 + v2
− γww, (16)
where M is, as before, the cellular multiplicity of infection and the rescaled variables
are defined in Section 2.4.2.
The values of these rescaled parameters depend on kinetic rates, some of which
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Figure 5: Simulated dynamics of the decision switch as a function of multi-
plicity of infection, where M = 1, 3 and 5 correspond to solid, dashed, and
dotted lines respectively. Notice that CII functions as a gating protein. Increases
in M shift CII above a critical threshold enabling transcription of CI and coupling to
the nonlinear positive feedback loop. Values of rescaled parameters used in the numer-
ical simulations are βu = 0.08, δu = 0.06, αv = 0.04, αw = 0.04, γu = 0.04, γv = 0.05,
and γw = 0.12 all in units of min
−1. More details can be found in Section 2.4.2.
have been studied in the literature while others have not. Generically, the CI-CII-
Cro model undergoes a series of saddle-node bifurcations that go from a stable regime
where Cro dominates (v̄ > ū) to a bistable regime and back to a stable regime where
CI dominates (ū > v̄). CII acts as a gate protein in this system. Increasing M drives
the dynamic level of w past a critical point where the nonlinearity of the positive
feedback in CI production leads to a switch in behavior (see Figures 5–6). These
results are robust to small changes in the values of parameters, and so many of the
values in the regulatory network could be changed and the switch would still function.
As in the previous case, the system possesses only one steady state given suitably low
or high levels of coinfection. Hence, the switch is dominated by deterministic behavior
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Figure 6: Bifurcation diagram for v̄/ū as a function of M where solid line
is analytical curve and circles are from numerical simulations of Equa-
tions (14–16) given the initial conditions, (u = 0, v = 0, w = 0). Values of
rescaled parameters are the same as those used in Figure 5.
in contrast to suggestions that decision outcomes must have stochastic origins or be
driven by changes in environmental conditions [8].
Parameters are chosen (see Section 2.4.2) such that maximal transcriptional rates
are on the order of a few transcripts per minute per gene, maximal translation rates
are on the order of one protein for every few minutes per transcript, dissociation
constants are on the order of 107 M−1, and mRNA and protein degradation rates are
on the order of 0.1 per minute [2, 8, 11, 159]. Figures 5–6 demonstrate that these
parameter values can lead to a M-driven switch where lysis is favored at M = 1 and
lysogeny is favored at M ≥ 2 in agreement with observations [101, 97, 146]. Peak
concentrations of CI and Cro are of the same magnitude as experimental observations
(in the hundreds of molecules) [146]. Quantitative deviations are unsurprising given
the uncertainty in parameters and the reduction of network complexity as compared
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to the hypothesized phage λ switch. The relationship between kinetic parameters and
features of a genetic switch controlled by copy number, including the width of the
bistable regime and the difference in the steady state expression of the two bistable
states, are explored in Chapter 3. Note also in this model, if the degradation rate
of CI is increased suddenly, as occurs after a cell experiences DNA damage, then
the lysogenic state becomes unstable in agreement with experiments [146] and other
numerical studies [11, 159, 184, 20].
2.3 Discussion
Living organisms exhibit a remarkable range of complex group behaviors [27, 125,
195]. Often, the number of individuals is a key factor in determining when and if the
group exhibits functions and/or behaviors distinct from those of individuals [186, 125,
41, 195]. Although viruses are one of the few types of organisms for which collective
decision making has not yet been proved, we have demonstrated a mechanism by
which they may do so. The finding that multiple infections can change behavior within
a cell indicates that viral infections are not static, but rather may react to their own
dynamics. This response is, in principle, an evolvable life history trait of bacterial
viruses conferring some selective benefit to strains which adopt this strategy. The
ecological circumstances favoring lysogeny have been addressed previously, though the
issue is far from settled [173]. Although phage λ often constitutes the dogma for how a
temperate phage behaves, mutations that lead to changes in network structure, degree
of cooperativity, and kinetic rates could lead to qualitative shifts in the exploitation
strategy of a host [97]. Viruses could kill at low M and go latent at high M, or vice-
versa, depending on binding parameters in the regulatory feedback loops controlling a
cell’s fate. Virulent bacteriophages differ in their life history traits (such as burst size
or virion decay rate) by multiple orders of magnitude [45], which suggests that diverse
life history strategies may be found in temperate bacteriophages as well. Indeed,
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observations of phage λ mutants have already shown that decision variants may in
fact be engineered [109, 10].
There are many challenges remaining in the study of multiplicity of infection
in bacterial viruses. First, the dynamics of intracellular mRNAs and proteins are
stochastic, and we will use a stochastic version of the lysis-lysogeny decision switch
evaluate the likelihood of chance outcomes in a deterministically-driven decision sys-
tem in Chapter 4. Next, the infection of a host cell is rarely simultaneous. Therefore,
the subsequent infection by viruses leads to discrete shifts in dynamics and in the
parameters controlling the unfolding of exploitation. In that sense, the ecological dy-
namics of infection and the intracellular dynamics of decision making are necessarily
coupled. To what extent subsequent viruses can change the outcome of a previ-
ously infected, but not yet committed, virus remains an open question. Finally, the
decision-switch we presented is a simplification of many complex intracellular pro-
cesses. Analyses of the decision switch that incorporate additional biological realism
should retain the feature of sensitivity to M. We expect that our finding of nonlinear
copy number effects will remain a necessary part of subsequent models.
Experimental tests of the effect of multiplicity of infection on the lysis-lysogeny
switch have been conducted using plate-based assays at the population level [101] and
using expression fluorescence assays of synchronously infected cell ensembles [97]. We
believe that single-cell experiments are necessary in order to test the nonlinear effect
of copy number on decision outcome [14, 5]. Simultaneous measurements of viral
coinfection level and expression dynamics will facilitate unambiguous determination
of the link between M and the genetic cascade leading to lysis or lysogeny. Already,
experimental monitoring of single-cell expression dynamics has provided insight into
the sequence of events that allow the λ prophage to induce upon UV irradiation [5].
Copy number variation may affect the initial decision switch as well as prophage
induction. For example, variation in physiological state will lead to dynamic changes
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in the number of chromosomes within a lysogen. Such dynamic changes could modify
rates of viral gene expression affecting prophage function in the presence and absence
of cell stress [153].
The choice of whether to burst from a cell or to remain/enter a latent state is a
key feature of viruses from phages to human pathogens. The cellular multiplicity of
infection may well play a role in shaping other viral decision processes, even if the
genetic details are different. At the very least, we have shown here that small changes
in coinfection are a sufficient determinant of the initial lysis vs. lysogeny switch upon
infection. More generally, our findings suggest that other gene regulatory modules
may depend sensitively on copy number, by modifying kinetic rates of transcription
within a nonlinear dynamical system.
2.4 Methods and Models
2.4.1 Bistable switch dynamics using a quasi-steady state approximation
Consider a model of viral exploitation in which two competing regulatory pathways
share a common promoter. The network is comprised of an excitatory and an in-
hibitory loop as described in the main text. We assume that translation and tran-
scription are the slow processes in the model and binding and dimerization are fast.
Hence, variables x2, y2, dx, dy, and d0 are changing much faster than the rest. There-
fore, we obtain a quasi-steady state approximation (QSSA) of the full system by
setting the corresponding derivatives to zero:
0 = −κ−x2 + κ+x21 + k−dx − k+d0x2, (17)
0 = −κ−y2 + κ+y21 + k−dy − k+d0y2, (18)
0 = k+d0x2 − k−dx, (19)
0 = k+d0y2 − k−dy. (20)
Since we are interested in steady states in this model we omit a more careful treat-
ment of pre-factors involved with this QSSA as presented elsewhere [20]. Adding
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Equation (17) and Equation (19), Equation (18) and Equation (20) we obtain
0 = −κ−x2 + κ+x21, (21)








where cp = κ+/κ−.
Recall that the total concentration of promoter sites remains unchanged, hence
























where cd = k+/k−.
Thus, the quasi-steady state approximation for the system has the following form:
ẋ1 = σmx − γpx1, (28)















We simplify the system further by assuming transcription is faster than transla-

















































cpcd/γm, and αv = Cαyσ
√
cpcd/γm. The dynamics of the rescaled ex-
pression are
u̇ = M αu + βuu
2
1 + u2 + v2
− γpu, (36)
v̇ = M αv
1 + u2 + v2
− γpv. (37)
where, as noted before, M = d/C is the copy number of viral genes. This system can
be thought of as a protein only model of the switch.
Continuing our derivation of steady states, we set the above derivatives to zero:
0 = M αu + βuu
2
1 + u2 + v2
− γpu, (38)
0 = M αv
1 + u2 + v2
− γpv. (39)
The second equation implies that
M
























This function defines implicit dependence of ū on M. We can find values of M at
which ∂M(ū)/∂ū = 0, which correspond to critical values where qualitative changes
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in steady state expression are expected. We only consider monomer degradation in
this and the subsequent model in Section 2.4.2. Assuming only monomers degrade,
only dimers degrade, or some combination of those scenarios does not change any of
the qualitative features of our results.
2.4.2 Dynamics of CI-CII-Cro
The dynamics of the CI-CII-Cro system as depicted in Figure 4 of the main text are:
ẋ1 = 2κ
(x)
− x2 − 2κ(x)+ x21 + σmx − γxx1, (43)
ẋ2 = −κ(x)− x2 + κ(x)+ x21 + k(x)− dx − k(x)+ d0x2, (44)
ẏ1 = 2κ
(y)
− y2 − 2κ(y)+ y21 + σmy − γyy1, (45)
ẏ2 = −κ(y)− y2 + κ(y)+ y21 + k(y)− dy − k(y)+ d0y2, (46)
ż1 = 2κ
(z)
− z2 − 2κ(z)+ z21 + σmz − γzz1, (47)
ż2 = −κ(z)− z2 + κ(z)+ z21 + k(z)− ez − k(z)+ e0z2, (48)
ḋ0 = k
(x)
− dx + k
(y)
− dy − k(x)+ d0x2 − k(y)+ d0y2, (49)
ḋx = k
(x)
+ d0x2 − k(x)− dx, (50)
ḋy = k
(y)
+ d0y2 − k(y)− dy, (51)
ėz = k
(z)
+ e0z2 − k(z)− ez, (52)
ė0 = −k(z)+ e0z2 + k(z)− ez, (53)
ṁx = βxdx + δxez − γmmx, (54)
ṁy = αyd0 − γmmy, (55)
ṁz = αzd0 − γmmz . (56)
Using a sequence of quasi-steady state approximations in which we integrate over
processes of dimerization, binding and mRNA production, the model can be reduced
to a protein only dynamic model of x, y, and z monomer concentration. Here we
relax the assumption that dimerization and binding constants are identical for each
22








































































− and likewise for y and z. In addition, here M
denotes the integer multiplicity of infection and C is the conversion factor for repre-
senting operator concentrations in molar units. As before, the number of promoter
sites are given as
d0 + dx + dy = e0 + ez = MC. (60)
Note that converting from concentrations to estimates of molecules per cell has been
calibrated based on an assumption of cell volumes on the order of 1 − 2 ×10−15 L.
Hence, the number of molecules in a bacterial cell is equal to the molar concentration
divided by C. The dynamic factors involved in tracking the total protein concentra-
tion have been studied for the quasi steady state approximation in other contexts [20].
Importantly, they do not alter the predictions regarding steady state behavior.












































d /γm, γu = γx, γv = γy, and γw = γz. Using this rescaling we
recover the model in Equations (14–16) in the main text. Parameter estimates are
approximate. They are in range with experimental measurements and typical values
for dimerization, binding, transcription, translation and degradation in bacteria and





p ≈ 107M−1, c(z)p ≈ 107M−1, c(x)d ≈ 107M−1, c
(y)




βx ≈ 1.6min−1, δx ≈ 1.2min−1, αy ≈ 0.8min−1, αz ≈ 0.8min−1, σ ≈ 0.5min−1,
γm ≈ 0.1min−1, γx ≈ 0.04min−1, γy ≈ 0.05min−1, γz ≈ 0.12min−1, and C ≈ 10−9
M. Here the degradation of CII is higher than either CI or Cro, in part due to the
instability of the protein and the need for other components such as CIII that prevent
its degradation by bacterial proteases [146]. Importantly, model behaviors are robust
to small changes in these parameters, and, in particular, to changes in the rescaled
values of βu, δu, αv, αw and the degradation rates γu,v,w.
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CHAPTER III
SMALL-SCALE COPY NUMBER VARIATION AND
LARGE-SCALE CHANGES IN GENE EXPRESSION1
3.1 Introduction
Copy number variation (CNV) is an important and widespread component of within
and between population genetic variation. The copy number of genes and gene frag-
ments varies significantly over physiological to evolutionary time scales with multiple
effects on phenotype. For example, CNV can cause statistically significant changes
in concentrations of RNA associated with growth rate changes in bacteria [95, 172]
and in enzyme concentrations associated with nutrient intake in humans [142, 47].
The copy number of viral genomes undergoes dynamical changes during multiple in-
fection of bacteria by phages, leading to qualitative changes in gene regulation which
may lead to alternative modes of exploitation [97, 193]. The duplication of a gene
can facilitate subsequent diversification - a mechanism considered to be a dominant
cause of phenotypic innovation [136, 111, 107, 100]. In extreme cases, whole-genome
duplications have led to lineage diversification within yeast [92]. In humans, large-
scale deletions and duplications of chromosomes are known to cause severe genetic
disorders [154, 37] and are imputed in the onset of other diseases including can-
cer [143, 144]. Finally, multiple studies have demonstrated that CNV in humans is
far more extensive than previously believed, though its impact on phenotype is yet
to be fully resolved [149, 17, 38, 175, 93].
Despite its ubiquity, CNV has been nearly universally overlooked in quantitative
1This chapter appeared in the Proceedings of the National Academy of Sciences of the United
States of America [124].
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models of gene regulation. In those cases where quantitative models of CNV have
been developed, the primary focus has been on changes in the copy number itself, as in
the case of plasmid maintenance [140] and dynamics of transposable elements [24]. In
some instances, gene copy number is integrated into dynamic models of regulation to
account for cell-to-cell variability of regulatory elements found on plasmids [68]. More
commonly, recent studies have attempted to identify statistical relations between
CNV and fitness [47], protein interactions [145], or combinations of both [66]. In
order to understand the progression from CNV to changes in phenotype to changes
in fitness, it seems necessary to carefully examine gene regulation itself. The dynamics
of a gene regulatory network depends on network topology, the quantitative nature of
feedbacks and interactions between DNA, RNA and proteins, epigenetic modifications
of regulatory elements, and the biochemical state of the intracellular and surrounding
environment. Additionally, as we argue here, gene regulatory dynamics can also
depend sensitively on the copy number of genes and promoters. For example, in
synthetically designed networks, small changes in the copy number of gene regulatory
modules have been shown to lead to qualitative changes in gene expression [9, 82]. In
naturally occurring networks, there may be selection pressures on kinetic parameters
such that normally occurring levels of copy number are far from or close to the critical
threshold that would lead to a dramatic change in gene expression.
In this chapter, we take a quantitative approach to assess when small changes in
copy number can have a dramatic, nonlinear effect on gene expression. We study the
effect of changing copy number within a series of small, regulatory networks com-
monly referred to as “network motifs” [126]. These motifs are network subgraphs
shown to be building blocks of complex regulatory networks [4]. Increasing the num-
ber of motifs means that multiple networks are coupled together via a common pool
of transcription factors. Changes in the number of promoter sites is directly linked to
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changes in the rate of regulated recruitment, which in turn leads to changes in trans-
lation and other transcriptional feedbacks [146]. As we demonstrate, small changes
in gene copy number within motifs exhibiting positive and/or negative feedback can
switch the network from one alternative steady state to another as well as switch
gene expression to and from an oscillatory state. Thus, changes in copy number
may act as knobs within a nonlinear dynamical system, in much the same way that
changes in environmental conditions can drive expression from one steady state to
another [71, 4].
3.2 Results
3.2.1 CNV and Network Motifs
We systematically analyze the dependency of four network motifs, positive feedback,
bistable feedback, toggle switch, and the repressilator, on the copy number, N . The
method for analyzing each of these motifs is largely the same, and illustrated in
Figure 7. Although N is not explicitly present in the mathematical models presented
in the second column of Figure 7, it factors in implicitly. Note that N is proportional
to the total concentration of promoter sites, d, i.e. N = d/C, where C ≈ 10−9M is the
conversion factor denoting the molar concentration of a single molecule in the volume
of an E. coli cell [4]. Hence, from the outset it is evident that copy number can directly
modify basic kinetic rates of transcription, binding and unbinding and indirectly
modify others as well. In fact, in the quasi-steady state approximation (QSSA) version
of all models (see Section 3.4, and Appendix A), the re-scaled translation rates are
proportional to copy number. Likewise, changes in cell volume may also have global
effects in changing gene expression. The estimate of other kinetic parameters are
approximate. They are in range with experimental measurements and typical values
for dimerization, binding, transcription, translation and degradation in bacteria and
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ḋ0 = k−(d1 + d2)− k+d0(y1 + y2)
ḋi = k+d0yi − k−di,
ṁi = αid0 + βidi − γmmi,
ẋi = 2κ−yi − 2κ+x
2
i + σmi − γixi
ẏi = −κ−yi + κ+x
2
i + k−di+1 − k+d0,i+1yi
ḋ0,i = k−di − k+d0,iyi+1
ḋi = −k−di + k+d0,iyi+1
ṁi = αid0,i + βidi − γmmi,
ẋi = 2κ−yi − 2κ+x
2
i + σmi − γpxi
ẏi = −κ−yi + κ+x
2
i + k−di+1 − k+d0,i+1yi
ḋ0,i = k−di − k+d0,iyi+2
ḋi = −k−di + k+d0,iyi+2
ṁi = αd0,i − γmmi,
Figure 7: Schematic of the quantitative approach to linking CNV with
gene expression in the case of four motifs: (A) Positive feedback; (B)
Bistable feedback; (C) Toggle switch; (D) Repressilator. Panel (E) catalogs
the process we consider in order from fast to slow processes (degradation of mRNA and
proteins are not shown). Variables refer to concentrations of protein monomers (x),
protein dimers (y), unoccupied and occupied promoters (d0 and d1), and mRNA (m).
Parameters κ± are the dimerization and de-dimerization rates, k± are the binding and
dissociation rates of the dimers to the promoter site, α is the basal transcription rate,
β is the regulated transcription rate, σ is the translation rate, γm is the degradation
rate of mRNA, γp and γi denote the degradation rate of proteins. The subscript
i denotes the index of the promoter, monomer, or dimer in the motif. In (C), the
notation for the toggle switch is i = 1, 2, and to simplify the index notation we assume
that 2+1 = 1, that is the index wraps back to 1 once it becomes greater than 2. The
variables and parameters have the same meaning as in the other cases except that
d0,i and di denote free and occupied promoters of the i-th gene. For the repressilator
system in (D), we again employ our “wrapping” notation, this time using the rule
3 + 1 = 1, so that when the index becomes greater than 3 it wraps back to 1. Note
that in the motif schematics in the first column, transcription and translation are
denoted using a single dashed line.
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the Appendix A). Note that we do not include degradation of dimers for the sake of
analytical tractability, however, numerical tests including degradation of dimers do
not qualitatively change any of the results. In presenting results, we emphasize how
the steady-state gene expression changes as a function of N . In so doing, we use the
term bifurcation to mean a qualitative change in steady-state gene expression [176,
71]. More information on the derivation of the QSSA and bifurcation conditions may
be found in Appendix A.
3.2.2 Positive feedback
The positive feedback motif system consists of a single gene whose protein, when
dimerized, enhances its own transcription and subsequent translation (see Figure 7(A)).
For this system, the monomer concentration is x, the basal mRNA transcription
rate is α, but when dimers of the protein bind to the promoter site the transcrip-
tion rate increases to β. The positive feedback motif has been analyzed in various
ways [18, 83, 4, 20], but the question we are considering here is new. What is the effect
of changing the copy number (the number of motifs) on the steady state behavior of
the system?
In the positive feedback motif considered here, dimerization precedes regulated
recruitment. When N is below some threshold there will be insufficient concentration
of dimers to enhance transcription. Thus, transcription will occur predominantly at
basal levels. However, for copy numbers above some threshold the coupling between
motifs will lead to enhanced transcription at activated levels. Hence, the steady state
gene expression will jump nonlinearly as a function of N . The effect of copy number
on expression dynamics is depicted in Figure 8. Analytical predictions of a nonlinear
jump in the steady state gene expression are confirmed by numerical simulation (see
Figure 9(A), where the threshold is N = 3 for the parameters considered). This
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Figure 8: Dynamics of a positive feedback loop (see Equation (83) in Ap-
pendix A for detail) with re-scaled translation rates α̂ = 0.025, β̂ = 1.3
given copy numbers N = 1, 2, and 3. The inset has two parts: (A) Blow-up of
the rescaled concentration dynamics, u(τ), for the rescaled time 0 ≤ τ ≤ 14; (B)
Concentration u vs. expression bias η = log10(β̂u
2/α̂). The expression bias represents
the relative frequency of activated and basal transcription. The dashed line denotes
the value of u such that the rate of basal transcription is equal to the rate of activated
transcription, i.e. β̂u2 = α̂. Note that expression bias is on a log-scale and denotes the
relative contribution of activated vs. basal transcription, e.g.,when η = 1, activated
transcription occurs at 10-times the rate of basal transcription.
series of saddle-node bifurcations in which an alternative stable state (with high gene
expression) appears in the system and eventually dominates the original (low gene
expression) state.
We cannot expect that all positive feedback motifs will lead to such a dramatic
sensitivity to copy number variation. The condition under which the system exhibits
dramatic sensitivity to CNV is very robust, β > 9α, and is derived in Appendix A.
Thus, so long as enhanced transcription is sufficiently greater than the basal tran-
scription rate, changing the copy number may lead to a jump in the steady state
monomer concentration. The value of the copy number at which the dramatic change
of expression occurs is a tunable feature, that will have important consequences for
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how the entire system responds to CNV. For example, the theoretical prediction of
the critical threshold, Nc may be too low (Nc < 1) or too high (Nc ≫ 1) to be of
any biological relevance. In the former case, the system should always be dominated
by activated transcription, and in the later case, the copy number may never reach a
level where activated transcription is feasible.
3.2.3 Bistable feedback
The bistable feedback motif consists of two genes whose protein monomer concen-
trations we denote by x1 and x2, respectively (see Figure 7(B)). These two genes
have overlapping promoters such that each bound dimer halts the transcription of
the other gene and regulates its own. The basal transcription rates are α1,2 and the
regulated transcription rates are β1,2. Bistable feedback is characteristic of networks
that involve switching between alternative gene expression states [33, 4]. Here, we
are particularly interested in the case where one gene has higher basal transcrip-
tion α2 > α1 but the other gene has higher regulated transcription β1 > β2. These
conditions are motivated by studies of the genetic switch that regulates the decision
between lysis and lysogeny within bacteriophage λ [2, 146, 97, 155, 193]. Based on
previous analysis of the case where β2 = 0 [193], we expect that changes in N can lead
to drastic changes in protein monomer concentrations. However, it is not immediately
clear what kind of changes will occur. Will both concentrations jump up or only one
of them? Will any of the concentrations drop? We answer these questions by de-
termining the relation between N and the steady state monomer concentrations (see
Appendix A). For the bistable motif, it is possible that for small values of N there
is only one steady gene expression state, which is a stable node. As N increases, the
system will enter a bistable region in which alternative stable states corresponding to
dominance by either of the two genes is possible. Finally, as N increases even further,
the system will have a different steady state, again a stable node. This implies that
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one gene will dominate at low N and the other gene will dominate at high N . A
graphical representation of the above observations can be obtained by plotting N
along the x-axis and the ratio of the two concentrations, ū2/ū1, along the y-axis. In
this case, it is apparent that the ratio is large at the first stable node, but drops down
significantly at the second one (see Figure 9(B)). In biological terms, this means that
the bistable feature of the network depends on copy number. For sufficiently low or
high values of N , the coupled set of motifs will have deterministic outcomes. At low
N , gene 2, with the higher basal transcription rate will dominate, whereas at high
N , gene 1, with the higher regulated transcription rate will dominate.
Analysis of the steady state behavior demonstrates that the above bifurcations oc-
cur when β1 > 9α1 along with a second algebraic condition described in Appendix A.
The first condition implies that enhanced transcription must be at least 9 times as
great as basal transcription in one of the genes. The second condition is more com-
plicated and involves transcription rates as well as protein degradation rates - the
condition is satisfied for a wide range of parameters (see Appendix A). Thus, we
obtain robust conditions for a copy number controlled genetic switch. The switch
in abundance of regulatory proteins can lead to radically different phenotypic ef-
fects inside a cell or organism. For example, the fate of bacterial cells infected by
multiple phages exhibit an acute sensitivity to changes in the multiplicity of infec-
tion [101, 97, 193]. In addition, the values at which bifurcations occur, the sharpness
between alternative gene expression states, and other features are tunable by this
copy number dependent effect.
3.2.4 Toggle switch
The toggle switch motif consists of two genes with different promoters such that the
product of one gene inhibits transcription of the other [57]. Here we consider the








































































































Figure 9: Steady state gene expression (or ratios) as a function of copy
number, N for three motifs. In each case, solid lines are stable equilibria
from theory, dashes lines are unstable equilibria from theory, and circles
denote numerical simulation of the appropriate QSSA model. (A) Positive
feedback: Numerically computed steady state monomer concentration as a function
of copy number with α̂ = 0.025, β̂ = 1.7. (B) Bistable feedback: relation between
the copy number, N and the ratio of the steady state monomer concentrations; α̂1 =
0.063, β̂1 = 1.5, α̂2 = 0.67, and β̂2 = 0.0083. (C) Toggle switch: Relation between the
copy number, N and the steady state monomer concentrations; α̂1 = 6.3, β̂1 = 0.14,
α̂2 = 4.3, and β̂2 = 0.43.
inhibits transcription of the other, not completely. The basal transcription rates are
α1,2 and the repressed transcription rates are β1,2 where β1,2 < α1,2. The schematics
of this system is shown in Figure 7(C). The motifs we have analyzed thus far share a
common feature – positive feedback loops. Moreover, we saw that the conditions that
guarantee existence of essential bifurcations in the two motifs would not be satisfied
without positive feedback. So, how does the copy number affect behavior of genetic
networks with only negative regulation?
For the toggle switch motif, there is a single steady state for low values of the copy
number. As N increases two consecutive saddle-node bifurcations occur, first creating
a new stable node and a saddle and then colliding the saddle with the old stable node.
We also see that the steady state concentration ratio, ū2/ū1, is small before the first
bifurcation and large after the second one (see Figure 9(C)). Biologically speaking
this means that the dominant gene in a toggle switch can depend on the copy number
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of the motif.
Analysis of the steady-state expression shows that existence of the two bifurcations
and the resulting jump in the ratio of the steady state concentrations are quite robust
with respect to the parameter values (see Appendix A). Thus, even without positive
feedback a genetic network may switch to a drastically different state as the copy
number changes. Note that the toggle switch of Gardner and Collins [57] corresponds
to the case of complete mutual halting of transcription (βi = 0). The Gardner and
Collins switch exhibits behavior significantly different from the case βi > 0. While at
small values of N there is still a single stable node, increasing the copy number will
lead to only one saddle-node bifurcation. At larger copy number, two gene expression
states are possible, corresponding to dominance by either gene respectively. Hence,
increasing copy number leads to bistable behavior, in which steady-state outcomes
depend on initial conditions and the strength of stochastic effects.
3.2.5 Repressilator
The repressilator motif consists of three genes with a circular network structure such
that gene 1 represses gene 2, gene 2 represses gene 3, and gene 3 represses gene 1 (see
Figure 7(D)) [52]. Unlike the previous motifs, it is known that the repressilator can
exhibit sustained oscillations. The corresponding stable limit cycle emerges from a
stable node via a supercritical Hopf bifurcation [176, 52, 20]. What we are interested
in is whether changes in copy number can switch the system between a single steady
state and sustained oscillations.
In the repressilator motif, as before, we consider the situation where dimerization
precedes binding to promoters. As we show in Appendix A, the above system has a
single symmetric steady state where each of the three protein concentrations are at
identical levels. Analysis of this steady state reveals that a Hopf bifurcation occurs


































































Figure 10: An example of the onset of oscillations in the repressilator
as the copy number changes. Here α̂ = 1.25, rescaled degradation of proteins is
γ̂ = 0.80, and the critical value for the onset of oscillations as predicted in Appendix A
is N = 3.43.
Figure 10, confirms the above finding. Biologically speaking, when copy number is
low, the circular series of transcriptional feedbacks is insufficient to allow dominance
by a single gene in time. Increases in copy number allow a single gene to dominate for
a short period, followed by the rise of its inhibitor and so on. Thus, at a sufficiently
large copy number, the repressilator can exhibit oscillatory behavior. Copy number
itself acts as a proxy for the degree of coupling in this system. We should keep
in mind, however, that the estimate of the bifurcation point where the switch from
steady to oscillatory behavior occurs is, in fact, a rather crude one deriving from the
use of the QSSA. Nevertheless, it does demonstrate that changing the copy number
can not only drive a genetic network to a different state, but also make it oscillate,
and that the threshold of oscillations is a tunable quantity.
3.3 Discussion
We have demonstrated that copy number is a key control parameter in the expression
dynamics of simple network motifs. Changing the copy number can make a network
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switch to an entirely different equilibrium gene expression state as well as move it to
and from an oscillating regime. Our results stand in contrast to previous assertions
that target gene expression is proportional to gene copy number [21, 64]. Gene ex-
pression can be nonlinearly related to gene copy number because of feedbacks found
in even the simplest of network motifs. Such nonlinearities are found even when the
balance among gene components is maintained. Though not every small-scale CNV
will lead to large-scale changes in gene expression, we have found a set of principles
to understand when such a link occurs. In the cases of positive feedback, bistable
feedback, and toggle switch motifs, we are able to find general conditions for the
presence of qualitative sensitivity to copy number. In more technical terms, we have
solved for the sufficient conditions for the existence of saddle-node bifurcations within
a set of nonlinear dynamical systems. This has dramatic consequences for systematic
analysis of the emergence and maintenance of CNV.
Importantly, our findings hold despite significant variation in parameters values
associated with the molecular details of regulated recruitment (see Appendix A).
Thus, sensitivity of motifs to CNV applies to a broad range of cellular contexts. The
robustness of genetic regulatory networks to noise [99, 141] and gene duplication [188,
35] have been highlighted. Our findings suggest that there are limits to robustness,
particularly with respect to gene duplication. The bifurcation conditions we derived
for each motif provide guidance as to the range of kinetic parameters in which network
fragility may be expected.
There are many challenges remaining in the study of the link between CNV and
phenotypic effects. The networks we have considered are small components of complex
gene regulatory networks. It remains an open question whether and to what extent
these results scale up to larger, more complex networks [4, 44, 68]. For example,
how have actual networks evolved with respect to the critical values of copy number
which can lead to qualitative shifts in system behavior? Though we have studied
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the effect of varying the copy number of motifs, it is worthwhile to examine the
effects of copy number imbalances in complex motifs. Note that in this chapter we
have assumed fully coupled network motifs, whereas the dynamics of intracellular
transport of regulatory elements is certainly more complex [166, 155]. There are a
number of areas in which we believe further examination is likely to yield successes
in applying the theory presented here: host-phage dynamics, synthetic biology, and
evolution via gene duplication. We discuss each of these areas below.
First, in the case of host-phage dynamics, there may be selection pressure favor-
ing sensitivity to copy number, as in the case of temperate viruses whose exploitation
strategy depends on the multiplicity of infection [101, 97]. In Chapter 2, we demon-
strated that the number of phage DNA copies inside a bacterial cell has a dynamical
effect on the decision making circuit of bacteriophage λ. Hence, coinfecting phages
can in principle make collective decisions about a cell’s fate. A small number of
viruses can direct regulatory machinery toward lysis, whereas the coinfection of a
single host by many viruses leads to a latent infection. Different phages differ in their
response to co-infection, and so the response to coupling decision modules is likely
to be an evolvable feature of phages’ life histories. An alternative hypothesis for the
link between cell fate and multiple infection is that each injected phage genome ex-
periences a distinct micro-environment [155]. Even in such a case, coordination of
phage response depends on synchronization of decision modules, though perhaps on
different time scales.
Next, of relevance to synthetic biology, CNV may alter dynamics of gene regula-
tory networks that have been engineered de novo or modified to acquire new func-
tions [54]. Here, we briefly discuss two experimental studies in which qualitative
changes in gene expression were observed in synthetic networks as a consequence of
small scale changes in the copy number of gene regulatory components. In one case,
an E. coli gene regulatory circuit was designed to exhibit both sustained oscillations
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and toggle switch behavior [9]. The copy number of a key activator module in the
circuit (controlled by the glnAp2 promoter) was increased by inserting it closer to
the origin of replication. Comparison of gene expression showed a 20% decrease in
the degree of damping of oscillations when the activator was located near the ori-
gin as opposed to near the terminus. In another case, a re-engineered budding yeast
pheromone response pathway was designed to exhibit bistable response to pheromone
induction [82]. Bistability depended sensitively on the number of positive feedback
modules inserted into the yeast cells. A minimum of three tandem copies of the
PFUS1J1 − STE11∆N construct was necessary for a sustained positive feedback re-
sponse, whereas one or two copies did not lead to a sustained response. Though these
are only two examples, they both suggest that experimental studies of the sensitivity
of small genetic circuits to CNV may be necessary if regulatory motifs are to be used
as reliable building blocks of more complex networks [68].
Finally, gene duplication is considered to be a major factor in the evolution of
novel phenotypes. According to the theory of neofunctionalization, duplicated genes
are initially redundant, and, on occasion, one of a duplicate pair may diverge to per-
form some new function [111]. In fact, the number of retained gene duplicate pairs is
unexpectedly high [111], with extensive experimental evidence that duplicate genes
retain functional compensation over long periods of time [46, 47, 132]. Duplicated
genes or motifs may not be strictly redundant, even initially. The evolution of net-
work motifs subsequent to duplication may depend on global network context [145].
In the current theoretical framework, it is apparent that an extra copy of a gene
or motif caused by a duplication event can lead to a shift in expression past some
functional threshold. Thus, a new feature could emerge immediately, augmenting or
modifying previous function. The possibility that duplicated genes are not redundant
is supported by a number of evolutionary studies [76, 66]. This is not to say that
large-scale gene expression given a gene duplication event must be the norm. To the
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contrary, if the effect of an extra copy was somehow buffered, then the present dy-
namical framework of gene regulation would be consistent with a model of evolution
via neofunctionalization.
These three biological examples reflect a small fraction of ongoing research by
scientists from many disciplines to understand how CNV impacts a broad range of
biological phenomena. Though our treatment of gene regulation is closest to the
mechanisms of regulated recruitment within bacteria and viruses, we envision that a
copy number effect may be present from viruses to higher eukaryotes. This effect may
have as its hallmark, a dramatic change in gene expression given a small change in
copy number. Even if such a dramatic change represents the exception in gene regu-
latory networks, when such a change does occur it may have exceptional implications
in modifying biological function. Whether in the case of genomic structural variation
in humans or bacteriophage infections, variation in copy number is ubiquitous. At
minimum, we hope to have provided some first steps toward constructing quantitative
models of regulated recruitment that take into account CNV.
3.4 Methods and Models
3.4.1 Modeling framework
There are four steps involved in our quantitative approach to linking copy number
variation with gene expression dynamics: (Step 1) Define the molecular processes
involved in the gene regulatory network motif; (Step 2) Convert motif into a math-
ematical language of gene regulatory dynamics; (Step 3) Simplify the mathematical
model using a series of quasi-steady state approximations (QSSAs) [20]; (Step 4)
Solve for the steady state gene expression as a function of copy number. A schematic
of Steps 1-3 can be found in Figure 7. For each network motif we model the follow-
ing molecular processes: transcription of mRNA, translation of mRNA into proteins,
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dimerization of monomers into dimers, de-dimerization, binding of dimers to promot-
ers upstream of genes, unbinding of dimers from promoters, degradation of mRNA,
and degradation of proteins. Each of these processes is assumed to obey simple mass-
action kinetics with corresponding kinetic rates such that any particular network
motif can easily be transformed, in Step 2, into a nonlinear dynamical system [4]. In
Step 3, concentrations within the QSSA model are described in terms of the slowly
varying monomer concentration. Importantly, the QSSA model retains the equilib-
rium values of the original model and is analytically tractable. In Step 4, we are
able to find the copy number dependence of gene expression via analysis of the QSSA
model confirmed by computer simulation (see Appendix A).
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CHAPTER IV
TO LYSE OR NOT TO LYSE: TRANSIENT-MEDIATED
STOCHASTIC FATE DETERMINATION IN CELLS
INFECTED BY BACTERIOPHAGES1
4.1 Introduction
Biochemical pathways and feedbacks in gene regulatory networks (GRNs) shape when
and how much genes are expressed. Differential gene expression can lead to qualita-
tive changes in cellular phenotypes, whether via alternative cell fate determination
in unicellular organisms (e.g., competence [168], sporulation [174], persistence [15],
and infected cell fate [146]) or via cell differentiation in multi-cellular organisms (e.g.,
lineage determination [129]). The steps leading to qualitative changes in phenotype
are not strictly deterministic. Gene regulation is an inherently noisy process involving
transcription control, translation, diffusion and chemical modifications of transcrip-
tion factors, all of which may be characterized by stochastic fluctuations due to low
copy numbers of regulatory molecules [118, 89, 90]. As a result, genetically identical
cells can have marked differences in the state of regulatory molecules even when faced
with identical environmental conditions [170, 53, 113]. Explanations for alternative
cell fate determination generally presume the existence of multiple stationary states
within the GRN [112, 110]. Determination of cell fate is therefore usually described as
the result of the interplay between noise and deterministic dynamics of GRNs which
determines the relative frequency of each decision [199, 112].
A potential problem with this explanation is that cellular decision making occurs
1This chapter appeared in the PLoS Computational Biology [87].
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within finite time. From a theoretical point of view, differences in asymptotic dynam-
ics are not necessary for regulatory dynamics to reach markedly different transient
states. The hypothesis that transient dynamics can drive cell fate determination has
been suggested in the context of HIV-1 latency where a bistable response is observed
despite the purported monostability of the GRN [192]. Here, we take a generalized
approach to a similar problem by considering cell fate determination as the result
of stochastic transient dynamics of a GRN. Our starting point is the fact that ex-
trinsic variation can drive substantial differences in the transient state of regulatory
molecules [4]. That is to say, ensembles of cells with the same initial state of reg-
ulatory molecules which are exposed to two different conditions can follow distinct
transient trajectories on average. In such a case, gene expression will be characterized
by an early period in which transient trajectories are unresolvable with respect to the
stochastic noise and a middle period in which they are markedly different. However,
we claim that such transient differentiation in regulatory state need not be accom-
panied by marked differences in asymptotic, i.e., steady-state, behavior. Instead,
we hypothesize that alternative cell fate decisions can be mediated by first passage
processes of regulatory molecules [42, 148].
We examine the effect of first passage processes in stochastic GRNs within the
initial decision switch between lysis and lysogeny by phage λ. Bacteriophage λ is
perhaps the simplest example of an organism with alternative developmental modes,
which are quiescent (lysogenic) and productive (lytic) growth upon infecting E. coli
cells [73, 146, 49, 137, 40]. Here we focus on how λ-phage-infected cells are lysed or
become lysogens as a function of the number of coinfecting phages (also known as
the cellular multiplicity of infection denoted as M). Experimental infection assays
have revealed that E. coli cells that are multiply infected tend to become lysogens
whereas singly infected cells tend to be lysed [101, 97]. The decision to lyse a cell
or enter lysogeny is stochastic [8, 165], and the fraction of lysogeny is a probabilistic
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function of the number of coinfecting phages and cell volume [171, 193, 201]. Cells
that become lysogenic may later spontaneously induce leading to virion production
and cell lysis. The stability of the lysogenic state has also been evaluated in light of
first exit problems [11], many of whose concepts we adapt in the current model of the
initial decision switch.
A significant advantage in modeling phage λ is that the core pathways of lysis-
lysogeny have been studied extensively. Subsequent to infection, the repressors (CIs)
bind cooperatively to adjacent operator sites [77], and cooperative binding can induce
DNA loops which enhance the stability of the lysogenic state [63, 13, 128]. Early quan-
titative studies of the initial lysis-lysogeny decision utilized statistical thermodynamic
models which described the dynamics of gene regulation by cooperative binding of
CI [2, 163]. Arkin et. al. developed a fully stochastic model based on transcription,
translation and protein interactions [8]. Whether cells were fated to lysis or lysogeny
was ascribed to intrinsic stochasticity, whose complexity rendered it intractable for
mathematical analysis. More recently, theoretical work has suggested that alterna-
tive decisions of lysis and lysogeny may be due to inherent bistability of the phage
λ GRN with respect to changes in copy number concentration (M divided by host
cell volume) [193]. However, this model presumes that differences in asymptotic dy-
namics lead to changes in cell fate, without considering stochastic effects in transient
dynamics.
In this study, we demonstrate that biased alternative cell fate decisions are pos-
sible due to transient divergences within gene regulatory dynamics. As evidence, we
develop and analyze a quantitative model of a GRN of phage λ based on empirical
analyses of viral infection. Although the structure of the phage λ GRN is relatively
well established, the quantitative values of most kinetic parameters involved in vi-
ral gene regulation remain either unknown or poorly constrained. We examine two
sets of kinetic parameters close to consensus empirical estimates which we refer to
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as transiently divergent and asymptotically divergent, respectively. We show that
the dynamics of the GRN with these parameter sets are similar shortly after phage
infection but the asymptotic dynamics are qualitatively distinct as a function of viral
genome concentration. Next, we compare the fraction of lysogeny as a function of
viral genome concentration in the two parameter sets. Cell fate is determined via first
passage processes of two regulatory proteins, Q and CI, corresponding to lysis and
lysogeny, respectively (see Section 4.4). We find that equivalent responses of cell fate
to changes in viral genome concentration can be obtained with either parameter set,
suggesting caution must be applied in interpreting alternative cell fate determination
as a hallmark of bistability. In the process, we also discuss how thresholds of first
passage processes can change the fraction of lysogeny and the time scale of decisions.
Finally, we compare model results with experimental data on cell fate outcomes from
single cell assay [201]. We propose an alternative data collapse of the observed cell
fate outcomes, consistent with a previously unidentified gene dosage compensation
mechanism. We show that including gene dosage compensation at the mRNA level in
our stochastic model of transient fate determination also leads to the form of data col-
lapse observed in the single cell study. We conclude by discussing means to reconcile
multiple competing hypotheses for observed heterogeneity in the phage λ GRN.
4.2 Results
4.2.1 Deterministic dynamics of qualitatively identical phage λ decision
switches can be asymptotically or transiently divergent
We first analyze a deterministic model of a GRN of phage λ (see Figure 11, and
Equation (63) in Section 4.4 for detail). Prior to phage λ infection, there are no viral
proteins and mRNAs in the host cell. A cell can be infected by M phages, which we
vary one to five for a fixed cell volume. Cell fate, either lysis or lysogeny, is determined
based on the first passages of a pair of fate-determining regulatory molecules, CI and
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Figure 11: Core genetic components of lysis-lysogeny decision switch in
phage λ. (A) Schematic diagram of genes and promoters. CI and CRO dimers
are the transcription factors for PRM and PR while PRE and PaQ is controlled by
CII tetramers. Black arrows represent open reading frames of promoters when acti-
vated (RR, PRM and PRE) and antisense transcript aQ. (B) Interactions among gene
products. Regular and blunt arrows represent positive and negative feedbacks, re-
spectively. CI dimers are self-activators while repressing the other genes, and CRO
dimers repress all the genes in the system. CII tetramers activate cI transcription,
and suppress Q expression by transcribing antisense mRNAs.
Q (see Figure 12(B,E)). We model lysogeny as occurring when CI exceeds a concen-
tration threshold and lysis as occurring when Q exceeds a concentration threshold.
We set the value of these thresholds at 100 nM each, and explore the impact of vary-
ing these thresholds levels. Values of kinetic parameters necessary for modeling the
lysis-lysogeny decision switch are known to within a few percent error in some cases,
unknown in other cases, or have estimates with significant uncertainty (see Table 2).
We chose two sets of parameters which are close to the consensus estimates, but that
show markedly distinct asymptotic behaviors especially when M = 1. GRNs with
these two sets are asymptotically and transiently divergent, respectively (Figure 12).
We define a phage λ GRN with a set of kinetic parameters to be asymptotically
divergent if each deterministic trajectory for M = 1, 2, .., 5 crosses the CI and Q
thresholds only once. Otherwise, a GRN is referred to as transiently divergent.
45
Figure 12: Dynamics of regulatory proteins, CI and Q, when the GRN
is asymptotically divergent and transiently divergent. (A) Phase diagram of
CI-Q dynamics when asymptotically divergent for M = 1. Note that the system is
bistable. (B) Phase diagram of CI-Q dynamics starting from no viral proteins when
asymptotically divergent. Thresholds of CI and Q (both at 100nM) represent the con-
centrations above which decisions are lysogenic and lytic, respectively. Trajectories
cross the threshold only once. (C) Asymptotically divergent dynamics of Q concen-
tration as a function of time. (D) Phase diagram of transiently divergent system with
M = 1. Note that the system is not bistable. (E) Phase diagram of CI-Q dynamics
of the transiently divergent phage λ GRN. At M = 1 the deterministic trajectory
crosses the threshold three times, and decisions change from lysis to lysogeny as a
function of time. (F) Transiently divergent Q dynamics.
The transient dynamics for the phage λ GRN given either parameter set (either
asymptotically or transiently divergent) are similar during the time scale of lysis-
lysogeny decision (< 100min). The asymptotically divergent phage λ GRN exhibits
lysis for M = 1 and lysogeny when M > 1. Note that the ratio between CI and Q
changes dramatically as a function of M from having far more Q to having far more
CI at steady state. Only when M = 1 are there two possible steady states, but the
initial condition leads to lysis (Figure 12(A)). In contrast, the transiently divergent
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Figure 13: Stochastic realization of C and Q dynamics for (A) M = 1 and
(B) M = 2. Trajectories are sampled for every 1/4 minute. The system is transiently
divergent, and thresholds are set at 100nM for both CI and Q. Each curve represents
a single realization, and 50 realizations are shown here. Red trajectories indicate that
decisions are lytic whereas blue ones represent lysogeny.
GRN is monostable for all values of M that we considered. Further, the steady-state
CI and Q concentrations have far greater levels of CI than Q, suggesting that an
asymptotic analysis would suggest that the transiently divergent GRN would always
lead to lysogeny. However, note that when M = 1, Q increases rapidly, exceeds the
threshold for lysis, and only later does it drop down and approaches a case where
Q is low and CI is high (Figure 12(D-F)). Thus, there is an inconsistency between
expectations for cell fate determination as viewed in finite time vs. that viewed
asymptotically.
4.2.2 Alternative cell fates as determined by transient viral gene regula-
tion
The initial lysis-lysogeny decision of phage λ is sensitive to the external conditions of
M and cell size. Empirical analyses have shown this decision to be highly stochastic
with the fraction of lysogeny between 20% and 90% for physiologically relevant M
and cell size [201]. To model the stochastic nature of this decision, we assume that
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first passage processes of CI and Q determine whether lysis or lysogeny occurs in an
infected cell. Lysogeny occurs if CI reaches its critical concentration before Q does.
Lysis occurs if the opposite holds true. We follow the approach of Arkin et. al. [8]
and run fully stochastic simulations of the phage λ GRN while setting both lytic
and lysogenic thresholds at 100 nM (see Section 4.4). We assume that reaching a
decision of lysis or lysogeny brings a topological change to the GRN. Thus, we stop the
dynamics at the time of a decision since our phage λ model cannot describe the post-
decision regulatory dynamics. Figure 13 depicts a subsample of trajectories in the
phase space of CI-Q labeled according to which decision is reached via a first passage
process. Note that there is a delay for CI to be expressed since sufficiently abundant
CII is required for initial CI expression. In contrast, Q can be produced immediately
after phage infection. When the host is singly infected, lysis is the dominant decision,
and CI does not build up until a significant amount of Q is produced (Figure 13(A)).
At higher M (M = 2 for Figure 13(B)), CII and Q are produced at a higher rate.
Depending on the CII expression level Q can be repressed while CI becomes active
which leads to lysogeny. In comparison to the deterministic dynamics described in
the previous section, there is significant variability in the lysis-lysogeny bias of the
GRN, though the bias itself is affected by changes in M and cell volume (as described
in the next section).
4.2.3 Probability of lysogeny is an increasing function of phage genome
concentration
We vary the volume of host cells (denoted as V ) as well as M in order to investigate
how cell fate responds to changes in the concentration of viral genomes (M/V ). For
consistency with experimental studies and to model physiologically reasonable values,
we vary M from one to five, and vary V from 0.5 to 2 µm3. Figure 14 shows the frac-
tion of lysogeny as a function of phage genome concentration. Regardless of bistability
in the phage λ GRN, we find that first passage mediated decision making can lead to
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Figure 14: Response of phage λ to various phage genome concentrations
when (A) asymptotically divergent and (B) transiently divergent. M and
V represent the number of coinfecting phages and the host cell volume, respectively,
so M/V is the phage genome concentration. Each point is the result from 5,000
simulations.
systematic biases in alternative cell fate determination. Phages preferentially enter
lysogeny when multiple phages infect the same hosts while singly infected hosts tend
to be fated for lysis. The relative frequencies of lysis or lysogeny can be collapsed as a
function of an extrinsic parameter M/V . Our results match the general trend of re-
cent experimental observations which demonstrated that the fraction of lysogeny goes
up as phage genome number increases or cell volume decreases [171, 201]. Importantly,
the functional responses to phage genome concentration are nearly indistinguishable
even for two parameter sets which have qualitatively different asymptotic dynamics
(Figure 14 and Figure 12(B,E)). The biased decision response as a function of phage
genome concentration is due to the similarity of transient dynamics, irrespective of
asymptotic dynamics that could have been followed. Hence, the finding that infected
cell fate can change from predominantly lytic (at M = 1) to predominantly lysogenic
(at M > 2) is not necessarily a hallmark of an underlying bistable viral GRN nor
of a bifurcation in the underlying dynamics as a function of M or M/V . Despite
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the agreement with prior empirical studies, note that our model does not predict sys-
tematic decreases in the lysogen fraction given a fixed value of M/V and increasing
values of M, as observed in a recent single-cell experimental study [201]. In the next
section, we revisit the experimental data from Zeng et. al. [201] and in so doing, pro-
vide an alternative data collapse and a corresponding mechanism that is consistent
with a modified version of the current stochastic model.
4.2.4 Mechanism of partial gene dosage compensation accounts for ob-
served heterogeneity in lysis-lysogeny decisions
Zeng et. al. [201] measured the fate of multiply infected cells in which the number
of phages and cell volume could be measured on a per-cell basis. The experimental
protocol induces viral injection with an abrupt change in temperature and hence,
infections are treated as simultaneous. The experimental data demonstrate that the
fraction of lysogeny increases with viral concentration, M/V (Figure 15(A)). This
trend agrees with prior experimental works showing that increases in co-infection
number increases the likelihood of lysogeny [101, 97] and that increases in cell volume
increases the likelihood of lysogeny [171]. However, there is significant amount of
heterogeneity in the observed cell fate data other than strict dependence on M/V as
suggested by theory [193].
In particular, Zeng et. al. [201] observed that the fraction of lysogens decreases
with increasing M for a given ratio of M/V . Zeng et. al. [201] suggested that the
remaining heterogeneity in cell fate not explained by a strict dependence on M/V is
due to a voting mechanism that takes place at the single-cell level. In this view, a
unanimous decision of phages is required by phages for lysogeny [201] (presumably
because a single phage that is fated to lysis would over-ride a decision by other phages
for lysogeny). If each coinfecting phage is totally independent from each other, then
one would expect the probability of lysogeny to be:
Plysg(M, V ) = f (1/V )M , (61)
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Figure 15: Alternative mechanisms underlying heterogeneity of lysis-
lysogeny decisions. (A) Fraction of lysogeny plotted from single cell assays[201].
(B) Rescaled probability of f(1/V )1M. Each phage within a host is completely in-
dependent from other phages, and decision of lysogeny becomes a function of host
volume. Note that rescaled curves do not collapse into a single curve. (C) Rescaled
probability of f(M/V )1/M proposed by Zeng et. al.[201] representing the probability
of lysogeny for each individual infecting phage. Each phage independently “chooses”
lysis or lysogeny. However, since the fraction of lysogeny for a single phage is a
function of M/V , phages sense the presence of other phages. Note that data from
different M-s collapse into a single curve. (D) Probability of lysogeny plotted against
rescaled Mǫ/V when ǫ = 0.5, corresponding to a mechanism in which gene expression
from multiple copies is partially compensated. Due to partial dosage compensation,
the transcription rate is not linearly proportional to M, and the effective copy num-
ber is given as Mǫ where 0 ≤ ǫ ≤ 1. Note that the data from different M-s collapse
into a single curve. Black lines represent nonlinear curve fits into Hill functions.
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where f(1/V ) is the probability that a cell of volume V infected by a single phage
would become a lysogen. Figure 15(B) shows the fraction of lysogeny scaled with
1/M power based on the empirical observations for the singly infected case. The
re-scaled data for the five values of M should agree with f(1/V ) in an independent
phage voting model. However, this rescaling does not form a single line. This suggests
that there might be some inter-dependence between phages.
Indeed, the voting model proposed by Zeng et. al. [201] is actually a “quasi-
independent” voting model. In this view, a unanimous decision of phages is required
by phages for lysogeny [201]. However, the probability that any given phage decides
for lysogeny becomes a function of the viral genome concentration, M/V . Thus the
fraction of lysogeny becomes
Plysg(M, V ) = f1 (M/V )M . (62)
where f1(M/V ) is the probability that a single phage reaches a lysogenic decision
state given that it is in a cell of volume V with a total of M phages. The re-
scaled probability of entering lysogeny at the whole cell level, P
1/M
lysg , is shown in
Figure 15(C). Notably, the re-scaled experimental data collapses on a single line,
presumably f1(M/V ). Thus, this mechanism captures the characteristics of exper-
imental data phenomenologically. However, the mechanism involves both indepen-
dence and inter-dependence among phage genomes that remains un-identified at the
subcellular level.
Here, we revisit the cell fate data of Zeng et. al. [201] and propose a mechanism of
partial gene dosage compensation as an alternative explanation for the scaling collapse
they observe. In this context, partial gene dose compensation means that a cell with
multiple copies of a viral genome has smaller per-copy viral gene expression than a
cell with a single viral genome. Indirect support already exists for this hypothesis.
For example, Zeng et. al. [201] showed that the fraction of cells with halted growth
increases with the number of co-infections, suggesting that viral genomes have adverse
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Figure 16: Effect of gene dosage compensation from stochastic simulations.
(A) Fraction of lysogeny from stochastic simulations. Simulations with partial dosage
compensation exhibit the nested pattern of M/V dependence as seen in the experi-
mental data (see Figure 15). (B) Simulation results on the fraction of lysogeny from
Figure 16(A) plotted with rescaled Mǫ/V when ǫ = 0.5. The outcome of stochastic
simulations with partial dosage compensation is consistent with experimental data
(see Figure 15(A,D)). In this case, the GRN is asymptotically driven with CI and Q
threshold at 100nM and 120nM, respectively, all other parameters are set according
to Table 2 transiently divergent. Each point is the result from 3,000 simulations.
effects on cellular metabolism in addition to or instead of lysis. Earlier studies showed
that phage λ infections repress host synthesis activity at the level of transcription [181]
and translation [79]. The degree of repression depends on the number of coinfections,
and more coinfections lead to greater repression. Broadly speaking, the mechanism
(or mechanisms) underlying gene dosage compensation remains an open question.
However, it has been widely noted that copy numbers of genes and chromosomes can
differ among cells and individuals, but the resulting gene expression need not be a
linear function of gene copy number [21, 178, 169].
Here, we assume that partial gene dosage compensation occurs at the level of
transcription. Specifically, we assume that the total transcription rate of a gene is
proportional to Mǫ where 0 ≤ ǫ ≤ 1 (see Section 4.4 and Equation (63)). ǫ is
the quantitative measure of partial gene dosage compensation and RNA synthesis
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repression by phage genomes. When ǫ = 0, increases in viral genome have no effect
on transcriptional rates, whereas when ǫ = 1, transcriptional rates increase linearly
with M (as in the original model described previously in this chapter). Hence, if a
partial gene dosage mechanism is at work, then the lysogeny data should collapse when
plotted against Mǫ/V . Figure 15(D) shows the fraction of lysogeny against Mǫ/V
which incorporates the effect of partial gene dosage compensation. Note that the
data collapses into a single line, similar to the quasi-independent decision mechanism.
The estimate of ǫ from experimental data is about 0.5, suggesting that the overall




Hence, two distinct mechanisms: (i) quasi-independent decision making; and (ii)
partial gene dosage compensation, can explain heterogeneous decision making from
single cell assay based experiments using data collapse. Note that we cannot evaluate
the quasi-independent mechanism using our model because doing so would require
incorporating genome-specific changes (such as anti-termination events) or compart-
mentalizing the cell with respect to transcription and translation events (requiring
even more unknown parameters than the current model). However, it is possible to
explicitly incorporate partial gene dosage compensation in stochastic simulations (see
Section 4.4). In brief, we modified transcriptional rates so that transcription increased
with Mǫ instead of M and ran stochastic simulations with all other parameters as
before. Figure 16 shows the fraction of lysogeny resulting from the stochastic fate
determination model incorporating partial gene dosage compensation against M/V
and rescaled Mǫ/V . Stochastic simulations with partial dosage compensation exhibit
the heterogeneous, yet strong dependence of lysogeny on M/V . Moreover, the cell
fate results of stochastic simulations collapse into a single line when M/V is rescaled
as Mǫ/V . Given the new scaling collapse, cells with the same Mǫ/V have a lower
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chance of lysogeny given increasing values of M, consistent with the pattern ob-
served in the experimental study (Figure 15(D)). Hence, we propose that partial gene
dosage compensation should be considered as an alternative mechanism to explain
the heterogeneous cell fate of bacteria infected by bacteriophage λ.
4.3 Discussion
In this chapter, we have proposed and analyzed a transient mechanism of cell fate de-
termination in terms of first passage processes of regulatory proteins. We applied this
mechanism to the study of the initial lysis-lysogeny decision in bacterial cells infected
by phage λ. We found that stochastic simulation of parametrized viral GRNs lead
to changes in the the frequency of alternative fates for infected cells, either lysis or
lysogeny, as a function of the genome concentration of infecting viruses. The biased
response in cell fate outcome occurs despite intrinsic noise in the system and does
not require the bistability of the underlying GRN. Hence, alternative and seemingly
adaptive cell fate decisions may be due to transient divergence in stochastic trajecto-
ries of regulatory molecules and not necessarily due to underlying bistability. Finally,
we showed that a partial gene dosage compensation is a candidate mechanism under-
lying noise in lysis-lysogeny decisions, as supported by both our quantitative model
and experimental data.
Our central result is in contrast to the conventional perspective that multistability
is required for alternative decisions [199, 110]. Multistability often requires cooper-
ative binding as a necessary condition for the emergence of the two or more stable
steady states in the GRN [57, 33]. A recent study showed that a switch system can
arise in the absence of cooperative bindings [108]. Our study suggests that cooperative
binding may occur and affect transient dynamics but not necessarily lead to bistabil-
ity in asymptotic dynamics. Together these results suggest that GRNs which do not
have bistability or cooperative bindings might be able to lead to alternative cell fate
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determinations. Thus, it might be possible for a GRN to evolve (by natural selection)
or to be designed (via synthetic means) to perform a complex task of alternative de-
cision making in response to external stimuli without multistability. Note that such a
transiently excitable GRN which differentiates transient and asymptotic phenotypes
was experimentally demonstrated in Bacillus subtilis [177]. Generally, there exist ex-
amples of GRNs which are responsive to environmental signals and robust to changes
of kinetic parameters [203] while other are sensitive to kinetic parameters. Sensitiv-
ity of transient dynamics to a GRN’s kinetic parameters and thresholds might be a
target of selection over evolutionary time scales. In this context, we examined how
modifying thresholds for decisions can lead to systematic changes in lysis vs. lysogeny
as well as decision times (see Figure 23 in Appendix B). The general result from the
present analysis is that alternative determination requires separation of thresholds,
which comes at the expense of slower decisions. Hence, transiently driven cellular
decisions have the potential to be highly evolvable.
As we have detailed, stochastic simulations of the phage GRN proposed here can
reproduce a number of characteristics for how the fraction of lysogeny changes with
M and cell volume. Importantly, we find that lysogeny increases with increasing
M [101, 97] and decreasing cell volume [171], and remains between approximately
20%-90% for physiologically reasonable values [201]. The bias in cell fate outcome
in favor of lysogeny with increasing M may be adaptively significant. On average,
high M implies that phages infect hosts frequently on the time-scale of decision-
making and further, that phages are more abundant than their bacterial hosts. Lysis
will further increase the phage-host ratio, and a previous study has speculated that
phages seem to avoid depletion of hosts by entering lysogeny predominantly at high
M [173]. However, if lysogeny is adaptively favorable at high M, why is it that a
small fraction of phages still enter the lytic pathway? The answer could be due to
constraints in the resolvability of the GRN due to the strength of intrinsic stochasticity
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in the GRN [201]. Or the stochasticity itself may be adaptive. Phages may have
evolved to respond to changes in intracellular phage genome concentration in order
to minimize the chance of extinction [12] by maintaining phage and lysogen population
as a bet-hedging strategy [185]. Any such speculations require careful consideration
of selective pressures imparted by ecological dynamics, game theoretic issues arising
from co-infections by non-identical strains, and biophysical constraints and trade-offs
arising at the intracellular scale [67].
However, the first set of stochastic simulations of the phage GRN presented in
this chapter fail to predict the systematic decrease in the fraction of lysogeny given
a fixed value of M/V and increasing values of M [201] (see Figure 14). We revisited
the original single-cell data and demonstrated the existence of an alternative scaling
collapse owing to a proposed partial gene dosage compensation mechanism. When
we incorporate partial gene dosage compensation within our stochastic model, we are
able to recover the alternative scaling collapse consistent with the empirical measure-
ments of Zeng et. al. [201] (see Figure 15(D) and Figure 16(B)). What might cause
partial dosage compensation to occur in multiple infected cells? In stochastic simu-
lations here, dosage compensation is modeled explicitly at the transcriptional level,
whereas in reality multiple factors can contribute to it, and may occur at both tran-
scriptional and post-transcriptional levels. The degree of compensation might change
depending on copy numbers of genes and chromosomes as well as other intracellular
factors. Copy number variation (CNV) is common in biological organisms [142, 47],
and previous studies suggested that gene expression can depend sensitively on CNV
when uncompensated [124]. Indeed, one hypothesis is that gene regulatory networks
have been selected for their lack of dosage sensitivity to avoid problems in gene ex-
pression that may arise when CNV occurs naturally [161]. Previous studies showed
that phage λ represses overall activity of RNA and protein synthesis within infected
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hosts depending on the number of coinfections [79, 181]. Viruses are known to con-
trol host cell cycle in eukaryotic cells [19], but how viruses affect the overall host
transcriptional and translational activity in bacterial hosts is an open question. We
believe that elucidating intracellular mechanisms of gene dosage compensation would
be an important step toward understanding CNV and its resulting change in gene ex-
pression, at both the transient and steady state. In doing so, we also hope to provide
a cautionary note: deducing explicit mechanisms from data collapses can be difficult,
particularly when multiple data collapse schemes are consistent with observations.
In summary, this study proposed a novel intracellular decision-making mecha-
nism to explain the variability in cell fate determination in multiply infected hosts.
However, there can be other sources of variability underlying the lysis-lysogeny de-
cision switch. First, the viral concentration, M/V , in naturally infected hosts may
be dynamic. Multiple phages infect a host sequentially, and a host can keep grow-
ing while being infected. Subsequent infections increase M over time, and infected
cells may spend a substantial fraction of the time prior to cell fate determination
with a value of M which is smaller than the final M. Next, host cell growth de-
creases M/V whereas viral genome replication increases M/V during the infection
cycle. Clearly the dynamic nature of viral genome concentration needs to be ad-
dressed even if experimental protocols have been designed to synchronize infections.
Second, we assume the bacterial cytoplasm is well-mixed. Previous studies demon-
strated that bacterial DNA, RNA and proteins have spatial patterns [164, 156, 182].
Bacteriophages are known to target cellular poles of hosts preferentially [51] which
suggests phage genomes might be localized within bacterial cytoplasm. Hence, cell
fate decision may be determined by local concentrations of regulatory proteins and
quasi-independent cell fate determination by each virus. Finally, we assumed decision
making as strict first passage processes arising from the consideration of thresholds
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as absorbing states within a GRN dynamics. It is possible that decision making in-
volves soft thresholds over which cells make decisions with some probability. There
are studies which show duration of signals is critical to cellular decisions [117, 50],
and there might be some minimum time interval during which the system is above a
threshold to make a decision [115]. Even if experimental protocols can minimize the
impact of one of these mechanisms, the evolution of the phage λ GRN would surely
be impacted by all of them. Progress in identifying the importance of each of these
issues at the molecular and evolutionary scales is relevant not only to the study of
transient fate determination in phage λ, but to the study of cellular decision making
in general.
4.4 Methods and Models
4.4.1 Gene regulation in phage λ
The fate of E. coli cells infected by phage λ are decided soon after infection by a set
of so-called early viral genes [146]. Among them we consider four genes, cI, cro, cII
and Q, and one antisense mRNA (aQ) (see Figure 11(A)). The expression of these
genes are controlled by four promoters, PR, PRM , PRE and PaQ. PR and PRM share
three operator sites which are targeted by CI and CRO. The natural form of CI is a
dimer, and CI dimers act as self activators and repressors for other genes by binding
to PR/PRM . CII tetramers can bind to PaQ to transcribe aQ mRNA and PRE to
produce CI [139]. Dimers of CRO bind to PR/PRM to inhibit all the genes in the
system (Figure 11(B)).
Immediately after phage infections there are no viral gene products. At this initial
stage PR is active which leads to an increase of CRO, CII and Q levels. If Q becomes
sufficiently abundant, it will turn on genes which make progeny phages, and the
infected host will be lysed. However, as CII concentration increases CII tetramers can
activate CI transcription from PRE , and CI expression level become further enhanced
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by the positive feedback loop of CI at PRM . CII also represses Q by transcribing
aQ which facilitates Q mRNA degradation, and sufficiently high CI level leads to
lysogeny [146]. Hence, lysis or lysogeny is determined based on which of either CI and
Q reaches the threshold concentration first. When CI reaches its threshold, CI dimers
begin to form tetramers and octamers which lead to DNA looping [150]. DNA looping
is very stable while maintaining lysogeny and repressing genes which trigger lysis [128].
When Q reaches its threshold, a group of late genes responsible for making progeny
phages will be turned on, and the host will eventually be lysed. Since translation
occurs with a single protein at a time, simultaneous crossings of lytic and lysogenic
thresholds are forbidden, and the decisions are mutually exclusive. In reality, decisions
would not be triggered by infinitesimally short bursts over decision thresholds, but for
simplicity we assume a decision is made when either CI or Q concentration reaches
its threshold for the first time. The use of step functions instead of Hill function
type responses has been used extensively in the study of quantitative gene regulatory
networks [4]. Note that when phages multiply infect cells in natural settings, they
do not do so simultaneously, and so M increases sequentially in time. However,
for simplicity we only consider simultaneous coinfections, for which M becomes a
parameter in determining cell fate rather than a dynamic variable. This choice of
modeling simultaneous infections is also motivated by the the experimental protocol
of Zeng et. al. [201] in which rapid temperature changes were used to synchronize
phage infection of DNA into host genomes.
4.4.2 Quantitative model of phage λ decision switch
Here we express the interactions among cI, cro, cII and Q as well as aQ mRNA
described in the previous section as a set of ordinary differential equations. If we












































δaQfaQ − γmmaQ − ζmQmaQ ,
[CI] dX
dt
= σmx − γxX ,
[CRO] dY
dt
= σmy − γyY ,
[CII] dZ
dt
= σmz − γzZ ,
[Q] dQ
dt
= σmQ − γQQ , (63)
where X , Y , Z and Q represent the total concentration of CI, CRO, CII and Q,
respectively. M represents the number of coinfecting phages while V is the cell
volume. m represents the mRNA concentration, and γ denotes the degradation rate
where each subscript represent the species of associated gene/protein. Q and aQ
mRNA become degraded by binding to each other and the adsorption rate is denoted
as ζ . α, β and δ represent the basal, CI-mediated and CII-mediated transcription
rates with subscripts indicating the species of mRNA. Note that α, β and δ are
inversely proportional to V since the concentration change by a transcription event
is proportional to 1/V . We assume that the concentrations of dimers and tetramers
are at quasi-steady states such as





















Table 2: Parameters for transiently divergent and asymptotically divergent
GRNs.
where the subscripts 1, 2 and 4 represent the concentration of monomers, dimers, and
tetramers of each respective protein. cd and ct are the dimerization and tetrameriza-
tion constants, respectively. fR, fRM , fRE and faQ in Equation (63) denote the prob-
ability of transcribable configurations for each promoters based on free energy change
of possible states, and we follow the calculation of Shea and Ackers for fRM (x2, y2)
and fR(x2, y2) [163] and Arkin et. al. for fRE(z4) [8] (see Appendix B). fRM has
two modes of transcription denoted as basal and activated depending on (x2, y2).
Response of faQ is a first order Hill function which is
faQ(z4) =
caQp z4
1 + caQp z4
. (65)
For stochastic simulations, we chose two parameter sets which lead to a transiently
and asymptotically divergent lysis-lysogeny decision switch. Parameter values for the
transiently divergent and asymptotically divergent cases are listed in Table 2. To
calculate the fraction of lysogeny, we used 5,000 realizations of the stochastic model.
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Our simulations are based on Equation (63) and are fully stochastic as implemented
using the Gillespie algorithm [61] (see Appendix B for details).
4.4.3 Modeling gene dosage compensation
When gene dosage is compensated, the effective copy number, which is the fold change
of transcription rate, is smaller than the actual copy number. Here we assume the
effective copy number scales as Mǫ where 0 ≤ ǫ ≤ 1. When ǫ = 0, the system is
completely compensated without any copy number dependence. On the contrary,
when ǫ = 1, transcription rate is linearly proportional to the copy number. The ex-
perimental data (Figure 15(A)) supports that ǫ is between 0.4 and 0.6. For stochastic
simulations, we replace all the terms of M in Equation (63) with Mǫ, and set ǫ = 0.5.
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CHAPTER V
THE FUTURE IS NOW: PREDICTING CELL FATE BY
MEASURING TEMPORAL DYNAMICS OF GENE
REGULATION1
5.1 Introduction
Cells often respond to variable environmental conditions by undergoing a sequence of
intracellular changes that lead to a marked change in phenotypes, e.g. a change in
cell fate. Understanding the basis for cell fate determination is a fundamental chal-
lenge from developmental biology [58] to medicine [197, 152]. Changes in cell fates
are often governed by the dynamics of gene regulatory networks (GRNs) that are, in
part, driven by environmental stimuli [194]. However, environmental stimuli do not
always drive cell fates deterministically. Gene regulation is intrinsically stochastic,
and predicting cell fate given a known stimulus may be difficult [53, 183]. Stochas-
ticity in cell fate determination is exemplified by observations of multiple cell fates
in isogenic populations responding to almost identical environmental conditions. For
example, only a small fraction of E. coli cells treated with antibiotics develop bacte-
rial persistence [15], and only some B. subtilis cells exhibit competence in response
to the onset of stationary growth phase [113].
One approach to predicting cell fate is to monitor a cell’s internal state in hopes of
identifying intracellular epigenetic changes that develop into one of typical gene ex-
pression patterns within an isogenic population. Historically, a number of biomarkers
1This chapter is in preparation for publication [86].
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have been developed as proxies for the intracellular states of cells, including elec-
trical properties, metabolic states, and morphological changes [1, 70, 59, 134, 56].
More recently, a common method is to measure gene expression using either high-
throughput or high-resolution approaches. High-throughput gene expression profiling
reveals distinct patterns of expressed genes at the population level [104, 3]. In con-
trast, real-time imaging of gene expression has become a powerful tool in revealing
temporal dynamics of gene regulation [151, 162, 22, 36, 198, 105]. The high-resolution
approach has advanced rapidly due to technical advances in single-cell imaging, owing
to fluorescent proteins, fluorophore, and quantum dots [31, 32, 200]. These advances
have improved our understanding of dynamical systems that govern cell fate pro-
gression [180]. Moreover, temporal gene expression may be especially useful as a
biomarker in cell fate prediction if a cell’s internal state becomes increasingly corre-
lated to the future phenotypic change.
Although studies of cell fates have been addressed before [198, 36], the results have
tended to be system specific while many questions remain unanswered. For example,
can we predict accurately a specific cell’s fate from measurements of the temporal dy-
namics of gene regulation well before the phenotypic change? Moreover, is it possible
to systematically predict fates of many isogenic cells subject to nearly identical envi-
ronmental stimuli? To answer these questions, we present a quantitative framework
that translates temporal dynamics of gene regulation into predictability of cell fate as
a function of time. In principle, the framework can be applied to an arbitrary cell fate
determination system. The framework is based on the notion that even if cells are
seemingly unpredictable at the population level, different subpopulations may emerge
that lead to particular cell fates [75]. To demonstrate this, we first analyze simple
models of “gene regulation”, which are a random walk model and a positive feedback
loop with external noise. In doing so, we find that intrinsic bias in intracellular dy-
namics must dominate external noise to facilitate cell fate prediction in advance. We
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then apply our framework to single cell experimental data on phage-λ-infected E. coli
and compare the result with predictions from a mechanistic model of lysis-lysogeny
decision switch [87]. We find that divergence of multiple gene expression patterns
leads to enhanced predictability over time, albeit with a tradeoff: the number of cells
that have not experienced a phenotypic change decreases with time. In other words,
the number of possible predictions goes down over time while cell fate prediction for
a given cell becomes increasingly more accurate. We discuss the optimal timing for
cell fate prediction when there are benefits and penalties associated with correct and
incorrect predictions, respectively.
5.2 Results
5.2.1 Stages of cell fate determination: “priming” by temporal dynamics
Cells undergo phenotypic changes in response to environmental stimuli. Often such
phenotypic changes are mediated by sequences of dynamical changes driven by GRNs.
GRNs may cause significant changes in gene expression at early time points. These
changes prime cells for specific cell fates, and later dynamical changes would not al-
ter the fates of these primed cells. In such cases, detection of the early dynamical
changes can facilitate dramatic improvement in cell fate prediction. This is illustrated
in Figure 17. Prior to environmental stimulation, cells have the same gene expression
pattern, and shortly after the stimulation cells are in a similar state of gene expression
(Stage I). At this stage, measurement of gene expression would not provide much in-
formation on the future fate of a given cell. However, individual cells follow different
trajectories of gene expression over time due to stochasticity in gene regulation, re-
sulting in emergence of subpopulations with distinct gene expression patterns (Stage
II). At this stage, gene expression patterns of subpopulations are weakly correlated
with eventual cell fates. Over time intrinsic biases of GRNs becomes increasingly





























Figure 17: Stages of cell fate progression. A population of cells consists of two
groups that ultimately reach either fate 1 (red o) or fate 2 (blue ⋄). Assume cells are
initially prepared in the same condition. Near the initial condition cells have similar
expression and the difference in gene expression between the two groups is unde-
tectable (Stage I). These cells follow different trajectories over time due to stochastic
gene regulation, leading to emergence of subpopulations that show distinctive gene
expression patterns (Stage II). When the intrinsic bias of gene regulatory networks
dominate stochasticity in gene expression, gene expression patterns of subpopulations
further diverge from each other. Then gene expression patterns may become com-
pletely separated (Stage III), and cells in each subpopulation enter a specific cell fate
(Stage IV). Note that cells may stay in Stage III for a significant amount of time
before entering their final cell fates, as indicated by the broken axis, and cell fate
prediction can be achieved well before the phenotypic change. The colored triangles
represent probability of entering fate 1 or 2 at given gene expression.
stochasticity in gene regulation (Stage III). Thus, the future fate of any cell is already
determined by gene expression at that time. Finally, cells start to enter their fates,
and cell fate prediction is not applicable to those cells anymore (Stage IV). Here we
focus on cases when the dynamics of subpopulations become deterministic well before
they enter their final cell fates. In such cases, gene expression level becomes a useful
indicator for cell fate prediction.
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Figure 18: Effect of intrinsic bias on cell fate prediction. (A) A random walk
model representing stochastic gene expression. The number of protein X can either
increase or decrease by one molecule at a time and the transition probabilities from
X to X − 1 and X + 1 are denoted as q− and q+, respectively. Xmin and Xmax are
threshold values for entering fate 1 and 2, respectively. Once the gene expression
reaches either threshold, the cell is assumed to irreversibly enter the corresponding
fate. (B) Values of q− and q+ as functions of X . We consider two different conditions
for random walk: 1) unbiased with fixed transition rates for all X , and 2) biased
symmetrically toward both fates. (C) The probability of reaching fate 1 as a function
of current gene expression. This is calculated by dividing the number of simulations
that pass X and enter fate 1 by the number of all simulations that pass X . All the
simulations start from X = 50 at t = 0, and we set Xmin = 0 and Xmax = 100. The
black arrow represents the critical probability where a cell is equally likely to enter
fate 1 and 2. At a given gene expression of a cell, the cell is predicted to enter fate 1
if the probability of fate 1 is greater than 0.5. Otherwise, we predict the cell would
reach fate 2. Errorbars represent standard deviations of 10 independent sets of 1000
simulations. (D) Predictability as a function of time. Predictability is defined as the
probability that the prediction based of temporal gene expression and cell’s future
fate are the same (see Section 5.4.1 for detail). In each case, the time is rescaled such
that half the cells enter their fates by t = 1.
5.2.2 Intrinsic bias and predictability
An important assumption in our quantitative scheme is that gene expression changes
are driven by nonlinearity and noise in GRNs. Dynamics of GRNs are often driven
by deterministic skeletons (or intrinsic biases) that lead to biased changes in gene
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expression as a function of the current cellular state [4]. Here we investigate how
intrinsic biases in GRNs can affect predictability and render gene expression into an
informative biomarker. We define predictability as the probability that our prediction
of based on temporal dynamics of gene expression coincide with the eventual cell fate.
To demonstrate the relationship between intrinsic dynamics biases and predictability,
we begin with a simple random walk model with variable transition rates, which is a
simplification of gene regulation (see Figure 18(A)). Dynamics of gene regulation is
discrete due to discrete number of regulatory molecules in a cell. Each random walk
with transition probabilities, q− or q+, corresponds to a decrease or increase in the
number of molecules, respectively. Once gene expression passes a threshold level for
fate 1 (Xmin = 0) or fate 2 (Xmax = 100), we assume that the cell immediately enters
the corresponding fate, and the first passage to either threshold is equivalent to an
irreversible commitment to a cell fate [148].
To demonstrate the effect of intrinsic bias on predictability, we analyze two differ-
ent cases of random walks: (1) unbiased when the transition rates are the same for
all X ; and (2) biased symmetrically toward both fates. The transition probabilities
under these conditions are shown in Figure 18(B). Our analyses of random walk under
these conditions show that the probability of a cell fate at a particular value of X is
strongly influenced by intrinsic bias as shown in Figure 18(C). In the unbiased case,
probability of each fate scales with X due to a fixed transition rate for all X values.
With symmetric biases toward both fates, a small deviation from the initial condition
primes the cell for a specific fate. In this case the current concentration can serve as a
good marker for cell’s future fate. Based on the probability of each cell fate, we make
a prediction for a cell given the current gene expression. If the probability of fate 1
is greater than 0.5, we predict the cell is likely to reach fate 1. Otherwise, the cell is
expected to enter fate 2. Note that the gene expression which leads to predicting cell
fate 1 or 2 is system dependent.
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Changes in gene expression over time lead to changes of probabilities for each
cell fate, and further change our cell fate predictions. In biased dynamical systems,
gene expression is highly correlated with the probability for each cell fate, and this
would lead to a rapidly increasing predictability with time. To demonstrate this, we
calculate predictability, the probability of correctly predicting the fates of a cell with
given gene expression, which is based on probabilities of each cell fate and resulting
prediction. Here our system is totally symmetric, and each cell has equal chances
of reaching fate 1 and 2. Therefore, we always expect half of them to enter fate 1
regardless of the time of measurements. However, if we look at gene expression of
each cell, cells would start forming two subpopulations with distinct gene expressions
patterns, and each subpopulation becomes increasingly correlated with a particular
cell fate over time as illustrated in Figure 17. Our simulations in Figure 18(D) show
that predictability indeed increases with time for both cases, but the symmetric bias
leads to a significant improvement in predictability over the unbiased case. These
results suggest a critical role of intrinsic bias in improving predictability.
5.2.3 Predictability and external noise
In addition to intrinsic biases, dynamics of gene regulation are governed by noise in a
dynamical system. Noise might arise from two sources: 1) internal noise from small
number of regulatory molecules and 2) external noise. In this section, we analyze
the effect of external noise on predictability while incorporating the internal noise.
External noise in gene expression may override any intrinsic bias and compromise
predictability. To evaluate the effect of external noise on predictability, we analyze a
positive feedback loop that exhibits bistability. Bistability has been shown to drive
multiple cell fates in proliferation, differentiation, and lysis-lysogeny [179, 103, 184].
Upon environmental stimulation, the positive feedback loop dynamics can drive the
cell to either low or high steady state gene expression, each of which corresponds
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Figure 19: Effect of external noise on cell fate prediction. (A) Two cell
fates driven by a positive feedback loop. A gene encoding protein X has a positive
feedback on itself by self-promoting its activity via dimers. The positive feedback
loop can generate low (fate 1) and high (fate 2) gene expression. Initially, we assume
that cells are at an unstable state with intermediate gene expression. The dynamics
of this positive feedback loop is shown in Section 5.4.3. (B) Probability of fate 1
with various external noise, η (η = 0 for black, η = 50 for red, and η = 100 for
blue). To systematically investigate the effect of external noise on predictability,
we added Gaussian noises with various amplitudes. η is the relative magnitude of
external noise versus intrinsic fluctuations. Each curve represents the result from
10,000 independent stochastic simulations. Note that slope in the probability of fate
1 decreases with increasing η suggesting the external noise can offset intrinsic bias.
(C) Predictability with various η. The predictability increases with time but decreases
with increasing η (η = 0 for black, η = 50 for red, and η = 100 for blue).
to a cell fate as illustrated in Figure 19(A). The thresholds for entering fate 1 and
2 is defined as two steady state of gene expression (see Section 5.4.3 for details).
To ensure equal bias toward both cell fates, we use appropriate initial conditions
and input strength. We vary the level of external noise by changing η which is
the relative magnitude of external and internal noise, and evaluate the effect of η
on predictability via stochastic simulations (see Section 5.4.3 for further details on
stochastic simulations).
Note that this system is biased, and small deviations from the initial condition
would favor one cell fate over the other. Therefore, gene expression becomes in-
creasingly correlated with future cell fates over time. With external noise, we expect
predictability would increase slowly over time because gene expression will be weakly
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Figure 20: Analysis of single cell experimental data of phage-λ- infected E.
coli (courtesy of Zeng et. al. [201]). (A) Temporal changes in gene expression.
Color maps representing the probability of lysis (red) and lysogeny (blue) based on
lytic reporter pRE-RFP and lysogenic reporter pR-GFP. This probability of lysis and
lysogeny determines our prediction of a cell. If a cell exhibits gene expression in the
blue region, we predict that the cell would enter lysogeny. A cell is expected to enter
lysis with gene expression in the red region. For each cell, the final fate of cells is de-
noted by either x for lysis and o for lysogeny. The different colors of x and o represent
different time points (yellow for <10 mins and green for 120-130 mins). Note that
gene expression patterns are highly correlated with eventual cell fates after two hours.
That is cells predicted with lysogeny and lysis will predominantly enter lysogeny and
lysis, respectively, for most times. (B) Fraction of lysis for total population and sub-
populations predicted with lysis and lysogeny. Note that the fraction of lysis within
the total population stays almost constant over time, which suggest that cell fates are
unpredictable at the total population level. However, if we look separately at each
subpopulation based on temporal gene expression, each subpopulation shows increas-
ing tendency of entering a particular cell fate over time. Thus, prediction of lysis and
lysogeny becomes accurate as gene expression become increasingly correlated with
cell fates (C) Predictability for experimental data (diamond) and simulations from
a mechanistic model (solid line) of lysis-lysogeny decision switch [87]. The errorbar
represents the standard deviation from 10 independent simulations with same number
of cells from the experimental data (see Section 5.4.5 for details).
correlated to cell fates. Our analysis in Figure 19(B) demonstrates that the probabil-
ity of reaching more dominant cell fate at any given X decreases with increasing η.
Under an extreme level of η, noise may completely override the intrinsic bias, in which
case the probability curve would be similar to the unbiased case in Figure 18(C). In
addition, Figure 19(C) shows decreasing predictability with increasing η. Together,
these results demonstrate how external noise can negatively impact cell fate predic-
tion. Nonetheless, prediction of cell fate remains possible for a wide range of external
noise levels.
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5.2.4 Predictability for phage-λ-infected E. coli
Phage λ is one of the simplest organisms exhibit alternative cell fate determination
within infected bacterial hosts [146, 97, 137]. Lysis occurs when infecting phages
kill the host to release daughter phages. Phages can also integrate their genomic
material into the host chromosome to transmit vertically with the host, a phenomenon
known as lysogeny. Phage λ is an excellent model system to apply our quantitative
framework for the following reasons. First, cell fates are determined within a few
hours after infection and are clearly distinguishable. Second, the core GRN consists
of various feedbacks that induce bistability (or at least transient bistability [87]) in the
underlying dynamics. Third, fluorescence-tagged proteins that report the temporal
dynamics of viral gene expression are readily available. Here we analyze single cell
experimental data previously published by Zeng et. al. [201].
Our analyses of the experimental data show that lysis is strongly correlated with
high expression of a lytic reporter pR-GFP and low expression of a lysogenic re-
porter pRE-RFP (red lytic regime) as shown in Figure 20(A). In contrast, lysogeny is
strongly correlated with low pR-GFP and high pRE-RFP (blue lysogenic regime). We
predict a cell would enter lysis or lysogeny depending on if the gene expression is in
the lytic or lysogenic regime. Shortly after infection, most cells have low probability
of entering both lysis and lysogeny as most cells have gene expression near the border
between the lytic and lysogenic regime (see yellow + and o in Figure 20(A)). Over
time, however, most cells that we predict to enter lysis or lysogeny actually enter lysis
or lysogeny, and their gene expression moves deeper into either the lytic or lysogenic
regime (green o and +), leading to divergence of the cell populations based on cell
fate prediction by temporal gene expression. The divergence becomes increasingly
clear with time as shown in Figure 20(B). While the fraction of cells that enter lysis
remains nearly constant in the total cell population, the fraction of cells which later
enter lysis with gene expression in the lytic regime increases over time. Moreover, the
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Figure 21: Tradeoff between predictability and its scope. (A) The number of
cells that have not reached their final fates decreases as cells reach their final fates
over time. (B) The difference between correct and incorrect predictions is a non-
linear function with time. This represents the benefit and penalty of making correct
and incorrect predictions, respectively. If ultimate fate of a cell coincides with the
predicted cell fate by gene expression at a given time, the prediction is considered
correct. Otherwise, the prediction is considered incorrect. Predictions are made only
on the cells that have not reached their final fates.
fraction of cells entering lysis in the lysogenic regime decreases with time.
We have demonstrated that increasing divergence into subpopulations over time
may improve predictability with our simple models (Figures 18–19). Our analysis of
experimental data also confirms increasing predictability with increasing divergence
over time, as shown in Figure 20(C). Remarkably, this trend can be recapitulated
with our mechanistic model on lysis-lysogeny [87] (see Section 5.4.5 for detail). How-
ever, there is a large time delay in predictabilities from the experimental data and
simulations of the mechanistic model. The time delay in the experimental predictabil-
ity is most likely due to a delay in DNA injection [202, 135] and transcription anti-
termination [146]. In the experimental data, there are some cells which do not develop
into either lysis or lysogeny, and we refer them as nave cells. Nave cells are excluded
in the calculation of predictability, and their predictability does not increase with
time. This suggests that pRE-RFP and pR-GFP are not appropriate biomarkers for
predicting naive cells.
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5.2.5 Tradeoff between predictability and its scope
We have shown that intrinsic bias underlies an increasing correlation between the final
fate of a cell and its gene expression over time, and predictability increases over time.
However, increase in predictability does not guarantee better predictions for a popula-
tion of cells. It may neglect an intuitive observation: an increasing number of cells will
reach their final cell fates over time as shown in Figure 21(A). When we combine this
observation with predictability reveals an important insight for cell fate prediction
based on temporal dynamics of gene regulation. Because the predictability increases
over time, we can make increasingly better prediction for a given cell. However, the
number of cells to be predicted decreases as cells reach their eventual cell fates. This
suggests a tradeoff between predictability and its scope. To demonstrate this tradeoff,
we use the difference between correct and incorrect number of predictions as a pos-
sible optimization criterion for cell fate prediction (Figure 21(B)). A prediction of a
cell fate is considered correct if the ultimate fate of a cell is same as the predicted fate
by gene expression at a given time. Otherwise, a prediction is considered incorrect.
Therefore, the difference between correct and incorrect number of predictions serves
as a single metric that represents benefits (correct predictions) and costs (incorrect
predictions) associated with cell fate prediction at a given time [127]. In this case,
cell fate prediction is optimal when the difference is the greatest. Initially, the dif-
ference is negative due to more incorrect predictions, and this shows that cell fate
prediction based on early gene expression can be costly rather than beneficial. With
increasing predictability, cell fate prediction becomes increasingly beneficial, and be-
comes optimal at an intermediate time. This time point corresponds to a moderate
predictability and a large number of remaining cells to be predicted. As more cells
reach their final fates, the remaining cells become fewer over time. Note that the
difference between correct and incorrect predictions is bounded by the total number
of predictions, and this leads to a decreasing difference over time. These analyses
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demonstrate a counter-intuitive observation that cell fate prediction is optimal with
moderate predictability and a large number of cells to be predicted. This is because of
strong intrinsic bias that primes cells towards their final fates well before they reach
their fate. In other words, moderate predictability is sufficient to facilitate correct
predictions of ’primed’ cells toward cell fates. The tradeoff between predictability and
its scope is a form of speed-accuracy tradeoff due to the discount in the total possible
number of predictions over time [34].
5.3 Discussion
Focusing on the temporal dynamics of gene regulation, we have shown that divergence
of subpopulations biased towards particular fates can facilitate cell fate prediction well
before a marked change in phenotypes. In particular, we have developed a statistical
framework that translates temporal dynamics of gene regulation into predictability
as a function of time. Using simple models of gene regulation, we show that intrin-
sic biases can confer increasing predictability over time, but only if noise does not
override intrinsic biases. Moreover, we apply our statistical model to experimental
data of phage-infected bacteria and show that divergence of gene expression patterns
driven by intrinsic bias indeed improves predictability over time. Remarkably, this
can be recapitulated with our previously developed mechanistic model [87]. Despite
increasing predictability over time, we have also shown that the scope of predictabil-
ity is limited by the number of remaining cells as they enter their final cell fates. The
increasing predictability and decreasing scope over time leads to a tradeoff that can
be optimized by considering benefits and costs associated with cell fate prediction.
Our findings in this work suggest an optimal set of biomarkers and experimen-
tal strategies customized for a given system. This may be particularly important if
phenotypic changes result from fast changing dynamics [65] driven by intrinsic bias
and are independent of following slow dynamics (Figure 20). For such systems, only
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the biomarkers customized to capture fast dynamics will prove useful. With these
biomarkers it is critical that a high signal-to-noise ratio is maintained, as sufficiently
strong noise may override the intrinsic bias that drives fast changing dynamics (Fig-
ure 19). Here we considered cell fate determination as a Markovian process determined
only by the current gene expressions. However, history of cells can heavily influence
their future cell fate [30, 23] because gene expression reported by biomarkers reveals
only a tiny fraction of a cell’s internal state. In such cases, prediction of the cell’s
future based only on its current state would be difficult and may depend on the entire
history of gene expression. Finally, it has been shown that monitoring multiple genes
does not always lead to enhanced assessment of a cell’s state [191, 189]. This is due
to overlapping dynamics of these genes, highlighting that a dynamical understanding
of biomarkers is critical in designing appropriate biomarkers.
In our analysis, we assumed that the benefit of a correct prediction and the cost
of an incorrect prediction are exactly opposite and the optimal tradeoff arises when
the difference between correct and incorrect number of predictions is the greatest.
However, depending on the context the benefits and costs may need to be weighted
unequally based on the consequences of correct and incorrect predictions. For exam-
ple, breast cancer is very common, and can be fatal if diagnosed in a late stage [120].
In such case, the cost of a wrong prediction (false negative) would outweigh the ben-
efit of a correct prediction. In addition, benefits and costs associated with cell fate
prediction can have broader implications than counting simply correct or incorrect
predictions. Benefits may also include the gain of time interval between when a
correct prediction is made and when the cell reaches its final fate, while costs may in-
clude experimental efforts and materials to assess cell states at the given time. These
broader classes of costs and benefits will lead to different optimization results.
Then how can we find a system with potentially high predictive power? We have
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demonstrated gain of predictive power over time through our models and experimen-
tal data. However, it may not be easy to find a good model system or biomarker
for cell fate prediction. We expect temporal dynamics of gene expression may con-
fer significant predictive power under two conditions. First, cell fates are mediated
by the output of a coherent feed forward loop which has two inputs. Inputs may
turn on significantly earlier that the output, hence may serve as a cue for output
activation [116]. Second, when cell fates emerge as the result of a sequence of gene
regulation [88, 196, 157], gene expression intermediate genes is the key to determine
whether or not a cell would develop a specific fate.
Our statistical framework is based only on temporal dynamics of gene expression
patterns over time in a cell population. In principle, our framework can be generalized
to other biomarkers including morphological and metabolic states, given their states
diverge and become increasingly deterministic over time. For example, there are sev-
eral studies which try to combine cell culture data and tumor imaging to study the
relationship between cell proliferation and morphological characteristics [158]. In ad-
dition, these biomarkers, combined with gene expression patterns, may synergistically
enhance predictability.
5.4 Methods and Models
5.4.1 Calculation of predictability by temporal gene expression
Assume that there are N possible alternative phenotypes, and the dynamics of gene
regulation are autonomous (not time-dependent). All the phenotypes are mutually
exclusive. The temporal gene expression of a cell at a given time is represented as
~X(t) = (x1(t), x2(t), ..., xd(t)) where d is the dimension of gene expression states.
Consider a collection of time course trajectories of M cells starting from a known
distribution of initial conditions. The cell fate of j-th cell is denoted as Dj (1 ≥ Dj ≥
N). Assume that cells are identical and independent from one another (no cell-to-cell
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interactions). We are interested in which fate will a cell enter given a cell’s current
gene expression. The predictability, P(t), is the probability that the prediction based
on temporal gene expression coincides with the eventual cell fate as a function of
time. P(t) is calculated as the following:
1. Sort the cells into d-dimensional bins. A cell is assigned to a bin if the cell have
observed with gene expression corresponding to the bin at any time.
2. Calculate the number of cells for each bin.
3. Within a bin, count how many cell end up with i-th fate and calculate the
fraction of i-th decision, fi(~x), in the bin. fi( ~X) is the probability of i-th fate
when a cell have gene expression of ~x.
4. Make cell fate predictions based on temporal gene expression for a cell at a
given time. For each cell at a given time, compare the probabilities of all fates
and predict the most likely fate. A cell is predicted to enter i-th fate at time t
if max{fj( ~X(t)}j∈{1,2,...,N} = fi( ~X(t)).
5. At a given time, make predictions for all cells based on gene expression at that
time. Predictability, P(t), becomes the average of the probability of the most
likely fates for all cells.
5.4.2 Random walk model
We consider a random walk process in gene expression with a fixed step size. The
expression can change from X to either X + 1 or X − 1. Initial condition is always
X = 50. When the particle reach X = 0, it commits to fate 1 while reaching
X = 100 leads to fate 2. Once a cell reach either decision, that cell is removed from
the population, and there is no further prediction. The transition probabilities are
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denoted by q− and q+:
X
q+−→ X + 1 , (66)
X
q
−−→ X − 1 . (67)
The values of q− and q+ is shown in Figure 18(B). Note that depending on q− and q+
the time scale of entering cell fates can be different, and it is shorter when the system
is biased than when unbiased. To correct the difference in the time scale, we rescale
the time so that half the cells enter their corresponding cell fate by t = 1 (as shown
in Figure 18(D)).
5.4.3 Model of the positive feedback loop
To model a simple positive feedback loop, we use the Hill kinetics with the Hill







where X represents the protein number of a gene. α, β, and mX denote a basal
synthesis rate constant, a rate constant for the synthesis of X driven by environmen-
tal stimulation and degradation constant. For stochastic simulations of the positive
feedback loop, we adopt the chemical Langevin formulation [61] which allows for im-
plementation of intrinsic (reaction-dependent) and external (reaction-independent)
noise.
To ensure equal bias toward fate 1 and fate 2, we use appropriate initial condition
(X0=650) and input strength (β=1.03). Other parameters used in stochastic simu-
lations are as follow: α=0.02 and m=0. The threshold for fate 1 is defined as the
minimum level of X at which the system is at the high state (X=950). Similarly, the
threshold for fate 2 is defined as the maximum level of X at which the system is at
the low state (X=80).
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5.4.4 Single cell experiments of phage-λ-infected E. coli
Each E. coli cells was exposed to fluorescently labeled phage λ, and infected with
from 0 to no more than 10 phages. Cells infected with no phages are excluded from
the analysis. Phage absorption occurs at low temperature, and phage injection starts
only when there is an abrupt increase of temperature. Thus, multiple coinfection
occurs almost simultaneously. There are 523 experiments, and 845 trajectories in
total. Extra trajectories are due to cell division during the experiment. After cell
division event, the divided cells are discounted by the number of cell division in the
lineage, so that the estimation of odds ratio is not dominated by rapidly dividing
cells. Here we excluded naive cells which do not show any signs of phage infections
from the analysis.
5.4.5 Mechanistic model of the lysis-lysogeny decision switch
We use a previously published model by Joh and Weitz [87] which consists of mRNAs
and proteins of 4 genes, cI, cro, cII and Q, and an antisense mRNA, antiQ (see
Figure 11 and Equation (63)). The parameters are transiently divergent (see Table 2),
and the degree of partial gene dosage compensation is 0.5 (see Section 4.2.4). The host
cell volume is various from 0.5µm3 to 2µm3. Each simulation has 523 independent
simulations, and for each simulation the number of coinfecting phage is drawn from
the distribution of coinfection for experimental data (see Table 6 in Appendix C).
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CHAPTER VI
CONCLUSIONS AND FUTURE DIRECTIONS
There are decision switches in many biological systems. The initial motivation of this
dissertation came from the experimental observation that even temperate phages can
systematically alter their behaviors in response to external environmental conditions
which in this case are multiple coinfections [101]. Phages do not have any sensory
organs to interact with one another, and phage-phage interactions should happen
within a host cell. In this study we proposed a deterministic and stochastic model to
demonstrate switching from lysis to lysogeny with increasing number of coinfections.
However, this switching affects not only the gene expression pattern but also the
population dynamics of phages and hosts in natural environments. A population
model including hosts and phages would be necessary to determine if the switching
is evolutionarily optimized.
We also showed that copy-number-sensitivity of gene expression arises from mul-
tiple network motifs. Within a genome, different segments undergo different copy
number changes during cell division, and the location of a motif within a genome
determines the degree of copy number variation. Thus, copy-number-sensitive genes
may be more likely to be far from the origin of replication, and this spatial distribution
can be tested by comparing whole genome sequences and protein-protein interaction
networks. Also, to test the hypothesis of the partial gene dosage compensation I
propose an experimental study for phage-infected bacterial hosts.
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6.1 Summary of major findings
6.1.1 Effect of copy number of genetic components on gene expression
Our quantitative model of the lysis-lysogeny decision switch is one of the first models
which included the copy number of genetic components as an explicit parameter of
the model. This feature allowed systematic study of gene expression as a function
of copy number. Results from our model suggest that phages can alter their be-
haviors collectively in response to the number of coinfections. Interactions among
phages occur via the transcriptional responses of individual phage genomes to shared
gene products, in this case the regulatory proteins and mRNAs associated with the
lysis-lysogeny decision switch. Each phage has the same viral genome, and shares
its genetic circuits and gene products with one another. Strong nonlinearity within
transcriptional feedback is the critical feature which facilitates bistability and drastic
change in gene expression by small change in copy number. The range of viral concen-
tration with bistability depends on all kinetic parameters in the quantitative model,
which suggests that collective decision making in response to multiple coinfection is
a tunable evolutionary feature of the lysis-lysogeny decision switch.
We also demonstrated that this copy-number-sensitivity of gene expression pat-
terns occurs in other network motifs. In agreement with the lysis-lysogeny decision
switch, sufficiently strong nonlinearity in the transcriptional feedback is the key fea-
ture that leads to bistability. In more complex GRNs, changing the copy number of
a network motif can lead to qualitative change in gene expression patterns. The gene
expression pattern from the repressilator shows that either stationary or oscillatory
gene expression is possible depending on the copy number of the repressilator motifs.
These results suggest that there may be class of genes and pathways which can readily
develop novel gene expression patterns or new functions by duplication events.
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6.1.2 Decision switches mediated by temporal dynamics of gene expres-
sion
We used a mechanistic model based on first passage processes of regulatory protein
concentrations to determine the exact timing of entering different cell fates. Our
model is the first stochastic model which incorporated the viral concentration into
determining the fraction of lysogeny. In doing so, we quantified the stochastic response
of phage λ to multiple coinfections, and our results recapture the increasing fraction of
lysogeny with higher viral concentration. Previous experimental data suggest that at
a given viral concentration there is a systematic variation in the fraction of lysogeny
depending on the number of coinfections [201]. To explain this variation we proposed
a hypothesis of partial gene dosage compensation as an alternative mechanism, and
our hypothesis also demonstrate the systematic variation in response to multiple
coinfections. Moreover, our hypothesis is experimentally falsifiable.
Recent studies showed that the current state of a cell can be an indicator for
future cell fates [198, 36]. Here we use the temporal dynamics of gene expression
as the indicator, and showed that predictability, the probability of making correct
predictions, increases over time. This is due to emergence of qualitatively distinct
subpopulations by temporal gene expression, and cells in each subpopulation pref-
erentially enter one cell fate. Along with increase in predictability over time, cells
enter their corresponding cell fate over time. Thus, over time prediction on a specific
cell’s fate become increasingly accurate, but the total number of possible predictions




6.2.1 Effect of hosts on the lysis-lysogeny decision switch
Here we considered the lysis-lysogeny decision switch is mainly driven by gene regula-
tion of phage λ. The only factor from hosts that can affect cell fates is the volume of
host cells. However, there are other host factors which control the decision of lysis and
lysogeny. CII is a protein that is unstable and critical to establishing lysogeny. There
is a known protease HflA which cleaves CII into smaller fragments [94]. This suggests
that the physiological states of hosts other than the cell size may greatly affect the
bias between lysis and lysogeny. Moreover, phage λ have a protease inhibitor CIII
to regulate Hf1A activity [98], and interplay between phages and host cells might be
more complex than previously thought.
We assumed that the bacterial cytoplasm is well mixed at all times, but there are
increasing number of evidences that bacterial cytoplasm is not well mixed [182, 156].
Thus, localization of viral proteins may play a critical role determining infected host
cell’s fate, and interaction among coinfecting phages may be limited due to localization
of viral proteins. Moreover, phage λ is also known to preferentially inject viral DNA
at the cellular poles and equator [51, 201], and replicate viral DNAs near the region
of DNA injection. This suggests that there may be some host factors governing the
decision of lysis and lysogeny locally, and the bias between lysis and lysogeny might
be different between cellular equator and poles.
6.2.2 Defective phages
The single cell experiments by Zeng et. al. showed that a significant fraction (up
to 20%) of singly infected cells do not exhibit any signs of phage infection [201].
Although host cells might play a role by dissecting foreign viral DNA through a
mechanism like clustered regularly interspaced short palindromic repeats [16], phages
are often defective. It is known that phages made by lysogens are more likely to be
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defective [29] because viral DNA undergoes mutational decay during the lysogenic life
cycle which can be orders of magnitudes longer than the generation time of bacterial
hosts. This suggests that the number of viral genomes which successfully invaded a
host cell might be lower than the number of coinfections. Also, it is not known if
the fraction of phages that fail to infect a host is identical for each phage or if the
fraction of failed infection depends on the number of coinfections.
6.2.3 Complexity of the lysis-lysogeny decision switch
In this dissertation, we only considered only a fraction of genetic components within
the lysis-lysogeny decision switch for mathematical tractability. However, the entire
circuit governing the decisions of lysis and lysogeny is much more complex with more
than 10 viral genes [146]. A critical component that is not included in our models
is the antiterminator, N, and antiterminator proteins control gene regulation by pre-
venting transcription termination [62]. At sufficiently high N, genes downstream of
transcription termination sites will be transcribed. Thus, antiterminators can change
the topology of the GRN in a density-dependent manner. Also, in our models we did
not consider genes downstream of Q and CI, and assumed that an infected cell enters
lysis or lysogeny immediately after reaching the lytic or lysogenic threshold concen-
tration. In reality, there can be a significant time delay between reaching either
threshold and entering a cell fate due to the time to produce the genes downstream
of Q and CI.
6.2.4 Dynamics thresholds for first passage processes
In Chapter 4, we assumed that the decision of lysis and lysogeny is mediated by strict
first passage processes of regulatory proteins. Although first passage processes are
useful to determine the timing of entering each cell fate, they oversimplify the lysis-
lysogeny decision switch. Typically a cell fate is triggered by turning on downstream
pathways with mRNA transcripts or proteins. When these reactions occur depends
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on gene expression and binding affinities. Thus, a more realistic scenario would be
entering cell fates with some probability at a given gene expression. Since it is also
unlikely that an infinitesimally short pulse of sufficiently high gene expression would
lead to a cell fate, the time scale of sufficiently high gene expression may be an
important feature. First passage processes are known to be sensitive to noise [121],
but dynamic thresholds might lead to robust mean first passage time.
6.3 Future directions
6.3.1 Ecological and evolutionary study of host-phage dynamics
In this dissertation, we showed the viral concentration within a host cell determin-
istically and stochastically biases the fraction of lysogeny. However, how the viral
concentration affects the interplay between phage λ and its bacterial host is largely
an open question. Also, it is not clear if utilizing two alternative cell fates of lysis and
lysogeny is beneficial to phages. If we consider the dynamics of free living bacteria
and phages, the number of coinfections depends on densities of phages and hosts.
Only when the time scale between two successive phage infections are shorter than
the time scale of the lysis-lysogeny decision switch, multiple coinfections are expected.
Thus, ecological factors can drive the decision of lysis and lysogeny.
Moreover, the decision of lysis and lysogeny further changes the environmental
conditions for hosts and phages. Lysis directly leads to increases in phage density
and facilitates multiple coinfections. On the other hand, hosts with integrated viral
DNA, which are called lysogens, are immune to further infections [146] and may
serve as a sink for phages. To investigate the effect of lysis and lysogeny fully at the
ecological scale, a two-species population dynamics model would be necessary, and
there should be two mutually exclusive groups for the host population, which represent
susceptible hosts and lysogens. The dynamics between susceptible hosts and lysogens
should incorporate two decision switches: 1) the lysis-lysogeny decision switch and
87
2) the prophage induction switch when lysogens enter into the lytic pathway. Thus,
such a model should incorporate the full cycle of phage infections.
Such a model might reveal a number of interesting aspects of phage-host dynamics.
First, the model might lead to direct calculation of fitness for both lysis and lysogeny.
Estimating fitness of lysogeny has been difficult in part because there are multiple life
stages which are much longer than generation time of hosts. Fitness of lysogens might
reveal environmental conditions where lysogeny is evolutionarily favorable. Second,
the model can determine whether or not the phage λ optimizes their behaviors in
the natural setting. Sensitivity analysis of model parameters would indicate key
parameters which govern the host-phage dynamics. Lastly, investigating the viral
concentration dependence in other temperate phages may confer information on their
ecological conditions. There are many other temperate phages other than phage λ
that undergo the decision of lysis and lysogeny, but we know little about their natural
environmental conditions. For such a phage, measurement of the viral concentration
dependence on lysogeny and comparing it with phage λ model might lead to inference
on dynamical features of host-phage dynamics such as natural density of hosts and
phages, and the rate of the prophage induction.
6.3.2 Spatial distribution of copy-number-sensitive genes within a genome
We demonstrate that the copy number of various network motifs is a key parameter
governing gene expression patterns. This suggests that the gene expression may be
more sensitive to copy number changes than previously thought. Also, we identified
certain motifs can be highly susceptible to copy number variations, i.e., small change
in copy number might lead to drastic change in gene expression pattern. In slowly
growing cells, the copy number of any genes within a genome is expected to be one.
However, polyploidy, which means a cell have multiple copies of the same chromosome,
occurs in many organisms, and some bacteria have more than 10 copies of their
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chromosome under fast growing conditions [133, 114]. Moreover, the copy number
of a gene varies depending on the distance from the origin of replication and growth
rate. A recent study showed that early replicating genome regions are more highly
expressed due to higher copy number than other regions in the same genome [7].
This suggests that genes near the origin of replication undergo greater copy number
variation due to changes in growth rate than genes far from the origin. We expect
that the gene expression pattern within a cell should be robust to copy number
variation to maintain homeostasis. Thus, copy-number-sensitive genes might not be
located equally across the genome. If there are copy-number-sensitivity dependent
patterns within a genome, such patterns can be tested by combining known databases
on protein-protein interaction networks and whole genome sequencing. First, by
analyses of protein-protein interaction networks, we can identify lists of proteins of
a given species which are potentially sensitive to copy number variations. Then the
location of such proteins relative to the origin of replication can be mapped within
a whole genome. If our hypothesis is true, copy-number-sensitive genes might be far
from the origin of replication while early replicating genes would be insensitive and
robust to copy number changes.
6.3.3 Testing the hypothesis of partial gene dosage compensation
Phage coinfections inhibit host cell growth [201], but the exact mechanism of growth
inhibition is unknown. Here we proposed a hypothesis that partial gene dosage com-
pensation occurs in infected host cells with compensated transcriptional activity as
a potential mechanism. However, it is not clear if partial gene dosage compensation
is limited only to viral genes. Maybe partial gene dosage compensation is a general
mechanism within a host cell which applies to host chromosome, viral genomes and
even plasmids. To test if partial compensation acts at the level of transcription regula-
tion and the extent of compensation, we propose the following experiments. The first
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experiment would be to fuse a constitutive fluorescent reporter into the viral genome
of phage λ and measure the reporter expression level at various viral concentrations.
This would serve as a direct test for compensation in viral genes. A reporter in the
host chromosome which is regulated by viral proteins can serve as an alternative in-
direct test for compensation of viral genes because the level of compensation might
differ in the viral genome and the host chromosome. To check compensation within
the host genome, a constitutive reporter integrated into the host chromosome would
be sufficient. All the proposed experiments are designed to check if the partial gene
dosage compensation is limited only to the viral genome or applied even to the host
chromosome. We can distinguish if the compensation is at the level of transcription
or translation by applying RNA-seq to each proposed system [130].
6.4 Conclusions
We used simple quantitative models to investigate various aspects of the lysis-lysogeny
decision switch. Modeling the decision switch based on gene expression indicates a
possible mechanisms for multiple alternative behaviors. However, a multi-scale and
multi-species model would be necessary to fully assess consequences of this decision
switch under natural conditions. At least, we showed that even very simple GRNs can
lead to multiple gene expression pattern and even respond to different environmental
inputs. Due to the simplicity of our models, we expect they can be easily modified
and applied to other decision switches.
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APPENDIX A
SUPPLEMENTARY MATERIALS FOR CHAPTER 3
A.1 Positive Feedback
The dynamics of the positive feedback motif described in the main text are given by
the following system of differential equations:
ẋ = 2κ−y − 2κ+x2 + σm− γpx (69)
ẏ = −κ−y + κ+x2 + k−d1 − k+d0y (70)
ḋ0 = k−d1 − k+d0y (71)
ḋ1 = k+d0y − k−d1, (72)
ṁ = αd0 + βd1 − γmm, (73)
where x and y are the concentrations of protein monomers and dimers, respectively,
d0 and d1 are the concentrations of unoccupied and occupied promoters, respectively,
and m is the mRNA concentration. Parameters κ± denote the dimerization and de-
dimerization rates, k± are the binding and dissociation rates of the dimers to the
promoter site, σ is the translation rate, γm is the degradation rate of mRNA, γp is
the degradation rate of monomers, α is the basal transcription rate, and β is the
activated transcription rate. We ignore the degradation of dimers for the sake of
analytic tractability.
To understand how the steady state behavior of the above system depends on
copy number we shall derive a relation between N and the steady state monomer
concentration. First, we use a quasi-steady state approximation to obtain a protein
only analogue of the system. Note that translation of proteins is much slower than
dimerization and binding. It is also slower than mRNA transcription. Therefore, we
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may simplify the full system by assuming that the fast variables are always at their
steady states. Setting the corresponding derivatives (that is, derivatives of all the
variables except x) to zero we obtain the following set of equations:
0 = −κ−y + κ+x2 + k−d1 − k+d0y (74)
0 = k−d1 − k+d0y (75)
0 = k+d0y − k−d1, (76)
0 = αd0 + βd1 − γmm. (77)



















where cp = κ+/κ−, cd = k+/k−, and the total concentration of promoter sites is
d = d0 + d1. Substituting these expressions into Equation (69) and recalling that








Here, we do not make use of the dynamical prefactors introduced in [52, 20] since
we focus solely on the steady state behavior of the system. Notice that steady states
of this equation completely determine steady states of the original model via Equa-
tions (78–81). Therefore, it is enough for us to analyze the protein only analogue.
It is convenient to rescale the above equation. Setting u =
√





cpcd/γmγp, τ = γpt, and denoting derivative with respect to τ by a prime
we get





The relation between N and the (rescaled) steady state monomer concentration,
which we denote by ū, is obtained by setting the left hand side of Equation (83) to
zero. We find that




Real non-negative solutions to the above equation are biologically relevant steady
states of Equation (83). Regarding N as a function of ū, such solutions are precisely
the intersections of horizontal lines N = const with the graph of the function. Notice
also that Equation (84) is equivalent to a cubic equation and therefore can have one or
three real non-negative roots, depending on the parameters. Thus, we can expect that
changing copy number, N , may lead to a transition from one to three (or vice-verse)
steady states. Such a transition occurs through a saddle-node bifurcation, and the
values of N when it happens can be found as solutions to the equation ∂N /∂ū = 0,
that is
β̂ū4 − (β̂ − 3α̂)ū2 + α̂
(α̂ + β̂ū2)2
= 0 (85)
Since the denominator is always greater than zero, we get the following bi-quadratic
equation:
ū4 − (1− 3a)ū2 + a = 0, (86)




(1− 3a)2 − 4a
2
.
Since we are interested in simple real roots we need the right hand side to be real and
positive. Therefore, we need
1− 3a > 0, (87)
(1− 3a)2 − 4a > 0. (88)
Remembering that a > 0, the solution to these inequalities is given by a < 1/9,
or equivalently β > 9α. Thus, if this condition is satisfied then there will be two
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saddle-node bifurcations at























Equation (84) has only one real positive root for very small or very large N . Also,
the derivative ∂N /∂ū is positive for ū ∈ (0, ū−) ∪ (ū+,∞) and negative for ū ∈
(ū−, ū+). Thus, the system has a single steady state, which is a stable node, for
N ∈ (0,N−) ∪ (N+,∞) and three steady states, two stable nodes and a saddle, for
N ∈ (N−,N+).
A.2 Bistable Feedback
The mathematical model of the bistable feedback motif is given by the following
system:
ẋi = 2κ−yi − 2κ+x2i + σmi − γixi (89)
ẏi = −κ−yi + κ+x2i + k−di − k+d0yi (90)
ḋ0 = k−(d1 + d2)− k+d0(y1 + y2) (91)
ḋi = k+d0yi − k−di, (92)
ṁi = αid0 + βidi − γmmi, (93)
(94)
where i = 1, 2, xi and yi are the concentrations of monomers and dimers, respec-
tively, d0 is the concentration of unoccupied promoters, di are the concentrations
of promoters occupied by the first and the second proteins, and mi are the mRNA
concentrations. Parameters αi and βi, are the basal and enhanced/suppressed tran-
scription rates and γi are the monomer degradation rates. The rest of the parameters
have the same meaning as in Appendix A.1.
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Following the steps described in Appendix A.1, we now derive a relation between
the steady state monomer concentrations and copy number. First, we obtain a protein
only analogue of System of Equations (89–93) by setting derivatives of all the variables
































where cp = κ+/κ−, cd = k+/k−. The protein only analogue is obtained by substituting











where we also used the fact that d = NC. Steady states of this simplified system,
which we denote by x̄i, completely determine steady states of the original system via













cpcdx̄i, α̂i = Cαiσ
√
cpcd/γmγi, and β̂i = Cβiσ
√
cpcd/γmγi we obtain a
rescaled version of the above equations:
0 = N α̂i + β̂iū
2
i




This system is equivalent to
N



























After a detailed analysis of the above relation [123] we find that if





then the system undergoes at least two consecutive saddle-node bifurcations as we
change copy number. Moreover, if
γ22β1α1 ≫ γ1β2,
then only two bifurcations can happen for reasonably small values of N .
A.3 Toggle Switch
We model the dynamics of the toggle switch motif with the following system of dif-
ferential equations:
ẋi = 2κ−yi − 2κ+x2i + σmi − γixi (105)
ẏi = −κ−yi + κ+x2i + k−di+1 − k+d0,i+1yi (106)
ḋ0,i = k−di − k+d0,iyi+1 (107)
ḋi = −k−di + k+d0,iyi+1 (108)
ṁi = αid0,i + βidi − γmmi, (109)
where i = 1, 2, and to simplify the index notation we assume that 2+1 = 1, that is the
index wraps back to 1 once it becomes greater than 2. The variables and parameters
have the same meaning as in Appendix A.2, except that d0,i and di denote free and
occupied promoters of the i-th gene.
A protein only analogue of Equations (105–109) is obtained by setting derivatives
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where cp = κ+/κ−, cd = k+/k−, and substituting these expressions into Equa-











To find a relation between copy number, N , and the steady state monomer con-
centrations we set the right hand side of the above equations to zero. After some
algebra we get the following system:















where we used the following rescaling: ūi =
√






A detailed analysis of the above relation [123] reveals that if the following condi-
tions hold:





















































then the system undergoes two consecutive saddle-node bifurcations as we change
copy number.
A.4 Repressilator
We use the following standard mathematical model of the repressilator [20]:
ẋi = 2κ−yi − 2κ+x2i + σmi − γpxi (117)
ẏi = −κ−yi + κ+x2i + k−di+1 − k+d0,i+1yi (118)
ḋ0,i = k−di − k+d0,iyi+2 (119)
ḋi = −k−di + k+d0,iyi+2 (120)
ṁi = αd0,i − γmmi, (121)
where α and γp denote transcription and monomer degradation rates, which are the
same of all three genes, and the rest of the variables and parameters have the same
meaning as in Appendix A.2. We start our analysis by obtaining a quasi-steady state
approximation of Equations (117–121). Since variables yi, d0,i, and di change much
faster than xi and mi, we set their derivatives to zero. Solving the resulting system
















where cp = κ+/κ−, cd = k+/k−. Substituting these expressions into Equation (117)
and Equation (121) and recalling that d = NC we obtain the following QSSA:






It is convenient to rescale this system by setting ui =
√





, α̂ = Cασ
√
cpcd/γmγp, and τ = γmt. Denoting derivatives with respect to τ
by a prime, we obtain





This system can be shown to have a single symmetric steady state given by ūi = n̄i =
ū, where ū is the unique solution of the following cubic equation:
ū+ ū3 = N α̂. (126)
We shall now investigate how stability of this steady state depends on the copy
number. In particular, we shall see whether changing N can cause a Hopf bifurcation.
























































































A simple computation shows that the Jacobian of the right hand side at the steady






























A Hopf bifurcation happens when a pair of conjugate eigenvalues of the Jacobian
cross the imaginary axis. It can be shown that that the characteristic polynomial of
the Jacobian is given by
det(J − λI6) = (γ̂ + λ)3(1 + λ)3 + 8γ̂3f 3(ū).
It is now easy to find the eigenvalues. In particular, the real part of the conjugate
eigenvalues that can cross the imaginary axis is given by:








a2 + b2 + a,
where
a = (1− γ̂)2 + 4γ̂f(ū), b = 4
√
3γ̂f(ū).
To find when the corresponding eigenvalues cross the imaginary axis we equate the
above expression to zero. After some simplification we obtain the following equation:
3γ̂f 2(ū) + (1 + γ̂)2f(ū)− (1 + γ̂)2 = 0.
Solving it with respect to f(ū) and taking into account that f(ū) = ū2/(1 + ū2) > 0
we obtain




1 + γ̂ +
√
(1 + γ̂)2 + 12γ̂
.
A simple analysis of the functions f(ū) and g(γ̂) shows that Equation (128) has a
unique solution for each fixed γ̂. Employing Equation (126), the copy number at








Our parameter estimates are approximate. They are in range with experimental
measurements and typical values for dimerization, binding, transcription, translation
and degradation in bacteria and viruses [4]. The approximate kinetic values common
for the four motifs are as follows: κ+/κ− = 10
7 M−1, k+/k− = 10
7 M−1, σ = 0.5min−1,
C = 10−9M, γm = 0.1min
−1. Kinetic values specific for each of the motifs are:
Positive feedback: α = 0.025min−1, β = 1.7min−1, γp = 0.05min
−1.
Bistable feedback: α1 = 0.1min
−1, β1 = 2.4min
−1, γ1 = 0.08min
−1, α2 =
0.8min−1, β2 = 0.01min
−1, γ2 = 0.06min
−1.
Toggle switch: α1 = 10.12min
−1, β1 = 0.22min
−1, γ1 = 0.08min
−1, α2 =
5.2min−1, β2 = 0.52min
−1, γ2 = 0.06min
−1.




SUPPLEMENTARY MATERIALS FOR CHAPTER 4
B.1 Probability of an active promoter
We assume that promoters are in thermodynamics equilibrium with transcription
factors, and given concentrations of transcription factors the probability of a specific
configuration is constant. Table 3 and Table 4 list all the possible configurations of
promoters. The probability of i-th configuration is given as
fi =
exp(−∆Gi/RT )[CI2]ki[RNAP ]ji [CRO2]li
∑
i exp(−∆Gi/RT )[CI2]ki[RNAP ]ji [CRO2]li
for PR/PRM (130)
gi =
exp(−∆Gi/RT )[CII4]mi [RNAP ]ji
∑
i exp(−∆Gi/RT )[CII4]mi [RNAP ]ji
for PRE , (131)
where Gi is free energy. fi and gi is the probability of i-th configuration for PR/PRM
and PRE , respectively. ji, ki, li and mi represent the numbers of RNAP, CI, CRO and
CII bound to the promoter. Note that a single RNAP occupies both OR1 and OR2
of PR/PRM . PRM transcribes basally when RNAP is bound at OR3. When RNAP
and CI binds to OR3 and OR2, respectively, transcription by PRM occurs at enhanced
rate (activated). PR is active only when RNAP is bound at OR2/OR1 and OR3 is
not occupied with CI. PRE is only active when RNAP and CII binds to O2 and O1,
respectively, hence r4 is the only configuration for possible CI transcription. Thus,
the probability of transcribable configurations at each promoter, f basalRM , f
act
RM , fR and
fRE , can be represented as
f basalRM = f10 + f13 + f15 + f23 + f24 + f26 + f39 ,
factRM = f9 + f12 + f40 ,
fR = f14 + f15 + f25 ,




























































































































Figure 22: Probability of transcription initiation by (A) basal and (B)
activated PRM , (C) PR and (D) PRE as functions of total transcription
factor concentrations. Note that fRM and fR is a function of CI and CRO dimer
concentrations whereas fRE is a function of CII tetramer concentration. By using
quasi-steady-state approximation among monomers, dimers and tetramers, a fixed
value of total concentration denotes a unique value of dimer/tetramer concentration.
We assume the concentration of RNAP within a cell is constant at 30 nM . The
probabilities of activation for PR, PRM and PRE as functions of total concentrations
of CI and Q are shown in Figure 22.
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Table 3: Configurations of PR/PRM and their total free energies [163].
State OR3 OR2 OR1 Free Energy (kcal)
s1 ∅ ∅ ∅ 0
s2 ∅ ∅ CI −11.7
s3 ∅ CI ∅ −10.1
s4 CI ∅ ∅ −10.1
s5 ∅ CI CI −23.7
s6 CI ∅ CI −21.8
s7 CI CI ∅ −22.2
s8 CI CI CI −33.8
s9 RNAP CI ∅ −21.6
s10 RNAP ∅ CI −23.2
s11 CI RNAP RNAP −22.6
s12 RNAP CI CI −35.2
s13 RNAP ∅ ∅ −11.5
s14 ∅ RNAP RNAP −12.5
s15 RNAP RNAP RNAP −24.0
s16 ∅ ∅ CRO −10.8
s17 ∅ CRO ∅ −10.8
s18 CRO ∅ ∅ −12.1
s19 ∅ CRO CRO −21.6
s20 CRO ∅ CRO −22.9
s21 CRO CRO ∅ −22.9
s22 CRO CRO CRO −33.7
s23 RNAP CRO ∅ −22.3
s24 RNAP ∅ CRO −22.3
s25 CRO RNAP RNAP −24.6
s26 RNAP CRO CRO −33.1
s27 ∅ CRO CI −22.5
s28 ∅ CI CRO −20.9
s29 CI ∅ CRO −20.9
s30 CRO ∅ CI −23.8
s31 CI CRO ∅ −20.9
s32 CRO CI ∅ −22.2
s33 CRO CI CI −35.8
s34 CI CRO CI −32.6
s35 CI CI CRO −33.0
s36 CI CRO CRO −31.7
s37 CRO CI CRO −33.0
s38 CRO CRO CI −34.6
s39 RNAP CRO CI −34.0
s40 RNAP CI CRO −32.4
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Table 4: Configurations of PRE and free energies [80].
State O1 O2 Free Energy (kcal)
r1 ∅ ∅ 0
r2 ∅ RNAP −9.9
r3 CII ∅ −9.7
r4 CII RNAP −21.5
B.2 Stochastic simulation of phage λ switch
Eq. (3) represents the quantitative model of phage λ decision switch. Such a system of
ordinary differential equations based on first order reaction kinetics can be turned into
a stochastic model by using the Monte Carlo algorithm described by Gillespie [61].
All the reactions are listed in Table 5 (see Section 4.4 for definitions of parameters).
Note that f basalRM , f
act
RM and fR are functions of CI and CRO dimer concentrations
while fRE and faQ are functions of CII tetramer concentration. To demonstrate the
response to viral concentration (M/V ), we vary V from 0.5 to 2µm3. V is an explicit
parameter within reaction rates, and it also indirectly affects the system dynamics
since the concentration change by a transcription, translation and degradation event
is linearly proportional to 1/V .
B.3 Effect of thresholds on decision making
Thresholds are key parameters within first passage process models. In this section,
we show how decision thresholds affect the functional and temporal characteristics of
cell fate decisions. Recall that CI and Q threshold concentrations are associated with
binding affinity of transcription factors and probability of forming a DNA loop [187],
and may differ between viral strains. For the first set of analysis in Results the thresh-
olds were set at 100 nM for both CI and Q (later we modified this when considering
the partial gene dosage compensation mechanism). The fraction of lysogeny as a func-
tion of M can be changed by tuning thresholds (see Figure 23(A) for M = 1). We
find that the fraction of lysogeny increases for all M by lowering the CI threshold and
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Table 5: Stochastic reactions of transcription, translation and degradation.
X , Y , Z and Q represent total concentrations of CI, CRO, CII and Q, respectively
where as mx, my, mz, mQ and maQ are mRNA concentrations. V is the volume of
the infected host cell. See Section 4.4 for description of other parameters
increasing the Q threshold for a given M/V . On the contrary, a lower Q threshold or
higher CI threshold leads to a smaller fraction of lysogeny. Note that the response to
viral genome concentration is determined by the fractions of lysogeny across various
M/V , and thresholds change the fraction of lysogeny for all M/V . Thus, even if
decisions can be tuned to be almost lytic or lysogenic at a given M/V , there might
be a limit of how sensitive the fraction of lysogeny can be to the change of the vi-
ral genome concentration. So far we mainly focused on the fraction of lysogeny, the
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Figure 23: Effect of thresholds on decision making (A) Functional (fraction of
lysogeny) and (B) temporal (mean decision time) effect of thresholds at M = 1 when
transiently divergent. Black circle shows CI and Q threshold for simulation in the
previous section.
functional aspect of alternative decision making, but threshold concentrations also
determine the speed at which decisions are made. Given fixed kinetic parameters, it
takes less time to produce a small amount of viral proteins, so lower thresholds lead to
faster decision time (see Figure 23(B)). Extreme values of thresholds lead to shorter
decision times but also tend to produce non-heterogeneous decisions as a function of
variation in extrinsic parameters. Hence, faster decisions may come at the expense
of the ability of the viral GRN to bias cell fate determination as a function of the
extrinsic parameter, M/V .
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APPENDIX C
SUPPLEMENTARY MATERIALS FOR CHAPTER 5
C.1 Probability of each cell fate in the experimental data
Even if the focuses of cell fate prediction in phage infected bacteria are lysis and
lysogeny, some cells does not develop any signs of phage infections. Here we denote
such cells as naive which accounts for 19% of cells in the dataset. This can be due to
host defense mechanisms [16] or defective phages. The probability of each cell fate is
shown in Figure 24(A,B,C). Naive cells are associated with low levels of pRE-RFP and
pR-GFP which is expected gene expression without any infecting phages. During the
experiments, host cells can be infected by multiple phages, and simultaneous infection
is assured by inhibiting DNA injection from phages. The number of coinfecting phages
varies 1 to 5 or more per an infected cell, and fractions of multiple coinfections are
shown in Table 6.
C.2 Probability of lysis and lysogeny from the mechanistic
model
We applied our methods to the simulations of lysis-lysogeny decision switch [87]. The
probability of lysis and lysogeny is shown in Figure 25(A,B) showing that lysis and
lysogeny is associated with high expression level of Q and CI, respectively.
Table 6: Fractions of multiple coinfections in the experimental dataset. M
denotes the number of coinfecting phages.
Number of coinfections M = 1 M = 2 M = 3 M = 4 M = 5
Fraction 0.39 0.25 0.13 0.09 0.14
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Figure 24: Probability of each cell fate from experiments. Probabilities of (A)
lysis, (B) lysogeny and (C) naive cells as function of pRE-RFP and pR-GFP reporter
expression level. (D) Prediction of cell fates by temporal dynamics of gene expression.
The colored map represents the most likely fate in each bin of gene expression. Red,
blue and green regions denote gene expression predicted with lysis, lysogeny and naive
cells, respectively. Black region represents expression with no data.
Figure 25: Probability of (A) lysis and (B) lysogeny as a function of gene
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