In a companion article in this issue, parameter estimation using exponential models was addressed when the form of the model is known (i.e., when the number of exponentials and whether a constant offset is present are known). In this article, we apply Bayesian probability theory to the problem of determining the functional form of the model. The calculations are implemented using Markov chain Monte Carlo with simulated annealing to draw samples from the joint posterior probability for the parameters and the functional form of the model. Monte Carlo integration is then used to approximate the marginal posterior probabilities for all the parameters, including the number of exponentials and whether a constant offset is present. Examples using empirical data are given to illustrate the calculations.
INTRODUCTION
In a companion article in this issue (1) , the parameter estimation problem given an exponential model was addressed using Bayesian probability theory. In that article, the number of exponentials and whether a constant offset is present were assumed to be known. As demonstrated in (1) , if the exponential model is not in one-to-one correspondence with the data, the parameter estimates may significantly disagree with the estimates obtained using the correct model. Consequently, it is important for the model to correspond exactly to the data. In this article, we apply Bayesian probability theory to the problem of determining the number of exponentials and whether a constant offset is present.
The set of models considered has four different functional forms. The most complex model considered is
A j exp͕Ϫ␣ j t i ͖ ϩ n i [1] where d i is the data item sampled at t i , C is the constant offset, A j and ␣ j are the amplitude and decay rate constant of the jth exponential, n i represents the noise or measurement error, and m is the number of exponentials. The second form is
A j exp͕Ϫ␣ j t i ͖ ϩ n i [2] where this model differs from the first in that the constant offset is not present. Finally, the last two functional forms are the two degenerate cases: no signal, d i ϭ n i [3] and constant offset only
THEORY
In Bayesian probability theory, model selection problems are solved by computing the posterior probability for the model given the data and the prior information. To perform this calculation, the model must be part of the inference problem. Equations [1] [2] [3] [4] are the four different functional forms considered, but those equations do not by themselves designate a model. For example, Eq.
[1] is a set of m different models. To indicate a model, we define a model indicator u. If we designate the no-signal model as u ϭ 0 and the constant-offset model as u ϭ 1, then a natural progression would be to designate a single exponential with no constant as u ϭ 2, a single exponential with a constant as u ϭ 3, a biexponential with no constant as u ϭ 4, and so on. Thus, the model indicator takes on values uʦ {0, 1, . . . , U max }, where U max is the maximum value of the model indicator, which we assume to be known. In the program that implements this calculation, the maximum is set to U max ϭ 9, four exponentials plus a constant. The reason we do not go higher is that distinguishing four exponentials plus a constant already requires hundreds of data values with signal-to-noise ratios of many thousands.
As noted, in Bayesian probability theory the model selection problem is solved by computing the posterior probability for the model. In this case, that means computing the posterior probability for the model indicator given the data and the prior information. This posterior probability is represented symbolically by P(u͉D I), where D represents all of the data and I represents all of the prior information. Arguments appearing inside a formal probability symbol are hypotheses. For example, when u ϭ 5, the hypothesis we are making inferences about is of the form, "When the data were taken, the signal was biexponential plus a constant." Similarly, if u ϭ 2, the hypotheses is of the form, "When the data were taken, the signal was single exponential without a constant." Eventually, we reach the point where we assign numerical values to represent probabilities. Then parameters appearing in these assignments will be numbers that designate hypotheses. A notation could be developed that distinguishes these two different usages, but such notation would be clumsy at best and the distinction between a hypothesis and a parameter is usually clear from the context of the equations.
To compute the posterior probability for the model indicator, one applies Bayes' theorem (2, 3) to obtain
The three terms on the right-hand side of this equation are the prior probability for the model indicator, P(u͉I ), the direct probability for the data given the model indicator, P(D͉uI), and the probability for the data given the prior information, P(D͉I). The probability for the data given the prior information is computed from the joint probability for the data and the model indicator given only the prior information, P(uD͉I ), by application of the sum rule:
P͑u͉I͒ P͑D͉uI͒. [6] Examining Eq. [6] , we see that this probability is exactly the quantity needed to ensure that Eq. [5] is normalized. If we normalize Eq. [5] at the end of the calculation, the normalization constant can be dropped giving P͑u͉DI͒ ϰ P͑u͉I͒ P͑D͉uI͒. [7] The probability for the data given the model indicator and the prior information, P(D͉uI), depends only on the data and u; yet any given model has parameters (i.e., hypotheses) associated with it. Even the degenerate no-signal model, u ϭ 0, has a standard deviation associated with it. Consequently, P(D͉uI) must be a marginal probability. Marginal probabilities are probabilities that have had the dependence on one or more hypotheses removed using the sum rule of probability theory. If we designate the parameters in the indicated model as ⌿ u , the probability for the data given the model indicator, P(D͉uI), may be computed from the joint probability for the data and the parameters, P(⌿ u D͉uI ), by application of the sum rule:
P͑D͉uI͒ ϭ ͵ d⌿ u P͑⌿ u D͉uI͒ [8] where the integral is over all parameters in the indicated model. If u ϭ 5, the biexponential plus a constant model, then
where is the standard deviation of the prior probability for the noise. Consequently, when u ϭ 5, the integral is six-dimensional. Note that this equation involves the dual usage of hypotheses and parameters; inside P(⌿ u D͉uI ), the ⌿ u designate hypotheses, whereas outside, in the integral, they designate numbers.
The integrand in Eq. [8] may be factored using the product rule of probability theory to obtain P͑D͉uI͒ ϭ ͵ d⌿ u P͑⌿ u ͉uI͒ P͑D͉⌿ u uI͒. [9] where P(D͉⌿ u uI) is the direct probability for the data given the parameters and the model indicator, and P(⌿ u ͉uI) is the prior probability for the parameters given the model indicator.
Substituting the probability for the data given the model indicator, Eq. [9] , into the posterior probability for the model indicator, Eq. [7] , gives P͑u͉DI͒ ϰ P͑u͉I͒ ͵ d⌿ u P͑⌿ u ͉uI͒ P͑D͉⌿ u uI͒.
[10]
The integrand in Eq. [10] is the prior probability for the parameters given the model indicator times the direct probability for the data, given the parameters and the model indicator. This integrand is the posterior probability for the parameters given the model indicator, and the calculation of this probability was addressed in (1) . The details of factoring and assigning these probabilities are not repeated here, and we use the results from (1) .
First, the prior probability for the model indicator, P(u͉I), must be assigned. Following (1), we assign this prior probability using a bounded Gaussian of the form:
otherwise, [11] for which the mean model indicator is 4 (biexponential with no constant), the maximum is 9 (four exponentials plus a constant), and the standard deviation of this prior probability is 3. Consequently, this prior expresses a slight preference for biexponentials and indicates that we think it about one fourth as likely that the number of exponentials is as high as 4 or as low as 0. One could easily modify this prior to allow models with higher orders but as noted, exceedingly high-quality data would be required to justify such an analysis.
DISCUSSION
One could evaluate the integral in Eq. [10] for each value of the model indicator. Indeed, the Markov chain Monte Carlo simulation that implements the calculation in (1) does just that for each model processed. As a result, one can do simple model comparisons using the algorithm described in (1) . However, the process is cumbersome and inefficient. It is better to treat the model indicator as a parameter and sample all the parameters, including the model indicator, using Markov chain Monte Carlo to approximate the Bayesian posterior probability. The integrals in Eq.
[10] are then evaluated using Monte Carlo integration. When this is done, the target distribution of the Markov chain is the joint posterior probability for all of the parameters, including the model indicator, Eq.
[10], without the integrals. The calculation is implemented using Markov chain Monte Carlo with simulated annealing. In simulated annealing, one introduces an annealing parameter to facilitate exploring the parameter space. The annealing parameter, ␤, is introduced around the joint posterior probability for the parameters given the model indicator:
The inverse of ␤ is often referred to as an annealing temperature.
To implement this calculation, multiple Markov chain Monte Carlo simulations are run in parallel using Eq.
[12] as the target distribution. The simulations are initialized with samples from the prior probabilities. To initialize a simulation, a random sample is drawn from the prior probability for the model indicator. For example, if this model indicator was for a two exponential plus a constant model, then samples for the two decay rate constants, the two amplitudes, and the constant offset are drawn randomly from their respective prior probabilities. The six parameters (C, Table 1 illustrates the model selection process as a function of the annealing parameter using 100 independent simulations. The first column is the current value of ␤. The second column is the logarithm of the likelihood averaged over the 100 simulations, and the remaining columns are the number of simulations having a given model indicator, u. When the annealing process begins, ␤ ϭ 0, and the simulations are distributed according to the prior probability for the model indicator. This is can be seen in the first row of Table 1 . For example, the 16 under the "2" heading means there were 16 simulations having two exponentials with no constant. Because we use a slightly informative prior probability for the model indicator, most of the simulations cluster around the one, two, and three exponential models.
A Metropolis-Hastings algorithm (4, 5) was used to implement the Markov chain Monte Carlo simulation. In a Metropolis-Hastings algorithm, one proposes a new value for one of the parameters, calculates Eq.
[12] using the new parameter, and then accepts the new parameter if the probability increases. If the probability decreases, the new parameter may still be accepted. If the odds ratio (new probability/ previous probability) is greater than a randomly drawn uniform deviate, the new parameter value is accepted. Otherwise, the new parameter is rejected and the simulation, the parameters, remain unchanged.
The proposed value of a new parameter is generated using a Gaussian random number generator centered on the old value of the parameter. The standard deviation of this Gaussian is adjusted between annealing steps to keep the acceptance rates around 25% for a given type of parameter. Acceptance rates greater than about 30% imply the simulations are not adequately exploring the parameter space, whereas acceptance rates lower than about 20% imply the simulations are not sampling the posterior probability adequately.
Proposals for the model indicator are more difficult because when the model indicator changes, all of the parameters change. We propose a change in the model indicator by increasing or decreasing the model indicator randomly using a Gaussian random number generator. The parameters associated with the new model indicator are proposed by cloning an existing model, if possible, or by sampling the prior if no model of the proposed type exists. In either case, the proposed model parameters, excluding the model indicator, are simulated until the Metropolis-Hastings algorithm reaches equilibrium at the current value of the annealing parameter. The proposed model and all of its parameters are then accepted or rejected using the criteria described in the previous paragraphs.
At a fixed value of the annealing parameter, each simulation is processed in parallel and completely independently of the other simulations. Each parameter in each simulation is processed at least 25 times. After the simulations reach equilibrium at a given value of the annealing parameter, one line of the report shown in Table 1 is generated. The annealing parameter is then increased. The simulations are sorted by the joint posterior probability for the parameters (computed at the new value of the annealing parameter) and a number, 3%, of the simulations 
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having the lowest posterior probabilities are replaced by higher probability simulations. This step, removing low probability simulations, is essential to make sure simulations do not get stuck in a local maximum of joint posterior probability, Eq.
[12]. Finally, the entire process is repeated until the annealing parameter reaches one. When the annealing process is finished, ␤ ϭ 1, the simulations have distributed themselves into the joint posterior probability for the parameters and the model indicator. To understand how the simulations do this, think of the simulations as a swarm looking for the maximum of the joint posterior probability. When the simulations starts, ␤ ϭ 0, and the simulations distribute themselves over the allowed parameter and model space. For small values of the annealing parameter, the simulations easily transition between different models. This effect is illustrated in Table 1 because at small annealing parameter values the number of simulations having a given model indicator keeps changing.
As the annealing parameter increases, the joint prior probability for the parameters and the direct probability for the data given the parameters becomes increasingly important. Suppose a proposed model has two exponentials plus a constant, and the data have two exponentials. The signal is already fit down to the noise by the two exponential model, so the constant fits the noise. The likelihood function, essentially P(D͉ ⌿ u uI), cannot increase much because the signal is already fit to the noise by the embedded two-exponential model. However, the prior probability for the constant decreases the joint posterior probability, so transitions to this model are not favored. As the annealing parameter increases, the swarm spends less and less time searching this model because the peak in the joint posterior probability is not there. This effect is again illustrated in Table 1 because complicated models are abandoned as the annealing parameter increases; the extra parameters do not improve the fit to the data, and the prior probabilities rule the complicated models out.
Similarly, if a model is proposed that has fewer exponentials than needed to model the data, the likelihood will not be able to fit the data as well as a two-exponential model. In this case, transitions to the simpler model will almost certainly stop as the annealing parameter increases. Again, the swarm stops visiting models that cannot fit the data down to the noise. What one typically sees is a sharp cutoff below which the models cannot fit the data. Note that the cutoff is pronounced in Table 1 . By the time the annealing parameter has reached 0.9, few simulations visit these low-probability models.
The results of Markov chain Monte Carlo simulations are only meaningful if those simulations have converged. In this context, convergence means that the simulations have reached a stationary point of the distribution. At a stationary point, the mean and standard deviations of the samples become time independent. We assess convergence visually by plotting the logarithm of the posterior probability for each simulation as a function of time. Because each simulation independently samples the posterior probability, its trajectory should be a random walk. Thus, when converged, a plot of all the trajectories is stationary, random, and exhibits no discernible patterns.
Within a given model, the distribution of simulations reflects the joint posterior probability for the parameters given the model indicator. Across models, the distribution of simulations reflects the joint posterior probability for the model indicator. The program uses all of the samples from all of the highprobability models to output parameter estimates and histograms. The histograms are used for display purposes only and provide a visual representation of the marginal posterior probability for each parameter given the model indicator. The parameter estimates are in the form of a mean and standard deviation of the samples from a given model indicator. The program also outputs the parameters from the simulation that had the maximum joint posterior probability given the model indicator. Because these estimates are computed from the samples drawn from the joint posterior probability for the parameter given the model indicator and the data, they are identical (to within the uncertainty in the estimate) to those obtained using the calculations presented in (1) .
For more information on Markov chain Monte Carlo, see (6, 7) , and for more details on how to implement model selection within simulated annealing, see (8, 9) .
EXAMPLES
In (1), we reported parameter estimates from a 23 Na transverse relaxation study on rat brain in vivo. Based on literature reports, we assumed the model for the 23 Na relaxation data was either single or biexponential. A qualitative comparison of the residuals from these two models showed a systematic artifact in the single exponential model, whereas the biexponential model had no such artifact. This qualitative comparison supports the hypotheses that the data are biexponential. Now that we have addressed the unknown number of exponentials problem, we can report a quantitative analysis of these data.
Using Markov chain Monte Carlo and the
23 Na relaxation data, the joint posterior probability for all of the parameters, including the model indicator, was sampled. If Monte Carlo integration is used to remove the dependence on all of the parameters except the model indicator, the resulting samples are taken from the posterior probability distribution for the model indicator. We have plotted this posterior probability as a series of impulses in Fig. 1 . Note that this posterior probability is, up to a normalization constant, virtually identical to Table 1 . The reason for this is that the 23 Na data were also used in generating Table  1 . Below two exponentials, the probability distribution is 0, indicating that neither a 1 nor a 1 exponential plus a constant model correctly accounts for the structure in these data. The probability distribution has a peak at two exponentials, again giving support to the hypotheses that the data are biexponential. Additionally, this probability distribution has small peaks at two exponentials plus a constant and at three exponentials. All models more complex that three exponentials without a constant have zero probability; i.e., no simulations survived for these models. Given that the total probability for biexponentials models is about 0.99, the analysis strongly indicates that the 23 Na data are biexponential.
As a second example, we use data taken from MRI eddy current measurements (Rolf Gruetter, private communication; see (10)). On MR-imaging scanners, eddy currents are induced by rapidly switched magnetic field gradients, and compensation is required to minimize the image artifacts resulting from these eddy currents. Eddy current compensation alters gradient input waveforms via multiple preemphasis exponential time constants to achieve a more ideal output wave form. Typically, MRI equipment vendors provide up to four exponential time constants and amplitudes on each gradient channel (X, Y, Z) and on a B 0 correction coil for eddy current compensation. The challenge is to determine the number of exponential components (e.g., mono-, bi-, tri-) and the parameters (time constants and amplitudes) that define these components.
To first approximation (ignoring cross-terms between gradient channels and nonlinear effects), the eddy currents from a given gradient pulse produce: (i) a time-dependent shift in B 0 that is independent of coordinate position and (ii) a time-dependent shift in B 0 that is linear in coordinate position along the gradient axis (i.e., a time-dependent gradient G). Thus, for each of the three gradient channels there are two data sets that describe the eddy currents following a gradient pulse: one that quantifies the time dependence of B 0 and one that quantifies the time dependence of G. The time dependence of B 0 can conveniently be expressed as a changing resonance frequency ( ϭ ␥B 0 ). The time dependence of G can conveniently be expressed as a percentage of the applied gradient strength. Absolute values are not important and the data has been normalized for display and computation purposes.
Here, we describe the time-dependent eddy current components induced by a gradient pulse from the ith gradient channel (i ϭ X, Y, Z) as B 0i (t) and G i (t). For example, following a gradient pulse along the X axis, eddy currents described by B 0X (t) and G X (t) are present. For conciseness, we drop the explicit time dependence from the notation. Figure 2 is a plot of three of six representative eddy current data sets. Figure 2 (A) shows both B 0Y and G Y data, whereas B 0X data are shown in Fig. 2(B) . Note that abscissa and ordinate scales are different for Fig. 2(A) and Fig. 2(B) . Table 2 summarizes the Bayesian analyses of these six eddy current data sets. The parameter estimates, mean Ϯ standard deviation, are listed in Table 2 for all high probability models. The program that implements the Bayesian calculation does the calculations using decay rate constants, and it is decay rate constants that are shown in Table 2 . However, the program also outputs the decay time constants. In addition to the parameter estimates for the decay rate constants, amplitudes, and constant offsets, Table 2 also shows the type of model under the heading m, the Figure 1 The posterior probability for the model indicator was computed using the 23 Na NMR relaxation data described in (1) . These data were also used in generating Table  1 . The posterior probability has a peak at two exponentials. There are two smaller peaks at two exponentials plus a constant and at three exponentials (the latter about 0.01). Bayesian analysis indicates the 23 Na NMR relaxation data are biexponential.
number of exponentials in the model, Eqs. [1] [2] [3] [4] . We have augmented the number of exponentials with a "ϩc," when necessary, to indicate that a constant offset is included in the model.
In three of the six data sets, B Z , G X and G Y , probability theory strongly prefers a three exponential model. In these three cases, the posterior probability for a three exponential model exceeds 0.90. When present, the third exponential has a small amplitude (A ϭ 5-19%) and decays rapidly (␣ ϳ 200 -330 sec
Ϫ1
). Given the uncertainty in the third decay rate constant, it is possible that this third component is the same in all three data sets. In each of these three data sets, the probability that a constant is present is approximately 0.1.
In Fig. 2(A) we have plotted the G Y data and model. This model, computed from the parameters of the Markov chain Monte Carlo simulation having maximum joint posterior probability for the parameters, is displayed as the dashed lines. As the inset shows, this model does an excellent job of representing these data.
In two of the six data sets, B 0Y and G Z , probability theory prefers a two exponential model. We have plotted one of these data sets, B 0Y , in Fig. 2(A) . In a manner similar to the three exponential case we also generated a model of these two exponential data and have plotted this model as the solid line in Fig. 2(A) . As the inset shows, this model also does an excellent job of representing these data.
Finally, one data set, B 0X , gave a mixed result: there was a probability of 0.38 that the number of exponentials was two, and a probability of 0.47 that the number of exponentials was three. The remaining probability (0.15) was split among models having two or three exponentials with constant offsets. We have plotted these data sets in Fig. 2(B) as the "o" characters. We have also plotted the models generated from the two (solid line) and three (dashed line) exponen- ) is an expansion of the first 30 ms of these data. Probability theory indicated two high-probability models for the B 0X data. These models, two and three exponential, are shown as the solid line and dashed line respectively. tial simulations that had maximum joint posterior probability. Though the three exponential model does fit the data better, the data are not of sufficient quality for probability theory to select this model conclusively. 
Table 2 Bayesian Model Selection and Parameter Estimates for Empirical Eddy Current Data
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