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Abstract—Este trabajo, estudia los efectos sobre el frente
de Pareto generado por el algoritmo NSGA-II cuando una
estrategia de eliminación de soluciones superpuestas de la
población es utilizada. También, se realiza un análisis de
aquellas regiones del frente de Pareto donde la convergencia
parece más difı́cil. Los resultados de estas observaciones son
introducidas en un algoritmo evolutivo multiobjetivo, g-NSGA-
II, el cual incluye preferencias a priori del decisor en forma de
punto de referencia. Finalmente, se hace una comparación de
los resultados obtenidos por el último y el original algoritmo
en un problema del estado del arte de optimización con dos
objetivos del diseño de un tren de engranajes.
Keywords—Optimización, Algoritmos Genéticos, Múltiples Ob-
jetivos, Preferencias, Tren de Engranajes.
I. INTRODUCIÓN
Los Algoritmos Evolutivos Multiobjetivo (AEMOs) consti-
tuyen una herramienta muy popular en la comunidad cientı́fica
multiobjetivo los cuales han demostrado [6], [8] obtener nota-
bles resultados. Cuando se utilizan AEMOs, una consideración
importante es en qué momento el decisor colabora con el
algoritmo. A posteriori, el decisor expresa sus preferencias
al final, cuando el frente óptimo de Pareto amplio y bien
distribuido ha sido completamente determinado; la mayorı́a de
los AEMOs son clasificados como a posteriori. Ejemplos con
este enfoque son [9], [13], [30], [33]. Los métodos interactivos
[11], [18], [22], [26] entre otros, alternan procesos de búsqueda
con diálogos con el decisor. Por último, en un enfoque a priori
el decisor revela sus preferencias desde el principio del proceso
de búsqueda. En esta categorı́a, algunos AEMOs [5], [15],
[28] resuelven un problema de optimización multiobjetivo el
cual combina las diferentes funciones objetivo en una única
función objetivo a optimizar; en otro enfoque más reciente,
AEMOs bajo preferencias parciales, propuestos por Branke
[4], las preferencias del decisor son utilizadas para conducir
el proceso de búsqueda hacia la región de interés y al final
el decisor elige conforme a sus preferencias. Algunos de
estos algoritmos utilizados en la resolución de problemas tanto
académicos como del mundo real son por ejemplo [3], [12],
[24], [34]. Diferentes maneras de modelar preferencias en
AEMOS han sido desarrolladas [4], [23] y muchos incluyen un
punto de referencia [29] como modo natural de proporcionar
información preferente, entre estos últimos destacamos [2],
[10], [17], [20], [21] y [27].
Un sistema de trasmisión por engranajes, básicamente está
formado por ruedas dentadas, que engranan entre sı́ y que a su
vez, van montadas en ejes que trasmiten el movimiento a otro
dispositivo. Estos mecanismos son muy utilizados y resultan
muy eficaces dado que no existen problemas de deslizamiento
entre los cuerpos que rotan por lo que las velocidades de
rotación se mantienen constantes. Un parámetro fundamental
para el diseño de un sistema de engranajes es la relación
de transmisión, la cual se define como el cociente entre el
número de dientes de la rueda conducida y el número de
dientes de la rueda conductora. Normalmente el objetivo de
los sistemas de engranajes es obtener sistemas reductores o
multiplicadores de la velocidad. El diseño de un sistema de
trasmisión por engranajes suele ser complejo; en este estudio
se pretende calcular el número de dientes de cada uno de los
engranajes (cuatro) del sistema de forma que se minimicen
simultáneamente el error entre la relación de transmisión
obtenida y la relación de transmisión requerida de 1/6.931 y el
máximo tamaño de cada uno de los cuatro engranajes. Algunos
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autores, han utilizado algoritmos evolutivos multiobjetivo [1],
[7] y enjambres de partı́culas [14] para la resolución de este
tipo de problemas.
En esta investigación, se utiliza un problema de opti-
mización con dos objetivos del diseño de un tren de engranajes
y se realiza un análisis de las influencias sobre el frente
de Pareto obtenido, cuando una estrategia de eliminación
de soluciones superpuestas [16], [17] de la población del
algoritmo NSGA-II es empleada. Además, se realiza un es-
tudio sobre qué zonas del frente de Pareto tiene NSGA-
II mayores problemas para converger; este conocimiento es
después aprovechado he introducido en un algoritmo evolutivo
multiobjetivo con manejo de preferencias, g-NSGA-II. Se con-
cluye haciendo una comparación de los resultados obtenidos
por ambos algoritmos.
Este trabajo se ha estructurado como sigue. En la sección
II, para una mejor comprensión del artı́culo, se explican
brevemente algunos conceptos básicos y se hace una corta
presentación del algoritmo evolutivo multiobjetivo g-NSGAII.
En la sección III se describe el problema de optimización
del diseño de un tren de engranajes utilizado en este trabajo
y se detallan los resultados experimentales y comparaciones
realizadas. Por último, la sección IV comenta las conclusiones
obtenidas.
II. CONCEPTOS BÁSICOS
A. Problema de optimización multi-objetivo
Un problema de optimización multiobjetivo es aquel que
corresponde a una cierta realidad industrial, económica u otra
y sobre el que un decisor desea optimizar varios objetivos
usualmente en conflicto entre sı́. En términos de minimización,
un problema multiobjetivo se puede representar de la siguiente
forma:
Min. F (x) = f1(x), f2(x), ..., fn(x)
s.a.
gk(x) ≤ 0 k ∈ (1, 2, ..., p)
hl(x) = 0 l ∈ (1, 2, ..., q)
(1)
donde F(x) es el vector de objetivos a minimizar y n≥ 2 el
número de objetivos. Las ecuaciones gk(x) ≤ 0 y hl(x) = 0
representan respectivamente p restricciones de desigualdad y
q restricciones de igualdad. Los valores de x que satisfacen
el conjunto de las (p+q) restricciones, definen el espacio
realizable S (figura 1 izquierda). El vector x=(x1,x2,...,xm)∈ S
es un vector solución de m variables de decisión.
El conjunto de las imagenes de cada solución realizable en
el espacio de la decisión, conforma el conjunto de soluciones
realizables en el espacio de los objetivos Z = f(S) (figura 1
derecha) definido como:
Z = {z1 = f1(x), ..., zn = fn(x), ∀x ∈ S}
y donde z=(z1, ..., zn) ∈ Rn representa una solución realizable
en el espacio de los objetivos.
Fig. 1. Espacios realizable y de los objetivos.
Fig. 2. Las imagenes de los conjuntos C1 y C2 tienen las mismas soluciones
Pareto-óptimas (soluciones superpuestas) en el conjunto de soluciones P de
Pareto.
En muchos problemas de optimización multiobjetivo, en la
función descrita en (1), una solución imagen en el espacio
de los objetivos puede tener dos o más soluciones orı́gen
en el espacio de la decisión. Más especı́ficamente, puede
existir x, y ∈ S con x ̸= y, cuyas imagenes en el espacio
de los objetivos tienen los mismos valores vectores objetivo
F (x) = zx = F (y) = zy y donde zx, zy son dos soluciones
superpuestas, ver la figura 2 tomada de [19].




m) domina una solución
zu = (zu1 , z
u
2 , ..., z
u
m) y se le conoce como Pareto-óptima si se
verifican las siguientes condiciones:
1) ztj ≤ zuj ∀j ∈ (1, 2, ...,m)
2) ∃j ∈ (1, 2, ...,m) tal que ztj < zuj
al conjunto de soluciones Pareto-óptimas se le denomina
conjunto o frente de Pareto.
B. g-NSGAII
El algoritmo, referido en este trabajo como g-NSGAII [21],
implementa el concepto de g-dominance en NSGAII (aunque
otra metaheurı́stica multiobjetivo puede ser utilizada). La g-
dominance recoge la información preferente de un decisor
expresada como un punto de referencia g y acorde a este punto,
se prefieren aquellas soluciones que lo dominan o aquellas
otras que son dominadas por el punto. Por ejemplo, para
los puntos de referencia señalados por un decisor (uno es
factible y el otro no-factible) de la figura 3, la g-dominance
prefiere las soluciones de las regiones sombreadas (soluciones
que dominan o son dominadas por los puntos g) al resto de
soluciones (soluciones incomparables respecto a los puntos g).
Dos ideas muy sencillas para implementar la g-dominance se
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Fig. 3. Concepto de g-dominance.
Fig. 4. Tren de engranajes.
proponen en [21]: la primera, cambiar la función de cómputo
de la dominancia y la segunda, (es la opción utilizada en este
trabajo) penalizar sumando una cantidad M muy grande (si
las funciones objetivo son a minimizar) los valores de las
funciones objetivo de aquellas soluciones que no pertenecen a
las regiones de preferencia descritas más arriba.
III. EXPERIMENTACIÓN
A. Problema de optimización del diseño de un sistema de
engranajes
Este problema consiste en la optimización del diseño de
un sistema de transmisión por engranajes (ver la figura 4).
Se quiere encontrar el número de dientes de cada uno de los
cuatro engranajes de forma que se minimicen simultáneamente
el error entre la relación de transmisión obtenida y la relación
de transmisión requerida de 1/6.931 y el máximo tamaño de
cada uno de los cuatro engranajes. Formalmente el problema
puede ser definido como sigue:






Min. f2(x) = max(x1, x2, x3, x4)
s.a. 12 ≤ xi ≤ 60 i = 1, 2, 3, 4
El problema tiene cuatro variables enteras representadas
por el vector x=(x1,x2,x3,x4) que representan el número de
dientes y fue introducido en [25]. También, el problema ha
sido abordado con algorimtos evolutivos multiobjetivo [1],
[7] y algoritmos hı́bridos (algoritmo genético + algoritmo


























Fig. 5. Frente de soluciones reales de Pareto.
Tabla I






























repreprentan las soluciones (28) del frente real de Pareto las
cuales se calcularon por enumeración.
B. Configuración de parámetros y métricas
Los valores de los parámetros de los algoritmos utilizados
en todos los experimentos fueron los siguientes: codificación
de la cadena binaria de 6 bits (el número máximo de dientes
de cada uno de los cuatro engranajes debe ser un número ≤
60, lo cual se cumple utilizando 6 bits pues 26=64), tamaño
de la población N=100 soluciones, probabilidad de cruce
(uniforme)=0.8 y probabilidad de mutación (bit a bit)=0.04
(1/24), estos valores son los utilizados en [7]. Por último, como
condición de parada se usaron 1000 generaciones (100000
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evaluaciones de la función objetivo).
Para la comparación de los resultados obtenidos por los
algoritmos durante el proceso de optimización se utilizan
visualizaciones gráficas de las soluciones obtenidas, medi-
das del número de soluciones alcanzadas pertenecientes al
frente real de Pareto y la métrica del hipervolumen propuesta
originalmente por Zitzler y Thiele [31], [32]. Esta métrica
evalúa tanto la aproximación como la amplitud del frente no-
dominado alcanzado. El punto de referencia para su cálculo
es (620,65), un valor el cual garantiza que es dominado por
cualquier solución factible del espacio de los objetivos. Para
una mejor visualización, todas las gráficas son representadas
en escala logarı́tmica. En todos los experimentos se realizaron
100 tiradas independientes de los algoritmos.
C. Resultados comparativos
Cuando NSGA-II es utilizado en problemas combinatorios
con pocos objetivos, el número de soluciones superpuestas
crece considerablemente [16] y [17]. Dado el carácter com-
binatorio, baja dimensionalidad (dos objetivos) y pequeño
número de soluciones del frente real de Pareto (28) del
problema considerado en este trabajo, se decidió hacer un
estudio de la evolución del porcentaje medio de soluciones
diferentes en la población del algoritmo NSGA-II. Dicho por-
centaje (por generación) es mostrado en la figura 6. De dicha
figura, se concluye que un porcentaje muy bajo, alrededor del
23%, de soluciones diferentes aparecen en la población del
algoritmo durante practicamente toda su evolución y, por tanto,
el número de soluciones superpuestas es considerable.
A continuación, afı́n de investigar los efectos de suprimir
las soluciones superpuestas de la población, un análisis del
valor medio (y en %) de soluciones alcanzadas pertenecientes
al frente de Pareto y desviación tras las 100 tiradas de
prueba, con y sin eliminación de soluciones superpuestas fue
realizado. Los resultados son mostrados en la tabla II y se
observa que el porcentaje medio de soluciones alcanzadas
que pertenecen al frente de Pareto, es mejor cuando una
estrategia con eliminación de soluciones superpuestas de la
población de NSGA-II es utilizada. Una lectura gráfica de
los resultados anteriores puede verse en las figuras 7, 8, 9
y 10. Utilizando una estrategia sin eliminación de soluciones
superpuestas, 25 soluciones del frente de Pareto son alcanzadas
en el mejor de los ensayos y 22 en el peor de ellos, veánse las
figuras 7 y 8. Sin embargo, si la estrategia es con eliminación
de las soluciones superpuestas, 26 soluciones del frente de
pareto son alcanzadas en el ensayo mejor (figura 9) y 23
en el peor ensayo (figura 10). También, los resultados del
algoritmo usando ambas estrategias, con y sin eliminación
de soluciones superpuestas, son comparados con la métrica
del hipervolumen. Los resultados se muestran en las figuras
11 (hipervolumen medio) y 12 (hipervolumen desviación).
La figuras 11 y 12 demuestran las ventajas de utilizar una
estrategia con eliminación de las soluciones de la población
del NSGA-II, pues la medida del hipervolumen es mayor desde
las primeras generaciones.

























Fig. 6. Porcentaje medio del número de soluciones diferentes en la población
de NSGA-II por generación.
Tabla II
VALOR MEDIO (Y EN %) DE SOLUCIONES ∈ FRENTE DE PARETO
ALCANZADAS CON Y SIN ELIMINACIÓN DE SOLUCIONES SUPERPUESTAS Y
DESVIACIÓN
x % σ
NSGA-IIsin 23.20 82.86 0.49



























Fig. 7. Estrategia: sin eliminación de soluciones superpuestas, 25 soluciones
del frente real de Pareto alcanzadas en el mejor ensayo con NSGA-II.
De la observación de las figuras 7, 8, 9 y 10, atrae la
dificultad que tiene el algoritmo NSGA-II para converger hacia
zonas del frente de Pareto con valores bajos del error y valores
altos del diametro. Por esta razón, se determinó hacer un
segundo estudio dividiendo el espacio de los objetivos en dos
zonas (A y B) (figura 13). Para el fraccionado en zonas se
utilizó el punto de referencia PR(0.0000000000000001, 39.0),
el cual marca el comienzo de la zona de mayor dificultad de
convergencia para el algoritmo. La zona A contiene las tres
soluciones que pertenecen al frente real de Pareto de mayores
valores diametro y la zona B contiene al resto de soluciones
(ver tabla I).
Seguidamente, un análisis del número de veces (en %) que
se alcanzan 0, 1, 2 y 3 soluciones del frente de Pareto de la
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Fig. 8. Estrategia: sin eliminación de soluciones superpuestas, 22 soluciones



























Fig. 9. Estrategia: con eliminación de soluciones superpuestas, 26 soluciones



























Fig. 10. Estrategia: con eliminación de soluciones superpuestas, 23 solu-
ciones del frente real de Pareto alcanzadas en el peor ensayo con NSGA-II.
zona A, con y sin eliminación de soluciones superpuestas,
es efectuado. Los resultados se muestran en la tabla III y
se deduce que, por ejemplo, sin eliminación de soluciones
superpuestas, 94 veces de 100 se alcanzan 0 soluciones del



























con eliminación de soluciones
sin eliminación de soluciones
Fig. 11. Media métrica hipervolumen. NSGA-II con y sin eliminación de
soluciones superpuestas.































con eliminación de soluciones
sin eliminación de soluciones






























Fig. 13. Particionado del espacio de los objetivos según zonas A y B.
frente de Pareto de la zona A, 6 veces de 100 se alcanza una
única solución (ver figura 14) y nunca se logran 2 o las 3
soluciones que pertenecen al frente de Pareto de la zona A.
Por otra parte, con una estrategia de eliminación de soluciones
superpuestas, 64 veces de 100 no se alcanza ninguna solución,
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Tabla III
PORCENTAJES DE VECES QUE NSGA-II ALCANZA 0, 1, 2 Y 3
SOLUCIONES DEL FRENTE DE PARETO EN LA ZONA A, CON ESTRATEGIAS
CON Y SIN ELIMINACIÓN DE SOLUCIONES SUPERPUESTAS
0 1 2 3
NSGA-IIsin 94% 6% 0% 0%





























Fig. 14. Una solución del frente de Pareto alcanzada en 6 ocasiones (de
100) en zona A, cuando NSGA-II es ejecutado sin eliminación de soluciones
superpuestas. Una solución del frente de Pareto alcanzada en 36 ocasiones (de
100) en zona A, cuando NSGA-II es ejecutado con eliminación de soluciones
superpuestas.
36 veces se alcanza 1 solución (ver figura 14) y nunca se
alcanzan 2 o las 3 soluciones pertenecientes al frente de Pareto
de la zona A. Se concluye que una estrategia de eliminación de
soluciones superpuestas de la población de NSGA-II mejora la
convergencia del algoritmo en la zona A y además, con ambas
estrategias NSGA-II tiene dificultades para bien converger en
la zona A del frente de Pareto, de hecho nunca consigue
alcanzar más de una solución en dicha zona con cualquiera
de las dos estrategias.
El conocimiento de las dificultades de NSGA-II para en-
contrar soluciones-óptimas de Pareto en la zona A del espacio
de los objetivos del problema estudiado, es utilizado para
hacer un tercer estudio, de forma que el punto de referencia
PR(0.0000000000000001 39.0) es introducido en un algoritmo
multiobjetivo de la literatura con manejo de preferencias
parciales del decisor. En particular se ha usado g-NSGA-II,
aunque otro algoritmo evolutivo que utilice preferencias puede
ser utilizado. La idea es converger exclusivamente en la zona
A (zona de preferencia) del frente de Pareto usando g-NSGA-
II y comparar los resultados obtenidos con los logrados en los
experimentos anteriores con NSGA-II.
Un análisis del número de veces (en %) que se alcanzan
0, 1, 2 y 3 soluciones del frente de Pareto de la zona A, con
y sin eliminación de soluciones superpuestas es ahora hecho
usando g-NSGA-II. Los resultados se exponen en la tabla
IV. Se concluye que la supresión de soluciones superpuestas
de la población del algoritmo mejora considerablemente la
convergencia del algoritmo, resaltandose además que un 72%
Tabla IV
PORCENTAJES DE VECES QUE G-NSGAII ALCANZA 0, 1, 2 Y 3
SOLUCIONES DEL FRENTE DE PARETO EN LA ZONA A, CON ESTRATEGIAS
CON Y SIN ELIMINACIÓN DE SOLUCIONES SUPERPUESTAS
0 1 2 3
g-NSGA-IIcon 1% 27% 50% 22%






























Fig. 15. Todas las soluciones del frente de Pareto de zona A alcanzadas en
22 ocasiones (de 100), cuando g-NSGA-II es ejecutado con eliminación de
soluciones superpuestas.






























con eliminación de soluciones
sin eliminación de soluciones
Fig. 16. Media métrica hipervolumen. g-NSGA-II con y sin eliminación de
soluciones superpuestas.
de las veces se alcanzan al menos 2 o las 3 soluciones
del frente de Pareto (50% de veces 2 soluciones y 22%
de veces las tres soluciones de la zona A, ver la figura 15
para este último caso). Asimismo, se destaca que usando una
estrategia con eliminación de las soluciones superpuestas de
la población, en el 99% de las veces el algoritmo g-NSGAII
obtiene al menos una solución del frente real de Pareto de
la zona A. Finalmente, los resultados anteriores obtenidos
con g-NSGA-II son también comparados con la métrica del
hipervolumen y se muestran en las figuras 16 (hipervolumen
medio) y 17 (hipervolumen desviación). Se observa que una
estrategia con eliminación de las soluciones de la población
del g-NSGA-II, incrementa la medida del hipervolumen.
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con eliminación de soluciones
sin eliminación de soluciones
Fig. 17. Desviación métrica hipervolumen. g-NSGA-II con y sin eliminación
de soluciones superpuestas.
Tabla V
PORCENTAJES DE VECES QUE NSGA-II Y G-NSGAII ALCANZAN 0, 1, 2 Y
3 SOLUCIONES DEL FRENTE DE PARETO EN LA ZONA A, SIN ELIMINACIÓN
DE SOLUCIONES SUPERPUESTAS DE LA POBLACIÓN
0 1 2 3
NSGA-IIsin 94% 6% 0% 0%
g-NSGA-IIsin 47% 51% 2% 0%
Tabla VI
PORCENTAJES DE VECES QUE NSGA-II Y G-NSGAII ALCANZAN 0, 1, 2 Y
3 SOLUCIONES DEL FRENTE DE PARETO EN LA ZONA A, CON
ELIMINACIÓN DE SOLUCIONES SUPERPUESTAS DE LA POBLACIÓN
0 1 2 3
NSGA-IIcon 64% 36% 0% 0%
g-NSGA-IIcon 1% 27% 50% 22%
Como resumen, las diferencias de resultados obtenidos por
ambos algoritmos, NSGA-II y g-NSGA-II, son mostrados en
las tablas V y VI. Se observa que con ambas estrategias, con
y sin eliminación de soluciones de las poblaciones de los
algoritmos, los resultados logrados por g-NSGA-II en la zona
A del espacio de los objetivos son claramente mejores que los
obtenidos por NSGA-II. No obstante, conviene recordar aquı́
las diferentes concepciones de ambos algoritmos: la búsqueda
de un extenso y completo frente de soluciones que realiza
NSGA-II y la identificación y explotación de una zona de
interés que produce g-NSGA-II.
IV. CONCLUSIONES Y TRABAJOS FUTUROS
En este trabajo se presenta, primero un análisis de los
resultados sobre la calidad del frente de Pareto alcanzado sobre
un problema de optimización con dos objetivos del diseño
de un tren de engranajes, cuando las soluciones superpuestas
de las poblaciones de dos algoritmos evolutivos multiobjetivo,
NSGA-II y g-NSGA-II, fueron manipuladas y segundo, una
comparación de los resultados logrados por ambos algoritmos.
En un primer estudio, se realizó un análisis de la conver-
gencia al frente completo de Pareto logrado por el algoritmo
NSGA-II, cuando estrategias de eliminación y no eliminación
de soluciones superpuestas de la población del algoritmo
fueron utilizadas. Luego, el análisis se focalizó en aquellas
zonas del frente de Pareto de mayor dificultad de conver-
gencia para NSGA-II. Concluyendose que una estrategia de
eliminación de las soluciones superpuestas de la población
de NSGA-II, mejora su convergencia. Además, con ambas
estrategias, con y sin eliminación de soluciones superpuestas,
NSGA-II tiene muchas dificultades para bien converger en
aquella zona del espacio de los objetivos de mayor diametro
de los engranajes y menor error de transmisión del sistema de
engranajes.
En un segundo estudio, el conocimiento de aquellas zonas
de difı́cil convergencia para NSGA-II, fue aprovechado y
utilizado en forma de punto de referencia en un algoritmo
multiobjetivo de la literatura, g-NSGA-II, con manejo de
preferencias parciales del decisor. También, al igual que con
NSGA-II, los resultados obtenidos muestran que una estrategia
de eliminación de soluciones superpuestas de la población del
g-NSGA-II, mejora notablemente su convergencia.
Por último, los resultados obtenidos con ambos algoritmos
NSGA-II y g-NSGA-II fueron comparados, y se concluye
que con ambas estrategias, con y sin eliminación de solu-
ciones superpuestas de las poblaciones de los algoritmos,
los resultados logrados por g-NSGA-II en la zona de interés
del espacio de los objetivos, son claramente mejores que
los obtenidos por NSGA-II. Aunque, deberı́a considerarse las
diferentes concepciones de ambos algoritmos: la búsqueda de
un extenso y completo frente de soluciones que realiza NSGA-
II y la identificación y explotación de una zona de interés que
produce g-NSGA-II.
El trabajo futuro incluye estudiar en detalle la influencia
de los diferentes parámetros probando por ejemplo, otras
diferentes funciones de selección y tasas de cruce y mutación
que pudieran mejorar los resultados en la zona del frente de
Pareto de difı́cil convergencia. Además se considerarán otras
comparaciones con algoritmos del estado del arte basados en
descomposición con y sin preferencias.
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