We consider the model of population protocols, which can be viewed as a sequence of random pairwise interactions of n agents (nodes). During each interaction, two agents v and w selected uniformly at random update their states on the basis of their current states, and the whole system should in long run converge towards a desired global final configuration. We study population protocols for two problems: the leader election and the exact majority voting. Both protocols use Θ(log 2 n) states per agent and run in O(log 2 n) rounds (the number of interactions divided by n), w.h.p. and in expectation, improving on the running time of the Θ(log 2 n)-state protocols proposed recently by Alistarh et al. [SODA 2017]. Our protocols are based on the idea of agents counting their local interactions and rely on the probabilistic fact that the uniform random selection would limit the divergence of the individual counts.
INTRODUCTION
The computation of a population protocol [4] is a (perpetual) sequence of pairwise interactions between agents (nodes). The system consists of a set V of n nodes and a scheduler which keeps selecting pairs of nodes for interaction. The objective is that the whole system eventually stabilizes in (converges to) a configuration which has some desired target property. We assume a complete communication graph and the random uniform scheduler. That is, each pair * Full version available at https://arxiv.org/abs/1705.01146.
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The leader election starts with all nodes in the same initial state and the goal is to converge to a configuration with exactly one agent in a distinguished 'leader' state. The (two-opinion) exact majority voting starts with each node in one of two states q A and q B , representing two distinct opinions/votes A and B. Initially a 0 nodes hold opinion A and b 0 nodes hold opinion B, and we assume a 0 b 0 . The goal is that eventually all nodes will have the opinion of the initial majority. The exact majority voting has to guarantee the correct answer even if |a 0 − b 0 | = 1.
A population protocol is defined by a set of states S, a set of outputs Γ, a deterministic transition function δ : S × S → S × S, which shows how the two interacting agents change their states, and an output function γ : S → Γ. For the exact majority voting, Γ = {A, B}, and a protocol should eventually reach a step t such that in each step t ′ ≥ t, each node v ∈ V is in a state q(v, t) such that γ (q(v, t)) is the initial majority opinion. For leader election protocols, the output values are L and F , indicating the leader or a follower. The goal is to reach a step such that in all subsequent steps exactly one (and the same) node outputs L. The completion (convergence) time of a protocol is a random variable denoting the round when the system stabilizes on the desired property. The objectives in design of population protocols are to keep the number of states and the convergence time as low as possible.
Previous work. Draief and Vojnović [8] and Mertzios et al. [9] analyse four-state exact-majority protocols, where throughout the computation each node has either a 'strong' opinion A or B (as in the initial configuration), or their 'weak' version a or b. Two opposite strong opinions cancel each other and change into weak opinions, if they interact. The strong opinions which are still alive keep 'converting' the passive opposite opinions. Mertzios et al. [9] prove that the expected convergence time of such a protocol is O(n 5 ) for any graph and O((n log n)/|a 0 − b 0 |) for complete graphs. Draief and Vojnović [8] derive a 2n(log n + 1)/|a 0 −b 0 | upper bound on the expected convergence time as well as upper bounds for cycles, stars and Erdős-Rényi graphs.
Alistarh et al.
[3] achieve a O(polylog n)-time exact majority protocol by starting with multiplying all initial strong opinions by r , where 1 ≤ r ≤ n. That is, initially each node contains either r opinions (tokens) A or r opinions B. The imbalance between the strong opinions remains at |a 0 − b 0 |r throughout the computation, speeding up both the canceling of strong opinions and the converting of weak opinions of the initial minority. On complete graphs this protocol converges in expected O((n log n)/(|a 0 −b 0 |r ) + log n log r ) time and w.h.p. 1 in O((n log 2 n)/(|a 0 − b 0 |r ) + log 2 n) time, requiring r + O(log n log r ) states. Thus this protocol needs |a 0 − b 0 | = Ω(n/polylog n) or Ω(n/polylog n) states to achieve O(polylog n) time. This protocol is modified in Alistarh et al. [1] to achieve O(log 3 n) time, w.h.p. and in expectation, with O(log 2 n) states.
A suite of polylog -time population protocols for various functions, including exact majority, was proposed by Angluin et al. [5] , but they require a unique predefined leader to synchronize the progress of computation. Their exact-majority protocol runs w.h.p. in O(log 2 n) time with constant number of states, but may fail with some small probability. The protocols in [5] are based on the idea of alternating cancellations and duplications of tokens. In the context of exact majority, the cancellations stop when the number of strong opinions is reduced w.h.p. to less than cn, for a small constant c < 1. This is then followed by interactions which ensure that w.h.p. all remaining strong opinions duplicate. One phase of canceling and duplicating of strong opinions takes O(log n) time and is repeated O(log n) times, boosting the imbalance between A and B to Θ(n).
Berenbrink et al. [6] consider population protocols for plurality consensus, which generalizes the majority voting problem to k ≥ 2 opinions. Their results imply O(log n) time (w.h.p.) for complete graphs and k = 2, but this bound requires a polynomial number of states and the Θ(n) initial imbalance between the opinions.
The most recent population protocols for leader election are due to Alistarh and Gelashvili [2] , who showed a protocol with O(log 3 n) states and O(log 3 n) time (in expectation and w.h.p.) and Alistarh et al. [1] , who showed a protocol with O(log 2 n) states and O(log 5.3 n) expected and O(log 6.3 n) w.h.p. convergence time. Doty and Soloveichik [7] showed that any leader election protocol with constant number of states has at least linear expected convergence time. Subsequently, Alistarh et al. [1] showed that any leader-election or exact-majority protocol with O(log log n) states has Ω(n/polylog n) expected time.
Our contributions. We present an exact-majority protocol for complete graphs which converges in O(log 2 n) time w.h.p. and in expectation, and uses O(log 2 n) states. Our protocol is based on the idea of alternating cancellation and duplication of opinions introduced in [5] , but achieves all necessary synchronization without a leader. We present also a leader-election protocol which has the same O(log 2 n) asymptotic running time and the number of states. Our protocols improve on the time of the recent protocols proposed in [1] while requiring the same O(log 2 n) number of states.
Both our protocols are based on nodes maintaining their local clocks -the counters of their own interactions -which remain sufficiently closely synchronized due to the uniform random selection of interactions. O(log 2 n) states mean that each node can keep count of up to O(log 2 n) interactions. Both protocols use an O(log n)-time asynchronous push-pull broadcast protocol to spread information throughout the system and to pull the local clocks together, if they 1 w.h.p. -with high probability of at least 1 − n −α for a constant α > 0. start diverging. Our leader election protocol uses also a technique for simulating Bernoulli trials in a population protocol. The nodes count the number of successes within the same logarithmic number of trials and one can show that with constant probability the maximum number of successes occurs at a unique node. Such a node will become the leader. Since with constant probability two or more nodes have the same maximum number of successes, we need a process of testing which of these two cases has happened and restart the protocol in the latter case.
EXACT MAJORITY PROTOCOL
: the first one counts P = log n+1 phases and the second one counts τ = C log n steps in the current phase, where C is a suitably large constant. The variables v.doubled, v.done and v.fail, all initialized to false, indicate, respectively, whether the opinion held by v has been already duplicated in the current phase, whether node v has decided that its current opinion v.vote is the majority opinion, and whether v has realized that something has gone wrong. We say that v is in a fail state, if v.fail = true, and in a done state, if v.done = true and v.fail = false. Otherwise v is in a normal state. The counter v.time counts only to C log 2 n, so the number of states is O(log 2 n).
We want the local times at the nodes to remain w.h.p. consistent throughout the computation, implying that each interaction is between two nodes in the same part or in two consecutive parts of the same phase, or one node in the last part of a phase while the other in the first part of the next phase. This would require the local clocks not to differ by more than c log n, for some constant 0 < c ≪ C. However, since the number of interactions per node reaches Θ(log 2 n), we should expect that eventually there will be nodes with clocks differing by ω(log n). To keep the clocks close together, if the clocks of two interacting nodes are still consistent but at different phases, then the node at the lower phase jumps to the end of its phase. Such adjustments guarantee that w.h.p. for each phase p, there is a (global) time step T such that each node is in phase p and at step at most c log n within this phase.
Assuming that all nodes are in the beginning part of the same phase p, that is, for each node v, v.phase = p and v.step ∈ [0, c log n), the computation during this phase proceeds w.h.p. in the following way. A node v is in the canceling stage when its steps are in [c log n, (C/2−c) log n), and in the doubling stage when the steps are in [(C/2 + 2c) log n, (C − 5c) log n). At the time when the first node u reaches the next phase p + 1, all other nodes are w.h.p. at the end of phase p, that is, at steps in [(C − 5c) log n, C log n). The push-pull broadcast started by u brings all nodes up to phase p + 1 and at some point they all are in the beginning part of this phase. If there is already a node in state done or fail, then w.h.p. each node will be in one of these two states within cn log n (global) interactions, again by the asynchronous push-pull broadcast. If two interacting nodes are in normal states, then they participate in the canceling and doubling stages. For example, if both nodes are in the canceling stage of the same phase and have opposite votes, then they change to the no-vote ∅. If both nodes are in the doubling stage, exactly one of them has a vote and this vote has not been duplicated yet in this phase, then this vote is duplicated now: the copies and shared between the two nodes and the variables doubled are set.
If a node at the end of a phase has a vote not duplicated during this phase and all nodes are in normal states, then w.h.p. the minority opinion has been already eliminated. Such a node changes to state done. The done state propagates through the system, but may change to the fail state, if there are still two opposite votes. Two interacting nodes change into fail also when their local clocks are too far apart. The fail state propagates through the system and does not change to any non-fail state. The nodes in the fail state switch to a slow back-up four-state exact majority protocol.
The proof that w.h.p. O(log 2 n) time is sufficient to eliminate the minority opinion is based on the following invariant. When all nodes are in the beginning part of the same phase p and all are still in normal states, then the difference between the number of opinions A and B is equal to 2 p |a 0 − b 0 |.
LEADER ELECTION
Our leader election protocol consists of two parts. The first part is an O(log n)-time process of selecting leader candidates. This is done by all nodes performing w.h.p. the same Θ(log n) number of Bernoulli trials and the leader candidates are the nodes which collect the maximum number of successes. At least one candidate is selected and exactly one candidate is selected with constant probability. 2 The second part of the protocol is a process of testing whether there is exactly one candidate. This process consists of O(log n) test phases and each phase takes w.h.p. O(log n) time and gives either negative or non-negative answer. If there is exactly one candidate, then w.h.p. each test phase gives the non-negative answer. If there are two or more candidates, then each phase gives the negative answer with constant probability, so the first negative answer is obtained w.h.p. within O(log n) phases. The first phase with the negative answer causes the restart of the whole computation: the push-pull broadcast moves all nodes back to the beginning of the first part. When Θ(log n) consecutive phases give only non-negative answers, then w.h.p. there is exactly one candidate, so each candidate declares itself the leader. In the low-probability event that two or more candidates declare themselves leaders, direct duels between leaders leave eventually only one surviving leader.
Since the first part of (each restart of) our protocol selects a unique candidate with constant probability, the number of restarts is constant in expectation. The number of test phases between two consecutive restarts can be bounded by a geometric random variable with constant expected value. These random variables are independent, so the total number of test phases (over all restarts) is w.h.p. O(log n) and the total time is w.h.p. O(log 2 n).
The state of each node includes a pair ⟨X , G⟩, where X is the set to which the node belongs -A or B, or N for "not defined" -and G ∈ {0, 1, N } supports Bernoulli trials. The number of states is O(log 2 n) because in the first part of the protocol each node counts its O(log n) Bernoulli trials and the successes in those trials. Moreover, in the second part each node counts its interactions up to O(log 2 n).
2 Constant probability means here probability p for a constant 0 < p < 1.
Selecting leader candidates. The first part of the protocol can be viewed (roughly) as consisting of five phases: (i) partitioning of the nodes into two sets A and B, (ii) setting the binary values G, (iii) waiting to ensure that w.h.p. each node has decided the set (A or B) and the G value, (iv) C log n Bernoulli trials at each node, and (v) eliminating from the leader contention all nodes with the number of successes less than the maximum.
At the beginning, each node has ⟨X , G⟩ = ⟨N , N ⟩. Every node, based on its interactions with other nodes, joins either set A or B (the first phase) and sets its G-value to either 0 or 1 (the second phase). W.h.p. for each of the four combinations of the set A or B and the G-value 0 or 1, the number of nodes having this combination will be Θ(n). The B nodes perform C log n independent Bernoulli trials: each meeting with an A node is a trial and the success is a meeting with an A node which has the G value 1. Each node with the maximum number of successes is a leader candidate. At least one node becomes a leader candidate but with constant probability there may be two or more candidates.
Testing the number of leader candidates. In each test phase, each leader candidate broadcasts a message of one of two types, say either message 1 or message 2. The general idea is that if there are two (or more) leader candidates, then with constant probability, in the same test phase one candidate broadcasts message 1 and some other candidate broadcasts message 2. The nodes realize that different types of messages are in the system and the whole protocol is restarted. The test phase gives the non-negative outcome, if there is only one leader candidate or if all leader candidates decide to broadcast the same message. The non-negative outcome leads to the next test phase. The limit on the number of test phases is set at C log n. If a leader candidate does not recognize any other leader candidates during C log n phases, then it declares itself as the leader.
See the full version of this work for detailed descriptions and analysis of our protocols.
