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Abstract
The development and future wide-spread use of hydrogen fuel cells is inhibited by the
problems associated with hydrogen storage. A possible alternative is to store and then re-
form hydrocarbons to yield hydrogen in an on-board fuel processing system. Microchannel
reactors have reduced mass and heat transfer limitations compard to ﬁxed bed reactors
and are thus able to exploit fast intrinsic kinetics. Furthermore, their high surface area
to volume ratio reduces their size for a constant throughput, increasing their potential for
miniaturised deployment.
Current microchannel reactor models are either over simpliﬁed and neglect important
subtleties, or too complex and are not usable for optimisation or sensitivity studies. Pre-
vious studies use low order ﬁnite element methods to solve model PDEs. These can be
replaced by the more eﬃcient collocation method which has been used to model chemi-
cal systems up to 2-dimensions while a suitable 3-dimensional solver is unavailable. The
objective of this project is therefore to develop a comprehensive model that obeys the
phenomenological laws and is fast enough to be used for optimisation.
A 3-dimensional single phase model was developed for rectangular microchannel reactors
and applied to a single channel. This accounted for laminar ﬂow in the channel bulk
with reaction at all walls and perpendicular diﬀusion described by the Maxwell-Stefan
formulation. An energy balance accounted for heat transfer by conduction and convection
with options for adiabatic and isothermal operation. The laminar ﬂow proﬁle was given
by an analytical expression while pressure was assumed constant and axial velocity was
increased proportionately to temperature. Internal transport limitations were neglected.
The model resulted in a system of DAEs which was converted to a set of transient ODEs
and steady state NLEs by applying orthogonal collocation to spatial derivatives. Numeri-
cal eﬃciency was ensured by the implementation of a three step algorithm. The transient
equations were solved on a coarse mesh using concentration ramp up of reactive species
and a ramp down of inert species from the initial state of a reactor ﬁlled with inert. This
solution was repeatedly interpolated onto a ﬁne mesh as the initial guess for the steady
state solution. The algorithm provided stability as the transient algorithm did not solve
above 275 mesh points while the algorithm was tested to 1701 points. The algorithm was
also signiﬁcantly more numerically eﬃcient than the purely transient solver.
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The model performance was evaluated using the water-gas shift reaction. Where mass
and heat transport limitations were induced, convergence to a mesh-free solution was
obtained with an [11, 9, 9] mesh which was solved within ∼686 s. The overall mass and
energy balances were met to within 10−2%. Mesh-free solution times were dependent on
the reactor conditions. For practical operating conditions they ranged from ∼ 13 s for
an isothermal approximate plug ﬂow case to ∼ 40 s for an isothermal transport limited
regime for similar overall mass balance tolerances. These tests conﬁrmed the model's
computational eﬃciency compared to low order FEM-based models.
The model was able to predict expected outcomes for mass and energy transport in the
steady state. These included correct mass ﬂux directions and species proﬁles, thermal ex-
pansion of the gas and speedup of ﬂuid ﬂow and equalisation of perpendicular composition
and temperature proﬁles after reaction equilibrium was reached.
The model was validated against experimental data reported by Germani et. al, 2005.
This consisted of isothermal CO conversion curves as a function of inlet temperature for
diﬀerent Pt/CeO2 catalysts. Regression was carried out on the activation energy and
kinetic rate. The model predicted the reported conversions with a goodness of ﬁt of
0.9984. The model performed with satisfactory stability and computational eﬃciency.
A critical examination was conducted of the test of mass transport limitations by in-
creasing the hydraulic diameter of a channel of arbitrary cross-section. Simulations were
conducted using a 1-dimensional radial model, based on the second Damköhler number
and the full 3-dimensional model. Increasing hydraulic diameter at constant space ve-
locity and residence time required that the catalyst layer thickness be increased. This
increased the total ﬂux oﬀ the reaction surface which led to a higher conversion. An
increase in channel hydraulic diameter did not independently increase diﬀusional distance
without increasing overall conversion. The test could therefore not be applied to wall
coated reactors.
The dependence of conversion on channel diameter varied between the 1-dimensional and
3-dimensional models. After an initial increase in both the conversion then plateaued
oﬀ in the former and decreased in the latter due to mass transport limitations induced
by the laminar ﬂow proﬁle. The extent of mass transport limitations was quantiﬁed
by the concentration eﬀectiveness factor. This was found to be lower in the case of
the 3-dimensional model compared to the 1-dimensional model because of laminar ﬂow.
This result is consistant with original Damköhler studies. The extent to which laminar
ﬂow dominated mass transport was documented for diﬀerent reactor conditions. While
a uniﬁed criterion was not developed, this study indicated the limitations of applying
axial 1-dimensional models and both the Damköhler- and Mears criteria to respectively
evaluate reactor conversion and mass transport eﬀects.
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Chapter 1
Background
1.1 Context
The Department of Science and Technology (DST) has recently launched Hydrogen South
Africa (HySA) as part of its plan to develop competence in the ﬁeld of hydrogen tech-
nology. Hydrogen fuel cells are expected to be the next major energy converter after
the internal combustion engine. Importantly, these fuel cells and hydrogen generation
devices require platinum group metal (PGM) catalysts. As South Africa has 75% of the
world's proven platinum reserves, the development of local expertise in adding value to
these reserves is of importance to the countries economic growth.
As part of its strategy, it has looked to South Africa's strength in catalysis, largely as a
result of SASOL's reliance on catalytic processes as a competitive advantage over inter-
national companies. It has chosen the University of Cape Town's Chemical Engineering
Department and MINTEK to host the Centre for Competence for Catalysis. This center
will develop and test catalysts necessary for both hydrogen production and use in fuel cells
(Campbell 2009). This study represents the one of the ﬁrst steps in developing mobile
fuel processing technology at the centre.
1.1.1 Process intensiﬁcation
Process intensiﬁcation is one of the most important trends in chemical engineering today.
It is driven by the development of devices that drastically improve processes by decreasing
equipment size, energy usage and waste generation thereby leading to more economical
and sustainable industries. It is achieved by either reducing the size of existing equipment
or incorporating multiple unit operations into single devices. The degree of size reduction
was initially proposed to be 100-fold yet a decrease by a factor 2 can also be considered
1
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CHAPTER 1. BACKGROUND 2
process intensiﬁcation (Stankiewicz & Moulijn 2000). These devices are either derived
from new equipment or methods and a variety of these are shown in Figure 1.1.
Figure 1.1: Schematic diagram of diﬀerent methods of process intensiﬁcation with mi-
crochannel reactors on the left (Stankiewicz & Moulijn 2000).
One of the process intensifying devices is the microchannel reactor (also sometimes called
a microreactor) which falls under the equipment for chemical reactions. These devices
consist of catalyst coated channels of micrometer diameter arranged as regular grids on
metal or silica supports. Microchannels are also used in micro heat exchangers, or in a
reactor/heat exchanger combination. One of the most important consequences of the use
of microchannel reactor devices is the minaturisation of process equipment. This occurs
because when the size of the reaction channel decreases, the phase surface area to volume
ratio increases. In the case of a solid-ﬂuid system, it means a decrease in the transport
distance to a wall or catalyst surface, while in a gas-liquid system it means the transport
distance to the phase boundary. The particular eﬀects of a decrease in length scale are:
 decrease in diﬀusion distances
 increase in concentration and temperature gradients
 increase in speciﬁc surface area in catalytic reactions
 increase in speciﬁc interface area in multiphase ﬂow
In all cases, the reduction in transport distance leads to the dominance of surface eﬀects
over bulk limitations. This, in turn leads to a decrease in equipment size needed for either
mass or heat transfer limited reactions. (Hessel et al. 2004).
A second important feature of microchannel reactors is that they can be in dual purpose
functions. An example is its application as a reactor-heat exchanger that can be used
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Figure 1.2: Schematic of fuel processing system adapted from (Spatenka et al. 2005).
to both integrate two unit operations and reduce reactor size by reducing heat transfer
limitations and allowing the reaction to follow an optimal rate pathway (Baier & Kolb
2007).
1.1.2 General applications
The current energy shortage has led to a search for new sources of energy. This includes the
use of Gas-to-Liquid (GTL) processes to convert stranded sources natural gas to useful
liquid fuels. These sources include remote sources of natural gas far from pipelines or
conversion oﬀshore gas as an alternative to ﬂaring or re-injection. Other sources of carbon
include biomass or methane from waste sources (Fitzgerald et al. 2008). This technology
is still in development in the USA by Velocys Inc. and in the UK by CompactGTL in
partnership with the Brazilian oil company Petrobras.
A second application is in the manufacture of high value specialty chemicals (Brand et al.
2006). This is especially applicable to chemicals that are not subject to the economy of
scale such as pharmaceuticals or ﬁne chemicals. Here, microchannel technology allows for
ﬂexible production with small capital and running costs. Work in this ﬁeld is research-
based and industrial applications are limited.
1.1.3 Mobile fuel processors
Systems for proposed future mobile energy generation use fuel cell technology for energy
conversion. The solid polymer electrolyte membrane (PEM) fuel cell is currently the
focus of attention and requires high quality hydrogen for eﬃcient operation. However,
the development and future wide-spread use of hydrogen fuel cells is inhibited by the
problems associated with hydrogen storage, namely its explosive nature and low energy
storage density. An alternative is to store hydrocarbons or alcohols which can be reformed
to yield hydrogen in a multi-step fuel processing system (Tonkovich et al. 1999). A
schematic example is shown in Figure 1.2.
The reformer unit is used for primary hydrogen generation. The water-gas shift (WGS)
unit provides primary carbon monoxide cleanup and secondary hydrogen production,
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CHAPTER 1. BACKGROUND 4
while the partial oxidation unit provides secondary carbon monoxide cleanup. Removal
of carbon monoxide to levels below 50 ppm is necessary to prevent poisoning of the down-
stream PEM catalysts (Germani et al. 2005).
Conventional fuel processing technology is typically based on ﬁxed bed reactors. These
show slow observed kinetics and as a result do not scale well with the small modular nature
of fuel cells. On the other hand, microchannel reactors are able to exploit fast intrinsic
kinetics as a result of their reduced mass and heat transfer limitations. This, together
with their high surface area to volume ratio reduces the size of fuel processing equip-
ment without lowering throughput which makes them ideal for miniaturised deployment
(Tonkovich et al. 1999).
1.1.4 Reactor Modelling
Reactor modelling has been applied to conventional stirred, ﬁxed bed and tubular reactors
to predict ﬂow patterns, transfer limitations and reactor conversion. These models have
successfully enabled process design and optimisation, accurate control systems and failure
modelling. The applications of microchannel reactors are expected to cover all these
reactor types which includes gas and liquid ﬂow as well as gas/liquid or liquid/liquid
multiphase ﬂow. This ﬂow is further aﬀected by reaction often on a solid catalyst surface.
There are, however two important aspects that make modelling microchannel reactors
simpler than conventional reactors.
Their laminar ﬂow patterns (Tonkovich et al. 1999) are well deﬁned compared to the
turbulent ﬂow in conventional reactors. In contrast, turbulent models need to account
for velocity ﬂuctuations often well below the resolution of the dimensional grid. These
ﬂuctuations are often taken into account in an empirical manner often with limited appli-
cation. As mass and heat transfer are strong functions of ﬂuid velocity accurate accurate
ﬂow models are required. Currently there is, however no turbulent model that is both
computationally inexpensive and universally applicable. As microchannel reactors do not
need turbulent models, there is the potential for a general model that is both accurate
and computationally inexpensive. (Hessel et al. 2004)
A second advantage of microchannel reactors over conventional reactors is that instead
of scaling up for increased production, they 'number up'. Production is increased by
increasing the number of channels, while maintaining the critical channel dimensions
and so hydrodynamics. This means that a model for a lab scale reactor can be just as
accurately applied to a commercial reactor. This is contrasted to a conventional reactor
where hydrodynamics vary from bench to pilot plant, to full commercial scale. This
leads to inaccurate model representations and consequently extended design and testing
periods (Fitzgerald et al. 2008). Modelling therefore provides a powerful tool to design
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CHAPTER 1. BACKGROUND 5
and commercialise microchannel reactors as a result of their well-deﬁned ﬂow and uniform
structure.
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Chapter 2
Literature Review
This section outlines important factors which need to be considered in the development
of an accurate model for the microchannel reactor. A description of previous modelling
studies and their limitations is also presented. An analysis of the system must consider
the reactor geometry, ﬂow regime, mass and heat transfer processes and the reaction
kinetics and thermodynamics. The WGS reaction is selected as a case study of a heat
transfer-limited reaction.
2.1 Industrial Microstructuring
The methods used in industrial preparation of microchannel reactor components are re-
viewed to describe the physical environment to be modelled.
2.1.1 Materials of construction
A material of construction is necessary to obtain a thermal conductivity. The material has
to take into account two main factors: heat transfer and chemical species. Microchannel
heat exchangers are made from a variety of metals to take advantage of high heat transfer
rates, including aluminium alloys, copper, silver, titanium and stainless steel (Brand et al.
2006). The fuel processor reactions convert to high hydrogen concentrations which can
cause embrittlement in conventional metals. Typical supports used in experimental work
are therefore limited to stainless steel (Goerke et al. 2004) and alumina ceramics (Wheeler
et al. 2004). As stainless steel has the higher heat transfer rate it would be most suitable
for any reactor-heat exchanger. The thermal conductivity of stainless steel is 18 W/m.K
(Welty et al. 2001).
6
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2.1.2 Channel shape
Techniques for microstructuring are considered to determine the geometric limits of ap-
plying the model. The ﬁrst stage in preparing a microchannel reactor is creating channels
on a foil. There are two main methods of doing this: mechanical micromachining and
wet chemical etching. Micromachining is a `simple' process that can be used to create
rectangular or square grooves on either metals or ceramics. This is shown in Figure 2.1a.
Typical dimensions of tools are < 1000µm, preferably below 500µm, to a minimum of
50µm for commercial application. The aspect ratio (AR) determines the channel height.
The technical limits for 50, 100 and 200µm diameters are 1 : 1, 1 : 4 and 1 : 10 respec-
tively.
(a) Rectangular microchannels prepared by mi-
cromachining (Brandner et al. 2006)
(b) Catalyst deposited on spherical microchan-
nel (Germani et al. 2005).
Figure 2.1: Scanning electron microscopy images of the cross sections of microchannels.
Wet chemical etching is a more ﬂexible method than micromachining as it is cheap and
allows for the formation of hemispherical channels (Brandner et al. 2006). However, reac-
tor/heat exchangers use rectangular channels, to increase compactness. Typical dimen-
sions are shown in Figure 2.2. This conﬁguration yields an aspect ratio of 2.9 : 1, however
studies on a microchannel fuel vapouriser were conducted with aspect ratios between 4
and 17 : 1 (Tonkovich et al. 1999). The reactor length is a function of the conversion
desired and this is a parameter to be determined in the model. For indicative purposes
reactor lengths for WGS shift kinetic experiments and modelling range between 2.516 cm
(Kolb et al. 2005; Baier & Kolb 2007).
Micromachining can lead to the formation of burrs, or raised edges on the top surface of
the micromachined edge. This will reduce the accuracy of bonding, leading to irregularly
shaped channels. If burr formation occurs regularly, electropolishing needs to be applied
for removal.
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Figure 2.2: Schematic drawing of typical microchannel dimensions adapted from (Goerke
et al. 2004).
2.1.3 Catalyst loading
The technique used for catalyst coating determines which of the four available channel
surfaces is catalyst coated. Two main methods used are wash coating and sol-gel coating.
Wash coating is used to coat one side of the foil by immersion in a catalyst slurry prior
to stacking (Hessel et al. 2004). This yields asymmetric reaction channels (Goerke et al.
2004) with catalyst only on the bottom face and two side faces. The sol-gel method pumps
a sol through microchannels after the foils are stacked resulting in a catalyst coat on all
faces. This method has been applied to WGS catalysts with a range of catalyst layer
thicknesses of 110µm (Germani et al. 2005). This is the most likely method for future
automated coatings (Hessel et al. 2004).
2.1.4 Reactor Construction
The formation of the channels and the ﬁnal conﬁguration of the reactor is completed by
ﬁrst bonding the etched sheets together followed by packaging and sealing the compilation
of sheets.
Bonding Metal or silica foils are stacked together and bonded to form the reaction or
utility channels. Some of the techniques used are diﬀusion bonding, welding or gluing
in the case of silica foils. Of importance to modelling is the accuracy of the bonding
to produce regularly shaped channels throughout the reactor. In particular, there may
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be misalignment due to surface quality from etching or bonding techniques or by burr
formation when micromachining. As noted in Section 2.1.2, burr formation can be treated
by electropolishing. Techniques to avoid alignment errors include mechanical alignment
by pins, assembly under a microscope, or in automated processes by use of laser diodes
or photosensors (Brandner et al. 2006 ).
In some experimental applications the platelets may also not be bonded but rather just
pressed together in a housing. This could lead to ﬂuid bypass channels and blank platelets
need to be alternately inserted to avoid this (Germani & Schuurman 2006)
Packaging and mixing The microstructured arrangement has to be packaged to be
connectible to other pieces of process equipment. This is done by inserting it into a casing
and welding it closed. This procedure yields devices that are leak-free and can withstand
high pressures up to 100 MPa. (Brandner et al. 2006). Micromixers can be employed
at the reactor inlet and exits to mix reactant and product streams. This results in a
well-mixed inlet ﬂow that ensures even distribution to all microchannels (Goerke et al.
2004).
2.1.5 Channel conﬁguration
Typical heat exchangers use a cross-current exchange conﬁguration where foils are stacked
crosswise and connected by diﬀusion bonding (Ehrfeld et al. 2000). The justiﬁcation for
this is that the hot and cold streams enter the reactor on diﬀerent faces. However, with
suitable arrangement a counter- or co-current heat exchanger can be assembled (Gokhale
et al. 2005).
A combined reactor-heat exchanger for the WGS reaction has been proposed (TeGroten-
huis et al. 2002) and modelled (Baier & Kolb 2007). Both co- and counter current ex-
changers yield exponentially decreasing reaction temperature proﬁles comparable to the
optimal temperature proﬁle along the rector. This makes it possible to take advantage
of maximum reaction rates along the entire length of the reactor with either conﬁgura-
tion. Counter-current arrangements are however favoured as they show more eﬃcient heat
transfer (Baier & Kolb 2007). Cross ﬂow exchangers are not suitable for this purpose as
they regulate temperature across the reaction channels, thereby creating a temperature
proﬁle across the reactor, rather than along it as required.
2.1.6 Production Scaleup
Microchannel reactors for laboratory scale experiments usually consist of single foil stacks.
These are have limited throughput ranging in the order of mg/hr to kg/hr. However when a
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few thousand kg/hr production is required scaling has to occur to reach the desired total
mass ﬂow. An understanding of throughput scaleup procedures is important to determine
the macro-shape of the reactor as this determines the inlet linear ﬂow rate and velocity.
Of secondary importance is the macro-behaviour of heat dissipation in the entire device.
Production scaleup can be achieved in three ways: scaling, numbering up or equaling
(Brandner et al. 2006).
Scaling Scaling involves increasing the characteristic length of the channel to accom-
modate higher throughput. However as the advantages of microchannel reactors lie with
the small characteristic lengths, this almost always leads to a drop in performance. For
example the characteristic length of a microchannel reactor is its hydraulic diameter. If
this were to increase then longer diﬀusion paths would lead to an increase in mass transfer
limitations and a drop in conversion.
Numbering up The 'numbering up' of the number of channels per platelet and the
number of stacked platelets does keep the characteristic length of the reactor constant.
Whereas laboratory scale devices have ∼100 channels over two platelets (Germani et al.
2005) proposed reactors are expected to contain hundreds of plates with thousands of
channels for Fischer-Tropsch synthesis (Fitzgerald et al. 2008). The major diﬃculty an-
ticipated with numbering up is the even ﬂow distribution across all microchannels. This
is necessary to maintain even pressure drop and the same residence time in each channel
so that reactor conversion remains constant throughout operation. Even ﬂow is not easily
achieved but is possible with the use of well designed distributors (Brandner et al. 2006).
Equalling A third method of scaleup that potentially avoids uneven distributions is
that of equalling or external numbering-up. This requires the devices to be kept as small
as possible while production scaleup is achieved by adding additional devices in parallel
to the ﬁrst. This splits the ﬂow between identical microchannel blocks (Tonkovich et al.
2005).
2.1.7 Process equipment
A combination of the production scaleup methods is the most likely for scaleup to current
commercial capacity. A system of reactors can contain multiple numbered-up reactor
blocks all housed in the same macro-assembly. Furthermore, multiple assemblies can be
operated in parallel to form the complete reactor. This has been proposed for use in for
a steam methane reforming reactor which combines ﬁve reactor blocks in each of four
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Figure 2.3: Macro-reactor consisting of four assemblies each containing 5 microchannel
reactor blocks (Tonkovich et al. 2005) compared to a conventional steam methane reformer
(Tonkovitch 2008).
Table 2.1: Fully speciﬁed ﬂow problem adapted from Bird et al. (2002)
Balance Balance Variable
Continuity Equation Overall Mass Balance ρ
Equation of Motion Momentum Balance v
Heat Equation Enthalpy Balance T
The Equation of State p = f(ρ,T)
The Equations for the Viscosities µ = g(ρ, T )
assemblies. A capacity of 0.4m3/s in each assembly will yield about 2m3H2/s (Tonkovich
et al. 2005).
The size of this reactor is compared to a current industrial reformer that produces ∼
6.5m3H2/s (Tonkovitch 2008) in Figure 2.3. The microchannel based reactor is about 10%
of the original reactor size for a similar production rate.
2.2 The Equations of Change
To fully describe the ﬂow and transport limitations in a microchannel the equations of
change need to be solved. These, together with their boundary conditions provide a
fully speciﬁed set of equations to solve the pressure, velocity, density and temperature
distributions in the ﬂuid. The equations are: given in Table 2.1.
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2.3 Flow Phenomena
A ﬂow model is necessary to determine the bulk ﬂow patterns through microchannels.
This is necessary to determine the concentration of reacting species at the catalyst surface,
which aﬀects conversion through the concentration dependence of the reaction kinetics.
The ﬂow regime is governed by momentum balances which yield expressions for radial
ﬂow velocity proﬁles and axial pressure drop.
2.3.1 Continuum Model
Flow ﬁelds can be modelled in two basic ways: either fundamentally as a collection of
molecules or as it is observed as a continuum. These are called molecular models and
continuum models respectively. Molecular models are further subdivided into determin-
istic methods in which the future state of the system is determined by its present state
and is independent of any randomness and statistical methods in which a ﬂuid with a
distribution of microscopic conﬁgurations, or microstates, can lead to an understanding
of its observed macrostate properties. Continuum models have the ﬂuid properties (con-
centration, temperature, pressure etc.) deﬁned at each point in space and time. These
models are mathematically simpler to treat and are more familiar to ﬂuid dynamicists
than the molecular models and their use is advised where possible (el Hak, 1999).
2.3.1.1 The criterion for Continuum Models
The continuum model is valid under two conditions. The ﬁrst is that volume elements be
large enough compared to microscopic structures so that ﬂuid properties can be averaged
over them but also small enough so that diﬀerential calculus can be used over them. The
second is that each volume element must not be far from thermodynamic equilibrium, i.e.
that all physical properties be uniform over each volume element. The ﬁrst criterion is
almost always satisﬁed, but the second requires validation.
This is done for gasses by considering the situation where the volume element contains
just a single molecule because of the level of rarifaction of the gas it contains. A highly
rariﬁed gas causes the system to move out of thermodynamic equilibrium as the as the
properties within that system are constrained to discreet particles and cannot be said
to be uniform. The level of rarifaction is determined by the average distance a particle
travels between collisions, or the mean free path, λgas. For an ideal gas this is given as a
function of temperature and pressure by
λgas =
kBT√
2piPσ2
(2.1)
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Table 2.2: Knudsen number regimes
Knudsen number Flow Regime Equation
Kn→ 0 Neglect molecular diﬀusion Euler
Kn ≤ 10−3 No-slip BC Navier-Stokes
10−3 ≤ Kn ≤ 10−1 Slip-ﬂow BC Navier-Stokes
10−1 ≤ Kn ≤ 10 Transition regime
Kn > 10 Free-molecule ﬂow
where kB is the Boltzmann constant and σ is the particle diameter. A rareﬁed gas will
be present where λgas is much higher than a characteristic ﬂow dimension, Dh therefore
the continuum model will be deﬁned where λgas is much smaller than Dh. The Knudsen
number, Kn expresses ratio of these dimensions as
Kn =
λgas
Dh
(2.2)
The Knudsen number regimes are well reported (el Hak, 1999) and are reproduced in
Table 2.2. The continuum model is generally valid for Knudsen numbers less than 0.1.
Knudsen numbers greater than this are encountered for rareﬁed gasses in micro-ﬂow
devices and high altitude or low pressure applications. This makes it necessary to check
this condition for microchannel applications (Arzamendi et al., 2009a).
2.3.1.2 Types of Continuum Models
Application of the conservation laws to mass, momentum and energy leads to a set of
partial diﬀerential equations that are deﬁned at every point in space, xi = {x, y, z} and
time, t. These are reproduced from literature (el Hak, 1999) in Equations 2.3 - 2.5, but
their derivations are provided in A.1 for purposes of understanding and as a basis for
further derivations.
∂ρ
∂t
+ (∇ · ρv) = 0 (2.3)
ρ
[
∂v
∂t
+ (v · ∇v)
]
= − (∇ · pi) + ρg (2.4)
ρ
[
∂Esys
∂t
+ (v · ∇Esys)
]
= − (∇ · q) + (pi · ∇v) (2.5)
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where ρ is the ﬂuid density, v is the velocity vector, pi is the (second-order) molecular
momentum ﬂux tensor, g the external body force per unit mass on the ﬂuid, Esys is the
internal energy and q is the heat ﬂux vector and includes conduction and radiation.
The set consisting of Equations 2.14, 2.4 and 2.5 consist of 5 equations1 for 17 unknowns,
p, v, pi, Esys, and q. These are underspeciﬁed and further assumptions about the ﬂuid
are required.
Navier-Stokes Equations The required relationships are as follows. For an isotropic
Newtonian ﬂuid2 the molecular stress tensor is deﬁned as
piij = −pδij + τij
= −pδij + µ
(
∂vj
∂xi
+
∂vi
∂xj
)
+
(
2
3
µ− κ
)(
∂vx
∂x
+
∂vy
∂y
+
∂vz
∂z
)
δij (2.6)
For a Fourier ﬂuid with negligible radiative conduction the heat ﬂux vector is deﬁned as
q = −λ∇T (2.7)
And for an ideal gas the internal energy and pressure relations are
dEsys = cvdT (2.8)
and
p =
ρRT
M
(2.9)
The application of these assumptions to Equations 2.5, 2.4 and 2.5 lead to the following
fully speciﬁed set of equations
∂ρ
∂t
+ (∇ · ρv) = 0 (2.10)
ρ
[
∂vj
∂t
+ vi
∂vj
∂xi
]
= − ∂p
∂xj
+ρgj+
∂
∂xi
[
µ
(
∂uj
∂xi
+
∂ui
∂xj
)
+
(
2
3
µ− κ
)(
∂vx
∂x
+
∂vy
∂y
+
∂vz
∂z
)
δij
]
(2.11)
1Note that there are three momentum balances, one for each component of v
2An isotropic ﬂuid is one that has no preferred direction of motion.
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ρcv
(
∂T
∂t
+ vi
∂T
∂xi
)
=
∂
∂xi
(
λ
∂T
∂xk
)
− P ∂vi
∂xi
+ φdis (2.12)
The 6 balances in Equations 2.10, 2.11 and 2.12 combined with the thermodynamic gas
law (in this case the ideal gas law, Equation 2.9) form a fully speciﬁed set to describe
the 6 dependent variables ρ, v, T and p. The momentum balances with the Newtonian
assumptions in Equation 2.11 are referred to as the Navier-Stokes equations.
The energy balance, Equation 2.12 contains the viscous dissipation function, φdis which
accounts for the irreversible conversion of mechanical energy into thermal energy and a
heating of the ﬂuid. As this process is irreversible, the Second Law of Thermodynamics
states that the function must be positive. It is given by the expression
φdis =
1
2
µ
(
∂uj
∂xi
+
∂ui
∂xj
)2
+
(
2
3
µ− κ
)(
∂vx
∂x
+
∂vy
∂y
+
∂vz
∂z
)2
(2.13)
The second term from the right accounts for the change in volume of the ﬂuid element
induced by the pressure on its sides. This term is normally neglected in microchannel
applications (Hessel et al., 2004). The viscous heating term is however proportional to 1
D2h
with constant velocity so as channel diameter decreases this eﬀect increases substantially
and can no longer be neglected. The regions of applicability have been studied by (Sekulic
et al., 1997) and (Richardson et al., 2000).
Euler Equations In the limit as Kn→ 0 transport terms are neglected. These include
the heat conduction, viscous dissipation and viscous diﬀusion terms. The ﬂuid is now
referred to as non-conducting and inviscid. The equations that describe this system are
as follows (el Hak, 1999)
∂ρ
∂t
+ (∇ · ρv) = 0 (2.14)
ρ
[
∂vj
∂t
+ vi
∂vj
∂xi
]
= − ∂P
∂xj
+ ρgj (2.15)
ρcv
(
∂T
∂t
+ vi
∂T
∂xi
)
= −p∂vi
∂xi
(2.16)
The momentum balances in Equation 2.15 are referred to as the Euler equations. If
this is integrated along a streamline, the Bernoulli equation results which directly relates
pressure and velocity. This is given in Equation 2.17.
1/2v2 + gx+
ˆ P1
P0
dP
ρ(P )
= const (2.17)
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2.3.2 Compressibility
Continuum ﬂow can be considered either compressible or incompressible. The change of
a ﬂuid's density upon impact with another body (i.e. viscous and inertial eﬀects) may
lead the ﬂow to compress and the ﬂow has to be treated as compressible. In this case, the
mass balance in Equation 2.3 applies. Many ﬂuids are diﬃcult to compress, which means
that their density can be assumed constant. For such an incompressible ﬂuid the mass
balance in Equation 2.3 simpliﬁes to
∇ · v = 0 (2.18)
Incompressible ﬂows are easier to treat than compressible ﬂows, so this is a very useful
simplifying assumption. The applicability of this assumption to gasses is valid in certain
circumstances. If a ﬂuid ﬂow velocity v is suﬃciently less than the speed of sound in that
ﬂuid3, vs then the ﬂuid can be considered incompressible. The ratio of these scalars is
formalised in the Mach number, Ma
Ma =
v
vs
(2.19)
The necessary condition for incompressible ﬂow is Ma < 0.3. This condition is however
not a suﬃcient one and eﬀects other than inertial and viscous ones need to be considered.
If pressure or temperature changes are strong then the ﬂuid is to be considered compress-
ible. In the case of temperature, this could occur upon wall heating or cooling either
due to an external heat source/sink or a chemical reaction. This can cause signiﬁcant
density changes regardless of the value of the Mach number and compressability must be
accounted for.
A second situation arises from the compression/expansion of a ﬂuid in a closed vessel.
This results in a change in pressure and/or temperature and the density of the ﬂuid
changes. A subtle diﬀerence here is that the ﬂuid has compressibility and not the ﬂow.
2.3.2.1 Boundary conditions
The Knudsen ﬂow regime analysis in Table 2.2 provides the boundary condition for the
solid-ﬂuid interface. Here the choice is between no-slip and slip conditions.
No-slip BC At a solid-ﬂuid interface the ﬂuid velocity equals the velocity of the solid
wall. This generally applies both in the tangential and normal directions. In the case of the
tangential velocity component this means that vx = 0 and is called the no-slip boundary
3The speed of sound in air is ∼300 m.s−1
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Figure 2.4: Characteristics of laminar ﬂow adapted from (Bird et al. 2002).
condition. This occurs in the regime Kn ≤ 10−3. However in the case of chemical
reaction, adsorption, absorption, dissolution or melting the normal velocity components
do not equal zero. Here the velocities are given by the ﬂuxes of ﬂuid components with
the driving force being the phenomena listed (Bird et al., 2002).
Slip BC Slip ﬂow occurs when a tangential velocity is present at a solid-liquid interface.
Here the continuum assumption starts to break down as intermolecular forces become less
important than forces between the molecule and the solid. The region of 10−3 ≤ Kn ≤ 0.1
has been studied for slip ﬂow eﬀects in microchannels (Hettiarachchi et al., 2008).
2.3.3 Laminar ﬂow
The ﬂow regime expected is given by the Reynolds number, Re. The requirement for
laminar ﬂow is Re < 2, 100 for ﬂow in a circular tube and 0 < ReL < 50, 000 for ﬂow
over a ﬂat plate of length L (Bird et al., 2002). Flow in microchannel reactors is typically
laminar as the expected Re lies below 500 (Hoebink & Marin 1998). Laminar ﬂow consists
of axial stream lines where ﬂuid ﬂows in parallel layers with no bulk ﬂow between the
layers. This provides a radial resistance to mass ﬂow (Bird et al. 2002). A further
characteristic of laminar ﬂow is the development of a radial velocity proﬁle, shown in
Figure 2.4.
Development of the Flow Proﬁle A radial velocity proﬁle shown in Figure 2.4 above,
develops along the channel length as a result of shear forces exerted on the ﬂuid by the
wall. This force, τr,x acts in the axial direction (x) and is exerted on a streamline parallel
to it i.e. in the r-direction. The magnitude of this force can be given for Newtonian ﬂuids,
by Newton's Law of Viscosity.
τr,x = µ
dvx
dy
(2.20)
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Each successive streamline exerts a shear force on the adjacent streamline, which leads to
a gradual decrease in the ﬂuid velocity from the center of the channel to the wall. This
means that the velocity is maximum at the channel center (vx,max) and minimum at the
channel wall (vx = 0). The velocity at the channel wall is given by the boundary condition
at a solid-ﬂuid interface. This is taken as the `no-slip condition' where the ﬂuid velocity
at the wall equals the wall velocity. So if ﬂow is measured with respect to a stationary
channel wall, then the ﬂuid velocity at the wall surface is zero. This means that there is
no bulk ﬂow at the channel wall.
The laminar ﬂow proﬁle develops over an entrance length. The order of this length for
laminar ﬂow in a circular tube is given by the following expression (Bird et al. 2002).
Le = 0.035DhRe (2.21)
This is generally neglected as it forms less than 10% of the total reactor length and
experimental work has shown that proﬁle development does not aﬀect reactor performance
(Hoebink & Marin 1998). As a result the shape of the fully developed proﬁle can be used
for microchannel ﬂow. The velocity proﬁle is parabolic for isothermal, incompressible ﬂow
in a cylindrical pipe and is easily deﬁned by the following equation (Bird et al. 2002).
vx(r) = 2vx,avg
[
1−
( r
R
)2]
(2.22)
where the average velocity is vx,avg = lτ or equivalently where (Bird et al., 2002)
2vx,avg ≡ vx,max = (P0 − PL)R
2
4µL
(2.23)
and the channel radius, R is approximated by half the hydraulic diameter Dhin the case
of rectangular co-ordinates
Dh =
2WH
W +H
(2.24)
However, in the case of non-isothermal, compressible ﬂow, a set of Navier-Stokes momen-
tum balances have to be solved simultaneously with the materials and energy balances
for a rigorous solution (Raja et al. 2000).
Other ﬂow proﬁles Analytical ﬂow proﬁles have been derived for fully developed ﬂow
through non-circular ducts. The study of (Spurk, 1997) considers the laminar ﬂow though
an inﬁnitely long duct with the Hagen-Poiseuille assumptions of constant temperature and
linear pressure drop. The diﬀerential equation to be solved is
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∂2vx
∂y2
+
∂2vx
∂z2
= ∆vx (2.25)
where ∆vx is given by Poisson's equation
∆vx =
1
µ
∂P
∂x
(2.26)
with constant ∂p
∂x
. No-slip boundary conditions apply. This is integrated using Fourier
series to give the velocity vx as a function of position (y, z)
vx(y, z) =
∂p
∂x
1
2µ
(
H2
4
− z2 + 8
H
∞∑
n=1
(−1)n
m3
cosh (mx)
cosh (mW/2)
cos (my)
)
(2.27)
where m = pi
H
(2n− 1). A further study (Spiga & Morini 1994) used a Fourier sine
transform to give the velocity vx as a function of position (y, z)
vx (y, z) =
16H2
pi4
∞∑
n odd
∞∑
modd
sin
(
npi y
W
)
sin
(
mpi z
H
)
nm
((
H
W
)2
n2 +m2
) (2.28)
The disadvantage of these analytical solutions is that they rely on inﬁnite series which
can be computationally expensive.
Pressure Drop Pressure drop for non-isothermal ﬂow involves the coupling of momen-
tum and energy equations and is a complex procedure for non-Eulerian systems. As a
result of the orderly ﬂow patterns shown in laminar ﬂow systems, a low pressure drop is
expected (Tonkovitch 2008). Pressure drop in a microchannel reactor has been shown to
be of the order of 10mbar over a 2.5 cm long reactor and is not expected to play a role
in reactor performance (Kolb et al. 2005).
2.3.4 Residence time distribution
The laminar velocity proﬁle results in a residence time distribution within the reactor.
Equation 2.22 shows that the minimum time a ﬂuid element spends in the reactor is τ
2
given that the maximum velocity is 2vavg. The distribution of fractions of ﬂuid spending
time t + dt is given by the function E(t). This is derived in for a laminar ﬂow reactor
(Fogler 2006) starting with the velocity proﬁle in Equation 2.22. The distribution function
is given by Equation 2.29 and is illustrated in Figure 2.5.
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Figure 2.5: Residence time distribution of an LFR.
E(t) =
0 t < τ2τ2
2t3
t ≥ τ
2
(2.29)
The given E(t) states that below the minimum residence time, none of the ﬂuid elements
that entered the reactor at t = 0 exit the reactor, while at the maximum residence
time, the maximum fraction of ﬂuid elements exit. This point corresponds to the ﬂuid
elements in the maximum velocity stream at the channel center. The fraction of ﬂuid
elements exiting the reactor then decreases with time to asymptote to zero in the limit
lim
t→∞
E(t) → 0. The function never reaches zero as there will always be ﬂuid elements at
the wall with zero velocity and hence residence times that tend to inﬁnity.
The form of the RTD in Equation 2.29 also contains the mean residence time, τ which is
a function of ﬂuid velocity. This indicates that even in a heterogeneous reactor, a change
in the ﬂuid velocity will change the RTD curve and so the reactor behaviour.
2.4 Transport Limitations
Microchannel reactors demonstrate superior performances in comparison to conventional
packed bed reactors for mass transfer limited reactions (Brandner et al. 2006; Karakaya
et al. 2009). However, the transport of reacting species from the bulk ﬂuid to the catalyst
surface and the presence of a porous catalyst layer on the channel wall indicate that
the inﬂuence of internal and external mass transfer limitations on the overall kinetics
still has to be accounted for (Spatenka et al. 2005). It is therefore necessary to review
possible transport limitations along with the criterion for their presence. The criterion
for mass transport limitations are well known for ﬁxed bed reactors, but new methods
for testing these limitations have recently been developed speciﬁcally for microchannel
reactors (Walter et al. 2005).
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2.4.1 Comparison to transport in ﬁxed bed reactors
The diﬀerence in ﬂow patterns between ﬁxed bed reactors and microchannel reactors is
described to obtain an understanding of the diﬀerent approach that needs to be taken
when evaluating for transport limitations in microchannel reactors.
Fixed bed reactors Fixed bed reactors have catalyst particles surrounded by reactant
ﬂow. The ﬂow around this particle can be described by ﬁlm theory. The external mass
transport resistance takes place in a stagnant ﬁlm around the catalyst particle and the
remainder of the reactant is considered as a well-mixed bulk ﬂow. The mass transport
in the ﬁlm is by molecular diﬀusion. The thickness of the ﬁlm is a model parameter and
can be obtained for diﬀerent geometries and ﬁlm conditions by appropriate correlations
for the Sherwood number, Sh. Transport limitations are decreased by increasing the
ﬂow velocity. This decreases the ﬁlm thickness and enhances mass (and heat) transport.
Internal transport limitations depends on the relative rates of reaction and diﬀusion of
reactants in the pores of the catalyst particle. For an internal transport limitation to
exist, the rate of reaction has to be greater then the rate of diﬀusion.
Microchannel reactors Microchannel reactors have two conditions that diﬀerentiate
them from ﬁxed bed reactors; their laminar ﬂow pattern and catalyst-coated walls. This
means that a particle in the center of the channel will have to travel by molecular diﬀusion
perpendicular to the direction of bulk ﬂow to reach the catalyst surface. The driving force
for this motion is the concentration gradient generated by the wall reaction. Furthermore,
the laminar ﬂow proﬁle means that this particle will have a lower residence time than one
closer to the wall. This means that the assumption of a perfectly mixed bulk and stagnant
ﬁlm is not applicable to microchannel reactors. The thickness of the stagnant layer and
the radius of the microchannel are also not comparable hence traditional ﬁlm theory
breaks down.
Internal transport limitations are similar to ﬁxed bed reactors. This means that as con-
centration is expected to be lowest at the center of pellets so too is it lowest at the catalyst
wall (Walter et al. 2005). Internal mass transfer limitations are however expected to be
small compared to external limitations. This is because the catalyst layer is thinner than
the channel diameter which leads to shorter diﬀusion lengths.
The analogy between heat and mass transfer limitations means that the same factors aﬀect
heat transfer as those that aﬀect mass transfer. In particular, short thermal diﬀusion paths
lead to rapid heat transfer and allows for accurate control of temperature distributions
in microchannel reactors (Hessel et al. 2004). Furthermore, the tests for heat transfer
limitations are the same as those for mass transfer limitations.
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2.4.2 Criterion for external transport limitations
Laminar ﬂow in microchannels means that reactant molecules have to be transported
normal to the ﬂow direction in order to reach the catalyst-coated wall. External mass
transfer therefore relies on radial molecular diﬀusion and thus becomes more signiﬁcant
at higher channel diameters. This is because of the longer radial diﬀusion paths to the
catalyst surface (Baier & Kolb 2007). This external mass transfer is driven by radial
concentration gradients developed by the reaction. In contrast to ﬁxed bed reactors,
ﬂow in microchannels does not give any physical signiﬁcance to a well mixed bulk phase
nor a stagnant ﬁlm on the wall (Walter et al. 2005). This means that ﬁlm models that
provide criterion for the presence of external mass transfer should be used with caution in
a microchannel model. These have, however been used by (Kolb & Hessel 2004; Goerke
et al. 2009) to justify the absence of external transport limitations.
Damköhler number The regions of mass transfer and kinetic control in an isothermal
system are delimited by the second Damköhler number, DaII . The boundaries for a
circular channel with plug ﬂow and ﬁrst order reaction the regions are deﬁned as (Walter
et al., 2005):
ksR
DAB
< 0.1 kinetic regime
0.1 ≤ ksR
DAB
≤ 100 transient regime
ksR
DAB
> 100 mass transfer controlled regime (2.30)
Where R is the channel radius, ks is the surface reaction rate constant (m/s). As noted
by Damköhler, these limits can be lower for laminar ﬂow as the molecules in the center
of the channel travel faster than those at the edges. This means that they have a smaller
residence time and a higher chance of leaving the reactor without being converted.
Mears criterion The Mears criterion is based on the Damköhler number (Mears, 1971).
This has been used to justify the absence of external mass transport limitations in diﬀerent
microchannel modelling studies Kolb & Hessel 2004; Goerke et al. 2009. This criterion
has been derived for ﬁxed bed reactors (Mears, 1971) and is reported as
robsRp
kgci
<
0.15
n
(2.31)
where robs is the observed reaction rate per unit particle volume (gmol/s.m3), Rp is the
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catalyst particle radius (m), kg is the mass transfer coeﬃcient between the gas and the
particle (m/s), ci is the inlet concentration of the species in question (gmol/m3) and n is the
reaction order. The particle diameter Rp is analogous to the hydraulic diameter Dh of the
microchannel and is reported as such by (Kolb & Hessel, 2004). In another modiﬁcation of
this law, the particle diameter Rp has been substituted by the ratio of catalyst volume and
surface area, Vcat/Asurf and the 0.15 criterion substituted with 0.05 for use in microchannels
without any stated justiﬁcation.
The Mears criterion should be used with caution given the previous discussion on the dif-
ferences between the treatment of mass transport in ﬁxed bed and microchannel reactors.
Sherwood number The Sherwood number is given by
Sh =
kgDh
DAB
(2.32)
The Sherwood number tends to a constant value of 3.66 in most microchannel applications
and can therefore be used as a general criterion of the eﬀect of channel diameter on
mass transport (Kolb & Hessel, 2004). As Dh decreases, the mass transport coeﬃcient
increases. This leads to higher transport rates at lower channel diameters and so lower
mass transport limitations.
Radial diﬀusive time The radial diﬀusive time τD is used as a criterion to verify the
presence of radial concentration proﬁles. This is calculated as (Arzamendi et al., 2009a)
τD =
D2h
4DAB
(2.33)
This is to compare the time-scale of diﬀusion to the time-scale of ﬂow, or residence time
τ in the relation τ
τD
. If τ/τD is low then the diﬀusion time is slow compared to the
the residence time and suggests that radial concentration proﬁles can develop. This is
calculated as 44 - 375 in the same study and is taken as justiﬁcation of the development
of radial proﬁles and hence the use of a 3-dimensional CFD model.
2.4.3 Criterion for internal transport limitations
The similarity between the mechanisms of internal transport in ﬁxed bed and microchan-
nel reactors mean that the criterion for the presence of transport limitations in ﬁxed bed
reactors can be applied to microchannel reactors.
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Thiele modulus The Thiele modulus can be used to determine whether pore diﬀusion
eﬀects signiﬁcantly decrease the reaction rate if the form of the rate law is known. This
is deﬁned for a ﬁrst order reaction by (Levenspiel 1999)
MT = Lc
√
kobs
Deff
(2.34)
where Lc is a characteristic length (m),Deff is the eﬀective diﬀusion coeﬃcient (m
3
gas/msolid.s)
and kobs is the observed rate constant (m
3
gas/m3solid.s) as a function of temperature. This can
be used to calculate the internal eﬀectiveness factor ηint by the expression for a ﬂat plate
ηint =
tanhMT
MT
(2.35)
Weitz-Prater modulus The Weitz-Prater modulus is used for the estimation of inter-
nal mass transport limitations when the form if the rate law is not known but only its
observed rate law. This modulus is given by (Levenspiel 1999)
MW = M
2
Tηint =
L2creff
ctχiDe
n+ 1
2
(2.36)
where reff is the observed reaction rate per unit particle volume, ctχi is the reactant
concentration at the surface, Deff is the eﬀective diﬀusivity and n is the reaction order.
For criterion for ηint ≤ 0.95 is MW < 1 (Mears, 1971) and for insigniﬁcant internal mass
transfer resistance, ηint → 1 is MW < 0.15 (Levenspiel, 1999).
2.4.4 Tests for mass transfer limitations
Mass transfer limitations are routinely tested in ﬁxed bed reactors. These methods are
generally applicable to microchannel reactors sometimes with a few modiﬁcations (Walter
et al. 2005). Two methods that are easily applicable to modelling studies are increasing
channel diameter for external eﬀects and increasing catalyst layer thickness for internal ef-
fects. These two changes increase the diﬀusion paths in ﬂuid and solid phases respectively.
The presence of the respective transport limitations will be seen if reactor conversion de-
creases. These tests need to be carried out at constant weight hourly space velocity, or
SV as it is referred to in the remainder of the manuscript. This is given by
SV =
F0
mcat
(2.37)
=
ctv0XSAI
Vcatρcat
(2.38)
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This essentially means that the ratio of ﬂow rate to catalyst weight is kept constant. This
will negate the eﬀect a change of ﬂow rate or mass of catalyst will have on conversion. The
reactor residence time is also kept constant as this aﬀects the residence time distribution
of ﬂuid elements in the reactor. This eﬀect is discussed in Section 2.3.4. Thus the eﬀect of
varying channel height or catalyst thickness is isolated and the presence of mass transfer
limitations can be seen.
2.5 Maxwell-Stefan Approach to Mass Transport
2.5.1 Contrast to Fickian Diﬀusion
Typically mass transport in chemical processes has been modelled from a macroscopic
perspective. This uses Fick's Law of Diﬀusion and deﬁnes a linear relationship between
the molar diﬀusion ﬂux of species i relative to the molar average velocity, Ji and the
concentration gradient ∇χi. This is expressed by Fick's Law as
Ji ≡ ci (vi − v) = −ctDi,m∇χi (2.39)
for i = 1, ..., c.
where the molar ﬂux with respect to stationary co-ordinates4, Ni is given by
Ni ≡ civi = ctχivi = Ji + χiNt (2.40)
Nt =
c∑
i=1
Ni (2.41)
These relationships are only valid under certain circumstances. These are (Krishna &
Wesselingh, 1997)
1. binary mixtures
2. diﬀusion of a dilute species, i in a multicomponent mixture
3. absence of external forces (centrifugal and electrostatic)
The Ficks Law model has two shortcomings. It considers molecular motion due to species-
mixture interactions binary species interactions as opposed binary interactions for the
4In the case of a stationary reactor
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Table 2.3: Initial bulb mole fractions adapted from (Krishna & Wesselingh, 1997)
χH2 χN2 χCO2
Bulb 1 0.00000 0.50086 0.49914
Bulb 2 0.50121 0.49879 0.00000
Figure 2.6: The two-bulb diﬀusion experiment with the system (1) hydrogen, (2) nitrogen
and (3) carbon dioxide. Adapted from (Krishna & Wesselingh 1997).
Maxwell-Stefan formulation(Taylor & Krishna, 1993). This means that the often in-
accurate mixture diﬀusivities Di,m are used rather than the more fundamental binary
diﬀusivities Di,j.
A further shortcoming is that it does not account for the microscopic interactions between
individual sets of molecules as a result of the transfer of momentum by collisions which
can lead to some species ﬂowing against their concentration gradients (Taylor & Krishna,
1993). The study of Duncan and Toor illustrates this shortcoming of the Fickian diﬀusion
model in an ideal hydrogen, nitrogen, carbon dioxide mixture and is outlined in (Krishna
& Wesselingh, 1997). The study considered two bulbs, 1 and 2 connected by a capillary
in Figure 2.6. The initial composition is given in Table 2.3.
The composition proﬁles in Figure 2.6 show that as expected the diﬀusion of hydrogen
and carbon dioxide follow Fickian behaviour and each diﬀuse according to their concen-
tration gradients. The interesting behaviour occurs with nitrogen. Initially there is no
concentration gradient and hence no driving force for diﬀusion. The concentration-time
proﬁle in Figure 2.6 shows that a concentration gradient does develop between the two
bulbs, with a nitrogen ﬂow from bulb 1 to bulb 2. This diﬀusion of a species against
its own concentration gradient is called reverse diﬀusion. It is attributed to the ﬂow of
the carbon dioxide in the same direction that carries the nitrogen by momentum transfer
due to molecular collisions or drag. The hydrogen, being the lighter species has a more
limited ability to carry nitrogen than carbon dioxide and hence a lower ability to carry
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the nitrogen molecules.
The Maxwell-Stefan approach to mass transfer takes these microscopic interactions into
account and the theory is discussed in the section below.
2.5.2 General Theory
A detailed analysis of the fundamental derivation of the Maxwell-Stefan relationships
from the theory of molecular collisions can be found in reviews on the subject (Do, 1998;
Taylor & Krishna, 1993; Krishna & Wesselingh, 1997). Some points are reproduced here.
Consider a binary gaseous mixture of molecular species 1 and 2 in a control volume with
total pressure P and composition χ1 and χ2. The number of collisions between the species
will be proportional to each of the compositions
Number of collisions per volume per time ∝ χ1χ2 (2.42)
The rate of change of momentum of each species is the momentum transferred between
the species multiplied by the number of collisions per volume per time
Rate of change of momentum of species 1 molecule ∝ χ1χ2 (v1 − v2) (2.43)
For illustrative purposes a force balance is carried out on the y-direction and yields
Net force acting on species 1 per volume in y-direction = −dP1
dy
(2.44)
The expressions in Equations 2.43 and 2.44 are equated by a force balance and are related
by a friction factor f12 = PD12 . This leads to the expression for the binary interaction of
species 1 and 2 in all directions
d1 = −χ1χ2 (v1 − v2)
D1,2
where d1 is the generalised driving force for diﬀusion. The expression for the interaction
between multiple components results from the summation of individual binary interactions
di = −
c∑
j=1
χiχj (vi − vj)
Di,j
(2.45)
Substitute for Ni = civi to put it in terms of ﬂux gives a more useful expression in terms
of molar ﬂuxes. The derivation is shown in Appendix A.2 and the result is shown in
Equation 2.46.
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di =
c∑
j=1
j 6=i
χiNj − χjNi
ctDi,j
(2.46)
2.5.3 Driving Force
The driving force for mass transport, di is given for various ﬂow and ﬂuid situations. The
driving force in its most general form is given by Equation 2.47 (Taylor & Krishna, 1993).
ctRTdi ≡ ci∇T,Pµi + (ζi − ωi)∇p−
(
ciFi − ωi
c∑
j=1
cjFj
)
(2.47)
The ctRTdi term represents the force acting on species i per unit volume mixture that
moves species i relative to the mixture. The ci∇T,Pµi term takes into account the the
chemical potential gradient as the fundamental driving force for diﬀusion. The equality
of chemical potentials is the condition for equilibrium so a gradient in chemical potential
represents a departure from the mixture's equilibrium state and hence a driver of diﬀusion.
The derivative is taken at constant temperature and pressure as the eﬀect of these variables
are accounted for by subsequent terms. The (ζi − ωi)∇P term accounts for the pressure
gradients (i.e. absence of mechanical equilibrium). The last term accounts for any external
force per unit mass, Fi applied to the mixture that may inﬂuence diﬀusion. These include
gravitational forces, centripetal forces or electromagnetic forces on electrolytes.
For ideal gases there are no volume changes upon mixing, so the volume fraction ζi
corresponds to the mole fraction χ. The chemical potential now corresponds to the mole
fraction gradient, ∇χi and the driving force becomes
di ≡ ∇χi + (χi − ωi) ∇P
P
−
(
ciFi − ωi
c∑
j=1
cjFj
)
(2.48)
The absence of external body forces gives
di ≡ ∇χi + (χi − ωi) ∇P
P
(2.49)
An isobaric system results from neglecting any viscous forces in the direction of diﬀusion
and the driving force ﬁnally yields
di ≡ ∇χi (2.50)
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2.5.4 Auxiliary Relationships
Three auxiliary relationships have to be noted when using the Maxwell-Stefan equations
(Bird et al., 2002). These follow from the physical constraints on the system. The ﬁrst is
as a result of the deﬁnition of the driving force
c∑
i=1
di = 0 (2.51)
This means that only c − 1 component driving forces are independent. The second is a
result of the Onsager reciprocal relations and states that the diﬀusivity of species i in j
is equal to the diﬀusivity of j in i.
Di,j = Dj,i (2.52)
The third is a result of the dependent species having to satisfy the physical constraint∑c
i=1 χi = 1
c∑
i=1
χi
Di,j
= 0 (2.53)
2.5.5 Physical Constraint
The multicomponent Maxwell-Stefan equation provides c − 1 independent equations. A
physical constraint is needed for the ﬂux and its form is based on the physical situation.
There are three of these that are typically encountered (Do, 1998). These are given for
isobaric conditions.
The Open System The ﬂuxes are related by Graham's law of diﬀusion which relates
species ﬂuxes to their molecular masses as Ni ∝ 1√Mi in an isobaric system (Bird et al.,
2002). This is used to relate ﬂuxes by
c∑
i=1
√
MiNi = 0 (2.54)
or
Nc = −
c−1∑
i=1
√
Mi
Mc
Ni (2.55)
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The Closed System If the pressure is maintained constant in a direction, y then there
is no net velocity vy. Given that the overall velocity is given by vyct = Ny The sum of
ﬂuxes must be zero
c∑
i=1
Ni = 0 (2.56)
or
Nc = −
c−1∑
i=1
Ni (2.57)
The Stefan Tube The Stefan tube considers the evaporation of c−1 components from
a liquid surface into a gas space containing the cth component. This is analogous to
reaction or adsorption of c− 1 components with the cth component as the inert. The ﬂux
of the inert is given by its diﬀusional component Jc its convective component χc
∑c
i=1 Ni
as
Nc = Jc + χc
c∑
i=1
Ni (2.58)
The diﬀusional ﬂux Jc of the gas towards the reaction surface is balanced by the diﬀusion-
induced convective ﬂux χc
∑c
i=1 Ni towards the center of the tube (Taylor & Krishna,
1993). The resultant physical constraint is thus
Nc = 0 (2.59)
2.5.6 The Inverted Flux Expression
The Maxwell-Stefan expression in Equation 2.46 can be inverted to give the ﬂux in terms
of the driving force, analogous to Ficks Law. This is given by (Do 1998)
N = −ct
[
Deff
]
d (2.60)
where N and di are size [c− 1] and the eﬀective diﬀusivity Deff is size [c− 1, c− 1]. Here
the eﬀective diﬀusivity is deﬁned as the inversion of Beff . The form of Beff is given in
Equation 2.62 and the dependency on physical condition is deﬁned by the parameter υi
for i = 1, ..., c− 1. These are given for the diﬀerent systems in Table 2.4.
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Table 2.4: Deﬁnitions of υi for diﬀerent systems in Equation 2.62 adapted from (Do, 1998)
Open system Closed system Stefan tube
υi (i = 1...c− 1)
√
Mi
Mc
1 0
Deff = B−1eff (2.61)
Bi,j,eff =

χiυi
Di,c
+
∑c
k=1
k 6=i
χk
Di,k
for i=j
χi
(
υj
Di,c
+ 1
Di,j
)
for i 6=j
(2.62)
2.5.7 Energy Equation
Having treated the eﬀect of concentration gradients, pressure gradients and external body
forces in the previous section, attention is now given to the eﬀect of thermal gradients
on mass transport and vice versa. The analysis is treated in some depth in the literature
(Taylor & Krishna 1993) and some of the key results are presented here.
The analysis begins with an expression for energy ﬂux, analogous to mass ﬂux in Equation
2.63.
e = q +
c∑
i=1
H iNi (2.63)
To allow for coupling between mass and heat transport, the driving force terms di and
q are constructed. The actual driving forces are given by (vi − vj) and ∇ (1/T) for mass
and heat transport respectively. This is included in the expression for conductive heat
ﬂux as
q = −λ∇T + 1
2
ctRT
c∑
i=1
∑
j=1
j 6=i
χiχj
Di,j
(
DTi
ρi
)
(vi − vj) (2.64)
= −λ∇T + 1
2
ctRT
c∑
i=1
∑
j=1
j 6=i
χiχj
Di,j
(
DTi
ρi
− D
T
j
ρj
)
(vi − vj) (2.65)
where DTi is the thermal diﬀusion coeﬃcient of species i (Taylor & Krishna, 1993). The
multicomponent thermal diﬀusion factors are deﬁned as
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αi,j =
1
Di,j
(
DTi
ρi
− DTj
ρj
)
i 6= j = 1, 2 , . . . , n (2.66)
These have the asymmetric property of
αi,j = −αj,i i 6= j = 1, 2 , . . . , n (2.67)
Using this deﬁnition we have the expression for thermal conduction
q = −λ∇T + 1
2
ctRT
c∑
i=1
c∑
j=1
j 6=i
χiχjαi,j (vi − vj) (2.68)
In terms of mass ﬂuxes, this gives
q = −λ∇T + 1
2
ctRT
c∑
i=1
c∑
j=1
j 6=i
αi,j (χjNi − χiNj)
ct
(2.69)
The ﬁrst term gives the conventional heat ﬂux due to transfer of energy due to molecu-
lar collisions, or thermal conductivity. The second term accounts for the production of
temperature ﬂuxes due to mass ﬂuxes and is known as the Dufour eﬀect.
The interaction between mass and heat transport also gives a production of mass ﬂux
as a result of heat ﬂux. This is taken into account by augmenting the Maxwell-Stefan
equation as
di = −
c∑
j=1
j 6=i
χiχj (vi − vj)
Di,j
−
c∑
j=1
j 6=i
χiχjαi,j
∇T
T
(2.70)
=
c∑
j=1
j 6=i
χiNj − χjNi
ctDi,j
−
c∑
j=1
j 6=i
χiχjαi,j
∇T
T
(2.71)
where the generalised driving force is given by Equation 2.47. This is referred to as
thermal diﬀusion or the Soret eﬀect.
2.5.7.1 Applicability
The presence of the Dufour and Soret coupling eﬀects have been documented in cases
of steep thermal gradients and systems with heavy molecules. In particular these have
been studied on space vehicle re-entry, chemical-vapour deposition and non-isothermal
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gas absorption. Classic chemical engineering design applications generally neglect these
eﬀects as temperature gradients are seldom steep enough or long sustained to make the
coupling signiﬁcant (Taylor & Krishna 1993). No evidence has been found in the literature
for the presence of this coupling in microchannel reactors.
2.5.7.2 Non-interacting system
If the Dufour eﬀect is neglected then the expression for thermal conduction in equation
2.69 is reduced to the standard Fourier's Law
q = −λ∇T (2.72)
If the Soret eﬀect is neglected then the expression for mass transport reduces to the
standard Maxwell-Stefan equation found in Equation 2.46.
2.6 General Modelling Approaches
The process for reactants to products in microchannel reactors consists of transport of
reactant molecules from the bulk gas phase in the channel towards the catalyst coated on
the channel wall, simultaneous diﬀusion and reaction in the porous catalyst wash coat,
and transport of product molecules from the channel wall back to the bulk gas phase
(Hoebink & Marin 1998).
In this section the diﬀerent model approaches used to describe these processes in the
channels are reviewed to determine the relevant equations and appropriate simpliﬁcations
that can be made to accurately represent the mass, momentum and heat transfer.
2.6.1 Plug Flow model
The simplest approach is to use the plug ﬂow model. The ﬂow ﬁeld in this model has the
proﬁle of a well mixed plug of ﬂuid. This means there is a uniform velocity across the
reaction channel as expected in turbulent ﬂow (Fogler 2006). The model assumes only
bulk convective mass and energy transport in the axial direction through the reactor,
neglecting any mass and energy transport by diﬀusion or dispersion. The model also
assumes no radial variations in velocity, concentration and temperature resulting in a
simpliﬁed 1-dimensional model. The general equation for an unsteady state plug ﬂow
model with ﬁrst order reaction is presented below:
∂ci
∂t
= vx,avg
∂ci
∂x
− kci (2.73)
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for i = 1, ..., c.
The plug ﬂow model is claimed to be appropriate for reactors in which radial diﬀusion is
fast enough to ensure uniform proﬁles across the reaction channel (Schuurman et al. 2005).
This condition is, however is subject to the behaviour of the reaction. If the reaction were
reaction rate limited then there would not be a radial gradient and this assumption would
be valid. However if the reaction were mass transfer limited, then a radial proﬁle would
be expected. This approach therefore depends on the region of operation and is therefore
unsuitable for generalised model. A further inherent disadvantage of the plug ﬂow model
is that it does not allow for the axial spreading of reacting components as a result of
molecular diﬀusion and the laminar velocity proﬁle. This disadvantage is treated by the
Taylor-Aris approach.
Figure 2.7: Axial broadening of a solute pulse as a result of Taylor dispersion (Bird et al.
2002).
2.6.2 Taylor-Aris Approach
The behaviour of soluble substances in ﬂowing ﬂuids in narrow diameter tubes has been
studied with the intention of describing dispersion of salts in blood streams (Taylor (1953,
1954)). A solute pulse that is introduced to a ﬂuid in laminar ﬂow is found to spread
out because of both cross-sectional variation of the axial velocity and radial molecular
diﬀusion. This is shown in Figure 2.7.
Once the laminar proﬁle has been fully developed, the solute spread can be described by
the following typical convection-diﬀusion equation.
∂ci
∂t
= −v0
(
1− r
2
R2
)
∂ci
∂x
+DAB
(
∂2ci
∂r2
+
1
r
∂ci
∂r
+
∂2ci
∂x2
)
for i = 1, c (2.74)
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The solution of the entire equation was not attempted, however an analytical solution was
sought in the case of a simpliﬁed operating condition. This was that radial variations in
concentration are reduced to a fraction of their initial state by molecular diﬀusion quicker
than changes in axial concentration as a result of convective transport. In other words,
a pseudo-steady state is assumed along the x-axis. This means that a radially averaged
solution for concentration is obtained. The time for the radial variation of concentration
to have reduced to 1
e
= 0.36 of its initial value is given by
t′ =
a2
3.82DAB
(2.75)
As the time for a change in concentration due to axial convection over a pulse length Lp
has to be greater then t′, the following limiting condition is obtained.
Lp
v0
 R
2
3.82DAB
(2.76)
The axial spreading is approximated by a theoretical dispersion coeﬃcient, Ddisp that
takes into account axial spreading expected from laminar ﬂow.
Ddisp =
R2u20
48DAB
=
1
48
DABPe
2 (2.77)
This reduces the convection-diﬀusion equation to get the axial dispersion equation.
∂ci
∂t
= −v0∂ci
∂x
+Ddisp
∂2ci
∂x2
(2.78)
Further work on Taylor ﬂow (Aris 1956) has been conducted for a full range of validity and
including molecular diﬀusion on the z and r directions. A modiﬁed dispersion coeﬃcient
has been proposed:
Ddisp = DAB
(
1 +
1
48
Pe2
)
(2.79)
Limits of Applicability The applicability of the Taylor-Aris solution has limited ap-
plicability depending on ﬂow conditions. This has been investigated by ﬁnite diﬀerence
calculations (Ananthakrishnan et al. 1965). The Taylor-Aris solution was extended to
reactive systems (Sankarasubramanian & Gill 1973) and shortfalls with this method for
reactive systems emerged. The axial dispersion coeﬃcient is not a ﬂuid property, but
rather a model coeﬃcient that implicitly includes mass transfer and reaction eﬀects in
both axial and radial directions and essentially reduces a 2-dimensional problem to a
1-dimensional one. The coeﬃcient depends on time, transport properties and reaction
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kinetics and has to therefore be experimentally determined for each new system and
therefore limits the applicability of the model.
This modelling approach shows further weaknesses in fast catalysed reactions that are
mass transfer controlled (Wang & Stewart 1989). Figure 2.8 shows that signiﬁcant de-
viations occurs in the radially averaged model at short times where the heterogeneous
reaction is the fastest. In this region, radial diﬀusion is controlled by the concentration
and temperature gradients generated by reaction, whose rates vary widely along the re-
actor. This weakens the case for adopting a constant coeﬃcient that describes all mass
transfer in the microchannel in both dimensions. As a result, explicit solutions of radial
proﬁles need to be completed for an accurate and generally applicable model.
(a) K
′′
= 0.1 (b) K
′′
= 1.0 (c) K
′′
= 10.0
Figure 2.8: Axial concentration proﬁles along an adjusted length scale, U at diﬀerent
dimensionless times, τ = tDAB/R2. This is for a binary system with Pe = 40, K
′′′
= 0
at diﬀerent heterogeneous reaction rates, K
′′′
. These are all radially averaged to compare
to results of dispersion models. Two point collocation method used. (Wang & Stewart
1989)
2.6.3 Multidimensional Approach
The multidimensional approach requires the explicit solution of the convection-diﬀusion
equation in all dimensions considered. These problems have been solved using collocation
for non-reactive (Wang & Stewart 1983) and reactive ﬂow (Wang & Stewart 1989) in tubes.
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The characteristic equation for homogeneous and heterogeneous reactive ﬂow takes the
following form:
∂ci
∂t
+ v(r)
∂ci
∂x
= DAB
[
1
r
∂
∂r
(
r
∂ci
∂r
)
+
1
Pe2
∂2ci
∂z2
]
−K ′′′ci (2.80)
with BCs
∂ci
∂r
= 0 at r = 0
DAB
∂ci
∂r
+K
′′
ci = 0 at r = 1
The method of collocation is further described in Section 2.9. In the case of the reactive
system the resulting ﬁrst order ODEs are solved analytically using convolution. This is
possible as a ﬁrst order rate law is used, however a numerical solution would be possible
using a stiﬀ integrator if higher order reaction rates are needed. Solutions are represented
in Figure 2.8. The results of collocation methods compare well to both ﬁnite element and
radially averaged calculations. It further supports the use of collocation methods as a fast
and accurate solver compared to more rigorous ﬁnite elements.
Navier-Stokes Approach The most comprehensive approach to modelling the ﬂow in
microchannels is the solution to the complete set of Navier-Stokes (momentum) equations
along with the mass and energy conservation equations. The solution to these equations
yields the species concentration, temperature, pressure and velocity proﬁles in both the
axial and radial directions for circular channels or axial and both perpendicular directions
for rectangular channels. However the equations are intractable and determining the
solution to the full set of equations is a computationally expensive and time consuming
process (Raja et al. 2000). This approach as applied to microchannel reactor studies is
discussed further in Section 2.7.1.
2.7 Microchannel Modelling Approaches
This section contains a review of relevant microchannel modelling studies found in the
literature. The studies are divided into two sections. The studies that consider multiple
transport in multiple dimensions in a single domain are summarised in Table 2.5 while
simpliﬁed studies that only consider transport in a single domain are summarised in Table
2.6. Various trends in the approaches are discussed.
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2.7.1 Multidimensional Models
Multidimensional models lead to systems of partial diﬀerential equations. The reviewed
models in Table 2.5 all use a 1st order ﬁnite diﬀerence, or ﬁnite element method for
solution. The advantage of using these low order methods is that the meshing procedures,
solvers and equation sets are readily available in commercial packages such as Fluent,
Ansys and Femlab. Although this does ensure fast model development, licensing costs
mean that for the model to be used, funding has to be continuously maintained. An
alternative exists in the form of an open-source CFD package OpenFOAM, however this
has not been used in microchannel applications.
A further disadvantage of these solvers is their computational expense that arises from
the large mesh sizes required for convergence to a mesh-free solution. The large mesh sizes
are a consequence of the low order of the numerical methods used. The computational
expense is reported in few studies, three of which are shown in Table 2.5. The two
single-channel modelling studies have computational times of 1 - 10 min for the complete
(M X P T V) variable set (Chattopadhyay & Veser 2006) and 10 - 13 hr for a reduced
(MX T) variable set (Karakaya et al. 2009). Even though the former study has a more
complete variable set, its computational time is lower as it uses a SUN supercomputer
while the latter uses the more readily available Pentium 4 processor. These single run
times are unacceptable for use in optimisation or regression routines and therefore conﬁrm
the unsuitability of low order PDE solvers to provide a computationally eﬃcient model.
The high computational time of 24 - 72 hrs for the multiscale model (Arzamendi et al.
2009b) is a further indication of the need to develop an eﬃcient single channel model.
The completeness of the available models is only with respect to the variable set that
is being solved for and not necessarily the phenomenon that occur within the reactor.
All of the reported models consider the presence of molecular diﬀusion due to the Fickian
mechanism rather than the more suitable Maxwell-Stefan formulation for multicomponent
mixtures. The advantages of the latter formulation is discussed in Section 2.5.1.
2.7.2 Single dimensional models
Single dimensional models are presented in Table 2.6. These provide computationally
eﬃcient models with signiﬁcant simpliﬁcations. The ﬁrst is the neglection of the laminar
ﬂow proﬁle and the assumption of plug ﬂow. This disregards the eﬀect of diﬀerent particles
having diﬀerent residence times within the reactor and could lead to an overestimation
of the reactor conversion as some particles have a lower residence times than the average.
This phenomenon is noted in the development of the Damköhler criterion for external
mass transport and is discussed in Section 2.4.2.
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A further simpliﬁcation is that external transport limitations are either neglected and
justiﬁed by ﬁlm analogy criteria (Goerke et al. 2009) or approximated via ﬁlm coeﬃcients
(Schuurman et al. 2005; Spatenka et al. 2005). It should be noted that, as discussed in Sec-
tion 2.4.1 the ﬁlm analogy is invalid under laminar ﬂow conditions and these approached
should be avoided.
2.7.3 Model results
Results from WGS modelling studies are represented here for comparison to model results
in later sections. A 1-dimensional model is developed (Spatenka et al. 2005) and is used
to determine kinetic parameters using experimental data and proposed rate expressions.
These kinetic parameters are then used in the 2-dimensional model to simulate the reactor
performance for diﬀerent inlet temperatures. The results indicate adiabatic temperature
rises of approximately 80oC for all inlet temperatures.
The temperature control of the WGS reaction in an integrated micro-channel reactor/heat
exchanger has been studied using a plug ﬂow model (Baier & Kolb 2007). The reactor
setup consisted of alternate cooling and reaction channels. The model is used to com-
pare the temperature proﬁle that can be achieved in a reactor-heat exchanger to the
optimum temperature proﬁle for the reaction. The model initially neglected any mass
transfer resistances. The results indicate close agreement between simulated and opti-
mum temperature proﬁles. The model is then modiﬁed to include the eﬀect of external
mass transfer limitations. The channel height is varied to determine the eﬀect of mass
transfer on reactor performance and the range of heights over which the assumption of
negligible mass transfer is valid. The results indicate that for channel height > 200µm
external mass transfer limitations become signiﬁcant.
2.8 WGS reaction
This section details thermodynamic and kinetic characteristics of the WGS reaction as
well as attempts to model it in microchannel reactors.
2.8.1 Thermodynamics
The WGS reaction is a mildly exothermic reversible reaction that follows the equation
(Kolb et al. 2005):
CO +H2O 
 CO2 +H2 (2.81)
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∆H25
◦C
rxn = −41.2 kJ/mol
The reaction therefore requires low temperatures for high equilibrium conversions. The
reaction is limited by thermodynamic equilibrium deﬁned by (Kolb et al. 2005):
Keq = exp
{
4577.8
T [K]
− 4.33
}
(2.82)
2.8.2 Kinetic data
Kinetic data is typically given in isothermal conversion-temperature plots. Relevant WGS
data is provided in Figures 2.9-2.11. The data in Figure 2.9 is taken for diﬀerent catalyst
samples at diﬀerent reactor temperatures. This data provides 5-8 data points in the kinetic
range and is thus suitable for a the regression of two kinetic coeﬃcients k0 and Ea. The
data in Figure 2.10 only provides 3-4 data points in the kinetic range and is unsuitable
as the regression would be very constrained as a result of the few degrees of freedom.
The data in Figure 2.11 is also unsuitable as the conversion drops before thermodynamic
equilibrium is reached. This is attributed to by-pass ﬂow caused by technical problems
(Kolb et al. 2008).
Figure 2.9: CO conversion curves for diﬀerent Pt/CeO2 catalyst samples as a function
of the temperature. Reactor conditions: χi = 9.6 % CO, 23.0 % H2O, 32.2 % H2, 8.4 %
CO2, 26.8 % Ar. All 200 Nml/min ﬂow and SV = 0.59mol/s.kgcat for P2C1 sample. (Germani
et al. 2005)
2.8.3 Kinetics
Although catalyst choice is not a focus of this investigation, an appropriate catalyst has
to be chosen that has been developed for use in microchannel reactors. At low operating
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Figure 2.10: HTS CO conversion for Pt/CeO2/Al2O3 catalyst as a function of the tem-
perature. Reaction conditions: χi = 10.0 % CO, 20.0 % H2O, 30.0 % H2, 10.0 % CO2,
30.0 % Ar. Six platelets each with 106 mg catalyst. () 100, (4) 80, () 60, (N) 40
Nml/min or SV = 0.117mol/s.kgcat, 0.093mol/s.kgcat, 0.070mol/s.kgcat,0.047mol/s.kgcat. (Kolb et al.
2008)
Figure 2.11: LTS CO conversion for Pt/CeO2/Al2O3 catalyst as a function of the tempera-
ture. Reaction conditions: χi =2.6 % CO, 27.5 H2O, 33.8 H2, 13.0 % CO2, 23.1 % Ar. Four
platelets each with 106 mg catalyst. (4) 100, () 200 Nml/min or SV = 0.175mol/s.kgcat
and 0.351mol/s.kgcat. (Kolb et al. 2008)
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temperatures, traditional Fe- and Cu-based WGS catalysts are not very active. New Pt
and Ru catalysts have been developed (Goerke et al. 2004; Wheeler et al. 2004; Germani
et al. 2005; Kolb et al. 2005) for high CO conversion in microchannel reactors. These are
highly active in the 250600◦C operating range.
2.8.3.1 Empirical rate expressions
The simplest rate expressions are based on empirical correlations of the following form
(Choi & Stenger 2003):
rCO[mol/s.kgcat] = kPCOPH2O (1− β) (2.83)
where
β =
PH2PCO2
KeqPCOPH2O
(2.84)
This assumes ﬁrst order dependence on both reactant species, with an activation energy of
5703 J/mol. Further modiﬁcations to this law include power dependence (Choi & Stenger
2003):
rCO = ρcatkP
n
COP
m
H2O
(2.85)
where n and m have been given as 0.78 and 0.15 respectively (Kieski et al. 1993) and β
is as before.
This rate law has been modiﬁed for use in simulation studies (Baier & Kolb 2007) and is
presented in the followi g form:
rCO = ρcatk0e
{−5126T [K] }c0.78CO c0.15H2O (2.86)
Where concentrations are in kmol/m3, k0 = 1.32× 106 kmol/kg.s(m3/kmol)0.93. The k0
reported has been modiﬁed here to correct a reported conversion error.
2.8.3.2 Mechanistic rate expressions
Mechanistic rate expressions for the WGS reaction have been developed and reviewed
(Choi & Stenger 2003). These are based on Langmuir-Henshilwood adsorption mecha-
nisms and require considerably more computational eﬀort when combined with a reactor
model.
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2.8.3.3 Reactor Modelling
Various models have been proposed for the WGS reaction in microchannel reactors (Ger-
mani et al. 2005; Schuurman et al. 2005; Spatenka et al. 2005; Quiney et al. 2006). These
are all 1-dimensional models and assume plug ﬂow without axial dispersion. A single
model (Spatenka et al. 2005) considers both concentration gradients in the axial and ra-
dial directions. This is, however not a full 2-dimensional model as it only considers radial
variations in the catalyst layer and not in the laminar ﬂuid. This is an inaccurate ap-
proach as the mass transfer limitations are expected to be higher in the ﬂuid phase than
in the catalyst phase because of lower diﬀusion distances.
The eﬀect of neglecting the hydrodynamics of the microchannel can be seen in the re-
gressed kinetic expressions. These take the same form as Equation 2.85 and is given for
the studies by (Schuurman et al. 2005)
rCO = (2.2± 1) 104e

−(60.4±5)103
RT
ff
P 0.28±0.1CO P
0.00
H2O
(1− β) (2.87)
and (Germani et al. 2005)
rCO = (1.3± 1) 106e

−(86.0±15)103
RT
ff
P 0.13±0.1CO P
0.49±0.1
H2O
P−0.45±0.06H2 P
−0.12±0.05
CO2
(1− β)(2.88)
The range of the regressed parameters give the 95% conﬁdence limits. The inaccuracies
of the models are reﬂected in the high variability of the regressed coeﬃcients and the
diﬀerent numbers regressed parameters in each kinetic expression. The presence of frac-
tional powers make the rate laws unstable in reactor models and further lead them ﬁnite
values very low concentrations. In addition, the presence of negative powers lead the
rate to tend to inﬁnity at low concentrations. These observations lead to the conclusion
that the proposed plug ﬂow assumption does not hold and a more detailed model needs
to be proposed to account for the hydrodynamic eﬀects currently being included in the
regressed parameters.
2.9 Numerical Methods
The ﬂow phenomena described in Section 2.3 lead to a set of coupled PDEs that do not
always have analytical solutions. This makes it necessary to evaluate possible numerical
avenues to solve the model problem. These are reviewed in this section.
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2.9.1 Introduction
The convection-diﬀusion equations with reaction that describe the process in the mi-
crochannels require the solution of coupled PDEs, one for each chemical component. This
is generally performed numerically using either ﬁnite element methods (FEM) or orthog-
onal collocation (OC) (Rice & Do 1995). Both solve the general problem in time, t and
ndim spatial dimensions xi for solution variables u:
∂u
∂t
= f
(
t,u,
ndim∑
i=1
∂u
∂xi
,
ndim∑
i=1
∂2u
∂x2i
)
(2.89)
Each method provides a routine to reduce the spatial derivatives on the right-hand side of
Equation 2.89 into either linear or non-linear expressions. This reduces the set of PDEs
into a set of ODEs to be solved for, for each variable at each spatial solution point. The
ODEs are integrated in time with a separate stiﬀ ODE-solver.
Both FEM and OC are based on the method of weighted residuals. This method uses
trial and test functions to to approximate the solution to the diﬀerential equation (DE).
The trial function, φ is used to construct the solution, while the test function, wk gives
the criterion to minimise the residual, R at each point k on the domain x[a, b] of the
DE. It should be noted that the residual contains the approximate solution and thus trial
function in its calculation. The residual is minimised over the whole domain according to
the inner product deﬁned as.
(R,w) =
ˆ b
a
R(x)wk(x)dx (2.90)
The methods above diﬀer in their choice of test functions and will be explained below.
2.9.2 Finite Element Methods
Finite element methods are based on the Galerkin method of weighted residuals. This
uses a trial function, φ from the same family as the test function, wk. This means that the
integral in the inner product has to either be analytically or numerically evaluated. The
solution of the integral means that this method will close the mass, energy or momentum
balances, an important factor in chemical processes. However, the integral leads to diﬃ-
culties in scaling the problem to higher orders or increasing grid resolution as analytical
integration may become intractable and numerical integration computationally expensive
and inaccurate.
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2.9.3 Collocation
Collocation provides a high order method of solution that is easily scalable to higher
number of solution points. This is possible as the trial function, wkis taken as the Dirac
delta function.
wk = δ (x− xk) (2.91)
This has the property that the integral around the point x of the product of the function
and the trial function is just the function evaluated at that point x. This is represented
in Equation 2.92. This avoids the solution of the inner product integral in Equation 2.90.
ˆ x+k
x−k
f(x)δ(x− xk)dx = f(xk) (2.92)
2.9.4 Orthogonal collocation
Orthogonal collocation (OC) diﬀers from collocation in three ways: (1) the trial function
is taken as a set of orthogonal polynomials, (2) the solution points are given by the roots
of one of those orthogonal polynomials and (3) the solution variables are the required
solution values at the mesh points (Finlayson, 1980).
The n solution or collocation points are ﬁrst deﬁned in each dimension. These are taken
as the n roots of Jacobi polynomials. The resultant solution points are a semi-optimised
set which yields better results than an arbitrary choice of solution points (Do, 1998). This
is a convenient class of orthogonal polynomial as its roots always lie on the domain [0, 1],
yielding predictable solution points. This makes it necessary to normalise any domain
(x, y, z) → (X, Y, Z) along which the integration is being performed shown in Equation
2.93. A further advantage is that the roots bunch up towards the ends of the domain where
rapid changes in the dependent variable generally occur and yields a higher resolution at
these ends.
d
dx
=
1
L
d
dX
d2
dx2
=
1
L2
d2
dX2
(2.93)
The PDEs will be solved exactly at each of the mesh points and because of the polynomial
approximation, interpolation can be used over the same basis set to obtain a approximate
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Figure 2.12: General form of the Lagrange interpolation polynomial (Burden & Faires,
2005)
ﬁne solution over each spatial domain. A further advantage of using a collocation method
is that it is derived in terms of the number of solution points, N . This means that it can
easily be scaled to higher number of solution points for a more accurate solution.
Lagrange interpolation polynomials are used as the basis set to construct a continuous
solution approximation (Villadsen & Michelsen, 1978). The form of a typical polynomial
is shown in Figure 2.12. This has an oscillatory shape when forced to pass through a
single function value, in this case L(x) = 0 after an initial steep gradient.
These polynomials yield the n×n matrices A and B that are used to reduce the ﬁrst and
second diﬀerentials respectively of each point ui to a linear combination of all solution
points, uj. The diﬀerentials at each point ∂ui∂X and
∂2u
∂X2
are given by the following equations
2.94 and 2.95.
∂ui
∂X
=
n∑
j=1
Ai,juj (2.94)
∂2ui
∂X2
=
n∑
j=1
Bi,juj (2.95)
for i = 1, 2, ..., n.
2.9.5 Application of Collocation to a Domain
Orthogonal collocation can either be implemented over the whole spatial domain in which
case it is referred to as global collocation or over individual ﬁnite elements in the dis-
cretised domain, in which case it is referred to as collocation on ﬁnite elements (Rice &
Do 1995). In the latter case, collocation is applied to each subdomain with boundary
conditions between each subdomain of continuity of the solution variable and continuity
of its gradient.
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The disadvantage of global collocation is that the derivatives at each point in a complete
domain depend on the solution values of every other point in that domain. This is
acceptable when gradients are shallow. However, steep gradients are present a high order
polynomial is required to ﬁt the solution proﬁle. This in turn means that an excessively
large number of solution points are required for a mesh-free solution. This leads to
computationally ineﬃcient solution pathways as a full dense Jacobian needs to be solved
by the ODE integrator to step forward in time.
To solve these problems, collocation is applied on ﬁnite elements. This reduces the re-
quired order of each polynomial approximation and hence the number of solution points in
each subdomain. A further advantage is that the discretised mesh can be made ﬁner over
regions of steep gradients. The application on ﬁnite elements results in a block-diagonal
Jacobian matrix in the ODE integrator and is easier to solve than a full dense matrix
with global collocation of similar overall mesh size.
2.9.6 Available software
The FORTRAN software that is available for the solution of PDEs by FEM and FDM
are shown in Table 2.7 while the software for solution by collocation is shown in Table
2.8. All solve the class of problem as stated in Equation 2.89. It should be noted that
if a steady state solution is desired then the the time dimension can be substituted with
one of the spatial dimensions provided that only ﬁrst order derivatives are present in the
chosen spatial dimension. This means that at minimum, a 2-dimensional PDE solver is
necessary to solve a full 3-dimensional steady state PDE.
The ﬁnite element software in Table 2.7 are based on the method of lines and thus on ﬁnite
element analysis. This means that an accurate solution of the surface concentration would
require a large number of points and lead to long computational times for a continuous,
mesh-free solution. This excludes these routines for use in this study on the basis of the
requirement of a computationally eﬃcient solution.
Of signiﬁcant importance in Table 2.8 is that there is no collocation solver that can solve
in more than one spatial dimension. This means that if collocation is to be used, the
reduction of spatial derivatives will have to be manually implemented.
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Table 2.7: Comparison of FORTRAN FEM and FDM PDE solvers
PDEONE PDETWO BDMG CWRES
TOMS Algorithm 494 565 621 731
Release Date Sept1975 May1979 Dec1984 June1994
Method FEM FEM FEM Finite Diﬀerence
Description parabolic, elliptic parabolic, elliptic parabolic, non-linear steep (t,x) gradients
Time yes yes yes yes
Spatial Dimensions 1-D 2-D 2-D 1-D
Time integrator user choice GEARB BDMG DASSL or SPRINT
Notes early solver early solver pdetwo with application moving grid interface
of BDMG time solver
Table 2.8: Comparison of FORTRAN Collocation PDE solvers
PDECOL PDECHED BACOL
TOMS Algorithm 540 690
Release Date Aug1977 June1991 Dec2004
Method OC on FE OC on FE OC on FE
Basis set B-spline Chebyshev B-spline
Description non-linear coupled PDEs Co method vs C1 in pdecol parabolic
Time yes yes yes
Dimensions 1-D 1-D 1-D
Integrator STIFIB DASSL DASSL
Notes not parabolic gradients adaptive mesh
convection-diﬀusion equations
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Chapter 3
Objectives and Scope
Based on the background and literature review the following objectives, key questions
and hypotheses are proposed to develop and analyse the model.
3.1 Current status
Literature microchannel reactor models are either over simpliﬁed in that they neglect
important subtleties, or too complex and are not usable for optimisation or parameter
investigations. The objective of this project is therefore to develop a comprehensive model
that obeys the phenomenological laws and can be used for optimisation.
Previous studies use the low order ﬁnite element method to solve resultant model PDEs.
This can be replaced by the more eﬃcient collocation method which has been eﬀectively
used to model 1- and 2-dimensional concentration proﬁles. A suitable 3-dimensional solver
is unavailable.
3.2 Project Objectives
This project has various objectives given the current status of modelling microchannel
reactors. These are:
 to develop a generic approach to modelling microchannel reactors that can determine
the eﬀects of mass and heat transport limitations
 to simulate steady state behaviour and predict experimental data from literature
 to solve the model PDEs using orthogonal collocation in 3-dimensions
 to implement the solver in a computationally eﬃcient numerical algorithm
51
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3.3 Project scope
The scope of the study is as follows:
 only single phase systems are considered
 this phase is the gas phase
 only external transport is considered as internal transport is assumed negligible from
a previous study (Parak et al. 2009)
 the model is applied to a single equimolar reaction, the WGS reaction
 no experimentation is carried out and data is obtained from literature
3.4 Key Questions
Numerical Method Orthogonal collocation has been eﬀectively used to model 1- and
2-dimensional concentration proﬁles, however it remains to be seen whether it can provide
a stable numerical method for 3-dimensional reactor geometry.
Numerical eﬃciency Orthogonal collocation is a high order method and is expected
to require fewer solution points than ﬁnite diﬀerence methods. However it remains to be
seen whether it can be implemented in a algorithm that is more eﬃcient than the more
highly developed FEM codes.
Dimensionality This project aims to determine whether radial diﬀusion can be used
to represent external mass transfer limitations to improve on previous radially averaged
plug ﬂow models.
Limits of transport limitations As low mass and heat transport limitations are said
to be the biggest advantage of microchannel reactors over their conventional counterparts,
it is important to predict their signiﬁcance. The developed model will therefore be used to
determine whether mass transport limitations are signiﬁcant for typical ranges of channel
sizes.
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3.5 Hypotheses
Based on the literature review, the following hypothesis is proposed to develop and analyse
the model:
 A 3-dimensional model more accurately predicts steady state experimental data
than 1-dimensional models because it includes the eﬀects of external mass and heat
transport limitations.
The following hypotheses are proposed to determine whether mass and heat transfer
limitations are signiﬁcant at typical channel dimensions:
 A decrease in reactor channel height will decrease conversion for a set space velocity
and residence time because of reduced mass transport limitations across the reactor
channel.
 An increase in catalyst layer thickness decreases conversion for a set space velocity
and residence time because of increased internal mass and heat transport limitations.
The following hypothesis is proposed to determine whether orthogonal collocation can be
used to model 3-dimensional reactor geometry:
 Orthogonal collocation can be used to model 3-dimensional geometry because scale-
up from 2-dimensional only leads to the addition of more variables in the simulta-
neous ODEs.
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Chapter 4
Model Development
This chapter describes the model environment, model assumptions and the development
of model equations.
4.1 Preliminary Considerations
4.1.1 Physical environment
A microchannel reactor consists of layers of stainless steel or ceramic plates. These plates
are etched to form grooves. When the plates are stacked the channels form in a repeated
pattern. A section of the channel is shown in Figure 4.1. The proposed model considers
a single microchannel unit of the entire reactor stack. This is suﬃcient as this unit is
repeated across the entire reactor stack in an analogous manner to how unit cells describe
crystal lattice structures. This reactor-wide symmetry leads to a repeated solution if
the exterior edge eﬀects resulting from contact to the environment are neglected. The
rectangular channel is further split by two additional symmetry lines into quadrants. Only
one of these quadrants is required to be modelled to capture the behaviour of the entire
reactor.
4.1.2 Model assumptions
The model assumptions are listed and justiﬁed below.
Negligible edge eﬀects with environment Heat loss to the environment by the sides
of the microchannel are neglected as the reactor can be considered well insulated.
54
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(a) Microchannel conﬁguration (b) Symmetry considerations
Figure 4.1: Schematic diagram of the microchannel and symmetry simpliﬁcations
Continuum ﬂow The ﬂow in the channel is considered to be in the continuum ﬂow
regime, not molecular ﬂow. This is because the calculated Knudsen number falls below
the 0.1 threshold. A detailed analysis of the Knudsen number regime is presented in
Appendix B.1.
No-slip boundary condition The no-slip and zero temperature-jump conditions hold
as the Knudsen number falls below the 0.001 threshold. A detailed analysis of the Knudsen
number regime is presented in Appendix B.1.
Laminar ﬂow The Reynolds number falls below the Re = 2100 threshold for turbulent
ﬂow.
Unidirectional ﬂow Bulk ﬂow due to viscous eﬀects are neglected in the perpendicular
directions. This, however does not exclude the development of a net ﬂux (and hence bulk
velocity) due to Maxwell-Stefan eﬀects.
Constant pressure The pressure drop in a microchannel is calculated to be in the
order 10mbar (Kolb et al., 2005), therefore pressure is held constant.
Ideal gas law holds (low pressure) The WGS reaction is conducted in gas phase
at pressures of 3− 5 bar, the pressure range of a fuel processor (Schuurman et al., 2005).
At these moderate pressures the ideal gas law is applicable.
No homogeneous reactions The high catalyst surface area to volume ratio suppresses
the eﬀect of homogeneous reactions (Kolb & Hessel, 2004).
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CHAPTER 4. MODEL DEVELOPMENT 56
(a) x-z Plane (b) y-z plane
Figure 4.2: Schematic diagram indicating mass and heat transfer phenomena and the
axial laminar ﬂow pattern.
Uniform catalyst layer thickness Constant catalyst layer thickness along reactor
length
Negligible internal transport limitations Internal mass and heat transport limi-
tations have been found to be negligible in a previous study (Parak et al., 2009). Fur-
thermore, the Weitz-Prater modulus is calculated for diﬀerent catalyst layer thicknesses
and reaction rates and is found to be below the Mw < 0.15 threshold for ηint −→ 1 or
negligible internal transport limitations as in Section 2.4.3. The calculations are shown
in Appendix B.2.
Negligible Dufour and Soret eﬀects The coupling of mass and heat transport is
neglected as the said high rates of mass and heat transport prevent substantial gradients
from forming.
4.1.3 Problem statement
A schematic diagram of the phenomena in the system is presented in Figure 4.2. The
modelling problem considers ﬂux in three dimensions through a rectangular duct with
heterogeneous reaction on catalyst-coated walls. The axial ﬂux is dominated by bulk ﬂow
in the laminar ﬂow regime. Mass and heat ﬂux in both perpendicular directions are driven
by the WGS reaction. The mass ﬂux is described by the Maxwell-Stefan equations and
the heat ﬂux by molar convection and conduction.
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CHAPTER 4. MODEL DEVELOPMENT 57
Table 4.1: Summary of model variables
Variable, φ Symbol Nr balances
Axial velocity vx 1
Species mole fractions ui 5
Concentration ct 1
Temperature T 1
Species molar ﬂuxes, y Ni,y 5
Species molar ﬂux, z Ni,z 5
18
4.2 Model variables
The model problem statement leads to the allocation of model variables and so equations
to form a fully speciﬁed set. The model solution variables, φ include 5 individual species
mole fractions, y and z-directional molar ﬂuxes, total concentration and temperature.
These are presented in Table 4.1. The corresponding balance equations are in the following
subsections.
4.3 Axial velocity
The laminar axial proﬁle can be given by the solution of the momentum balance in
three equivalent forms (1) the numerical solution over rectangular co-ordinates, (2) the
analytical solution by Fourier series over rectangular co-ordinates and (3) the analytical
solution over cylindrical co-ordinates. Each will be individually solved and solutions will
be compared.
4.3.1 Numerical solution
The bulk axial velocity proﬁle is given by the solution of the x-directional momentum
balance. This is given for an incompressible, isothermal ﬂuid with constant pressure
gradient by:
ρ
∂vx
∂t
= µ
∂2vx
∂y2
+ µ
∂2vx
∂z2
+
P0 − PL
L
(4.1)
with vx|y=0 = 0 and vx|z=0 = 0 no-slip boundary conditions at all walls and ∂vx∂y |y=1/2WI = 0
and ∂vx
∂z
|z=1/2HI = 0 at the channel center. This is solved as a reference solution using
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Figure 4.3: Non-steady state development of laminar velocity proﬁle.
orthogonal collocation. The solution is solved in non-steady state via an arbitrary center
velocity increase rate deﬁned by the ﬂuid density, ρ. The convergence to steady state is
shown in Figure 4.3 and the ﬁnal solution is shown in Figure 4.4.
4.3.2 Analytical solution - rectangular
The analytical solution given in Equation 2.28 is computed and shown in Figure 4.5b.
The same channel conditions are used as in the numerical solution and the mesh size
of [ny, nz] = [21, 21] is taken as the interpolated numerical solution size for purposes
of comparison. The inﬁnite sum in Equation 2.28 is allowed to converge to a value of
1.043 × 10−13 within a ﬁnal summation index of n,m = 4001. This is shown in Figure
4.5a.
4.3.3 Analytical solution - cylindrical
The axial velocity is given by the parabolic approximation of laminar ﬂow (Bird et al.,
2002). The conventional parabolic proﬁle in Equation 2.22 is augmented for 3 dimen-
sions and rectangular co-ordinates by the substitution of the
[
1− ( r
R
)2]
term for the[
1− ( y
W
)2][
1− ( z
H
)2]
term. The increase in velocity due to an increase in temperature
along the reactor is given by the ideal gas law term T
T0
in the case of equimolar reaction
and constant cross-sectional duct (Fogler, 2006). This gives equation 4.2.
vx (y, z) = 2vx,avg
(
T (y, z)
T0
)[
1−
( y
W
)2] [
1−
( z
H
)2]
(4.2)
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(a) Collocation solution
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(b) Interpolated solution
Figure 4.4: Steady state solution of velocity proﬁle over rectangular duct. This is carried
out over a [ny, nz] = [9, 9] mesh interpolated onto a [ny, nz] = [21, 21] mesh with P0 =
101325Pa, PL = 101300Pa, µ = 1.0×10−5 kg/m.s and (L,W,H) = (10cm, 600µm, 400µm).
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(b) Full duct solution
Figure 4.5: Analytical solution of velocity proﬁle (Spiga & Morini 1994). This is carried
out over a [ny, nz] = [21, 21] mesh with P0 = 101325Pa, PL = 101300Pa, µ = 1.0 ×
10−5 kg/m.s and (L,W,H) = (10cm, 600µm, 400µm).
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Figure 4.6: Comparison of numerical and analytical velocity proﬁle solutions.
4.3.4 Comparison of solutions
The above three solutions are compared in Figure 4.6. Both solutions in rectangular
co-ordinates lie relatively close to each other, however the diﬀerence lies in the solution
times. The numerical solution solves, for a [21, 21] mesh in ∼ 0.112 s, while the analytical
solves in ∼ 280 s. This computational expense eliminates the analytical solution for use
in the model equation set.
The solution in cylindrical co-ordinates does deviate slightly from the rectangular ones. In
contrast to the numerical solution which requires the solution of a non-steady state PDE
it provides a stable function that can be easily evaluated as a function of temperature.
The analytical solution in Equation 4.2 is therefore used in the model equation set.
4.4 Species balances
Individual species balances for reactive components in the center domain are given by
equation 4.3
∂ (χict)
∂t
= −∂ [χictvx]
∂x
− ∂Ny,i
∂y
− ∂Nz,i
∂z
(4.3)
for i = 1, ..., c− 1.
The dependent species is chosen as the inert N2 and is given by the physical constraint in
Equation 4.4. The reason for this choice is explained in the examination of the Maxwell-
Stefan ﬂux expressions below.
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c∑
i=1
χi = 1 (4.4)
4.5 Maxwell-Stefan ﬂux expressions
The Maxwell-Stefan equations are used to determine the perpendicular y and z ﬂux
densities. As discussed in Section 2.5.1 these are preferred to the Fickian form of the
ﬂux equations as they consider molecular motion due to binary species interactions as
opposed to the species-mixture interactions in Fick's Law (Taylor & Krishna, 1993). This
means that binary diﬀusivities Di,j can be used rather than the often inaccurate mixture
diﬀusivities Di,m. A further advantage is that the Maxwell-Stefan equations account for
the momentum transfer from heavier to lighter species allowing species to move against
their concentration gradients. This eﬀect may be present in the WGS system because
of the high molecular weight diﬀerence between H2 and CO, CO2. The ﬂux densities in
the y-direction, Ny,i are treated in full here and those in the z-direction, Nz,i are treated
brieﬂy thereafter.
4.5.1 The y-directional ﬂux densities
Given the species composition in the channel, the ﬂux densities, Ny,i are given by the
ideal gas, constant pressure Maxwell-Stefan equation 4.5 (Taylor & Krishna, 1993).
Ny,i = ct
c−1∑
j=1
Deffi,j
dχi
dy
(4.5)
for i = 1, ..., c− 1.
The multicomponent Maxwell-Stefan equation provides c − 1 independent equations. A
physical constraint is needed and its form is based on the physical situation. There are
three of these that are typically encountered, that for open systems, closed systems and
the Stefan tube. These are presented in Section 2.5.5. The most applicable to the model
situation is that of the closed system.
The closed system The physical system considered is that of ﬂux along a single line
in the y-direction with zero net ﬂux at the end points. The zero ﬂux at the reaction
wall is due to the equimolar reaction, and at the channel center is due to the channel
symmetry condition shown in Equation 4.8. The presence of no ﬂux across the ﬂux
domain boundaries thereby allows the analogy of a closed system. The closed system
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condition further requires no net ﬂux of species within the ﬂux domain such that there
is no net velocity. This in turn ensures that there is no change in pressure and is thus
consistent with the initial assumption. The form of the eﬀective diﬀusivities in Equation
2.62 for νi = 1 is
Deff = B−1eff (4.6)
Bi,j,eff =

χi
Di,c
+
∑c
k=1
k 6=i
χk
Di,k
for i=j
χi
(
1
Di,c
+ 1
Di,j
)
for i 6=j
(4.7)
Boundary conditions
The boundary conditions in Equation 4.8 apply to equation 4.5 in the calculation of all
species' ﬂux densities.
x = 0 Ny,i = 0
y = 0 Ny,i = −νirCOAc Ny,I = 0
y = 1/2WI Ny,i = 0
z = 0 Ny,i = 0
z = 1/2HI Ny,i = ct
∑c−1
j=1 D
eff
i,j
∂χj
∂y
(4.8)
Note that the ﬂux density of the inert is always kept as Ny,I = 0 as explained above. The
inlet Ny,i is taken as zero as the perpendicular composition proﬁles are kept ﬂat, resulting
in a zero potential for diﬀusion. The ﬂux density gradients across the y = 1/2WI boundary
is kept zero to maintain the ﬂux symmetry in the reactor center, shown in Figure 4.1.
The ﬂux at the wall is given by the rate of consumption or generation of reactive species.
4.5.2 The z-directional ﬂux densities
Given the species concentrations in the channel, the ﬂux densities, Nz,i are given by the
inverted Maxwell-Stefan Equation 4.9.
Nz,i = ct
c−1∑
j=1
Deffi,j
∂χj
∂z
(4.9)
for i = 1, ..., c− 1. The ﬂux density of the inert, I is given by Nz,I = 0.
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Boundary conditions
The boundary conditions for the z-directional ﬂuxes are the y, z transpose of those for the
y-directional ﬂuxes. These are shown in equation 4.10. The motivation for these choices
are similar to those above.
x = 0 Nz,i = 0
y = 0 Nz,i = 0
y = 1/2WI Nz,i = ct
∑c−1
j=1 D
eff
i,j
∂χj
∂z
z = 0 Nz,i = −νirCOAc Nz,I = 0
z = 1/2HI Nz,i = 0
(4.10)
The model could be formulated to take advantage of this y, z symmetry for computational
eﬃciency by equating the normalised z-component ﬂux matrix in the y, z plane to the
transpose of the normalised y-component ﬂux matrix in the same plane. This is not done
to ensure that the model is generalised for diﬀerent catalyst loadings on diﬀerent surfaces
which is sometimes found in the catalyst loading procedure.
4.5.3 Species Balances boundary conditions
The boundary conditions of the species balances are presented in equation 4.14.
x = 0 χi = χi,0(t)
y = 0 ∂χi
∂y
|y=0=
∑c
j=1
j 6=i
χiNy,j−χlNy,i
ctDi,l
y = 1/2WI
∂χi
∂y
|y=1/2WI= 0
z = 0 ∂χi
∂z
|z=0=
∑c
j=1
j 6=i
χiNz,j−χlNz,i
ctDi,l
z = 1/2HI
∂χi
∂z
|z=1/2HI= 0
(4.11)
At the channel center point(y, z) = (1/2WI , 1/2HI) a single boundary condition is chosen
of ∂χi
∂y
|y=1/2WI = 0 or ∂χi∂z |z=1/2HI = 0.
Dankwerts' boundary conditions
The boundary condition at x = 0 is taken to be independent of dispersion in the reactor
as required by the Dankwerts' boundary conditions . This condition for molar transport
is given by Equation 4.12.
ui,0(t) = ui − 1
Pe
dχi
dx
(4.12)
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The Peclet number Pe = vxL/DAB is the ratio between convective and diﬀusive mass
transport. For microchannel reactor systems operating at high linear velocities Pe is of
order 104. The third term in Equation 4.12 carries the inverse of Pe which makes any
back-mixing negligible. The inlet boundary condition reduces to that of equation 4.14.
The time dependence of χi,0 is discussed in the next section.
The compositions χi at the reactive surfaces, y = 0 and z = 0 are given by the Maxwell-
Stefan equation as all the ﬂux density gradients are independently known here. The
compositions on the channel center are given by the Maxwell-Stefan equations with the
zero ﬂux condition imposed. This leads to the set of continuity of composition expressions
shown.
4.6 Overall materials balance
The overall materials balance is used to solve for concentration changes in the channel.
This is given by equation 4.13.
∂ct
∂t
= −∂ (ctvx)
∂x
− ∂Ny,t
∂y
− ∂Nz,t
∂z
(4.13)
where the total ﬂuxes are given by Nt =
∑c
i=1 Ni.
The temperature boundary conditions are shown in Equation 4.14. At the reactor inlet,
x = 0 the concentration is set to the steady state inlet concentration. The boundary
conditions on the reaction surfaces is given by the ideal gas equation.
x = 0 ct = ct,0
y = 0 ct = P/RT
y = 1/2WI
∂ct
∂y
|y=1/2WI= 0
z = 0 ct = P/RT
z = 1/2HI
∂ct
∂z
|z=1/2HI= 0
(4.14)
4.7 Energy balance
The energy balance over the main domain and symmetry points is given in vector notation
by Equation 4.15.
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c∑
i=1
ctχicp,i
∂T
∂t
= −
c∑
i=1
cp,i (∇T ) ·N + λ
(∇2 · T) (4.15)
This considers energy ﬂux by conduction and convection. For simplicity, the species heat
capacity cp,i and thermal conductivity λ are removed from the diﬀerential terms. The
axial heat conduction term is included for consistency with the perpendicular directions.
Even if it may not be signiﬁcant in this direction, it may be signiﬁcant compared to the
perpendicular terms.
The temperature boundary conditions are shown in Equation 4.16.
x = 0 T = T0
y = 0
∑c
i=1Ni,yH i − λ∂T∂y = Qloss
y = 1/2WI
∂T
∂y
|y=1/2WI= 0
z = 0
∑c
i=1Ni,zH i − λ∂T∂z = Qloss
z = 1/2HI
∂T
∂z
|z=1/2HI= 0
(4.16)
At the reactor inlet, x = 0 the temperature is set to the steady state inlet temperature.
The heat release due to reaction is taken into account at the catalyst surfaces y = W
and z = H by the
∑c
i=1 NiH i terms. This simulates the change in enthalpy of the species
arriving at the catalyst surface to the species leaving and represents the heat of reaction
∆Hrxn. In the case of isothermal operation, the Qloss term is set to remove the heat
released by reaction, or more explicitly
Qloss =
(−∆H¯rxn) rCOAc (4.17)
At the channel center point,(y, z) = (1/2WI , 1/2HI) a single boundary condition is chosen
of ∂T
∂y
|y=1/2WI = 0 or ∂T∂z |z=1/2HI = 0.
4.8 Reaction kinetics
An Arrhenius reaction rate law, equation 4.18 is used (Germani et al., 2005).
RCO = ρcatk0e
{−EaRT }P 0.13CO P 0.49H2OP−0.45H2 P−0.12CO2 (1− β) (4.18)
with pressure Pi in [bar], k0 in mol/s.kgcat.bar0.05 and Ea in J/mol. A reduced order version of
this expression may be needed for simpler model interpretation. The ﬁrst order equation
with respect to concentration of CO is given by
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CHAPTER 4. MODEL DEVELOPMENT 66
RCO = ρcatk0e
{−EaRT }ctχCO (1− β) (4.19)
where k0 the ﬁrst order rate constant in m
3/s.kgcat.
Both reactions are limited by thermodynamic equilibrium deﬁned by equation 4.20
(Kolb et al., 2005). The β equilibrium limitation is deﬁned by Equation 4.21.
Keq = e
{ 4577.8T [K] −4.33} (4.20)
β =
PH2PCO2
KeqPCOPH2O
(4.21)
4.9 Other deﬁnitions
4.9.1 Conversion
Reactor conversion is deﬁned with respect to the CO ﬂow rate as
XCO =
FCO,in − FCO,out
FCO,in
(4.22)
=
vx,0XSAict,0χCO,0 − vx,avgXSAIct,avgχCO,avg
vx,0XSAict,0χCO,0
(4.23)
4.9.2 Eﬀectiveness factor
For the above modelling approach the external eﬀectiveness factor is a measurement of
the eﬀect of radial mass and heat transfer resistances. The overall external eﬀectiveness
factor combines the eﬀect of mass and heat transfer limitations via the rate law. This
compares the rate of reaction at the reaction wall to the rate at average conditions across
the channel width and is shown below.
ηr =
ri(χict, T )
ri(χi,avgct,avg, Tavg)
(4.24)
These eﬀectiveness factors have been decoupled to examine the eﬀect of mass and heat
transfer limitations separately by using concentration and temperature ratios. These are
deﬁned as ηc and ηT respectively by
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ηc =
χict,wall
χict,avg
(4.25)
for i = 1, ..., c and
ηT =
T |wall
T |avg (4.26)
Average quantities are calculated by integration across the channel. This is done numer-
ically and the methodology is provided in Section 5.4.5.
4.10 Model limitations
The model assumptions and problem statement lead to a number of implicit model limi-
tations.
 The model assumes two levels of perpendicular symmetry and has two dimensions
in that symmetry space. This means that boundary conditions that are asymmetric
in more than one plane cannot be accounted for (e.g. a heat source/sink on a single
channel outer face, or a diﬀerent catalyst loading on a single channel wall).
 The model assumes unidirectional ﬂ w. This means that it does not account for
radial velocity gradients that may be generated as a result of forced convection
by heat ﬂow or diﬀerential pressures. The latter case is consistent with the next
limitation.
 The model assumes constant pressure. This limits the model's applicability to
equimolar reactions where there is no net increase or decrease of pressure either
in the perpendicular or axial directions. It can also not predict the eﬀect of an
signiﬁcant increase in the channel length compared to its hydraulic diameter.
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Chapter 5
Solution Method
The model equations result in a set of coupled partial diﬀerential and algebraic equa-
tions. These are solved using the method of global orthogonal collocation which uses
a polynomial as an approximation to the diﬀerential equation solution. This method is
tested against diﬀerent problems in literature and the results are reported. This chapter
then describes the solution algorithm implemented for the solution of the model equations
developed in the Chapter 4.
5.1 Test problems
Two problems are solved, the ﬁrst of which is a 1-dimensional ﬁlm model. This requires the
solution of the Maxwell-Stefan equations and is thus a test of the developed OC solver's
ability to handle the non-linearity that this set provides. The second is a 2-dimensional
reaction diﬀusion problem on an autocatalytic reaction. This leads to a oscillating solution
proﬁle with steep gradients and is thus a test of the OC solver's stability and robustness
in a multidimensional domain.
5.1.1 Film model
The ﬁlm model of mass transport is described and solved in the literature (Newman 2009;
Taylor & Krishna 1993). The problem considered is the evaporation of methanol and
acetone into a stagnant layer of air under isobaric, isothermal and steady state conditions.
The physical situation is shown in Figure 5.1 and the components are numbered as follows:
(1) acetone; (2) methanol; (3) air
The test conditions are reported in Table 5.1.
68
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Figure 5.1: Evaporation of methanol and acetone into a stagnant layer of air adapted from
(Newman 2009). The inﬁnite medium of air is deﬁned to maintain the y →∞ boundary
condition.
Table 5.1: Conditions and parameters used in the ﬁlm evaporation problem. Adapted
from (Newman 2009)
Parameter 1 2 3
Acetone Methanol Air
Mi (g/mol) 58.08 32.04 29
χi,0 0.319 0.528 0.153
χi,∞ 0 0 1
D1,0, D20, D12(m
2/s) 1.372× 10−5 1.991× 10−5 8.48× 10−5
T (K) 328.5
P (bar) 0.9935
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The materials balance is reduced to the form
∂Ni,y
∂y
= 0 (5.1)
for components i = 1, ..., c. This means that each component ﬂux takes on a constant
value across the stagnant ﬁlm. The Maxwell-Stefan equation is used to solve for the
component mole fractions in the ﬁlm and takes the form
∂χi
∂y
=
c∑
j=1
j 6=i
χiNy,j − χjNy,i
ctDi,j
(5.2)
for i = 1, ..., c − 1. The additional mole fraction is given by the physical constraint∑c
i=1 χi = 1. The boundary condition at the evaporation surface is given by
χ1,0 = 0.319, χ2,0 = 0.528, N3,0 = 0 at y=0 (5.3)
while the boundary condition at the ﬁlm limit is given by
χ1,∞ = 0, χ2,∞ = 0, at y →∞ (5.4)
The mole fractions are fully speciﬁed and the remaining two unknowns are the ﬂuxes
Ny,1 and Ny,2. These are speciﬁed by applying the Maxwell-Stefan equation at y = 0 for
i = 1, ..., c− 1.
The set of equations is solved numerically using orthogonal collocation. This is done by
reducing the ∂ui
∂y
diﬀerential terms into linear combinations using
∂χi
∂Y
=
n+2∑
j=1
Ai,jχj (5.5)
where n speciﬁes the number of collocation points and A the (n+ 2)× (n+ 2) matrix of
the ﬁrst derivatives of the Lagrange polynomial basis set.
Using ﬁve interior collocation points, n the reported concentration proﬁles (Newman 2009;
Taylor & Krishna 1993) are reproduced. The calculated ﬂux values are
N1 = 1.782× 10−3
N2 = 3.126× 10−3
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Figure 5.2: Composition proﬁles of acetone, methanol and air in a stagnant ﬁlm.
This test validates both the use and coded application of orthogonal collocation to solve
equation sets involving the Maxwell-Stefan equations.
5.1.2 Autocatalytic reaction-diﬀusion model
A series of multidimensional reaction-diﬀusion problems are solved in the recent literature
(Revelli & Ridolﬁ 2008). One of these problems is a severe test of both the solution method
and code as it involves an oscillatory series of auto-catalytic trimolecular reactions. This
system's transient behaviour is described by the following species balance
∂χ1
∂t
= κ
(
a− χ1 + χ1χ22
)
+ 
(
∂2χ1
∂y2
+
∂2χ1
∂z2
)
(5.6)
∂χ2
∂t
= κ
(
b− χ21χ2
)
+
(
∂2χ2
∂y2
+
∂2χ2
∂z2
)
(5.7)
where χ1 and χ2 are the mole fractions of self-activating and self inhibiting chemical
species and κ,a,b, and  are dimensionless parameters. This set of parameters allows
small perturbations in concentration to be ampliﬁed and the initial condition gives the
concentration surface a basis from which to interact and spread with time. This feature
of the model provides the stiﬀness in the solution and with that a severe test for the
robustness of the collocation solution method. The initial conditions are given by
-
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(a) Solution by DDASAC.for (b) Solution by (Revelli & Ridolﬁ 2008)
Figure 5.3: Comparison of solution of auto-catalytic reaction - diﬀusion problem to liter-
ature (Revelli & Ridolﬁ 2008) for species 1 at t = 1.
χ1 (0, x, y) = a+ b+
1
1000
e
=100
h
(x= 13)
2
+(y= 12)
2
i
(5.8)
χ2 (0, x, y) =
b
(a+ b)2
(5.9)
The Neumann boundary conditions are applied at the x = {0, 1} and y = {0, 1} for both
χ1 and χ2. The parameters tale the values κ = 100, a = 0.1648, b = 0.8352, and  = 0.05.
The system of equations is solved using 49 interior collocation points and Lagrange poly-
nomials as the collocation basis function. The second derivatives in each of the x and
y-directions are approximated by
∂2χi
∂Y 2
=
n+2∑
j=1
Bi,jχj (5.10)
The resulting mixed set of ODEs and linear equations are solved using the DDASAC.for
(Petzold, 1982) DAE software. The solution at t = 1 is presented for χ1 in Figure 5.3 and
χ2 in Figure 5.4. The both solutions compare favourably with the solution obtained by
the same method in (Revelli & Ridolﬁ 2008). This exercise serves as a validation of the
robustness of the solution method and the stability of the developed solution code.
5.2 Model solution variables and equations
As the multidimensional collocation solution procedure is suitably tested for convergence
and stability, attention needs to be turned to the application of collocation to the mi-
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(a) Solution by DDASAC.for (b) Solution by (Revelli & Ridolﬁ 2008)
Figure 5.4: Comparison of solution of auto-catalytic reaction - diﬀusion problem to liter-
ature (Revelli & Ridolﬁ 2008) for species 2 at t = 1.
crochannel model equations presented in Chapter 4.
5.2.1 Solution equations
The method is applied to all balance equations and boundary conditions above and is
shown for bulk domain balances 4.3,4.5,4.13 and 4.15 in equations 5.11-5.14 as samples.
ct
∂χi
∂t
= − 1
L
nx∑
j=1
Axi,j (χi,,jct,jvx,j)−
1
W
ny∑
j=1
Ayi,jNy,j −
1
H
nz∑
j=1
Azi,jNz,j (5.11)
0 =
1
W
ny∑
j=1
Ayi,jχj −
c∑
j=1
j 6=i
χiNy,j − χjNy,i
ctDi,j
(5.12)
∂ct
∂t
= − 1
L
nx∑
j=1
Axi,j (ctvx)−
1
W
ny∑
j=1
Ayi,jNy,t,j −
1
H
nz∑
j=1
Azi,jNz,t,j (5.13)
c∑
i=1
ctχicpi
∂T
∂t
= −
c∑
i=1
cpi
[
Nx,i
L
nx∑
j=1
Axi,jTj +
Ny,i
W
ny∑
j=1
Ayi,jTj +
Nz,i
H
nz∑
j=1
Azi,jTj
]
(5.14)
+λ
[
1
L2
nx∑
j=1
Bxi,jTj +
1
W 2
ny∑
j=1
Byi,jTj +
1
H2
nz∑
j=1
Bzi,jTj
]
This reduces the set of PDEs coupled with non-linear equations into a set of DAEs. The
steady state equations are those in Equations 5.11-5.14 with the time derivatives on the
left hand side set to zero. This leads to a set of simultaneous non-linear equations (NLEs).
Both transient and steady state sets will be used in the solution algorithm.
Each variable in Table 4.1 is solved for at each solution point and is coupled to each other
v(x,y) 
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solution point via the collocation expressions. This can lead to large systems of equations
that expand rapidly with each change in mesh size. So a relatively ﬁne mesh with size
(11, 5, 5) will require the solution of 4950 equations. The non-linearity provided by the
reaction rate law and Maxwell-Stefan equations are sources of instability which require a
numerical algorithm for a convergent solution. This is presented in Section 5.5.
5.2.2 Dependent variables
The number of simultaneous equations entered into DDASAC.for and HYBRD.for is re-
duced by designating certain variables as dependent. These are velocity vx and molar
ﬂuxes Ny,i and Nz,i. This reduces the number of simultaneous solution variables, φ from
18 to 7 in Table 4.1 for a 5 species system. The dependent variables are calculated us-
ing the input values of the remaining solution variables before determining the solution
residuals.
As the calculated ﬂuxes are not solved simultaneously with the remaining solution vari-
ables, φ the entire solution set is not solved simultaneously at each time step. This is
rectiﬁed by allowing the reactor to run at steady state compositions for a time. This
allows iterative simultaneous solution of the entire set of 18 equations in an updating
procedure not unlike the Rachford-Rice updating procedure in VLE ﬂash calculations.
Binary diﬀusivities, Di,j are calculated by the Fuller equation (Fuller et al., 1969) while
the thermal diﬀusivity, λ is calculated by the Euken equation (Reid et al., 1987) and are
updated in each function call. The diﬀusivities are further calculated for each solution
point because of its composition and temperature dependency. The formulation of these
equations are shown in Appendices C.2 and C.3 respectively.
5.3 User interaction
The model input and output structure is shown in Figure 5.5. Both input and output use
modules to store their data. This ensures that the data is available to the user outside of
the main call to the microchannel model. Each of the three stages in implementing the
model is brieﬂy discussed.
5.3.1 User input
The input structure is divided into three sections:
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1. Reactor setup The reactor setup is speciﬁed in the module reactordata.f90.
This module requires inputs for the reactor dimensions, initial conditions at t = 0, the
equivalent inlet conditions at steady state, t = te and the reaction stoichiometry and
power rate law parameters. Where more sophisticated kinetic laws are required, the user
can manually adapt the rate function in the module_physical.f90 ﬁle. Two toggles are
available for use. The mode of operation can either be speciﬁed as adiabatic or isothermal.
Where intermediate heat removal schemes are needed (example a temperature proﬁle) the
user can manually edit the Qloss function in the module_physical.f90 ﬁle. The physical
constraint on ﬂuxes described in Section 2.5.5 can also be chosen.
2. Problem size The problem size and numerical convergence parameters are speciﬁed
in the problemsize.f90 module. The number of inlet species is speciﬁed. The transient
ramp-up time parameters are available including the α and γ parameters in Equation 5.16.
The number of collocation points are speciﬁed for the transient and steady state problems,
the latter as a vector of length number of remeshes. The size of the evenly spaced mesh
for the ﬁnal interpolated solution is also speciﬁed. A single toggle is available. This
controls the level of plotted output required. When calling the model multiple times, it
is necessary to turn this toggle oﬀ as the temporary data ﬁles overwrite each other. All
solution information is available upon model exit and the user can plot as necessary.
3. Species data The species data is speciﬁed in the speciesdata.f90 module and
includes physical and thermodynamic properties. The form of the cp coeﬃcients should
be consistent with the Fomate formula shown in Equation D.1.
5.3.2 Model call
The model is called with the command
CALL MICROCHANNEL(ExitConversion,ExitTemperature)
Two outputs are speciﬁed through the subroutine interface, the exit conversion and the
exit temperature. These are outputted for convenience sake as they are necessary outputs
when calling the model in a regression routine.
5.3.3 Model output
The model output is divided into two sections
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Table 5.2: Summary of available solution variables and their corresponding mesh points.
Array sizes are indicated in brackets below the variable names.
Data description Variable symbol Array name Mesh name
Unsteady state data φ(x, y, z, nbal, t) utgrid rootx, rooty, rootz
(ndx,ndy,ndz,nbal,ntime+1) (ndx),(ndy),(ndz)
Steady state data φ(x, y, z, nbal) umesh meshx, meshy, meshz
(nintrpx,nintrpy,nintrpz,nbal) (nintrpx),(nintrpy),(nintrpz)
Ny(x, y, z, sp+ 1) nymesh, nzmesh
Nz(x, y, z, sp+ 1) (nintrpx,nintrpy,nintrpz,nsp+1)
vx(x, y, z, 1) vxmesh, pmesh
P (x, y, z, 1) (nintrpx,nintrpy,nintrpz,1)
Interpolated data φ(x, y, z, nbal) udata datax, datay, dataz
(ndatax,ndatay,ndataz,nbal) (ndatax),(ndatay),(ndataz)
Ny(x, y, z, sp+ 1)a nydata, nzdata
Nz(x, y, z, sp+ 1) (ndatax,ndatay,ndataz,nsp+1)
vx(x, y, z, 1) vdata, pdata
(ndatax,ndatay,ndataz,1)
Average data φ(x, 1, 1, nbal) uaverage, vxaverage meshx(nintrpx)
vx(x, 1, 1, 1) (nintrpx,1,1,nbal),(nintrpx,1,1,1)
aﬂux values availabe for each species + total ﬂux
1. Solution structure Solution structure variables are available in the collocationdata.f90
module. These include the collocation matricies A and B and the mesh point vectors in-
dividually in the x, y and z-directions.
2. Solution data Solution data is speciﬁed in the solutiondata.f90 module. This
includes the unsteady state data grid at all time steps. Steady state data is available for
all solution variables φ as well as Ny, Nz, vx and P on both the collocation mesh and the
interpolation data mesh. All these solutions are over the single quadrant of the reactor
described in Section 4.1.1. Average proﬁles are available for variables φ and vx. The sizes
of each of the solution variables is shown in Table 5.2.
5.4 Numerical algorithm
To ensure computational eﬃciency a custom FORTRAN collocation code is used. Con-
vergence and stability are provided by a solution algorithm in the same language. The
algorithm is shown in Figure 5.6 and described brieﬂy below. All calculations are per-
formed on a quad core Intel 2.66 GHz Core2 Processor with 8GB RAM available.
The transient problem is solved using DDASAC.for (Caracotsios & Stewart, 1996) as the
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igure
5.5:
Schem
atic
of
user
input
param
eters
and
storage
structure
1. User Input 2. Model Call 3. Model Output 
MicrochannelModel.f90 
reactordata.f90 problemsize.f90 speciesdata.f90 Type: Subroutine file collocationdata.f90 Solutiondata,f90 
Type: Data module 
Purpose: Contains all model-specific Type: Data module Type: Data module subroutines Type: Data module Type: Data module 
Purpose: Contains all Purpose: Contains all Purpose: Contains all Subroutine Microchannel reactor-specific information solution size and species physical and Main subroutine call for entire model. 
convergence information thermo information Contains solution algorithm. Calls Reactor dimensions 
subroutines in modu/e_maincal/s.f90. Width Number of species Physical properties 
Height nsp dispvolume Subroutine fsub Length MM Contains residual function for unsteady deltacat Transient rampup pathway state problem: DDASAC.for. rhocat to Critical properties 
SV tend T _ crit( nsp) Subroutine fsub fine 
ntime P _crit(nsp) Contains residual function for steady state Inlet conditions alpha V _crit(nsp) problem: HYBRD.for. InletMolfraction beta 
InletVelocity Heat capacity data 
InletTemperature Coarse Grid Size Acp, Bcp, Ccp, Dcp, Ecp, 
Pressure Interior points (nx,ny,nz) Fcp, Hcp 
Purpose: Contains all Purpose: Contains all 
collocation data and solution available solution data 
pOints 
Unsteady state data 
Coarse mesh utgrid (nx, ny, nz, n bal, ntime) 
rootx, rooty, rootz t(ntime) 
Fine mesh Steady state data 
meshx, meshy, meshz umesh (nx, ny, nZ,n bal) 
nymesh(nx,ny,nz,nsp) 
Interpolated mesh nzmesh(nx,ny,nz,nsp) 
datax, datay, dataz vxmesh(nx,ny,nz,1 ) 
pmesh(nx,ny,nz,1 ) 
Export mesh 
exportx, exporty, exportz Interpolated data 
udata(nx,ny,nz, var) 
Initial conditions Fine Grid Size Heat of formation 
InitialMolFraction I nterior points remesh HO_f 
Initial Flux pathway 
InitialTemperature (nx,ny,nz) 
nydata(nx,ny,nz,nsp) 
nzdata(nx,ny,nz,nsp) 
vxdata(nx,nY,nz,1 ) 
pdata(nx,nY,nz,1 ) 
Reaction information Number of remeshes 
Stoichiometry (mu) FinaUntrp 
rate_order 
Average data 
uaverage(nx,1,1,nbal) 
vxaverage(nx, 1 ,1 ,1 ) 
kO I nterpolated solution Exit conditions 
Ea (nx,ny,nz) ExitConversion 
Toggles Toggle 
Mode of operation: Plot Graph output 
1. Adiabatic 
ExitTemperature 
2. Isothermal 
Flux physical constraint: 
1 . Open system 
2. Closed system 
3. Stefan tube 
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Figure 5.6: Numerical algorithm
DAE solver. DDASAC.for is based on the DASSL DAE solver package (Petzold, 1982).
The initial condition provides a feasible but physically irrelevant solution. The transient
solution is then solved on a coarse (7, 3, 3) grid to provide a fast solution. This solution is
then interpolated onto a ﬁner mesh and is used as the initial condition to the steady state
problem. This steady state problem is solved using the hybrid NLE solver HYBRD.for
(Garbow et al., 1980). The steady state solution is then interpolated onto a ﬁner grid to
provide the initial guess for a new problem and a new solution is obtained. This iteration
can be done until a mesh-free solution is obtained.
5.4.1 Grid generation
The solution grid is chosen as the roots of the Jacobi polynomials whose positions provide
a partially optimised set for collocation (Rice & Do 1995). These are computed for N + 2
points in each dimension meaning that both boundary conditions are considered. This
gives a polynomial of the form J (α+1,β+1) where α = 0 and β = ia+1
2
with ia = 0 for planar
geometry. A sample mesh is shown in Figure 5.7 for illustrative purposes. The subroutine
POINTS performs this operation and is in the module_collocation.for module. This calls
the Jacobi subroutine available in the abwlib.for ﬁle (Villadsen & Michelsen 1978).
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Figure 5.7: Orthographic projection of [nx, ny, nz] = [11, 5, 5] solution mesh generated
from the set of J (α+1,β+1) Jacobi polynomials.
5.4.2 Setup of collocation matrices
Collocation matrices A and B are generated for each dimensions using Lagrange polyno-
mials as the basis function. These are n× n sized according to the mesh size [nx, ny, nz]
and are recalculated at each remeshing stage. The subroutine COLSETUP performs this op-
eration and is in the module_collocation.for module. This calls the DFOPR subroutine
available in the abwlib.for ﬁle (Villadsen & Michelsen 1978).
5.4.3 Solver usage and Variable storage
The task of incorporating the solvers used in the numerical algorithm is discussed here.
The function of a DAE integrator and an NLE solver is to integrate in 1-dimension given
a vector function, f or minimise the residual of the same function given a general solution
vector ψ. Both are of length nde. Furthermore, the problem deﬁnition requires the solution
of variables φ over each solution point [nx, ny, nz]. Two problems arise and are treated:
1. Mesh dimensionality: each solver requires a vector in R1 as an input and the
problem speciﬁes a 3-dimensional solution mesh with solution values at each point
in R3+1 = R4
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Figure 5.8: Reduction of diﬀerential terms, ∇φ within the solver.
Table 5.3: Mappings of solution matrix, Ψ to vector Φ
Stage Instance Mapping
1 Initial condition/guess Ψ→ ψ R4 −→ R1
2 Entry to residual subroutine ψ → Ψ R1 −→ R4
3 Exit from residual subroutine F→ f R4 −→ R1
4 Exit from solver ψ → Ψ R1 −→ R4
2. Diﬀerential dimensionality: diﬀerential terms, ∇φ are present in all directions
and an integrator in 1-dimension, time t
Treatment of mesh dimensionality The storage matrix of all solution variables, Ψ is
in R4 and has size [nx, ny, nz, nφ]. A consistent indexing nomenclature used to reduce the
possibility of error and is Ψi,j,k,l. The discrepancy between the dimensionality of ψh and
Ψi,j,k,l occurs at various places, shown in Figure 5.8. These are treated by the mappings
shown in Table 5.3.
These mappings are implemented in a nested do-loop. The order in which the loops are
placed takes into account the column-major nature of Fortran's array storage system. The
matrix Ψi,j,k,l will be stored as a single column starting with the primary index i = 1...nx
for [j, k, l] = [1, 1, 1]. The indicies are updated to [j, k, l] = [2, 1, 1] and the primary index
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is once more stored in the order i = 1...nx. Each subsequent index is updated (secondary
to quaternary) until the index [j, k, l] = [ny, nz, nφ] is reached.
It should therefore follow that the most computationally eﬃcient method of accessing this
data is to nest the do-loop in the ascending order i, j, k, l as:
h = 1
do l = 1,nbal
do k = 1,nz
do j = 1,ny
do i = 1,nx
PSI(i,j,k,l) = psi(h)
h = h + 1
for the R1 −→ R4 mapping. This will ensure that data is accessed in the order that it is
stored.
The physical meaning of this storage scheme is the that the basic storage of data occurs
for a single solution variable along a line down the main axis of the microchannel. The
next level is that of a slab in the x, y plane. These slabs are then built up to form a
3-dimensional mesh for a single variable. This scheme is repeated for each other variable.
Treatment of diﬀerential dimensionality Each of the spatial derivatives are reduced
via collocation to linear combinations of the values of the same variable in the direction
of the derivative. This is shown for the transient case in Figure 5.8. This procedure
is carried out manually within the subroutine FSUB and the derivatives are stored in 4-
dimensional matrices with the same structure as the solution matrix, φ. This now allows
for the calculation of the model equations in Chapter 4 to give the matrix residual, f .
5.4.4 Initial conditions and ramp-up to steady state
The initial conditions are shown in Equation 5.15.
χi = 1.0× 10−6 i = 1, ..., c− 1
χI = 1.0− 10−6nsp
Ni,y = 1.0× 10−5 i = 1, ..., c
Ni,z = 1.0× 10−5 i = 1, ..., c
ct = ct,0
T = T0
(5.15)
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These are set so that the reactor is initially completely ﬁlled with inert which removes
any reaction from the microchannel. This eliminates the non-linearity of the rate law
and ensures that no concentration gradients develop. As the ﬂux densities are
dependent on the concentration gradients, these will then be set to zero which in turn
eliminates the Maxwell-Stefan non-linearity. The temperature and bulk concentration
are set to steady state inlet conditions.
The reactive components are ramped up according to a modiﬁed sigmoid function
χi(t) =
χi,ss
1+exp{−αi(t−γ)} (5.16)
for i = 1, ...c − 1where the parameter γ sets the time for the maximum rise rate and
the parameter αi sets the rise rate required for convergence to the steady state inlet
composition, χi,ss. The value αi takes is problem dependent given that the time for
convergence and initial and ﬁnal points all need to be speciﬁed. Substitution of the initial
boundary condition t = 0, χi = χi,0 into Equation 5.16 gives
αi =
1
γ
ln
(
χi,ss − χi,0
χi,0
)
(5.17)
The ramp-up function is shown in Figure 5.9.
As the reactive components are increased, the signiﬁcance of the reaction rate term in
Figure 5.10a and ﬂux gradients increases in Figure 5.10b. This progressively adds to the
non-linearity of the system. However each time-step presents a feasible solution for the
initial condition of the next, allowing for the directed and hence smooth convergence to
the steady state solution.
The choice of this curve is arbitrary in as much as the physical situation is concerned as
only the steady state solution is desired. However, it provides numerical stability as the
smallest ramps are present at the start where convergence is necessary from the initial
state and at the end where reaction rate is highest and non-linearity is a concern.
5.4.5 Numerical Integration
The average composition, concentration and temperature in the channel are evaluated
using the quadrature weighting functions wi (Rice & Do 1995). These are obtained using
Radau quadrature weights obtained at the Jacobi polynomial roots with the inclusion
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Figure 5.10: Transient reaction rate and radial ﬂux proﬁles
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CHAPTER 5. SOLUTION METHOD 84
Figure 5.11: Schematic of error checking procedure
of the two boundary conditions as quadrature points i.e. for J (α+1,β+1). The subroutine
COLSETUP performs this operation and is in the module_collocation.for module. This calls
the Radau subroutine available in the abwlib.for ﬁle (Villadsen & Michelsen 1978).
The average solution variable ψ in general form is merely the linear combination of the
weighting function w to the corresponding solution value ψ at each point.
ψ =
1
b− a
ˆ b
a
ψ(x)dx
=
1
1− 0
N+2∑
i=1
wiψi
=
N+2∑
i=1
wiψi (5.18)
Only the y and z dimensions are integrated to give an average proﬁle along the length
of the microchannel. Firstly, quadrature is applied in the z-direction at each x, y com-
bination point. This gives a 2-dimensional solution. Quadrature is then applied in the
y-direction to each of the x points to give the average 1-dimensional proﬁle. The subrou-
tine INTEGRATE performs this operation and is in the module_collocation.for module.
5.4.6 Mesh-free convergence condition
The procedure for the evaluation of the convergence to a mesh-free solution of each it-
eration is shown in Figure 5.11. A global error function is used to evaluate whether
the deviations between successive grid sizes have converged to a steady state. It is not
an absolute error measurement as the computed solution is not compared to an exact
solution.
The new ﬁne mesh solution is back-interpolated as u2,i to the collocation points of the
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Figure 5.12: Order of reﬂection
previous coarse mesh solution, u1,i. This is deﬁned in Equation 5.19 as the root mean
square error (RMSE) of each solution variable across all points. For purposes of com-
parison, the normalised RMSE (NRMSE) is divided by the average balance variable over
both solution sets in a manner similar to the calculation of the coeﬃcient of variation.
RMSEi =
√Pnpts
i=1 (u1,i−u2,i)2
npts
NRMSEi =
RMSEi
µi
(5.19)
for i = 1, ..., nbal
5.5 Reﬂection for symmetry
5.5.1 The problem
The solution space shown in Figure 5.13 has to be reﬂected for symmetry to the other
quadrants. In eﬀect the problem is that of reﬂecting each of the local index values, k
about a symmetry plane and equating them to the new global channel index system, km.
This mapping is shown in in Figure 5.13.
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Figure 5.13: Schematic representation of reﬂection of indicies about symmetry line onto
global index system.
5.5.2 The approach
The above problem is treated in general as the reﬂection of a point P1 across an arbitrary
plane to the point Pm, shown in Figure 5.14. The equation for a plane is given by (Stewart,
2001)
Ax+By + Cz = D (5.20)
This has normal n = [A,B,C,D]. An origin on the plane is designated as point P0 and the
vector connecting P0 and P1 is v =
[
x1 − x0 y1 − y0 z1 − z0 0
]
. Now the distance
between the point P1 to the plane is the scalar component of the projection of P1 onto
the normal vector and is given by
d = compnv =
n · v
|n| (5.21)
In the case that the plane is non-zero at the origin, this is best written as
d =
n · P1 −D
|n| (5.22)
Now the distance between P1 and Pm is twice the distance between P1 and the plane in
the direction of the unit normal vector, nˆ. This means that the point Pm is given by
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Figure 5.14: Reﬂection of a point about an arbitrary plane.
Pm = P1 − 2Dnˆ
= P1 − 2n · P1 −D|n|
n
|n|
= P1 − 2n (n · P1 −D)|n|2 (5.23)
5.5.3 Application to reﬂection problem
The approach above is applied to the problem shown in Figure 5.13 and the order of
implementation is shown in Figure 5.12. The mapping of quadrant 1 to quadrant 2 is
ﬁrst considered and shown schematically in Figure 5.13. This involves the mapping of the
z-index, k of the co-ordinate P1 = [x, y, k1] to an equivalent point Pm = [x, y, km] in the
global domain about the plane deﬁned by n =
[
0 0 1 nz
]
. Application of Equation
5.23 gives
Pm = [x, y, k1]− 2 [0, 0, 1] ([0, 0, 1] · [x, y, k1]− nz)√
02 + 02 + 12
2
= [x, y, k1]− [0, 0, 2] (k1 − nz)
or more conveniently, just the mapping of the index k1 → km as the x and y indicies
remain the same
km = k1 − 2 (k1 − nz) (5.24)
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The mapping of quadrants 1 and 2 to 4 and 3 respectively are done in a similar manner.
In this case the y-index, j is mapped as j1 → jm in an analogous manner to the z index.
jm = j1 − 2 (j1 − ny) (5.25)
All this is implemented in the Fortran subroutine REFLECT in the module module_evaluate.f90.
5.6 Compiler Considerations
5.6.1 Gfortran vs Ifort
The ﬁrst choice that has to be made is the choice of Fortran compiler to be used. The per-
formance of two available compilers, GNU Fortran (Gfortran) 4.3.3 and the Intel Fortran
Professional Edition 11.0.081 are compared. The comparison is done on a test code that
replicates the calculation of the derivative of seven variables by a linear combination for
each point in 3-dimensional mesh. This calculation applies Equation 2.94 and represents
the model code as it is expected to be repeated multiple times in the solution procedure.
Furthermore it tests the memory handling ability of the compilers as it calls up elements
of multidimensional arrays much like the model code. The formulation is represented by
the following pseudo-code
do l = 1,7
do k = 1,n
do j = 1,n
do i = 1,n
dudy(i,j,k,l) = 0.d0
do h = 1,n
dudy(i,j,k,l) = dudy(i,j,k,l) + Amat(k,h)*umat(i,j,h,l)
end do
The number of elements in each dimension is represented by the constant n. This is
varied and the computational time for each value of n is plotted against CPU time on a
single processor. This is shown in Figure 5.15. The Intel compiler outperforms the GNU
compiler at all computational mesh sizes. This is because ifort applies an optimisation
procedure to multiple loops that vectorises them to make use of a single set of instructions
at the processor for multiple data commands. All further model calculations are done on
the ifort compiler to ensure computational eﬃciency.
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Figure 5.15: Comparison of CPU times for diﬀerent values of mesh size, n.
5.6.2 Ifort Compiler options
Intel Fortran compiler options are adjusted depending on the run time situation. If the
model is in the code generation phase, certain compiler ﬂags are used for error-checking
while if the model is executed to obtain results, compiler ﬂags are chosen for speed. The
ﬂags used are reported below.
On testing The following ﬂags are used: -autodouble -vec-report0 -traceback -check
bounds -fpe0
-autodouble Automatically makes all real numbers double precision
-check bounds Checks if the array indicies accessed during run time are within the
initial memory allocation
-traceback Traces source of run time error to the line, procedure and ﬁle name.
-vec-report0 Controls the diagnostic information reported by the loop vectoriser: (0)
tells the vectoriser to report no diagnostic information, (1) tells the vectoriser to report
on vectorized loops.
-fpe0 Allows control over ﬂoating-point exception information at run time including:
(1) calculations result in a divide by zero, overﬂow, or invalid operation, (2) calculations
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that result in an underﬂow and (3) when an exceptional number (±∞, NaN) is present
in a calculation. The location of the error is reported if the -traceback option is enabled.
On running The following ﬂags are used: -autodouble -vec-report0 -xP
-xP Compiler generates specialised code to maximise performance on the processor
that executes the it. Here P stands for Intel Core Duo processors.
All others are as before.
5.7 Parallelisation
A further method used to speed up the code execution is to parallelise the algorithm
by processing it on multiple cores. This is carried out using the OpenMP speciﬁcation
and implemented using two methods: (1) linking of parallelised libraries and (2) manual
parallelisation of routines within the algorithm.
A general piece of code is executed as follows. A com iler generates a set of instructions
for the computer to execute in sequential order that is wrapped up in the executable
program. This set of instructions is referred to as a thread and unless told otherwise a
single thread is used throughout execution, known as a master thread. When a single
thread is generated the program is said to run in the serial mode (Chapman et al., 2008).
A parallelised program has speciﬁc break points in the code which instruct the compiler
to split the master thread into multiple threads. Each thread will be allocated to and
executed by an individual processor. At the end of the parallelised region, the threads
recombine to the master thread. The choice of break point is extremely important as
the memory of each of the variables generated in each thread are unique and cannot be
shared by processors. These can only shared at the end of the parallel region. This means
that the allocation of work must be done in such a way that a calculation in one thread
is independent of any other calculation in any other thread.
The performance of the parallelisation is measured by the speedup and the eﬃciency
(Chapman et al. 2008). The speedup ratio, S is the ratio of the elapsed time of the serial
version, T1 and the elapsed time on p processors, Tp
S =
T1
Tp
(5.26)
while the eﬃciency, e is obtained by dividing the speedup by the number of processors.
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Table 5.4: Parallel performance and speedup of DDASAC.for for an (11,5,5) mesh using
the MKL library.
Version Number of Processors CPU time Elapsed time Speedup Eﬃciency
[s] [s] [%]
Serial 1 129.66 129.73 1.0000 100.00
Parallel 1 130.53 129.74 1.0000 100.00
2 131.9 122.63 1.0579 52.895
3 134.59 120.18 1.0794 35.980
4 139.17 119.39 1.0866 27.165
e =
S
p
(5.27)
A high speedup ratio is an indication of low overheads incurred by the compiler in allocat-
ing threads. This is normally achieved by single parallelised regions encompassing large
portions of the code and is referred to as coarse-grain parallelisation. A low eﬃciency is
an indication of a low usage of parallel regions and the presence of large serial regions.
The maximum speedup can be calculated by Amdahl's Law (Chapman et al. 2008)
S =
1
fpar
p
+ (1− fpar)
(5.28)
where fpar is the parallel fraction of the code.
5.7.1 MKL Libraries
The Intel Fortran Math Kernel Libraries (MKL) are statically linked to the model. These
provide the linear algebra routines in BLAS and LAPACK required by DDASAC.for to
solve the non-steady state problem. The solution times for DDASAC.for at diﬀerent mesh
sizes are given in Table 5.4. The speedup for 4 processors is only 1.0866 with a low
processor eﬃciency of 27.2%. This means that there is a very low level of parallelisation.
The reason for this may be that DDASAC does not make substantial use of the BLAS and
LAPACK libraries and that the parallelised sections of these libraries are not substantial.
Either way this is an example of the implementation and evaluation of a parallelisation
scheme and a motivation to test the theoretical extent of possible parallelisation before
developing parallelised code.
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Figure 5.16: Computational times for diﬀerent HYBRD.for subroutines as a function of
number of equations.
5.7.2 HYBRD.for Parallelisation
The HYBRD.for solver does not make use of either the BLAS or LAPACK libraries and
has to be manually parallelised. The HYBRD-called subroutines that have the highest
computational times are shown in Figure 5.16. These are chosen as the main targets of
parallelisation as they represent >99% of the computational time of a single call to the
solver. The subroutine with the highest computational expense is FDJAC which calculates
the Jacobian of the problem system by forward diﬀerence approximation. This is followed
by the QRFAC and QRCALC routines which respectively compute the QR factorisation of the
Jacobian matrix and recompose Q from its factorised form. The latter routines are diﬃcult
to parallelise as they require the reconﬁguration of the calculation scheme. This have been
attempted by previous studies (Wright 1991; Matstoms 1995; Rotella & Zambettakis 1999)
with varied success. All attempts require substantial changes to the calculation algorithm
and the implementation of such reconﬁgurations is out of the scope of this study. These
considerations of potential speedup and coding eﬀort justiﬁes the targeting of only FDJAC
for parallelisation.
Figure 5.16 shows that the fraction of parallelised code through FDJAC is fpar = 0.6.
Substituting this value into Amdhal's law in Equation 5.28 shows that the maximum
speedup on a 4 processor system is S = 1.81. This speedup can be a substantial time
saver if the model is called multiple times in a regression or optimisation routine and
justiﬁes its application.
The forward diﬀerence Jacobian calculation works as follows. The n× n Jacobian, [J] of
the minimisation function, f of size n in terms of the approximate solution variable u of
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size n is made up of the following elements:
[J] =

∂f1
∂u1
· · · ∂f1
∂un
· · · . . . ...
∂fn
∂u1
· · · ∂fn
∂un
 (5.29)
Each element ui is perturbed by some increment h and the entire minimisation function
calculated at this perturbed value. This is referred to as at fp. A column of the Jacobian
can now be calculated as
∂f
∂ui
=
fp − f
h
(5.30)
This scheme means that a column of the Jacobian is calculated at each function evaluation
so that the function needs to be called n times. Furthermore the calculation of each of
these columns is independent of the others so the work in calling the function by the do-
loop may be divided up across multiple processors. This is done by the following OpenMP
parallel construct.
!$OMP PARALLEL IF (N>30) DEFAULT(NONE) SHARED(N,EPS,FVECP,FJACP)
PRIVATE(I,J,TEMP,H,WA1) FIRSTPRIVATE(X,IFLAG,LRPARP,RPARP)
!$OMP DO SCHEDULE(STATIC,100)
...
!$OMP END DO
!$OMP END PARALLEL
The following clauses are explained
if Region only executed in parallel if requires greater than 30 function evalua-
tions. Else will have substantial parallel overheads.
default No default data access permissions across threads
shared These variables are shared across the threads and are not to be changed within
any thread. For example the size of the Jacobian, n ≡ N is required in each
thread and is thus shared.
private These variables can take on values unique to each thread but have unassigned
values upon entry and exit of the parallel region. For example the do loop
indicies i, j have to take on values unique to each thread and are thus private.
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ﬁrstprivate These variables are private to each thread but take on their entry value in
the parallel region. For example the approximate solution variable u ≡ X is
required in each call to the minimisation function but needs to take on unique
perturbed values in each call.
schedule(static,100) This clause allocates each thread a chunk of 100 calls to the do-loop
in a static, or sequential fashion. For example thread0 gets i = 1, 100, thread1
gets i = 101, 200 etc. As soon as a processor has completed its thread, a
new chunk of 100 calls is allocated to it. This static allocation is the simplest
allocation method and thus has the least parallel overheads.
This method of parallelisation requires the model subroutine to have multiple instances
of its variables and internal subroutines active at the same time. This places some strict
requirements on the programming structure. The ﬁrst requirement is that the model
subroutine and every procedure (function or subroutine) called by it to be recursive. This
argument placed before the procedure deﬁnition allows each instance of it to have its own
memory. This is typically used to call procedures from within themselves1, but the same
rationale holds here. Procedures are made recursive automatically when the source ﬁle
containing the procedure is compiled with the -openmp ﬂag, however not all procedures
are allowed to be recursive. Speciﬁcally, procedures containing the deallocate statement
are excluded as you cannot have multiple instances of a deallocation running when the
memory has not been allocated yet.
The second requirement is that no calculated values are to be written to a common
memory, for example in a data module. This would create two problems. The ﬁrst is that
if all active instances of the model subroutine wrote their own calculated values to the same
location, the values read from the same location would end up being garbled combinations
of multiple instances of these variables. The second problem is that multiple threads would
try to write to the same memory location concurrently. This would cause the execution
to crash. The Fortran model is modiﬁed to accommodate these requirements.
A single instance of code is tested for parallelisation and the results are shown in Table 5.5.
The speedup for 4 processors is only S = 1.17 with a processor eﬃciency of 29.35%. This
low level of parallelisation compares to that of the MKL speedup in Table 5.4 notwith-
standing the high potential for parallelisation shown in Figure 5.16 and the speedup of
S = 1.81 predicted by Amdhal's Law. This cannot be attributed to the parallelisation
overheads as a statically-scheduled directive is known to have a low overhead (Hermanns,
2002). A possible reason is that the overheads incurred in accessing the variables ui in
Equation 5.29 from the main RAM is the limiting step in the calculation of the Jacobian.
1Such as call one instance of an NLE solver from within the minimisation function of another instance
of it.
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Table 5.5: Parallel performance and speedup of HYBRD.for for an (11,5,5) mesh using
OpenMP speciﬁcation. The meshing sequence is (7,3,3); (9,3,3),(11,5,5)
Version Number of Processors CPU time Elapsed time Speedup Eﬃciency
[s] [s] [%]
Serial 1 29.59 29.87 1.000 100.0
Parallel 1 29.79 29.88 1.000 100.0
2 31.92 26.76 1.116 55.80
3 34.72 26.15 1.142 38.07
4 36.75 25.44 1.174 29.35
It may therefore be possible to improve performance by using distributed memory pro-
cessors, where each processor has its own internal memory is more easily accessed than
the current setup.
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Chapter 6
Model Test Results
The model performance is examined against severe conditions that may not be physically
realistic, but provides a test of the solution algorithm's robustness and computational
eﬃciency. The simulation conditions are ﬁrst shown followed by tests of computational
performance. The criterion for a mesh-free solution is examined and solution trends
discussed. The model is then validated against experimental data from literature.
6.1 Reactor Conditions
WGS reactor dimensions and experimental conditions are provided to give model inputs
and are shown in Table 6.1. The channel dimensions chosen are common for lab scale
reactors (Germani et al. 2005; Kolb et al. 2008) to provide a realistic physical basis for
operation. The reported inlet space velocity gives an inlet velocity v0 = 11.0 m/s to yield
a Reynolds number of Re = 295. This is low enough to satisfy the laminar ﬂow condition
of Re < 2100. The reason for operating at such a high linear velocity is to enhance
transport eﬀects by increasing the axial transport time to a similar order as the radial
diﬀusive transport time. An equimolar feed composition is given to be able to compare
the radial proﬁles of each species given their diﬀerent diﬀusivities.
The kinetic rate expression is given in Equation 4.19. The values taken for the kinetic
constants k0 and Ea deﬁne the overall conversion of the system. The k0 is chosen such
that the reactor initially runs at high reaction rates to equilibrium conversion where the
rate is forced to slow down. This will enable the evaluation of radial proﬁles at both steep
and shallow gradients respectively. The activation energy for reaction is taken as that
reported for the same catalyst system (Germani et al. 2005). These are shown in Table
6.2.
The chosen parameters lead to a solution with steep gradients in each of the solved
parameters. This is a stiﬀ system which is diﬃcult to solve and provides an extreme test
96
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Table 6.1: Model inputs for reactor model run for induced mass and heat transfer eﬀects
Property Value
Channel dimensions W ×H 400.0× 600.0µm
Channel length L 5.0cm
Catalyst layer thickness δcat 10.0µm
Space Velocity SV 120.0 mol/s.kgcat
Inlet Composition (%)(
CO H2O H2 CO2 N2
) (
20.0 20.0 20.0 20.0 20.0
)
Inlet Temperature 300 ◦C
Total Pressure 3 bar
Table 6.2: Rate constants for the extreme model evaluation runs compared to that of the
approximate ﬁrst order equivalents of the (Germani et al. 2005) study.
k0 Ea SV
m3/s.kgcat J/mol mol/s.kgcat
Germani et al. 2005 1.7× 105 86.0× 103 0.59
Extreme 4.4× 107 86.0× 103 120.
of the model's robustness and solution eﬃciency.
6.2 Model Performance
The performance of the model presented is evaluated against the extreme test conditions
shown in Tables 6.1 and 6.2. The purpose of this evaluation is to determine the mesh-size
required for a reasonably accurate solution versus solution time.
6.2.1 Run-time
The mesh is incrementally increased according to the update scheme shown in Table 6.3.
The transient problem is solved on a (7, 3, 3) mesh, the most stable coarse mesh found.
This requires a computational time of ∼4.12s. Each successive re-mesh is shown in the
same table.
The run-time of the proposed hybrid algorithm is compared to that of solving the unsteady
state problem over the same ﬁnal mesh size in Figure 6.1. These are plotted against the
number of mesh points npts and not the individual dimensional points nx,ny or nz as the
entire domain is treated as one simultaneous system of equations and the solvers only
see the total number of mesh points.
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Table 6.3: Mesh update scheme for hybrid solution procedure.
# nx ny nz npts
1 5 3 3 45
2 9 3 3 81
3 9 5 5 225
4 11 7 7 539
5 11 9 9 891
6 21 9 9 1701
The transient model becomes unstable and does not solve for meshes 5 and 6 in Table 6.3
hence these mesh sizes are not reported in Figure 6.1. It is clear that the solution time for
the transient solution increases more rapidly than that of the combined steady/non-steady
state 3-step method. This means that the 3-step algorithm is preferred to the transient
with regard to run-time. The actual run times are in the order of minutes/seconds and
hence provide a computationally eﬃcient model for further regression and parameter
estimation work.
A possible reason for this diﬀerence in run times between the transient and 3-step algo-
rithm lies with the solution of the Jacobian matrix. Each solver is required to evaluate
this square matrix that contains (npts × nbal)2 elements. This is done by perturbing each
of npts × nbal variable values to evaluate the response of the residual function. Thus each
movement to a new solution requires the evaluation of the residual functions at least
npts × nbal times. The transient DAE solver is required to re-evaluate for the Jacobian
repeatedly in the approach to steady state.
In contrast the steady state NLE solver is required to evaluate the Jacobian once as a
result of the good initial guess. This is because the solution equations are to a great
extent linear. The collocation equations are linear when properties are constant over the
temperature change, the Maxwell-Stefan equations are almost linear and it is only the
kinetic rate law that can vastly deviate from linearity1. As the HYBRD solver has between
quadratic and 1.6 convergence, it can give a solution in a single Jacobian evaluation. It
is therefore more eﬃcient to solve for the transient system on a coarse mesh as it requires
multiple evaluations of a small Jacobian, rather than on a ﬁne mesh that requires multiple
evaluations of a sizable Jacobian.
1Except in the case of an isothermal ﬁrst order reaction the rate law reduces to a linear expression.
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Figure 6.1: Comparison of CPU run-times for non-steady state only and proposed 3-
step algorithm. Point not shown: npts = 1701 for CPU time of 4647 s. W × H ×
L = 400.0 × 600.0µm × 5.0cm, δcat = 10.0µm, SV = 120.0mol/s.kgcat P = 3 bar
T = 573.15K, k0 = 4.4 × 107m3/s.kgcat, Ea = 86.0 × 103 J/mol and inlet composition(
CO H2O H2 CO2 N2
)
= 20.0. Full 3-dimensional model used.
6.2.2 Mesh-free solution
TheNRMSE for each successive remesh is calculated as described in 5.4.6. TheNRMSE
for each balance is plotted against number of mesh points in Figure 6.2a. This shows a
convergence to a steady state error of ∼1% for each variable. The minimum error is
found at a mesh size of 891 points or the (11, 9, 9) mesh. It should be noted that this case
has steep gradients that are unlikely to be encountered in further simulations. As the
steepness of gradients increases, the order of the polynomial approximation, and hence
the number of required solution points increases for a mesh-free solution. Therefore the
mesh size obtained here can be regarded as an empirical maximum size for convergence
to the mesh-free solution. The solution time is ∼686 s which compares well against the
hour magnitude solution times of FEM simulators.
The dependency of the convergence to mesh free solution on the number of axial points,
nx and the number of perpendicular points ny and nz is shown in Figures 6.2b and 6.2c
respectively. An increase in nx > 11 does not make any signiﬁcant diﬀerence while the
number of axial points controls the convergence to NRMSE < 1% from ny/z = 5 to
ny/z = 9.
The convergence proﬁles of CO mole fraction and temperature in the axial and perpen-
dicular directions are shown in Figures 6.3 and 6.4. These variables are chosen as CO
conversion is the primary function of this reactor and the energy balance is dependent
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(b) NRMSE convergence to steady error as a func-
tion of number of x-points.
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(c) NRMSE convergence to steady error as a func-
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Figure 6.2: Convergence of NRMSE. An NRMSE of below 1% threshold is achieved for
an (11,9,9) mesh with a CPU time of 686 s. W × H × L = 400.0 × 600.0µm × 5.0cm,
δcat = 10.0µm, SV = 120.0mol/s.kgcat P = 3 bar T = 573.15K, k0 = 4.4×107m3/s.kgcat,
Ea = 86.0× 103 J/mol and inlet composition
(
CO H2O H2 CO2 N2
)
= 20.0. Full
3-dimensional model used.
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Figure 6.3: Convergence of CO mole fraction to mesh-free solution. W × H × L =
400.0 × 600.0µm × 5.0cm, δcat = 10.0µm, SV = 120.0mol/s.kgcat P = 3 bar T =
573.15K, k0 = 4.4 × 107m3/s.kgcat, Ea = 86.0 × 103 J/mol and inlet composition(
CO H2O H2 CO2 N2
)
= 20.0. Full 3-dimensional model used.
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Figure 6.4: Convergence of temperature proﬁles to mesh-free solution. W × H × L =
400.0 × 600.0µm × 5.0cm, δcat = 10.0µm, SV = 120.0mol/s.kgcat P = 3 bar T =
573.15K, k0 = 4.4 × 107m3/s.kgcat, Ea = 86.0 × 103 J/mol and inlet composition(
CO H2O H2 CO2 N2
)
= 20.0. Full 3-dimensional model used.
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Figure 6.5: Composition ramp-up in time over all x points for all species. W × H ×
L = 400.0 × 600.0µm × 5.0cm, δcat = 10.0µm, SV = 120.0mol/s.kgcat P = 3 bar
T = 573.15K, k0 = 4.4 × 107m3/s.kgcat, Ea = 86.0 × 103 J/mol and inlet composition(
CO H2O H2 CO2 N2
)
= 20.0. Full 3-dimensional model used.
on the solution of all other balances and therefore shows the cumulative behaviour of the
entire solution set. The CO mole fraction shows good convergence in both the x- and
y-directions. Remeshs 3 - 6 show almost exact agreement on the axial proﬁle in Fig-
ure 6.3a and close agreement between the y-perpendicular proﬁles 5 - 6 in Figure 6.3b.
Similar trends are seen in the convergence of the temperature proﬁles. If only the axial
behavior is required, for example to predict exit temperature and conversion then to run
the simulation to re-mesh 3 for a (9, 5, 5) mesh is suﬃcient as a close approximation to
mesh free behavior.
6.3 Physical Tests
Various checks are performed to verify that the model holds the physical constraints
imposed on the model equation set and predicts expected trends with respect to behaviour
in all spatial dimensions. These tests are described in this section.
6.3.1 Physical constraints
The ﬁrst test of the model integrity is to evaluate whether the physical constraints imposed
on the system are met. Figure 6.5 gives the transient change in species compositions
for diﬀerent points along the reactor. Of interest here is that the physical constraint∑c
i=1 χi = 1 is held at steady state. The time proﬁle of
∑c
i=1 χi shows a deviation from
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Figure 6.6: Eﬀect of composition ramp-up on physical constraint
∑c
i=1
∂χi
∂y
= 0 plotted for
the interior collocation point [x, y, z] =
[
nx
2
, ny
2
, nz
2
]
. W×H×L = 400.0×600.0µm×5.0cm,
δcat = 10.0µm, SV = 120.0mol/s.kgcat P = 3 bar T = 573.15K, k0 = 4.4×107m3/s.kgcat,
Ea = 86.0× 103 J/mol and inlet composition
(
CO H2O H2 CO2 N2
)
= 20.0. Full
3-dimensional model used.
unity as the compositions are changing with maximum deviation at the point of maximum
composition change which is set to t = te
3
. As the change in compositions levels oﬀ, the
deviation reduces and
∑c
i=1 χi tends back to unity.
It is not within the scope of this study to investigate non-steady state behavior and
the transient balances are merely used as a means to obtain a steady-state solution. It is
therefore necessary to adjust the time of maximum ramp-up, γ in Equation 5.16 to ensure
that suﬃcient time is allowed for the mole fractions to converge to unity.
A possible reason is proposed for this deviation. This involves a second physical constraint,
this one dependent on the ﬁrst; that the driving forces for molecular diﬀusion equal zero
or
∑c
i=1 di = 0. In this case the driving forces are the composition gradients in the y-
and z-directions, ∂χi
∂y
and ∂χi
∂z
respectively. These are plotted against time for all species
in Figure 6.6. This shows that the reactants CO and H2O, and the products H2 and CO2
have opposite gradients because of WGS reaction stoichiometry and that the heaviest
species, CO2 has the steepest gradient at each point in time. These trends are further
discussed in Section 6.3.3. Of interest here, similarly to the sum of mole fractions is
the deviation of
∑c
i=1 di from zero in the region of maximum composition ramp-up. In
particular, this deviation follows the trend of the inert N2 species. Now these driving
forces in terms of mole fractions are obtained from the species balances which are derived
for the transient state. These are to be solved simultaneously with the ﬂux expressions
hence this is an area to search for the likely cause of the deviation.
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Two possible causes are discussed.
Cause 1 The most likely reason for the deviation is that the ﬂuxes are not solved for
simultaneously with the species balances, but rather in a Rachford-Rice type updating
procedure for computational eﬃciency. This is described in Section 5.2.2. There is thus
a lag between the updated mole fractions and the ﬂuxes which results in the deviation in
the driving force at the times of maximum change in mole fractions. As the changes in
mole fractions level oﬀ, the updating procedure allows the simultaneous solution of the
ﬂuxes and mole fractions.
Cause 2 A second possible cause lies with the steady state approximation of the ﬂux
physical constraint. The ﬂux of the designated dependent species, N2 is governed by
the choice of the physical constraint on the ﬂuxes. This is chosen as
∑c
i=1 Ni = 0 for a
constant pressure closed system described in Section 4.5.2. This holds for the steady state
only, however in the non-steady state there will be an accumulation of species ﬂuxes2 in
the channel.
6.3.2 Overall Materials and Energy Balances
Overall materials and energy balances are carried out over the reactor shown schematically
in Figure 6.7. The overall mass balance is calculated at steady state by
c∑
i=1
m˙i,in =
c∑
i=1
m˙i,out (6.1)
c∑
i=1
ct,0χi,0Mivx,0XSA =
c∑
i=1
ctχiMivxXSA (6.2)
and the overall energy balance is carried out by
c∑
i=1
H˙i,in =
c∑
i=1
H˙i,out (6.3)
c∑
i=1
H i,inct,0χi,0vx,0XSA =
c∑
i=1
H i,outctχiMivxXSA (6.4)
The reported values are given in Table 6.4. The overall mass balance is held to within a
10−8 decimal places which is within the tolerance of the solver set to 10−7. This yields a
2Opposite to the ﬂux dissipation described in Section 6.3.3.
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Figure 6.7: Schematic of control volume for overall materials and energy balances.
Table 6.4: Overall mass and energy balances
Mass Balance Energy Balance
kg/s J/s
IN 3.67119× 10−6 2.14150× 101
OUT 3.67012× 10−6 2.14113× 101
% Diﬀerence −2.93091× 10−2 −1.69291× 10−2
mass loss of ∼ 10−2% which is acceptable for the accuracy of the ﬁnal conversion that is
desired. The energy balance shows a loss of ∼ 10−2%, similar to that of the mass balance.
This deviation can be attributed to the mass loss which lowers the energy leaving the
system.
6.3.3 Molar ﬂuxes
The main trends in the molar ﬂux ﬁelds are investigated to verify the solution of the
Maxwell-Stefan equations. The y-component ﬂux ﬁelds are shown in Figure 6.8 for all
components and a sample z-component ﬁeld for CO is shown in Figure 6.9. A few simple
veriﬁcations are carried out for these ﬁelds.
The ﬁrst is that each of the ﬂuxes are maximum in absolute value at the channel entrance.
This is in the region of kinetic control where the reaction rate is the highest resulting in
the highest ﬂuxes. As expected the direction of the ﬂuxes of the reactants CO and H2O
are negative which indicates diﬀusion towards the catalyst surface. This is opposite to
that of the products H2 and CO2 which have positive ﬂuxes for diﬀusion away from the
catalyst surface.
The ﬂuxes are not a maximum at the inlet, but rather at some point on the catalyst
surface further down the channel. This is because the reaction is adiabatic which leads
to a higher temperature on the catalyst surface. This causes an increase in reaction rate
and so species ﬂux. This ﬂux then decreases down the length of the reactor as reactants
are consumed and equilibrium is reached.
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Figure 6.8: y-Component ﬂux ﬁelds, Ny [mol/m2.s] . W × H × L = 400.0 ×
600.0µm × 5.0cm, δcat = 10.0µm, SV = 120.0mol/s.kgcat P = 3 bar T =
573.15K, k0 = 4.4 × 107m3/s.kgcat, Ea = 86.0 × 103 J/mol and inlet composition(
CO H2O H2 CO2 N2
)
= 20.0. Full 3-dimensional model used.
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Figure 6.9: z-Component ﬂux ﬁeld of CO [mol/m2.s]
The ﬂuxes of the reacting components are maximum at the wall and decrease to zero at
the channel center. There are two points of discussion here. The ﬁrst is that the ﬂux is
not held constant across the channel as in a stagnant ﬁlm balance. This requires dNy,i
dy
= 0
through the mass balance across the ﬁlm domain which essentially states that Ny,i is
constant across it. This is not the case in the microchannel domain as a species can take
multiple directions of movement simultaneously. This is shown in the steady state species
balance which takes the form
∂Ny,i
∂y
= −∂ (χictvx,i)
∂x
− ∂Nz,i
∂z
(6.5)
So, a molecule that starts oﬀ with a y-directional ﬂux at the wall and has that ﬂux
dissipated in the x and z directions as it moves to the channel center. If the channel were
to have y, z symmetry, then the ﬂux loss from the y- to the z-direction would be balanced
by the gain from the z- to the y-direction. This would mean that the ﬂux dissipation
would occur in the x-direction only and the rate of dissipation would be a function of the
bulk gradient ∂(χictvx,i)
∂x
only. This bulk gradient would now give the ﬂux value at the end
of the y-domain which is at the channel center. However this ﬂux would have to be set
to zero for two conceptually similar scenarios.
1. Center symmetry requires that the ﬂux from the reaction wall considered in the
model be balanced with the y-component ﬂux in the opposite direction from the
opposite wall. This means that the center ﬂux should be zero, and is shown as such
in the solution.
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2. Had there been a non-reactive wall at the center point, the y-component ﬂux would
also have to be zero.
A comparison of Figures 6.8a and 6.9 shows that the z-component ﬂux ﬁelds exhibit the
same behaviour as y-components. This is expected as the microchannel has diagonal
symmetry in its ﬂux behaviour and the normalised z-component ﬂux matrix is just the
transpose (or rotation around the diagonal) of the normalised y-component ﬂux matrix.
Although this simpliﬁcation is not built into the model the for purposes of generalisation
(see Section 4.5.2), the observed symmetry shows that the reaction at the diﬀerent catalyst
surfaces generate similar ﬂux proﬁles.
6.3.4 Composition proﬁle
The main trends in the composition (mole fraction) ﬁelds are investigated to validate the
solution of the species balances. The composition ﬁeld across all quadrants is shown for
all species in Figure 6.10 for illustrative purposes. The 2-dimensional x-directional proﬁles
taken at diﬀerent y positions for a chosen z position at z = 1/2HI is shown for all species
in Figure 6.11.
The ﬁrst consideration is that the species are consumed and formed as expected, so that
the reacting species CO and H2O reach the same ﬁnal composition of 0.095 and the
product species H2 and CO2 that of 0.305. The ﬁnal composition of the inert N2 is the
same as its inlet composition.
The second consideration is the form of the proﬁles in the kinetic range. These are ﬂatter
for H2 compared to other species e.g. CO2 as H2 has a lower molar mass and hence a
faster diﬀusivity. The heaviest species, CO2 exhibits interesting behaviour as it overshoots
its ﬁnal composition at the wall. This is attributed to the high rate of reaction that leads
to accumulation at the wall. This is not seen for the other product, H2 as it has a higher
diﬀusivity than CO2. The composition of the inert N2 also shows some deviation from its
inlet composition as it partially compensates for the increase in the CO2 composition. The
other species compositions also adjust to compensate for the increased CO2 composition
but the eﬀect is not observable above the eﬀect of the reaction on these species.
The third consideration is that the perpendicular y and z proﬁles ﬂatten out as equilibrium
is reached and can be seen as such in Figure 6.10. It is also seen in Figure 6.11 as a
convergence of all perpendicular axial proﬁles. This veriﬁes that the ﬂux is correctly
driven by the rate of reaction and the solution is stable under zero reaction.
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Figure 6.10: Composition ﬁelds. W ×H ×L = 400.0× 600.0µm× 5.0cm, δcat = 10.0µm,
SV = 120.0mol/s.kgcat P = 3 bar T = 573.15K, k0 = 4.4 × 107m3/s.kgcat, Ea =
86.0 × 103 J/mol and inlet composition ( CO H2O H2 CO2 N2 ) = 20.0. Full 3-
dimensional model used.
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Figure 6.11: Axial composition proﬁles at diﬀerent y perpendicular positions for z =
200µm, center of channel height. W × H × L = 400.0 × 600.0µm × 5.0cm, δcat =
10.0µm, SV = 120.0mol/s.kgcat P = 3 bar T = 573.15K, k0 = 4.4 × 107m3/s.kgcat,
Ea = 86.0× 103 J/mol and inlet composition
(
CO H2O H2 CO2 N2
)
= 20.0. Full
3-dimensional model used.
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(a) Temperature ﬁeld, T [K].
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(b) Perpendicular temperature proﬁles.
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Figure 6.12: Temperature proﬁles at z = 200µm, center of channel height. W × H ×
L = 400.0 × 600.0µm × 5.0cm, δcat = 10.0µm, SV = 120.0mol/s.kgcat P = 3 bar
T = 573.15K, k0 = 4.4 × 107m3/s.kgcat, Ea = 86.0 × 103 J/mol and inlet composition(
CO H2O H2 CO2 N2
)
= 20.0. Full 3-dimensional model used.
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6.3.5 Temperature proﬁle
The main trends in the temperature ﬁeld are investigated to verify the solution of the
energy balance. The temperature ﬁeld across all quadrants is shown in Figure 6.12a for
illustrative purposes. The 2-dimensional axial proﬁles taken at diﬀerent y positions for a
chosen z position at z = 200µm is shown in Figure 6.12b while the y-directional proﬁles
taken at diﬀerent x positions for a chosen z position at z = 200µm is shown in Figure
6.12c.
Temperature ﬁeld The temperature ﬁeld is shown in Figure 6.12a. This shows that
the temperature in the bulk does not exceed the wall temperature. This means that the
energy balance formulation and solution is sound and no unaccounted energy is being
numerically added or lost via the center or wall boundary conditions respectively.
The temperature rise of ∼ 113oC is roughly comparable to that of a previously simulated
∼ 80oC rise (Spatenka et al., 2005), with the diﬀerence attributable to the higher assumed
reaction rate. This rough agreement conﬁrms that the model does not lose heat to a
numerical sink or gain heat as a result of a double addition of heat through diﬀerential
heat ﬂuxes and a separate heat of reaction term.
Temperature gradient Figure 6.12c shows that the temperature gradient increases
sharply at the beginning when the reaction rate is highest and as reaction slows down
due to equilibrium limitations the gradient in the proﬁles level oﬀ. This indicates the
action of heat transport due to species diﬀusion and thermal conduction. The temperature
gradients at the center point, y = 300µm in Figure 6.12b are zero ensuring that continuity
across the symmetry line is held.
6.3.6 Axial velocity proﬁle
The axial velocity ﬁeld is shown in Figure 6.13. This analysis is done to verify expected
trends. The laminar form of the ﬁeld, given by Equation 4.2 is maintained across the whole
solution space while the overall axial velocity at each point is increased proportional to
temperature increase. The reason for this is that as the temperature increases the gas
expands and, as the channel is an open system, the velocity is allowed to increase to
ensure that there is no buildup of pressure at any point within the reactor. The eﬀect of
this increased velocity and temperature on the concentration proﬁle is discussed in the
next section.
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CHAPTER 6. MODEL TEST RESULTS 113
0
2
4
6
0
200
400
600
0
100
200
300
400
 
x [cm]y [µm]
 
z 
[µm
]
0
5
10
15
20
25
Figure 6.13: Axial velocity ﬁeld, vx [m/s]. W × H × L = 400.0 × 600.0µm × 5.0cm,
δcat = 10.0µm, SV = 120.0mol/s.kgcat P = 3 bar T = 573.15K, k0 = 4.4×107m3/s.kgcat,
Ea = 86.0× 103 J/mol and inlet composition
(
CO H2O H2 CO2 N2
)
= 20.0. Full
3-dimensional model used.
6.3.7 Total concentration proﬁle
The main trends in the total concentration ﬁeld are investigated to verify the solution
of the continuum equation. The concentration ﬁeld across all quadrants is shown in
Figure 6.14a for illustrative purposes. The 2-dimensional axial proﬁles taken at diﬀerent
y positions for a chosen z position at z = 200µm is shown in Figure 6.14b while the
y-directional proﬁles taken at diﬀerent x positions for a chosen z position at z = 200µm
is shown in Figure 6.14c.
The concentration proﬁles in Figure 6.14c shows that it has exactly the opposite trends
as the temperature proﬁles in Figure 6.12c. These two solution variables are linked via
the ideal gas law ct =
p
R
1
T
therefore in a constant pressure environment, the inverse
relationship is expected. This relationship is not found explicitly in the equation set
however the link is provided by the axial velocity calculation in Equation 4.2. The axial
velocity is present in the continuity equation in Equation 4.13. As velocity increases with
temperature we have a positive ∂vx
∂x
which has to be balanced out with a negative ∂ct
∂x
. For
the overall mass balance to hold the total concentration has to decrease proportionately
with any increase in velocity, and in turn temperature which is expected from the ideal
gas law.
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(a) Total concentration ﬁeld, ct mol/m3.
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(b) Perpendicular proﬁles.
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Figure 6.14: Total concentration proﬁles at z = 200µm: center of channel height. W ×
H × L = 400.0 × 600.0µm × 5.0cm, δcat = 10.0µm, SV = 120.0mol/s.kgcat P = 3 bar
T = 573.15K, k0 = 4.4 × 107m3/s.kgcat, Ea = 86.0 × 103 J/mol and inlet composition(
CO H2O H2 CO2 N2
)
= 20.0. Full 3-dimensional model used.
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Figure 6.15: Pressure ﬁeld, P [bar]. W × H × L = 400.0 × 600.0µm × 5.0cm, δcat =
10.0µm, SV = 120.0mol/s.kgcat P = 3 bar T = 573.15K, k0 = 4.4 × 107m3/s.kgcat,
Ea = 86.0× 103 J/mol and inlet composition
(
CO H2O H2 CO2 N2
)
= 20.0. Full
3-dimensional model used.
6.3.8 Pressure
The pressure ﬁeld is calculated by the ideal gas law using the solution variables from the
continuum equation and the energy balance. The reason for this is to conﬁrm that the
initial assumption of constant pressure holds through the numerical solution. The ﬁeld
is shown in Figure 6.15. The pressure at the solution points remains at 3 bar while the
interpolated solution between these points shows some oscillation. This means that the
Lagrange polynomials provide the solution at the collocation points, but deviate in its
total form. The oscillatory nature of the solution is consistent with the form that the
Lagrange polynomials take when they are expected to take a constant value over a large
domain. This is shown in Section 2.9.4. The variations in the ﬁeld are, however in the
order of mbar and pressure can be reasonably thought of as constant.
6.4 Regression studies
The purpose of this investigation is both to test the reactor model's ability to predict
experimental data generated at isothermal conditions and evaluate the model's computa-
tional eﬃciency and numerical stability when called in a regression routine.
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Table 6.5: Conditions for regression from Germani et al. (2005)
Parameter Value
Reactor dimensions L W H 0.05 600× 10−6 400× 10−6 m
Catalyst layer thickness δcat 10× 10−6m
Inlet composition χCO χH2O χH2 χCO2 χN2 9.6 23.0 32.2 8.4 26.8 mol%
Pressure p 3 bar
Space velocity SV 0.59 mol/s.kgcat
Operation Isothermal
Regression is performed against data from literature (Germani et al. 2005) also shown in
Figure 2.9 with corresponding reactor conditions given in Table 6.5. The data provides
CO conversions for diﬀerent operating temperatures at a single space velocity. The data
points used are in the kinetic range. This allows the estimation of two kinetic coeﬃcients
k0 and Ea. This is an overspeciﬁed problem and requires the solution of a non-linear least
squares problem. The regression uses a Levenberg-Marquard routine LMDIF.for.
All runs are carried out using a [7, 3, 3] mesh as stee gradients are not expected. The
model is called in isothermal model by heat loss term to the heat of reaction as in Equation
4.17.
6.4.1 Regression study 1
Regression is carried out on the P2C1 sample of the study in (Germani et al., 2005). This
data has been regressed against in the study for k0 and Ea in the rate law in Equation
2.88. The developed model is run at the same conditions as the literature data and
the conversion proﬁles are plotted in Figure 6.16. The space velocity is taken as SV =
0.59mol/s.kgcat. The calculation is based on information presented in the reference and is
shown in Appendix B.3.
The parameters obtained upon regression are reported in Table 6.6 and compared to the
reported parameters. Figure 6.16 compares the experimental data to the model predic-
tions and indicates the close ﬁt of model conversions to experimental data.
It is of interest to note that the P2C1 sample coeﬃcients are similar to that reported
(Germani et al., 2005). The model used in the literature study assumed plug ﬂow to
generate its model coeﬃcients. As the full 3-dimensional model predicts very similar
coeﬃcients, the assumption of zero mass transport at these reaction conditions holds
well. However upon scale-up of capacity, the channel width and height can be increased
(Kolb et al., 2008) which makes it valuable from a design point of view to determine
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Table 6.6: Comparison of parameters used. The regressed P2C1 sample is compared to
that of (Germani et al., 2005). The P2C1R and P2C1H are independently obtained by
trial and error.
k0 Ea
s.kgcat/mol.bar0.05 J/mol
(Germani et al., 2005) 1.3× 106 86.0× 103
Model: P2C1 1.3× 106 86.1× 103
Model: P2C1R 6.0× 105 86.0× 103
Model: P2C1H 3.8× 105 86.0× 103
the regions and extent of mass transport limitations. This test does, however validate
the model's ability to predict exit conversion against existing experimental data and rate
expressions.
This test also serves as a validation of the models ability to reduce to plug-ﬂow as the
reactor conditions demand. The measure of the plug ﬂow nature of the reactor proﬁles is
given by the external eﬀectiveness factor deﬁned in Equation 4.24. The external eﬀective-
ness factor is calculated to be ηr > 0.99 for the conditions of regression and is shown in
Figure 7.14a. This shows that radial composition and temperature proﬁles are negligible.
The reduction of a laminar ﬂow model to a plug ﬂow model under certain situations is
further investigated in Section 7.4.
Germani et al. 2005 further indicated that the conversions of the P2C1R and P2C1H
catalyst samples can also be predicted by maintaining a constant activation energy Ea =
86.0 × 103J/mol and merely varying the activity k0. This was not reported but is done
by trial and error using the developed model. The obtained parameters are shown in
Table 6.6 while the approximated data is shown in Figure 6.16. The close ﬁt to the
data is a further indication of the models ability to predict data in both the kinetic and
thermodynamically controlled regimes.
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Figure 6.16: Isothermal conversion of carbon dioxide over Pt/CeO2/Al2O3 as a function
of inlet temperature. Results are shown for diﬀerent k0 values at a constant Ea = 86.0×
103 J/mol. The solid line indicates the thermodynamic equilibrium of the WGS reaction at
inlet conditions: 9.6 mol % CO, 23.0 mol % H2O, 33.2 mol % H2, 8.40 mol % CO2, 26.8
mol % N2. Channel dimensions are: L = 5cm, W = 600µm, H = 400µmδcat = 10µm
SV = 0.59mol/s.kgcat p = 3 bar.
6.4.2 Regression study 2
A reduced order WGS rate law is required for a simpliﬁed analysis of mass transfer
eﬀects. The rate law can feasibly be modiﬁed to ﬁrst order in concentration of CO. The
ﬁrst order approximation has a basis in the kinetic study of (Kieski et al., 1993). At low
concentrations of CO there is a risk of the reaction proceeding even if no H2O is present.
This is not an issue in the reactor setup presented in Figure 1.2 as H2O is normally in
large excess as a result of its production in the upstream reformer unit.
The modiﬁed rate law takes the form
rCO = ρcatk0e
−Ea
RT ctχCO (1− β) (6.6)
An approximate k0 with units m
3
s.kgcat
is now required. This constant needs to yield a
reaction rate that is similar to that of experimental data for a feasible catalyst system.
Regression is carried out and the ﬁt is reported in Figure 6.17. The regressed coeﬃcients
are k0 = 9.92× 104 and Ea = 83.4× 103J/mol. The estimated activation energy is similar
to that obtained for the full order kinetic model in Table 6.6. This indicates that only
the catalyst activity, k0 adjusts its change in units.
The ﬁt obtained deviates from the experimental data on observation and has an R2 =
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0.9915 compared to an R2 = 0.9984 for the full order model. The ﬁrst order model is
therefore less adequate than the full order model in describing the catalyst system but it
nevertheless provides a good approximation of the system's behaviour.
 0
 10
 20
 30
 40
 50
 60
 70
 80
 90
 100
 200  250  300  350  400
CO
 C
on
ve
rs
io
n 
[%
]
Isothermal reactor temperature, T [oC]
P2C1:
R2 = 0.9915
Equilibrium
Model
Figure 6.17: Isothermal conversion of carbon dioxide over Pt/CeO2/Al2O3 as a function
of inlet temperature. The solid line indicates the thermodynamic equilibrium of the
WGS reaction at inlet conditions: 9.6 mol % CO, 23.0 mol % H2O, 33.2 mol % H2,
8.40 mol % CO2, 26.8 mol % N2. Channel dimensions are: L = 5cm, W = 600µm,
H = 400µmδcat = 10µm SV = 0.59mol/s.kgcat p = 3 bar.
6.4.3 Regression study 3
A third regression is carried out at a contrived space velocity of SV = 6.2mol/s.kgcat that
induces transport limitations. This is done merely to test the stability of the model
under regression conditions and is not performed to compare the regressed parameters to
previous studies. A modiﬁed rate law of order 1.5 is used to obtain a closer ﬁt to the data
than the ﬁrst order rate law. The ﬁt of the model is shown in Figure 6.18. The regressed
coeﬃcients give the rate law the form
rCO = 867.2× 106e 97.9×10
3
RT p1.0COp
0.5
H2O
(1− β) (6.7)
The regression is completed in 58 objective function evaluations in 773 s (12m53s) at
approximately 13s per model evaluation. This is a veriﬁcation of the model's robustness
within a regression environment.
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Figure 6.18: Isothermal conversion of carbon dioxide over Pt/CeO2/Al2O3 as a function
of inlet temperature. The solid line indicates the thermodynamic equilibrium of the WGS
reaction at inlet conditions: 9.6 mol % CO, 23.0 mol % H2O, 33.2 mol % H2, 8.40 mol
% CO2, 26.8 mol % N2. Channel dimensions are: L = 5cm, W = 600µm, H = 400µm,
δcat = 10µm, SV = 6.2mol/s.kgcat, p = 3bar.
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Chapter 7
Mass Transport Eﬀects
7.1 Analysis of dimensional eﬀects
Before any investigations are carried out on mass transfer eﬀects, the physical situation
is analysed to determine an appropriate methodology. The most common methods of
evaluating external and internal mass transport limitations are variation of channel height
and catalyst layer thickness respectively (Walter et al. 2005). These methods are analysed
for the microchannel system with reaction at all walls shown in Figure 4.2.
7.1.1 Variation of Channel Width and Height
Channel height is varied to increase the diﬀusional distance between channel center and
reaction surface. As this distance is increased, the conversion is expected to change given
the presence of external transport limitations. The severity of this change is an indication
of the extent of external transport limitations. To isolate the eﬀect of diﬀusional distance
on conversion both the space velocity, SV and the average reactor residence time τ = L
v0
need to be kept constant (Walter et al., 2005). It is suﬃcient to maintain the SV constant
in an ideal reactor to keep conversion constant, however in a non-ideal LFR a change in
velocity will also change reactor RTD and so conversion. This is discussed in Section
2.3.4. To isolate the eﬀect of any edge eﬀects, the aspect ratio, AR = WI
HI
is also kept
constant.
Constant aspect ratio Consider a doubling of the internal width and height WI and
HI at constant aspect ratio, AR. This increases the internal cross-sectional area, XSAI =
WIHI by a factor 4 and volume of catalyst Vcat = L (WH −XSAI) by a factor ∼<2 at
121
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constant catalyst layer thickness δcat.1 This means that the space velocity will increase
by a factor ∼<2 as in 7.1.
SV =
v0XSAIct
Vcatρcat
(7.1)
=
v0XSAIct
L (WH −XSAI) ρcat
=
XSAIct
τ (WH −XSAI) ρcat (7.2)
For the space velocity to remain constant, the only parameter that can be varied in
Equation 7.2 is the total channel cross-sectional area WH = (WI + 2δcat) (HI + 2δcat)
through a change in catalyst thickness, δcat. This is consistent with literature evaluations
(Walter et al., 2005). Substituting this expression into Equation 7.2 and rearranging gives
a quadratic expression for the adjusted catalyst thickness
4δ2cat + 2 (WI +HI) δcat −
v0XSAIct
SV Lρcat
= 0 (7.3)
The catalyst thickness is now added to the inner width and height to give the total channel
dimensions.
Constant height The same analysis can be applied for a doubling of just one of the
channel dimensions, WI or HI while maintaining the other constant. As an increase
in catalyst volume is not directly proportional to internal cross-sectional area a similar
adjustment as in Equation 7.3 will have to be made to catalyst layer thickness to maintain
constant space velocity.
These results means that channel dimensions cannot be varied independently of catalyst
layer thickness for constant space velocity and residence time in a channel with catalyst
coated on the walls. For purposes of investigation this means that the eﬀects of a change
in external dimensions on external transport limitations cannot be evaluated for constant
internal dimensions and their eﬀects.
7.1.2 Variation of Catalyst Layer Thickness
As similar analysis is carried out for a change in catalyst layer thickness. Catalyst layer
thickness is changed to evaluate the eﬀect of a change in diﬀusional distance within the
1The volume of catalyst will increase by a factor less than 2 as the catalyst volume behind the exposed
surface area doubles, but the volume in the four corners remains constant (4 × δ2cat). This lag between
the factor increase in Vcat to XSAI therefore becomes more signiﬁcant at higher catalyst thicknesses.
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catalyst on the reactor conversion. A change in conversion upon a change in thickness is
an indication of the presence of internal transport limitations. The eﬀect of catalyst layer
thickness on external transport limitations has been noted in a previous study (Parak
et al. 2009). This is that the conversion increased with catalyst thickness in the region of
transport control as the surface area for mass and heat transport decreases per volume
catalyst with an increase in layer thickness. This allows less heat to dissipate from the
catalyst layer given the presence of external transport limitations and therefore enhances
the rate of reaction within the catalyst.
To isolate the eﬀect of a change in catalyst layer thickness on conversion, the space velocity
and residence time have to be kept constant. Space velocity is given by Equation 7.2.
With a change in catalyst layer thickness δcat the value of WH changes. For a constant
residence time, the only parameter left to change is the internal channel dimensions WI
and Hi. For a constant aspect ratio, we have WI = ARHI and the adjusted HI can be
solved for by substituting this into Equation 7.2 and rearranging to give
v0ARct
LSV ρcat
H2I − (2ARρcat + 2δcat)Hi − 4δ2cat = 0 (7.4)
This result is the corollary to that when changing channel dimensions. That is, the
catalyst layer thickness cannot be varied independently of the channel dimensions for
constant space velocity and residence time in a channel with catalyst coated on the walls.
For purposes of investigation this means that the eﬀects of a change in internal dimensions
on external transport limitations cannot be evaluated for constant external dimensions
and their eﬀects.
The question that needs to be asked is whether conversion will be kept constant if the
above formulations were to be applied to reactor conditions that lead to no mass transport
limitations. The answer can be obtained in the evaluation of the non-dimensional eﬀects
that occur in the microchannel system.
7.2 Analysis of non-dimensional eﬀects
The reactor as described in Chapter 4 is separated into its two constituent components,
that of a laminar ﬂow reactor with no diﬀusion eﬀects (homogeneous eﬀects) and that of
a wall reaction with diﬀusion limitations and no ﬂow (heterogeneous eﬀects). The overall
reactor behaviour will be the combination of the eﬀects of the reaction rate and convection
(homogeneous eﬀect) and the reaction rate and diﬀusion (heterogeneous eﬀect). These are
coupled in a manner that is given by the complete 3-dimensional model. The homogeneous
eﬀects are captured by the laminar ﬂow RTD patterns discussed in Section 2.3.4 and is
not treated here. It is necessary to conduct an analysis of heterogeneous eﬀects.
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Figure 7.1: Schematic of system described by the second Damköhler number, DaII
7.2.1 Heterogeneous eﬀects
The interaction between the channel dimensions and catalyst layer is now analysed. This
analysis is conducted over a hypothetical reactor shown in Figure 7.1. This reactor, now
geometry dependent consists of a rectangular duct with reaction surface on the inner walls.
The reactant is supplied by an instantaneous source in the center that is uniform for all
lengths. No ﬂow is considered as this is a homogeneous eﬀect therefore no integration
is possible along the reactor length. This limitation has two consequences. Firstly, the
ﬂux generated will not be limited by complete conversion of reactants which will lead
to an overestimation of mass transport eﬀects. This also means that the development
of a concentration gradient along the reactor length is not accounted for and transport
limitations will be underestimated in this regard2. However, what is important is not the
magnitude of the limitations, but the general behaviour that the reactor conﬁguration
described in Section 7.1 leads to.
The channel boundary eﬀects are studied by the manipulation of the wall boundary con-
dition which relates product ﬂux to reaction rate
NyAsurf = −rAVcat (7.5)
Assuming Fickian diﬀusion for ﬂux Ny = −ctDAB ∂uA∂y and ﬁrst order reaction −rA =
ρcatkctχA,wall gives
ctDAB
∂χA
∂y
Asurf = ρcatkctχA,wallVcat (7.6)
1
χA,wall
∂χA
∂y
=
ρcatk
Vcat
Asurf
DAB
(7.7)
2At least for a LFR. A PFR will have no development of concentration gradients as the gradient is
equalised across the channel width after each axial point.
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Given in terms of a non-dimensional perpendicular dimension, y = YWI
1
χA,wall
∂χA
∂Y
=
ρcatk
Vcat
Asurf
WI
DAB
(7.8)
= DaII (7.9)
Assuming plug ﬂow in the center of the channel, the concentration gradient can be lin-
earised as ∂χA
∂Y
=
χA,center−χA,wall
1−0 . Substituting this expression into Equation 7.8 and
given the deﬁnition of the concentration eﬀectiveness factor for a ﬁrst order reaction,ηc =
χA,wall
χA,center
ηc =
1
ρcatk
Vcat
Asurf
WI
DAB
+ 1
=
1
DaII + 1
(7.10)
Thus, the conditions for a low eﬀectiveness factor are high channel width, WI , catalyst
activity k (fast reaction) and high Vcat
Asurf
= Ac. The last parameter essentially requires
a low surface area available for mass ﬂux per volume catalyst to enhance transport lim-
itations. The analytical trends in the expression above are therefore consistent with the
physical understanding of reaction systems.
Application of Equation 7.10 converts the conditions given by Damköhler in Equation
2.30 for the regions of mass transport, transition and kinetic control into the eﬀectiveness
factor. These are given by
ηc > 0.91 kinetic regime
0.01 ≤ ηc ≤ 0.91 transient regime
ηc < 0.01 mass transfer controlled regime
(7.11)
A further quantity of interest is the observed ﬂux, N obsy = ηcrA(χA,0)Ac which is given
for a speciﬁc area, ∆y∆z in the reactor. As reactor conversion cannot be integrated for,
the behaviour of the entire reactor is given by the observed mass ﬂux across the total
catalyst surface area and can be seen as a proxy for conversion. Thus the higher the ﬂux
generated across the whole reactor, the higher the conversion. This overall ﬂux is given
by
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Table 7.1: Range of variation of heterogeneous parameters
Parameter Symbol Range
Hydraulic Diameter Dh 50− 1000µm
Space velocity SV 0.02− 6.0mol/s.kgcat
Catalyst activity k0 1× 104 − 1× 1012m3/s.m3cat
Activation energy Ea 83.4× 103J/mol
Inlet temperature T 573.15 K
Total pressure P 3 bar
Inlet velocity v0 0.14m/s
Diﬀusivity DAB 5.0× 10−5m2/s
N obsy Asurf = ηcrA(χA,0)Vcat (7.12)
=
rA(χA,0)Vcat
ρcatk0e
{ EaRT } Vcat
Asurf
WI
DAB
+ 1
(7.13)
=
rA(χA,0)
ρcatk0e
{ EaRT } WI
Asurf
DAB
+ 1
Vcat
(7.14)
7.3 Evaluation of Heterogeneous Eﬀects
The heterogeneous eﬀects that are analysed in Section 7.2.1 are now evaluated for expected
reaction conditions. The ranges of these conditions is shown in Table 7.1. The range of
hydraulic diameters is chosen to keep the dimensions within the µm range while the
space velocity is chosen an order of magnitude above and below the experimental value of
(Germani et al. 2005). The catalyst rate constant is varied between an order of magnitude
below and a few orders of magnitude above 105, the ﬁrst order rate constant regressed for
in Section 6.4.2. The reason for choosing these values is to constrain the investigation to
the microchannel region (Dh and SV ) but allow for the evaluation of all possible eﬀects
(k0).
7.3.1 1-Dimensional model: variation of height and width
Channel width and height are varied according to the hydraulic diameters in Table 7.1
with a constant aspect ratio of 1.5.
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The changes in the important spatial parameters in Equation 7.12, Asurf and Vcat are
shown in Figure 7.2. Catalyst inner surface area remains constant O(0) (or zero order)
with space velocity as it is independent of catalyst thickness but varies linearly in O(1)
with changes in hydraulic diameter. The catalyst volume increases quadratically, O(2)
with both a decrease in space velocity and an increase in hydraulic diameter. This is
seen as a quadratic change with respect to space velocity as it has an O(2) relationship
with catalyst layer thickness as shown in Equation 7.3 and an O(2) relationship with a
simultaneous change in the two O(1) parameters, width and height.
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Figure 7.2: Changes in spatial parameters with Dh and SV . Hi = 500µm and all other
parameters as in Table 7.1.
It should be noted that channel radius has a ﬁrst order eﬀect on surface area Asurf = 2piRI
and a second order eﬀect on volume of catalyst Vcat = pi (R2 −R2I). These eﬀects are the
same as that of varying both channel width and height simultaneously. This means that
the results obtained from this analysis is equally applicable to a cylindrical channel.
The parameters Ac = Vcat
Asurf
and ηc that form the observed ﬂux are plotted in Figure 7.3
for changes in space velocity and hydraulic diameter. The volume of catalyst per unit
surface area increases quadratically with space velocity as it is the quotient of O(2) and
O(0) functions while the change with hydraulic diameter is linear as it is the quotient of
O(2) and O(1) functions. The concentration eﬀectiveness factor is plotted for changes in
the same variables as Ac but for diﬀerent values of k0. The eﬀectiveness factor decreases
both with a decrease in space velocity and with an increase in k0 and Dh. The decrease
with respect to SV is attributed to the higher volume of catalyst per unit surface area.
This decreases the surface area available for mass ﬂux to ﬂatten out the concentration
proﬁles. An increased Dh causes a longer diﬀusion path while an increased k0 causes faster
reaction which increases the consumption of reactant close to the wall. Both variables
thereby enhance the formation of concentration gradients.
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(b) Change in concentration eﬀectiveness factor
ηc,1d with SV and Dh at diﬀerent k0.
Figure 7.3: Variation of the parameters on which the observed ﬂux N obsy depends. Hi =
500µm and all other parameters as in Table 7.1. Using 1-dimensional model.
As Ac and ηc are acting in opposite directions with respect to SV and Dh, an optimum
in N obsy is expected. This is shown in Figure 7.4. This is however a localised ﬂux and
does not take into account the change of catalyst surface area with hydraulic diameter.
The more interesting total ﬂux generated over the whole catalyst surface area, N obsy Asurf
is plotted against reaction rate and in Figure 7.5 for diﬀerent values of SV .
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Figure 7.4: Change in observed ﬂux N obsy = ηcRAAc with k0 and Dh. SV = 0.02 mol/s.kgcat.
Hi = 500µm and all other parameters as in Table 7.1. Using 1-dimensional model.
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(d) SV = 25mol/s.kgcat
Figure 7.5: Change in NyAsurf with Dh = 50− 1000µm k0 = 1× 104 − 1× 1012 m3/s.kgcat
for diﬀerent space velocities. Hi = 500µm and all other parameters as in Table 7.1. The
black lines indicate the points of maximum total ﬂux. Using 1-dimensional model.
The notable trends are as follows:
1. The highest total ﬂux N obsy Asurf occurs at low SV and high k0 (high reaction rate)
as expected
2. The total ﬂux increases with Dh even at constant SV and τ . The quadratic shape
of the curve is given by the 1
Vcat
term in Equation 7.14 which increases in O(2) with
Dh as discussed earlier. This dominates over the O(1) increase in the 1Asurf term as
has higher values by a few orders of magnitude.
3. The total ﬂux plateaus oﬀ at high k0 and hydraulic diameter as eﬀectiveness factor
limits reaction
4. No maximum is reached for either variable as with N obsy as surface area available per
surface area partially cancels the eﬀect of the decrease in eﬀectiveness factor that
gave the optimum in Figure 7.4.
-
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5. The shape of the total ﬂux change with hydraulic diameter is the same for all SV
and k0, within the range of values studied.
6. The ability to reach the maximum total ﬂux depends on SV and k0. An increase in
SV requires higher catalyst activity to reach the maximum level of total ﬂux.
7. All the regions of trends shown in Figure 7.5 may not be accessible in a ﬂow reactor
as at high k0 and low SV , full conversion may limit the inﬂuence of the eﬀectiveness
factor decrease and thus the plateau will not be reached. The most likely trend in
the ﬂux curve (and so conversion trend) with changes in Dh are those of Figure 7.5
(c) and (d).
This simulation indicates that an increase in channel hydraulic diameter does not indepen-
dently increase diﬀusional distance without increasing overall conversion. The proposed
test for external transport limitations (Walter et al., 2005) presented in Section 2.4.4 can
therefore not be applied experimentally in microchannel reactors.
7.3.2 1-Dimensional model: variation of width only
A similar analysis is conducted for the case of a change in channel width in the range of
the hydraulic diameters in Table 7.1 with a constant height of 500µm.
The changes in the important spatial parameters in Equation 7.12, Asurf and Vcat are
shown in Figure 7.6 while the parameters Ac = Vcat
Asurf
and ηc that form the observed ﬂux
are plotted in Figure 7.7 for changes in space velocity and channel width. All trends
are the same as the case of a 2-dimensional variation except for the change in Vcat with
channel width. This now increases in O(1) with an O(1) increase in channel width.
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Figure 7.6: Changes in spatial parameters with WI and SV . AR = 1.5 and all other
parameters as in Table 7.1.
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Figure 7.7: Variation of the parameters on which the observed ﬂux N obsy depends. AR =
1.5 and all other parameters as in Table 7.1. Using 1-dimensional model.
Catalyst inner surface area remains constant with space velocity as it is independent of
catalyst thickness but varies linearly in O(1) with changes in channel width. The change
in catalyst volume with SV is the same as in increases in O(1) with an O(1) increase in
channel width.
The same trend in observed ﬂux is seen as above and is shown in Figure 7.8. However a
signiﬁcant change occurs in the behaviour of the overall ﬂux N obsy Asurf which is plotted
against reaction rate and channel width in Figure 7.9 for diﬀerent values of SV .
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Figure 7.8: Change in observed ﬂux N obsy = ηcRAAc with k0 and WI . SV = 0.02 mol/s.kgcat.
AR = 1.5 and all other parameters as in Table 7.1. Using 1-dimensional model.
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(c) SV = 10mol/s.kgcat
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(d) SV = 25mol/s.kgcat
Figure 7.9: Change in NyAsurf with WI = 50− 1000µm k0 = 1× 104 − 1× 1012 m3/s.kgcat
for diﬀerent space velocities. AR = 1.5 and all other parameters as in Table 7.1. The
black lines indicate the points of maximum total ﬂux. Use 1-dimensional model.
The notable trends are as follows:
1. Unlike the previous case, a maximum total ﬂux occurs at intermediate SV and k0.
2. The total ﬂux initially increases with WI even at constant SV and τ . The initial
linear shape of the curve best seen in (d) is given by the 1
Vcat
term in Equation 7.14
which increases in O(1) with WI as discussed above.
3. The increase in total ﬂux slows to reach a maximum, after which the low eﬀectiveness
factor limits reaction.
4. The shape of the total ﬂux change with channel width is the same for all SV and
k0, however the window of view is constrained by the choice of µm domain.
5. The ability to reach a maximum changes with SV and k0. An increase in SV
requires higher catalyst activity or higher channel width to reach the maximum
total ﬂux.
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6. All the regions of trends shown in Figure 7.9 may not be accessible in a ﬂow reactor
as full conversion may limit the inﬂuence of the eﬀectiveness factor drop and hence
maximum. The most likely conversion shapes with changes in WI are those of (c)
and (d).
7.3.3 3-Dimensional model: variation of channel height and width
The conﬁguration discussed in the analysis in Section 7.1.1 and applied to the 1-dimensional
model in Section 7.2.1 is now simulated using the full 3-dimensional model using condi-
tions shown in Table 7.1. The model is run in its isothermal mode so that all concentration
gradients seen will be due to mass transport limitations and not heat transport eﬀects.
The results for diﬀerent space velocities is shown in Figure 7.10 while a magniﬁed range
of rate constants for SV = 2mol/s.kgcat is shown in Figure 7.11.
The general trend across all SV is that a low SV leads to a high conversion which leads
to equilibrium limitations. As the SV is lowered the reaction moves into the kinetic or
transport limited range.
The dependence of conversion on k0 shows similar behaviour to the convex shape of the
dependence of total ﬂux, N obsy Asurf on k0 in Figures 7.5 (a-b). This validates the previous
statement in Section 7.2.1 where the total ﬂux is introduced as a proxy for conversion.
This leads to the statement
XCO ∝ N obsy Ac (7.15)
In the case of total ﬂux, the reaction is mass transport controlled as the eﬀectiveness factor
is allowed to reach zero in the absence of any conversion restriction to give the leveling
oﬀ of the proﬁles. In this case the reaction is either equilibrium limited or restricted by
complete conversion, but the eﬀect is the same. With lower conversions, the dependence
on k0 becomes less convex and linearises as in Figures 7.10 (c-d) at low channel widths.
The change with channel hydraulic diameter similar to that of the 1-dimensional case
in Figure 7.5 (c) where conversion increases with hydraulic diameter even at constant
SV and τ . The increase is seen the most clearly in Figure 7.10 (d). This conﬁrms
the applicability of the previous analysis. However where the 1-dimensional simulation
predicts the conversion to level oﬀ to a constant value plateau, at high channel diameters,
the simulations here level oﬀ and then decrease. This decrease is best shown at low values
of space velocity as in Figure 7.10 (a) and more clearly in Figure 7.11. The reason for
the decrease is that the laminar ﬂow increases mass transport limitations due to diﬀerent
velocities at each perpendicular position. Thus a molecule entering the reactor at the
center has a higher velocity than that at the channel wall, it has a lower chance of being
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converted. If velocity is suﬃciently higher than the perpendicular diﬀusion speeds then
this proﬁle will increase concentration gradients, decrease the eﬀectiveness factor and
hence lead to decrease in conversion.
The drop in conversion with increased channel width is most pronounced at low SV . Here
the mass ﬂux from the channel walls is the highest across the whole reactor as shown for
the 1-dimensional analysis in Figure 7.12. This high ﬂux corresponds to the region of
highest conversion but also lowest eﬀectiveness factor as a result of the higher catalyst
thickness compared to lower higher SV . This leads to a low surface area available for
reactant diﬀusion into the catalyst on a per volume catalyst basis for the same channel
width. This is expressed as the dominance of the Vcat
Asurf
term over the k
DAB
term in Equation
7.10 which decreases the eﬀectiveness factor and increases mass transport limitations.
The conversion proﬁle depends on both mass transport limitations and catalyst volume
per surface area, or total ﬂux generated oﬀ the catalyst surface. An increase in channel
width increases the 1
Vcat
term in Equation 7.14 leads to an independent increase in the total
ﬂux generated, N obsy Asurf and hence an increase in conversion. Thus the mass transport
limitations have to compete with the increase in catalyst volume per surface area for
dominance in the conversion proﬁle with increased channel width.
This means that the eﬀects of mass transport cannot be independently tested by com-
paring conversions. An alternate method is required to compare the actual reactor eﬀec-
tiveness factors at diﬀerent conditions. This can be done using eﬀectiveness factors and
is further explored in Section 7.3.4.
7.3.4 Comparison of eﬀectiveness factors
The trends in the behaviour of the concentration eﬀectiveness factor averaged along the
reactor length are evaluated. The independent variables are v0, SV , k0 and Dh. As this is
a more speciﬁc study than the previous analysis of mass transfer eﬀects so the ranges of
variables are constrained to those found in literature studies. The space velocity chosen in
the 0.02 - 2.5 range as this falls around the experimental value of SV = 0.59 mol/s.kgcat used
in literature (Germani et al. 2005) while inlet velocity was chosen in the v0 = 0.01−3.0 m/s
range as this around the experimental value of v0 = 0.05 m/s used in the same study.
The maximum Reynolds number is expected at v0 = 3.0 m/s and Dh = 2000µm and is
calculated to be Re = 350 which is safely in the laminar ﬂow regime. The ﬁrst order rate
constant is varied in the range k0 = 1 × 104 − 1 × 107 m3/s.m3cat as this is about the value
determined in the regression study for ﬁrst order kinetics in Section 6.4.2.
The equilibrium limitation is neglected for three reasons. Firstly, this generalises the
results obtained to any ﬁrst order reaction. Secondly, it removes the instability that
the (1− β) rate law term brings to the concentration proﬁle when operating close to
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(a) SV = 0.2mol/s.kgcat (b) 2.0mol/s.kgcat
(c) SV = 10mol/s.kgcat (d) SV = 25mol/s.kgcat
Figure 7.10: Change in reactor conversion with Dh = 100−6000µm and k0 = 1×104−1×
106 m3/s.m3cat for diﬀerent space velocities. v0 = 1.0 m/s P = 3 bar T = 573.15K AR = 1.5
L = 0.05m. Using the full 3-dimensional model in isothermal mode.
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CHAPTER 7. MASS TRANSPORT EFFECTS 136
 0
 10
 20
 30
 40
 50
 60
 0  1000  2000  3000  4000  5000  6000
CO
 C
on
ve
rs
io
n 
[%
]
Dh [µm]
Figure 7.11: Change in reactor conversion with Dh = 100− 6000µm and k0 = 1× 105 −
2 × 105 m3/s.m3cat for SV = 2mol/s.kgcat v0 = 1.0 m/s P = 3 bar T = 573.15K. Using the
full 3-dimensional model in isothermal mode.
equilibrium. Thirdly, it also matches the simple 1-dimensional model and allows for some
degree of comparison between the models.
The concentration eﬀectiveness factor for v0 = 3.0 m/s is shown in Figure 7.12 for diﬀerent
SV as a function of k0 and Dh. These same runs are compared to the concentration
eﬀectiveness factor as predicted by the analysis of the Damköhler number in resulting in
Equation 7.10 in Figure 7.13. Notable trends are discussed.
Figures 7.12 (a-d) shows that the eﬀectiveness factor is the lowest at the lowest SV and
corresponds to the region of highest mass transport limitations. As in the 1-dimensional
case it is attributed to the higher volume of catalyst per unit surface area which decreases
the surface area available per mass of converted reactant for mass ﬂux to ﬂatten the
concentration proﬁles . The trends with respect to the k0 and Dh are also the same as
in the 1-dimensional analysis. The eﬀectiveness factor is inversely proportional to these
variables and therefore decreases hyperbolically with them.
Of more interest here is the eﬀect of the laminar velocity proﬁle on mass transport limi-
tations. Figure 7.13 shows the same data from the 3-dimensional model as in Figure 7.12
with the addition of the eﬀectiveness factors from the 1-dimensional analysis as an overlay.
At all space velocities, the 1-dimensional model signiﬁcantly over-predicts the eﬀective-
ness factor with a resulting under-prediction of the eﬀect of mass transport limitations.
This under-prediction is expected from the Damköhler analysis as stated in Section 2.4.2.
As the Mears criterion is based on the Damköhler number, a similar underprediction of
mass transfer limitations is expected from the Mears criterion. The steeper concentration
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gradients for laminar ﬂow compared to plug ﬂow is attributed to the velocity proﬁle which
carries species faster in the channel center compared to the average plug ﬂow velocity.
This results in a lower residence time in the reactor and so a lower conversion. There is
thus a high concentration of unreacted species in the center compared to the wall which
increases perpendicular concentration gradients. The laminar velocity proﬁle eﬀect is
therefore independent of the eﬀects of SV , k0 and Dh and is therefore studied further.
Figure 7.14 shows the eﬀectiveness factors for diﬀerent velocities at SV = 0.5 mol/s.kgcat.
The diﬀerence between the predicted eﬀectiveness factor by the Damköhler number and
the model eﬀectiveness factor grows with increased velocity. This is because the steepness
of the velocity gradient grows with increased velocity at constant channel diameter which
takes the ﬂow further away from the plug ﬂow behaviour assumed by the analysis of
the Damköhler number. Care should therefore be taken when applying the Damköhler
number to predict mass transport limitations in laminar ﬂow problems. Given the plug
ﬂow assumption of the Damköhler analysis, this caution can be extended to the application
of the 1-dimensional models as well.
The conditions of operation shown in Figure 7.14 are in the range of that of Germani et al.,
2005. The presented space velocity is approximately that of the experimental SV =
0.59 mol/s.kgcat and inlet velocities in (a) and (b) are representative of the experimental
v0 = 0.05 m/s. All other conditions are held the same as that in Table 6.5. Figure 7.14 (a)
and (b) shows that this experimental operation is safely in the region of kinetic control.
Only a substantial increase in inlet velocity, or catalyst activity will shift operation to a
mass transport controlled region.
7.4 Signiﬁcance of the time factor
It is of interest to characterise the limits of applicability of a plug ﬂow model compared to
the application of a laminar ﬂow model. Following the previous discussion, as the velocity
is decreased, the velocity gradient shallows. If the velocity is decreased suﬃciently, then
diﬀusion will be able to transport species across the channel width in the same timescale
as the velocity transports down the channel length. This will essentially lead to plug ﬂow.
This study evaluates the required velocity decrease that enables analysis using a plug ﬂow
assumption3. It should also be noted that the velocity could be increased for turbulent
ﬂow which would also enable the use of a plug ﬂow model. It is not, however within the
scope of this work to go into turbulent ﬂow, so the upper limit of the laminar ﬂow model
is not evaluated.
3i.e. by the Damköhler number analysis
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Figure 7.12: Change in average eﬀectiveness factor with Dh = 100 − 2000µm and k0 =
1×104−1×107 m3/s.m3cat for diﬀerent space velocities. v0 = 3.0 m/s P = 3 bar T = 573.15K
AR = 1.5 L = 0.05m. Full 3-dimensional model used in isothermal mode.
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Figure 7.13: Comparison of average eﬀectiveness factors, ηr from the isothermal 3-
dimensional (yellow labels) and 1-dimensional model (white labels) for diﬀerent space
velocities. Dh = 100 − 2000µm and k0 = 1 × 104 − 1 × 107 m3/s.m3cat for diﬀerent space
velocities. v0 = 3.0 m/s P = 3 bar T = 573.15K AR = 1.5 L = 0.05m.
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Figure 7.14: Comparison of average eﬀectiveness factors from the sothermal 3-dimensional
(yellow labels) and 1-dimensional model (white labels) for diﬀerent velocities. SV =
0.5 mol/s.kgcat Dh = 100− 2000µm k0 = 1× 104 − 1× 107 m3/s.m3cat P = 3 bar T = 573.15K
AR = 1.5 L = 0.05m. Study by Germani et al., 2005 indicated.
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7.4.1 Problem setup
The ratio appropriate to this analysis is the time-scale of diﬀusion to the time-scale of
ﬂow, or residence time τ in the relation τ
τD
. This has been discussed in Section 2.4.2.
The ratio τ
τD
is evaluated as follows
τ
τD
=
L
v0
D2h
4DAB
(7.16)
This ratio is varied by changing the value of the inlet velocity, v0 while keeping SV , Dh
and L constant. A change in v0 will change residence time and so the reactor conversion.
However it is the perpendicular concentration gradients which are of interest and not the
actual conversion so this reactor output is neglected.
The concentration gradients for both the plug ﬂow and laminar ﬂow models are evaluated
using the concentration eﬀectiveness factor, ηc. The plug ﬂow factor, ηc,1d only accounts for
diﬀusional eﬀects while the laminar ﬂow factor, ηc,3d,isothermal accounts for both diﬀusional
eﬀects and the laminar ﬂow eﬀect. Therefore the extent of mass transport limitations by
laminar ﬂow is given by |ηc,3d,isothermal − ηc,1d|. The fraction of mass transport due to
laminar ﬂow is now given by dividing this diﬀerence by the total transport limitations
and is given by the ratio
R1,3 =
|ηc,3d,isothermal − ηc,1d|
ηc,3d,isothermal
(7.17)
This ratio evaluates the fraction of the total mass transport limitations that is accounted
for by the plug ﬂow model. As this fraction tends to zero, the laminar ﬂow eﬀect becomes
negligible and the mass transport is mostly due to diﬀusional eﬀects. At this point, the
Damköhler number model can be used to evaluate for mass transport eﬀects.
7.4.2 Results
The eﬀectiveness factors are evaluated for both the 1-dimensional and 3-dimensional mod-
els at the same conditions as in the evaluation of the eﬀectiveness factor in Section 7.3.4.
These are plotted as separate curves for diﬀerent velocities at diﬀerent hydraulic diame-
ters and catalyst activity within each plot with diﬀerent subplots for each space velocity.
These curves are shown in Figure 7.15.
At high k0 the eﬀectiveness factor data becomes scattered and is particularly evident at
low SV = 0.02, 0.1 and 0.5 mol/s.kgcat values. This scatter is because ∼100% conversion
is reached at these conditions which causes the 3-dimensional model to become unstable.
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The scattered eﬀectiveness factor data is shown for corresponding conversion plots in
Figures E.10 and E.7 in Appendix E.2. These curves with scatter are neglected in the
subsequent discussions.
The reason for this instability is that the species compositions at the reactor entrance
close to the wall drop sharply from the inlet composition to ∼zero along the channel wall.
This is expected in a mass transport controlled regime. The Lagrange polynomial now
takes the oscillatory form along the axial direction (shown in Figure 2.12) and hence the
eﬀectiveness factors oscillate signiﬁcantly.
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Figure 7.15: Plot of ratio of fraction of mass transport by laminar ﬂow against ratio
of convective to diﬀusive time for diﬀerent space velocities. Dh = 100 − 2000µm v0 =
0.01−3.0 m/s k0 = 1×104−1×107 m3/s.m3cat P = 3 bar T = 573.15K AR = 1.5 L = 0.05m.
7.4.3 Discussion
It is evident from Figure 7.15 that all curves for individual Dh and v0 values roughly
overlap at constant SV and k0 and represent each curve on the plot. This is because each
of the curves are normalised by D2h = XSAI and v0 and a change in these variables have
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the same eﬀect on δcat by Equation 7.3. A change in δcat changes the overall ﬂux and so
the ηc at constant k0 and SV .
Velocity eﬀect All R1,3 curves approach zero asymptotically with high ττD . This cor-
responds to either a low velocity or low Dh. As expected, at low average velocity and
constant Dh the velocity gradient decreases and ﬂow approaches that of a plug. However,
R1,3 only approaches zero and does not reach it as there is a numerically imposed laminar
ﬂow proﬁle and so always a laminar ﬂow contribution to mass transport limitations.
Hydraulic diameter eﬀect A change in Dh results two opposing eﬀects. Firstly a
decrease in Dh gives a steeper velocity gradient and so a stronger inﬂuence of the laminar
ﬂow. This increase in the fraction of mass transport limitations by the laminar ﬂow
inﬂuence with a decrease in τ
τD
is seen for all values of SV and k0. The second eﬀect is
that a decrease in Dh results in a smaller diﬀusive time which means lower overall mass
transport limitations and so a lower overall R1,3 compared to that of a similar velocity.
This eﬀect will be most signiﬁcant where the eﬀectiveness factors are the lowest, i.e. at
low SV and high k0. Therefore the deviations between curves of diﬀerent Dh values are
most pronounced for these conditions. This is seen for a change in SV in the comparison
the curves for k0 = 1× 105m3/s.kgcat in Figures 7.15 (a-b) and for a change in k0 in Figure
7.15 (a).
Conversion eﬀect A further feature common to all curves is the maximum with re-
spect to each constant Dh curve. The plots of both ηc,1d and ηc,3d,isothermal both decrease
monotonically with τ
τD
as seen in Figures E.8 and E.9 respectively in Appendix E.2. The
maximum in R1,3 is caused by the faster approach to constant of ηc,3d,isothermal compared
to ηc,1d. This diﬀerence in relative rates of decrease with velocity causes the R1,3 maxi-
mum. The diﬀerence in relative rates is explained by the eﬀect of conversion along the
reactor length. An increase in velocity decreases conversion which leads to a higher eﬀec-
tiveness factor, ηc,3d,isothermal and so a decrease in R1,3. This analysis only applies to the
3-dimensional model where conversion is accounted for and it will be the ηc,3d,isothermal
that will decrease quicker than the ηc,1d.
Flux eﬀect The approach of R1,3 to zero is also enhanced by a low ﬂux from the catalyst
reaction surface as a result of a low k0 or high SV . These conditions result in increased
eﬀectiveness factors as is seen in previous discussions in Sections 7.3.1 and 7.1.1. This
means that both ηc,1d and ηc,3d approach unity and so their diﬀerence will approach zero.
There are thus two eﬀects here, both of which lead to the same result.
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Signiﬁcance It should therefore be noted that an R1,3 approach to zero does not nec-
essarily mean the absence of mass transport limitations, but rather that whatever limita-
tions exist are accounted for by diﬀusional limitations. This means that in the regions of
low R1,3 the Damköhler number analysis can be applied to determine the extent of mass
transport limitations. The results presented should therefore be used as an initial screen
of the applicability of a chosen model rather than to provide an estimate of the extent of
transport limitations.
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Chapter 8
Conclusions
Based on the results and discussion the following conclusions can be drawn
8.1 Model development
A 3-dimensional single phase model has been develo ed for microchannel reactors and
applied to a single channel. This accounts for laminar ﬂow in the channel bulk with
reaction at the walls and perpendicular diﬀusion.
The laminar ﬂow proﬁle is given by an analytical expression for circular geometry that
is modiﬁed for rectangular co-ordinates. The resultant proﬁle closely matches that of
the numerical solution of the momentum balance and an analytical solution over rect-
angular co-ordinates by Fourier series. It is chosen as it is the most computationally
eﬃcient routine. Pressure is assumed constant and velocity is increased with an increase
in temperature as a result of a decrease in concentration.
The species balances account for convective ﬂow in the axial direction and perpendicular
diﬀusion given by the Maxwell-Stefan approach to mass transfer. The driving force for
diﬀusion is the heterogeneous reaction at the channel walls. Internal mass transport is
assumed to be negligible and the reaction is treated as a surface reaction on a equivalent
volume of catalyst.
The continuity equation gives the change in total concentration with temperature and ve-
locity. This accounts for convective ﬂow in the axial direction and perpendicular diﬀusion
given by the sum of species ﬂuxes.
The energy balance accounts for heat movement by convection in the axial direction and
both convection and conduction in each of the perpendicular directions. The heat of
reaction is generated implicitly at the wall as a result of the diﬀerential heat ﬂuxes to and
from the wall of the reactant and product species. A heat loss term is included in the wall
145
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boundary condition that allows the user to generate any temperature proﬁle necessary.
Options are given for adiabatic and isothermal operation.
8.2 Numerical solution and computational eﬃciency
The model results in a system of DAEs. This is solved over just one quadrant of the
channel to decrease the required mesh size and ensure computational eﬃciency. The set
is converted to a set of ODEs and NLEs in time by the reduction of the spatial derivatives
with orthogonal collocation. The chosen polynomial basis set is the Lagrange polynomials.
The reduced NLE set cannot be solved in the steady state as a result of convergence
problems. It can be solved in the transient state following a concentration ramp up of
reactive species and a ramp down of inert species from the initial state of a reactor ﬁlled
with inert.
Numerical eﬃciency is ensured by the implementation of a three step algorithm where
the equation set is solved in the transient state with a coarse mesh. This solution mesh is
interpolated onto a ﬁne mesh which is then used as the initial guess for the steady state
solution. The algorithm provides stability as the transient solver does not solve above 275
solution points whereas the steady state solver is tested to 1701 points. The algorithm is
also signiﬁcantly more numerically eﬃcient than the purely transient solver.
Computational eﬃciency is provided by the use of the ifort compiler over the gfortran
compiler. The NLE solver's Jacobian calculation is parallelised with a speedup of 1.18
over 4 processors compared to a theoretical speedup of 1.81. The diﬀerence is due to the
large data blocks that are read from the main RAM which acts as the rate limiting step.
8.3 Model tests
The model is tested for a case with induced mass and heat transport limitations. A mesh-
free solution is obtained for an [11, 9, 9] mesh with 891 points with a convergence of the
NRMSE of within 1% for a solution time of ∼686 s. The overall mass and energy balances
are met to within 10−2%. Solution times are dependent on the reactor conditions and
range from ∼ 13 s for an isothermal approximate plug ﬂow case to ∼ 40 s for an isothermal
transport limited regime for similar NRMSE and overall mass balance convergences. These
tests conﬁrm the model's computational eﬃciency compared to low order FEM-based
models which take in the order of hours to solve.
The model is able to predict expected outcomes for mass and energy transport in the
steady state. This includes correct mass ﬂux directions and species proﬁles, thermal
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expansion of the gas and speedup of ﬂuid ﬂow and equalisation of perpendicular composi-
tion and temperature proﬁles after reaction equilibrium is reached. The constant pressure
assumption is also held.
In the unsteady state the physical condition of
∑c
i=1 χi = 1 is violated either because of
an imposed steady state physical criterion for ﬂux or a lag in the ﬂux calculations as they
are updated a step behind the main balance variables.
The model is validated against experimental data from literature. It predicts isothermal
conversions over a range of inlet temperatures with a goodness of ﬁt of 0.9984. Similar
accuracy is obtained for the prediction of the conversion of diﬀerent catalyst samples by
merely adjusting catalyst activity as recommended in the literature. The model can also
be called under a regression routine with good stability and computational eﬃciency.
8.4 Mass transport eﬀects
The test of mass transport limitations by increasing channel hydraulic diameter is exam-
ined. This increase in channel hydraulic diameter at constant space velocity and residence
time requires that the catalyst layer thickness be increased. As a result, the total ﬂux oﬀ
the reaction surface increases which leads to a higher conversion. This is true for a channel
of any cross section. The increase in conversion is demonstrated in a 1-dimensional radial
model, based on the second Damköhler number and simulated in the 3-dimensional model.
This result means that an increase in channel hydraulic diameter does not independently
increase diﬀusional distance without increasing overall conversion. This test can therefore
not be applied to microchannel reactor systems with catalyst coated walls.
The diﬀerence between the conversion dependence on channel diameter between the radial
1-dimensional and 3-dimensional models is that the conversion increases and then plateaus
oﬀ in the former and increases and then decreases in the latter. This decrease is attributed
to the laminar ﬂow proﬁle which carries its own intrinsic mass transport limitations.
The extent of mass transport limitations is captured in the concentration eﬀectiveness
factor. This is found to be lower in the case of the 3-dimensional model compared to that
predicted by the 1-dimensional model. This is attributed to laminar ﬂow and the result
is as predicted by the original Damköhler studies. Even though this study does not arrive
at a uniﬁed criterion for the limits of applicability of the Damköhler and Mears critera,
the extent to which laminar ﬂow dominates mass transport is documented for diﬀerent
space velocities, catalyst activities as a function of inlet velocity and channel diameter.
This information can be applied to further studies on microchannel reactors with ﬁrst
order reactions. This study indicates the limitations of the application of both an axial
1-dimensional model and both the Damköhler number and Mears criteria for evaluation
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of reactor conversion and mass transport eﬀects respectively.
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Chapter 9
Recommendations
Based on the model development and discussion of results some recommendations can be
made for further work in modelling microchannel reactors.
Model setup
 Extension to non-equimolar reactions. A non-equimolar reaction will lead to a
change in reactor pressure both axially and radially. This will require the addition
of a momentum balance account for radial velocities that arise.
 Extension to non-symmetric boundary conditions. The existing model solves for a
single quadrant in the channel. This restricts the solution to symmetric boundary
conditions in at least degree of symmetry. Solution of the entire domain would allow
the user to specify diﬀerent wall boundary conditions for
 diﬀerent catalyst loadings
 diﬀerent heat-loss terms (i.e. if there is a cooling channel at one end and not
on the other
 and would allow the single channel model to be incorporated into a multi-scale
model of the entire microchannel reactor
Model speed In order to further speed up the model solution time the following can
be implemented
 Speedup of existing Jacobian parallelisation on HYBRD.for NLE solver. This can
be done by the use of distributed memory processors, where each processor has its
own memory. This can reduce computational time by decreasing the limitation of
data transfer from the main RAM to the processor-level memory.
149
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CHAPTER 9. RECOMMENDATIONS 150
 Further parallelisation. This will have to be done by implementing a new QR
factorisation algorithm into the existing solver package.
Further investigations
 Non-steady state behaviour. This aspect has not been investigated and there re-
mains scope to study the reactor behaviour in startup and shutdown or in the
case of diﬀerent hydrogen requirements. The ﬂux physical condition will have to
be corrected possibly with the implementation of bootstrap for physical constraint∑c
i=1 Ni = k (T ).
 Evaluation of heat transport eﬀects. These have still to be evaluated particularly
with respect to a constant wall temperature, an imposed temperature proﬁle and
integrated reactor-heat-exchanger operation. This will allow the determination of
the conditions necessary to follow the optimal rate line.
 Implementation in a process ﬂowsheet. This can be done in either the COCO or
Aspen platforms. This will allow the modelling of the entire fuel processing unit
with a heat integration study where reactor-heat exchanger boundary conditions are
implemented.
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Appendix A
Derivations
A.1 Derivations of Continuum Equations
This Appendix outlines the formulation of the continuum equations for mass, momentum
and energy in their most basic forms. The assumptions that lead to the derived equations
are:
 laws of non-relativistic mechanics hold
 continuum model applies
The conversion between the Maxwell-Stefan equation for velocity and species ﬂux is also
shown.
A.1.1 Conservation of Mass
Figure A.1: Control volume over which mass balance is carried out and mass ﬂuxes
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An overall mass balance is carried out over a cube of ﬂuid with dimensions [∆x,∆y,∆z]
containing mass msys. This is shown in Figure A.1. The mass ﬂux vector n = [nx, ny, nz],
represents inﬂow and outﬂow of mass. The shell balance is as follows
ACC = IN −OUT
∂msys
∂t
= ∆y∆z (nx |x −nx |x+∆x) + ∆x∆z (ny |y −ny |y+∆y) + ∆x∆y (nz |z −nz |z+∆z)
÷∆x∆y∆z and rearranging
∂ρ
∂t
= −(nx |x+∆x −nx |x)
∆x
− (ny |y+∆y −ny |y)
∆y
− (nz |z+∆z −nz |z)
∆z
take lim
[∆x,∆y,∆z]→0
∂ρ
∂t
= −∂nx
∂x
− ∂ny
∂y
− ∂nz
∂z
substitute for n = ρv
∂ρ
∂t
+
∂
∂x
(ρvx) +
∂
∂y
(ρvy) +
∂
∂z
(ρvz) = 0 (A.1)
∂ρ
∂t
+ (∇ · ρv) = 0 (A.2)
A.1.2 Conservation of Momentum
Figure A.2: Control volume over which momentum balance is carried out and momentum
ﬂuxes.
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Table A.1: Summary of the form of momentum ﬂux tensors adapted from (Bird et al.,
2002)
Symbol Meaning
ρvv convective momentum ﬂux tensor
τ viscous momentum ﬂux tensor
pi = pδ + τ molecular momentum ﬂux tensor
φ = pi + ρvv combined momentum ﬂux tensor
A balance on the x-momentum is carried out over a cube of ﬂuid with dimensions
[∆x,∆y,∆z] containing momentum msysvx. This is shown in Figure A.2. The ﬁrst col-
umn of the (second order) combined momentum ﬂux tensor φ = [φxx, φyx, φzx] represents
the transfer of x-momentum to the [x, y, z] directions1.
The form of the combined momentum ﬂux tensor is summarised in Table A.1. A brief
explanation of the various tensors is given here but a more detailed and informative
analysis can be found in the publication (Bird et al., 2002). The combined momentum
ﬂux tensor is made up of the convective momentum ﬂux tensor, ρvv which accounts
for momentum transfer by bulk ﬂow and the molecular momentum ﬂux tensor, pi. This
accounts for momentum transfer by molecular motion and consists of a molecular force,
τ proportional to the viscosity of the medium, µ and the force of molecular collisions
normal to the exposed surface represented by the pressure force pδ. Here, the tensor δij
is referred to as the Kronecker delta which is 1 when i = j and 0 when i 6= j to ensure
that pressure is retained as a normal force.
An external body force, msysgx is also accounted for. The shell balance is as follows
ACC = IN −OUT + EXT
∂
∂t
(msysvx) = ∆y∆z (φxx |x −φxx |x+∆x) + ∆x∆z (φyx |y −φyx |y+∆y) + ∆x∆y (φzx |z −φzx |z+∆z) +msysgx
÷∆x∆y∆z and rearranging
∂
∂t
(ρvx) = −(φxx |x+∆x −φxx |x)
∆x
− (φyx |y+∆y −φyx |y)
∆y
− (φzx |z+∆z −φzx |z)
∆z
+ ρgx
take lim
[∆x,∆y,∆z]→0
1The notation φij represents the force in the j-direction acting on a unit area in the i-direction. This
is a normal force if j = i and a shear force if j 6= i.
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∂
∂t
(ρvx) = −∂φxx
∂x
− ∂φyx
∂y
− ∂φzx
∂z
+ ρgx
Substitute the expression for the combined momentum ﬂux tensorφij = piij + ρvivj
∂
∂t
(ρvx) = −∂pixx
∂x
− ∂
∂x
(ρvxvx)− ∂piyx
∂y
− ∂
∂y
(ρvyvx)− ∂pizx
∂z
− ∂
∂z
(ρvzvx) + ρgx
Substitute the mass balance in Equation A.1 for ∂ρ
∂t
ρ
∂vx
∂t
+ vx
[
− ∂
∂x
(ρvx)− ∂
∂y
(ρvy)− ∂
∂z
(ρvz)
]
= −∂pixx
∂x
− ∂piyx
∂y
− ∂pizx
∂z
−
∂
∂x
(ρvxvx)− ∂
∂y
(ρvyvx)− ∂
∂z
(ρvzvx) + ρgx
∴ ρ∂vx
∂t
= −∂pixx
∂x
− ∂piyx
∂y
− ∂pizx
∂z
−
ρvx
∂vx
∂x
− ρvy ∂vx
∂y
− ρvz ∂vx
∂z
+ ρgx
∴ ρ
(
∂vx
∂t
+ vx
∂vx
∂x
+ vy
∂vx
∂y
+ vz
∂vx
∂z
)
= −∂pixx
∂x
− ∂piyx
∂y
− ∂pizx
∂z
+ ρgx
Or in vector notation
∴ ρ
[
∂vx
∂t
+ (v · ∇vx)
]
= − (∇ · pix) + ρgx (A.3)
The equations for conservation of y- and z-momentum are similarly derived and are as
follows
ρ
[
∂vy
∂t
+ (v · ∇vy)
]
= − (∇ · piy) + ρgy (A.4)
ρ
[
∂vz
∂t
+ (v · ∇vz)
]
= − (∇ · piz) + ρgz (A.5)
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A.1.3 Conservation of Energy
Figure A.3: Control volume over which energy balance is carried out and energy ﬂuxes
An overall energy balance is carried out over a cube of ﬂuid with dimensions [∆x,∆y,∆z]
containing total energy Esys. This is shown in Figure A.3. The energy ﬂux vector e =
[ex, ey, ez], represents inﬂow and outﬂow of energy. The rate at which work is done on the
system volume by external body forces is is ρ∆x∆y∆z (vxgx + vygy + vzgz). No internal
source of heat is accounted for, i.e. homogeneous chemical reaction. The shell balance is
as follows
ACC = IN −OUT
∂
∂t
(
msysEˆsys
)
= ∆y∆z (ex |x −ex |x+∆x) + ∆x∆z (ey |y −ey |y+∆y) +
∆x∆y (ez |z −ez |z+∆z) + ρ∆x∆y∆z (vxgx + vygy + vzgz)
÷∆x∆y∆z and rearranging
∂
∂t
(
ρEˆsys
)
= −(ex |x+∆x −ex |x)
∆x
−(ey |y+∆y −ey |y)
∆y
−(ez |z+∆z −ez |z)
∆z
+ρ (vxgx + vygy + vzgz)
take lim
[∆x,∆y,∆z]→0
∂
∂t
(
ρEˆsys
)
= −∂ex
∂x
− ∂ey
∂y
− ∂ez
∂z
+ ρ (vxgx + vygy + vzgz)
= −∇e + ρ (v · g)
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Now the system energy is given by the contribution of internal energy per unit volume
ρUˆ , the kinetic energy per unit volume Ek = 12ρv
2 = 1
2
ρ
(
v2x + v
2
y + v
2
z
)
or
Esys = U + Ek
= ρUˆ +
1
2
ρv2
The energy ﬂux is composed of the contributions of the system energy transfer due to mass
transfer, the contribution due to internal friction in a viscous ﬂuid and thermal conduction
which depends on the presence of a temperature gradient. This gives respectively
e = v (U + Ek) + (v · pi) + q
The general law of conservation of energy is thus given by
∂
∂t
[
ρ
(
Uˆ +
1
2
v2
)]
= −∇
[
v
(
ρUˆ +
1
2
ρv2
)
+ (v · pi) + q
]
+ ρ (v · g) (A.6)
If kinetic energy is considered negligible and external body forces do not exist then upon
substitution of the continuity and momentum equations we have (el Hak 1999)
ρ
[
∂Uˆ
∂t
+ v ·
(
∇ · Uˆ
)]
= −∇ · q + pi (∇ · v) (A.7)
A.2 Maxwell-Stefan Equation
The Maxwell-Stefan equation is presented in terms of individual species velocity in Equa-
tion 2.45. This can be represented in terms of ﬂuxes as in Equation 2.46. The conversion
is shown here, starting from Equation 2.45.
Given the relationship between the driving force for diﬀusion and species composition and
velocity
di = −
c∑
j=1
χiχj (vi − vj)
Di,j
(A.8)
Substitution of Ni = civi gives
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di = −
c∑
j=1
χiχj
(
Ni
ci
− Nj
cj
)
Di,j
= −
c∑
j=1
χiχj
Ni
ciDi,j
+
c∑
j=1
χiχj
Nj
cjDi,j
= −χiNi
ci
c∑
j=1
χj
Di,j
+ χi
c∑
j=1
χj
Nj
cjDi,j
Given that ci = ctχi
di = −Ni
ct
c∑
j=1
χj
Di,j
+ ui
c∑
j=1
Nj
ctDi,j
=
c∑
j=1
j 6=i
χiNj − χjNi
ctDi,j
(A.9)
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Appendix B
Miscellaneous calculations
B.1 Knudsen number
The Knudsen number is given by the substitution of Equation 2.1 into Equation 2.2 to
give
Kn =
kBT√
2piPσ2Dh
(B.1)
For the worst case scenario (i.e. maximum Kn) we have low pressure and particle di-
ameter, σ. The parameters are thus set to P = 1bar and the gas is assumed to be pure
hydrogen.
The conditions and constants used in the analysis are summarised in Table B.1. The
calculated Knudsen numbers are shown for diﬀerent hydraulic diameters and temperatures
in Table B.2. The condition for continuum ﬂow, Kn < 0.1 is held everywhere while the
condition for slip boundary conditions is held at Dh < 40µm and T > 500K. As the Dh
is to be kept above 100µm the ﬂow at the surface can be considered to have no-slip and
zero temperature jump.
Table B.1: Summary of variables and constants used in the Knudsen Number analysis
Parameter Value
kB 1.38× 10−23 J/K
P 101325 Pa
σ 3.82× 10−10 m
Dh 10− 200µm
T 300− 1000 K
165
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Table B.3: Summary of variables and constants used in the Weitz-Prater criterion analysis.
Parameter Value
k0 1.3× 106 mol/s.bar0.05
Ea 86.0× 103 J/mol
P 3 bar
Deff 5.0× 10−5 m2/s
T 573− 773K
δcat 5− 45µm
B.2 Weitz-Prater Criterion
The Weitz-Prater criterion,Mw is calculated according to the expression in Equation 2.36,
using the kinetic expression in Equation 2.88. The values of the constants and variables
used are shown in Table B.3. The calculated values are shown in Table B.4. At expected
conditions, none of the calculated values fall below the Mw < 0.15 criterion for internal
mass transport.
B.3 Space velocity
The space velocity at the conditions of the study conducted in (Germani et al. 2005) is
calculated here. The given molar ﬂow rate of 100Nml/min through 49 channels is converted
into SI units
q = 100
Nml
min
.
1m3
1× 106ml.
1min
60s
= 3.33× 10−6m3/s
At normal conditions we have TN = 273.15K and PN = 101325Pa the ﬂow rate q becomes
the molar ﬂow rate
n¯ =
qPN
RTN
= 1.49× 10−4mol/s
The catalyst mass is reported to be mcat252mg = 2.52× 10−4kg. The space velocity can
now be calculated
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SV =
n¯
mcat
= 0.59mol/s.kgcat
B.4 Velocity
The inlet velocity can be calculated given the reactor dimensions, catalyst thickness and
space velocity. From the deﬁnition of space velocity in Equation 2.38
SV =
ctv0XSAI
Vcatρcat
which gives the velocity after rearrangement
v0 =
VcatρcatSV
XSAIct
=
L [WH − (W − 2δcat) (H − 2δcat)] ρcatSV
(W − 2δcat) (H − 2δcat) pRT
The inlet velocity is calculated for the conditions reported by (Germani et al. 2005) and
shown in Table 6.5.
v0 =
(0.05)
[(
600× 10−6) (400× 10−6)− (400× 10−6 − 2 (10× 10−6)) (400× 10−6 − 2 (10× 10−6))] (1300) (0.59)
(400× 10−6 − 2 (10× 10−6)) (400× 10−6 − 2 (10× 10−6)) 3.03×105(8.314)(573.15)
= 0.0535m/s
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Physical Property Data
In contrast to liquids, the prediction of physical properties of gasses is quite well advanced
mainly due to the application of the kinetic theory of gasses. This theory uses the elemen-
tary gas model which assumes all molecules are rigid non-interacting spheres in random
motion at a particular mean velocity v. The gas has density n molecules per unit volume.
The collisions of the gas lead to the transfer of momentum or heat in the presence of ve-
locity and thermal gradients respectively. The movement of mass also leads to a transfer
of species in the presence of concentration gradients. Each of the mass, momentum and
heat ﬂuxes are proportional to the density, momentum and energy gradients, ρ′
Flux ∝ −dρ
′
dy
(C.1)
The generic property is substituted by ρi for mass density, nmvx for momentum density
and cvnT for energy density. Kinetic theory gives the constant of proportionality for each
of these ﬂuxes as vL
3
where v is the average molecular velocity and L is the mean free
path. This expression is used to derive generic expressions for the transport coeﬃcient of
diﬀusion D, viscosity, µ and thermal conductivity, λ. This gives
Mass flux = −Ddci
dy
= −vL
3
dρi
dy
(C.2)
Momentumflux = −µdvx
dy
= −vL
3
mn
dvx
dy
(C.3)
Energy flux = −λdT
dy
= −vL
3
cvn
dT
dy
(C.4)
Each transport coeﬃcient is now given by analogy in the expressions above. Kinetic
theory gives
170
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v ∝
√
RT
M
(C.5)
L ∝ 1
nσ2
(C.6)
while the ideal gas law gives
n ∝ p
RT
(C.7)
and by deﬁnition M = nNA
Each transport coeﬃcient is now given by
D =
vL
3
= k1
T 3/2
M 1/2pσ2
(C.8)
µ =
mnvL
3
= k2
T 1/2M 1/2
σ2
(C.9)
λ =
vLcvn
3
= k3
T 1/2
M 1/2σ2
(C.10)
These expressions are for idealised gasses but nevertheless are useful in that they form the
basis for other empirical correlations. These correlations are discussed in further sections.
C.1 Viscosity
If a shear stress is applied to a closed ﬂuid, then the ﬂuid will accelerate and a velocity
gradient will be established. The velocity of the ﬂuid will be maximum at the point at
which the force is applied. A Newtonian ﬂuid is deﬁned as a ﬂuid in which the shear
stress per unit area is proportional to the negative of the velocity gradient
τyx ∝ −dvx
dy
(C.11)
The constant of proportionality is called the viscosity and it leads to the familiar Newton's
law of viscosity
τyx = −µdvx
dy
(C.12)
Viscosity is a state property of the ﬂuid and is a measure of the friction between layers of
ﬂuid which opposes the motion in the direction of the shear force. So if a constant shear
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stress is applied to a range of ﬂuids with increasing viscosity each layer exerts a larger
frictional force between layers so the velocity gradient will decrease (Bird et al., 2002).
C.1.1 Theory predictions for viscosity
The viscosity of an elementary gas (non-interacting rigid spheres) is given by
µ = 26.69
(MT )
1/2
σ2
(C.13)
where µ = viscosity µP
M = molar mass, g
mol
T = temperature, K
σ = hard shell diameter, Å
C.1.2 Estimation of Viscosity
This is however only strictly valid at high temperature and low pressures or for monatomic
gasses that satisfy the condition of non-interaction. To account for attraction and repul-
sion of molecules by intermolecular forces the Chapman-Enskog theory is applied. This
requires the inclusion of a collision integral, Ωv
µ = 26.69
(MT )
1/2
σ2Ωv
(C.14)
The collision integral is given as a function of the dimensionless temperature
T ∗ =
kBT

(C.15)
where  is the characteristic energy. This energy is the minimum potential energy of
interaction between molecules. The intermolecular potential energy function Φ (r) where
r is the distance between molecules is given by an appropriate intermolecular force law
(e.g. Lennard-Jones potential function). Using this law the collision integral is given as
Ωv = A (T
∗)−B + C exp (−DT ∗) + E exp (−FT ∗) (C.16)
and the constants are given in the table below.
The values of σ and 
kb
cannot be obtained from experimentation and have to be estimated.
The method of Chung gives
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Table C.1: Constants in the collision integral function
Constant Value
A 1.16145
B 0.14874
C 0.52487
D 0.77320
E 2.16178
F 2.43787

kB
=
Tc
1.2593
(C.17)
σ = 0.809V
1/3
c (C.18)
with Vc = critical volume in cm3/mol
Tc= critical temperature in K
Neglecting polarities and diﬀerent molecular shapes, the ﬁnal viscosity equation is given
by
µ = 40.78
(MT )
1/2
V
2/3
c Ωv
(C.19)
Over a wide range of species this gives an average error of about 1.5 percent.
C.1.3 Mixture properties
The simplest method from kinetic theory is Wilke's Method which gives the mixture
viscosity as
µm =
c∑
i=1
uiµi∑c
j=1 ujφij
(C.20)
where
φij =
[
1 +
(
µi
µj
)1/2 (
Mj
Mi
)1/4]2
[
8
(
1 + Mi
Mj
)]1/2 (C.21)
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This gives an average error of less than 1 % compared to binary species data.
C.2 Diﬀusion Coeﬃcients
Diﬀusion describes the motion of materials in a single phase and the absence of mechanical
or convective mixing. Diﬀusion depends on the presence of a gradient. Diﬀerent types of
gradients predicted by theory and experimentation lead to diﬀusion including pressure,
temperature, external force ﬁelds and concentration Reid et al. (1987). This section only
considers diﬀusion due to concentration gradients.
The diﬀusion gradient provides the relationship between the diﬀusive mass ﬂux relative
to a plane of no net molar ﬂow, Ji and the driving force, ∇xi. In a binary mixture this
leads to the Fickian deﬁnition of diﬀusion ﬂux
JA = −cDAB duA
dx
(C.22)
JB = −cDBAduB
dx
(C.23)
As Ji is deﬁned relative to a plane of no net molar ﬂow, we have
JA + JB = 0 (C.24)
and since
∑c
i=1 ui = 1 we have
duA
dx
+
duB
dx
= 0 (C.25)
Combining the above two expressions, we have DAB = DBA. This coeﬃcient is sometimes
called the mutual diﬀusion coeﬃcient.
C.2.1 Chemical potential driving force
The mutual diﬀusion coeﬃcient takes the diﬀusive ﬂux to be proportional to the concen-
tration gradient. However it could also be aﬀected by other factors such as the force ﬁelds
around molecules. These are themselves complex functions of temperature and pressure
around these molecules and it is simplistic to assume that Ji is linear with concentration
gradient. An alternate driving force proposed is the chemical potential gradient, dµi
dx
.
This states that of the equilibrium composition in a binary system is disturbed, then
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the diﬀusive ﬂow necessary to return to equilibrium is proportional to dµi
dx
. A thermo-
dynamic correction term, α can be used with DAB to correct diﬀusive ﬂux in terms of a
concentration gradient. This is given by
α =
[
∂ ln aA
∂ lnuA
]
(C.26)
For gaseous systems, α is close to unity except at high pressures. The correction is however
routinely used in the case of liquid systems.
C.2.2 Theory predictions for diﬀusion coeﬃcients
The theory for predicting binary diﬀusion coeﬃcients at low and moderate pressures is
well developed Reid et al. (1987). The theory comes from the solution of the Boltzmann
equation and leads to the equation
DAB =
3
16
(4pikT/MAB)
1/2
npiσ2ABΩD
fD (C.27)
where MAB = 2 [(1/MA) + (1/MB)]
−1
n is the number density of the molecules in the mixture
k is the Boltzmann constant
ΩD is the collision integral. It is given by choice of the intermolecular forces law chosen
(e.g. Lennard-Jones)
σAB is the characteristic length and also depends on choice of the intermolecular force law
fD is a correction factor of order 1. If MA is the same order as MB, fD lies between 1.00
and 1.02. In other cases fD lies between 1.0 and 1.1.
If the ideal gas law is applied to n then DAB is given by
DAB =
0.00266T 3/2
pM
1/2
ABσ
2
ABΩD
(C.28)
where DAB = diﬀusion coeﬃcient[cm
2/s]
T = temperature, [K]
P = pressure, [bar]
σAB = characteristic length,
[
Å
]
ΩD = diﬀusion collision integral, [−]
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Table C.2: Atomic diﬀusion volumes (adapted from Reid et al. (1987)originally in Fuller
et al. (1969))
Atomic and Structural Diﬀusion Volume Increments
C 15.9 F 14.7
H 2.31 Cl 21.0
O 6.11 Br 21.9
N 4.54 I 29.8
Aromatic Ring -18.3 S 22.9
Heterocyclic ring -18.3
Diﬀusion Volumes of Simple Molecules
He 2.67 CO 18.0
Ne 5.98 CO2 26.9
Ar 16.2 N2O 35.9
Kr 24.5 NH3 20.7
Xe 32.7 H2O 13.1
H2 6.12 SF6 71.3
D2 6.84 Cl2 38.4
N2 18.5 Br2 69.0
O2 16.3 SO2 41.8
Air 19.7
C.2.3 Experimental predictions for diﬀusion coeﬃcients
The equation above is used in its form to include empirical parameters based on regression
of experimental data. These include the Wilke-Lee equation and that of Fuller. Whereas
the Wilke-Lee equation requires the use of an intermolecular force law to obtain values
of σAB and ΩD, the Fuller equation substitutes these for atomic diﬀusion volumes. These
volumes are obtained by regression of experimental data. The equation below gives a
reported error of about 4 percent.
DAB =
0.00143T 1.75
pM
1/2
AB
[
(Σv)
1/3
A + (Σv)
1/3
B
]2 (C.29)
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C.3 Thermal Conductivity
C.3.1 Theory predictions for thermal conductivity
The thermal conductivity of an elementary gas (non-interacting rigid spheres) is given by
λ = 2.63× 10−23 T
1/2
M 1/2σ2Ωv
(C.30)
where λ = thermal conductivity W/ (m.K)
M = molar mass, kg
mol
T = temperature, K
σ = hard shell diameter, m
Ωv = collision integral−
This is however only valid for monatomic gasses which have translational motion only
(Reid et al., 1987). Polyatomic gasses have both translational and internal energy con-
tributions to the overall thermal conductivity. These have been included in the familiar
Eucken equation as
λ =
µcv
Mi
[
1.15 +
2.03( cp
R
)− 1
]
(C.31)
where for an ideal gas cv = cp −R.
This predicts the thermal conductivity of CO2 with an error of between 2-4 percent
depending on temperature.
C.3.2 Mixture properties
The mixture thermal conductivity is calculated in an analogous manner as that of viscosity
µm =
c∑
i=1
uiλi∑c
j=1 ujAij
(C.32)
It has been shown that Aij = φij (Reid et al., 1987) which allows the use of equation C.21
for the calculation of Aij.
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Data
D.1 Thermodynamic data
The heat capacity, enthalpy and entropy of each species is calculated by Equations D.1,D.2
and D.3 respectively. The coeﬃcients A−H are given in the sections that follow.
cp(T ) = A+BT
′ + CT ′2 +DT ′3 +
E
T ′2
(D.1)
H°=H°298.15 = AT
′ +
1
2
BT ′2 +
1
3
CT ′3 +
1
4
DT ′4=
E
T ′
+ F=H (D.2)
S° = Aln(T ′) +BT ′ +
1
2
CT ′2 +
1
3
DT ′3=
E
2T ′2
+G (D.3)
with
cp= heat capacity (J/mol.K)
Ho = standard enthalpy (kJ/mol)
So= standard entropy (J/mol.K)
T ′= temperature K/1000
178
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
APPENDIX D. DATA 179
D.1.1 Carbon Monoxide
Table D.1: Coeﬃcients A−H in Equations D.1,D.2 and D.3 for carbon monoxide.
Temperature (K) 298. - 1300. 1300. - 6000.
A 25.56759 35.15070
B 6.096130 1.300095
C 4.054656 -0.205921
D -2.671301 0.013550
E 0.131021 -3.282780
F -118.0089 -127.8375
G 227.3665 231.7120
H -110.5271 -110.5271
Reference Chase 1998 Chase 1998
D.1.2 Water
Table D.2: Coeﬃcients A−H in Equations D.1,D.2 and D.3 for water.
Temperature (K) 500. - 1700. 1700. - 6000.
A 30.09200 41.96426
B 6.832514 8.622053
C 6.793435 -1.499780
D -2.534480 0.098119
E 0.082139 -11.15764
F -250.8810 -272.1797
G 223.3967 219.7809
H -241.8264 -241.8264
Reference Chase 1998 Chase 1998
Comment Data last reviewed Data last reviewed
in March, 1979 in March, 1979
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
APPENDIX D. DATA 180
D.1.3 Hydrogen
Table D.3: Coeﬃcients A−H in Equations D.1,D.2 and D.3 for hydrogen.
Temperature (K) 298. - 1000. 1000. - 2500. 2500. - 6000.
A 33.066178 18.563083 43.413560
B -11.363417 12.257357 -4.293079
C 11.432816 -2.859786 1.272428
D -2.772874 0.268238 -0.096876
E -0.158558 1.977990 -20.533862
F -9.980797 -1.147438 -38.515158
G 172.707974 156.288133 162.081354
H 0.0 0.0 0.0
Reference Chase 1998 Chase 1998 Chase 1998
Comment Data last reviewed in March, 1977
New parameter ﬁt in October 2001
D.1.4 Carbon Dioxide
Table D.4: Coeﬃcients A−H in Equations D.1,D.2 and D.3 for carbon dioxide.
Temperature (K) 298. - 1200. 1200. - 6000.
A 24.99735 58.16639
B 55.18696 2.720074
C -33.69137 -0.492289
D 7.948387 0.038844
E -0.136638 -6.447293
F -403.6075 -425.9186
G 228.2431 263.6125
H -393.5224 -393.5224
Reference Chase 1998 Chase 1998
Comment Data last reviewed in September, 1965
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D.1.5 Nitrogen
Table D.5: Coeﬃcients A−H in Equations D.1,D.2 and D.3 for nitrogen.
Temperature (K) 100. - 500. 500. - 2000. 2000. - 6000.
A 28.98641 19.50583 35.51872
B 1.853978 19.88705 1.128728
C -9.647459 -8.598535 -0.196103
D 16.63537 1.369784 0.014662
E 0.000117 0.527601 -4.553760
F -8.671914 -4.935202 -18.97091
G 226.4168 212.3900 224.9810
H 0.0 0.0 0.0
Reference Chase 1998 Chase 1998 Chase 1998
Comment Data last reviewed in March, 1977
New parameter ﬁt in January 2009
D.1.6 Argon
Table D.6: Coeﬃcients A−H in Equations D.1,D.2 and D.3 for nitrogen.
Temperature (K) 298. - 6000.
A 20.78600
B 2.825911Ö10-7
C -1.464191Ö10-7
D 1.092131Ö10-8
E -3.661371Ö10-8
F -6.197350
G 179.9990
H 0.0000
Reference Chase 1998
Comment Data last reviewed in March, 1982
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D.2 Heat of Formation
Figure D.1: Heats of formation at the standard state of an ideal gas at 298.15K and 1 bar
(?)
Species Heat of formation
kJ/mol
carbon monoxide -110.5
water -241.8
hydrogen 0.
carbon dioxide -393.5
nitrogen 0.
argon 0.
D.3 Critical Properties
Figure D.2: Critical properties. (Perry 1997 2-164)
Species Tc Pc Vc
K Pa× 10−6 m3/mol× 103
carbon monoxide 132.92 3.49 0.095
water 647.13 21.94 0.056
hydrogen 33.19 1.32 0.064
carbon dioxide 304.21 7.39 0.095
nitrogen 126.2 3.39 0.089
argon 150.86 4.9 0.0075
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D.4 Physical properties
Figure D.3: Physical properties.
Species Dispersion volume Molar mass
cm3 g/mol
carbon monoxide 18.0 28.011
water 13.1 18.016
hydrogen 6.12 2.0158
carbon dioxide 26.9 44.011
nitrogen 18.5 28.014
argon 16.2 39.95
Source (Perry, 1997)
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Appendix E
Miscellanous Plots
E.1 Dankwerts' plots for diﬀerent conditio s
E.1.1 v0= 0.5 m/s
0246810 x 10
6
0
1000
2000
0
0.2
0.4
0.6
0.8
1
Catalyst activity k0 [m
3/s.m3
cat]
Hydraulic diameter Dh [µm]
R
at
e 
Ef
fe
ct
ive
ne
ss
 F
ac
to
r, 
η r
 
[−]
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(b) 0.1mol/s.kgcat
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(c) SV = 0.5mol/s.kgcat
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(d) SV = 2.5mol/s.kgcat
Figure E.1: Change in average eﬀectiveness factor with Dh = 100 − 2000µm and k0 =
1×104−1×107 m3/s.m3cat for diﬀerent space velocities. v0 = 0.5 m/s P = 3 bar T = 573.15K
AR = 1.5 L = 0.05m. Full 3-dimensional model used.
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Figure E.2: Comparison of average eﬀectiveness factors from the 3-dimensional (yellow
labels) and 1-dimensional model (white label) for diﬀerent space velocities. Dh = 100 −
2000µm and k0 = 1×104−1×107 m3/s.m3cat v0 = 0.5 m/s P = 3 bar T = 573.15K AR = 1.5
L = 0.05m.
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Figure E.3: Change in average eﬀectiveness factor with Dh = 100 − 2000µm and k0 =
1×104−1×107 m3/s.m3cat for diﬀerent space velocities. v0 = 0.1 m/s P = 3 bar T = 573.15K
AR = 1.5 L = 0.05m. Full 3-dimensional model used.
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Figure E.4: Comparison of average eﬀectiveness factors from the 3-dimensional (yellow
labels) and 1-dimensional model (white label) for diﬀerent space velocities. Dh = 100 −
2000µm and k0 = 1 × 104 − 1 × 107 m3/s.m3cat for diﬀerent space velocities. v0 = 0.1 m/s
P = 3 bar T = 573.15K AR = 1.5 L = 0.05m.
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Figure E.5: Change in average eﬀectiveness factor with Dh = 100 − 2000µm and k0 =
1×104−1×107 m3/s.m3cat for diﬀerent space velocities. v0 = 0.01 m/s P = 3 bar T = 573.15K
AR = 1.5 L = 0.05m. Full 3-dimensional model used.
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Figure E.6: Comparison of average eﬀectiveness factors from the 3-dimensional (yellow
labels) and 1-dimensional model (white label) for diﬀerent space velocities. Dh = 100 −
2000µm and k0 = 1 × 104 − 1 × 107 m3/s.m3cat for diﬀerent space velocities. v0 = 0.01 m/s
P = 3 bar T = 573.15K AR = 1.5 L = 0.05m.
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E.2 Plots for time factor simulation
E.2.1 Conversion plots
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Figure E.7: Average eﬀectiveness factor, ηc,1d with Dh = 100 − 2000µm and k0 = 1 ×
104 − 1 × 107 m3/s.m3cat for diﬀerent space velocities. v0 = 0.5 m/s P = 3 bar T = 573.15K
AR = 1.5 L = 0.05m. Dankwerts' 1-dimensional model used.
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E.2.2 Eﬀectiveness factor plots
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Figure E.8: Average eﬀectiveness factor, ηc,1d with Dh = 100 − 2000µm and k0 = 1 ×
104 − 1 × 107 m3/s.m3cat for diﬀerent space velocities. v0 = 0.5 m/s P = 3 bar T = 573.15K
AR = 1.5 L = 0.05m. Dankwerts' 1-dimensional model used.
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Figure E.9: Average eﬀectiveness factor, ηc,3d with Dh = 100 − 2000µm and k0 = 1 ×
104 − 1 × 107 m3/s.m3cat for diﬀerent space velocities. v0 = 0.5 m/s P = 3 bar T = 573.15K
AR = 1.5 L = 0.05m. Full 3-dimensional model used.
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E.2.3 Raw R1,3 plots
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Figure E.10: Raw plot of ratio of fraction of mass transport by laminar ﬂow against
ratio of convective to diﬀusive time for diﬀerent space velocities. Dh = 100 − 2000µm
v0 = 0.01 − 3.0 m/s k0 = 1 × 104 − 1 × 107 m3/s.m3cat P = 3 bar T = 573.15K AR = 1.5
L = 0.05m.
