Feature selection consists on selecting relevant features in order to focus the learning search. A simple and efficient setting for feature selection is to rank the features with respect to their relevance. When several rankers are applied to the same data set, their outputs are often different. Combining preference lists from those individual rankers into a single better ranking is known as rank aggregation. In this study, we develop a method to combine a set of ordered lists of feature based on an optimization function and genetic algorithm. We compare the performance of the proposed approach to that of well-known methods. Experiments show that our algorithm improves the prediction accuracy compared to single feature selection algorithms or traditional rank aggregation techniques.
INTRODUCTION
The continued progress in developing different statistical methods focusing on the same research question have allowed investigating the search for ways to use various methods simultaneously. To get the best result of all available alternatives, we need to integrate their results in an efficient way. In the task of feature selection, rank aggregation is an example of these integration methods.
Feature selection is an important stage of preprocessing commonly used in data mining applications, where a subset of the features that most contribute to accuracy are selected. Feature selection is also a way of avoiding the curse of dimensionality which occurs when the number of available features signicantly outnumbers the number of examples, as is the case in Bio Informatics. Feature selection methods divide into wrappers, filters, and embedded methods (Guyon and Elisseff, 2003) . Wrappers employ the learning algorithm of interest as a black box to score subsets of features according to their predictive power (Kohavi and John, 1997) . Filters select subsets of features as a pre-processing step, independently of the chosen predictor. Embedded methods perform feature selection in the process of training and are usually specic to given learning algorithms. It is argued that, compared to wrappers, filters are faster and that some filters provide a generic selection of features, not tuned for a given learning algorithm. Another advantage of filters is that they can be used as a preprocessing step to reduce space dimensionality and overcome overtting (Guyon and Elisseff, 2003) .
A particularly optimal implementation of filters are methods that employ some criterion to score each feature and provide a ranking (Caruana et al., 2003) (Weston et al., 2003) . From this ordering, several feature subsets can be chosen. This kind of the filter approach, that are known as rankers, can be extremely efficient because they are quite simple. When applying multiple rankers based on different scoring criteria we have often different feature ranking lists so finding a way to aggregate them is required. Rank aggregation is to combine ranking results of entities from multiple ranking functions in order to generate a better one (Borda, 1781) (Dwork et al., 2001) .
Most of rank aggregation methods treat all the ranking lists equally and give high ranks to those entities ranked high by most of the rankers. This assumption may not hold in practice, however. For example, for a given problem, a ranking list may give better classification results than the others. It is not reasonable to treat the results of all ranking lists equally.
To deal with the problem, weighted rank aggregation techniques can be employed where different rankers are assigned different weights. For example, the weights can be calculated based on the mean average precision scores of the base rankers. In this paper we investigate the use of ranking lists importance, based on their corresponding classification ac-curacy, in addition to feature weights in order to highlight ranking lists that give better classification results and features that are more relevant than others even if they are equally ranked by different rankers. These parameters are used by a genetic algorithm that receives multiple ranking lists and generate a final robust feature ranking list.
RANK AGGREGATION
Feature ranking consists on ranking the features with respect to their relevance, one selects the top ranked features, where the number of features to select is specied by the user or analytically determined.
Many feature selection algorithms include feature ranking as a principal selection mechanism because of its simplicity, scalability, and good empirical success. Several papers in this issue use variable ranking as a baseline method (Caruana et al., 2003) (Weston et al., 2003) .
Let X a matrix containing m instances x i = (x i1 , . . . , x id ) ∈ R d . we denote by y i = (y 1 , . . . , y m ) the vector of class labels for the m instances. A is the set of features a j = (a 1 , . . . , a d ).
Feature ranking makes use of a scoring function H( j) computed from the values x i j and y i . By convention, we assume that a high score is indicative of a valuable variable and that we sort variables in decreasing order of H( j).
Feature ranking is a filter method thus it is independent of the choice of the predictor. Even when feature ranking is not optimal, it may be preferable to other feature subset selection methods because of its computational and statistical scalability: Computationally, it is efcient since it requires only the computation of d scores and sorting the scores; Statistically, it is robust against overtting because it introduces bias but it may have considerably less variance (Hastie et al., 2001) .
When applying scoring functions based on different scoring criteria we have often different feature ranking lists so finding a way to aggregate them is required. The rank aggregation problem is to combine many different rank orderings on the same set of candidates, or alternatives, in order to obtain a better ordering. This is a classical problem from social choice and voting theory, in which each voter gives a preference on a set of alternatives, and the system outputs a single preference order on the set of alternatives based on the voters' preferences (Borda, 1781) (Young, 1990) .It is the key problem in many applications. For example, in sports and competition to rank or to compare players from different eras. In machine learning to do collaborative ltering and meta-search; in database middleware to combine results from multiple databases. In recent years, rank aggregation methods have emerged as an important tool for combining information from different Internet search engines or from different omics-scale biological studies (Dwork et al., 2001) . Ordered lists are routinely produced by today's high-throughput techniques which naturally lend themselves to a meta-analysis through rank aggregation. (DeConde et al., 2006) proposed to use rank aggregation methods to integrate the results of several ordered lists of genes.
When aggregating feature rankings, there are two issues to consider. The first one is which base feature rankings to aggregate. There are different ways to generate the base feature rankings: the first uses the same dataset, but by different ranking method, the second one uses different subsamples of the dataset but the same ranking method. In our experiments we use the first ranking generation technique. The second issue concerns the type of aggregation function to use. There are mainly two kinds of rank aggregation, score-based rank aggregation and order-based rank aggregation. In the former, objects in the input rankings are associated with scores, while in the latter, only the order information of these objects is available. The Borda count (Borda, 1781) and median rank aggregation are the most famous such method where elements in the overall list are ordered according to the average rank computed from the ranks in all individual lists. Another category is based on the majoritarian principles and attempts to accommodate the "majority" of individual preferences putting less or no weight on the relatively infrequent ones. The final aggregate ranking is usually based on the number of pairwise wins between items within individual lists. Any method that satisfies this condition, known as the Condorcet criterion, is called the Condorcet method (Young, 1990) (Young and Levenglick, 1978) . In the recent literature, probabilistic models on permutations, such as the Mallows model and the Luce model, have been introduced to solve the problem of rank aggregation. In this work, we take advantage from the two kinds, order-based rank aggregation but also score-based rank aggregation in order to not lose the additional score information.
PROPOSED APPROACH

Optimization Problem
Rank aggregation provides a mean of combining information from different ordered lists and at the same time, to set their weak points. The aim of rank aggregation when dealing with feature selection is to find the best list, which would be the closest as possible to all individual ordered lists all together.
This can be seen as an optimization problem, when we look at argmin (D, σ) , where argmin gives a list σ at which the distance D with a randomly selected ordered list is minimized. In this optimization framework the objective function is given by :
where w i represent the weights associated with the lists L i , D is a distance function measuring the distance between a pair of ordered lists ( for more details see Section 3.2) and L i is the i th ordered list of cardinality k. The best solution is then to look for σ * which would minimize the total distance between σ * and L i given by
Distance Measures
Measuring the distance between two ranking lists is classical and several well-studied metrics are known (Carterette, 2009; Kumar and Vassilvitskii, 2010) , including the Kendall's tau distance and the Spearman footrule distance. Before defining this two distance measures, let us introduce some necessary notation. Let S i (1), . . . , S i (k) be the scores coupled with the elements of the ordered list L i , where S i (1) is associated with the feature on top of L i that is most important, and S i (k) is associated with the feature which is at the bottom that is least important with regard to the target concept. All the other scores correspond to the features that would be in-between, ordered by decreasing importance.
For each item j ∈ L i , r( j) shows the ranking of this item. Note that the optimal ranking of any item is 1, rankings are always positive, and higher rank shows lower preference in the list.
Spearman Footrule Distance
Spearman footrule distance between two given rankings lists L and σ, is defined as the sum, overall the absolute differences between the ranks of all unique elements from both ordered lists combined. Formally, the Spearman footrule distance between L and σ, is given by
Spearman footrule distance is a very simple way for comparing two ordered lists. The smaller the value of this distance, the more similar the lists. When the two lists to be compared, have no elements in common, the metric is k(k + 1).
Kendall's Tau Distance
The Kendall's tau distance between two ordered rank list L and σ, is given by the number of pairwise adjacent transpositions needed to transform one list into another (Dinu and Manea, 2006) . This distance can be seen as the number of pairwise disagreements between the two rankings. Hence, the formal definition for the Kendall's tau distance is:
where
That is, if we have no knowledge of the relative position of i and j in one of the lists, we have several choices in the matter. We can either impose no penalty (0), full penalty (1), or a partial penalty (0 < p < 1).
Weighted Distance
In case, the only information available about the individual list is the rank order, the Spearman footrule distance and the Kendall's tau distance are adequate measures. However the presence of any additional information about the individual list may improve the final aggregation. Typically with filter methods, weights are assigned to each feature independently and then the features are ranked based on their relevance to the target variable. It would be beneficial to integrate these weights into our aggregation scheme. Hence, the weight associated to each feature consists of taking the average score across all of the ranked feature lists. We find the average for each feature by adding all the normalized scores associated to each lists and dividing the sum by the number of lists.Thus, the weighted Spearman's footrule distance between two list L and σ is given by
Analogously to the weighted Spearman's footrule distance, the weighted Kendall's tau distance is given by:
Solution to Optimization Problem Using Genetic Algorithm
The introduced optimization problem in Section 3.1 is a typical integer programming problem. As far as we know, there is no efficient solution to such kind of problem. One possible approach would be to perform complete search. However, it is too time demanding to make it applicable in real applications. We need to look for more practical solutions. The presented method uses a genetic algorithm for rank aggregation. Genetic algorithms (GAs) were introduced by (Holland, 1992) to imitate the mechanism of genetic models of natural evolution and selection. GAs are powerful tools for solving complex for solving combinatorial problems, where a combinatorial problem involves choosing the best subset of components from a pool of possible components in order that the mixture has some desired quality (Clegg et al., 2009) . GAs are computational models of evolution. They work on the basis of a set of candidate solutions. Each candidate solution is called a "chromosome", and the whole set of solutions is called a "population". The algorithm allows movement from one population of chromosomes to a new population in an iterative fashion. Each iteration is called a "generation". GAs in our case proceeds in the following manner :
Initialization
Once a set of aggregation rank lists are generated by several filtering techniques, it is necessary to create an initial population of features to be used as starting point for the genetic algorithm, where each feature in the population represents a possible solution. This starting population is then obtained by randomly selecting a set of ordered rank lists.
Despite the success of genetic algorithm on a wide collection of problems, the choice of the population size stills an issue. (Gotshall and Rylander, ) proved that the larger the population size, the better chance of it containing the optimal solution. However, increasing population size also causes the number of generations to converge to increase. In order to have great results, the population size should depend on the length of the ordered lists and on the number of unique elements in these lists. From empirical studies, over a wide range of problems, a population size of between 30 and 100 is usually recommended.
Selection
Once the initial population is fixed, we need to select new members for the next generation. In fact, each element in the current population is evaluated on the basis of its overall fitness (the objective function score). Depending on which distance is used, new members (rank lists) are produced by selecting high performing elements (Vafaie and Imam, 1994) .
Cross-over
The selected members are then crossed-over with the cross-over probability CP. Crossover randomly select a point in two selected lists and exchange the remaining segments of these lists to create a new ones. Therefore, crossover combines the features of two lists to create two similar ranked lists
Mutation
In case only the crossover operator is used to produce the new generation, one possible problem that may arise is that if all the ranked lists in the initial population have the same value at a particular rank, then all future lists will have this same value at this particular rank. To come over this unwanted situation a mutation operator is used. Mutation operates by randomly changing one or more elements of any list. It acts as a population perturbation operator. Typically mutation does not occur frequently so mutation is of the order FeatureSelectionbyRankAggregationandGeneticAlgorithms 77 4 EXPERIMENTAL SETUP
Datasets
As discussed before using too much data, in terms of the number of input variables, is not always effective. This is especially true when the problem involves unsupervised learning or supervised learning with unbalanced data (many negative observations but minimal positive observations). This paper addresses two issues involving high dimensional data: The first issue explores the behavior of ensemble method feature aggregation when analyzing data with hundreds or thousands of dimensions in small sample size situations. The second issue deals with huge data set with a massive number of instances and where feature selection is used to extract meaningful rules from the available data.
The experiments for the first case were conducted on Central Nervous System (CNS), a large data set concerned with the prediction of central nervous system embryonal tumor outcome based on gene expression. This data set includes 60 samples containing 39 medulloblastoma survivors and 21 treatment failures. These samples are described by 7129 genes (Pomeroy et al., 2002) . We consider also the Leukemia microarry gene expression dataset that consists of 72 samples which are all acute leukemia patients, either acute lymphoblastic leukemia (47 ALL) or acute myelogenous leukemia (25 AML). The total number of genes to be tested is 7129. (Golub et al., 1999) For the second case two credit datasets are used, the German and the Tunisian credit dataset. The German credit dataset covers a sample of 1000 credit consumers where 700 instances are creditworthy and 300 are not. For each applicant, 21 numeric input variables are available .i.e. 7 numerical, 13 categorical and a target attribute. The Tunisian dataset covers a sample of 2970 instances of credit consumers where 2523 instances are creditworthy and 446 are not. Each credit applicant is described by a binary target variable and a set of 22 input variables were 11 features are numerical and 11 are categorical. Table 2 displays the characteristics of the datasets that have been used for evaluation. 
Feature Rankers
We investigated three different filter selection algorithms from the category of rankers, Relief algorithm (Kira and Rendell, 1992) , Correlation-based feature selection (CFS) (Hall, 2000) and Information gain (IG) (Quinlan, 1993) . These algorithms are available in Weka 3.7.0 machine learning package (Bouckaert et al., 2009) . Relief algorithm evaluates each feature by its ability to distinguish the neighboring instances. It randomly samples the instances and checks the instances of the same and different classes that are near to each other.
Correlation-based Feature Selection (CFS) looks for feature subsets based on the degree of redundancy among the features. The objective is to find the feature subsets that are individually highly correlated with the class but have low inter-correlation. The subset evaluators use a numeric measure, such as conditional entropy, to guide the search iteratively and add features that have the highest correlation with the class.
Information gain (IG) measures the number of bits of information obtained for class prediction by knowing the presence or absence of a feature.
Classification Algorithms and Performance Metrics
We trained our approach using three well-known data mining algorithms, namely Decision trees, Support vector machines and The K-nearest-neighbor. These algorithms are available in Weka 3.7.0 machine learning package (Bouckaert et al., 2009 ). To evaluate the classification performance of each setting and perform comparisons, we used several characteristics of classification performance all derived from the confusion matrix (Okun, 2011) . We define briefly these evaluation metrics.
The precision is the percentage of positive predictions that are correct. The Recall (or sensitivity) is the percentage of positive labeled instances that were predicted as positive. The F-measure can be interpreted as a weighted average of the precision and recall. It reaches its best value at 1 and worst score at 0.
The cited performance measures are obtained when the cut-off is 0.5. However, changing this threshold might modify previous results. In this paper we use the AUC (the area under the ROC curve) as graphical tool to evaluate the effect of selected features on classification models (Ferri et al., 2009 ).
RESULTS
Tables 3-5 report on the performances achieved by DT, SVM and KNN algorithms using the individual filters, mean aggregation and genetic algorithm. In general the discussed feature selection approaches perform well for selecting relevant features either for small or high data dimensionality. There is obviously a strong similarity in the feature sets selected by different approaches. A more detailed picture of the achieved results shows that the precision of aggregation approaches is better than most of the studied filters. Consistent with the theoretical analysis for feature selection, the fusion approach usually outperforms single filters. However, we should consider individual results to confirm the superiority of our approach.
For information filtering as feature selection problems, one cares the most about both the precision and the recall of the classification using individual and ensemble feature selection methods. F-measure is the metric of choice for considering both together.
For the German dataset, in all cases the filters aggregation gives better performance than individual feature selection methods. For DT, the genetic algorithm (GA) both with Kendall and Spearman distances gives better results than the mean aggregation technique but it is not always true when taking ROC area as a performance metric.
The outperformance of GA is also noticeable for KNN classifier when comparing recall and F-measure performance metrics. However for SVM classifier, mean aggregation gives better results than GA. We note also that for this dataset that GA either with Kendall or Spearman distance functions gives the same results.
Results of the Tunisian dataset given in Table 3 show that for DT classifier, the mean aggregation technique outperforms GA aggregation. However, when using SVM classifier, GA is better with competitive results between the two distance functions. GA with Spearman distance function is the best aggregation technique with KNN classifier and this for all performance criteria. Kendall and mean aggregation have similar results with a slight superiority of precision and ROC area for mean aggregation technique.
For Leukemia dataset, GA with Kendall distance gives the best results when a DT algorithm is trained. It is followed by Spearman GA. Best results are also given by Kendall for SVM classifier. Mean aggregation and Kendall give the same and best results with KNN classifier. Table 5 shows results of the CNS dataset. For this To summarize, we can notice that the achieved results show that the fusion performance is either superior to or at least as good as individual filter methods. This confirms the theoretical assumption that rank aggregation provides the means of combining information from individual filtering methods and at the same time overcome their weakness.
CONCLUSIONS
In this paper we present an overview of some of the available ranking feature selection approaches. To get the best results of all available alternatives, we combine their results using rank aggregation. We demonstrate that our rank aggregation algorithm can be used to efficiently select important features based on different filtering criteria. We effectively combine the ranks of a set of filter methods via a weighted aggregation that optimizes a distance criterion using genetic algorithm. We illustrate our procedure using four real datasets from biological and financial fields.
