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Abstract: In this work we develop analytical techniques to address, in the high-storage regime,
phase diagrams for a broad class of neural networks (whose cost functions may include various,
polynomial, contributions both in the neurons and the patterns, hence dense). The techniques
translate the original statistical-mechanical problem into a pure analytical mechanical one which
implies solving a set of partial differential equations, rather than tackling the canonical probabilistic
route. We test the methods on the classical Hopfield model – where the cost function includes
only two-body interactions (i.e., pairwise, quadratic terms) – and on the “relativistic” Hopfield
model – where the (expansion of the) cost function includes (infinite) p-body (i.e., of degree p)
contributions. Interestingly, the latter shares deep similarities with the dense associative memories
proposed by Krotov & Hopfield as a benchmark to test the emerging capabilities of modern neural
network architectures. Under the replica symmetric assumption, we paint the phase diagrams of
these models by obtaining the explicit expression of their (quenched) free energy as a function
of the natural order parameters of the theory as the tunable one (e.g. noise level and memory
storage) may vary. Further, since for non-pairwise models ergodicity breaking is non necessarily a
critical phenomenon, we also develop a systematic fluctuation analysis to find out that standard
criticality is yet preserved. Aiming for overall global coherence, we finally check that -in the proper
limits- classical scenarios (e.g., the Amit-Gutfreund-Sompolinsky theory) are recovered as they
should.
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1 Introduction
In the last few years, the introduction of a new-generation of computational devices [26, 59], the
development of more performing learning schemes [46, 57] and the genesis of massive storage repos-
itories in clouds allowing efficient training [38, 65] naturally raised the quest for appropriate mathe-
matical tools and frameworks able to describe, address and possibly explain the related information
processing capabilities [46].
Since the 80s’, the statistical mechanics of spin glasses [49] has been playing a primary role in the
investigation of neural networks, as for both their learning skills [12, 60] and their retrieval prop-
erties [9, 27]. Along the past decades, beyond the bulk of results achieved via heuristic approaches
like the replica trick [9, 49], a considerable amount of rigorous results exploiting alternative routes
was also developed (see e.g. [2, 5, 17, 18, 20–22, 31–33, 54, 55, 61, 62] and references therein).
This paper goes in the last direction and aims bridging between a statistical-mechanics-based ap-
proach and a PDE-based approach, the latter possibly more familiar to a wider community. In
particular, we shall focus on the Hopfield model (as a reference framework) and its “relativistic”
generalization (whose examination, confined to the low-storage regime, started in [14]). The latter,
exhibiting a cost functions that is an (infinite and convergent) series of monomial in the micro-
scopic variables (i.e., the neural activities) offers not only a perfect “playground” where testing our
methods, but also an interesting example of dense architectures [44, 45]. The PDE-based approach
is obtained by translating the statistical-mechanics problem into a mechanical framework in such
a way that the variational principles in statistical mechanics (e.g. maximum entropy and minimal
energy) correspond to the least-action principle in analytical mechanics: this route was already
paved for ferromagnetic models [16, 19, 23], for spin glasses [13, 15, 35] and for (simpler) neural
networks [2, 14]. A main advantage is that it allows solving for the free energy of statistical mechan-
ics models by extensively relying upon techniques originally developed in the analytical counterpart
(i.e. mainly PDE techniques) almost without any knowledge of the statistical mechanics of complex
systems.
We stress that in this work we deal with models in the high-storage regime, namely, we set the
number P of stored patterns to be retrieved scaling linearly with the number N of neurons making
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up the network, i.e. the capacity α := limN→∞ P/N is non vanishing. This regime is notoriously
difficult to handle rigorously given the emergence of glassy phenomena impairing the retrieval
capabilities of the system. In fact, the “relativistic” Hopfield model has already been addressed in
the low-storage regime, namely when α = 0, while when α > 0 the control of the model through
the mechanical analogy was still unsatisfactory [14]. Here we overcome that flaw generalizing the
Guerra’s interpolation technique in order to be able to work with a broad class of Hamiltonians,
also partially covering the family of the so-called Dense Associative Networks proposed by Krotov
and Hopfield as theoretical benchmarks to test information processing skills for the novel generation
of Artificial Intelligence devices [44, 45], see also [7, 8].
This paper is structured as follows: as a preamble, in Sec. 2, we solve the classical Hopfield model in
the high storage regime via the mechanical analogy and re-obtain, by a PDE-based perspective, the
standard Amit-Gutfreund-Sompolinsky quenched free energy and related self-consistencies for the
order parameters [9] (note that, while in the original statistical mechanical setting this result emerges
trough a rather tricky and lengthy procedure, here it is just an almost trivial exercise). In Sec. 3 the
“relativistic” Hopfield model in the high-storage regime is introduced and embedded in its statistical
mechanical framework. In Sec. 4, by relying upon a generalization of the mechanical analogy, we
calculate explicitly its quenched free energy (at the replica symmetric level, as standard) and we
provide a first picture of the phase diagram of the model. Next, in Sec. 5, we study the fluctuations
of the order parameters to inspect ergodicity breaking and its possible critical nature. By combining
results stemmed by Secs. 4 and 5 a full, robust and consistent, picture of the phase diagram of the
relativistic model is finally obtained. Next, Sec. 6 is left for conclusions and speculations on the
broad applicability of these new mathematical techniques.
2 Prelude: the classic Hopfield network via the mechanical analogy
The Hopfield model is the prototype model for neural networks performing pattern recognition;
soon after the seminal paper by J.J. Hopfield [39], its pioneering statistical-mechanical analysis by
Amit, Gutfreund and Sompolinsky [10, 11] highlighted a very rich phenomenology which prompted
to an upsurge of interest among physicists and mathematicians. Yet, as this kind of investigation
was strongly grounded on frustrated systems with quenched disorder (i.e. spin-glasses, typically
studied just in some fields of Theoretical Physics and Applied Mathematics), the quest for other
routes for its investigation, possibly more widespread, has arisen: hereafter we solve for the free
energy of the Hopfield model by relying only on classical PDE theory, standard in many transport
problems.
In the next definitions we introduce the fundamental quantities we will have to deal with.
Definition 1. Set α ∈ R+ and let σ ∈ {−1,+1}N be a configuration of N binary neurons. Given
P = αN random patterns {ξµ}µ=1,...,P , each of length N and equipped with digital entries identically
and independently drawn with probability P (ξµi = +1) = P (ξ
µ
i = −1) = 1/2, the classical Hopfield
cost-function (or “Hamiltonian” to preserve a physical jargon) is
HN (σ|ξ) := − 1
2N
P∑
µ=1
N,N∑
i,j=1
ξµi ξ
µ
j σiσj . (2.1)
Definition 2. The partition function related to the cost-function (1) is given by
ZN (β, ξ) :=
∑
{σ}
e−βHN (σ|ξ) =
∑
{σ}
exp

 β
2N
P∑
µ=1
N,N∑
i,j=1
ξµi ξ
µ
j σiσj

 (2.2)
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where β ≥ 0 is a real number accounting for the fast noise in the network [9] (or “inverse temper-
ature”), such that for β → 0 network’s dynamics is a hopeless random walk while for β → ∞ it
becomes a deterministic steepest descent toward (eventually local) minima of the cost function (1)
that, in the latter scenario, plays as a Lyapounov function.
Definition 3. The quenched pressure of the classical Hopfield model is defined as
A(α, β) := lim
N→∞
AN (α, β), AN (α, β) :=
1
N
E logZN (β, ξ), (2.3)
where E is the quenched averaging operator, which acts on the realization of the ξ’s.
Remark 1. The quenched pressure AN (β) is equivalent to the quenched free-energy FN (β), a
constant apart, namely AN (β) = −FN (β)/β and here it is chosen for mathematical convenience.
Definition 4. The Boltzmann average induced by the partition function (2) is denoted with ωξ and,
for an arbitrary observable O(σ), is defined as
ωξ(O) :=
∑
σ O(σ)e
−βHN (σ|ξ)
ZN(β, ξ)
. (2.4)
This can be further averaged over the realizations of the ξ to get
〈O〉 := Eωξ(g). (2.5)
We also introduce the product state Ωs,ξ = ω
(1)
ξ × ω(2)ξ × ... × ω(s)ξ over s replicas of the system,
characterized by the same realization ξ of disorder. In particular, we shall just use the product state
over two replicas hence we shall neglect the index s without ambiguity; also, to lighten the notation,
we shall also omit the subscript ξ in ωξ and in Ωξ. Thus, for an arbitrary observable O(σ
(1),σ(2))
〈O〉 := EΩ(O) = E
∑
σ O(σ
(1),σ(2))e−β[HN (σ
(1)|ξ)+HN (σ(2)|ξ)]
Z2N (β, ξ)
, (2.6)
where σ(1,2) is the configuration pertaining to the replica labelled as 1, 2.
Remark 2. In the following we shall exploit the universality property of the quenched noise in
spin-glasses [24, 34], namely, as far as noise is concerned, whatever the nature of the pattern
entries (e.g. digital as Boolean or analog as Gaussian), provided that their distribution is centered,
symmetrical and with finite variance, they ultimately provide analogous contribution to the structure
of the quenched noise in the pressure (2.3) in the infinite volume limit (N →∞).
Note that such a property is not guarantee in the low storage regime (as it requires the overlaps into
play) [2, 14].
Thus, focusing on pure state retrievals, we will assume that ξ1 is a Boolean vector of N entries,
while ξµ, µ = 2, ..., P are real vectors whose N entries are i.i.d. standard Gaussian. Accordingly,
the average E acts as a Boolean average over ξ1 and as a Gaussian average over ξ2 · · · ξP .
Definition 5. Once introduced five real interpolating parameters (t, x, y, z, w) and N +P auxiliary
quenched i.i.d. random variables Ji ∼ N [0, 1], i ∈ (1, ..., N) and J˜µ ∼ N [0, 1], µ ∈ (1, ..., P ), the
interpolating pressure -namely the Guerra’s action- for the classical Hopfield model in the high
storage regime is defined as
AN (t, x, y, z, w) = 1
N
E log
∑
σ
∫
Dτ exp
[ √t√
N
N,P∑
i,µ>1
ξµi σiτµ +
tN
2
m2(σ) +
√
x
∑
i
Jiσi+
+
√
y
∑
µ
J˜µτµ + z
∑
µ
τ2µ
2
+ wNm(σ)
]
,
(2.7)
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where m(σ) =
∑
i ξ
1
i σi/N is the standard Mattis magnetization associated to the first pattern (see
the next definition), Dτ := exp(−∑Pµ=1 τ2µ/2)/(√2pi)P is the standard Gaussian measure over the
P real auxiliary variables τµ, µ ∈ (1, ..., P ), and the expectation E is now meant over ξ, J , and J˜ .
Remark 3. Notice that for t = β and x, y, z, w = 0 (after a trivial Gaussian integration over the
τ variables) the Guerra Action (2.7) gets back to (2.3), namely AN (t = β, x = 0, y = 0, z = 0, w =
0) = AN (α, β).
Definition 6. The order parameters that we use to solve the model are the standard ones [9, 27],
namely the Mattis magnetization m(σ|ξ) (to quantify the retrieval capabilities of the network) and
the two-replica overlaps in the σ’s variables, referred to as qab(σ) and in the τ ’s variables, referred
to as pab(τ ), (to quantify the level of the noise the network must afford when performing pattern
recognition), defined as follows:
m(σ) := m(σ|ξ) = 1
N
N∑
i=1
ξ11σi, (2.8)
qab(σ) :=
1
N
N∑
i=1
σai σ
b
i , (2.9)
pab(τ ) :=
1
P
P∑
µ=1
τaµτ
b
µ, (2.10)
Remark 4. The partial derivatives of the Guerra Action (2.7) w.r.t. t, x, y, z give the following
expectation values:
∂AN
∂t
=
α
2
[〈p11〉t,x,y,z,w − 〈p12q12〉t,x,y,z,w] + 1
2
E〈m2〉t,x,y,z,w (2.11)
∂AN
∂x
=
1
2
[
1− 〈q12〉t,x,y,z,w
]
, (2.12)
∂AN
∂y
=
α
2
[〈p11〉t,x,y,z,w − 〈p12〉t,x,y,z,w], (2.13)
∂AN
∂z
=
α
2
〈p11〉t,x,y,z,w, (2.14)
∂AN
∂w
= 〈m〉t,x,y,z,w, (2.15)
where 〈·〉t,x,y,z,w := Eωt,x,y,z,w(·) and ωt,x,y,z,w(·) is the Boltzmann average stemming from the
interpolating system.
The partial derivatives defined above can be combined in order to obtain the next
Theorem 1. The Guerra Action (2.7) obeys to the following PDE:
∂AN
∂t
− αp¯∂AN
∂x
− q¯ ∂AN
∂y
− (1 − q¯)∂AN
∂z
− m¯∂AN
∂w
= −1
2
m¯2 − α
2
p¯(1 − q¯) + VN , (2.16)
where all the parameters equipped with a bar are defined as the (replica symmetric) thermodynamic
equilibrium quantities, namely
m¯ = lim
N→∞
〈m〉, p¯ = lim
N→∞
〈p12〉, q¯ = lim
N→∞
E〈q12〉, (2.17)
while the potential VN is defined as
VN (t, x, y, z, w) := 1
2
〈∆m2〉t,x,y,z,w − α
2
〈∆q12 ∆p12〉t,x,y,z,w, (2.18)
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with the ∆ operator defined as
∆X := X − lim
N→∞
〈X〉t,x,y,z,w. (2.19)
Proof. The proof works by direct use of equations (2.11)-(2.15). Indeed, by applying the decompo-
sitions
〈p12q12〉t,x,y,z,w = −p¯q¯ + q〈p12〉t,x,y,z,w + p〈q12〉t,x,y,z,w + 〈∆p12∆q12〉t,x,y,z,w, (2.20)
〈m2〉t,x,y,z,w = −m¯2 + 2m¯〈m〉t,x,y,z,w + 〈∆m2〉t,x,y,z,w, (2.21)
to (2.11) we obtain
∂AN
∂t
=
α
2
〈p11〉t,x,y,z,w − α
2
[− p¯q¯ + q〈p12〉t,x,y,z,w + p〈q12〉t,x,y,z,w + 〈∆p12∆q12〉t,x,y,z,w]− 1
2
m¯2+
+ m¯〈m〉t,x,y,z,w + 1
2
〈∆m2〉t,x,y,z,w,
(2.22)
which can, in turn, be written in terms of derivatives (2.12)-(2.15): the remaining expectation
values are all terms containing solely fluctuations and thus, in the thermodynamic limit, these can
be discarded under the replica symmetric ansatz.
Proposition 1. Under the replica symmetric assumption we take VN N→∞−→ 0, and the PDE (2.16)
becomes the standard transport equation:
∂A
∂t
− αp¯∂A
∂x
− q¯ ∂A
∂y
− (1 − q¯)∂A
∂z
− m¯∂A
∂w
= −1
2
m¯2 − α
2
p¯(1− q¯), (2.23)
where we omitted the subscript N to highlight the underlying thermodynamic limit.
Proof. Under the replica-symmetry assumption, 〈O(∆2)〉 N→∞−→ 0 and this can be extended to the
generalized Boltzmann averages as 〈O(∆2)〉t,x,y,z,w N→∞−→ 0. In fact, since the replica-symmetry is
assumed in the system corresponding to t = β, x = y = z = w = 0, and since it trivially holds for
the system corresponding to t = 0 and arbitrary x, y, z, w (as only one-body interactions occur),
one can extend the property over the whole range of the interpolating parameter t. Then, using
〈O(∆2)〉t,x,y,z,w N→∞−→ 0, one has VN N→∞−→ 0 that, used in (2.16), immediately gives the proof.
Proposition 2. The replica symmetric Guerra Action is given by
A(t, x, y, z, w) = log 2 + E log cosh(m¯t+ w + J√αp¯t+ x)− α
2
log
[
1− (1− q¯)t− z]+
+
α
2
q¯t+ y
1− (1 − q¯)t− z −
t
2
m¯2 − αt
2
p¯(1− q¯).
(2.24)
Proof. The aforementioned transport equation (2.23) can be readily solved by the method of char-
acteristics which gives
A(t, x, y, z, w) = A(0, x0, y0, z0, w0)− t
2
m¯2 − αt
2
p¯(1− q¯), (2.25)
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where
x0 = αp¯t+ x,
y0 = q¯t+ y,
z0 = (1 − q¯)t+ z,
w0 = m¯t+ w,
(2.26)
and the initial condition A(0, x0, y0, z0, w0) can be explicitly obtained by using (2.7), indeed at
t = 0 we get
A0 = lim
N→∞
1
N
E log
∑
σ
∫
Dτ exp
[√
x0
∑
i
Jiσi +
√
y0
∑
µ
J˜µτµ + z0
∑
µ
τ2µ
2
+ w0Nm(σ)
]
=
= log 2 + E log cosh(w0 + J
√
x0)− α
2
log(1− z0) + α
2
y0
1− z0 .
(2.27)
Theorem 2. The replica symmetric quenched pressure for the classical Hopfield model in the high
storage limit is correctly recovered in the exploited mechanical analogy and reads as
ARS(β) = log 2 + E log cosh(βm¯+ J
√
αβp¯)− α
2
log
[
1− β(1− q¯)] − αβ
2
p¯(1− q¯)+
+
α
2
βq¯
1− β(1 − q¯) −
β
2
m¯2.
(2.28)
Proof. By posing t = β and x, y, z, w = 0 we recover the original model and the standard intensive
pressure (2.7). Notice that in (2.28) the expectation E acts on the Gaussian variable J .
Obviously, as the expression obtained for the free energy coincides with that originally provided by
Amit, Gutfreund and Sompolinsky [10, 11], all the properties of the network can be automatically
imported from their picture [9].
3 The relativistic Hopfield network
The “relativistic” Hopfield model has been introduced in [14], where its investigation was restricted
to the low storage (see also [3]) as the high storage was not addressable with the previous tech-
niques. The choice of the appellation “relativistic” is simple to be understood via the mechanical
analogy: we saw that the standard Hopfield model [9, 39] has an Hamiltonian representation as
HN (σ|ξ) ∼ −N
∑P
µ=1m
2
µ/2 (see the cost function (1)). In the mechanical analogy [14], the statis-
tical mechanical picture of the Hopfield model is mapped into the dynamics of a fictitious particle
of unitary mass, into a P + 1 Minkowsky space: in this analogy the Mattis magnetization plays
the role of the momentum, and the Hopfield Hamiltonian (1) reads as the (classical) kinetic energy
for this particle. As the underlying metric of the space-time is Minkowskian, it is quite natural to
generalize the classical expression of the kinetic energy into its relativistic counterpart.
Definition 7. Being σ ∈ {−1,+1}N a configuration of N binary neurons and given P = αN
random patterns ξµ of length N , equipped with digital entries, drawn from probability P (ξµi =
+1) = P (ξµi = −1) = 1/2, the relativistic Hopfield cost-function (or Hamiltonian to preserve a
physical jargon) is
HrelN (σ|ξ, λ) := HN (σ|ξ, λ) = −
N
λ
√√√√1 + λ P∑
µ=1
m2µ. (3.1)
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Note that, as in [14], we introduced an additional parameter λ ∈ R+ that, for λ = 1 returns the
pure relativistic scenario, while for λ 6= 1 enriches the network’s computational skills (that will
not be deepened here as they have already been addressed in [14], while we here focus solely on the
mathematical backbone of the theory)..
Remark 5. By expanding the relativistic model around its classical limit we obtain
HN (σ|ξ, λ)
N
∼ 1
λ
− 1
2N2
N,N∑
i,j
(
P∑
µ=1
ξµi ξ
µ
j )σiσj+
λ
8N4
N,N,N,N∑
i,j,k,l
(
P∑
µ=1
ξµi ξ
µ
j )(
P∑
ν=1
ξνi ξ
ν
j )σiσjσkσl+... (3.2)
namely a series of (denser and denser) associative networks strongly resembling the Hopfield and
Krotov family [44, 45].
Note also the alternate signs of the terms making up the series: the attractive ones contribute to
memory storage, while the repulsive ones contribute to memory erasure [14, 33, 53].
Definition 8. The infinite volume limit of the quenched pressure of the relativistic Hopfield network,
Arel(α, β, λ), can be written in terms of the partition function of the model ZrelN (ξ, β, λ) as
Arel(α, β, λ) := A(α, β, λ) = lim
N→∞
AN (α, β, λ) = lim
N→∞
1
N
E lnZN (ξ, β, λ), (3.3)
ZrelN (ξ, β, λ) := ZN (ξ, β, λ)
∑
{σ}
exp (−βHN (σ|ξ, λ)) . (3.4)
As in the previous section, we use the subscript N to stress that we are working at finite size,
while when we omit it we mean that we are evaluating quantities in the thermodynamic limit (e.g.
A(α, β, λ) = limN→∞AN (α, β, λ).
Definition 9. Given O as a generic function of the neurons, we define the Boltzmann average
ωξ(O), its replicated product state over s replicas Ω and its quenched expectation 〈O〉 respectively as
ωξ(O) :=
∑
{σ}O(σ)e
−βHN (σ|ξ,λ)
ZN (ξ, β, λ)
, (3.5)
Ω(O) := ω
(1)
ξ (O) × ω(2)ξ (O)× ...× ω(s)ξ (O), (3.6)
〈O〉 := EΩ(O). (3.7)
In the next section, we will exploit a novel interpolation strategy to obtain an explicit expression
of the quenched pressure of this model, then, in Sec. 5, preserving the same interpolation (but
focusing on the variances of the order parameters rather than the pressure), we will provide a
detailed picture of its (eventually critical) behavior.
4 The mechanical generalization of Guerra’s interpolation scheme
In this Section we achieve the replica symmetric expression for the quenched free energy of the
relativistic Hopfield model again exploiting a PDE-based approach. The main problem here consists
in the fact that the cost function is not monomial in its degrees of freedom {σi}i=1,...,N (as the
classical counterpart), rather it is a (convergent) infinite polynomial series (see eq. (3.2)). In order
to deal with this, we take advantage of the integral representation of the Dirac delta directly on the
cost function (3.1), rather than on the order parameters as usual [27]. This is represented by the
following
– 7 –
Proposition 3. Given HN (σ, ξ) as in eq. (3.1), the following integral representation of its partition
function holds
ZN (ξ, β, λ) =
∑
{σ}
exp

−βN
λ
√√√√√1 + λ
N2
P∑
µ=1
(
N∑
i=1
ξµi σi
)2 =
=
∑
{σ}
∫
dXδ

X − 1
N2
P,N,N∑
µ,i,j=1
ξµi ξ
µ
j σiσj

 e(βNλ √1+λX) =
=
∑
{σ}
∫
dX dK exp

βN
λ
√
1 + λX + iKX − iKβ
N2
P,N,N∑
µ,i,j=1
ξµi ξ
µ
j σiσj

 .
(4.1)
Proof. The proof works by brute force and direct construction.
Then, we can proceed as standard [27], i.e., by rescaling K → iβN2 K we can write eq. (4.1) as
ZN(ξ, β, λ) =
∑
{σ}
∫
dX dK exp

βN
λ
√
1 + λX − KXβN
2
+
Kβ
2N
P,N,N∑
µ,i,j=1
ξµi ξ
µ
j σiσj


=
∑
{σ}
∫
dX dK Dz exp
[
βN
λ
√
1 + λX − KXβN
2
+
+
βN
2
(√
K
N
N∑
i=1
ξ1i σi
)2
+
√
βK
N
P∑
µ=2
N∑
i=1
ξµi σ
N
i=1zµ
]
.
(4.2)
Note that, in the last passage, we split the signal, carried by m1 with no loss of generality, and
the (quenched) noise stemming from all the remaining patterns (µ > 1). We also disregarded the
pre-factors in Z (given by the integral form of Dirac’s delta and by the rescaling) since they vanish
in the thermodynamic limit where are interested in.
Definition 10. The order parameters needed to handle the model (3.1) are the natural relativis-
tic extension of the standard ones, namely the Mattis magnetization and the two-replica overlaps
introduced in Definition 6 and they are defined as follows:
m1 :=
√
K
N
∑
i
ξ1i σi, (4.3)
qab :=
√
KaKb
∑
i
σai σ
b
i , (4.4)
pab :=
∑
µ
zaµz
b
µ. (4.5)
We can now discuss our interpolation strategy.
Definition 11. Once introduced a scalar interpolating parameter t ∈ [0, 1], N+P auxiliary quenched
i.i.d. random variables Ji ∼ N [0, 1], i ∈ (1, ..., N) and J˜µ ∼ N [0, 1], µ ∈ (1, ..., P ), and four real
constants Cm, Cσ, Cz and Vz (whose explicit values will be set a posteriori), we define the Guerra
– 8 –
Generalized Action AN (t) as
AN (t) = 1
N
E ln
2N∑
σ
∫
dX dK Dz exp
[βN
λ
√
1 + λX − KXβN
2
+ t
βN
2
m21+
+ (1− t)CmNm1 +
√
t
√
β
N
P,N∑
µ,i
ξµi
√
Kσizµ +
√
1− t(Cσ
N∑
i
Ji
√
Kσi+
+ Cz
∑
µ
J˜µzµ) + (1 − t)Vz
∑
µ
z2µ/2 +
(1− t)
2
VσNK
]
,
(4.6)
where now E averages over all the quenched random variables involved in the above expression.
Remark 6. Note that, for t = 1, in the thermodynamic limit, the Guerra Generalized Action
matches the quenched pressure of the relativistic Hopfield network, i.e. limN→∞A(t = 1) =
A(α, β, λ), while for t = 0 the above framework reduces to an ensemble of factorized single-bodies
experiencing fields, whose integration is straightforward.
Remark 7. Note further that, as in the previous section dealing with the classical Hopfield model,
as this kind of neural networks are spin-glasses (in a statistical mechanical jargon), while we keep
the signal Boolean, we use the universality property holding for the quenched noise and consider
all the other random contribution to be Gaussian with no loss of generality (in the thermodynamic
limit, where all our results lie) [34].
Proposition 4. The explicit expression of the infinite volume limit of the quenched pressure of
the “relativistic” Hopfield network, in terms of the natural order parameters of the theory, can be
obtained via the Fundamental Theorem of Calculus as
A(α, β, λ) = lim
N→∞
AN (t = 1) = lim
N→∞
(
AN (t = 0) +
∫ 1
0
dAN
dt
∣∣∣∣
t=t′
dt′
)
. (4.7)
Hence, we are left to evaluate the t-derivative of the Guerra Generalized Action (and than its
back-integration) and to evaluate the related Cauchy condition at t = 0: we stress that we are
interested in evaluating these quantities in the infinite volume limit (where, under the replica sym-
metric ansatz, fluctuations of the order parameters vanish).
Let us calculate the streaming, namely the t-derivative of the Guerra Generalized Action:
Proposition 5. In the infinite volume limit, the t-derivative of the Guerra Generalized Action,
under the replica symmetric ansatz, reads as
dA(t)
dt
=− β
2
m¯2 − βα
2
(PQ− pq). (4.8)
Proof. The proof starts via brute force evaluation of the t-derivative of AN (t), to get
dAN (t)
dt
=
1
N
[
βN
2
〈m21〉t +
β
2N
P,N∑
µ,i
(
〈Kz2µ〉t − 〈
√
Kσizµ〉2t
)
− CmN〈m1〉t − Vz
2
P∑
µ
〈z2µ〉t+
− C
2
σ
2
∑
i
(
〈K〉t − 〈
√
Kσi〉2t
)
− VσN
2
〈K〉t − C
2
z
2
P∑
u
(〈z2µ〉t − 〈zµ〉2t )
]
,
(4.9)
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where 〈·〉t generalizes (3.7) to the interpolating framework (4.6) and 〈·〉t=1 = 〈·〉. Using the order
parameters (4.3), the streaming becomes
dAN (t)
dt
=
[β
2
〈m21〉t +
βα
2
〈q11p11〉t − βα
2
〈q12p12〉t − Cm〈m1〉t − Vzα
2
〈p11〉t+
− C
2
σ
2
〈q11〉t + C
2
σ
2
〈q12〉t − Vσ
2
〈q11〉t − αC
2
z
2
〈p11〉t + αC
2
z
2
〈p12〉t
]
.
(4.10)
Now we use the replica symmetry assumption by centering each order parameter on its mean value
(denoted by a bar, e.g. m → m¯, q → q¯, p → p¯) plus a fluctuation around that mean (e.g.,
∆m, ∆q, ∆p) and neglecting the latter in the infinite volume limit (i.e. limN→∞〈∆m2〉 = 0 and
limN→∞〈∆q∆p〉 = 01). In formulae:
〈m21〉 = 〈(m¯+∆m2)〉 = −m¯2 + 2m¯〈m1〉+ 〈∆m2〉, (4.11)
〈q12p12〉 = 〈(q¯ +∆q)(p¯+∆p)〉 = −q¯p¯+ p¯〈q12〉+ q¯〈p12〉+ 〈∆q∆p〉, (4.12)
〈q11p11〉 = 〈(Q¯ +∆Q)(P¯ +∆P )〉 = −Q¯P¯ + P¯ 〈q11〉+ Q¯〈p11〉+ 〈∆Q∆P 〉. (4.13)
In the infinite volume limit, the t-streaming of the Guerra Generalized Action thus reads as
dA(t)
dt
=− β
2
m¯2 − βα
2
(PQ− pq) +
[
βm¯〈m1〉t + βα
2
Q〈p11〉t + βα
2
P 〈q11〉t − βα
2
q〈p12〉t+
− βα
2
p〈q12〉t − Cm〈m1〉t − Vzα
2
〈p11〉t − C
2
σ
2
〈q11〉t + C
2
σ
2
〈q12〉t − Vσ
2
〈q11〉t+
− αC
2
z
2
〈p11〉t + αC
2
z
2
〈p12〉t
]
,
(4.14)
and, by choosing Cm = βm¯, Cσ =
√
αβp¯, Cz =
√
βq¯ , Vz = β(Q¯ − q¯) and Vσ = βα(P¯ − p¯), we can
simplify further the streaming obtaining the statement of the proposition
We can now turn to the evaluation of the Cauchy condition.
Proposition 6. In the infinite volume limit, the Cauchy condition of the Guerra Generalized
Action, under the replica symmetric ansatz, namely A(t = 0), reads as
A(t = 0) = log 2− βKX
2
+
βα
2
K(P − p) + β
λ
√
1 + λX + E log cosh
[
βm
√
K + y
√
βαpK
]
− α
2
log
[
1− β(Q− q)] + α
2
βq
1− β(Q − q) .
(4.15)
Proof. For the evaluation of A(t = 0), we can directly and systematically perform Gaussian inte-
gration as the probabilistic structure underlying A(t = 0) is factorized in the σ and the z (it is a
trivial one-body calculation) and then by explicitly sending N →∞, overall getting the r.h.s. of eq.
(4.15).
We are thus ready to state the main
Theorem 3. The infinite volume limit of the replica symmetric expression of the quenched pressure
of the “relativistic” Hopfield model in the high storage regime reads as
ARS(α, β, λ) = log 2− βK
2
m¯2 − βαK
2
p(1− q)− βKX
2
+
β
λ
√
1 + λX +
α
2
βKq
1− βK(1− q)+
+ Ey log cosh
[
βmK + y
√
βαpK
]
− α
2
log
[
1− βK(1− q)] (4.16)
1Note that, as this model is not convex nor in q neither in p [4, 17], we obtain the replica symmetric expression
as an approximation rather than a bound, at difference w.r.t. standard spin-glasses [36].
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whose extremization returns the following self-consistencies for the order parameters
K =
1√
1 + λX
, (4.17)
X = m¯2 + αp¯(1 − q¯) + α
1−Kβ(1− q¯) , (4.18)
q¯ = Ey tanh
2
(
Kβm¯+ y
√
Kαβp¯
)
, (4.19)
p¯ =
Kβq¯
(1 −Kβ(1− q¯))2 , (4.20)
m¯ = Ey tanh
(
Kβm¯+ y
√
Kαβp¯
)
. (4.21)
Proof. By using the sum rule (4.7) and taking into account Proposition 5 and Proposition 6, yet in
the thermodynamic limit we can write
A(α, β, λ) = log 2− β
2
m¯2 − βα
2
[
P (Q−K) + p(K − q)
]
− βKX
2
+
β
λ
√
1 + λX+
+ E log cosh
[
βm
√
K + y
√
βαpK
]
− α
2
log
[
1− β(Q − q)]+ α
2
βq
1− β(Q − q) .
(4.22)
To return to classical order parameters, we first extremize the above expression w.r.t. P (obtaining
the trivial self-consistent condition Q = K), then we perform a rescaling q → Kq, m → √Km,
hence getting eq. 6.2. The self-consistency equations follow by blind extremization of the pressure
over the order parameters as standard.
Remark 8. By forcing α = 0 in the eq. (6.2) we recover the low storage scenario of the relativistic
Hopfield network [3, 14], as expected.
Remark 9. As it happens in Mechanics when performing the classical limit of a relativistic theory,
also here the classical limit of the quenched free energy (thus also of all the related quantities) of
the relativistic Hopfield model collapses to the classical Hopfield model addressed in Sec. 2.
5 Fluctuation theory, criticality and ergodicity breaking
When ergodicity breaks down, it is well known that pairwise models undergo a critical behavior
while pure p-spin models (e.g. a p = 4 spin glass) do not. In a statistical mechanical jargon, one
says that the former exhibits a second-order phase transition while the latter a first order phase
transition [9]. However, the relativistic model we are addressing in this paper is nor a pure pairwise
model neither a pure p-spin model, whence the quest for a deep analysis of ergodicity breaking,
which will be addressed hereafter. In order to accomplish this task, we focus on the two-replica
overlaps and, once centered them around their means, we study the evolution of their variances
(suitably amplified by their volumes, see Def. 12) in the space of the tunable parameters {α, β, λ}
to inspect if and where these diverge, eventually marking the onset of criticality.
The approach closely resembles the one exploited in the previous Section: we keep the interpolation
defined by the Guerra Generalized Action (4.6) and we use it to evaluate the averages of the order
parameters fluctuations and correlations at t = 1. As before, to achieve this result, we start the
evaluation at t = 0 (where a fictitious, but mathematically treatable, environment is experienced by
the neurons) and then propagate this solution up to t = 1 (where the real surrounding is perceived
by the neurons).
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Definition 12. Using (l,m) to label replicas, the centered and rescaled overlap fluctuations θlm and
ρlm are introduced as
θlm =
√
N
[
qlm − δlmQ− (1− δlm)q
]
,
ρlm =
√
P
[
plm − δlmP − (1− δlm)p
]
.
(5.1)
Proposition 7. Given O as a smooth function of s replica overlaps (q1, . . . , qs) and (p1, . . . , ps) ,
and using the notation dτ = (1/β
√
α)dt to simplify formulae, the following streaming equation holds
dτ 〈O〉 = 1
2
s∑
a,b
〈O · ga,b〉 − s
s∑
a=1
〈O · ga,s+1〉+ s(s+ 1)
2
〈O · gs+1,s+2〉 − s
2
〈O · gs+1,s+1〉. (5.2)
We will not report the proof of this proposition as passages are lengthy but rather standard (see
[1, 17]).
We are interested in finding, in the (α, β, λ) space, the critical surface for ergodicity breaking from
the high noise limit (where no correlations persist) we can treat θab, ρab as Gaussian variables with
zero mean (this allows us to apply Wick-Isserlis theorem inside the averages) and we also treat
both
√
Kσi and zµ as zero mean random variables (thus all averages involving uncoupled fields are
vanishing): this considerably simplifies the evaluation of the critical surface in the {α, β, λ} space.
We can thus reduce the analysis of the rescaled overlap fluctuations to
〈θ212〉t = A(t), 〈θ12ρ12〉t = D(t), 〈ρ212〉t = G(t),
〈θ211〉t = J(t), 〈θ11ρ11〉t = K(t), 〈ρ211〉t = L(t),
〈θ11ρ22〉t = Q(t), 〈θ11θ22〉t = R(t), 〈ρ11ρ22〉t = S(t).
(5.3)
As stated, the strategy is to evaluate 〈θ212〉t=1 as well as 〈θ12ρ12〉t=1 and 〈ρ212〉t=1 by calculating
their values at t = 0 (the Cauchy condition) and then propagating the solution up to t = 1 again via
the Fundamental Theorem of Calculus: the surface, in the {α, β, λ} space, where these quantities
diverge marks the onset of criticality and it is depicted by the next
Theorem 4. The ergodic region of the relativistic Hopfield model in the high storage is delimited
by the following critical surface in the (α, β, λ) space of the tunable parameters
βc =
1
1 +
√
α
√
1 + αλ[(α − 1)λ+ 2]
1 + αλ−√αλ . (5.4)
Proof. According to Proposition (7), by inspecting the t−evolution of A(t) = 〈θ212〉t, D(t) =
〈θ12ρ12〉t and G(t) = 〈ρ212〉t, we can write down the following system of coupled ODE
dτA = 2AD,
dτD = D
2 +AG,
dτG = 2GD.
(5.5)
Suitably combining A and G in (5.5) we can write
dτ ln
A
G
= 0 =⇒ A(τ) = r2G(τ), r2 = A(0)
G(0)
. (5.6)
Now we are left with
dτD = D
2 + r2G2,
dτG = 2GD.
(5.7)
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The trick here is to complete the square by summing dτD + rdτG, thus obtaining
dτY = Y
2,
Y = D + rG,
dτG = 2G(Y − rG).
(5.8)
The solution of the above system of coupled ODE is trivial and it is given by
Y (τ) =
Y0
1− τY0 , Y0 = D(0) +
√
A(0)G(0). (5.9)
Hence we are left with the evaluation of the correlations at t = 0: namely the Cauchy condition
related to the solution coded by eq. (5.9). To this task we introduce, inside the A(t = 0) term, a
one-body generating function of the momenta of z,
√
Kσ as follows
A(t = 0) = log
∑
{σ}
∫
Dz exp
[
βK
∑
µ
z2µ/2 +
∑
i
ji
√
Kσi +
∑
µ
Jµzµ
]
. (5.10)
For the sake of clearness, we highlight that the relevant terms in j, J are
A(t = 0) ∝
∑
i
log cosh(ji
√
K) +
1
2(1− βK)
∑
µ
J2µ. (5.11)
All the averages needed at t = 0 can now be calculated simply as its derivatives and after performing
the derivatives by setting (j = 0, J = 0). This operation leads to
D(t = 0) =
√
NP
(
∂jA
)2(
∂JA
)2∣∣∣
j,J=0
= 0,
A(t = 0) =
(
∂2jA
)2∣∣∣
j,J=0
= K2,
G(t = 0) =
(
∂2JA
)2∣∣∣
j,J=0
= (1− βK)−2.
(5.12)
Inserting this result in (5.9), we get
Y (τ) =
K
1−βK
1− τ K1−βK
. (5.13)
Upon evaluating Y (τ) for τ = β
√
αt at t = 1 we obtain
Y (t = 1) =
K
1−βK
1− β√α K1−βK
=
K
1− βK(1 +√α) . (5.14)
Since we are interested in obtaining the critical surface where ergodicity breaks down, namely where
fluctuations (i.e. Y (t = 1)) grow arbitrarily large, we can check where the denominator at the r.h.s.
of eq. (5.14) vanishes. This leads to
βc =
1
K(1 +
√
α)
, (5.15)
K =
1√
1 + λX
, (5.16)
X =
α
1−Kβc . (5.17)
The system above can be rearranged explicitly in order to get the critical surface βc(α, λ), as stated
in the theorem.
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Remark 10. The above expression, for λ = 1 (i.e. in the true relativistic framework), generalizes
the standard AGS critical line [9] and collapses to the latter in the classical limit as it should.
Remark 11. Note that, while in the classical limit the critical noise level diverges as βc ∼ √α,
here the relativistic framework forces the critical noise α to reach asymptotically the value α = 1.
Using the fluctuation theory, we were able to rigorously address the existence of a critical behavior
by explicitly providing the equation for the critical surface (see eq. 5.4). Now, we know that the
model still belongs to those displaying criticality and we can ask for consistency and try to get the
same result by Taylor-expanding the self-consistency (6.2) near q = 0 and m = 0. By keeping only
leading order terms for every parameter we write
K =
1√
1 + λX
, (5.18)
X = αp¯(1− q¯) + α
1−Kβ(1− q¯) ≈
α
1− βK , (5.19)
q¯ = Ey tanh
2
(
y
√
Kαβp¯
)
≈ Kαβp, (5.20)
p¯ =
Kβq¯
[1−Kβ(1 − q¯)]2 ≈
βKq
(1− βK)2 . (5.21)
After some rearrangements we get
K2 =
1− βK
1− βK + αλ (5.22)
βK =
1
1 +
√
α
(5.23)
which is easily solved and leads to the previous expression for the critical surface coded in eq.
(5.4).
6 Conclusions
This paper is devoted to the development of novel mathematical techniques aiming to deal with the
statistical mechanical picture of dense neural networks in general but, possibly, without extensively
relying upon the statistical mechanics of spin glasses, rather by making heavy usage of PDE theory.
We first addressed a paradigm, namely the classical Hopfield network, whose solution was recovered
by expliting a mechanical analogy and relying solely upon PDE techniques. The knowledge of
statistical mechanics of complex system is rather marginal in this novel setting and this may trigger
further research by applied mathematicians that are more familiar with PDE theory but possibly
less acquainted with spin glasses.
In the rest of the paper, we considered the “relativistic” Hopfield network as an archetype of dense
network and aimed for an explicit expression of its quenched free energy still by preserving a
mechanical setting. The cost-function of this model is no longer a simple monomial expression of
the neurons and the patterns and handling this cost-function required a non-trivial generalization
of the above PDE-based approach, yet the route was possible to be walked.
At the end of this journey at the intersection between statistical mechanics and PDE theory (at
work with neural networks), in complete generality, we can finally consider very broad classes of
dense cost functions equipped with a generic function F as
H = −N
2
F
[ P∑
µ=1
m2µ
]
, (6.1)
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and obtain their related free-energy (and, thus, all the properties of the model under consideration,
first of all its phase diagram) following the scheme pursued here.
In these regards, we point out that the Krotov-Hopfield dense network cost function reads as
H ∝ −∑Pµ=1 F[mµ] hence a huge amount of their networks can be handled by our approach.
We can then conclude with the following very general statement:
Considering as the cost function describing the network under study the one reported in eq. (6.1),
its quenched free energy in the infinite volume limit reads as
A(α, β, λ) = log 2− βK
2
m¯2 − βαK
2
p(1− q)− βKX
2
+
β
2
F [X ] + α
2
βKq
1− βK(1− q)+
+ Ey log cosh
[
βmK + y
√
βαpK
]
− α
2
log
[
1− βK(1− q)] (6.2)
and the extremization of the latter returns in full generality the following self-consistencies for the
order parameters
K = ∂XF [X ], (6.3)
X = m¯2 + αp¯(1 − q¯) + α
1−Kβ(1− q¯) , (6.4)
q¯ = Ey tanh
2
(
Kβm¯+ y
√
Kαβp¯
)
, (6.5)
p¯ =
Kβq¯
(1 −Kβ(1− q¯))2 , (6.6)
m¯ = Ey tanh
(
Kβm¯+ y
√
Kαβp¯
)
. (6.7)
Furthermore, ff the leading contribution is provided by pairwise interactions an ergodic surface is
expected and its expression is given by
β =
1
(
√
α+ 1) ∂XF (α+√α) (6.8)
If F(x) = x we recover the classical Hopfield scenario, while, if F [x] = 2√1 + x we recover the
relativistic Hopfield scenario, but the method itself can be applied in full generality to many more
cost function and can be particularly useful to address dense networks.
We do believe that this new package of mathematical techniques can be extensively used in the
development of Artificial Intelligence, in particular dealing with modern pattern recognition prob-
lems.
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