Abstract-In this paper, a criterion for the existence of periodic solutions of predator-prey models with impulsive perturbations and Holling type III functional responses is established using the continuation theorem of coincidence degree theory and analysis techniques. Further, some numerical simulations show that our models can occur in many forms of complexities including periodic oscillation and Gui strange attractors.
INTRODUCTION
The prey-predator systems of Lotka-Volterra type have been discussed widely in the last century. In the literature many studies considered the predator species as density independence. However, considerable evidence show that some predator species may be density dependence because of the environmental factors [1, 2, 3] . It is more appropriate to add the density-dependent term to these models in such a circumstance. On the other hand, many systems arising in physical, chemical and biological phenomena exhibit impulsive dynamical behaviours due to the abrupt jumps during the evolution processes, which can be modelled by impulsive differential equations [4] [5] [6] [7] [8] [9] . In this paper, we shall explore the dynamics of the nonautonomous predator-prey system with impulsive perturbations and Holling type III functional responses in a more general form.
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where 1 
is an isomorphism and deg{*} represents the Brouwer degree.
Then equation Lx Nx 
has a solution on Dom L  . Now we are ready to state and prove the main results of the present paper.
Theorem 1
Assume that the following conditions hold:
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then system (1) has at least one  -periodic solution.
Proof. Make the change of variables 11 ( ) exp{ ( )}, 
t e r t a t e te c t e d t e t e te
We can derive 
On the other hand, by (5), we also have 
Then
, by (6) , (8) and (10), we have ln (1 ) ln ( :, ( ( ), ( )) T y t y t is an  -periodic solution of (1). The proof is complete.
