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Complex correlated electron materials (CEMs), such as transition-metal oxides with exotic 
properties and novel functionalities, present immense opportunities and formidable challenges in 
condensed matter physics, materials science, and engineering. These systems are characterized 
by a multitude of competing ground states that result from the close coupling between charge, 
lattice, orbital, and spin degrees of freedom, which can be tuned by chemical substitution, strain 
induction, or by the application of external stimulus (e.g. pressure, temperature, electric, or 
magnetic fields). Interest in CEMs is fueled by the richness of their novel properties (e.g. 
Colossal Magnetoresistance (CMR), Quantum Criticality, and High Temperature 
Superconductivity), the complexity of the underlying physics, and the promise of technological 
applications. In this work, elastic and inelastic neutron scattering is used to study two prototypes 
of CEMs: ruthenates and manganites. Our work on ruthenates has revealed the magnetic 
structure and dimensionality of the order parameter in the bilayered ruthenate Sr3(Ru1-xMnx)2O7 
for manganese (Mn) concentrations of 12.5 and 16%. Results indicate 1) an unusual E-type 
antiferromagnetic structure with moments aligned along the c-direction exhibiting only single-
bilayer (5-6 Å) ferromagnetic correlations along the c-direction, and 2) that Mn concentration is 
responsible for the stabilization of the long-range E-type AFM ordering observed along the basal 
plane. The investigation on the evolution of long- and short-range charge-ordered (CO), 
ferromagnetic, and antiferromagnetic correlations in single crystals of Pr1−xCaxMnO3 for various 
hole-doping concentrations has 1) provided direct evidence of magnetic phase separation and 2) 
revealed a critical doping concentration close to (x = 0.35) that divides the inhomogeneous from 
homogenous CO state. Preliminary studies of spin and lattice excitations in the ferromagnetic 
insulating phase of La1-xCaxMnO3 indicate an anomalous softening and broadening of the 
 xii 
magnons near the zone boundary, where a longitudinal optical phonon is present, indicating that 
magnon-phonon coupling could play a critical role in the behavior of the spin wave dispersion of 
these systems.  The work presented in this thesis should be a forward step towards the 
understanding of the nature of the competing interactions present in these CEMs, which result in 





















Chapter 1  
Introduction 
 
1.1 Outline of the Work  
 
In this work, neutron scattering is used to investigate spin structure and local correlation in two 
prototypes of strongly correlated materials both belonging to the same perovskite structure 
family: manganese-substituted ruthenium oxides and hole-doped manganese oxides. The former, 
also referred to as ruthenates, belongs to the series of the layered perovskite type Srn+1RunO3n+1 
(n = 1, 2, 3, … ∞). Manganese oxides, widely known as manganites, have the general formula 
R1-xAxMnO3 where R and A are the trivalent rare and divalent alkaline earth ions, respectively.  
 Chapter 1 begins with an introduction of the complex behavior that characterizes the 
correlated electron systems featured in this investigation. The concept of complexity and its 
consequences for solid-state physics within the context of this work are also discussed.  This 
chapter continues with an overview of the mechanisms responsible for the rich physics in these 
compounds and basic background information on the two types of transition metal oxides 
featured in this investigation. Finally, we state the main motivation for our work and provide a 
first glimpse into the experimental technique chosen to carry out this study.  
 The principles of neutron scattering are described in more detail in Chapter 2. The basic 
properties of neutrons are covered first. The rest of the chapter is devoted to a presentation of the 
mathematical foundations of the neutron scattering technique following the Van Hove formalism.  
 Chapter 3 contains the experimental details of the work. The beginning of the chapter briefly 
describes neutron production and detection, and provides an overview of the single crystal 
synthesis of the materials used in the study. The rest of the chapter is devoted to the description 
of the neutron instrumentation and consequently of the beam lines used in this investigation.  
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 The next three chapters are the core of this thesis work. Each chapter is devoted to a specific 
study and as such each contains the current state of the research relevant to each topic/material 
investigated.  
Experimental results on lattice and magnetic structure determination of 12.5 and 16% 
manganese (Mn)-substituted Sr3Ru2O7 using elastic neutron scattering are presented and 
discussed in detail in Chapter 4. Our studies reveal an unusual E-type antiferromagnetic (AFM) 
structure in Mn-substituted Sr3Ru2O7 (x = 0.16 and 0.125). Results on the 16 % concentration [1] 
indicate the existence of a quasi-two-dimensional (2D) antiferromagnet with in plane (ab) long-
range ordering exhibiting only single-bilayer (5-6 Å) ferromagnetic (FM) correlations along the 
c-direction bellow the AFM transition temperature (TN = 78 K). However, the critical behavior of 
the staggered magnetization, the AFM order parameter, does not reflect the expected behavior of 
a 2D magnetic phase transition. Such an unusual magnetic structure deviates from what would be 
expected from the conventional spin-lattice coupling scenario in this class of materials. Similarly, 
studies on the 12 % Mn-substituted Sr3Ru2O7 confirm the short-range (single-bilayer) FM 
correlations out of plane. However, in sharp contrast to the 16 % Mn-substituted Sr3Ru2O7 
system, a finite correlation length of only a few unit cells characterizes the E-type AFM spin 
distribution along the basal plane. Thus, demonstrating that the amount of Mn-concentration in 
Sr3Ru2O7 has a direct impact on the stabilization of the long-range E-type antiferromagnetic spin 
texture that characterizes this system at higher Mn concentrations. Reprinted abstract, figures and 
excerpts with permission from D. Mesa, F. Ye, S. Chi, J. A. Fernandez-Baca, W. Tian, B. Hu, R. 
Jin, E. W. Plummer, and J. Zhang, Physical Review B 85, 180410(R) (2012) 
(http://link.aps.org/abstract/PRB/v85/p180410). Copyright (2012) by the American Physical 
Society.  
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In Chapter 5 we describe the elastic part of our work on manganese oxides: the evolution of 
long- and short-range charge-/orbital-ordered (CO-OO), ferromagnetic (FM), and 
antiferromagnetic (AF) correlations in Pr1−xCaxMnO3 (x = 0.3, 0.35 and 0.4) [2]. Our results 
indicate that the existence and population of spin clusters are found to drastically depend on the 
doping concentration (x). Populous spin clusters coexist with long-range canted AF order over a 
wide temperature range in x = 0.3 while they do not appear in x = 0.4 crystal. In contrast, both 
CO and AF order parameters in the x = 0.35 crystals show a precipitous decrease below 35K, 
which corresponds to the temperature at which spin clusters form. These results provide direct 
evidence of magnetic phase separation and indicate that there is a critical doping level xcr (close 
to x = 0.35) that divides the inhomogeneous from homogeneous CO-OO ground state. Reprinted 
figures and excerpts with permission from H. Sha, F. Ye, P. Dai, J. Fernandez-Baca, D. Mesa, J. 
Lynn, Y. Tomioka, Y. Tokura, and J. Zhang, Physical Review B 78, 052410 (2008) 
(http://link.aps.org/abstract/PRB/v78/p052410). Copyright (2008) by the American Physical 
Society.  
Chapter 6, a preliminary inelastic neutron scattering investigation revealing a spin-lattice 
coupling in the colossal magnetoresistance manganite La1-xCaxMnO3 (x = 0.20) is presented. 
Dispersion relations for both phonons and spin waves along selected directions were obtained for 
temperatures of 5 and 225 K, respectively. At low temperatures, our results indicate an 
anomalous softening and broadening of the magnons near the zone boundary, especially near E = 
20 meV, where a longitudinal optical phonon is present. Our results suggest that magnon-phonon 
coupling could be a driving force behind the anomalous behavior and gaps observed in the spin 
wave dispersion, which suggests that this correlation (i.e. that of spin and lattice) could play an 
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important role in the peculiar FM insulating phase (x = 0.20) of perovskite manganites. Finally, 
the present work is summarized in Chapter 7.  
1.2 Current Challenges in Solid-State Physics: The Case for Complexity  
 
Highly correlated electron materials (CEMs) are at the very forefront of condensed matter physics 
research. In these systems, the grand challenge is to accurately understand the electrical and 
magnetic properties for 1023 strongly interacting particles. Transition-metal oxides, such as the 
ones featured in this investigation, belong into the class of CEMs. These are materials in which 
the movement of one electron depends on the position and movement of its neighboring, and 
often next neighboring electrons as a result of the long-range Coulomb interaction. As a 
consequence, the electronic structure of these systems cannot be described from single-particle 
models (e.g. the Free electron Fermi gas, Fermi liquid, or Band Theory) found in an introductory 
solid-state physics course. In fact, what makes these materials so interesting is that such strong 
interaction between the electrons results in the emergence of systems with novel macroscopic 
collective behavior that cannot be understood by examining its single constituents. As a result, 
these materials are recognized in the scientific community as complex systems [3]. Figure 1.1 
shows the multiple phases and rich physics that characterizes some representative complex 
systems that have been at the center of present-day interest in the solid-state physics community.  
 The bilayer perovskite Sr3Ru2O7 shown in Figure 1.1a has generated a lot of interest in the 


















FIGURE 1.1 Phase diagrams of several representative transition-metal oxides. (a) Temperature-
Applied Magnetic Field phase diagram of Sr3Ru2O7 [4]. (b) Electronic phase diagram of Pr1-
x(Ca1-ySry)xMnO3 [5]. (c) Phase diagram as a function of doping concentration (x) for Ca2-
xSrxRuO4 [6]. (d) Applied-pressure phase diagram for BaFe2As2 using different techniques [7]. 
Panels are adapted from cited references. 
 
 
The high temperature resistivity phase diagram as a function of the applied magnetic field along 
the c direction shows evidence of the proximity to a metamagnetic QCP at a field of ~ 7.8 T as 
indicated by the exponent α. The data was analyzed from the general expression for resistivity 
ρ(T) = ρres + ATα , where ρres is the resistivity at T = 0 due to elastic scattering, A is a related to 
the effective quasi-particle mass, and α contains information pertinent to the nature of the 
metallic state. In the color plot, there is a region where the power of α falls and maintains a 
power of 1 for temperatures as low as 4.5 K. This is indicative of new emergent behavior as a 
 6 
value of α ≠ 2 falls outside the predictions of the Fermi liquid theory of correlated electron 
metals. Moreover, as the metamagnetic transition is eminent, the system is characterized by 
strong critical fluctuations and it is speculated that such can bring about the stabilization of a 
novel form of low-temperature order. In fact, there is reported evidence that an electronic-like 
nematic phase has been observed [8] after a further decrease in temperature. Thus, the discovery 
of this new form of QCP is not only interesting in its own right, but it provides researchers with 
perhaps a finer tuning parameter—magnetic field—besides hydrostatic pressure and chemical 
composition in order to induce QCP with the aim of stabilizing novel ground states. The 
complexity of the underlying physics and novel properties displayed by this particular class of 
transition-metal oxides will be discussed in more detail in Chapter 4.  
 Despite being a mature research area with thousands of publications in the last 30 years, 
manganites still remain at the forefront of condensed matter investigations because still to this 
date the details of the underlying physics behind the colossal magnetoresistance (CMR) effect (a 
large drop in resistivity upon magnetic field exposure) remain controversial [9]. Figure 1.1b 
shows the electronic phase diagram of Pr1-x(Ca1-ySry)xMnO3 with (0 ≤ y ≤ 1) and x = 0.45. Upon 
increasing doping concentration and changing the temperature, the system evolves from 
antiferromagnetic insulator to charge- and orbital-order insulator (CO/OO-I), and finally to a 
ferromagnetic (FM) metal. The Néel Temperature (antiferromagnetic (AF) transition 
temperature) TN is indicated by the solid triangles while TCO, and TC are the charge order and 
Curie temperature (FM transition temperature), respectively. In addition to the phase coexistence 
and inhomogeneity that characterizes this systems, this compound has also been reported [10] to 
exhibit highly anisotropic spin texture similar to that of smectic phases predicted in doped Mott 
insulators and to show first evidence of an “electronically soft phase” in CMR manganites.  
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 Figure 1.1c offers yet another example illustrating the intriguing and complex physics in a  
layered systems. It shows the phase diagram for the single-layer Ca2-xSrxRuO4 (CSRO), in which 
the Mott insulator Ca2RuO4 evolves into the spin triplet superconductor Sr2RuO4 [11]. The 
richness of the ground state in CSRO is attributed to the isovalent cation substitution of the 
smaller Ca2+ for the bigger Sr2+ ion. The latter induces a series of structural phase transitions 
characterized by rotations or tilts of the RuO6 octahedra. As seen from the phase diagram, the 
system starts with a tetragonal structure for Sr2RuO4, changes to a structure with RuO6 rotational 
distortion up to Ca1.5Sr0.5RuO4, and culminates with an orthorhombic structure for Ca2RuO4 [12]. 
These structural deformations have a direct impact on the electronic and magnetic properties; 
they give rise to an array of ground states starting from an unconventional superconducting state 
in Sr2RuO4, to a quantum critical point at x = xc ~ 0.5, and to a Mott insulating phase with 
antiferromagnetic order in Ca2RuO4 [12]. The 1st-order metal-insulator transition (MIT) 
character, the strong doping dependence of TC, and other unusual electronic and magnetic 
properties indicate that both lattice and orbital degrees of freedom play important roles in MIT. 
Around x = xc ~ 0.5, the quantum critical point is implied by a critical enhancement of low-
temperature susceptibility but is concurrent with the tilt structural distortion. All of these clearly 
demonstrate the existence of strong spin-lattice-orbital correlations in CSRO, which are 
responsible for the complexity exhibited by these systems.  
 The applied-pressure phase diagram for BaFe2As2 (Ba based-122) as a function of external 
pressure applied under various levels of hydrostaticity is shown in Figure 1.1d. This Ba-based 
122 system is currently one of the most studied out of the five families of Fe-based 
superconductors after the shocking report of Fe-based superconductivity at the 2008 American 
Physical Society meeting in New Orleans, LA [13]. In contrast to previous figures where applied 
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magnetic field and chemical substitution were used to induce novel ground states, this is a case 
where applied pressure is the external parameter. As the phase diagram shows, superconductivity 
arises as the AFM order is suppressed while lowering the temperature of the system induces a 
structural phase transition from tetragonal to orthorhombic [7].  
 The nature of the complexity that characterizes CEM stems from their soft electronic 
structure; their ground state is elegantly poised inside the interwoven fabric of charge, lattice, 
orbital, and spin degrees of freedom. New ground states emerge with minor changes in external 
parameters (e.g., chemical substitution, pressure, magnetic fields, and temperature). These new 
ground states, accompanied by complex collective behavior such as charge-/orbital ordering, 
cooperative Jahn-Teller distortions, magnetic exchange interactions, etc. give rise to exotic 
properties and novel functionalities such as quantum critical behavior, colossal 
magnetoresistance, and high temperature superconductivity.  
 The main motivation and current challenge behind the study of these systems lies in trying 
to search for answers to the most fundamental questions: How do the macroscopic properties of 
these systems evolve from the various ordering phenomena? How to successfully 
disentangle/understand couplings between different degrees of freedom in order to reveal lattice 
and spin structure? How to stabilize fluctuations with the aim of exploring new properties and 
functionalities?  
1.3 Mechanisms Responsible for the Strong Interplay in Transition-Metal Oxides  
 
It is out of the scope of this thesis work to provide a detail account of the main mechanisms 
responsible for the rich physics found in transition-metal oxides. Rather, this section presents the 
reader with a qualitative overview of the underlying physics of the complex systems treated in 
this investigation. The topics covered in this section are what we can consider part of the jargon 
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of condensed matter physics and thus for the sake of avoiding reference redundancy, the reader is 
urged to consult [14 - 19] if further clarification/detail is needed with these introductory topics.  
1.3.1 Crystal Structure  
 
The crystal structure of the CEMs featured in this investigation—manganese and ruthenium 
oxide—can be obtained from the ideal perovskite structure denoted by ABO3. A schematic 
diagram of the three-dimensional ideal cubic perovskite structure can be seen in Figure 1.2. Each 
transition-metal ion [B] (in red sphere) is surrounded by six oxygen ions [O] (blue dots), forming 
in this way an octahedron (which is the building block of these class of materials); where the 
larger metal cation [A] (yellow corner spheres) stabilizes the lattice. This simple cubic structure 
is rarely realized, instead the final structure results from the difference in the ionic radii of the A 
and B ions, which introduces tilts and rotations of the oxygen octahedra. As a result, distorted 
cubic perovskite structures of orthorhombic, and tetragonal settings are common in these types of 
transition-metal oxides. The pure compound LaMnO3, is an example of such orthorhombic 
structure with space group Pbnm.   
1.3.2 Electronic Structure  
 
When describing the electronic structure of solids, two approaches are usually taken: the ionic 
models or the band structure models [20]. The latter are usually applied to metallic solids since 
extended electron states are calculated based on the wave function of an electron in a periodic 
potential. On the other hand, ionic models focus on the properties of individual atoms instead, 
thus providing a naïve but qualitatively rich picture of energy levels of both the ground and 
excited states of solids, and especially of insulators. Thus, for the purposes of this thesis and 
during the discussion of some of the mechanisms responsible for the strong interplay between the 
different degrees of freedom in these transition-metal oxides, we will assume that these d-
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electron systems occupy well-localized, ionic states. That is, we are neglecting covalency1 (and 
therefore are assigning each ion an integral charge which is given by its oxidation state) and are 








FIGURE 1.2 Schematic representation of the unit cell of a cubic perovskite of the form ABO3. 
The red sphere denotes the transition-metal ion (B) embedded in a cubic array of corner-sharing 
BO6 octahedra with blue spheres as oxygen ions. The green spheres represent the di- or trivalent 
cation (A) which form the AO2 planes that separate the BO2 horizontal planes. Figure adapted 
from [17].    
 
1.3.3 Crystal Field Effect  
 
The existing oxygen octahedral environment surrounding the transition-metal ion, results in the 
so-called crystal field effect. The latter is insignificant for rare earth ions, since their partially 
filled 4f shells are buried under higher shells (5s and 5p). On the other hand, for the outermost 
electronic shells—the partially filled d-electron shells—the electrostatic potential created by the 
surrounding oxygen ions has profound consequences. It causes the splitting of the five-fold 
degeneracy of the transition-metal ion.  
 Group theory reveals that the crystal field effect lifts the five-fold degeneracy of the d-
electron system into the two- and three-fold degenerate E and T2 levels, commonly referred to as 
                                                
1 The symmetry analysis of orbitals is unaffected by this assumption.   
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the eg and t2g orbitals2, respectively. In an environment where the d-electrons are exposed to the 
Coulomb repulsion of the negative charged ions, the quantum mechanical wave functions of an 
electron are given by the so-called tesseral harmonics, which are a combination of the spherical 
harmonics of general form  !!!   ± !!!!  .  The general form of the E and T2 levels are given by:  
          
!!
!"  ~!! !!!  –!!!!  
!"~!! !!!  –!!!!





! − !!~!! !!!   + !!!!  
3!! − !!~!!!!!  
. 
 
 The order of the levels and the size of the splitting are analyzed using ligand field theory by 
going beyond the ionic model, thus taking into account the hybridization that occurs between 
then d- and p-orbitals of the transition-metal cation and the oxygen anions. Figure 1.3 shows the 
angular distribution of the five d-orbitals in the crystal field. The value of the splitting between 
the energy levels is usually expressed as 10 Dq (standard notation in ligand field theory, (see e.g. 
[21]) and results in a higher eg orbital energy than that of the t2g. This is evident from the 
orientation of the orbitals with respect to the oxygen environment. The wave functions of the eg 
orbitals have lobes that extend along the direction of the bond between the transition-metal ion 
and the oxygen, being exposed in this way to a greater Coulomb repulsion from the negatively 
charged oxygen ions. On the other hand, the t2g lobes point away from such bond and as a result 
occupy a lower energy level.  
 
                                                
2 This is standard notation used in group theory. Within this theory, the rotations of the 
octahedral group characterize the symmetry of the crystal field. The subscript g is from the 



















FIGURE 1.3 Angular distributions of the five d-orbitals resulting from the crystal field splitting.  
The fivefold degeneracy is lifted into the lower energy t2g orbitals [(zx), (yz), (xy)] and the higher 
energy [(3z2-r2), (x2-y2)] eg orbitals [22].  
 
1.3.4 Quenching of Orbital Angular Momentum and Spin-Orbit Coupling  
 
In addition to the lifting of the five-fold degeneracy, the exposure of the partially filled d-shells 
of transition-metal ions to the anisotropic field created by the oxygen environment also causes 
the so-called quenching of the orbital angular momentum (and of the corresponding magnetic 
moment).   
 The origin of the quenching of angular momentum can be understood from equations (1.1) 
and (1.2). The eigenfunctions of the E and T2 levels all have combinations of !!!  and !!!!  in 
equal proportions. Since !!!  are eigenfunctions of L with fixed Lz = m and none of these wave 
functions have a definite Lz (i.e. they have equal proportions of +2, -2, +1, -1, etc.), we can then 
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conclude that ! !! ! = 0. The latter is a property of real wave functions, which simply states 
that a measurable quantity (an observable) must be real. Thus, since the crystal field requires |!  
to be real, then ! !! !  must be vanishing.  
 From a classical perspective, the quenching of the orbital angular momentum is attributed to 
the fact that L vanishes (J = S) due to its precession in a crystal field (i.e. L does not have a 
definite value), such that L2 may continue to be constant but its components average to zero.  
 Depending on the transition-metal oxide, the orbital angular momentum can be partially 
restored if the spin-orbit coupling is sufficiently strong; if it is comparable to or larger than the 
crystal field. If such is the case, the crystal field levels can rearrange themselves so as to partially 
invalidate Hund’s Third Rule. In that case, equations (1.1) and (1.2) are no longer valid, since 
now only J (as opposed to L and S) is a good quantum number. Thus, angular momentum is not 
quenched because the wave functions cannot be described in terms of L anymore.  
 The partial restoring of the orbital angular momentum can be understood by recalling that 
the ground states of ions with partially filled shells (e.g. d-shells) are governed by Hund’s Rules 
and Pauli’s exclusion principle. Hund’s First and Second Rule determine the values of the spin 
and orbital angular momenta, respectively, leaving (2L + 1)(2S + 1) possible states. The latter 
degeneracy is lifted by the spin-orbit coupling, which introduces the total angular momentum J, 
to the set of quantum numbers necessary to describe the ground states of ions (Hund’s Third 
Rule). As a result, the transition-metal ion in the oxygen environment is not only subject to the 
crystal field effect, but also to the spin-orbit coupling. The treatment of such system (i.e. how the 
electrons will fill the shells) now requires a modification to Hund’s Third Rule by adding the 
crystal field as perturbation to the (2L + 1)(2S +1)-fold set of states. As we will see shortly, such 
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modification will have different consequences for 3d (manganese) and 4d (ruthenium) transition-
metal oxides.  
 Spin-orbit coupling introduces important effects to these transition-metal oxides systems. 
One is magnetic anisotropy, since now the spin can sense the orientation of the crystal axis. 
Second, the so-called exchange anisotropy due to its effect on the spin-spin interaction causing 
magnetism and related phenomena.  
1.3.5 Spin States and Jahn-Teller Effect  
Another interesting feature of these complex oxide systems is that electrons in the partially filled 
d-shells can occupy orbitals not allowed by Hund’s first rule. A hypothetical example of such 
system is one with a 3d6 configuration in which S = 2 (according to Hund’s First Rule) with four 
electrons occupying the lower laying t2g states and the remaining 2 in the eg (i.e. commonly 
denoted as t42g e2g). However, occasionally this high-spin state is not realized and the electrons 
re-arrange themselves so that S = 0 with t62g in what is referred to as the low-spin state (see 
Figure 1.4) Which spin state occurs is solely dependent on the nature of the system studied and 
as we will see in sections 1.4.1 and 1.4.2, this choice has profound implications on the 
magnetism (and in other degrees of freedom due to coupling) of the system.  
 The undoped compound LaMnO3, is an example of a system in which a high-spin 
configuration is preferred. The Mn3+ ion in the crystal field has 4d-electrons that occupy the 
orbitals such that S = 2. From the previous section we know that this arrangement quenches the 
orbital angular momentum of the system (L =0) but also introduces an orbital degree of freedom 
to the state; the ionic ground state is doubly degenerate. That is, the electron cannot decide which 
orbital (3z2 – r2) or (x2 – y2) to occupy. In this scenario, the electronic and lattice degrees of 
freedom couple and undergo what is referred-to as the Jahn-Teller effect. In the latter, the local 
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octahedral environment undergoes a further splitting of the orbitals facilitated by a geometric 







FIGURE 1.4 Schematic representation of the splitting of the d-levels under the crystal field for a 
hypothetical system with 3d6 configuration. Left: high-spin state with S =2, right: low spin state 
with S = 0. Figure adapted from [15].  
 
 In fact, there is a plethora of correlated physics that owe its origin to the Jahn-Teller effect. 
In the well-studied LaMnO3 system, there is a certain temperature at which it is favorable to 
order local distortions of the oxygen octahedron and thus minimize the interaction energy of the 
electrons. It is in this way that the system can undergo a structural phase transition through what 
is known as the cooperative Jahn-Teller effect. In addition, such localized Jahn-Teller distortions 
can become correlated as well, introducing in this way long range orbital order of the eg electrons 
along the crystal.  
1.4 Focus of this Thesis  
 
The mechanisms presented in the previous section showcase the richness of the physics in these 
transition-metal oxide systems: the complex interplay between the structural-, orbital-, and spin-
degrees of freedom.  Here, we present the reader with a brief background necessary to 
understand the transition metal oxides featured in investigation as well as our motivation to study 
them.  
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1.4.1 Ruthenium Oxides  
 
The crystal structures of the members of Ruddlesden-Popper (RP) series Srn+1RunO3n+1, (n =1,2, 
… ∞) are shown in Figure 1.5 [23, 24]. As previously stated, these crystal structures can be 
derived from the ideal perovskite structure denoted by ABO3. The main difference between those 
ruthenates and manganese oxides is that these are layered perovskite structures characterized by 
the number of RuO6 octahedron interlinked by the sharing of apical oxygens between Sr-O 
planes.  
 This class of materials is known to display a vast array of physical phenomena such as 
metal-insulator transition (MIT), exotic superconductivity, metamagnetic transitions, and 
quantum criticality. For example, the n = 1 monolayer system Sr2RuO4, is a strongly two-
dimensional (2D) system that exhibits characteristics of both Fermi liquid behavior above 1.5 K 
and of unconventional spin-triplet superconductivity below 1.5 K [25, 26]. The three-
dimensional (3D) compound, SrRuO3 (n = ∞), is a pseudo-cubic itinerant ferromagnet with a 
Curie temperature (TC) of 160 K [27], which displays characteristics of non-Fermi liquid 
behavior [28].  
 In order to understand the complexity of these systems, one has to keep in mind 1) the 
electronic structure, and 2) the fact that the Ru site is located inside the RuO6 octahedron, thus 
exposed to the crystal field. The ruthenium ions are in a Ru4+ oxidation state with four electrons 
occupying the 4d orbitals.  According to Hund’s Rules, three of the electrons would be found in 
the lower laying t2g orbitals while one in the eg, thus corresponding to the high spin state. This is 
however not the case; the electron configuration results in the low-spin state with S = 1 and all 
four electrons occupying the lower lying t2g orbitals. In contrast to the case of manganites, this 
resulting electron configuration is due to the large value of the crystal field in ruthenate systems 
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(~ 4 eV) which is able to easily overcome Hund’s Rule coupling of (~ 1 eV). The structural 
distortion of the octahedral environment strongly affects the electronic structure of these 
materials; tilt, rotation, and elongation (or compression) will determine the energy splitting 
among the t2g levels. Figure 1.6 (from left to right) depicts the splitting of energy levels of the 4d 
orbitals in the presence of a cubic crystal field, and a tetragonal crystal field with both elongated 














FIGURE 1.5 Crystal structures of the Ruddlesden-Popper (RP) series of layered perovskites, 
Srn+1RunO3n+1 (n = 1, 2, 3, … ∞). Along the diagonal from left to right the crystal structures are 
shown for the n = 1, 2, and 3 members of the series. The n = ∞ member of the series, SrRuO3, is 
shown on the bottom left corner.  
 
















FIGURE 1.6 Schematic representations of the energy levels of the 4d-orbitals. From left to right: 
4d orbital levels in the presence of a cubic crystal field, a tetragonal crystal field with elongated 
octahedron, and a tetragonal crystal field with contracted octahedron along the z-axis. Figure 
adapted from [15]. 
 
Properties of Pure and Mn-substituted Sr3Ru2O7 
During the last decade, the bilayered compound, Sr3Ru2O7 (n = 2), has attracted quite a bit of 
attention due to the observation of a metamagnetic quantum critical end point [4]. In this system, 
several aspects of the metamagnetic transition are not clear; namely, the role of critical 
fluctuations and the splitting of the metamagnetic transition that is accompanied by an electronic 
nematic state. Most of the magnetic properties of this system are in qualitative agreement with 
the Stoner picture of itinerant electron magnetism [29 – 32]. As a result, they are tightly bound to 
the topology of the Fermi Surface (FS) sheets. In SRO 327, the electronic structure has been 
studied by ARPES [33]. Results show that all members of the series have Fermi surfaces that 
show a strong 4dxy and 4dxz,yz orbital character and evidence of O-2p hybridization as well as a 
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!!!!!! character, which is indicative of eg occupation. Typically, the 4dxy is involved in the quasi 
two-dimensional sheet of the Fermi surface while the 4dyz  and 4dxz  are associated with the quasi 
one-dimensional sheet of FS. ARPES results indicate that the FS sheets that have a significant dxy 
character might play a crucial role in the metamagnetic transition since they display a high 
density of states near the Fermi surface including van Hove singularities. This scenario depicting 
dxy character is qualitatively similar to that given by Binz and Sigrist for the model of the 
metamagnetic transition [34]. Sr3Ru2O7 has been found to exhibit metamagnetism when exposed 
to magnetic fields aligned along both ab and c planes for magnetic field values between 5 and 6 
T and 7.8 T, respectively. Furthermore, critical fluctuations have also been reported for 
temperatures greater than 1.8 K [35]. In-depth studies of the low-temperature transport properties 
(for magnetic field orientations along c axis) [36, 37] show that below 1.2 K the metamagnetic 
transition splits into two first-order transitions, thus indicating the boundaries of a new phase that 
masks the quantum critical point. In this regime, a strong in-plane anisotropic resistivity has been 
found [8] with no evidence of structural phase transitions or magnetic domains. As a result this 
new phase has been referred to as an electronic nematic phase.  
 In the low temperature regime, Sr3Ru2O7 is metallic and paramagnetic [38]. It also displays 
Fermi liquid behavior bellow 10 K [35, 39]. The understanding of magnetism in this SRO 327 
system has been rather illusive. For example, triple-axis neutron diffraction measurements by 
Huang and collaborators [40] show no evidence of either long/short-range AFM or FM ordering 
in the range of temperatures from 1.4 to 125 K, with an upper limit of 0.05µB/Ru-atom for any 
possible ordered moment. In addition, neutron diffraction [41, 42] and NMR measurements [43] 
have independently reported strong magnetic fluctuations of both FM and AFM character in this 
system. Furthermore, an enhancement of the AFM fluctuations has been observed near the 
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critical field. This is in contrast to what should be expected from the Stoner picture of itinerant 
magnetism, namely, that the relevant excitations near the quantum critical point should be of 
ferromagnetic character instead (see for example [44]). 
 For systems such as this one, characterized by strong magnetic fluctuations, chemical 
substitution is a very useful tool; it has the effect of stabilizing such fluctuations through the 
establishment of magnetic ordering. Thus allowing for a glimpse at the nature of the magnetic 

















FIGURE 1.7 A schematic representation of the latest reported phase diagram for various 
substitution concentrations (x) of the Sr3(Ru1-xMnx)2O7 series. Region I is a paramagnetic 
metallic (PM-M) phase; II a paramagnetic insulating (PM-I) phase; III a metallic phase with 
AFM correlation (AFMC-M); and IV a long-range AFM insulating phase (LR-AFM-I). Region 
V is an insulating phase characterized by short-range magnetic correlations (SRMC-I). The right 
axis indicates the x dependence of the rotation angle ϕ of the (Ru/Mn)O6 octahedron at 90 K [45].  
 
 Figure 1.7 displays the phase diagram of Sr3(Ru1-xMnx)2O7 constructed from measurements 
of macroscopic quantities such as the resistivity and magnetic susceptibility, reproduced from 
[45], with the right axis indicating the coupling dependence of the rotation of the (Ru/Mn)O6 
octahedron. It is clear from this phase diagram that there is a close connection between the 
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variation of electronic and magnetic properties and the change of the local structure in this 
compound, which is evident from the decrease in rotation angle of the (Ru/Mn)O6 octahedra with 
increasing Mn concentration. It is interesting to see that a partial Mn substitution for Ru induces 
an insulating antiferromagnetic state above Mn concentrations as small as 5% [46]. Within this 
regime (i.e. the long range antiferromagnetic insulator ground state), many issues such as the 
nature of the metal-insulator transition and its interplay with magnetic correlations, and the 
complexity of the observed antiferromagnetic structure remain inconclusive [45, 47]. To this 
extend, the work on ruthenium oxides presented in this thesis encompasses a comprehensive 
neutron scattering study of the magnetic structure and dimensionality of the ordered parameter in 
the bilayered ruthenate Sr3(Ru1-xMnx)2O7 for Mn concentrations of 12.5 and 16%.  
1.4.2 Manganese Oxides  
 
Since the mid 1900s considerable attention has been directed to the mixed-valence manganese 
oxides R1-xAxMnO3 (where R and A are rare- and alkaline-earth ions), known as manganites, 
after they were found to exhibit a dramatic decrease in electric resistance with the application of 
a magnetic field—referred to a the Colossal Magnetoresistance effect (CMR). This dramatic 
decrease in resistance in a magnetic field occurs at the Curie temperature, where there is also an 
insulator to metal transition at zero field. In these materials the effect of correlations among 
electrons play an important role and exhibits electronic complexity that arises from the strong 
interplay between charge, spin, and orbital degrees of freedom that results in a variety of 
competing ground states. This competition can lead to the emergence of novel phenomena like 
nano-scale phase separation, novel electronic soft phases, and colossal responses. The kinetic 
energy of the conduction electrons can be finely tuned in these perovskite manganite systems by 
judiciously adjusting their chemical composition. The latter is responsible for the richness of 
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their ground state; typical ground states include ferromagnetic (FM) metallic or insulators and 
antiferromagnetic (AF) charge-/spin-/ and orbitally-ordered (CO-SO-OO) insulators (for a 
review consult [16]).  
Basic Properties, Phase Diagrams, and the Colossal Magnetoresistance Effect in 
Manganites 
 
Figures 1.8 and 1.9 display the phase diagrams and physical properties of Pr1−xCaxMnO3 
(PCMO) and La1−xCaxMnO3 (LCMO), respectively. The insulating behavior that dominates the 
composition range in these low-bandwidth (W) systems is typical due to the narrow bandwidth of 
the eg electrons (note that for the truly low-W system PCMO, the sizes of Pr3+ and Ca2+ are 
almost identical ensuring in this way a negligible quenched disorder). This is in sharp contrast to 
La1−xSrxMnO3 (LSMO), a system that is considered to be truly large-bandwidth, whose phase 
diagram at higher dopant concentrations is characterized by a robust FM and AF metallic ground 
states [16].  
 As seen from the phase diagrams, these low-W systems are characterized by (CO-OO) 
phases over a wide range of doping concentrations that is stabilized near x = 0.5 hole doping. In 
fact, it is widely accepted today that the raw huge magnitude of the CMR effect in these 
compounds is the result of the strong competition between the FM metallic and CO-OO 
insulating states, mediated by the double-exchange (DE) interaction (see Figure 1.10), which 
promotes electric conduction and ferromagnetism in the FM metallic phase. This is a well-
known mechanism (Figure 1.10 (a)), proposed originally by Zener in the 1950’s and is 
characterized by the simultaneous movement of one electron from the O2- to the Mn4+ ion and 
one from the left Mn3+ ion back to the O2- [48]. Years later, it was shown by the work of 
Anderson and Hasegawa [49] that the effective electron hopping, between the p-oxygen and the 
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d-manganese orbital follows a cosine modulation given by   !  !"   ∝   !"#  (!/2), where t denotes 
the hopping parameter and ! represents the angles between the spins of the nearest-neighbors 
(see Figure 1.10 (b) and (c)). The modulation of the hopping parameter, as described by the 
!"#  (!/2) yields a maximum hopping for cases of ! = 0 while it vanishes for ! = !, thus 
corresponding to FM and AF backgrounds, respectively.  
 In the phase diagram of PCMO (Figure 1.8 (a)), the CO-OO state is stabilized in a broad 
density region of dopant concentration (0.3 < x < 0.75); notice that an AF insulating ground state 
(instead of FM metallic as in the intermediate-W system LCMO (refer to Figure 1.9)) precedes 
this phase. In this system, the effect of an applied magnetic field leads to the highest drop in 
resistivity observed in perovskite manganites. Figure 1.9 (b) shows the temperature dependence 
of the resistivity under a relatively small-applied magnetic field of a few Teslas (small in typical 
electronic units).  
 Figure 1.9 (a) and (b) display the phase diagram and physical properties of the 
intermediate-W system LCMO. As in the case of PCMO, the phase diagram also displays a wide 
range of concentrations (0.5 < x < 0.75) in which the CO-OO state is stabilized. The 
ferromagnetic insulating (FI) ground state, however, is followed by a ferromagnetic metallic 
(FM) state. The magnetization, resistivity and magnetoresistance (MR) as a function of 
temperature are shown in Figure 1.9 (b). To note in the latter, is the dramatic decrease in 
resistivity upon the application of a magnetic field leading to a large MR effect ~ 80 %. All of 

























FIGURE 1.8 Phase diagram as a function of temperature and Ca content and temperature 
dependence of the resistivity under various applied magentic fields for the perovskite manganite 
Pr1- xCaxMnO3. (a) In the phase diagram, starting from low- to high-hole doping concentrations: 
CI, PI, FI denote the canted insulating, paramagnetic insulating, and ferromagnetic insulating 
states, respectively.  From Ca concentrations in the regime of 0.3-0.5 a coexistence of AFI 
(antiferromagnetic insulating state), COI (charge/orbital ordered insulating phase) and CAFI 
(canted antiferromagnetic insulating state) is observed. (b) Shows the temperature dependence of 
the resistivity at x = 0.3 under the application of magnetic fields with the inset showing a plot of 
the temperature vs. magnetic field displaying the shaded area as the hysteresis region [50].   
 
 As shown in Figure 1.11, the 3d transition-metal atom (Mn3+) is exposed to the oxygen 
environment, which causes the splitting of the d-levels.  In manganites, the strength of the crystal 
field splitting (~ 2 eV) is much smaller than Hund’s rule coupling (JH  = 4 eV), thus the system 
adopts a high-spin configuration with three electrons occupying the t2g orbitals and one the eg 
orbital. The right side of the figure, depicts the lifting of the eg degeneracy as a consequence of 
the Jahn-Teller effect, where the splitting of the eg levels is in the range of 0.6 eV.  
 By increasing the hole doping concentration in the pure compound, ABO3, the physics 
becomes even more complex for the doped manganites systems studied in this investigation 
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since an additional degree of freedom—charge—is introduced by doping with divalent cations. 
Since the charge must remain neutral, manganese must now exist in two valence states: Mn3+/ 
Mn4+. This lattice-distorting chemical doping procedure, establishes the presence of quenched 
disorder in these manganite systems, which is responsible for the existence of nanoscale mixture 
of phases, inhomogeneity, and unusual phase coexistence in the ground state of these systems 












FIGURE 1.9 Phase diagram as a function of temperature and Ca concentration and measurement 
of microscopic quantities for the perovskite manganite La1-xCaxMnO3. (a) Shows the phase 
diagram of the CMR manganite La1-xCaxMnO3 constructed from physical macroscopic 
measurements [51]. Abbreviations for phases are given in diagram: FI (ferromagnetic insulator), 
FM (ferromagnetic metal), AF (antiferromagnetism), CO (charge/orbital ordering), CAF (canted 
antiferromagnetic). (b) From top to bottom: Magnetization, resistivity, and Magnetoresistance 




















FIGURE 1.10 Schematic representation of the Double Exchange mechanism. (a) Diagram 
depicts the movement of electrons between the O2- and the Mn4+ [see txt]. (b) The mobility for 
the eg electrons is maximized for cases in which the localized spins are fully polarized. (c) A 
representation of spin-canted states, which are presumed to be a mixture of FM-AF states. Image 




















FIGURE 1.11 Schematic representations of the energy levels of the 3d-orbitals in manganese 
oxide systems. The left side depicts the high spin state for a free MnO3+ ion. In the cubic 
environment, the 3d levels of Mn split as shown with all the spins parallel and three electrons in 
the lower t2g state and one in the eg state. The system can lower its energy by removing the 
degeneracy of the eg state and thus undergoing a geometric distortion of the octahedra known as 
the Jahn-teller effect. The right side of the figure shows the atomic orbitals associated with each 
of the energy levels [19].  
 
 27 
 Despite many years of intensive studies, many aspects of the mixed-phase phenomenology 
that characterizes these complex manganite systems as well as the nature of the ground states and 
their role in the CMR effect remain inconclusive. The main motivation behind our investigation 
stems from the fact that manganites reveal a vast array of interesting physical phenomena that 
could potentially be critical to the understanding of other important systems (e.g. ruthenates). 
Thus, we believe the study of perovskite manganites deserves a special place in the physics of 
correlated electron systems. To this extent, the work on manganites presented in this 
investigation consists of 1) an elastic scattering study that investigates the phase-separation in the 
CO-OO state of Pr1-xCaxMnO3 for various hole-doping concentrations, and 2) an La1-xCaxMnO3 
(x= 0.20) inelastic neutron scattering investigation of the nature of the FM insulating ground 
state that precedes the FM metallic ground state in which CMR is observed. 
1.5 Neutron Scattering as an Experimental Condensed Matter Physics Probe  
 
How to study experimentally the various complex ordering phenomena discussed in previous 
sections? It is clear that we need a probe that 1) provides microscopic information on the 
structure and dynamics in solids and 2) interacts with unpaired spins in the system. It is in this 
context that neutrons have become a powerful probe of the structure and dynamics of materials.   
1.5.1 Why Neutrons?  
 
Their lack of electric charge allows neutrons not only to penetrate deeply into the target, but also 
to be at a close proximity to the nuclei (interacting mainly through the strong nuclear force: 1 fm 
= 10-15 meters) thus allowing for the study of the structural properties of solids. This is a crucial 
property that sets neutrons apart from other elastic scattering techniques such as X-Rays or 
electron diffraction, since these two interact with the electron cloud in solids; with electrons the 
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interaction is electrostatic and with X-Rays is electromagnetic. Both of these interactions are 
strong, thus preventing deep penetrations of the beam into the material, yielding low intensity 
diffraction peaks for very light atoms (e.g. Oxygen) as in the case of X-rays. This is in sharp 
contrast with the very short-range nuclear force which 1) allows the neutron to travel large 
distances inside the solids without being scattered or absorbed, since as far as the neutron is 
concerned, solids are not very dense and 2) facilitates the detection of light atoms in the presence 
of heavier ones since neutron scattering lengths are characterized by an irregular, element 
specific distribution unlike X-Rays, and 3) makes neutrons more suitable for precise 
determinations of atomic displacement parameters (e.g. temperature) since the diffracted 
intensity for X-Rays decreases rapidly for large scattering angles while for neutrons it is 
independent of the scattering angle due to the fact that the neutron’s wavelength (1- 3 Å) is much 
larger than the nucleus and comparable to interatomic distances in solids [54, 55].  
 The neutron also has a magnetic moment (µn = 1.91 µN, in units of the nuclear magneton µN) 
that interacts with the spins of unpaired electrons through the magnetic dipole interaction. The 
latter reveals the periodicity of the magnetic unit cell (through additional peaks in the diffraction 
pattern) and both the magnitude and direction of the ordered magnetic moment. In fact, no other 
microscopic technique is able to provide such detailed microscopic information about magnetism 
in solids as magnetic neutron scattering does; physically speaking, the neutron is able to both 
establish and detect the response of a frequency- and wave vector-dependent magnetic field in 
the scattering sample [56].  
 The energy range (5-100 meV) of thermal neutrons is ideal for the study of the dynamics of 
materials; their energy is comparable to that of the order of the energy of excitations resulting 
from complex ordering of spin, charge, and orbital such as phonons and magnons, etc. Inelastic 
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neutron scattering is the most precise experimental technique that is able to measure the 
dispersion relations ħω(q) of such excitations at any pre-determined point in reciprocal space (i.e. 
throughout the Brillouin zone), since it permits the controlled access to nearly any part of energy 
and momentum space [56]. 
 There is however, one major disadvantage to the experimental technique of neutron 
scattering; it is a signal-limited technique. The latter results from a combination of the fact that 
1) neutron is a weakly interacting particle with high penetrating power and thus is weakly 
scattered, and 2) that available neutron beams inherently have low fluxes (~107 neutrons per 
second per square millimiter compared to 1018 photons per seccond per square millimeter at an 
X-ray synchroton radiation for the same bandwidth of energy). As a consequence, rather large 
amounts of single crystal samples—in the order of grams—are usually required for scattering 
experiments. The latter might be a challenging obstacle to overcome, specially when 
investigating a newly synthesized material as have done in Chapter 4. Clever ways to align and 
mount many samples will be required in order to improve the signal. On the other hand, these 
shortcomings have been a major drive in the design of numerous neutron scattering instruments 
specifically devoted to a certain scattering process [54]. For instance, in this work we have used 
a total of 7 instruments that are categorized under two main types developed to tackle the 
specific scattering processes of diffraction and inelastic neutron scattering (see Chapter 3).  
It is appropriate to mention as well—for those unfamiliar with the neutron scattering 
technique—that in spite of its unique advantages it is a technique that must be complemented by 
others if the aim is to provide full characterization of the system. For example, structure 
determination from polycrystalline materials is done by a simultanueous refinement of both 
neutron and x-ray powder diffraction spectra, since the contrast mechanisms differ for the two 
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probes. Other experimental techniques such as scanneling tunneling spectroscopy (STM), 
transmition electron microscopy (TEM), photoemission, nuclear magentic resonance (NMR) and 
muon spin relaxation provide complimentary information on the specific physics being 
investigated.  
  Taking advantage of neutron’s unique properties and instruments designed for specific 
scattering processes, elastic, inelastic, and polarized neutron scattering experiments can be 
conducted on a specimen in order to reveal its nuclear, magnetic, and dynamical properties. 
More specifically, elastic scattering (no energy analysis) can be used determine the time-
averaged nuclear and magnetic structures. Quasielastic diffuse scattering gives information on 
short-range correlations and fluctuations of nuclear and magnetic origin, while inelastic 
scattering yields information about the relevant interactions from which complex phenomena 
originates. In addition, polarized experiments are used to distinguish between the magnetic and 
nonmagnetic scattering. It is important to mention that neutron diffraction can also give 
information about charge and orbital order. These types of ordering cannot be directly measured 
with neutrons, but rather indirectly due to the changes they cause in the system. Charge order is 
detected through the changes in the transition metal-oxygen bond by the so-called bond valence 










Neutron Scattering  
 
This chapter is intended to familiarize the reader with the basic principles in experimental 
neutron scattering. It will briefly state basic properties of neutrons followed by the numerical 
values for velocity, energy, and wavelength of the neutron. The remainder of the chapter presents 
the reader with some of the most useful formulas for interpreting experimental measurements on 
crystalline solids. If further details are needed, the interested reader is urged to consult several 
excellent books for more rigorous derivations  [55, 57 – 59].  
2.1       Basic Properties of Neutrons  
 
For neutron scattering experiments, only thermal neutrons (5 meV ≤ E ≤ 100 meV) are of interest. 
Table 2.1 shows the basic properties of neutrons.  








For these range of energies, the velocity spectrum of thermal neutrons follows that of the 
Maxwellian speed distribution for a molecule of dilute gas in thermal equilibrium  








   
 
Mass m = 1.675 x 10-27 kg  
Charge  0  
Spin      !  
Magnetic dipole moment  µn=-1.93 µN   
 (2.1) 
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where ! ! !" is the number of neutrons through a unit area per second with velocities of 
! + !", m is the mass of the neutron, T is the temperature of the neutrons emerging form the 
moderator, and kB = 1.381×10-23 J/K  is the Boltzmann constant. Recall that the energy of the 
neutrons, at a given temperature, T, is conventionally expressed as    








with h = 6.626 ×10-34 J s the Plank constant (ħ = h/2π). Furthermore, the magnitude of the 





! = ℏ!.  
We can now combine equations (2.2) – (2.5) into (2.2) an obtain the well known expression for 
energy: 










If we now insert the values of all the elementary constants in the above expression for energy, we 
arrive at the following useful relations between the energy (meV), wavelength (Å), wavevector 
(Å-1), velocity (km/s), and temperature (Kelvin) for thermal neutrons with units of: 
! = 0.08617 ∙ ! = 5.227 ∙ !! = 81.81 ∙ !
!!
= 2.072 ∙ !!.  
For the purpose of completeness we also provide useful conversions between the units of energy 
used in neutron scattering (meV) and those used in other spectroscopic techniques such as 




 (2.5)  
 (2.6)  
 (2.7)  
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1!"# = 0.242  !"# = 8.07  !"!! = 11.6  ! = 17.3  !, 
where the last two conversions to temperature (kelvin) and magnetic field (T = Tesla) have been 
provided as well. The standard value taken for velocity for thermal neutrons is that of v = 2.20 
km s-1. Using the above relations, we can then obtain the standard values for the energy, 
wavelength, absorption cross-section (1/v), temperature and magnitude of the wavevector. These 
are shown in Table 2.2.  
 









2.2     Basic Principles of Neutron Scattering  
 
The aim of a neutron scattering experiment is the determination of the probability that an 
incident neutron on a sample with initial wave vector ! is scattered into a final state with wave 
vector !′. As with any scattering process, the intensity of the scattered neutrons is a function of 
the momentum transfer  
ℏ! = ℏ !− !! = ℏ!, 
 
  (2.8)  
  (2.9)  













where Q and τ are defined as the scattering and reciprocal lattice vectors3, respectively. Thus, the 
magnitude of Q and corresponding energy transfer are given by  
 





!! − !!" . 
Just like in any scattering process, both the momentum and energy are the conserved quantities. 
Thus, equations (2.9) and (2.11) are used in the scattering experiment to infer the momentum and 
energy transferred to the sample by measuring the properties of the incident and final neutron 
beams.  
2.2.1 Elastic Scattering   
 
In order to understand both diffraction and the scattering process, a representation of reciprocal 
space is required. Figure 2.1 shows the schematic representation of the reciprocal lattice for a 
two-dimensional crystalline solid. The circle is commonly referred to as the Ewald circle in 
which the dots represent the crystal lattice.  
 Coherent elastic scattering (i.e. ! = !′ = ! and ℏ! = 0) or Bragg diffraction occurs 
when the Bragg condition is satisfied. Such is the case depicted in Figure 2.1 with the circle of 
radius k that passes through two points, with one of these points being at the origin of the 
reciprocal space where 
 
                                                
3 Note also that the symbol !, depending on the reference being consulted, sometimes denotes 
the reciprocal lattice vector such that one might also find expression (2.9) written as ℏ! =
ℏ !− !! = ℏ!.  
  (2.11)  
  (2.10)  
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! = ! = !− !′,  
where ħ has been dropped for simplicity. From the above equation, we can derive Bragg’s law by 
making use of equation (2.10), thus obtaining  
! = ! =   2|!|!"#θ!, 
where 2θS  is defined as the Bragg angle, or as that one between the incident and final neutron 
beam. Recalling that the magnitude of the reciprocal lattice vector is that of |τ| = 2π/d, where d is 
used to denote the inter-planar spacing in crystalline solids, we arrive at the more common 
expression for Bragg’s law: 
! = 2!"#$!!. 
In a typical neutron diffraction experiment any point in reciprocal space can be measured—as 
long as the instrument allows it—by choosing the appropriate values of k, 2θS, and the 
orientation of the sample relative to the initial wavevector k. Adjusting the angle 2θS between the 
initial and final wavevectors and rotating the sample control both the magnitude and orientation 
of Q within the reciprocal lattice, respectively.    
 In addition to the interaction of neutrons with atomic nuclei, there is also another one that 
results from the fact that a neutron has a magnetic moment. Thus, the magnetically ordered spins 
in a sample gives rise to Bragg diffraction of neutrons in the same manner as the nuclear 
interaction described above Thus, the neutron experiences a force of magnetic origin as it 
approaches a fellow magnetic particle. This magnetic interaction, however, has a dipolar nature 
(much like that of two bar magnets when brought close together). In fact for the case of 
ferromagnets, both types of Bragg peaks occur at the same value of Q. In the case of 
antiferromagnets the nuclear and magnetic Bragg peaks are usually at different values of Q, 
  (2.12)  
  (2.13)  
  (2.14)  
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FIGURE 2.1 The Ewald circle in two-dimensions representing the reciprocal space. The gray 
dots represent the reciprocal lattice for a two-dimensional crystalline solid while the vector 
representation depicts the elastic and inelastic scattering process. ! denotes the reciprocal lattice 
vector while ! represents the momentum transfer within the first Brillouin zone [57].  
 
2.2.2 Inelastic Scattering   
 
In the case of inelastic neutron scattering, we have ! ≠ !′  because in this case energy is 
either being transferred to or from the sample. From Figure 2.1 we can see that we can further 
decompose the scattering vector into  
! =   !+ !. 
That is, into a form where the scattering vector does not coincide with the reciprocal lattice 
vector as such was the condition for elastic scattering. In an experiment this can be accomplished 
by fixing the value of ! and allowing !′ to vary. This set up allows for ! and ! to be kept 
constant while both the scattering angle and the relative orientation of the crystal with respect to 
 (2.15)  
!
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k are changed. In instances for which ! < !′ and ℏ! < 0, the sample gives up quantum energy 
to the emerging neutron beam. This is referred to as anti-Stokes scattering in which an excitation 
is annihilated, resulting in a gain of neutron energy. On the other hand, for cases in which ! >
!′and ℏ! > 0  energy is transferred to the sample (Stokes scattering) and an excitation is created. 
In equation (2.15), ! represents the wavevector of the specific elementary excitation. Phonons 
are an example of such excitations resulting from an exchange of energy between neutrons and 
the lattice, which causes a superposition of waves to move through the lattice. The magnetic 
analogue of phonons—referred to as magnons—result from an exchange of energy between 
neutrons and the magnetic moments in the sample. However, because the magnetic interaction is 
dipolar in nature, the resulting scattering is not isotropic as in the nuclear case—i.e. only the 
component of the sample’s magnetization that is perpendicular to  ! will scatter neutrons. This is 
the basic principle behind polarization analysis (see Chapter 3), a technique that is used to help 
determine the directions of electronic moments as well as to distinguish between phonons and 
magnons.  
2.3     Mathematical Foundations of Neutron Scattering: Van Hove Formalism   
 
The majority of neutron spectroscopic techniques can be reduced to a measurement of the partial 
differential scattering cross section, given by  
!!!/!Ω!"′,  
which is defined to be the total number of neutrons scattered per second by the sample into a unit 
of solid angle dΩ in the direction θ and ϕ with a final energy between !′ and !! + !"′. It is 
normalized by the neutron flux incident on the sample Φ0 (with units of neutrons/sec/cm2) such 
that the final units are of area/(solid angle)/energy. Figure 2.2 places all of the above quantities 
 (2.16)  
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in perspective; it depicts the cross section !!!/!Ω!"′ for a specific transition of the scattering 
system from one of its quantum states to another. Such expression contains all the details of the 
individuals and collective motions of the atoms, molecules, and/or of any atomic magnetic 











FIGURE 2.2 Geometry for scattering experiments. The components involved in the 
measurement of the partial differential scattering cross section in a neutron scattering experiment 
are shown, see text for detailed description [57].  
 
Going back to equation 2.16, we see that by integrating over all the energies, one obtains the 
differential cross-section, represented by.  
!"/!Ω. 
This is what is measured in a diffraction experiment thus it yields the time-averaged 
(equilibrium) position of all the nuclei in the sample. Integrating once more over the solid angle 
(all directions) we obtain the total scattering cross section,  
!!"!, 
 (2.17)  
 (2.18)  
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which gives the scattering strength of the sample (units: 1 barn = 10-28 m2) and thus represents 
the unnormalized probability that an incident neutron will be scattered.  
2.3.1     Fermi’s Golden Rule and the Born Approximation: The Master    
  Formula   
 
We continue here from the above section and arrive at the final expression for the partial 
differential scattering cross section. For an in-depth derivation of this result the reader can 
consult, for example, reference [57] while a more general derivation can be found on references 
[56, 60].  
 It is appropriate to now define a coordinate system (see Figure 2.3) in which the number of 
nuclei in the scattering sample is denoted by N and the position vector of the jth nucleus and the 










FIGURE 2.3 Coordinate system with the origin set at some arbitrary point in the scattering 
system. Shown are the position vector of the neutron and that of the jth nucleus [57].  
 
In order to derive a general expression for the observed intensity measured in a neutron 
scattering experiment Van Hove used a fundamental result in quantum mechanics known as 
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Fermi’s Golden rule. The latter simply uses Fermi’s observation that the interaction between 
neutron and nucleus could be replaced by an effective (much weaker) potential. This pseudo-
potential allows the neutron to act as a very weak perturbation to the system, making it a perfect 
candidate for the perturbation expansion derived by Max Born. Thus while the scattered neutron 
causes a transition from one quantum state to another, it does not modify the nature of the states 









!!,!→!!,!!!!!"  !! ,  
 
	  






!!! !!!! !|!" !.  
 
 
In (2.19) and (2.20) the sum is taken over all values of the final neutron wavevector that lie 
inside the solid angle dΩ in the direction of θ, ϕ. With !!,!→!!,!!(see Figure 2.2), representing 
the number of transitions per second from an initial state denoted by !, !  to a final state !′, !′. All 
normalized by the flux Φ of incident neutrons. In expression (2.20), the value of ρk  (see Figure 
2.2) is the number of momentum sates in dΩ per unit energy range (between !! and !! + !"′) 
for neutrons with a final wavevector of !′. Initially (for simplicity, can be easily generalized to 
magnetism see, for example, [57]) the sate of the neutron is solely dependent on its momentum, 
thus an incoming neutron is defined with a wavevector k and characterized by a specific λ.  Let 
the wave function of the neutron and that of the scattering system be represented by ψk and χk, 
respectively. Furthermore, suppose the system interacts with a potential V and is scattered with a 
 (2.19)  
 (2.20)  
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characteristic wavevector of !′, where the final state of the scattering system is denoted by !′. 
Thus, we are now in a position to write explicitly the matrix element in (2.20):  
!!!! !|!" =    !∗!! !
∗
!!!!!!"!!!!!.  
The integral is taken over all space for each of the N+1 variables that compose the scattering 
systems. Recall that number of nuclei in the scattering sample is denoted by N and the position 
vector of the jth nucleus and the neutron are defined by Rj(j=1….N) and r, respectively. Thus dR 
= dR1…. dRN represents an element of volume for the jth nucleus while dr is that of the neutron. 
Inserting the appropriate values for ρk, Φ, the neutron wave function !(!!∙!) (see, for example 
[57]) into (2.19) and (2.20), and finally including energy conservation in the form of a delta 
function), we are now ready to write down the general expression for the partial differential 
scattering cross section in a neutron scattering experiment (neglecting for the moment spin 








!!!! !|!! !!(!! − !!! + ! − !). 
 The challenge lies, of course, in determining theoretical expressions for the different 
scattering processes. The matrix element, which represents the interaction operator between the 
neutron and sample, is specific to the scattering process. That is, it will take different forms when 
taking into account magnetic or nuclear interactions. 
Example: Scattering of Neutrons by a Single Fixed Nucleus 
As an example, let’s consider neutron scattering from a nuclei at fixed position Rl from the origin 
(see Figure 2.3). This is well approximated by the Fermi pseudo-potential  
  (2.22)  
 (2.21)  
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! ! = !!ℏ
!
!
!!! !(!− !!). 
 In (2.23), bl is the scattering length with magnitude on the order of 10-12 cm. For the case of 
the nuclear scattering cross section (2.22) the units amount to about 10-24 cm2 or 1 barn. For the 
purposes of the neutron scattering experiments performed in this investigation, we will only 
consider the real part of the scattering length, which describes the energy-independent scattering. 
The imaginary part of bl deals with the absorption of the neutron by the sample that occurs if the 
energy of the compound nucleus (neutron + nucleus) is of the same order of an excited nuclear 
state. The latter is rarely encountered in neutrons scattering, thus we will safely ignore it in our 
derivations.  
 Because the effective neutron-nucleus interaction is weak, we evaluate the matrix element in 
(2.22) using the Born approximation. Treating the incident and scattering neutrons both as plane 
waves, the matrix element becomes:  
!!!! !|!! = !! !!!(!)!!!∙! ! ,   
where the integral is to be taken over the entire volume of the scattering sample. It is relatively 
easy to show (consult [56]) that upon substituting (2.23) and (2.24) into (2.22) and using a 
couple of standard tricks Van Hove was able to show that the scattering law—that is, the partial 












thus arriving to the final form of the scattering law defined by Van Hove denoted as 






  (2.23)  
  (2.25)  
 (2.24)  
 (2.26)  
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In the above expression, Q is defined as the scattering vector and ω is the energy of the scattered 
neutrons. N is the number of nuclei, t is time and the angular brackets …  are used to denote the 
average over all the possible thermodynamic states of the sample.  
2.3.2     The Correlation Function   
 
From (2.25) we can see that the goal of most neutron scattering experiments is to measure 
!   !,! . In order to understand how the microscopic properties of the system are contained in 
this expression let’s consider the operator in equation (2.26), which is referred to as the 
intermediate pair correlation function or the intermediate scattering function:  
! !, ! = !
!
!!!!∙!!!(!)!!!∙!!(!)!!! .  
For the moment, we have let the scattering lengths of all the atoms in our sample be equal. That 
is, !!   =   !!! = ! . This assumption allowed us to remove the scattering lengths from the 
summation in (2.26) and thus define (2.27). The above definition also allows us to rewrite the 
expression for the scattering law as 
!   !,! = !
!!ℏ!
! !, ! !!!"#!".  
!   !,!  is also referred to as the dynamical structure factor, and since it is directly related to the 
partial differential scattering cross section, it contains information on both the position and 
motions of all the atoms in the sample. Fourier transforming equation (2.28) with respect to Q 
and t, we obtain the so called time dependent pair correlation function introduced by Van Hove.  
! !, ! = !
!!!
! !, ! !!!!∙!!!. 
Furthermore, the sum of the atomic sites in (2.27) and consequently (2.29) can be re-written 
using the delta function, such that !   !, !  describes the probability of having two atoms l and l’ 
in a well-defined temporal and spacial correlation. Equation (2.29) owes its name to the fact that 
 (2.27)  
 (2.28)  
 (2.29)  
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it describes how the correlation between two particles evolves with time. That is, it describes the 
correlation between the atom !′ at time !   = 0 at the position !′ and the atom !  at time ! at 
another position !′+ !:  
! !, ! = !
!
!(!! − !!! 0 )!(!! + !− !! ! ) !!′!!! . 
Thus, !   !, ! , could be considered as the most borad description of the statics and dynamics of 
the system on an atomic scale. To conclude, we are now in a position to re-write an expresssion 
for the scattering law or the dynamical structure factor given by equation (2.26) 
! !,! =   !!
!
!!ℏ
! !, !!!! !
!!!∙!!!!"#!!!!. 
And for the sake of completeness, we also re-write an expression for the final cross-section 








! !, !!!! !
!!!∙!!!!"#!!!!.  
Summarized in these functions is the power of neutron scattering as an experimental technique: 
what is measured in a neutron scattering experiment is simply the space and time Fourier 
transform of a function that gives the probability of finding two atoms a certain distance apart.  
2.3.3     Coherent and Incoherent Scattering  
It is convenient to express total scattering cross section given by (2.22) as a sum of the coherent 
and incoherent parts:  
!!!
!!!"! !"!







The need to make such distinction arises from the fact that even for an element containing a 
single isotope, not all the scattering lengths will be equal. This is a result of the fact that the 
scattering length of a nucleus depends on its spin state; that is, the magnitude of ! varies 
depending on whether the spins of the nucleus and neutron are parallel or antiparallel. The sum 
 (2.33)  
 (2.30)  
 (2.31)  
 (2.32)  
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in equation (2.26) can be averaged over the total volume of the sample since there is no 
correlation between the scattering lengths of different atoms in the sample !! and !!!. Thus, we 
have two cases, one in which !   =   !′, which yields an average of: 
!!!!! = !!! = !! , 
while that of !   ≠   !′ can be written as  
!!!!! = !! !!! = ! !. 
Recalling that the average coherent cross-section per atom is given by 
!!"! = 4! ! !, 
while the total scattering cross section can be represented by  
!!"! = 4! !! . 
Now, using !!"# =   !!"! − !!"! we can finally define the coherent and incoherent scattering 
lengths as  
!!"! =    !   and !!"# =    !! − ! !. 
Using (2.38), we can rewrite the individual components of equation (2.33) so as to include the 
actual quantity measured in a neutron experiment, namely, the dynamical structure factor. We 
thus have,  
!!!
!!!"! !"!
= !   !
!
!
! !!!"!(!,!), and 
!!!
!!!"! !"#
= !   !
!
!
[ !! − ! !]!!"#(!,!). 
 Physically, coherent scattering describes interference between waves that are produced as a 
result of a neutron scattering from all the nuclei in the sample. Consequently, the intensity of the 
signal observed varies strongly with the scattering angle. On the other hand, in the case of 
incoherent scattering, the scattered waves from different nuclei do not interfere with each other 
  (2.34)  
  (2.35)  
  (2.36)  
  (2.37)  
  (2.38)  
  (2.39)  
  (2.40)  
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since it measures self-correlations of atoms at different times. Thus, incoherent scattering yields 
information about the diffusion of atoms in a system. In general, in the scattering process, the 
interference between the different scattered waves is normally neither complete nor completely 
absent. Usually, incoherent scattering is mostly isotropic (specially in the case of small Q and 
low temperatures), and it is characterized by a decrease in intensity as both the values of Q and T 
increase. However, there is the special case of Quasielastic Neutron Scattering (QENS) (covered 
in section 2.3.5) in which a Doppler-like broadening of otherwise elastically scattered neutrons—
characterized by a Lorentzian line shape—is observed due to reorientational or diffuse motions 
of atoms in the target.  
 There are a few prominent examples for which a large incoherent scattering is useful for 
neutron scattering experiments. Regarding the case of single atomic species, one of the most 
important incoherent scatterers is Hydrogen with !!"# = 80.3 barns/atom while only a value of 
!!!! = 1.76  barns/atom. Thus, in samples containing large amount of Hydrogen coherent 
scattering is usually neglected. Vanadium metal is another example, and it is often used as a 
standard for calibrating the neutron flux at the sample position of a spectrometer.  
 Since QENS will be covered at the end of this chapter, for the remainder of the discussion of 
the partial differential scattering cross-sections for the various scattering processes (i.e. elastic 
and inelastic scattering) we will drop the subscript coh with the understanding that we will be 
referring to the coherent part of the wave function.  




The scattering law for diffraction (Bragg scattering) is one of the most important applications of 
Van Hove’s scattering law !   !,!  given by (2.26). Recall from (2.17) that in a diffraction 
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experiment, what is measured is the differential cross-section, which gives the time-averaged 
(equilibrium) position of all the nuclei in the sample. It is then necessary to integrate (2.26) over 
the range of energies !, which results in a Dirac delta function !(!). As result, the pair 
correlation function, !   !, ! , [see equation (2.30)] must be evaluated at !   = 0 for the case of 
diffraction.  
 First, in order to write down !   !,! , we make use of the elegant definition of the so-called 
atomic density operator introduced by Van Hove:  
!! ! = !!!∙!!  (!)! . 
The general expression for coherent, elastic neutron scattering is the time average of !! ! , so 
that  
! !,! =   ! ℏ! !
!
!!!∙ !!  –!!!!!! .   
For the case of a Bravais lattice, with one atom per unit cell the Bragg condition requires that 
! = ! = !− !′, such that the scattering law takes the following form:  
! !,! =   ! ℏ! !!
!
!!
   ! !− !! ,   
with !!  and the vectors ! representing the unit cell volume and reciprocal lattice vectors, 
respectively. Thus, the differential cross-section for a perfectly rigid lattice (notice that we have 






   ! ! ! !− !! . 
 In reality, however, atoms are not fixed, but raher they oscillate about the equilibrium 
position. As temperature increases the thermal motion also increases, thus causing a decrease in 
Bragg peak intensities. This decrease is parametrized by a term denoted as the Debye-Waller 
factor, which gets introduced into the final expression for !"/!Ω as a consequence of averaging 
  (2.41)  
  (2.42)  
  (2.43)  
  (2.44)  
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the phase factor !!!!∙! in (2.42). Thus, we have that for a non-Bravais lattice, the coherent 






   ! !− !! |!! ! |!,  
where  
!! ! = !!! !!!∙!!  !!!!(!,!). 
In the above expressions, the static nuclear structure factor, !! ! =   !! ℎ!" , is evaluated at 
the jth atom within the unti cell that sits at position dj and also contains information on the 
thermal atomic displacements !!!(!) . The latter comes from the Debye-Waller factor, !!(!,!), 
where for small displacements of an atom from its equilibrium position r, it is given by: 
!!   (!,!) =
!
!
(! ∙ !!   (!)! .  
In a diffraction experiment, |!! ! |!, can be obatined by integrating the intensity of observed 
through a scan of the Bragg peak. Thus, it is dependent on the resolution function of the 
particular instrument used. By measuring the structure factor for a large number of Bragg 
reflections within a given sample,  a model for the atomic parameters can be constructed.  
Magnetic Scattering 
The master formula, equation (2.22) can be generalized now for the case of magentic scattering. 
Let Vm represent the magentic interaction for unpolarized neutrons and ! and !′denote the spin 
states of the incoming and scattered neutrons, respectively. Then, the partial differential 
scattering cross-section for magentic interaction can be represented as 
!!!






!!!  ! !!|!!   !!(!! − !!! + ! − !), 
 
 
  (2.45)  
  (2.46)  
(2.47)  
  (2.48)  
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with the interaction between the neutron and unpaired electron in the sample is given by,  
!! ! = −!! ∙ !(!). 
From (2.46) we have that !! = −!!!! is the magentic dipole moment of the neutron, where ! 
(=1.913) is the gyromagnetic ratio, !! is the nuclear magneton, and ! is the spin operator. !(!) 
represents the magentic field that is generated from the spin of the electron and its orbital motion 







In the above equation, first term representes the magnetic vector potential with r as the distance 
from the electron to the point where the magentic field is measured and !! = −2!!! is the 
magentic moment of an electron where !! = 9.27402 ∙ 10!!"!/! is the Bohr magenton and ! is 
the spin operator of the electron. The second term arises from the orbital motion of the electron 
with !! , !,  and ! denoting the velocity of the electron, the elementary charge and the speed of 
light, respectively.  
 Just like we outlined in the section for nuclear scattering, the matrix element in equation 
(2.48) is required to arrive at a final expression for the cross section. The details of such 
derivation are not relevant in this discussion, the reader can see for example Appendix D of [56]. 
Thus, suffice it to say that  upon substituting the above expressions into the matrix element of the 
master formula given above, the magentic neutron cross-section for unplarized neutrons, 
identical magnetic ions with localized electron spins, and spin-only scattering is given by:  
!!!











where ! = !!
!
!!!!!
 , ! !  is the dimensionless magnetic from factor defined as the Fourier 
transform of the normalized spin density associated with the magentic ions, with !,! = !,!, !, 
  (2.49)  
  (2.50)  
  (2.51)  
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and with the term !!!! !   denoting the Debye-Waller factor. As in the discussion with nuclear 
scattering, the main goal is to be able to write an expression for the scattering law, in this case, 
!!,!(!,!). Such expression takes the following form: 





where the angle brackets denote the average over configurations. In the above equation, the term  
!!!(0)!!
!(!)  is the magentic analog of the expression (2.30) obatined in previous section for the 
time dependent pair correlation function !   !, ! . Thus, it is referred to as the time dependent 
spin-spin correlation function. Furthermore, we are able to reach here the same conclusion as we 
did for the case of nuclear scattering, namely that the partial differential scattering cross-section 
given by (2.51) is the Fourier transform in space and time of the spin-spin correlation function. 
As a result, magneitc elastic scattering probes static ordered moments while the inelastic 
counterpart probes dynamic (fluctuating) moments. Shown in Figure 2.4 is a schematic 
representation of the relationship between the measured magnetic neutron scattering cross 
section and the time dependent spin-spin correlation function for Q and energy scans. The top 
panel shows how the relaxation rate Γ measured at half width at half maximun (HWHM) in 
energy of !   !,!   is inversely proportional to the lifetime of the exitation !. In a neutron 
experiment, such energy dependence of !   !,!  is useful in determining information specific to 
the magnetic moment in the system. For example, a limited ℏ!-resolution in the scatteting 
fuction !   !,! , indicates a long-range order for the magentic moments. On the other hand, if 
!   !,!  is much broader that the instrumental ℏ!-resolution, we could conclude that the 
lifetime of the excitations are small in time. Similarly, the linewidth !  is the HWHM in 
momentum transfer of !   !,! , and thus is inversely proportional to the correlation length 
denoted by !. Then by looking at the bottom panel where we have a Q-dependence of !   !,! , 
  (2.52)  
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we are able to determine information on the spatial dependence of the spin correlations. For 
instance, for cases in which !   !,!  is Q-resolution limited, we would have long-range spatial 
correlations. Conversely, if the opposite is true, that is, if our peak is much borader that the 



























FIGURE 2.4 Neutron scattering profile in reciprocal (left) and real space (right) where the 
neutron scattering cross section’s Fourier transform is the so called time dependent spin-spin 
correlation function. Elastic signal (top left blue) in reciprocal space represents an ordered 
moment in real space while the relaxation rate (Γ) of a fluctuating moment (top left red) is 
proportional to the lifetime of the excitation (!) in real space. Similarly, the intensity profile on 
lower left blue (lower left red, showing an intrinsic linewidth  !) corresponds to long-range order 
(a finite correlation length !) in real space (Adapted from [19]).  
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The magnetic analog of equations (2.45) and (2.46), that is, the coherent elastic differential cross 






   ! !− !!!! |!! !! |
!, 
where !! !! , the static magnetic structure factor, is given by  
|!! !! | = !!!!!! !!!!∙!!  !!!. 
The subscript M denotes the magnetic origin, both !! and !! refer to the volume and number of 
magnetic unit cells in the sample; similarly !!  denotes the reciprocal lattice vector of the 
magentic unit cell while the factor !!!!! is the magnetic scattering amplitude of the jth ion with 
the subscript ⊥ is used to indicate that only the component of S perpendicular to Q contributes to 
the scattering amplitude (see discussion at the end of this section). Notice that equations (2.53) 
and (2.54) are equivalent to their nuclear scattering counterparts given earlier by (2.45) and 
(2.46), from which we have carried all terms, with the understanding that we are considering 
their magnetic analogue.  
 Similarly to the case of elastic neutron scattering, the area under the magnetic Bragg peak 
(integrated inetensity) is direclty proportional to |!! !! |!. Thus, by measuring a large number 
of magentic Bragg diffraction peaks, one can determine a model of the magnetic spin structure 
(i.e. amplitute and orientation of spins) for the sample in question.   
Nuclear vs. Magnetic Scattering 
 There are two significant differences between the theories of nuclear and magnetic scattering. 
One is the fact that the cross-section for nuclear scattering is a scalar quantity, whereas that of 
magnetic has a vectorial component dependent on the magnetic field; if the neutron spin is 
perpendicular to Q, it can change it state by precessing in the field. That is, magnetic scattering is 
characterized by a dipolar nature (see Figure 2.5). The term responsible for this is the 
  (2.53)  
  (2.54)  
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polarization factor !!,! −
!!!!
!!
 in equation (2.51). These spin-dependent terms in the 
scattering cross-section can be used to provide additional details about the scattering systems. 
Polarized neutrons (refer to Chapter 3 for a brief comment on the polarized neutron scattering 
technique) have a crucial place in neutron scattering as they can 1) unambiguously determine 
moment directions, and 2) distinguish between collective excitations (i.e. isolate contributions 
from phonons to the magnon spectra) and single-particle excitations (i.e. between coherent and 







FIGURE 2.5 Anisotropic nature of magnetic scattering. Only the component of the sample 
magnetization (M) that is perpendicular to (Q) will scatter neutrons. Left: the magnetic field 
amplitudes of the dipole field are shown for !   ⊥ ! (constructive interference) and !   ∥ ! 
(destructive interference). Figure adapted from [19].  
 
The second difference is marked by the form factors for each of the scattering processes. In the 
case of nuclear scattering, !! !  remains constant because the scattering is isotropic in nature, 
which means that the neutron always sees nucleus/scattering center as a point. On the other hand, 
the combined amplitudes in the form factor for magnetic scattering,  !! !! , develop a phase 
difference as the scattering angle, 2!, increases. The latter is due to the fact that the dimensions 
of the electronic cloud become comparable to that of the neutron wavelength as the scattering 
angle increases. Thus, in a neutron scattering experiment increasing the wavevector Q will cause 
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the intensity of magnetic Bragg peaks to decrease. These provide a unique opportunity to 
distinguish magnetic from nuclear scattering without the use of polarization analysis; that is, we 
can usually select an appropriate Brillouin zone suited for the type of scattering we are looking 
for. 
2.3.5     Inelastic Scattering:  Phonons and Magnons   
In order to begin this discussion, it is standard to first introduce the Principle of Detailed Balance 
and the Fluctuation Dissipation Theorem. This allows us to express the dynamical structure 
factor !   !,!  for phonos and magnons in a much simpler and intituive form.  Because of the 
complexity that arises as we consider inleastic scattering processes, only general cases will be 
discussed in this section. That is, detailed expressions for the specific cross-sections and 
dynamical structure factors will not be presented. This section is more of a qualitative nature 
aimed at a quick introduction to collective excitations in neutron scattering.  
Principle of Detailed Balance  
So far we have only dealt with elastic scattering. Consider now, the scattering law or dynamical 
structure factor !   !,! , from which we have subtracted all the elastic contributions (Bragg 
scattering). As a result, !   !,!  will only contain information about fluctuations in the sample. 
Recall that for inelastic scattering processes (section 2.2.2) there is either energy lost or gained 
by sample from the neutrons.  
 Consider now a thermodynamic system in equilibrium in which there are two states 
separated by an energy  ℏ!, the principle of detailed balance accounts for the fact that the 
probability that the system is in the lower energy state is greater by a factor of !ℏ!/!!! than the 
probability of finding the system in a higher energy state. Thus, the system satisfies the so-called 
detailed balance relationship expressed as: 
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!   −!,−  ! = !
!ℏ!
!!!   !   !,! .  
From the above expression we can see that the principle of detailed balance relates the response 
function for the neutron energy gain and energy loss processes with equal but opposite 
wavevectors.  
Fluctuation Dissipation Theorem  
This theorem relates the scattering function !   !,!  and the imaginary part of the dynamical 
susceptibility, !′′(!,!), via the following relation:  
!   !,! =    ℏ
!
!(!)+ 1 !′′(!,!). 
In the above, the factor ! !  is the Bose-Einstein population factor given by 





which determines the number of collective excitations (e.g. spin waves) that are thermally 
populated at each energy, which is direclty proportional to the intensity of the inelastic signal 
observed. For example, a neutron can create a spin wave in the system while loosing energy. The 
probability of this occurring is 1+   ! ! . On the other hand, the probability of  neutron gaining 
energy from the system (annihilating a spin wave excitation) is proportional to ! !  at the 
corresponding spin wave energy E.  
 Equation (2.56) is actually more important that it might seem at first glance; it directly 
relates the dynamical structure factor—a term directly extracted from the measured partial 
differential scattering cross-section—to a quantity that is easily calculated by theorists—
  !′′(!,!).  
 The generalized susceptibility ! !,! , is a complex function with both real and imaginary 
parts. The former is referred to as the dynamical susceptibility  !′ !,!  and is a measure of how 
 (2.55)  
 (2.56)  
 (2.57)  
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the system respons to external stimuli. The imaginary part, given by !!! !,! ,  deals with how 
energy is dissipated by the system. Thus, the power of equation (2.56) is that it allows for a 
direct test of theoretical models to the obtained experimental data.  
 Furthermore, if we make use of the Kramers-Kronig relation we can relate the real and 
imaginary parts of the susceptibility by: 







By letting w = 0, we obtain an expression for the static susceptibility of the following form 







Furthermore, in the limit of small Q (let Q à 0), the real part of the generalized susceptibility 
now becomes the bulk (uniform) susceptibility usually denoted by !! (i.e !!(0,0) = !!  ). The 
latter is the same bulk susceptibility that is obtained by using a dc magnetometer or a magentic 
resonance technique. Thus, again we see the connection between a measurement of the partial 
differential scattering cross-section from neutron experiments and the imaginary part of the 
susceptibility.  
Phonons 
Collective excitations of the lattice, phonons, are superposition of waves used to describe the 
coherent thermal motion of the atoms about their lattice sites. If we consider a lattice with n 
atoms in a unit cell, we have a total of 3n phonon branches with different frequencies. Let the 
phonon frequencies, be denoted by !!! where q is the wavevector of the excitation and s is used 
to differentiate between the different modes. We then make use of (2.56) to relate the imaginary 
part of the dynamical susceptibility for a single phonon (see, for example [57]) to the measured 
quantity in a neutron scattering eperiment, !   !,! . It can be shown that for the case of a 
 (2.58)  
 (2.59)  
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neutron either creating or destroying a single phonon, the integrated intensity for a constant-Q 
scan is given by:  
! = ! !
!!!
|! ! |!× !!! + 1  
for the case of neutron energy loss, and  
! = ! !
!!!
|! ! |!×!!! 
for that of energy gain. Recall that !!! is the Bose-Einstein factor given by equation (2.57). 
Some useful limiting cases of the latter are !!! + 1 = 1 for cases in which ℏ!!! ≫ !!! and in 
the low temperature limit, ℏ!!! ≪   !!!  , !!! + 1 =
!!!  
  ℏ!!!
   . Above, ! !  is the dynamic 
structure factor (not given explicitly here) that contains terms such as the Debye-Waller factor 
and a polarization vector for a particular mode s. There is no simple way to determine what the 
polarization for a particular vector Q will be. Nonetheless, there are specific cases such as that of 
acoustic phonons which yield a much simplified expression for the dynamical structure factor.  
Magnons 
Spin waves are the analogue of the normal modes of nuclear displacements. They are caused by 
the coherent fluctuations of the individal magentic moments, which are coupled to one another 
by exchange interactions (e.g. direct overlap of atomic wave functions, superexchange, or 
RKKY). Their energy is quantized, with ! = ℏ!, relative to its ground state. The term magnon 
refers to the quanta of energy, which can either be absorbed or emitted by a neutron as it scatters 
from a magnetic system, resulting in the absorption or emission of magnons. Classically, if we 
allow the spins to precess about their axes, a spin wave can be visualized as a constant phase 
difference between the precession rates of neighboring spins (see Figure 2.6).  
 
 
 (2.60)  





FIGURE 2.6 Schematic representation of a spin wave. Top panel shows precession of spins 
about their axis. Bottom panel is the top view of such precession, with one wavelength shown. 
Figure adapted from [14].  
 
In order to obtain the partial differential scattering cross-section for magnons, the starting point 
would be equation (2.51). The dipolar nature of the magnetic interaction only allows spin wave 
displacements in the directions perpendicular to the average spin direction. Thus, we can 
conveniently choose the average spin direction to be along z; taking only the relevant terms from 




!!,! !,! =    !
!
1+ !!! !!"(!,!). 
The goal is to be able to find an expression for !!"(!,!). Such task is specific to the magentic 
orientations of spins in the sample such that the dynamical structure factor will be different for 
the case of antiferromagnets and ferromagnets. Because of the mathematical complexity involed 
in this process, the derivation of such expression for these cases falls outside of the scope of this 
thesis work. Nonetheless, the approach is the same as outlined in this section: we make use of 
!   !,! =    ℏ
!
!(!)+ 1 !′′(!,!) and find an expresion for the imaginary part of the dynamical 
susceptibility. However, for the sake of a qualitative understanding of phonon and magnon 
dispersions, it is appropiate here to give a brief overview of each of the spin wave dispersion 
relations.  
 (2.62)  
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 For the case of Heisenberg ferromagnet with only nearest neighbor interactions, the spin 
wave dispersion (at small q) is given by:   
ℏ!! = !!!, 
where spin wave stiffness constant is given by 
! = 2!"!!. 
The term J is the exchange energy, S denotes value of the spin, and a is the lattice constant. The 
quantitative value of the spin wave stiffness constant can be extracted from a fit to the dipersion 
relation and thus it contains information concerning the ineteraction and nature of magentism.  
 On the other hand, in an antiferromagnet the spin wave intensity peaks near an 
antiferromagnetic superlattice peak instead of near a Bragg peak as in the case of ferromagnets. 
Thus the spin wave dispersion for a Heisenberg antiferromagnet (at small q) with only nearest-
neighbor interactions is represented as:  
ℏ!! = ℏ!", 
where the spin wave velocity c is given by 
! = !"# !
ℏ
. 
The constant z is the number of nearest neighbors, and as before J is the superexchange energy.  
 
2.3.6     Diffuse and Quasielastic Magnetic Scattering   
 
Recall from section 2.3.3 that elastic, coherent scattering is restricted to Bragg peaks. However, 
real crystals do show additional scattering peaks near and around Bragg peaks. The elastic part of 
this scattering is referred to as diffuse scattering. The latter is atributed to imperfections in the 
crystal (e.g. vacancies and susbstitutional atoms), referred to as point defects. Such defects in 
crystals usually have considerable consequences for magentism, since they may affect the local 
 (2.63)  
 (2.64)  
 (2.65)  
 (2.66)  
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structure of the compound. As we will see in Chapter 5, this type of scattering, contains 
information on short-range correlations. Furthermore, they can also give rise to resonant and 
local modes, thus affecting the dynamical properties of the system (refer to [56] for a more 
involved discussion of point defects). It is in this way that diffuse scattering also reveals 
information on fluctuations of nuclear and magentic origin. In this thesis work, we present results 
(see Chapter 5) from diffuse magentic scattering. Thus, the present section concentrates on the 
magnetic diffuse scattering case.   
 As done in previous section, the use of the dynamic susceptibility is useful in the treatment 
of diffuse scattering as well. Recall that from section 2.3.5, equation (2.59) states that the 
dynamical susceptibility equals the bulk susceptibility in the appropiate limit 
!! 0,0 =   !!. 
Thus,  it follows that from (2.59), that it is always possible to choose a general form for !!′ !, 0  
that ensures the following relation is satisfied (hence the convenience of discussing the scattering 
in terms of the dynamic susceptibility, rather than in terms of !   !,! ) : 
!!! !,! = !! !,! !!(!,!). 
Above, !(!,!), is called the spectral weight function and is an even function of ! satisfying the 
normalization condition:  
! !,! !! = 1!!! . 
Quasielastic Scattering  
In mixed-valence and heavy fermion compounds sometimes the localized moments interact with 
the delocalized conduction electrons. The latter results in a scattering mainly dependent on the 
magnetic form factor (lack of spatial correlation results in a susceptibility independent of Q).  If 
 (2.67)  
 (2.68)  
 (2.69)  
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the spin excitations are damped exponentially in time, then the spectral weight function takes the 
form of a Lorentzian  





As a result, the imaginary part of the susceptibility from equation (2.68) becomes  






In (2.71) Γ denotes the linewidth of the excitation, and it is in cases for which its value is 

















 (2.70)  





This chapter is intended to familiarize the reader with the experimental tools used in this 
investigation. For in depth coverage and details regarding neutron production and detection the 
reader can consult [56] and [60]. An excellent book that covers the triple-axis basic techniques 
and instrumentation details has been written by Gen Shirane, Saphiro, and Tranquada is cited 
here [55]. Instrument specifications with complete descriptions can be found online on the 
instrument section of both Oak Ridge National Laboratory and the National Institute of 
Standards and Technology website.  Because of the wide range of instruments used, specific 
details of pertaining to the instrumental set-up and configurations employed for each study will 
be provided in the appropriate chapters.  
3.1       Neutron Production and Detection  
 
Today the two most commonly used neutron production reactions are those by thermal nuclear 
fission and spallation by protons. In the former, neutrons are generated with nuclear reactors by 
the fissioning of atoms in the reactor fuel. The choice for the reactor fuel is Uranium 235, which 
undergoes the following reaction after a slow neutron capture,  
! + ! →   2.5! + 200  !"# + !"#$%&.    
This exothermal reaction can be made self-sustaining because it releases more neutrons per 
fission process that are needed to initiate the process; these excess neutrons are the ones used in 
scattering experiments. The main advantage of a fission reactor source is that they produce a 
high flux of neutrons at a steady rate.  
   (3.1)  
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 The other method of generating neutrons is by making an energetic beam of ions (generally 
protons) strike a heavy metal target thus knocking neutrons from the intra-nuclear cascade 
created as a result of highly energetic particles leaving the nucleus; these neutrons are referred to 
as spallation neutrons. Just like in the fission process, the excited nucleus left behind will start to 
evaporate neutrons, thus the low-energy part of the spectrum of both spallation and reactor 
sources are comparable. However, because of the resulting intra-nuclear cascade the energy 
spectrum of spallation sources extends up to that of the incident particles (1GeV).  
 These two different methods of neutron production come each with their set of pros and 
cons. In the case of thermal nuclear fission, neutrons emerge from a reactor in a continuos stream. 
Thus, for scattering experiments a monochromatic beam must be obtained by using Bragg 
reflection from a single crystal. On the other hand, in spallation sources the neutrons arrive in 
pulses, eliminating the need to use a monochromator and allowing all the neutrons to be used. 
The later is acomplished by measuring the time it takes a neutron to travel from the source to the 
detector—time of flight—providing in this way a measure of the neutron’s velocity and energy. 
Another difference between these two types of neutron production methods is the amount of 
energy deposited in the target. For spallation sources, the enery deposited by the protons in the 
target is only of about 27 MeV/neutron compared to four or five times more for the case of 
nuclear fission. However, the cost of producing high energy protons for spallation sources is very 
high.   
 From both processes high energy neutrons with energies up to hundreds of mega-electron 
volts (MeV) are produced. However, as explained in Chapter 2, only neutrons with an energy 
range of meV are suited for our condensed matter experiments. Thus, these are slowed down in a 
moderator by multiple collisions until they approach thermal equilibrium. To achive this energy 
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shift of several orders of magnitude, moderators made of light atomns such as D2O and H2O are 
commonly used. Neutrons thermalized in moderators al low temperture (e.g. by using liquid H) 
are referred to as ‘cold neutrons’ while those at equilibrium at room temperature are ‘thermal 
neutrons’.   
 Because thermal neutrons have both small energies and lack electric charge, the detection of 
neutrons is possible only through the detection of ionizing radiation or particles that emerge from 
nuclear reactions with target atoms. The most common neutron detectors used are 3He gas tubes 
detectors, which generate the following reaction with the incoming neutron: 
!  +    !"!! =!! ! + ! + 0.77  !"#!!!! . 
In the 3He gas tube set up, the cathode consists of a steel tube that is filled with Helium 3 with a 
pressure ranging from 5-10 bar. Electrons generated by the ionizing particles resulting from the 
nuclear reactions with the incoming neutron, are accelerated through a high voltage of about 
1800 Volts towards the anode, which runs along the cylinder axis. This causes even more 
ionizing particles that together with a gain factor of about 105 produce an avalanche effect 
allowing for the signal to be detected. These types of detectors are commonly referred to as 
Geiger counters. Usually the same Helium 3 detector tube, but with a much lower pressure, is 
also used in order to measure the incident neutron flux.  
 The work presented in this thesis was conducted at the High Flux Isotope Reactor (HFIR) at 
Oak Ridge National Laboratory in Oak Ridge, TN; and at the National Institute of Standards and 
Technology in Gaithersburg, MD where neutrons are generated by thermal nuclear fission.  
 
 
   (3.2)  
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3.2       Single Crystal Synthesis  
 
Prior to the neutron scattering experiments, the single crystals investigated in this thesis were 
synthesized and fully characterized by our collaborators. Elastic and inelastic studies of the 
structural and magnetic properties of 11 and 6 % Mn-doped Ruthenates were conducted using 
various single crystals specimens grown and characterized at Dr. Rongying Jin’s laboratory at 
Louisiana Sate University by Dr. Biao Hu. Details on the growth and conditions can be found by 
consulting the following reference [45]. Elastic neutron scattering experiments on the doping 
dependence of phase segregation on PCMO 30, 35, and 40 systems, were conducted on single 
crystals synthesized and characterized at the Joint Research Center for Atom Technology 
(JRCAT) in Tsukuba, Japan by Dr. Y. Tomioka in Dr. Y. Tokura’s group [61]. In addition, Dr. 
Tomioka and Tokura also provided the single crystals used for the inelastic neutron scattering 
investigation of spin-lattice coupling in LCMO 20 [62].  
3.3       Triple-Axis Spectrometers  
 
The bulk of the experiments, that is, elastic and inelastic measurements on 11 and 16% Mn 
substituted Sr3Ru2O7, doping-dependence of phase segregation in Pr1-xCaxMnO3 (x = 30, 35, 40) 
using elastic neutron scattering and collective excitations for the spin-lattice coupling study in 
La0.80Ca20MnO3 were all carried out at triple axis beam lines. Because of the tremendous 
versatility of this instrument, elastic, quasi-elastic, inelastic, and polarized experiments can all be 
performed on such instrument. The Triple-Axis Spectrometer (TAS) system is specially suited 
for inelastic neutron scattering experiments, due to the fact that they allow controlled access to 
the momentum !  and energy ( ℏ!)  found in the scattering law !  (!,!) . Triple-axis 
spectrometers at the High Flux Isotope Reactor (HFIR) at Oak Ridge National Laboratories in 
Oak Ridge, TN are operated and controlled through the Spectrometer Instrument Control 
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Environment (SPICE), which is a LabVIEW based program. Initial data treatment (i.e. browsing 
scans, combination of data sets, angle calculations, spurious check, etc.) was carried out using 
the Graffiti program within SPICE. DAVE is an integrated environment for the reduction, 
visualization, and analysis of inelastic neutron scattering data used for TAS at the National 
Institute of Standards and Technology (NIST) in Washington, DC [63].  
Triple-Axis Spectrometer Components 
In the triple-axis spectrometer (TAS), as the name implies, neutrons interact with three crystals 
on their way from the reactor to the detector, with each crystal being able to rotate about a 
vertical axes passing through their centers. The first crystal is the monochromator, whose job is 
to select a single monochromatic component from the while neutron beam. The sample 
constitutes the second crystal and the third one is the analyzer. The latter analyzes the energy 
spectrum of the neutron beam as it scatters from the sample. Finally, the signal output is sent to a 
detector. The initial and final neutron energies are determined by exploiting the process of Bragg 
diffraction  
!" = 2!"#$!!, 
from the monochromator and analyzer single crystals. As can be seen in the triple-axis schematic 
diagram shown in Figure 3.1, the incoming neutron beam first strikes the monochromator, which 
results in a beam scattered through an angle denoted by 2!!. Thus, in order for the beam to be 
able to hit the sample and reach both the analyzer crystal and finally the detector, each 
component must be rotated by the associated crystal Bragg angle !, and scattering angle 2!. 
Thus, at each setting of the spectrometer—corresponding to specific angles at the 
monochromator, sample, and analyzer—a single measurement is made for a scattering vector and 
energy transfer.  




FIGURE 3.1 Schematic representation of the set up of a triple axis neutron scattering 
spectrometer. Reference adapted from [19].  
 
 In order to preserve the neutron flux at the desired n = 1 fundamental wavelength (where n 
represents an integer in the Bragg diffraction law) filters are placed in the path of the beam. This 
has the effect of removing the higher order harmonic content (i.e. noise usually referred to as λ/2, 
λ/3 …etc.) of the diffracted neutron beam, otherwise spurious detectors counts would appear in 
the intensity profile. As can be seen from Figure 3.1 the filter can be placed either along the 
incident beam path or the scattered beam (after the sample).  In the case of thermal neutrons, the 
most common filter used is the so-called highly oriented pyrolytic graphite, commonly 
!
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abbreviated as HOPG or simply PG for !! < 2.66  Å  !"  4.10  Å. It is a special form of graphite 
(pure carbon) that acts as a single crystal along the [001] direction in reciprocal space. It is ideal 
to use for neutron energies of 13.7, 14.7, 30.5, and 41 meV since neutrons of other energies (n 
>1) are mostly scattered out of the beam. Because of the very high reflectivity over a large 
energy range, its negligible coherent scattering and absorption cross section, and the fact that 
gamma ray scattering is very small due to its low atomic number, PG (usually the (002) refection 
with an interplanar d spacing of 3.354 Å) is often the single crystal of choice for both 
monochromators and analyzers in a TAS system.  However, it is also common to find other 
materials such as Germanium, Copper, and Silicon used for both the monochromator and 
analyzer depending on the specifics of each instrument.  
 The next TAS component along the neutron beam is the sample. Recall from Chapter 2 that 
we can have different types of scattering; that is, the neutron can either lose or gain energy, in 
which case !! ≠   !! (inelastic scattering) or the analyzer can be set to only detect !! =   !! 
(elastic scattering). Thus the resulting energy transfer and the magnitude of the momentum 
transfer between the neutron and sample are given by  












 ! =    !! + !!! − 2!!!!"#2!,  
where !!  and !!  are the corresponding d-spacings of the monochromator and analyzer crystals 
and the magnitude of the momentum transfer is calculated by expressing the vector dot product 
of ! = !− !′ with itself. Notice that ! , is independent of the Bragg angle !! in equation (3.4), 
instead it only depends on the sample’s scattering angle 2!. It becomes clear now, that there are 
   (3.4)  
   (3.5)  
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two fundamental types of scans in a triple-axis experiment. One is termed as a constant-Q scan, 
in which the momentum transfer is kept constant. If the monochromator Bragg angle is fixed, the 
system is in an !!-fixed configuration. Similarly, allowing the analyzer Bragg angle to remain 
constant results in a !!-fixed configuration. Typically only one of these set-ups is chosen, since 
the wavelength filter must be placed either before or after the sample. The flexibility of the TAS 
system, allows the user to be able to choose either set-up depending on the specific problem 
under study. On the other hand, one can perform what is referred to as a constant-E scan, for 
which the energy instead of the momentum transfer is held constant. The choice for each type of 
scan depends on the particular aspects of the physics phenomenon under investigation. However, 
it is very common to use the set-up with a fixed !!. One of the advantages of such configuration 
is that it typically allows access to a much broader energy range and wave vector transfer within 
the geometric constrains of the spectrometer. Nonetheless, a combination of both scans is 
typically used to map out dispersion relations for both phonons and magnons.  
 Recall from Chapter 2 that the scattering function !!"!(!,!) contains delta function of both 
momentum and energy. Thus in principle, once the delta function condition is met, one would 
expect an infinite intensity and zero intensity everywhere else. However, in real experiments, 
instrumental components such as the analyzer and monochromator, and even the sample itself 
will add experimental uncertainties to the measurement. This results in an intensity profile 
characterized by a finite width. The energy spread caused by the monochromator and analyzer, is 
due to their mosaic, which are small angular misorientations of the Bragg planes. This 
significantly increases the scattered intensity measured at the detector, causing both a spread in 
neutron energy as well as a spread in its direction. This is the reason why collimators are a 
necessary component of the triple-axis instrument; they improve/control the divergence of the 
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neutron beam, often referred to as collimation. Typically, as can be seen in Figure 3.1, 
collimators are placed between each of the component of the TAS, along the flight path of the 
neutron beam. They consist of sets of thin parallel blades coated with a strongly neutron 
absorbing material such as Gd2O3 or Cd. Just like with all of the triple axis components, the 
choice of what collimation to use is entirely dependent on the physics. A fine collimation, will 
improve the Q-resolution of the instrument, that is the full-width at half-maximum of the 
characteristic Gaussian peak of the crystal mosaic will be smaller in width, but will reduce the 
neutron count at the detector. On the other hand, a coarse collimator will have the opposite 
effect; it will increase the intensity of the profile at the expense of a poor Q-resolution. Thus, in 
order to find the right combination of collimation, a rule of thumb is to be able to match the Q-
resolution of the instrument with that of the scattering under study. In addition to the use of 
collimators, diaphragms are also placed along the neutron beam path before the analyzer and 
detector in order to improve the signal-to-noise ratio that results from having a neutron beam 
much wider than the sample used.  
Polarized Neutron Scattering Instrument Components 
In systems characterized by complex interactions and coupling of the different degrees of 
freedom, having more than one type of neutron interaction (i.e. nuclear and magnetic) with the 
sample imposes a challenge when trying to isolate and characterize a single interaction. For these 
cases, it is important to consider that one of the main differences between nuclear and magnetic 
scattering is that the latter is not isotropic due to its dipolar nature (see Figure 2.6). This means 
that one can sort out the contributions of spin waves and phonons to the excitation spectrum (if 
the need ever arises) as well as separate nuclear and magnetic Bragg peaks by using a technique 
known as polarized neutron scattering. The latter is a variation on the basic TAS, which works 
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on the same principles and with the same components but has a few modifications that allow the 
spins of the neutron beam to be controlled.  
 This technique requires the use of polarizers in order to align the neutron’s moments in the 
same direction and guide fields in order to maintain the direction of the spin and the polarization 
of the neutron beam. Bragg diffraction from magnetized crystals, transmission through polarized 
3He, and reflection from CoFe magnetized mirrors are some of the ways in which neutron beams 
are polarized; each of these aligns the neutron’s moments parallel or anti-parallel to an external 
magnetic field. Following this logic, if the neutron’s moments are parallel to the field, they are 
referred to as ‘up’ neutrons (the same idea follows for ‘down’ neutrons). In most cases, 
flippers—a device that changes the spin of the neutron from up to down and vice versa—are the 
common choice in order to perform polarization analysis experiments. Using this device, several 
combinations of ‘up’ to ‘down’, ‘down’ to ‘up’, etc., can be realized. Using the concept that the 
spin direction of a neutron can flip when the origin of the scattering is magnetic, i.e., if the 
magnetization of the sample is perpendicular to the guide field used to maintain the neutron’s 
polarization, flippers can be inserted on either side of the sample along with polarizers in order to 
measure all the neutron scattering possibilities simply by turning the flipper on or off (see Figure 
3.2). Thus, from spectra showing the same measurement for both neutron spin-flip and non-spin-
flip, one is able to determine which peaks have a magnetic origin. Refer to Figure 3.3 for an 
example of such spectra taken using a polarized neutron beam incident on the sample and 
analyzing the final polarization state of the scattered neutrons [64]. In the non-spin-flip profile 
(blue curve) the quassi-elastic peaks are due to spin diffusion while the elastic peak has both 
nuclear and magnetic contributions. On the other hand, the difference in intensity in the spin-flip 









FIGURE 3.2 Schematic diagram of spin flip vs. non-spin flip processes in polarized neutron 
scattering. Shown are the interaction between the sample’s magnetization (M) and the neutron’s 
polarization (P); the spin direction of a neutron and not its magnitude can be flipped or (not) 
depending whether the magnetization of he sample is ⊥  or (//) to the guide field used to maintain 





















FIGURE 3.3 Non-spin flip (blue) and spin flip (red) of the spin wave excitation spectrum for the 





Resolution Functions in Triple-Axis Spectroscopy 
For a given configuration of a triple-axis instrument, the instrumental resolution is usually 
expressed as a four-dimensional function of both energy ℏ! and momentum transfer Q, denoted 
by !(! − !!,! − !!) [65] and is always calculated by computer. Since the surface of constant 
probability has a different length for each of the dimenisonal axis, the resolution function is often 
referred to as the resolution ellipsoid. Typically, unless one is wanting a direct comparison 
between the measured and theoretical scattering function !  (!,!), there is no need to account 
for the effects of the finite instrumental resolution right away while performing a measurement. 
Nonetheless, the intensity at the detector is well described by a convolution of the resolution 
fucntion with the scattering function.  To place the instrumental resolution in context, a TAS 
with a configuration consisting of a PG monochromator and analyzer, a fixed final energy of 
14.7 meV, has typical values of the instrumental resolution give by ΔQ  ~ 0.002 Å-1 and ΔE ~ 1 
meV for the wave vector and energy, respectively. These practical considerations are important 
to consider since they affect the scientifc interpretation of the data. For example, the energy 
resolution value given above indicates that any proces with a  lifetime τ > 7 ps ( from Heisenberg 
uncertainty principle) appears to be static. Similarly, as a consequence of the  finite instrumental 
resolution for ΔQ, any length scale/ correlation length ξ > 500 Å will appear to be infinite/long 
range.  
HB-1A Fixed-Incident Energy Triple-Axis Spectrometer 
This spectrometer is a fixed-incident energy (14.6 meV) TAS located at the HFIR at ORNL. It is 
designed to use a double PG graphite monochromator system. The first one being vertically 
focused while the second one has the option of being adjusted to be either vertically or 
horizontally focused. Filters of PG are also used after each monochromator in order to reduce 
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higher order λ/2 contamination. This particular arrangement of filters and double monochromator 
system makes this instrument one of the cleanest in terms of higher order contamination at the 
HFIR and also provides an essential gain of neutron flux and a very low background that proved 
to be crucial for our Mn-substituted Ruthenium oxide experiments. Thus, HB-1A is ideal for the 
measurement of weak magnetic scattering of very small single crystals with masses m > 2 mg, 
and also of thin film samples. This instrument set-up also allows the use of an extensive array of 
collimations (FWHM) from the premonochromator, monochromator-to-sample, sample-to-
analyzer, and analyzer-to-detector that can be tuned to match the Q resolution of the physics 
investigated. It has various choices for the single crystal analyzers; the PG (002) allows for an 
energy resolution of ~ 1meV while the choice of Be (101) reduces the energy resolution width to 
~ 0.5 meV. The detector is that of a single 3He gas counter and the momentum range that can be 
probed in reciprocal space in the elastic configuration ranges from 0.2 to 4.9 Å-1.  
HB-1 Polarized Triple-Axis Spectrometer 
The HB-1 Polarized Triple-Axis Spectrometer located at the HFIR at ORNL is optimized 
specifically for inelastic scattering at intermediate energies. That is, for the investigation of spin 
waves in ordered magnetic materials as well as for spin and lattice excitations in high-
temperature superconductivity, colossal magnetoresistance materials, and multiferroic systems. 
The HB-1 features vertical beam focusing and a high time-averaged flux, which makes it ideal 
for studies of small samples and weak scattering. Thus, we used this instrument for elastic 
measurements of the CMR manganite PCMO 30, 35, and 40 as well as well as for the inelastic 
investigation of spin-lattice coupling in the LCMO 20 system. The HB-1 monochromator 
provides only PG (002) single crystal choice in the unpolarized fixed vertical focus 
monochromator while giving three choices (PG (002), Be (101), and Si (111)) for the 
 75 
unpolarized fixed vertical focusing configuration of the analyzer. All experiments were carried 
out on a fixed-final energy configuration with neutrons detected through a single 3He gas counter 
with an elastic resolution of about 5-10% of Ei. Several combinations of collimation were used in 
order to adjust the instrumental resolution. Although not used for the work presented on this 
thesis, the main advantage of this TAS is the capability of performing polarized neutron 
scattering experiments for studies of excitations, phase transitions, etc.  
HB-3 Triple-Axis Spectrometer 
This Triple-Axis Spectrometer located at the end of the beam tube at the HIFR at ORNL has 
very similar features and applications as that of the HB-1 described above, excluding the 
capability to perform polarization analysis. Thus, this instrument was also chosen for the elastic 
experiments of the doping dependence of phase segregation in the PCMO 30, 35, and 40 systems. 
Specifically, it is designed for inelastic measurements on single crystals over a wide range of 
energies (up to 100 meV) and momentum transfers. There are three crystal choices for both the 
monochromator and analyzer in the fixed-vertical focusing configuration: PG (002), Be (002), 
and Si (111). Out of these monochromator choices, PG (002) is used for experiments in which a 
higher neutron intensity is desired while Be (002) is used for better energy resolution at higher 
energy transfers. As in the case of the HB-1 TAS, all experiments were carried out on a fixed-
final energy configuration with neutrons detected through a single 3He gas counter with an 
elastic resolution of about 5-10% of Ei adjustable through the use of collimators.  
BT-7 Double-Focusing Triple-Axis Spectrometer 
The BT-7 Double-Focusing Triple-Axis Spectrometer system at the NIST center for Neutron 
Research in Washington, DC was used for complimentary elastic measurements of PCMO 30, 35, 
and 40.  In order to allow for the tuning of the resolution and intensity of the beam, BT-7 has the 
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choice of either Cu (220) or PG (002) doubly focusing monochromator crystals as well as a PG 
filter in reactor beam remotely insertable and tunable. This set-up allows for energies in the 
range of 5 – 500 meV and as far as much as an order-of-magnitude gain of neutron flux 
compared to spectrometers at the HFIR at ORNL, that is, well into the 108 n/cm2/s range. The 
instrument is equipped with 3He cells, built-in guide fields, and insertable spin rotators for 
polarized neutron analysis. The analyzer system can be operated in two different configurations, 
one with a multi-strip of PG (002) in a horizontally focused mode or instead one in which the PG 
analyzer is flat with a linear position sensitive 3He detector or with conventional Söller 
collimators of 10!, 25!, 50′, and open at each position [66].  
BT-9 The Multi-Axis Crystal Spectrometer 
The Multi-Axis Crystal Spectrometer at the NIST Center for Neutron Research is a third 
generation cold neutron spectrometer that provides ultra high sensitivity access to dynamic 
correlations in condensed matter on length scales ranging from 0.1 nm to 50 nm and energy 
scales from 2.2 meV to 20 meV. The instrument is equipped with a large doubly focusing 
monochromator that provides a high neutron flux of 5 x 108 n/cm2/s at the sample location (area 
of 2cm x 4 cm). A focusing super-mirror guide placed between the monochromator and sample,  
further enhances the flux ( ~ 20%) at the sample location. The energy resolution varies from 0.02 
to 1.4 meV (FWHM), depending on the radial collimator used. The choices for the analyzers are 
vertically focusing PG (002) (the highest detection efficiency) Cooled Be, BeO, and HOPG 
filters, and 90′ collimators before the analyzers. Forty 3He detectors (20 spectroscopic and 20 
diffraction), detect the scattered neutrons. What sets apart this TAS instrument from others is that 
it is characterized by a detection efficiency gain higher than an order of magnitude from that of 
other conventional triple-axis spectrometers.  
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3.4       Single Crystal Diffractometers 
 
Two single crystals diffractometers were used to acquire diffraction patterns over a wide range 
of scattering angles permitting the refinement of the magnetic structure and the calculation of the 
average ordered moment using the Rietveld refinement package FullProf [67 - 70]. The 
magnetic refinement process was one that included several steps. First, the integrated magnetic 
intensities of the observed reflections were calculated by subtracting the background and later 
corrected by the Lorentz factor. Subsequently, absorption effects were taken into account and the 
intensities of symmetrically equivalent reflections were averaged. These steps yielded a set of 
structure factors, which were later used to perform a least square refinement of the symmetry 
allowed magnetic structure. Experiments were conducted on the Mn-doped Ruthenates (SRMO 
11 and 16 %) single crystals on the US/Japan Wide-Angle Neutron Diffractometer (WAND) 
with complimentary measurements taken at the Four Circle-Diffractometer. Both instruments are 
located at the High Flux Isotope Reactor (HFIR) at Oak Ridge National Laboratory (ORNL) on 
the horizontal beam lines (HB)-2C and HB-3A, respectively.  In terms of Instrument components, 
the main difference between the TAS and single crystal diffractometers is that the latter lacks the 
energy analyzer, which permits the measurement of the neutron’s energy change during the 
scattering process.  
HB-2C US/Japan Wide-Angle Neutron Diffractometer 
Figure 3.4 shows the schematic diagram of HB-2C WAND at the HFIR at ORNL. Thermal 
neutrons needed for this instrument are produced in the reactor and moderated by H2O. An 
arrangement of several Germanium crystals is used for monochromating the white beam. The 
fixed wavelength for this diffractometer (λ = 1.48 Å) is selected from the (111) Bragg reflection 
of the Ge monochromator crystals. The monochromator angle is fixed and has a value of 
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2!! = 52.0°. The single crystal samples were enclosed in a cylindrical vanadium can and 
subsequently mounted inside a standard orange HFIR-cryostat and a cryofurnace used for 
regulating the temperature in-between 5- 150K.  The neutrons diffracted by the sample were 
collected with a curved, one dimensional 3He position-sensitive detector covering 125° of the 












FIGURE 3.4 Schematic diagram of the HB-2C US/Japan Wide-Angle Neutron 
Diffractometer located at the HFIR at ORNL.  
 
 One of the advantages of this instrument is that it offers the possibility of tilting both the 
sample and detector into a flat-cone geometry mode, which allows for the fast measurements of 
single crystal diffraction patterns over a wide range of reciprocal space. The WAND detector 
(ORDELA 1410N) is a multi-anode type consisting of a total of 624 anodes, separated by 0.2°. It 
is a custom designed 3He gas counter with an intrinsic angular resolution of 0.25° and a 
maximum counting rate per anode of 104 counts/sec. This particular instrument configuration 
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only allows the use of coarse collimators before the detector. For the case of SRMO 16 and 11% 
due to the small size of the crystal, coarse collimation was convenient since it increased the 
intensity of the profile facilitating the detection of weak magnetic peaks. 
HB-3A Four-Circle Diffractometer 
Complimentary studies were perfomed on the Four-Circle Diffractometer HB-3A located at the 
HFIR at ORNL. Figure 3.5 (left) shows the set-up of the four-circle diffractometer, where the 
lables for the shutter, goniomter, detector, and beam stop are added for clarity. This 
diffrractometer was used for high-resolution measurements of the antiferromagnetic peaks in 
Mn-substituted SRO 327, which was possible throught the tuning of the horizontal bending of 
the monochromator.  
 
  
FIGURE 3.5 The HB-3A Four-Circle Diffractometer at the HFIR. (Left) Actual set up of the 
Four-Circle Diffractometer on HB-3A at the HFIR at ORNL. (Right) Schematic sketch of the 
Eulerian cradle that carries the single crystal in the diffractometer showing the motion along χ 
and ϕ. Adapted from [19].  
 
The geometry of this instrument consists of a monochromator, a centric Euclerian crade that 
orients the crystal relative to the neutron beam, and a 3He detector with a 7-anode array in a 
honeycomb pattern. The fixed-monochromator of 48° is a horizontal focusing Silicon-(220) 
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crystal, slecting an incident neutron wavelngth of λ = 1.536 Å. As can be seen in the picture, the 
detector can be moved independently to the Eulerian cradle (for clarity, a schematic diagram of 
the cradle is shown on Figure 3.5 (right)) along the horizontal direction. Thus, defining the 
scattering angle for a range 2! <  155°. The incident flux on the sample is up to 2.2 x 107 n/cm2/s, 
allowing for a crystal size requirement greater than 1 mm2, which is exposed to a beam size of 5 
x 5 mm2.  The single crystal sample is mounted on the goniometer, which has a full χ circle with 
a 4K-closed cycle helium refrigerator for temperature measurements ranging from 5 – 100 K. In 
order to orient the crystal in any direction, two motions are available: the χ motion along the 
vertical circle and the ϕ motion about the axis of the crystal support itself. Full control of the 
Eulerian cradle is given by the ω-rotation, which is the motion about the axis of the entire cradle 
itself. These four angles (2!, χ, ϕ, and ω) are sufficient to align the sample along any particular 
reciprocal point in space. Data acquisition and diffractometer control is all provided by a user-













Magnetic Structure of Sr3(Ru1-xMnx)2O7 (x = 0.125, 0.16)  
 
4.1       Introduction  
 
Pioneering work on Sr3(Ru1-xMnx)O7 by Mathieu and colleagues [46] has shown that 
partial substitution of Mn for Ru at the B-site in Sr3Ru2O7 (SRO327) induces a complex 
AFM order with concentrations of Mn starting as low as 5%. Shown in Figure 4.1 is the 
latest reported phase diagram from Biao Hu et. al. . Within this unique regime in the phase 
diagram (i.e. the long-range antiferromagnetic insulating (LR-AFM-I) ground state), the 
nature of the induced magnetic order and its relevance to the magnetic properties in the 







FIGURE 4.1 A schematic representation of the latest reported phase diagram for various 
substitution concentrations (x) of the Sr3(Ru1-xMnx)2O7 series. Region I is a paramagnetic 
metallic (PM-M) phase; II a paramagnetic insulating (PM-I) phase; III a metallic phase with 
AFM correlation (AFMC-M); and IV a long-range AFM insulating phase (LR-AFM-I).Region V 
is an insulating phase characterized by short-range magnetic correlations (SRMC-I). The right 
axis indicates the x dependence of the rotation angle ϕ of the (Ru/Mn)O6 octahedron at 90 K. The 
schematic diagram of the unit cell representation of Srn+1RunO3n+1 in an I4/mmm configuration is 
shown in the inset. Both figures adapted from [1].  
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Motivated by these studies cited above, we report in this study a comprehensive single-crystal 
elastic neutron scattering investigation of the magnetism in Mn-substituted Sr3(Ru1-xMnx)O7 (x = 
0.125 and 0.16) (SRMO16) (SRMO12.5). Our main goal and objective for this work was to 
provide detailed insight into the complex AFM phase reported at low-T by fully characterizing 
the magnetic structure in the ground state and its evolution as a function of temperature.  
4.2      Properties of  Sr3(Ru1-xMnx)2 O7 ( x = 0.16)   
To begin our studies, the 16 % concentration of Mn was chosen since it is on the borderline 
between quite different regions of the phase diagram, lying in a unique regime where a long-
range antiferromagnetic insulator ground state had been previously reported in the phase diagram. 
To begin, notice that on the right axis of the phase diagram in Figure 4.1, the rotational distortion 
of the RuO6 octahedra present in the parent compound gradually diminishes with Mn substitution 
and drops suddenly to zero for x > 0.16. These structural changes coupled to the fact that the 
Ru/Mn sites are located inside the oxygen octahedra (thus subject to the crystal field effect) 
greatly alter the electronic and magnetic structure of these materials, as it was discussed in 
Chapter 1. In addition, unique features of this particular doping concentration can be found on 
Figure 4.2, where the physical property measurements of Sr3(Ru1-xMnx)O7 ( 0 < x < 0.7) reported 
in the work of Biao Hu and collaborators [45] are displayed. Starting from the top panel, we see 
evidence indicating that the onset of magnetic ordering is accompanied by a dramatic increase of 
the in-plane resistivity, !!"   ! ,  (Figure 4.2 (a)) indicating that the insulating behavior is 
enhanced by the development of magnetism. The derived Curie-Weiss temperature shows a cross 
over from AFM to FM ordering at x ~ 0.16 for the in-plane susceptibility (shown in Figure 4.2 





















FIGURE 4.2 Physical property measurements of Sr3(Ru1-xMnx)O7 ( 0 < x < 0.7). (a) Temperature 
dependence of the !!"   !  as a function of doping concentration. The arrow indicates the metal-
to-insulator transition temperature for x = 0.08. The inset shows the plot of the ratio of both 
!!"   ! /!!   !  and !!"   ! /!!   !  at 300 K as a function of x. (b) shows the in-plane magnetic 
susceptibility !!"   !   measurements for all doping concentrations while the inset reports the 
behavior of (Mab) vs. field (H). (c) shows the dependence of the specific heat normalized by the 
T, !!  (!)/!    !"  ! , where the black arrows indicate the ordering temperature for each 
concentration while the dashed line represents the polynomial background fit. The insets of (c) 
show !!  (!) and ΔSM as a function of x, respectively [45].  
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The FM character for x > 0.16 is depicted by the in-plane magnetization (Mab) vs. field (H) plot 
in the insert of Figure 4.2 (b)). Panel (c) shows evidence that at this Mn concentration 1) the 
transition temperature (TM) for AFM ordering reaches a maximum value, 2) there is a distinctive 
anomaly in the specific-heat measurements, which indicates that this is a true second-order phase 
transition, and 3) a maximum value for the extracted entropy ΔSM is obtained. Thus, it is evident 
that 16% Mn substituted SRO327 is on the borderline between quite different regions of the 
phase diagram. Indeed, the data presented here shows that these circumstances lead to an unusual 
in-plane E-type AFM spin configuration with moments ferromagnetically aligned along the c 
axis and with only one single bilayer ordering in the c direction.  
4.2.1     Experimental Details  
 
Single crystals of SRMO16 were grown by the floating zone method and subsequently 
characterized by single-crystal X-ray diffraction and physical property measurements (ppms) 
[45]. All single crystals used have mosaics spreads of about 1° and masses up to 1.63 grams. The 
schematic crystal structure shown in the inset of Figure 4.1 (displayed in space group I4/mmm 
for simplicity purposes) of the n = 2 member of this layered perovskite series consists of two 
layers of RuO6 corner-sharing octahedra separated by SrO planes. The resulting crystal structure 
of this system has been analyzed using neutron powder diffraction [40] and it has been shown to 
be consistent with that of space group Pban with lattice parameters a = b = 5.50(1) Å and c = 
20.72(1) Å. In this setting, all atoms retain an I4/mmm configuration [72], with the exception of 
the oxygen atoms that form the RuO2 layers. The resulting crystal structure is characterized by an 
alternating rotation (~ 7°) of the neighboring-corner sharing RuO6 octahedra with respect to each 
other around the crystallographic c-axis.   
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 Neutron diffraction experiments on SRMO16 were carried out at the High Flux Isotope 
Reactor (HFIR) at Oak Ridge National Laboratory. The single crystal samples were enclosed in a 
cylindrical vanadium can and subsequently mounted inside a standard orange HFIR-cryostat and 
a cryofurnace was used for regulating the temperature. The triple-axis spectrometer on HB-1A 
was configured with a PG (002) analyzer for both the monochromator and analyzer with a fixed 
incident neutron wavelength of 2.359 Å ( !! = 14.62  !"#) . Collimations of 48!48!   −
!"#$%& − 40′60′were used prior to the monochromator, between the monochromator and 
sample, sample and analyzer, and analyzer and detector, respectively. Measurements on the 
US/Japan Wide Angle Neutron Diffractometer (WAND) installed at the beam port HB-2C at 
HFIR were taken with collimations of 48!40!   − !"#$%& − 40′120′ and a Ge (111) single 
crystal for the monochromator was used to produce an incident neutron with a wavelength of 
1.48 Å. And finally, the fixed wavelength (λ = 1.536 Å) for the HB-3A Four-Circle 
Diffractometer measurements was selected from the (220) reflection of Silicon. The chosen 
collimations for this particular diffractometer set up were those of 48!40!   − !"#$%& − 40′120′. 
We index all diffraction peaks following the orthorhombic unit cell notation. The wave vector 
! = (!! ,!! ,!!) is in units of Å-1 and !,!, ! =    (!!!/2!,!!!/2!,!!!/2!) is in reciprocal-
lattice units (r.l.u).  
4.2.2      Magnetic Structure  
 
Our measurements show that magnetic order in SRMO16 has a characteristic wave vector given 
by QM = (0.5, 0, 0), in agreement with that previously reported for 5 % from powder neutron 
diffraction experiments [46]. The Bragg intensity (IB) of the observed magnetic superlattice peak 
(0.5, 0, 0) is a measure of the square of the staggered magnetization of the system (M)2, which 
serves as the order parameter. The T-dependence of the order parameter is illustrated in Figure 
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4.4 and inset; this plot indicates that the AFM transition temperature (TN) ~ 78 K, which is 












FIGURE 4.3 T-dependence of the integrated magnetic scattering intensity at chosen AFM Bragg 
peaks for the Sr3(Ru0.84Mn0.16)2O7 taken with the HB-1A triple-axis spectrometer. Adapted from 
[1].  
 
 In order to determine the spin configuration, neutron diffraction profiles on single crystals of 
SRMO16 were taken with the WAND; they are presented in Figure 4.4. Figures 4.4(a) and 4.4(b) 
show the contour plot of diffraction patterns (intensities in logarithmic scale) for T = 100 K and 
10 K in the (H, K, 0) scattering plane, respectively. Figure 4.4(a) displays the diffraction pattern 
at T > TN. The nuclear Bragg peaks appear at the reciprocal lattice positions (hk0) that satisfy the 
h + k = 2n (n integer) diffraction condition for this symmetry. The less intense peaks present in 
the diffraction pattern not satisfying the higher I4/mmm space group conditions indicates the 
lowering of the symmetry to Pban space group which originates from the rotations of the RuO6 
octahedra about the c axis [40, 41, 73]. The diffraction pattern shown in Figure 4.4(b), which 
was taken at the base temperature (T = 10 K), includes both nuclear and magnetic scattering. The 













magnetic peaks at QM and equivalent positions are present in the low-Q region at T = 10 K. Since 
our sample is 90° twinned in the ab plane, magnetic reflections at Q = (0, 0.5, 0) and equivalent 

















FIGURE 4.4 Neutron diffraction patterns of SRMO 16 in the (H, K, 0) and (H, 0,L) reciprocal 
planes for temperatures above and below TN . The color bars represent the intensities in counts 
per 5 mins and the powder rings observed are those of the Aluminum. The raw data reported on 
the top panel (on a logarithmic scale) show (a) the structural peaks at T > TN and (b) the 
combination of both structural and magnetic peaks at T < TN. Peaks are indexed using the 
orthorhombic notation (see text). The differential diffraction patterns at T = 10 K from T = 100 K 
is shown in (c) and (d) where the studied magnetic Bragg peaks observed at the base T are 
zoomed in for clarity [1].  
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The exact structure of the spin order in the low-T AFM phase can be unambiguously identified 
from these single-crystal diffraction results. Figure 4.4(c) shows the expanded difference 
scattering pattern (intensity image in linear scale) between low-T AFM phase [Figure 4.4(b)] and 
PM phase at 100 K [Figure 4.4(a)], displaying only the magnetic diffraction peaks. Constrained 
by the orthorhombic symmetry of the lattice structure, there are only two high-symmetry AFM 
spin structures which can be used to describe the observed low-T magnetic diffraction patterns in 
the ab plane: the so-called CE- and E-type AFM structures.  Our analysis indicates that the 
absence of the (0.5, 0.5, 0)-type magnetic diffraction peaks excludes the CE-type AFM ordering. 
Furthermore, the magnetic propagation wave vector QM indicates the doubling of the chemical 
unit cell along either a- or b-axis direction, which is suggestive of the zigzag chains of the E-type 
structure. Extensive data collection along high symmetry scattering planes has excluded the 
possibility of other spin ordering patterns. While neutron powder diffraction [46] and recent 
resonant elastic soft X-ray scattering [47] studies have proposed the E-type AFM order in the 
ground state, neither of the previous work provided a clear conclusion and both stated the need 
for a thorough diffraction study, like the one presented here.  
 Having identified the spin texture in the ground state of the system, the question remains as 
to what are the orientation and the dimensionality of the spins. In this context, Figure 4.4(d) 
yields the first clue regarding the spin orientation; it displays the differential magnetic diffraction 
pattern in the (H, 0, L) plane, showing the much stronger intensity for (1.5, 0, l ~ 0) diffraction 
peak compared to that of the (0.5, 0, l) peaks. This drastic difference in intensity indicates that 
magnetic moments are not aligned along the ab-plane but are parallel to the c-axis, since 
neutrons can only couple to magnetic moments perpendicular to Q. Otherwise, one should expect 
zero intensity at (1.5, 0, 0) Bragg point in Fig. 2(d) since the magnetic scattering intensity is 
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proportional to !  ×  (!  ×!) where ! is the moment and ! is the wave vector transfer. Figure 
4.4(d) also yields relevant information regarding the dimensionality of the ground state of this 
system. To understand this, recall that the integrated intensity for a magnetic Bragg reflection 
with moments aligned along the c-axis is given by [58]: 




!! ! cos!(! !"), 
where |FM(Q)|2 represents the Ru form factor and z ~ 0.2 is the reduced distance between the 
RuO2 planes in the bilayer. The term enclosed in parenthesis is the polarization factor that 
unambiguously allows us to detect the direction of the moments, which as explained previously 
its only term is the out-of-plane magnetic component since the moments are aligned along the c-
direction. The cosine squared modulation term is not only responsible for the observed Bragg 
peaks at even values of L for peaks (1.5, 0, l =2n), but also for the variation of the intensity of 
such peaks, where the next strong peak that appears in Figure 4.4(d) is at L= 4. Therefore, the 
scattering pattern presented in Figure 4.4(d) shows that there is some modulation along the c-
direction, which is an indication of the layered nature of the magnetic structure in the ground 
state of this system.  
 In order to further investigate the dimensionality of the spin order in SRMO16, we 
systematically characterized both the in plane (H, K, 0) and out-of-plane (H, 0, L) magnetic 
correlations from T-dependent line profiles of superlattice peaks. Figure 4.5(a) displays the 
representative H scans across the (0.5, 0, 0) magnetic peak in reciprocal space at various 
temperatures. Similarly, Figure 4.5(b) presents L scans across the (1.5, 0, 0) peak shown in 
Figure 4.4(d). The narrow (resolution limited) linewidth of the H scans across the (0.5, 0, 0) peak 
at low temperatures is indicative of long-range AFM ordering in the basal plane. The L scans 
across the (1.5, 0, 0) magnetic peak on the other hand exhibit very broad Lorentzian-profiles [see 
   (4.1)  
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Figure 4.5(b)] even at low temperatures, indicating short-range AFM correlations along the c-
axis. The extracted c-axis magnetic correlation length ξ(T) shown in the insert of Figure 4.5(d) 
shows only a maximum value of ξ ~ 5-6 Å bellow TN.  Given that the average value of the Ru-O 
apical distance is 2.021Å [40, 45], this is a clear indication that the magnetic correlation along 
the c-axis is exclusively restricted to the bilayered-block of the RuO6 octahedra, which as Figure 
4.1 shows, is only half of the unit cell. Thus, the ground state in this bilayered perovskite system 
is characterized by a single sheet of spins antiferromagnetically ordered in a zigzag chain pattern 
along the ab-plane. This is similar to the case of Sr3(Ru1-xTix)2O7 (x=0.4) in which the Ti-induced 
incommensurate spin-density wave ordering cannot be considered to be three-dimensional due to 
the finite correlation length along the c-direction [74].  
 
 
FIGURE 4.5 Neutron diffraction profiles at magnetic Bragg peaks. (a) (0.5, 0, 0) in the (H, K,0) 
and (b) (1.5, 0, 0) in the (H,0,L) scattering planes. The narrow (resolution limited) linewidth of 
the H scans is indicative of long-range AFM ordering in the basal plane while the very broad 
Lorentzian-profiles of L scans indicate short-range AFM ordering (see inset on Figure 4.4(b)) 
along the c-axis. The solid lines guides to the eye [1]. 
 
 91 
 We argue that the Mn-induced magnetic structure is an unusual quasi-2D structure. A 
preliminary fit (i.e. we did not correct for the critical scattering contribution) of the IB—which is 
proportional to M2—to the power-law scaling function 1− !/!! !! resulted in a value of ~0.30 
for the critical exponent β (see Figure 4.6). This value deviates from the expected value (~ 0.125) 
for 2D magnetism [75]. Although more detailed measurements would be required in order to 
obtain the precise value of β, our results are sufficient to indicate that such a Mn-induced 2D 











FIGURE 4.6 Fit of the Bragg intensity, IB, in arbitrary units vs. Temperature of the magnetic 
superlattice peak (0.5, 0, 0) to the power law scaling function. In this plot we did not correct for 
the critical scattering contribution.  
 
 
 Finally, Figure 4.7 presents a schematic diagram of the Mn-induced SRMO16 spin structure 
in the bilayer block resulting from our FullProf magnetic refinement of the low-T neutron 
diffraction data. Our analysis revealed that: 1) the symmetry allowed magnetic structure with 
moments aligned along the c-direction provide the best description of the data; 2) the spins are 
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$ = 0.333 ± 0.025
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coupled ferromagnetically within the bilayer and antiferromagnetically along the basal plane; 
and 3) an upper limit value of ~ 0.70 µB/(Ru/Mn) for the average ordered moment is obtained 


















FIGURE 4.7 Schematic E-type AFM spin configuration in the ground state of SRMO 16 
resulting from a magnetic refinement. The single bilayer-magnetic structure of the (Ru/Mn)O6 
octahedra is displayed where the zigzag chains of the E-type AFM order are marked with solid 
lines. Two un-equivalent spins in the in-plane magnetic unit cell and associated octahedra are 
illustrated while the top and bottom (Ru/Mn)O6 layer have identical spin ordering structure [1]. 
 
4.3       Sr3(Ru1-xMnx)2 O7 ( x = 0.125) 
Having characterized the magnetic structure in the ground state of SRMO 16, the next 
logical step would be to perform a similar analysis for lower concentrations of Mn-
substitutions, with the primary objective of gaining further insight of the underlying 
physics behind the doping dependence of the magnetic structure in the antiferromagnetic 
ground state. Of particular interest are issues such as 1) how does Mn-doping induces both 
an AFM and an insulating ground state? And 2) how does the magnetic phase transition 
correlates with the electronic phase transition for different doping levels in these systems?   
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4.3.1      Experimental Details  
Single crystals of SRMO12.5 were grown by the floating zone method and subsequently 
characterized by powder, single-crystal X-ray diffraction, and physical property measurements in 
Dr. Rongying laboratory at Louisiana State University by Dr. Biao Hu [45]. The single crystal 
used have a mosaic spread of ~ 1° and a mass of 0.378 grams. As with the SRMO 16 sample, the 
crystal structure (see Figure 4.1) is described using an orthorhombic cell consistent with the 
space group Pban with room temperature lattice parameters a = b = 5.50(1) Å and c = 20.72(1) 
Å [40]. We index all diffraction peaks following the orthorhombic unit cell notation. The wave 
vector ! = (!! ,!! ,!!) is in units of Å-1 and !,!, ! =    (!!!/2!,!!!/2!,!!!/2!) is in 
reciprocal-lattice units (r.l.u).  
 We performed measurements on both the WAND located at HB-2C and the TAS HB-1A at 
the HFIR at ORNL. We focused on obtaining measurements of the magnetic peaks associated 
with the AFM ordering in the ground state. Specifically, we obtained the diffraction patterns in 
the (H, K, 0) and (H, 0, L) reciprocal scattering planes as a function of temperature and carried 
out a magnetic structure refinement following the same steps as we did with 16% Mn-substituted 
sample. As before, the single crystal samples were enclosed in a cylindrical vanadium can and 
subsequently mounted inside a standard orange HFIR-cryostat and a cryofurnace was used for 
regulating the temperature. The triple-axis spectrometer configuration consisted of a PG (002) 
analyzer for both the monochromator and analyzer with a fixed incident neutron wavelength of 
2.359 Å (!! = 14.62  !"#) and collimations of 48!48!   − !"#$%& − 40′68′. Measurements on 
the US/Japan Wide Angle Neutron Diffractometer (WAND) installed at the beam port HB-2C at 
HFIR were taken with collimations of 48!40!   − !"#$%& − 40′120′. A Ge (111) single crystal 
for the monochromator was used to produce an incident neutron with a wavelength of 1.48 Å. 
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And diffraction patterns for magnetic refinement analysis were taken in steps of 0.2° covering a 
range of 125°.  
4.3.2      Magnetic Structure  
The wave vector associated with the magnetic order [QM = (0.5, 0, 0)] in the 12.5 % Mn-
substituted SRO 327 system is, as expected, consistent with previous studies and with the other 
concentration of Mn-substituted SRO 327 studied. The AFM transition temperature was obtained 
from the T-dependence of the order parameter and was found to have a value of TN ~ 66 K, 
which was consistent with magnetic susceptibility measurements [45].  
 In order to be able to make a direct comparison to SRMO 16 studies, similarly to Figure 4.4, 
Figure 4.8 displays the obtained neutron diffraction patterns SRMO 12.5 in the (H, K, 0) and (H, 
0,L) reciprocal planes for temperatures above and below TN. The analysis of the spin 
configuration revealed the same results as those found for the 16 % sample. The nuclear Bragg 
peaks can be seen in Figure 4.8(a) at T > TN. The majority of the peaks observed can be indexed 
using the I4/mmm space group diffraction conditions while those not belonging to this symmetry 
indicate the lowering of the symmetry to Pban space group which originates from the rotations 
of the RuO6 octahedra about the c-axis. Both nuclear and magnetic scattering diffraction are 
shown on Figure 4.8(b) taken at T = 4 K. Extensive data collection along high symmetry 
directions, again indicates that the spin structure for the 12.5 % Mn-substituted SRO 327 sample 
is that of E-type AFM ordering. The expanded difference scattering patterns in the (H, 0,L) 
scattering plane (intensity image in linear scale) between the low-T AFM phase and temperatures 
of T > TN are presented in Figures 4.8(c) and (d). In order to be able to show more clearly the 
studied magnetic Bragg peaks, the differential diffraction patterns have been zoomed in. Of 
particular interest in Figure 4.8(c) and (d) are the broadened (0.5, 0, 0), (1.5, 0, 0), and (2.5, 0, 0)  
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magnetic peaks along L. The neutron diffraction profiles behave exactly in the same way as those 
shown in Figure 4.5(b) for the (1.5, 0, 0) peak in the (H, 0, L) scattering plane for SRMO 16%; 
the L scans across any of these peaks exhibit very broad Lorentzian profiles, which is indicative 















FIGURE 4.8 Neutron diffraction patterns of SRMO 12.5 in the (H, K, 0) and (H, 0,L) reciprocal 
planes for temperatures above and below TN . The color bars represent the intensities in counts 
per 5 mins and the powder rings observed are those of the Aluminum. The raw data reported on 
the top panel (on a logarithmic scale) show (a) the structural peaks at T > TN and (b) the 
combination of both structural and magnetic peaks at T < TN. Peaks are indexed using the 
orthorhombic notation. The differential diffraction patterns at T = 4 K from T = 100 K and that of 
T = 60 K from T = 100 K are shown in (c) and (d), where the studied magnetic Bragg peaks 
observed at the base T are zoomed in for clarity.  
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 The dimensionality of the spin order in SRMO 12.5 % was characterized from the in plane 
(H, K, 0) and out-of-plane (H, 0, L) magnetic correlations from T-dependent line profiles (not 
shown here) of superlattice peaks.  The neutron diffraction profiles were extracted from the 
temperature dependence of the integrated magnetic scattering intensity shown in Figure 4.9 (i.e. 
from the AFM order parameter) for the (0.5, 0, 0) AFM Bragg peaks in the (a) (H, K, 0) plane 
along H and (b) (H, 0, L) plane along L. Consequently, magnetic correlation lengths ξ(T) were 
obtained in both scattering planes in order to reveal the dimensionality of the ordered spin 
structure in this lower doping concentration. Similar to the case of SRMO 16, as was evident 
from the zoomed in differential diffraction patterns given in 4.8 (c) and (d), L scans across the 
(0.5, 0, 0) magnetic peak are characterized by broad Lorentzian-profiles, indicating short-range 
AFM correlations along the c-axis. The extracted c-axis magnetic correlation length ξ(T) shown 
in the insert of Figure 4.9(b) shows only a maximum value of ξ ~ 6 Å bellow TN. On the other 
hand, in sharp contrast to the 16 % Mn-substituted system, the linewidth of the H scans across 
the (0.5, 0, 0) magnetic Bragg peaks are not resolution limited, they are much broader than the 
instrumental resolution. After a convolution of the instrumental resolution with the Lorentzian 
profiles, a finite correlation length of ξ(T) ~ 30 Å is obtained for the ab-plane. An obvious 
conclusion from these results is that Mn-concentration in SRO 327 is directly proportional to the 
dimensionality of the spins along the ab-plane and has no impact on the already short-range 
correlations (exclusively restricted to the bilayered-block of the RuO6 octahedra) existing along 




















FIGURE 4.9 Temperature dependence of the integrated magnetic scattering intensity for the (0.5, 
0, 0) AFM Bragg peaks. (a) (H, K, 0) plane along H and (b) (H, 0, L) plane along L. Insets show 
the extracted correlations lengths ξ(T)   (from a convolution of the instrumental resolution with 
Lorentzian fits) from the line profiles obtained from he order parameter measurements.  
 
 As a result, the spin structure resulting from our FullProf magnetic refinement depicted in 
Figure 4.7 remains the same for this concentration. That is, moments aligned along the c-
direction with spins coupled FM within the bilayer and AFM along the basal plane still provide 
the best fit for the data.  
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4.4       Summary 
It is known that there is close correlation between the magnetic ground state and the structural 
distortion in the layered ruthenates attributed to a strong spin-lattice coupling. The rotational 
distortion of the RuO6 octahedra tends to enhance the FM instability while the combination of 
tilting and flattening of the RuO6 octahedra favors AFM fluctuations as manifested in the Ca2-x 
SrxRuO4 [76]. For chemical substituted Sr3Ru2O7, the exact magnetic ground state depends on 
the nature of the substituent. It is intriguing to note that a small amount of Ti or Mn substitution 
can stabilize AFM ordering, either incommensurate (IC) in the case of Ti substitution or 
commensurate (CM) in the Mn substitution case, different from the dynamic AFM fluctuations 
observed in the parent compound. In case of nonmagnetic Ti substitution, a flattening of the unit 
cell is realized with the shrinking c-axis lattice constant and expanding those in the basal plane 
[74]. While it is not clear if additional rotational distortion of RuO6 exists as in the Mn-doped 
sample, Ti substitution enhances the IC dynamics and ultimately leads to a static spin-density-
wave (SDW) -type magnetic order at xcr ~ 0.04 and above [74]. This occurs when the spin 
excitations are dominated by the fluctuations associated with dynamical nesting properties of the 
quasi 1D part of the Fermi surface that is controlled by the 4dxz and 4dyz orbitals.  
 The situation is different in Mn-substituted Sr3Ru2O7 as the substituent is magnetic with a 
smaller ionic radius. The introduction of Mn flattens the RuO6 octahedra by reducing out-of-the-
plane Mn/Ru-O bond length without introducing a tilt distortion [45], similar to the case of Ti 
substitution [74]. This results in an increase of the dxz/dyz bandwidth. However in contrast to the 
case of Ti substitution, Mn substitution suppresses the rotational distortion present in parent 
compound, thus it has little effect on the in-plane Mn/Ru-O bond length. This implies that the 
4dxy orbital, associated with the quasi-2D sheet of the Fermi surface, does not play an important 
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role in the magnetism of this system. Thus, the structural modifications introduced by the 
substitution of Mn in this SRO 327 system are not consistent with an insulating ground state 
expected from first-principle calculations [76] or one resulting from a simple Mott-type scenario 
[3]. Our results lead us to conclude that the observed AFM insulating state in Mn-doped 
Sr3Ru2O7 is then puzzling as is inconsistent with the conventional wisdom [76], and its origin is 
likely related to additional cooperative effects from doped magnetic ions. 
 To conclude, our elastic neutron scattering investigation has revealed the structure, 
orientation, and dimensionality of the magnetic structure in the bilayered ruthenate Sr3(Ru1-
xMnx)2O7 for Mn concentrations of 12.5 and 16%. For the case of SRMO 16 single crystals, the 
ground state is characterized by a long-range E-type AFM spin arrangement described by a 
commensurate (0.5, 0, 0) propagation wave vector along the basal plane, with moments aligned 
along the c-direction. Within the same AFM-I regime, the SRMO 12.5 system is consistent with 
the findings reported above. However, the E-type AFM spin arrangement along the basal plane is 
characterized by a finite correlation length. The latter is an indication that although Mn 
concentrations as small as 5% induce AFM order in the system [46], increasing the amount of 
Mn has the effect of stabilizing the long-range E-type AFM spin texture along the basal plane in 
these systems.  
 To the best of our knowledge at the time of writing this thesis, this work reports the first 
detailed study of the magnetic order induced by Mn substitution in Sr2Ru3O7 using neutron 
diffraction of single crystals. The accurate description of the magnetic structure is an important 
step towards a more global understanding of the evolution of the electronic properties as well as 




A Study on the Doping Dependence of Phase Segregation in the 
Colossal Magnetoresistive Manganite Pr1−xCaxMnO3 (x = 0.30, 0.35, 
and 0.40) 
 
5.1     Introduction  
 
Manganites of the form R1-xAxMnO3 (where R and A are rare- and alkaline-earth ions) provide an 
archetype laboratory for the study of phase inhomogeneities. In general, doping (x) not only 
causes a quenched disorder due to the ionic size mismatch of A-site cations (R vs. A) in the 
perovskite lattice but also induces a distinct chemical valence in Mn ions (Mn3+ vs. Mn4+ in the 
original portrayal [77, 78], introducing charge as a new degree of freedom. The vast array of 
stable ground states, as observed from the (T,x) phase diagrams, is responsible for the strong 
tendency towards phase separation and competition that is well-known to dominate the physics 
of manganites. For example, the spin-canted state, originally proposed by de Gennes [79] using 
the simple one-orbital model in the mean-field approximation, is now thought to be a mixture of 
ferromagnetic (FM) and antiferromagnetic (AF) states (see [16] and references therein). On the 
other hand, the famous charge/spin/orbital (CO-OO) order denoted as the CE-type checkerboard-
like CO-OO state at low temperature (LT) [77] shown in Figure 5.1 which is found at 
concentrations near x ~ 0.5 in these systems, is known to promote an AF insulating phase that 

















FIGURE 5.1 Schematic representation of the ab-plane of the CE-type structure with both orbital 
(!!!!!!!/!!!!!!!) and spin orderings. The bigger square denotes the Mn
3+ orbital/magnetic unit 
cell while the smaller square shows the Mn4+ magnetic unit cell. Figure adapted from [2].  
   
5.2     Properties of Pr1−xCaxMnO3 (x = 0.30, 0.35, and 0.40) 
 
The Pr1-xCaxMnO3 system is one that presents a particularly stable charge/spin/orbital order over 
a broad regime of whole-doping concentration, thus making it an ideal system for studies of the 
CO-OO state. For concentrations from x = 0.30 to 0.75 an AF CO-OO is stabilized as the ground 
state with an arrangement similar to that of the CE-type [82]. Numerous studies have been 
devoted to the study of the charge distribution of the ground state away from x = 0.5 due to the 
fact that the presented CE-type state is not “perfect” due to the changing doping concentration. 
As mentioned before, in a conventional CO-OO state, A site-centered CO-OO structure (see 
Figure 5.2 (a)), has been suggested in half-doped manganites (x = 0.5) with 1:1 ratio of Mn3+ and 
Mn4+ ions. However, another possible CO-OO pattern may also prevail, namely the so-called 
bond-centered structure (refer to Figure 5.2 (b)) in which the charge is localized not on Mn sites 
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but on Mn-O-Mn bonds with no distinctive Mn3+/ Mn4+ sites [48, 83 – 86] thus raising an 









FIGURE 5.2 Schematic diagrams of the charge distribution scenarios in perovskite manganites 
with ground state near x = 0.5. Panel (a) displays the cite-centered CO-OO structure where the 
charge is localized within the distinct Mn3+ and  Mn4+ ions of the CE-type motif (as proposed in 
the 1950’s [48] and [78]). (b) Bond center CO-OO structure of “Zener Polarons” in which the 
charge is distributed on the Mn-O-Mn bonds with no distinctive Mn sites [83].  
 
 Furthermore, even in some non-half-doped (x ≠ 0.5) manganites, an ostensible pseudo-CE-
type CO-OO state has also been reported [61, 88 – 92]. Within the CE-type CO-OO frame, 
excess of electronic charge (or Mn3+ ions) with respect to the ideal half-doped (x = 0.5) case 
exists in these non-half-doped compounds. Consequently, important issues are naturally raised: 
how is the excess of electronic charge distributed in the CO-OO state and what are the 
arrangement of spins and orbitals? There are at least three possible scenarios based on the charge 
distribution. One is that the excess of electronic charge is distributed locally (or even phase-
separately) in the CE-type motif with distinct Mn3+ and Mn4+ sites. Apparently an 
electronic/magnetic phase separation is unavoidable due to unequal amount of Mn3+ and Mn4+ 
ions while keeping the rigid CE-type Mn3+ and Mn4+ order. Another possibility is that the excess 
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of charge is distributed uniformly in the CE-type motif in which there are still two Mn sublattices 
but each with partial eg occupancy [i.e. charge disproportionation (0 < δ < 0.5e−)] [93 – 95]. Both 
scenarios can be categorized as site-centered structure because of having distinctive Mn sites, 
one inhomogeneous while the other homogeneous. The third scenario is the completely 
homogenous bond-centered structure with a Zener Polaron (ZP)-type ordered state in which all 
Mn sites are equivalent (δ = 0) [83, 96]. So far it is unclear which charge arrangement is more 
appropriate for the observed CO-OO state. One avenue we set out to explore with this work is 
whether or not it could be possible that hole-doping concentration governs the evolution of the 
charge/spin/orbital order in these perovskite manganite systems. Thus, by probing the evolution 
of spin structure (which is presumably correlated to the electronic structure) we intend to gain 
insight into the phase evolution as a function of doping concentration.   
5.3     Experimental Details  
In this work, we report the signature of magnetic phase separation in the CO-OO state from 
neutron scattering studies of a prototype manganite system4 [2]: Pr1-xCaxMnO3. This colossal 
manganite system is a non-metallic perovskite with a CO-OO ground state over a broad doping 
range (0.3 ≤ x ≤ 0.7) [82]. Because Pr3+ and Ca2+ have almost equal ion radii (1.120 Å for Ca2+ 
vs. 1.126 Å for Pr3+), Pr1-xCaxMnO3 has negligible quenched disorder, thus making it an ideal 
system to elucidate how doping affects the structure and evolution of CO-OO and magnetic 
ground states. Our results reveal a critical doping concentration (xcr) that divides the 
inhomogeneous from the homogeneous charge/spin/and orbital ordered state, thus providing 
direct evidence of the effect that doping has on the evolution of the CO-OO state.  
                                                
4 Sha Hao carried out the majority of the experiments. Dalgis Mesa performed the elastic 
experiments on PCMO 35 samples at NIST and at the HFIR.  
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 Three single crystals with doping x = 0.3 (PCMO30), 0.35 (PCMO35) and 0.4 (PCMO40) 
were grown by the floating-zone method [61]. The crystals were characterized and found to have 
mosaic spreads of about 1° and volumes of ~ 0.4 cm3. The neutron scattering measurements were 
carried out using the HB-1 and HB-3 Triple-Axis spectrometers (TAS) at the High Flux Isotope 
Reactor (HFIR) at Oak Ridge National Laboratory (ORNL), as well as the BT-7 and BT-9 
Triple-Axis beam lines at the National Institute of Standard and Technology (NIST). We have 
used pyrolytic graphite (PG) single crystals for both the monochromator and analyzer. Neutrons 
with a wavelength of 2.46 Å (Ef = 13.6 meV) were selected for measurements. For simplicity, we 
label all wave vectors in terms of the pseudo-cubic unit cells with lattice parameters of a = 3.87 
Å, although all of our samples have orthorhombic structures slightly distorted from the cubic 
lattice. The wave vector Q = (Qx, Qy, Qz) is in the unit of Å-1 and (H, K, L) = (Qxa/2π, Qya/2π, 
Qza/2π) is in reciprocal lattice units (r.l.u). The samples were aligned to allow the wave vector in 
the form of (H, K, 0) accessible in the horizontal scattering plane.  
 All of the measurements were based upon the CE-type structure with CO-OO and AF 
ordering shown in Figure 5.4. Including the orbital part, the periodicity of AF order for Mn3+ 
spins is twice that of Mn4+ spins. Therefore, with respect to a reciprocal lattice vector τ , and in 
relation to the wave vector as Q = q + τ , the propagation wave vector q is (0.5, 0, 0) for the AF 
network of Mn4+ spins and (0.25, 0.25, 0) for the AF network of the Mn3+ spins (which is also 
the same q for the CO-OO structure). Based on the different Q-dependence between structural- 
and magnetic form factor, one can choose “large” wave vectors Q to probe CO structure and 
“small” Q’s to probe the magnetic ordering even though both have the same reduced propagation 
wave vector q. As shown in Figure 5.3 (a) [10], we used Q = (2.25, 0.25, 0), (1, 0, 0), (0.75, 0.25, 
0), and (0.5, 0, 0), to probe the order of the CO-OO, FM, AF states at Mn3+ and Mn4+ sites, 
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respectively. The corresponding short-range correlations/clusters were also determined by 
measuring the diffuse scattering around these characteristic positions. After considering the 
instrument resolution function, we did not observe obvious q-orientation anisotropy in the 
scattering intensity profile. The results shown in this paper were taken along the longitudinal 
scan direction for the FM and along transverse one for the CO-OO, Mn3+ AF, and Mn4+ AF 
scattering [see Figure 5.3 (a)]. 
 
FIGURE 5.3 Schematic representations of probed peak positions in reciprocal space and 
representative q-scan profiles for various doping concentrations. (a) Probed superlattice peak 
positions and the scan directions (marked by arrows) in reciprocal space. (b) Normalized q-scan 
profiles of scattering peaks near (1, 0, 0) at T = 10K for PCMO30 (blue), PCMO35 (red), and 







5.4      Doping Dependence of Phase Segregation   
 
The scattering results confirm that the ground state of the three doping levels of crystals studied 
is a CO-OO state with primarily AF spin structure. As listed in Table 5.1, the measured transition 
temperatures for CO-OO, AF, and FM phase are in agreement with those reported in the 
literature. A canted long-range FM order coexists with AF structure in PCMO30 below TC = 110 
K (see the inset of Figure 5.5), known as a canted AF insulating (CAFI) phase [97 – 99]. 
However, no long-range FM order was detected in the ground state for either PCMO35 or 
PCMO40.  
TABLE 5.1 The integrated intensity ratios of the magnetic diffuse and total (diffuse plus Bragg) 
scattering vs. doping in the ground state at 10 K. !!" is the ratio obtained from the scan across 
(1, 0, 0) by subtracting the lattice contribution of the Bragg peak;  !!", the ratio obtained from the 
scan across (0.5, 0, 0). 
  
 To determine the FM, AF, and CO-OO short-range correlations in the ground state of Pr1-
xCaxMnO3, we have measured the scattering profiles at (1, 0, 0), (0.75, 0.25, 0), (0.5, 0, 0), and 
(2.25, 0.25, 0), respectively with a wide q-scan range. We observed a strong doping dependence 
of both AF and FM diffuse scattering. Figure 5.3 (b) displays the normalized q-scans at (1, 0, 0) 
including both magnetic and structural scattering from the three doping levels. Similar to that 
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reported before [97 – 100] a strong diffuse component appears near the Bragg peak for PCMO30, 
which indicates that FM local spin clusters coexist with the long-range FM order in the ground 
state. In contrast, PCMO35 has a rather weak FM diffuse shoulder. PCMO40 shows only a nice 
Gaussian profile due to long-range lattice scattering with no sign of short-range spin correlation. 
The AF scatterings profiles at (0.5, 0, 0) and (0.75, 0.25, 0) demonstrate similar doping 
dependence of diffuse components (see Figure 5.4 (a)-(f)).  
 As summarized in Table 5.1, PCMO30 has a CAFI ground state with a significant amount of 
FM/AF clusters !!" ≈ 15.1± 2.0  % and !!" ≈ 28.7  ± 0.8  %. While PCMO35 has an almost 
homogeneous AF ground state with a very small amount of spin clusters, PCMO40 has a 
completely uniform AF ground state. Therefore, a critical doping concentration (xcr) must exist 
and be very close to the value of x = 0.35 thus serving as the boundary between the 
inhomogeneous and homogenous ground state of Pr1-xCaxMnO3.  
 To further reveal such a critical doping behavior for the inhomogeneity present in the 
magnetic structure, we have examined the T-dependence of the FM diffuse scattering intensity at 
Q = (0.96, 0, 0), which is outside the influence of the Bragg diffraction for long-range ordering. 
Figure 5.5 presents the measured intensity as a function of T/TCO for all three doping levels. 
Similar behavior is obtained for different scattering wave vectors (see the inset (b) of Figure 5.5). 
The FM diffuse component clearly displays different T-dependence above and below TCO 
(comparable results have also been reported by Kajimoto et al. [100]). When T ≥ TCO all three 
doping levels of crystals exhibit similar T-dependence of the diffuse component, reflecting the 
FM spin fluctuations in paramagnetic (PM) phase, which are presumably induced by the DE 

















FIGURE 5.4 Representative q-scan profiles of the long- and short-range charge-ordered (CO), 
ferromagnetic (FM), and antiferromagnetic (AF) correlations in single crystals of PCMO30 and 
PCMO40. (a) PCMO30 CO peak near (2.25,0.25,0), (b) PCMO30 FM peak near (1,0,0), and 
PCMO30 AF components (c) at Mn3+ sites near (0.75,0.25,0) and (d) at Mn4+ sites near (0.5,0,0), 
PCMO40 AF components (e) at Mn3+ sites near (0.75,-0.25,0) and (f) at  Mn4+ sites near (0.5,0,0) 
at different temperatures when the sample was on warming. The T-dependence of CO peak width 
as well as FM, Mn3+and Mn4+-site AF diffuse scattering at the respective offset positions is 
presented in the insets of (a) as well as those of (b), (c) and (d), respectively. The solid symbols 
are for warming while open symbols for cooling. The solid lines are guides to the eyes and the 
data in (a), (c) are incrementally shifted for clarity. The doted lines indicate the instrument 
resolution. The inserts of (e) and (f) show the integrated peak intensities associated with the 
PCMO40 Mn3+ and Mn4+ AF ordering respectively.  
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 On the other hand, a completely different T-dependence of diffuse components for different 
doping levels appears below TCO. For PCMO40, the FM spin fluctuations deteriorate below TCO 
and vanish below TN. In principle, such a T-dependence in PCMO40 can be understood as 
following: When T < TCO, the FM fluctuations, which are mediated by DE interaction, will be 
suppressed by the charge localization due to the establishment of CO-OO phase. When T < TN, 
the FM fluctuations are further diminished because of the onset of AF order.  For PCMO35, the 
FM spin fluctuations exhibit the same T-dependence as those in PCMO40, thus indicating that 
they originate from the same mechanism. However, local spin clusters appear below ~ 65 K with 
both FM (see Figure 5.5) and AF characters as detected by the diffuse scattering at (1, 0, 0), (0.5, 
0, 0), and (0.75, 0.25, 0). This is distinctive from the FM fluctuations at high temperature. In 
sharp contrast with those in both PCMO35 and PCMO40, the population of spin clusters in 
PCMO30, reflected by the intensity of FM diffuse component, increases rather then decreases 
below TCO. Surprisingly, it increases much more drastically below TN, regardless of the 
establishment of long-range AF order, thus suggesting the spin clusters in the ground state may 
have a different nature from the DE-mediated FM fluctuations at high temperature. 
 The spin clusters appearing in PCMO30 for low-T regime also display both FM/AF 
characters, similar to those existing in the ground state of PCMO35. As shown in Figure 5.6, the 
integrated diffuse scattering intensity and the extracted short-range correlation length ξ near the 
FM peak at (1, 0, 0) and AF peak at (0.5, 0, 0) exhibit very similar T-dependence. In PCMO30, 
the spin clusters appear above TN and then significantly increase their population and correlation 
length below TN. From Table 5.1, we defined a spin population of local clusters in the ground 
state as the integrated intensity ratio of the magnetic diffuse and total magnetic scattering. The 
spin population in the local clusters in the ground state of PCMO30 was estimated as !!" ≈
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15.1± 2.0  % and !!" ≈ 28.7  ± 0.8  %. The calculated average cluster diameter (i.e. correlation 















FIGURE 5.5 T-dependence of the FM diffuse component measured at (0.96, 0, 0) (Δq = 0.4 r.l.u) 
for different Ca-concentrations of Pr1−xCaxMnO3 on cooling (solid symbols) and warming (open 
symbols). The solid curves are a guide for the eye. Arrows mark the Curie and Néel temperatures, 
as well as the onset of spin phase separation for PCMO35. The insets present the T-dependence 
of (a) long-range FM order parameter obtained from the peak intensity at (1, 0, 0) and (b) the FM 




















FIGURE 5.6 T-dependence of the intensity and extracted short-range correlation length of (top 
panel) FM at (1, 0, 0) and (bottom panel) Mn4+ AF at (0.5, 0, 0) diffuse scattering in PCMO30. 
The correlation length was obtained from the Lorentzian linewidth of the diffuse component 
through the deconvolution of the instrument resolution function determined by the second-order 
reflection. The solid lines are guides for the eye. The solid symbols are for cooling while open 
symbols for warming. The inset (a) on top panel is the T-dependence of FM short-range 
correlation length in PCMO35 with large error bars due to the weak diffuse scattering profiles 
while that of (b) on bottom panel show the normalized q-scan profiles of the Mn4+ AF peak at 
(0.5, 0, 0) in PCMO30. Figure taken from [2].  
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 Using a simple estimated population relation in the ab-plane of the crystal !!",!" ∝
  !!",!"!!",!"! where !!",!" is the in-plane cluster density probed by FM or AF scattering, we 
find that FM AFn n≅ , regardless of the difference in correlation length. Therefore, we speculate 
that measured AF and FM diffuse scattering may be indeed caused from the same assembly of 
spin clusters.  
 Owning to the fairly weak diffuse scattering and uncertain correlation length (see inset (a) of 
Figure 5.6) we were not able to do the similar estimation for PCMO35. Nevertheless, the ground 
state in both PCMO30 and PCMO35 is a phase-separated state containing spin clusters 
embedded in either AF or CAF ordered matrix. The main difference between these two doping 
levels is that magnetic phase separation exists in all measured temperature range in PCMO30 but 
appears with much smaller population only at LT in PCMO35. One can anticipate that such a 
phase-separated ground state will disappear in a crystal of Pr1-xCaxMnO3 with a doping level 
slightly larger than x = 0.35. Such an evolution of phase separation with doping may provide 
some insight into the doping dependence of the observed CMR effect [61]. This evolution may 
also explain why smaller critical magnetic fields are required to melt the CO-OO structure for 
PCMO30 than that for PCMO35 and PCMO40 [5]. 
 If indeed PCMO35 is a system that undergoes a phase evolution from homogeneous to 
inhomogeneous spin-ordered state by cooling, then the appearance of spin clusters at LT should 
affect the long-range order parameters as well. To elucidate this issue, we have investigated 
systematically the order parameters of CO-OO and AF at both Mn3+ and Mn4+ sites by measuring 
the T-dependence of the integrated Bragg peak intensity at (2.25, 0.25, 0), (0.75, 0.25, 0) and (0.5, 
0, 0), respectively. As shown in Figure 5.7, an anomaly characterized by a sudden drop in 
intensity of the measured order parameters in PCMO35 emerges at ~35K, coinciding with the 
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onset of local spin clusters, thus providing a clear signature of magnetic phase separation. In 
addition, we also realize that the line shape of these order parameters in PCMO30 near both TCO 
and TN is slightly different from that in PCMO35 and PCMO40. The transitions in PCMO35 and 
PCMO40 show more pronounced critical behavior than those in PCMO30. The nature behind 
this should be associated with the existence of phase separation near TN and TCO in PCMO30, 
which does not occur in the other two doping levels.  
5.5     Summary   
In summary, by using neutron scattering, we have observed a strong doping-x and T-dependence 
of magnetic phase separation in Pr1-xCaxMnO3 crystals (see panel (d) in Figure 5.7). Spin clusters 
with both AF and FM correlations coexist with CAFI structure in PCMO30, suggesting an 
inhomogeneous CO-OO state below TCO. In contrast, the observed uniform AF ordered structure 
suggests a homogeneous AF CO state in PCMO40. We have identified a critical doping 
concentration xcr, which should be very close to x = 0.35, that divides homogeneous and 
inhomogeneous CO-OO ground state. Whether the homogeneous CO-OO state that exists in 
PCMO40 can be categorized as a site-centered type with charge disproportionation (δ ≠ 0) or a 
bond-centered (Zener-polaron ordered) type is still unclear. One possible experimental method to 
distinguish these two types of CO-OO structures is resonant x-ray scattering [101]. Yet, it is clear 








FIGURE 5.7 T-dependence of order parameters for (a) charge-/orbital-ordering (CO) measured 
at (2.25, 0.25, 0), (b) Mn3+ AF ordering at (0.75, 0.25, 0), and (c) Mn4+ AF ordering at (0.5, 0,0), 
for three different Ca-concentrations of Pr1−xCaxMnO3. The Mn4+ AF ordering parameters for 
both x = 0.3 and 0.4 (open dots) are plotted together in the bottom of panel c for comparison. 
Arrows mark the Curie and Néel temperatures as well as the onset of phase separation for 
PCMO35. Column (d) illustrates the evolution from an inhomogeneous to a homogeneous CO 
phase for corresponding doping levels of Pr1−xCaxMnO3. A T-induced change from 





A Preliminary Study on Spin-Lattice Coupling in the Colossal 
Magnetoresistive Manganite La1−xCaxMnO3 (x = 0.20) 
 
6.1 Properties of La1−xCaxMnO3 (x = 0.20) 
 
The CMR manganite La1-xCaxMnO3 (LCMO) is a system that is commonly referred as an 
intermediate bandwidth (W) system. As a result, it is found to display ground states that are 
characteristic of large bandwidth manganites such as the presence of a robust FM metallic (M) 
phase over a wide range of whole doping concentrations (0.17 < x < 0.5) as well as the typical 
CO-state observed in truly small-W systems such as Pr1-xCaxMnO3 (PCMO). Among the ground 
states of perovskite manganites, the most studied ones are those associated with the Colossal 
Magnetoresistance (CMR) effect, that is, the FM-M and charge/spin, and orbital (CO) states. The 
least explored ground state is that of FM-I character, the ground state that 1) is the precursor of 
the FM-M ground state in which CMR is observed, and 2) it cannot be explained by the DE 
exchange interaction, which tends to induce delocalization and inhomogeneity on the FM-M 
phase (recall that DE interaction is known to qualitatively explain the CMR effect by promoting 
electric conduction and FM) [17].  
 As mentioned in Chapter 1, despite decades of intensive research, these manganite systems 
are not fully understood. Specifically, the nature of the FM-I phase has not been fully explored to 
the best of our knowledge. We believe that the study of this precursor phase (i.e. precursor to the 
CMR regime) is crucial to understanding the nature of the competing interactions (FM metallic-
CO) responsible for the huge magnitude of the CMR effect in these perovskite manganites.  
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 Studies on the low temperature (low-T) insulating behavior of perovskite manganites 
propose a phase separation scenario to explain the nature of the FM-I phase. For instance, 
tunneling experiments conducted on La70Ca30MnO3 (LCMO 30) by M. Fath and collaborators 
[102], show evidence of the existence of micron-sized metallic FM clusters inside an AF/PM 
matrix.  
 Within the phase separated picture, some studies point at the existence of 
mixtures/cooperative interactions/and or competition of/between the CE-type Mn3+/Mn4+ and 
either charge-/orbital/spin-ordered states (CO-OO-SO) states. In this context, neutron scattering 
measurements by P. Dai and collaborators [103]and Adams et. al. [104] suggest that charge 
localization—which promotes insulating behavior in this peculiar ground state—is likely related 
to nanometer-size short-range charge ordering (CO). They found evidence that CE-type CO 
exists in the FM insulating regime of La1-xCaxMnO3 (LCMO). Theoretical studies by Hotta and 
Dagotto [105] and Mizokawa et. al., [106] also proposed CO in order to explain the FM- 
insulating ground state. The former study concluded that Pr75Ca25MnO3 (PCMO 25) becomes a 
FM-insulator due to a CO consisting of a checkerboard charge ordered plane and a purely Mn3+ 
plane stacking alternately along the z-axis while Mizokawa et al. findings show evidence that the 
FM insulating ground state in PCMO 25 is realized due to the existence of orbital polarons. In 
the latter, Mn4+ ions are surrounded by FM coupled Mn3+ ions. However, neither type of the 
above mentioned CO states have been experimentally detected so far. On the other hand, 
Kajimoto and collaborators [107] report on their neutron scattering and theoretical investigations 
evidence that rejects CO as possible FM insulating phase interpretations. Instead, their findings 
are consistent of a staggered type orbital ordered (OO) state. Other studies using resonant x-ray 
scattering support this OO state scenario. As an example, Zimmermann et. al.[92] reported an 
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OO state in PCMO 25 to be similar to that present in the parent compound of LCMO. However, 
in LaMnO3, the OO is accompanied by AFM spin ordering rather than by a FM order, as is the 
case for PCMO. Recently, soft x-ray scattering results on the small-W PCMO system by Zhou 
and collaborators [108] reported evidence of the cooperative interplay between the FM-I and 
spin ordering (SO) right at the transition between the FM insulating phase and the regime where 
CMR is observed.  
 On the other hand, electron magnetic resonance (EMR) [109, 110] transport measurements 
[111, 112], nuclear magnetic resonance (NMR) [113], inelastic neutron scattering [114], neutron 
powder diffraction [115], and x-ray absorption [116] studies indicate that the emergence of an 
insulating, as opposed to a metallic FM ground state, could be the result of local structural 
changes—i.e., Jahn-Teller (JT) distortions that would promote electron localization.  
 Alternatively recent experiments on the FM-insulating phase of the CMR manganites 
strongly suggest that a closer look at the competing interactions and specifically at magnetism 
might explain the peculiar insulating behavior in this regime. For example, the low-wave vector 
excitations in LCMO are well behaved spin waves with a stiffness constant of D~50 meV-A2 
[114, 117] which is about 1/3 of the typical spin wave stiffness constants in the FM metallic state 
of CMR manganites [107, 118]. Moreover, in his neutron scattering study, P. Dai et. al. [117] 
attest to the fact that the spin dynamics in the FM insulating ground state of LCMO exhibits 
properties that are inconsistent with current Heisenberg or DE models and leaves readers to 
ponder the possibility that this anomalous behavior in the spin excitation spectrum could be 
induced by the nanometer-size short-range charge ordering (CO) reported in his previous work 
[103]. Similar values for the spin wave stiffness constant in the FM insulating phase of PCMO25 
(~60 meV-A2) have been found in the work of Kajimoto et.al. [107]. In his own words: ‘this fact 
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[similarity of the spin-wave stiffness value in low-doped perovskite manganites] evidences the 
common ground of the FM-insulating phase of the manganites.’  
 Furthermore, not only the low-wave vector excitations are interesting but also as the wave-
vector increases, the spin waves have been reported to be broad and exhibit unusual behavior. In 
this context, some NMR studies [112, 113, 119] have suggested the possibility that the unusual 
magnetic and transport properties could be the result of a mixture of FM insulating (distorted and 
non-conducting) and (DE) FM metallic. For this to be possible, a new FM coupling 
mechanism—i.e., FM super-exchange (SE)—would be required in order to successfully explain 
the electron localization in the system (see Figure 6.1).  Recall that the typical SE interaction (as 
dictated by the Pauli exclusion principle) is usually characterized by the antiferromagnetic (AF) 
coupling between two next-to-nearest neighbors cations (in our case SE could be between either 




FIGURE 6.1 Schematic representation of the Super Exchange mechanism. For a detailed 
explanation refer to the text.   
 
Supporting the a picture governed by FM SE, are the magnetic and transport measurements 
reported by Wanjun Jiang et. al., [120]. Their work revealed the presence of OO-stabilized FM-
SE and DE linked sites as the system evolves from FM insulating to FM-metallic. This emerging 
consensus—that the relevant interaction initiating magnetism in the insulating phase is SE—is 
reflected by the latest investigations (at the time of writing) using synchrotron x-ray and neutron 
diffraction [121] as well as by inelastic neutron scattering [122 – 124] work. In particular, 
 119 
Hennion et al. [124] have reported the observation of broad modes and gaps in the spin wave 
dispersion of LCMO (x = 0.17 and 0.20) along high symmetry directions (Figure 6.2 (a)). The 
gaps observed were attributed to independent energy levels described as “quantized” flat modes. 
These q-independent energy levels have been described as standing spin waves embedded in an 
assembly of nano-sized FM domains with SE coupling (due to ‘hole-poor domains’). The latest 
inelastic neutron scattering investigation (at the time of writing) from Petit et. al. [123] on the 
FM insulating phase of La1-x(Sr,Ca)xMnO3 confirms the existence of such quantized spin waves 
in small FM clusters (Figure 6.2 (b)) but reveals the existence of long-range ordering of such 
domains.     
 
 
FIGURE 6.2 Anomalous spin wave behavior and ferromagnetic domains (FM) with super-
exchange (SE) couplings reported from neutron scattering experiments. (a) Magnetic excitations 
(“quantized flat modes”) measured along [1+ q, 0, 0] reported by Hennion et al. [122]. Solid and 
open circles correspond to main and weak intensities, respectively. (b) Standing spin waves 
embedded in an assembly of nano-sized FM domains with SE coupling and long-range ordering 
[123, 124].  
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 Motivated by the possible role that magnetism and competing interactions might play on the 
FM-I phase of manganites and thus on the CMR effect, we report in this chapter a preliminary 
inelastic neutron scattering study on the spin and lattice excitations in the FM-Insulating phase of 
LCMO 20.  
6.2 Experimental Details  
  
We have characterized the unusual behavior that has been reported of the spin wave excitation 
spectrum found in the low-T insulating ground state of these manganite systems. We measured 
the spin wave excitation spectrum on a high quality single crystal of La0.80Ca0.20MnO3  (~ 0.4 
cm3 in volume, TC= 180 K) provided by Y. Tokura’s group and grown by the floating zone 
method [62]. This unpolarized thermal neutron scattering experiment was performed at the High 
Flux Isotope Reactor at Oak Ridge National Laboratory using the HB-1 Triple Axis 
Spectrometer. The final neutron energy was fixed at Ef = 14.7 meV while the analyzers, filters, 
and monochromator were all pyrolytic graphite (PG) single crystals yielding an energy resolution 
at the FWHM~1.1 meV. Our measurements were made in constant transfer ! mode where 
! =   !+ !   and ! as the reciprocal lattice vector. The components of the wave vector Q = (Qx, 
Qy, Qz) are in units of Å-1 and (H, K, L) = (Qxa/2π, Qya/2π, Qza/2π) is in the reciprocal lattice 
units (r.l.u). The samples were aligned to allow the wave vector in the form of (H, K, 0) 
accessible in the horizontal scattering plane. For this 20% doped sample all wave vectors are 
labeled in terms of the pseudo cubic unit cell with lattice parameters of a = 3.86Å.  
 Measurements of the spin wave excitation spectra were taken along the !   =    [!, 0,0] 
directions in the first and second Brillouin zones (BZ) at 5 K and 255 K, respectively. The 
obtained neutron counts vs. energy scans were normalized using a linear background and fitted 
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to a Gaussian profile (long-range order). Shown in Figure 6.3 are the probed peak positions and 














FIGURE 6.3 Schematic diagram of probed peak positions and scan direction (denoted by the 
black arrow) in reciprocal space.  
 
6.3 Spin-Lattice Coupling  
 
The top panel of Figure 6.4 shows the colour plot (a) and dispersion relation (b) of the spin and 
lattice excitations in the first Brillouin zone at base temperature. Shown at the bottom panel are 
representative intensity profiles of the magnon (sw) and phonon excitation spectra for the (1.25, 
0, 0) and (1.30, 0, 0) scattering wave vectors from which the dispersion relation  (shown in (b)) 
was obtained.  
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FIGURE 6.4 Experimental results on the LCMO20 single crystal specimen. Top panel (a) colour 
plot (line is just a guide to the eye) and dispersion relation (b) of the spin and lattice excitations 
in the first Brillouin zone at base temperature. In (b) from top to bottom: red data points ~ 20 
meV correspond to a longitudinal optical (LO) phonon mode, the green ones are very weak spin 
wave excitations that became more prominent for values of q ≥ 0.3, the spin-wave dispersion 
relation is fitted (guide to the eye) in blue on (b) using a known spin-wave stiffness constant 
value from previous studies [114, 117] while the segmented black lines are theoretical phonon 
modes reported on [125]. Bottom panel (c) and (d) display the magnon (sw) and phonon (ph) 
excitation spectra for (1.25,0,0) and (1.30,0,0) for the 1st B.Z. normalized to a linear background 
and fitted with a Gaussian. The yellow arrow denotes the appearance of a new spin wave branch 
shown near the highlighted region in (b). 
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 The intensity of the colour plot taken at 5 K clearly shows two significantly different regions, 
one at low q and small values of E and another one for values of q ≥ 0.3 located at values of E ~ 
20 meV. This is in agreement with polarized neutron scattering studies [117] reported by P.Dai 
and collaborators, where an anomalous softening and broadening of magnons was found to exist 
in LCMO 30 near the zone boundary. Similarly to what we have observed, they reported that 
magnons soften and broaden considerably in the vicinity of E = 20 meV.  
 The dispersion relation (E vs. q) obtained at the base temperature of 5K is shown on Figure 
6.4 (b). From top to bottom, the red data points correspond to a longitudinal optical (LO) phonon 
mode (E = 20 meV). The spin wave dispersion relation is represented by the blue data points, 
which are fitted (only to serve as a guide to the eye) in blue using a known spin wave stiffness 
constant reported for the FM insulating phase of PCMO25 (~60 meV-A2) [107]. The green data 
points were determined to be very weak spin wave excitations that became more prominent for 
values of q ≥ 0.3. Theoretical phonon modes reported on [125, 126] have been added to this plot 
as segmented black lines (the purpose of this will be explained later). Two interesting features 
are to note in this dispersion relation. The first one being the section highlighted in yellow for 
values of 0.2 ≤ q ≤ 0.3, which is where a new spin wave excitations (green data points) first 
develop. And the second is the fact that at those same values of q, the longitudinal acoustic 
phonon mode reported in the theory crosses our spin wave dispersion curve, thus providing 
evidence of the spin-lattice coupling in the FM-I phase of manganites.  
 In order to better understand the physics of the region highlighted in yellow on figure 6.4 (b), 
we show the magnon (sw) and phonon (ph) excitation spectra in the first Brillouin zone at (1.25, 
0, 0) and (1.30, 0, 0) scattering wave vectors. For q = 0.25 we observe a magnon at E ~ 10 meV 
and a phonon close to E ~ 20 meV. As the vector q increases, we see the evolution of these two 
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peaks as well as the addition of a new magnon at even lower energies E ~ 5 meV. This spin wave 
shows significant broadening and as a result (see the large error bar) and at this point in the 
investigation no further assertions can be made about its appearance or behavior, other than it is a 
feature of the excitation spectra and it appears in the vicinity of where there is the possibility of 
spin-lattice coupling.   
 Phonon/spin wave excitations along the [1,0,0] direction in the 2nd B.Z (T = 5K) are 
presented in Figure 6.5 (a). Similarly to the measurements taken at the 1st BZ shown in Figure 
6.4 (b), we find a spin wave branch (blue data points) that becomes increasingly over-damped as 
the wave-vector increases. We also observe a longitudinal optical phonon (LO) centered around 
E = 20 meV (red data points) as well as a spin wave branch showing severe broadening (blue fit 
just as a guide to the eye) in the vicinity of this LO phonon. The yellow and purple data points 
represent longitudinal acoustical (LA) phonon modes that become prominent only when we 
measured in the second zone. In addition, we have also included the theoretical phonon modes 
(segmented black lines) reported in the literature [125, 126] for this BZ.  
 Comparing our results side by side with those from Figure 6.2 (a) (shown here as 6.5 (b) for 
side by side comparison purposes), we see that we do observe similar branches and energies 
ranges. However, unlike Hennion et al.,[124] we believe these observations to be indicative of a 
strong “magneto-elastic coupling”, i.e., of a strong spin-lattice interaction [118, 127 – 130] since 
what they refer to as quantized flat modes appear to be phonon branches in our spin wave 
dispersion relation. Upon comparison (both plots have the same scale), our results indicate that 
these gaps at specific values of q emerge in the vicinity of the crossing of a phonon mode (either 
black-segmented line theoretically predicted and both purple/yellow phonon dispersion 




FIGURE 6.5 Spin wave dispersion relations of our experimental results and previously reported 
ones. (a) Magnetic excitations (“quantized flat modes”) measured along [1+ ξ, 0, 0] reported by 
Hennion et al. [124] are shown in (16b). Solid and open circles correspond to main and weak 
intensities, respectively. (b) Our experimental results (from top to bottom) red data points ~ 20 
meV correspond to a longitudinal optical (LO) phonon mode, the yellow ones are from a 
longitudinal acoustic (LA) phonon mode, the spin-wave dispersion relation is fitted (guide to the 
eye) in blue on using a known spin-wave stiffness constant value from previous studies [see text], 
the data points in purple represent a phonon mode evident only in [200] while the segmented 
black lines are theoretical phonon modes reported on [125] .  
 
 It is appropriate to mention as well that recent theoretical studies of the spin wave excitation 
[131] reported by Tai-Ming Cheng and Lin Li found evidence of a strong spin-lattice coupling. 
By employing the lattice dynamics as opposed to the long wave approximation for a two 
dimensional Heisenberg FM system, they have investigated the spin wave excitation under a 
magnon-phonon coupling scenario. Under these conditions, they found magnon softening in 
these systems and they attribute it to magnon-phonon coupling, spin wave stiffness constant, 
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among other factors. Specifically, their results indicate that the longitudinal phonon (LO) absorbs 
energy from magnon, thus resulting in a mere hardening of the phonon’s dispersion curve. 
6.4  Summary  
Even though we are at very early stages of the investigation, our preliminary measurements of 
spin and lattice excitations in the FM-I phase of the prototype CMR manganite La1-xCaxMnO3 
shows clear evidence that 1) the spin-wave dispersion seems to be characterized by broad modes 
and anomalous behavior, particularly at large wave vectors, and 2) magnon-phonon coupling 
might be a driving force behind the gaps (quantized flat modes) reported to dominate the spin-
wave dispersion. Thus, the results of this investigation indicate that spin-lattice coupling plays an 
important role in the FM insulating phase and thus could be relevant to the large CMR effect that 
characterizes these perovskite manganite 
6.5  Future Work  
 
The current status of the research and our preliminary inelastic neutron scattering results on the 
FM insulating ground state of doped perovskite manganites strongly suggest the need for a 
comprehensive and systematic study of the competing interactions, and magnetism in order to 
understand the nature of the FM insulating phase.  
 At the time of writing this thesis, only preliminary studies could be completed. However, we 
had set forth a research plan that included inelastic, elastic, quasi-elastic and polarized neutron 
scattering experiments as well as the use of advanced transmission electron microscopy (TEM) 
techniques as a complimentary probe in order to be able to fully characterize the FM-I phase 
present in CMR manganites.  
 Because neutron scattering allows for the determination of magnetic excitations and 
fluctuations like no other condensed matter probe, it is the main experimental technique chosen 
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to complete this study. Preliminary measurements have been taken on LCMO, however, 
experiments will be conducted on the truly small-W system of PCMO as well. Both PCMO and 
LCMO single crystals exhibit a FM insulating ground state in the range of 0.15 < x < 0.30 and 
0.1 < x < 0.25, respectively. However, in contrast to LCMO, PCMO has a larger JT distortion 
and since the ionic size of Pr3+ is almost identical to Ca2+ it also has negligible quenched disorder. 
Thus, the selection of these two model systems allows us to characterize the effect of 
static/dynamic JT distortion and quenched disorder on the insulating character of the FM 
insulating ground state.  
 Our goal is to perform a systematic study of the competing interactions and coupling in the 
FM insulating phase in these CMR manganites. To this extent, we will carry out a series of 
elastic neutron scattering experiments to measure the evolution of possible isotropic/anisotropic 
AFM spin clusters in the FM insulating phase. From these elastic neutron scattering 
measurements, we will obtain the diffuse scattering profile and will be able to observe super-
lattice peaks and the lattice distortions due to CO and OO.  The peaks will be analyzed and fitted 
appropriately in order to reveal cluster size, lifetime, as well as their evolution with temperature. 
The anomalous spin wave behavior will be studied from inelastic neutron scattering experiments 
as we have done for the FM metallic phase of manganites presented in Chapter 5. Polarized 
inelastic neutron scattering experiments will be crucial in order to identify the phonon and spin 
wave contributions to verify/dismiss the magnon-phonon coupling observed in the preliminary 
experiments. In the case of LCMO (x = 0.2), the broad feature around 20 meV present in the 
dispersion relation (believed to be a LO phonon mode) will be carefully addressed, especially at 
higher wave vectors with the aim of determining the possible mixing/coupling of the magnon 
and phonon modes. The second set of experiments will consist of inelastic neutron scattering 
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studies aimed at obtaining the spin wave dispersion relations along high-symmetry directions at 
low temperatures as well as the temperature dependence (across the FM insulating transition) of 
the spin wave stiffness for order parameter behavior for other doping concentrations of LCMO 
and PCMO. From the magnon dispersion relation, we can estimate the spin-exchange interaction, 
which is affected by the OO due to the anisotropic character of the eg orbital and compare it to 
existing models and thus characterize the orbital state.  
 In order to further investigate the phase separation scenario—e.g. the possible existence of 
FM clusters such as those proposed by Hennion et. al.,[122] or the segregation of insulating and 
metallic phases due to CO and/or OO—we would like to use advanced transmission electron 
microscopy techniques (TEM). From TEM and quassi-elastic neutron scattering measurements 
we will be able to obtain local structural and electronic phase information in real space and 
average local phase correlations in momentum space, respectively. Thus, the combination of 
these two techniques will result in a powerful and comprehensive approach towards the study of 
















Chapter 7  
Conclusions 
 
In this dissertation magnetism and local correlation in manganese-substituted ruthenium oxides 
and hole-doped manganese oxides were investigated using elastic and inelastic neutron scattering.  
  Studies on single crystals of Mn-substituted Sr3Ru2O7 (x = 0.16 and 0.125) have revealed a 
long-range E-type AFM spin arrangement in the ground state characterized by 1) a 
commensurate propagation wave vector of (0.5, 0, 0) along the basal plane with moments aligned 
along the c-direction, and 2) only one single-bilayer ferromagnetic correlations out of plane. The 
evolution of the magnetic structure as a function of doping concentration has uncovered a non-
linear doping dependence of the in-plane correlation of the E-type AFM structure. That is, while 
increasing Mn-substitution in the parent compound stabilizes the long-range E-type AFM spin 
arrangement along the basal plane, the correlation length jumps by a factor ≥ 10 unit cells from 
the 12.5 % to the 16 % Mn concentration. Demonstrating in this way the vital role that 
competing interactions play in these materials; one is simple unable to predict the impact that 
changing Mn by only a few percent will have on the magnetism of the system.  
  Experiments carried out on the colossal magnetoresistive manganite Pr1−xCaxMnO3 (x = 0.3, 
0.35 and 0.4) indicate that the charge-/orbital-ordered (CO-OO) ground state not only evolves as 
a function of doping but it also shows a strong doping dependence of the magnetic phase 
separation in this system. That is, our analysis on the ferromagnetic, antiferromagnetic, and CO-
OO correlations have provided direct indication that the CO-OO state is indeed phase separated 
and of the existence of a critical doping concentration close to x = 0.35 that divides the 
inhomogeneous from homogeneous CO state.   
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  A preliminary investigation of spin and lattice excitations in the ferromagnetic insulating 
(FM-I) ground state of the perovskite manganite La1-xCaxMnO3 (x = 0.20) suggests that magnon-
phonon coupling could be responsible for the anomalous behavior of the spin wave spectra 
reported in these systems. Albeit in its infancy, these results might help explain the nature of the 
FM-I insulating ground state, which is the precursor to the ferromagnetic metallic state where the 
colossal magnetoresistive effect is observed.  
  Our work sheds light on the understanding of the complexity of magnetism and of the 
competing interactions present in ruthenates and manganite systems from which exotic 
phenomena such as colossal magnetoresistance, quantum criticality, and high temperature 
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