In this paper we study a family of generalizations of the Pontryagin action on manifolds with boundary. In some cases, they describe well-known modelseither at the boundary or in the bulk-such as 3-dimensional general relativity with a cosmological constant or the Husain-Kuchař model. We will use Hamiltonian methods in order to disentangle the physical and dynamical content of the examples that we discuss here. This will be done by relying on a geometric implementation of the Dirac algorithm in the presence of boundaries recently proposed by the authors.
Introduction
The Pontryagin action for an SO(3)-connection on a 4-dimensional manifold M induces a Chern-Simons theory on its boundary ∂M because the Pontryagin Lagrangian (written in terms of the curvature as F i ∧F i ) is the exterior differential of the Chern-Simons 3-form [1] .
A generalization of the Pontryagin action with an interesting geometrical interpretation was discussed in [2] . The main idea of that paper was to take two independent SO(3)-connections A i − and A i + as dynamical variables and consider the Lagrangian F i − ∧F +i (where F i ± denote the curvatures of A i ± respectively) on a 4-manifold M without boundary. The dynamics defined by this generalized action was interpreted in [2] by showing that it can be written as the action of the model discussed by Husain and Kuchař in [3] (referred to in the following as the HK model). This leads to an immediate physical interpretation of the dynamics that can be conveniently studied by looking at the Hamiltonian formulation. In fact, once a foliation of the spacetime manifold M is introduced, the phase space of the system becomes the cotangent bundle of a configuration manifold consisting of SO(3)-connections. The constraints of the theory generate "internal" SO(3) rotations and 3-dimensional diffeomorphisms, hence, the model describes 3-geometries. This phase space is exactly the one employed in the Ashtekar formulation of general relativity (GR), which differs from the HK model in that it has an additional scalar constraint that crucially generates the full dynamics of GR.
The main purpose of the present paper is to study some generalizations of the Pontryagin action to 4-dimensional manifolds with boundary, in particular the one discussed in [2] . As we will see, in addition to the HK model in the bulk, in this case the part of the field equations describing the boundary dynamics admits an interesting interpretation: they correspond to Euclidean 3-dimensional GR with a cosmological constant of a particular value. With this result in hand, it is natural to consider other generalizations of the F i − ∧ F +i Lagrangian involving terms with the form of the standard Lagrangian for the HK model in addition to the Pontryagin one. At the spacetime boundary, these generalizations describe-among other models selected by specific choices of the coupling constants-3-dimensional Euclidean GR with an arbitrary cosmological constant.
The layout of the paper is the following. After this introduction, we study in section 2 the two-connection action derived from the Lagrangian F +i ∧ F i − on a manifold with boundary. By introducing an affine combination of the two connections and using also their difference, we relate this action to the standard one for the HK model. Along the way, we find out that a particular choice of the parameter in the aforementioned combination leads to the HK model in the bulk and 3-dimensional Euclidean GR at the boundary with a particular value for the cosmological constant. Section 3 is devoted to discussing a three-parameter family of generalizations of the Pontryangin action to manifolds with boundary. As we will show, the dynamics at the spacetime boundary defined by some of them describes 3-dimensional Euclidean GR with an arbitrary cosmological constant. The Hamiltonian formulation of the models proposed in the paper is derived and discussed in section 4. We will also discuss how the physical degrees of freedom can be conveniently parametrized in a way that may open the possibility of having a concrete and useful description of the reduced phase space. We end with our conclusions and some comments in section 5.
We use a mixed notation in the paper: we will avoid spacetime indices but will use Penrose's abstract internal SO(3) indices i, j, k . . . These will be raised and lowered with the help of the invariant SO(3) metric δ ij . Finally, we denote the internal SO(3) volume form as ǫ ijk .
The 2-connection formulation of the Husain-Kuchař model in manifolds with boundary
Let us consider the following generalization of the Pontryagin action to a 4-dimensional manifold M with boundary ∂M
where
The stationarity of the action (1) gives the following conditions
where D ± denote the covariant derivatives defined by the connections A i ± , the map  ∶ ∂M ↪ M is the natural inclusion, and  * denotes the pullback to the boundary. As we can see, the field equations in the bulk have the form of "interleaved Bianchi identitites" whereas at ∂M we have "natural boundary conditions" telling us that the pullbacks of both connections must be flat. By making use of the Bianchi identities, it is possible to write (3a) in a way that shows that these equations are, in fact, of first order
By relying on (4), it is straightforward to show the existence of non-trivial solutions to (3a) and (3b) by taking A i + = A i − such that the pullback of F i ± to ∂M is flat. Another possibility is taking two flat connections in M.
In order to see the relation between the usual formulation of the HK model (in terms of "degenerate" frames and an SO(3)-connection) and its two-connection formulation when ∂M is not necessarily empty, we define [2] 
where α is a real constant. A direct computation now gives
where D denotes the covariant derivative defined by A i . The field equations obtained by varying the action with respect to e i and A i are
As we can see, in addition to the usual ones for the HK model (7a), we also get field equations (7b) and (7c) on ∂M. Although it is possible to see that these equations describe 3-dimensional Euclidean GR in a non-standard way, the particular choice α = 1 2 directly gives
i.e. the field equations for Euclidean 3-dimensional GR on ∂M with cosmological constant Λ = 1 4. This is a remarkable result because it shows an interesting relation (that evokes the one between the Pontryagin and Chern-Simons actions) between 3-dimensional GR in ∂M and the HK model in M.
A family of generalizations of the Pontryagin action
The previous result suggests that it may be possible to find actions related to the ones discussed above leading to 3-dimensional GR with an arbitrary cosmological constant. Indeed, let us introduce the following three-parameter generalization of the action defined by the Lagrangian (6) with α = 1 2 in a manifold with boundary:
Of course, this can be written in terms of two connections A i ± using (5b) with α = 1 2. At this point, however, the physical interpretation of the field equations will be more transparent if we use the usual variables e i and A i so we will do so from now on. The equations of motion are now
and we also get the boundary equations
Particular choices of the constants α = (α 1 , α 2 , α 3 ) lead to several interesting models. For instance, if α 1 ≠ α 2 the equations in the bulk are the ones corresponding to the standard HK model. On the other hand, if α 1 = α 2 we have no equations in the bulk (in full analogy with the behavior of the Pontryagin action) and we get the exotic Witten action for 2+1 gravity on the boundary [4] . If α 2 α 3 ≠ 0, the equations at ∂M are those of 3-dimensional Euclidean GR with cosmological constant Λ = α 1 α 3 . Other models can be obtained with different choices for α; in the following we will restrict ourselves to the generic case α 1 ≠ α 2 and α 2 α 3 ≠ 0.
Hamiltonian formulation for the generalized models
The Hamiltonian description of the dynamics of the models presented in section 3 provides a useful way to disentangle their meaning and also gather information about the compatibility of the dynamical equations in the interior of M and in the boundary ∂M. The Dirac algorithm can, in fact, be thought of as a way to obtain conditions that must be imposed on the configuration variables and their conjugate momenta to have consistent dynamics (here we will follow [5] , similar information can be obtained by using the GNH method [6] [7] [8] ). These conditions restrict the possible initial data for the field equations. It is also important to remember at this point that the integrability of the Hamiltonian vector fields is a non-trivial issue that must be separately considered. In this section, we derive the Hamiltonian formulation corresponding to the generalized model defined by the action (9) . In the following, we will consider 4-manifolds of the form M = R × Σ where Σ is a 3-dimensional manifold (possibly with boundary).
The Lagrangian defined by the action (9) after performing a 3+1 decomposition is
where the variables A i and e i are an SO(3)-connection and a frame field on Σ respectively, the fields A i ⊥ and e i ⊥ are so(3)-valued scalars on Σ originating in the perpendicular components of the 4-dimensional fields with respect to the spacetime foliation, and
) denotes a point of the tangent bundle T Q of the configuration space Q (defined by the perpendicular and tangent parts of the connections and triads). In this section we denote the covariant derivative defined by the connection A i as D and the curvature as
If we take v, w in the same fiber of T Q,
we obtain the fiber derivative as
This implies that we have the following primary constraints
where here and in the following the points (q, p) ∈ T * Q will be denoted as
The Hamiltonian is only defined on the primary constraint submanifold. A suitable extension of it to the full phase space of the model can be written as
As we can see it is independent of the canonical momenta. This fact will have a reflection in the form of the Hamiltonian vector fields. By writing tangent vectors Z ∈ T (q,p) T * Q as
the canonical symplectic form Ω acting on vector fields on T * Q is
The implementation of the geometric form of the Dirac algorithm described in [5] is now a straightforward exercise. The main step is solving for the Hamiltonian vector field X in the equation
for every vector field Y . Here d denotes the exterior differential in phase space, ⟨ ⋅ ⋅ ⟩ is the usual pairing, and the λ i ⊥ , λ i , µ i ⊥ , µ i are Dirac multipliers. The final result of the analysis can be summarized in the conditions defining the constraint submanifold for the system and the specific form of the Hamiltonian vector fields. The constraints are
where ı ∂ ∶ ∂Σ ↪ Σ is the natural inclusion. The Hamiltonian vector field is given by
where the so(3)-valued 1-forms V k A and V k e satisfy the conditions
and λ i ⊥ , µ i ⊥ are arbitrary. In the process of applying the geometric Dirac algorithm the multipliers λ i and µ i have been found to be
This tells us that the constraints C i and c i defined in equation (11) are second class. The dynamics on the boundary is given by the pullback to the boundary of the components of the Hamiltonian vector field
It is interesting to note at this point that the X i e⊥ , X i e , X i A⊥ and X i A components of the Hamiltonian vector field are independent of the momenta and, hence, the dynamics of the system can be obtained without having to consider the remaining components of X. This is a consequence of the fact that the Hamiltonian is only defined at the primary constraint submanifold and it can be extended to the full phase space in many ways. The extension that we have chosen is such that the Hamiltonian depends only on the configuration variables. In the traditional presentation of the Hamiltonian formulation of the HK model [3] , the canonical momenta are taken to be densitized triads so the preceding result may seem strange. It should be noted, however, that in that context one is using (more or less implicitly) some kind of duality to represent canonical momenta as geometric objects defined on the spatial manifold Σ. Although the geometric representation of the dynamical objects that we are using here is different, both approaches are compatible. The main reason to follow the one presented here is that it is better the address functional analytic issues if deemed necessary.
We discuss now the meaning of the dynamical evolution defined by the integral curves of the Hamiltonian vector field given by (13) and (15) and some convenient parametrizations of the constraint submanifold.
Dynamics and gauge symmetries
The previous Hamiltonian vector field admits a clean interpretation on the constraint submanifold of the system. To this end, we will make use of the following useful result whose simple proof can be found in the appendix of [10] : Lemma 4.1. Let Σ be an orientable 3-dimensional manifold. For given w i ∈ Ω 2 (Σ, so(3) * ) and e i ∈ Ω 1 (Σ, so (3)) defining a volume form ω ∶= 1 3! ǫ ijk e i ∧ e j ∧ e k , consider the following system of equations in the unknowns v i ∈ Ω 1 (Σ, so (3))
Then the solution is
Here and in the following η ω denotes the function ϕ satisfying η = ϕω.
With the help of lemma 4.1 it is straightforward to see from equation (14a) that
which, on the constraint submanifold, can be written as
In an analogous way, from equation (14b) we obtain on the constraint submanifold
Using the expressions for V i A and V i e , the equations for the integral curves of the Hamiltonian vector field (13) for initial data on the constraint submanifold givė
where ρ i and τ i are arbitrary functions of time (because the evolution of the A i ⊥ and e i ⊥ is arbitrary) and the vector field ρ satisfies ı ρ e i = ρ i . The last equality in these equations can be easily obtained by expanding F i and De i in the basis e j ∧ e k . In order to interpret (18a) and (18b) it is convenient to take into account that, by using Cartan's formula, the Lie derivative of A i and e i along ρ can be written as
Combining these expressions with (18a) and (18b) we immediately geṫ
The interpretation of the dynamics of the model in the bulk is then clear from (19a) and (19b): it is a combination of spatial diffeomorfisms and internal SO(3) rotations. This is, of course, the known physical interpretation of the dynamics of the HK model. The dynamics at the boundary can be read from (15). In particular, denoting pullbacks to the boundary of Σ with a ∂ subindex we havė
These are the equations for the integral curves of the Hamiltonian vector fields for Euclidean GR with a cosmological constant defined on the spacetime boundary [9] .
Solving the constraints
The preceding discussion shows that we have a complete understanding of the dynamics of this model. It is important, however, to find suitable parametrizations for the constraints as this is necessary to get consistent initial data for the evolution equations. Although we will not pursue this issue to its ultimate conclusion here, we feel that it provides a rationale for looking at the Hamiltonian formulation of the model (not directly connected with its eventual quantization) and shows the appropriateness and convenience of the geometric approach that we are following.
Let us then look at the bulk constraints
and try to find suitable parametrizations of the phase space submanifold defined by them. Let us start by looking at (21a). By expanding A i = a ij e j we immediately get
so that
with α ij = α ji but, otherwise, arbitrary. Plugging now A i = a ij e j into (21b) and using (22) we find out that it becomes
In terms of α ij this is an inhomogeneous, linear PDE, a somewhat surprising fact owing to the quadratic term in the connection appearing in the curvature F i . Notice, however, that the analogous equation in geometrodynamics is linear in the momenta canonically conjugate to the 3-metric so this is not completely unexpected.
In order to find a complete parametrization of the constraint submanifold, it is necessary to solve (24). Although it is not inconceivable that a closed form solution can be found, it is probably convenient to impose some simplifying conditions to render them easier to solve. These conditions, in fact, can be used also to reduce or completely eliminate the arbitrariness in the Hamiltonian vector field (13) originating in the presence of the arbitrary functions A i ⊥ and e i ⊥ . In this capacity, they are gauge fixing conditions. Notice in any case that the dynamical interpretation of the evolution is clear: it consists of internal SO(3) transformations and 3-dimensional diffeomorphisms.
The issue of finding effective gauge fixing in non-abelian theories such as the ones presented here is a delicate one (Gribov ambiguity, topological obstructions, etc.) so we will not consider this issue here. In any case, the simple form of the constraints and, in particular, the linearity of (24) offers hope that a manageable solution to this problem exists. We will leave this for future work.
Once the bulk constraints are parametrized, it would be necessary to see what additional conditions are imposed on the dynamical variables by the boundary constraints. In this regard, one would also need to check if any solution to the 3-dimensional Euclidean Einstein equations is acceptable as a boundary condition. In any case, the lack of additional constraints other than the usual ones for the HK model and 3-dimensional GR, strongly suggests that for any boundary condition corresponding to a solution to 3-dimensional GR it is possible to find acceptable initial data for the HK sector.
Conclusions and comments
We have discussed in the paper several generalizations of the Pontryagin action to spacetime manifolds with boundary. The field equations obtained by varying the actions consist of bulk and boundary contributions. In a sense, the latter acts as boundary conditions for the equations in the bulk but in the models considered here they have interesting interpretations. In fact, by appropriately choosing the coupling constants in these models, it is possible to get the 3-dimensional Euclidean Einstein equations with an arbitrary cosmological constant.
The Hamiltonian description corresponding to these actions has been obtained by using the geometric approach developed in [5] to specifically deal with field theories defined in regions with boundaries. Although Hamiltonians are often used as first steps to quantization, we have taken advantage of them in a purely classical context to get several interesting results. First of all, we have been able to extend the usual interpretation to the case where boundaries are present. An important fact in this regard is the absence of constraints beyond those corresponding to the HK model in the bulk and 3-dimensional Euclidean GR in the boundary. This strongly suggests (though the final word on this would require a careful analysis of the integrability of the Hamiltonian vector fields) that the interaction between the dynamics in the boundary and the bulk is simple: there are no obstructions to having any solution to the Euclidean Einstein equations at the boundary originating in the dynamics in the bulk and viceversa.
One feature of the Hamiltonian formulation that we have obtained is the fact that both the connections and the triads are always considered as configuration variables. This is in the spirit of [5] and avoids the direct use of Poisson brackets in the presence of boundaries (a relatively subtle issue).
Several questions remain open, for instance:
• An obvious way to recover Lorentzian 3-dimensional GR at the boundary is to replace the internal SO(3) group by the Lorentz group SO(1, 2). This will change the dynamics in the bulk to a Lorentzian HK model which should be studied in detail.
• A related important issue is the integrability of the Hamiltonian vector fields, the character of the field equations (hyperbolic or elliptic) and the type of conditions that have to be used to completely specify their solutions.
• As the phase space of the models considered here is the same as the one used in the Ashtekar formulation for GR, one could attempt a quantization for these systems, defined in spacetimes with boundary, inspired in the one used to describe quantum black holes in Loop Quantum Gravity.
• Studying the non-generic case in which the e i do not define a frame (and hence describe degenerate metrics). In such situation we expect to have extra constraints in addition to the ones presented in the paper.
These will be considered in future work.
