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El conocimiento se basa en la observacio´n. La ciencia experimental trata de reproducir ciertos eco-
sistemas para poder observar el comportamiento de una cierta entidad. A veces los ecosistemas bajo
los que se pretende experimentar son irreproducibles, como por ejemplo experimentos que tratan de
explicar las interacciones a nivel ato´mico en el nucleo de una estrella, el comportamiento de ciertas
prote´ınas bajo condiciones espec´ıficias, etc.
En la figura 1.1 se puede observar una captura de una representacio´n tridimensional de un corazo´n
humano modelado por Alya Red1. Gracias a este proyecto se podra´ observar el comportamiento de
un corazo´n al aplicarle un fa´rmaco y conocer su reaccio´n antes de administra´rsela al paciente. Es en
esencia un ecosistema que no puede reproducirse (un corazo´n humano) modelado por un simulador.
La importancia de la simulacio´n no es exclusiva en el a´mbito de la ciencia sino tambie´n en el de
la ingenier´ıa, puesto que facilita la exploracio´n y el desarrollo de sistemas complejos como son los
computadores. En el a´mbito de la computacio´n, teniendo en mente el siguiente gran objetivo de e´ste,
la ma´quina Exaflops2 y el papel fundamental que jugara´n las nuevas arquitecturas, au´n por desarrollar.
En este proyecto se propone establecer las bases para la integracio´n de dos simuladores de diferentes
escalas que permitan modelar una computadora de alto rendimiento, que se compone por varios nodos
de co´mputo trabajando conjuntamente interconectados entre s´ı, haciendo e´nfasis tanto en el modelo de
comunicaciones como en el modelo de procesador subyacente en cada uno de los nodos, obteniendo as´ı
una mayor precisio´n y comprensio´n de como se comportara´n las aplicaciones actuales en la ma´quina
del futuro.
Este proyecto se enmarca en el acuerdo Intel-BSC Exascale Lab3. El objetivo fundamental de la
colaboracio´n es el de investigar y desarrollar fo´rmulas que ayuden a fabricar la ma´quina Exaflops.
1http://www.bsc.es/computer-applications/alya-red-ccm
21018 instrucciones de coma flotante por segundo
3http://www.bsc.es/intel-bsc-exascale-lab
(a) Alya simulator (b) Protein simulator




1.1.1 Introduccio´n a los simuladores de computadores
En el a´mbito que nos ocupa, ciencias de la computacio´n, los simuladores son especialmente importantes
puesto que han permitido agilizar y afinar el disen˜o de nuevas arquitecturas4. El hecho de poder
simular ejecuciones en arquitecturas que se encuentran en desarrollo permite tener una visio´n ma´s
precisa del estado del disen˜o. Del mismo modo permite conocer como se comportara´n las aplicaciones
actuales en sistemas futuros y explorar arquitecturas actuales. As´ı pues, existe una gran variedad
de simuladores que atienden a diferentes necesidades. Los simuladores pueden ser clasificados en las
siguientes categor´ıas segu´n el contexto.
1.1.1.1 Clasificacio´n por input
Segu´n esta caracter´ıstica, se clasifica a los simuladores en funcio´n de como se le provee de la informcio´n
necesaria para poder calcular el los resultados de la simulacio´n sobre el modelo simulado. Existen dos
maneras fundamentales de hacerlo, trace-driven o bien execution-driven.
trace-driven: El simulador es alimentado mediante ficheros llamados trazas que mantienen la infor-
macio´n extra´ıda de una ejecucio´n anterior.
execution-driven: El input se porporciona mediante la intercepcio´n dina´mica de instrucciones o eventos
que se producen en tiempo de ejecucio´n. A diferencia de las trazas, esta informacio´n se env´ıa
directamente al simulador sin ser almacenada en ningun sitio. En el entorno de Sniper hablamos
de application-driven, que tiene la particularidad que no se tiene en cuenta el SO, por este motivo
Sniper no esta´ indicado para workloads muy sensibles al e´stos.
pinball-driven: De utilizacio´n exclusiva de pinplay (seccio´n 1.2.2.4), su objetivo es la reproducibilidad
de ejecuciones no deterministas almacenando la mı´nima cantidad de informacio´n, en pinballs
(seccio´n 4.1.2). Propone una solucio´n a medio camino entre execution-driven y trace-driven.
Cada uno de los sistemas proporciona unas ventajas diferentes. trace-driven al mantener detalles
sobre la ejecucio´n almacenados permite realizar post-procesos de la traza como por ejemplo ser´ıa
identificar fases o regiones iterativas y por lo tanto repetitivas y simular u´nicamente fragmentos de
estas en vez de la ejecucio´n completa, pudiendo de este modo disminu´ır el tiempo total de simulacio´n,
por ejemplo SimPoints [1] o otras metodolog´ıas como [2]. Otras ventajas atribu´ıdas a trace-driven
son la reproducibilidad, por la cual una ejecucio´n no determinista5 se convierte en determinista y
la portabilidad, la que implica que, una misma ejecucio´n puede ser simulada en cualquier sistema
sin tener en cuenta el binario de la aplicacio´n ni sus dependencias. El taman˜o que potencialmente
pueden alcanzar las trazas, es considerado la desventaja principal de este me´todo de input. Las trazas
demasiado grandes pueden aportar un overhead excesivo al tiempo de simulacio´n y torna cr´ıtica la
velocidad del sistema en operaciones I/O.
execution-driven se conidera que puede aportar mayor precisio´n entre otras cosas porque pueden ser
observados los efectos del SO. Otra ventaja respecto a trace-driven es que e´ste requiere de dos pasos
mientras que execution-driven u´nicamente requiere uno. La mayor desventaja es que puede causar
un fuerte overhead a causa del runtime que se ejecuta junto a la aplicacio´n para instrumentarla y
analizarla.
1.1.1.2 Clasificacio´n por nivel de abstraccio´n o de detalle
La accio´n de abstraer, se define como el hecho de separar las cualidades de un objeto para considerarlas
aisladamente o para considerar el mismo objeto en su pura esencia o nocio´n. La accio´n de abstraer un
componente de un computador se usa para no tener que simular hasta su ma´s ı´nfima consecue´ncia. Por
tanto la abstraccio´n es un recurso utilizado en simuladores para minimizar el tiempo de simulacio´n.
4En este documento, arquitectura se refiere siempre a arquitecturas de computadores
5Dos ejecuciones, en las mismas condiciones, pueden no comportarse del mismo modo
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Figura 1.2: Evolucio´n Top500.
Para los componentes abstractos se sustituye una simulacio´n funcional que pone e´nfasis en tener
un comportamiento igual al de los componentes modelados (que´ se ha hecho) por una simulacio´n
de tiempos que intenta acercarse al ma´ximo y reproducir de una forma precisa sus caracters´ticas
temporales (cua´ndo se ha hecho).
Las simulaciones temporales disminuyen el tiempo de simulacio´n a costa de disminuir la precisio´n
respecto las simulaciones funcionales.
1.1.1.3 Clasificacio´n por enfoque
Es obvio que no todos los experimentos son iguales, las necesidades de simulacio´n pueden variar
desde simulaciones a nivel de microarquitectura hasta simulaciones del sistema completo, incluyendo
multiprocesadores, jerarqu´ıa de memoria, sistemas cluster, etc...
Cada tipo de simulador responde a unas necesidades espec´ıficas. En etapas tempranas de desarrollo
probablemente sera´n ma´s adecuados simuladores ra´pidos, que se abstraigan de la mayor´ıa de los com-
ponentes y que permitan realizar un nu´mero considerable de experimentos. En las etapas posteriores
del disen˜o, en las que se necesitara´n simulaciones ma´s detalladas por tal de identificar potenciales prob-
lemas funcionales o de rendimiento, se requerira´n simuladores funcionales que permitan un profundo
nivel de detalle.
1.1.2 El siguiente gran objetivo, la ma´quina Exaflop
Observando la tendencia del peak performance6 de los top #1 a lo largo de los an˜os en la lista top5007
de la figura 1.2, se ve reflejado como el ritmo de crecimiento parece que no va a continuar para los
pro´ximos an˜os.
Hasta ahora este ritmo ven´ıa marcado por la conocida ley de Moore [3] ley emp´ırica (revisada
varias veces) que indica que los computadores vera´n duplicados el nu´mero de transistores por unidad
de area cada 18 meses, es decir, que duplicara´n su capacidad de ca´lculo. Ahora parece que la ley de
Moore pronto dejara´ de cumplirse debido a las restricciones f´ısicas y de costes de produccio´n [4]. Las
arquitecturas multi-core, many-core y los sistemas heterogeneos se perfilan como la solucio´n para llegar
a la ma´quina Exa.
6Rendimiento ma´ximo teo´rico
7Lista que recoge los 500 supercomputadores ma´s potentes del mundo. http://top500.org/
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1.1.2.1 La importancia de los multi-procesadores
Hace unos an˜os se empezo´ a apostar por un nuevo paradigma de arquitectura, se deja de lado el chip
uniprocesador para centrarse en el multiprocesador (CMP8). La razo´n no es otra que la del consumo.
La ley de Moore predec´ıa transistores cada vez ma´s pequen˜os, lo que permit´ıa una velocidad de
reloj cada vez mayor. Tanto es as´ı que Intel ten´ıa planes para escalar un procesador hasta 10 Ghz [5].
Estos planes se vieron truncados por problemas de consumo y de disipacio´n de la calor generada.
Sin olvidar la fo´rmula del ca´lculo del consumo(1.1), e´sta es la razo´n fundamental para el cambio
de paradigma que antes se ha introducido.
P = CV 2f︸ ︷︷ ︸
dina´mica












Reduciendo la frecuencia a la mitad y aumentando el nu´mero de procesadores al doble mantenemos el
mismo rendimiento pero consumimos una cuarta parte de la potencia que hubiese sido necesaria para
un u´nico chip(1.2).
Los multiprocesadores jugara´n un papel vital. Nuevas arquitecturas escalan a decenas o centenares
de nucleos, las llamadas many-core[6] y la heterogeneidad del sistema (sistemas que integran diferentes
tipos de procesadores y co-procesadores) parece la nueva v´ıa de progreso, las GPGPU9. La complejidad
del sistema aumenta al mismo ritmo que su escalabilidad, y ¿Que´ papel jugara´n los simuladores en
este nuevo escenario?
1.1.2.2 Simuladores de computadores en la era Exa
Haciendo un pequen˜o recopilatorio de lo descrito anteriormente, se dijo que los simuladores juegan un
papel muy importante en el desarrollo de nuevas arquitecturas y es una herramienta fundamental en
el toolkit de los disen˜adores de chips. Tambie´n se ha argumentado como los CMPs son el fu´turo y que
tienen una proyeccio´n en cuanto a escalabilidad se refiere, enorme.
La complejidad aumenta con el nu´mero de procesadores de los CMPs. La comparticio´n de recursos,
como la jerarqu´ıa de memoria requieren de una lo´gica cada vez ma´s compleja y efectos naturales
de la ejecucio´n multi-hilo como las condiciones de carrera o los deadlocks necesitan operaciones de
sincronizacio´n para ser evitados, que aumentan, ma´s si cabe, la complejidad del simulador.
Es evidente que, a mayor complejidad, mayor tiempo de simulacio´n. Por tanto el reto de los
simuladores en este nuevo contexto es el de poder ofrecer una simulacio´n lo suficientemente precisa sin
que esto comporte un tiempo desorbitadamente alto.
1.2 Simulacio´n multiescala
Cuando un sistema es demasiado complejo como para modelarlo entero, se han de tomar algunas
decisiones que permitan disminuir su complejidad y por lo tanto el coste de la simulacio´n. Como
hemos visto en la seccio´n 1.1.1.2 podemos simplificarlo al ma´ximo hasta tener simulaciones a grano
muy grueso que obvien los detalles.
La simulacio´n multiescala propone disminu´ır la complejidad del problema divide´ndolo en capas.
Cada una de e´stas es simulada por separado y los resultados de los niveles inferiores sirven para
alimentar los de las capas superiores. En el caso que nos ocupa, se propone dividir la simulacio´n de
un cluster completo en dos capas. Por un lado la simulacio´n de de los multiprocesadores que subyacen
en cada uno de los nodos, y estos resultados servira´n como input que alimentara´ a la simulacio´n de las
comunicaciones del cluster completo.
Conocer el comportamiento de un cluster, es de gran intere´s puesto que permitira´n entender el
8chip multi-processor
9General Purpose Graphics Process Unit
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comportamiento de aplicaciones asociadas a los supercomputadores, en los supercomputadores del
futuro.
1.2.1 Un simulador para cada escala de detalle
Como ya se ha mencionado, las dos escalas de las simulacio´n de un cluster son i) multiprocesadores a
nivel de nodo ii) y comunicaciones. Los simuladores encargados de simular cada una de estas escalas
son Dimemas para las comunicaciones y Sniper para los CMP.
1.2.1.1 Dimemas: Prediccio´n del rendimeinto de ma´quinas cluster
Dimemas10 es un simulador para aplicaciones MPI11. Permite al usuario modelar un cluster modifi-
cando para´metros de la red de interconexio´n como el nu´mero de nodos, anchos de banda o latencias
permitiendo experimentos del tipo “what if”. Es un simulador trace-driven y de un alto nivel de
abstraccio´n, lo que permite unos tiempos de simulacio´n realmente ra´pidos. Reconstruye el compor-
tamiento temporal de la aplicacio´n basa´ndose en los eventos MPI registrados en la traza (mediante
Extrae). Por otro lado, Dimemas no simula la CPU, la modela como una escala de la duracio´n original
(tambie´n configurable, por defecto 1) de las regiones de ca´lculo o useful time que se encuentran en la
traza de input.
Dimemas es single-threaded y por esto, a diferencia de Sniper, no puede evaluar los eventos de
ma´s de un rank al mismo tiempo, sino que lo hace secuencialmente. Esta´ basado en eventos que van
surgiendo de las operaciones MPI que se van sucediendo para cada rank. Un rank programa eventos
futuros para s´ı mismo o para otros ranks, por ejemplo. Cuando detecta una regio´n de ca´lculo, programa
un evento futuro para s´ı mismo para cuando e´sta termine. En el caso de detectar, por ejemplo, un
MPI Send, programara´ un evento, en un futuro calculado por los modelos, en el rank destino de ese
env´ıo, que en cuanto sea procesado le indicara´ que ha recibido un mensaje. En este u´ltimo caso pueden
suceder dos cosas:
i) Que cuando se detecta el env´ıo (que es bloqueante), el destino ya lo estaba esperando (y ya me lo
haya hecho saber): En ese caso se genera el evento para indicarle al destino que ya se ha enviado
y el rank actual seguira´ su simulacio´n y seguira´ generando nuevos eventos.
ii) Contrariamente, que cuando se detecte el env´ıo, el destino todav´ıa no haya procesado su re-
cepcio´n: En ese caso, se programa el evento para hacerle saber el env´ıo al receptor pero el rank
actual deja de lanzar ma´s eventos.
En la figura 1.3 vemos un ejemplo sencillo de una operacio´n bloqueante para ilustrar esta meca´nica.
En este ejemplo venimos de haber simulado la ejecucio´n de una regio´n de ca´lculo y entramos en la
siguiente operacio´n, que es un MPI Barrier y que por lo tanto no se resolvera´ hasta que todos los
ranks lleguen a su barrier particular. Al final del ejemplo vemos como todos los ranks han llegado ya
a su barrier produciendo el desbloqueo de todos ellos. En este momento Dimemas, al considerar que
la operacio´n ha terminado genera nuevos eventos para los ranks implicados. Estos eventos emplaza
a cada rank a su siguiente opreacio´n MPI, es por esto que el instante para el cual se programa cada
evento es, el momento en que se desbloquea la barrier (T2) ma´s la duracio´n de la siguiente ra´faga de
CPU. Adicionalment se an˜ade un  que modelar´ıa algu´n tipo de latencia.
La versio´n utilizada en este proyecto es Dimemas v5.2.11.
1.2.1.2 Sniper: Un simulador preciso y ra´pido.
Sniper12 es un simulador que permite modelar tanto el procesador como su cache´ (en varios niveles).
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Figura 1.4: Diagrama de la arquitectura de Sniper.
Se trata de un simulador que trabaja tanto con input pinball-driven como applitacion-driven gracias
a que basa su input en Pin y PinPlay14.
El simulador logra mantener una buena precisio´n con tiempos de simulacio´n relativamente bajos
gracias a la simulacio´n mediante inte´rvalos (Interval Simulation[7]) que permite una alta abstraccio´n.
En cuanto a precisio´n se refiere se encuentra a medio camino entre modelos simples como One IPC
model y modelos de alto nivel de precisio´n como cycle-accurate[7], consiguiendo un rendimiento de
hasta 2.0 MIPS15.
Otra aspecto interesante de Sniper es que explota las arquitecturas CMP al ejecutarse en multi-
hilo con una estrategia laxa de sincronizacio´n (Slack simulation 16 [8]), esto le permite escalar de una
manera ma´s eficaz a la hora de simular modelos many-core.
Para mejorar el entendimiento de algunos de los cambios realizados en este proyecto y el porque´ y
el co´mo de e´stos, se hace una pequen˜a resen˜a de como es la arquitectura de Sniper.
La arquitectura de Sniper consiste en dos partes fundamentales interconectadas mediante FIFOS o
named pipes tal y como se puede ver en la figura 1.4. i) Por un lado se encuentra el kernel que contiene
todos los modelos de los diferentes componentes simulados, en definitiva toda la lo´gica de simulacio´n
ii) y por otro se encuentra todo el mecanismo de input.
El binario de Sniper no se lanza directamente, sino que se hace a trave´s de un script, run-sniper
que parametriza y prepara todo el ecosistema. El script consiste en los siguientes pasos:
i) Crea dos FIFOS por Pinball. Cada par servira´ para las comunicaciones en ambas direcciones
entre Sniper y los Sift recorder.
ii) Parametriza Sniper para la simulacio´n. Sniper se conectara´ a las FIFOS que se han creado.
iii) Lanza Sniper, que queda a la espera de los replayers y posteriormente lanza el script record-trace
iv) record-trace por su parte lanza las tantos Sift recorder (replayer) como Pinballs. Esto es debido
a que cada uno hara´ replay de una de las Pinballs.
La versio´n utilizada en este proyecto es Sniper v6.1.
14https://software.intel.com/en-us/articles/program-recordreplay-toolkit
15Millones de instrucciones por segundo
16La sincronizacio´n entre cada thread de cada core simulado no es por ciclo sino cada cierto nu´mero de ciclos.
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1.2.2 Otros componentes del proyecto
Los componentes principales del proyecto son los expuestos en la seccio´n anterior. Tando Dimemas
como Sniper forman parte de un ecosistema mayor, que consisten en herramientas de caracterizacio´n
o traceo y herramientas de ana´lisis.
En esta seccio´n se expone el software que forma parte de este ecosistema y que son del mismo modo
fundamentales.
1.2.2.1 Extrae
Extrae es el software dedicado a generar trazas Paraver para su ana´lisis. E´sta una herramienta que
utiliza diferentes mecanismos de interposicio´n para inyectar sondeos en la aplicacio´n con el objetivo
de recopilar informacio´n sobre el rendimiento. Soporta instrumentacio´n para i) MPI ii) OpenMPI
iii) CUDA iv) OpenCL v) pthread vi) OmpSs vii) Java viii) y Python.
Extrae obtiene diferentes tipos de informacio´n. Las ma´s habituales son i) tiempo ii) contadores de
rendimiento como pueden ser algunas me´tricas del hardware iii) y referencias al co´digo para facilitar
el ana´lisis sobre e´ste.
La importancia de Extrae en este proyecto reside en que es el eslavo´n que permite la extraccio´n de
trazas que actu´an como input de Dimemas. Como antes se ha mencionado, inicialmente extrae trazas
Paraver, pero mediante un traductor, prv2dim, generamos las trazas dimemas.
La versio´n utilizada en este proyecto es Extrae v3.1.0.
1.2.2.2 Paraver
Paraver es un visualizador que permite el ana´lisis de aplicaciones paralelas. Permite visualizar las
trazas obtenidas mediante Extrae (seccio´n 1.2.2.1) con una gran flexibilidad a la hora de generar vistas
e interpretar los datos obtenidos.
El papel de Paraver en el proyecto no es tan importante en las primeras etapas de e´ste pero s´ı en las
u´ltimas, en las cuales se ha hecho un trabajo de ana´lisis de los resultados de las diferentes simulaciones.
Todas las figuras de ana´lisis de rendimiento en este documento, han sido extra´ıdas de Paraver.
La versio´n utilizada en este proyecto es Paraver v4.8.1.
1.2.2.3 Pin: A dynamic Binary Instrumentation Tool
Pin es un framework de instrumentacio´n dina´mica de binarios para los ISA17 IA-32 y x86-64 desar-
rollado por Intel que permite la creacio´n de herramientas dina´micas de ana´lisis. Algunos ejemplos de
herramientas que utilizan Pin son, Intel Parallel Amplifier e Intel Parallel Advisor. Las herramientas
que utilizan Pin, son llamadas Pintools.
La instrumentacio´n se realiza en tiempo de ejecucio´n en los ficheros compilados, por tanto no
requiere recompilacio´n. Provee de una API que permite obtener informacio´n a diferentes niveles,
desde informacio´n a nivel de las instrucciones que se esta´n ejecutando hasta informacio´n de s´ımbolos.
Su funcionamiento se basa en dos partes diferenciadas de la ejecucio´n. La instrumentacio´n, para
la cual se pueden registrar callbacks para la carga de ima´genes, rutinas, trazas18 e instrucciones, las
funciones de instrumentacio´n son las encargadas de decidir que´ y que´ no se analiza. En un segundo
paso, dina´micamente se ejecutan las funciones de ana´lisis que se han establecido en la etapa anterior.
As´ı pues, si en tiempo de instrumentacio´n se decide que para cada instruccio´n se ejecute una funcio´n
doCount() que ejecute instr++, al final de la ejecucio´n tendremos el nu´mero total de instrucciones.
La versio´n utilizada en este proyecto es Pin v2.14.
17Instruction set architecture
18Secuencia de instrucciones que empiezan con una instruccio´n objetivo de un salto y termina con un salto incondicional.
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1.2.2.4 PinPlay: A Framework for Deterministic Replay and Reproducible Analysis of
Parallel Programs
Pinplay esta´ implementado sobre Pin y nos proporciona la posibilidad de, a trave´s de una API, pro-
gramar pintools que nos permitira´n tanto almacenar el comportamiento de una ejecucio´n (en Pinballs,
seccio´n 4.1.2), como realizar ana´lisis durante la reproduccio´n.
PinPlay nace con el objetivo de facilitar la programacio´n de aplicaciones paralelas. Uno de los
mayores retos que conlleva la programacio´n paralela es el hecho de que dos ejecuciones del mismo
programa con una misma entrada pueden no comportarse del mismo modo, esto es el no determinismo
del comportamiento de la ejecucio´n. Esto se debe a que a la hora de trabajar con ma´s de un thread, el
orden en que estos sera´n ejecutados y el tiempo durante el que lo hara´n dependen de factores que no
pueden ser controlados desde la propia aplicacio´n (SO, estado de la ma´quina, ...). Se ha considerado
que las causas del no determinismo son: i) La zona de memoria donde se alocata el stack var´ıa entre
ejecuciones ii) la zona de memoria donde se alocatan .text y .data tambie´n var´ıan iii) las librer´ıas
pueden cambiar a lo largo del tiempo y ma´quinas iv) el comportamiento de algunas instrucciones
espec´ıficas del procesador cambian v) el instante en que pueden llegar los signals pueden cambiar
vi) lecturas de posiciones de memoria no inicializadas vii) diferentes comportamientos para llamadas a
sistema viii) y diferencias en el orden de accesos a memoria en localizaciones de memoria compartida
[9]
Este tipo de comportamiento pueden implicar errores en tiempo de ejecucio´n como deadlocks o
data-races. E´stos son problemas que en algunos casos pueden ser dif´ıciles de solventar puesto que
puede ser muy dif´ıcil tambie´n de detectar, otra vez, a causa del no determinismo de la ejecucio´n.
PinPlay propone capturar todo el comportamiento no determinista en Pinballs (log) para a posteriori
poder volver a reproducirlo (replay) las veces que hagan falta, para hacer debugging y ana´lisis como
habitualmente se hace con Pin.
El proceso de replay consiste en reejecutar las instrucciones logeadas pero garantizando que el
comportamiento de la ejecucio´n es el mismo que cuando se hizo el log. Por ejemplo, durante el replay,
PinPlay omite la mayor´ıa de llamadas a sistema (excepto las referentes con la creacio´n y terminacio´n
de threads y algunas otras) y simplemente restaura el estado de la ma´quina que se guardo´ para ese
punto en el logging (estado de los registros y algunas zonas posiciones de memoria).
Sniper aprovecha las caracter´ısticas introducidas por PinPlay y su integracio´n con Pin para realizar
simulaciones con un comportamiento determinista, pero tambie´n aprovecha la portabilidad que pro-
porcionan las Pinballs, pues permiten realizar las simulaciones entre SO y al ser autocontenidas, no
requieren de la instalacio´n de potenciales dependencias[10].
La versio´n utilizada en este proyecto es Pinplay v2.1.
1.3 Objetivos
El objetivo del proyecto es el de explorar diferentes v´ıas de interoperabilidad entre los simuladores
Sniper y Dimemas. Mediante un estudio de las diferentes alternativas que se proponen, se pretende
desarrollar la infraestructura multiescala para la posterior aplicacio´n de te´cnicas que permitan una
simulacio´n multiescala eficiente.
Adema´s de la exploracio´n inicial, se dara´n los primeros pasos y se obtendran los primeros resul-
tados de la simulacio´n acoplada para que sirva de trampol´ın para la posterior aplicacio´n de te´cnicas





2.1 Estado del arte
La simulacio´n multiescala no es un concepto nuevo y esta´ siendo utilizada en simuladores de diferente
ı´ndole, en f´ısica a nivel de flu´ıdos, materiales, en medicina y en computacio´n.
Un ejemplo es el desarrollo del Human Brain Project1 o HBP. Este proyecto trata de buscar
respuesta a las inco´gnitas que envuelven al funcionamiento del cerebro humano, y para ello se trata
de modelar para posteriormente simularlo. El cerebro humano es un o´rgano realmente complejo y por
lo tanto no se puede siquiera pensar en simular hasta su ma´s ı´nfimo detalle. Por ello se ha optado
por una simulacio´n multiescala en la que por una parte se simulan diferentes me´tricas que describen
las conexiones entre las meuronas a nivel molecular en funcio´n de algunas variables que modelan la
aplicacio´n de fa´rmacos, etc y posteriormente, se pasan los resultados de la simulacio´n de esta primera
escala al simulador ele´ctrico general.
En cuanto al uso de la estrategia multiescala en simuladores de computadores se han desarrollado
metodolog´ıas que proponen simulaciones multiescala para grandes cluster minimizando los costes de
simulacio´n gracias al ana´lisis de fases como es [2]. Otro ejemplo de simulacio´n de clusters es mediante
SST2, que es un framework que permite acoplar diferentes simuladores. Este es un ejemplo de estudio
de Exascale mediante SST [11].
2.2 Actores implicados
2.2.1 Desarrollador
Es la persona encargada de disen˜ar y desarrollar las estrategias a seguir para alcanzar el objetivo del
proyecto. Tambie´n es el encargado de programar las herramientas necesarias y adaptar todas las piezas
que conformara´n la simulacio´n multiescala. Al mismo tiempo se encargara´ de la gestio´n del proyecto,
lo que supone, escritura de la memoria, planificacio´n temporal y gestio´n econo´mica.
2.2.2 Direccio´n y soporte
El objetivo del director es el de guiar y orientar al desarrollador. Al mismo tiempo la interaccio´n
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Figura 2.1: Detalle iteracio´n Scrum.
2.2.3 Beneficiarios
Los beneficiarios del producto final de este proyecto son aquellos investigadores y desarrolladores que
este´n interesados en realizar simulaciones de aplicaciones sobre clusters. Y que adema´s se requiera
aplicar ajustes tanto a nivel de multiprocesador como a nivel de comunicaciones.
Al ser e´ste un proyecto enmarcado en el laboratorio BSC-Intel Exascale, ambas partes sera´n tambie´n
beneficiarias de los resultados.
2.3 Metodolog´ıa y rigor
2.3.1 Scrum
Scrum es recomendable cuando los requisitos del proyecto pueden cambiar varias veces durante el
desarrollo. Si bien no es el caso de este proyecto donde los requisitos esta´n establecidos y se van a
mantener durante toda la vida del mismo, si es cierto que el conocimiento inicial acerca de alguno de
los componentes, como por ejemplo de Sniper o Pin, pueden hacer que aquello en lo que se penso´ en
un principio tenga que cambiar, y por ello se requiere de una metodolog´ıa a´gil que permita modificar
objetivos en ciertos puntos del proyecto y Scrum lo proporciona basa´ndose en ciclos de vida iterativos
e incrementales (ve´ase figura 2.1).
Para cada una de las tareas definidas en la seccio´n 2.4.1, se sigue esta metodolog´ıa. Se marcara´n
hitos iniciales ma´s simples, los cuales se ira´n validando dando paso a hitos ma´s complejos. En el caso
en que durante la validacio´n se detecte un comportamiento no esperado o erroneo se iterara´ de nuevo
sobre el mismo hito o si se considera necesario se establecera´ uno ma´s simple. Una vez alcanzado el
hito final de una tarea, se procedera´ a dar comienzo a la siguiente.
2.3.2 Seguimiento
Tal y como se indica en la seccio´n 1.2 este es un proyecto que se realiza en el marco de colaboracio´n
BSC-Intel Exascale Lab. Se ha establecido un calendario de reuniones bisemanales con los partners de
Intel para mantener un conocimiento actualizado sobre el desarrollo del proyecto. Al mismo tiempo se
mantiene una comunicacio´n flu´ıda ya sea por e-mail como pequen˜as reuniones telefo´nicas, con personal
de Intel, de ı´ndole te´cnica. Tambie´n se ha establecido del mismo modo, un calendario de reuniones
semanales con el director del proyecto.
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2.3.3 Control de versiones
Tanto el software genu´ıno, desarrollado para este proyecto, como las modificaciones realizadas en
software de co´digo libre sera´n mantenidas mediante un repositorio subversion facilitado por el equipo
de Performance Tools de BSC. Las modificaciones realizadas sobre Dimemas se mantendra´n en un
branch del respositorio.
2.4 Planificacio´n temporal
Aqu´ı se presenta la planificacio´n temporal del proyecto. E´ste ha sido dividido en fases y e´stas en
tareas, lo que ha permitido una planificacio´n ma´s precisa y permitira´ un mejor seguimiento para poder
conocer para cada fase del desarrollo si se esta´n cumpliendo las expectativas o no y aplicar los planes
de actuacio´n necesarios para llegar al objetivo.
Para cada una de las tareas se hace una breve descripcio´n de los objetivos. Se enumeran los recursos
necesarios y por u´ltimo se ha aplicado Gantt, que es una metodolog´ıa de planificacio´n que permite
hacer un overview global de las tareas y los tiempos programados.
Un proyecto ha de estar acotado temporalmente, existen fechas l´ımite o deadlines para las cuales se
ha de haber alcanzado un hito establecido con anterioridad. La planificacio´n temporal ha de marcar el
ritmo de progreso del proyecto y tambie´n ha de establecer planes de actuacio´n para posibles desviaciones
ya que una previsio´n es simplemento eso, una previsio´n.
Este TFG comprende el espacio temporal que se encuentra entre el inicio y el final del primer
cuatrimestre del curso 2015/2016, teniendo un ma´ximo de 4 meses para alcanzar el hito final. Si
consideramos que la dedicacio´n diaria sera´ de 8 horas durante 5 d´ıas a la semana, tenemos un total de
640 horas disponibles. Estas horas no estara´n ı´ntegramente invertidas en desarrollar la parte te´cnica
del proyecto sino que se repartira´n en: i) Gestio´n del proyecto (incluye mo´dulo de GEP) ii) Desarrollo
de la parte te´cnica del proyecto iii) Redaccio´n de la documentacio´n iv) y Preparacio´n para la defensa
del mismo ante un tribunal.
Se considera que las tareas a realizar para la fase de gestio´n de proyectos son las mismas que los
entregables y por este motivo no se van a explicar. En total se le asigna 75 horas. El tiempo disponible
para el resto de fases es Tdisp = 640h− 75h⇒ Tdisp = 565h.
2.4.1 Identificacio´n de las fases y subdivisio´n en tareas
La redaccio´n de la documentacio´n que conformara´ la memoria es intr´ınseca a la realizacio´n de cada
una de las tareas en las que se va a desglosar la realizacio´n del proyecto y es por esto que repercutira´ en
la cantidad de horas que se invierte en cada una de ellas, que han sido incrementadas. De los bloques
que se han detallado en el punto anterior (Seccio´n 2.4) se va a desgajar el referente a la realizacio´n
te´cnica del proyecto.
2.4.1.1 Familiarizacio´n con el software implicado
Todo proyecto que implique software o entornos (compiladores, librer´ıas, etc) con el cual no se esta´
familiarizado requiere de una etapa de aprendizaje. En el caso que nos ocupa, el software implicado
es: Sniper, Pin, Pinplay, Dimemas y Extrae.
La cantidad de tiempo para este bloque puede ser ma´s o menos corto. El “problema” puede hallarse
en que la documentacio´n habitualmente se centra u´nicamente en el usuario y se presenta como una gu´ıa
de uso, lo que implica invertir ma´s tiempo cuando lo que se quiere es profundizar en la codificacio´n,
sobre todo cuando lo que se quiere es modificar el co´digo fuente para an˜adir alguna feature (que es el
caso).
Se han identificado las siguientes tareas para esta fase:
• (i) Familiarizacio´n con Sniper: Se requiere un conocimiento global del uso del simulador.
Por fortuna la documentacio´n es extensa, tanto en la gu´ıa de usuario como en las diferentes
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(a) Llamada a MPI sin Ex-
trae
(b) Llamada MPI con Ex-
trae
Figura 2.2: Registro de pinballs (gris) con/sin Extrae.
publicaciones que el equipo ha realizado sobre sus bases teo´ricas. En cuanto al co´digo, se ha de
inspenccionar para indentificar aquellos puntos que necesiten modificaciones.
• (ii) Familiarizacio´n con Pin + Pinplay: Este proyecto requiere el desarrollo de una Pintool
que permita extraer las Pinballs que hara´n de input a Sniper. La documentacio´n de la API es
extensa y de calidad, adema´s el paquete de software provee de varios ejemplos que van a ser de
ayuda.
• (iii) Familiarizacio´n con Dimemas y Extrae: No existe una documentacio´n demasiado ex-
tensa para Dimemas pero la ayuda del equipo de Performance tools del BSC hace que la tarea
sea mucho ma´s sencilla. Para Extrae existe una completa gu´ıa de usuario.
2.4.1.2 Extraccio´n de traza Dimemas y Pinballs de una misma ejecucio´n
La extraccio´n de la informacio´n que servira´ de input para ambos simuladores es un punto de vital
importancia para el buen desarrollo del proyecto, puesto que el resultado dependera´ directamente de
e´ste. Ambos inputs han de ser fiables y por ello, esta fase incluye la validacio´n del desarrollo para cada
una de las tareas en las que se desglosa. El tiempo de validacio´n se encuentra impl´ıcito en el tiempo
de la tarea.
En el desarrollo de esta fase la metodolog´ıa Scrum se hace evidente. Las tareas son cortas, incre-
mentales e iterativas. Las tareas que se han identificado son:
• (iv) Desarrollo de Pintool3 para deteccio´n MPI: La pintool ha de ser capaz de detectar
dina´micamente cuando se entra y se sale del runtime de MPI.
• (v) Ampliar funcionalidad de la pintool para extraer Pinballs: Mediante Pinplay, ser
capaz de extraer pinballs de las regiones fuera de MPI.
• (vi) Integracio´n con Extrae: Extrae es el trazador encargado de obtener la traza que alimen-
tara´ a Dimemas. Extrae obtiene la informacio´n sobre las llamadas que se realizan al runtime de
MPI interponie´ndo sus wrappers, esto significa que la pintool podr´ıa guardar informacio´n en las
pinballs de instrucciones de Extrae si en vez de identificar la entrada al runtime de MPI en sus
wrappers lo hacemos en las llamadas reales a MPI, y esto se ha de evitar (ve´ase figura 2.2). El
efecto de la pintool en Extrae no es necesario evitarla ya que se limita a inclu´ır un overhead a
los tiempos recogidos, pero es irrelevante ante el hecho de que los tiempos sera´n sustitu´ıdos por
los tiempos simulados.
• (vii) Identificacio´n de las regiones registradas4 en pinballs en la traza Dimemas y
post-proceso: Hemos de identificar aquellas regiones que son registradas en pinballs en la traza
que alimenta a Dimemas para que e´ste sepa que la informacio´n en esa regio´n es simulada por
Sniper. Pin permite hacer llamadas a funciones implementadas en el binario instrumentado,
3Programa basado en la API de Pin
4Las Pinballs no son trazas, por ello no hablamos de tracear
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as´ı pues, aprovechamos la funcion Extrae event para marcar el inicio y final de dichas regiones.
Posteriormente se hace un post-proceso de la traza Dimemas para sustituir esos eventos por
reg´ıstros u´nicos que son los que Dimemas identificara´.
• (viii) Disminucio´n del nu´mero de pinballs registradas: Al tener una pinball por regio´n de
no comunicacio´n, en estructuras iterativas, potencialmente, se registrara´n pinballs que contienen
practicamente la misma informacio´n, identificandolas y reutiliza´ndolas se podra´ conseguir una
disminucio´n del espacio ocupado en disco.
2.4.1.3 Adaptacio´n de Dimemas y Sniper
Tanto Sniper como Dimemas requieren de cambios que permitan la interoperabilidad entre ellos. Se
han considerado dos tareas para esta fase:
• (ix) Modificacio´n de Sniper: Sniper debe permitir la simulacio´n de pinballs secuenciales
sin resetear los modelos simulados (cache´, predictor de saltos, etc...). Adema´s ha de obtener
informacio´n sobre tiempos y contadores hardware (ciclos, fallos cache´ L1, L2 y L3) para cada
pinball y no un acumulado al final de la simulacio´n, que es el comportamiento actual. Estos
datos han de ser almacenados en ficheros de un formato espec´ıfico que pueda leer Dimemas.
• (x) Modificacio´n de Dimemas: Por su parte, Dimemas ha de ser capaz de reconocer aquellos
registros en la traza que indican una regio´n simulada por Sniper y obtener la informacio´n en
el fichero de salida del mismo. Adicionalmente, a parte de obtener la informacio´n en te´rminos
temporales tambie´n ha de hacerlo para los HWC5 antes mencionados e incrustar esos datos en
la traza resultante.
2.4.1.4 Validacio´n de la simulacio´n multi-escala
Por u´ltimo se ha de validar el trabajo realizado. El modelo de Dimemas esta´ ampliamente validado[12],
as´ı que no hara´ falta hacerlo. Lo mismo sucede con Sniper, tanto para application-driven como para
pinball-driven[7]. Lo que s´ı tendra´ que ser evaluado es que las diferentes modificaciones realizadas
sobre Sniper para acoplar los resultados a Dimemas generan los resultados esperados.
• (xi) Validacio´n: Se realizara´n simulaciones application-driven de los NAS Parallel Benchmarks6
(bt, cg, dt, ep, ft, is, lu, mg, sp) en su versio´n 3.3, posteriormente se realizara´ la simulacio´n
de la o las diferentes alternativas desarrolladas en este proyecto, por u´ltimo se quantificara´n las
diferencias.
2.4.2 Estimacio´n de tiempo y riesgo por actividad
Una vez desglosado el proyecto en tareas, en esta seccio´n se cuantificara´ el esfuerzo que supone cada
una de ellas medido en horas, y la incertidumbre que supone la previsio´n, pudiendo ser, Baja, que
puede aumentar su tiempo hasta x1.1, Media, hasta x1.5 o Alta, hasta x2.5.
Tarea Esfuerzo (h) Riesgo Max. esf. Tarea Esfuerzo (h) Riesgo Max. esf.
i 40 Medio 60 ii 40 Bajo 60
iii 30 Bajo 33 iv 50 Medio 75
v 35 Medio 52.5 vi 60 Medio 90
vii 40 Medio 60 viii 40 Bajo 44
ix 70 Medio 105 x 70 Medio 105
xi 40 Bajo 44 defensa 50 Bajo 55




CAPI´TULO 2. GESTIO´N DE PROYECTO
Figura 2.3: Grafo de dependencias entre tareas.
Total esfuerzo (h) Total Max. esfuerzo
565 783.5
Tabla 2.2: Total esfuerzo.
2.4.3 Dependencias entre tareas
La identificacio´n de las cadenas de dependencias entre tareas es un ejercicio que a parte de darnos
informacio´n sobre por que´ tareas se ha de empezar el desarrollo, nos permite conocer que´ tareas
pueden solaparse al ser completamente independientes entre s´ı, ahorra´ndonos tiempo de trabajo. El
grafo de dependencias puede verse en la imagen 2.3
2.4.4 Desviaciones y plan de actuacio´n
Tal y como se ha visto en la tabla 2.1 los tiempos previstos pueden tener una desviacio´n que en
algunos casos puede ser elevada y puede implicar que el proyecto no sea realizado en el tiempo fijado.
Para dirimir con esa hipote´tica situacio´n, se ha decidido establecer un plan de actuacio´n para resolver
aquellos desequilibrios debidos al tiempo desmedido dedicado a una tarea y que retrasara´ al resto.
En el caso de que durante el desarrollo del proyecto se observase que las predicciones se esta´n
quedando cortas, la tarea (viii) puede ser descartada ya que se trata de una optimizacio´n. Tambie´n se
puede recortar tiempo en la tarea (xi) ya que se ha previsto hacer una validacio´n para los 9 benchmarks
mientras que con la mitad podr´ıa ser suficiente. Por u´ltimo, la previsio´n para la realizacio´n de la
presentacio´n ha sido muy conservadora y tambie´n se podr´ıan descontar horas de esta u´ltima.
2.4.5 Recursos requeridos
Los recursos requeridos para llevar a cabo este proyecto son:
• Recursos humanos: Un u´nico desarrollador y el director de proyecto.
• Materiales: Porta´til facilitado por BSC, pantalla y teclado. Conectividad a internet y acceso a
Mare Nostrum III para la ejecucio´n de los benckmarks en tiempo de validacio´n.
• Software: Durante el proyecto se van a utilizar las siguientes herramientas
– WinShell y MikTex, para generar documentos con latex.
– Gantter, para generar el diagrama de Gantt
– Extrae, para obtener las trazas de Dimemas y trazas de los benchmarks
– Paraver, para visualizar y estudiar las trazas resultantes de las simulaciones y para comparar
en tiempo de validacio´n.
– Intel MPI runtime y MPICH para compilar las aplicaciones MPI.
– GNU C compiler y GNU Fortran compiler para compilar las aplicaciones.
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– CodeBlocks, para editar y crear proyectos en C, C++ y Python.
– Okular, para visualizar documentos PDF.
– Microsoft Office PowerPoint, para crear las presentaciones tanto para la defensa como para
las reuniones establecidas con Intel y con el director del proyecto.
– Microsoft Visio, para generar los diagramas que se muestran en esta memoria.
– Firefox, para buscar contenido, publicaciones, resolver dudas, etc...
– ThunderBird, para mantener contacto con las diferentes personas implicads en el proyecto.
2.4.6 Diagrama de Gantt
Con los datos recopilados en los puntos anteriores, se ha realizado el diagrama de Gantt (figura 2.4),
el cual nos proporciona una visio´n global de la planificacio´n temporal.
Aunque segu´n las dependencias existentes entre las tareas, es posible el solapamiento de algunas de
ellas, los recursos existentes no lo permiten (un solo desarrollador), es por ello que en el diagrama de
Gantt tenemos todas las tareas serializadas excepto dos. (i) La escritura de la memoria, que tal y como
se ha indicado en puntos anteriores se escribira´ al mismo tiempo que va avanzando el proyecto y (ii)
la tarea “Disminucio´n del nu´mero de pinballs” que al ser una tarea no cr´ıtica y no ser predecesora de
ninguna otra, puede realizarse en cualquier momento, siendo el momento escogido la tarea “Validacio´n”
ya que el tiempo de ejecucio´n de simulacio´n se prevee largo y permite el desarrollo de otra tarea.
Figura 2.4: Diagrama de Gantt.
2.5 Gestio´n econo´mica y sostenibilidad
La viabilidad de un proyecto no se mide u´nicamente en la capacidad que tiene de solucionar un problema
concreto, sino´ que tambie´n se tiene en cuenta que´ costes implica. Por muy buena que sea la solucio´n,
si es demasiado costosa, no valdra´ la pena, pues siempre se tiende a buscar la ma´xima eficiencia, que
es maximizar el cociente beneficio entre coste.
En este cap´ıtulo nos vamos a centrar en el divisor del mencionado cociente. Se ha realizado un es-
tudio de los costes del proyecto, adicionalmente, se ha hecho un pequen˜o estudio sobre la sostenibilidad
tanto econo´mica como social y ambiental.
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2.5.1 Estimacio´n de costes
En esta seccio´n se han desglosado los costes dependiendo del tipo de recurso que ha sido empleado.
Los tres grandes grupos son, recursos humanos, recursos software y recursos hardware. Para el ca´lculo
de los costes de los recursos materiales no se ha tenido en cuenta el valor total del producto sino´ que se
ha calculado la amortizacio´n resultante de la utilizacio´n del recurso durante el tiempo de desarrollo del
proyecto, considerando como vida u´til del producto los para´metros establecidos por hacienda, 4 an˜os
para hardware y 3 an˜os para software. El tiempo en que ha sido utilizado un recurso, de cualquiera
de los tres grupos, ha sido extra´ıdo del diagrama de Gantt (figura 2.4), es decir, cada recurso esta´
imputado a una o varias actividades. Por ejemplo, se considera que el rol de gestor de proyectos por
parte del desarrollador ha sido empleado durante 75h que es la suma de las duraciones de las tareas
de la 2 a la 7 del diagrama de Gantt.
2.5.1.1 Recursos humanos
Son los costes imputados a las actividades realizadas por las personas involucradas en el proyecto. En
este caso concreto, el desarrollo del mismo ha sido realizado por una u´nica persona pero que ha tomado
diferentes roles a lo largo del proyecto, por lo tanto, los costes de recursos humanos han sido calculados
en funcio´n de cuanto tiempo se ha empleado en cada rol. Se han tenido en cuenta las tareas definidas
en el documento “Planificacio´n temporal” para calcular las horas empleadas en cada uno de los roles.
Rol Precio (e/h) Tiempo (h) Coste (e)
Gestor de proyectos 40 75 3 000
Desarrollador 30 470 14 100
Tester de software 20 40 800
Total: 17 900
Total + IVA(21%): 21 659
Tabla 2.3: Costes recursos humanos.
2.5.1.2 Recursos software
Para llevar a cabo el proyecto se han tenido que utilizar diferentes herramientas software. Tal y como se
ha comentado en la introduccio´n de esta seccio´n, solo se ha tenido en cuenta el coste de la amortizacio´n
de dichos recursos.
Recurso Precio (e) Vida u´til Tiempo Amortizacio´n (e)
Open Suse 13.2 49,95 3 an˜os 510 h / 63,75 d 2,89
Windows 7 171,35 3 an˜os 130 h / 16.25 d 2,54
WinShell + MikTex 0 3 an˜os - 0
Gantter 0 3 an˜os - 0
Extrae + Paraver + Dimemas 0 3 an˜os - 0
Sniper 0 3 an˜os - 0
Intel MPI runtime 499 3 an˜os 365 h / 45,63 d 20,81
GNU C + Fortran compilers 0 3 an˜os - 0
CodeBlocks 0 3 an˜os - 0
Okular 0 3 an˜os - 0
Microsoft Office 149 3 an˜os 130 h / 16,25 d 2,09
Firefox + Thunderbird 0 3 an˜os - 0
Total: 28,33
Total + IVA(21%): 34,28
Tabla 2.4: Costes recursos software.
En cuanto al tiempo de utilizacio´n, se han tomado las horas establecidas en el documento “Plan-
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ificacio´n temporal”. Para el ca´lculo de la amortizacio´n no se han considerado directamente las horas
sino´ que estas han sido divididas por el nu´mero de 8 horas/d´ıa, debido a que aunque durante todas las
horas de un d´ıa no se haya utilizado el recurso, si que cuenta como amortizacio´n.
Para los recursos sin coste alguno, no se ha considerado importante calcular el tiempo de uso ya
que la amortizacio´n siempre sera´ 0 e.
2.5.1.3 Recursos hardware
Por u´ltimo han de ser tenidos en cuenta los gastos en el hardware. Del mismo modo que en los recursos
software de la seccio´n 2.5.1.2, el valor que se ha de imputar al coste del proyecto no es el total, sino´
que la amortizacio´n que implica el uso del recurso durante el tiempo de uso. El tiempo de vida u´til en
el caso de los recursos hardware es de 4 an˜os.
Recurso Precio (e) Vida u´til Tiempo Amortizacio´n (e)
PC (Dell Latitude E7440) 1735,56 4 an˜os 640 h / 80 d 95,11
Pantalla (Lenovo LT2252p) 169 4 an˜os 640 h / 80 d 9,26
Teclado (Lenovo SK-8825) 50 4 an˜os 640 h / 80 d 2,74
Rato´n (Logitech RX250) 14,95 4 an˜os 640 h / 80 d 0,82
MareNostrum III 74287 4 an˜os 40 h / 5 d 407,05
Total: 514,98
Total + IVA(21%): 623,13
Tabla 2.5: Costes recursos hardware.
2.5.2 Contingencias e imprevistos
El presupuesto es el documento que recoge los costes supuestos a lo largo de todo el proyecto, pero
al igual que cuando se calculaba el nu´mero de horas para cada tarea, pueden surgir imprevistos que
hagan que los costes reales se vayan alejando de lo estipulado. La partida del presupuesto para la
contingenica permite atenuar errores de informacio´n incompleta o descuidos durante la redaccio´n del
documento, siendo e´sta un porcentaje del valor total del presupuesto, que aumentara´ a menor detalle,
ya que esto implicara´ mayor incertidumbre.
En este documento se han detallado los gastos en recursos humanos (tabla 2.3), recursos software
(table 2.4) y los recursos hardware (tabla 2.5). La suma de los costes de cada tabla proporcionan el
coste total del presupuesto, que se refleja en la tabla 2.6.
Para calcular el porcentaje de continegencia, se necesita conocer que nivel de incertidumbre existe
para el desarrollo del proyecto. En el documento “Planificacio´n temporal” se calculo´ las potenciales
desviaciones temporales, que siendo muy conservadores y aplicando los planes de actuacio´n all´ı expli-
cados podr´ıamos incrementar el tiempo de desarrollo en un ma´ximo del 22% (ve´ase ecuacio´n 2.1).
Los costes directos suponen ma´s del ∼97% del coste total, si se incrementa en un 22% las horas
empleadas, tendr´ıamos aproximadamente un incremento del total del presupuesto del ∼21%. Por
lo cual, y siendo conservadores, se asigna a la partida de contingencias e imprevistos un 21% del
presupuesto.
∆max = 1− ( 565h
783.5h− 20h− 40h ) ≈ 22% (2.1)
7Se ha dividido el total del precio (22,7M) entre el nu´mero de nodos ya que solo ha sido utilizado 1 de ellos durante
el proyecto.
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Tipo Recurso Precio (e) + IVA




Contingencia e imprevistos 21%
Total: 27 002,86
Tabla 2.6: Costes de contingenicas e imprevistos.
2.5.3 Control de gestio´n
Durante el desarrollo del proyecto, se apreciara´n, en el peor de los casos, desviaciones en cuanto a
inversio´n de tiempos. El control presupuestario se realizara´ a la finalizacio´n de cada cada una de las
tareas descritas y se evaluara´ la diferencia respecto lo previsto.
Se ha llevado a cabo una previsio´n muy conservadora respecto a tiempo y a presupuesto, por ello,
no ser´ıa extran˜o que el desv´ıo fuese favorable. En ese caso, la diferencia entre el coste real y el coste
presupuestado sera´ destinado a la partida de contingencia, aumentando as´ı el colcho´n previsto para
un fuerte desv´ıo, derivado de un aumento de horas de desarrollo.
Si al finalizar una tarea, se observa que las previsiones han sido demasiado optimistas, el efectivo
necesario para cubrir la diferencia sera´ extra´ıdo de la partida de contingencia. Es muy improbable que
los desv´ıos respecto lo previsto sean lo suficientemente grandes como para consumir toda la partida
de contingencia, pero dado el caso, no quedara´ ma´s remedio que aumentar los recursos de la partida
afectada.
2.5.4 Informe de sostenibilidad
Un producto es sostenible cuando puede mantenerse por si mismo sin ayuda exterior, por ejemplo,
econo´mica. En esta seccio´n se analiza la sostenibilidad del proyecto en tres grandes dimensiones.
Dimensio´n econo´mica, social y ambiental.
2.5.4.1 Fase de planificacio´n
2.5.4.1.1 Dimensio´n econo´mica En este documento se ha hecho un ana´lisis de los costes del
proyecto, tambie´n se ha establecido una partida de contingencia para posibles desv´ıos. Todo e´sto hace
que la fiabilidad de las previsiones sea alta, y podemos considerar el precio final, un precio cercano a
la realidad.
En otras circunstancias, si por ejemplo, el desarrollo se hubiese hecho por un equipo, la competi-
tividad aumentar´ıa puesto que el tiempo de desarrollo es menor, y cada desarrollador se centrar´ıa en
un aspecto del proyecto disminuyendo ma´s au´n el tiempo de desarrollo de cada una de las tareas. Por
tanto la competitividad en te´rminos de tiempo y precio podr´ıa mejorarse.
Este proyecto no se ha planteado desde un punto de vista comercial, su grupo de usuarios no es
masivo ni generalizado. No se considera que vaya a existir una retribucio´n directa en contrapartida por
los servicios prestados por el producto desarrollado, pero tampoco se considera que necesite ninguna
inversio´n extra una vez se haya finalizado el proyecto, a parte de posibles arreglos o ajustes mı´nimos
y es por esto que se considera un proyecto completamente sostenible economicamente a lo largo del
tiempo.
Puntuacio´n: 9
2.5.4.1.2 Dimensio´n social Este no es un proyecto orientado a las grandes masas de usuarios,
aunque s´ı puede influ´ır en su d´ıa a d´ıa. Tal y como se ha explicado en ma´s de una ocasio´n, este proyecto
se enmarca en el Intel-BSC Exascale Lab, lo que significa que puede aportar, mediante el desarrollo
del simulador multi-escala, facilidades en el estudio de las arquitecturas futuras, lo que influir´ıa en la
vida de las personas a trave´s de los dispositivos electro´nicos del futuro. Otro a´mbito de investigacio´n
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¿Sostenible? Econo´mica Social Ambiental Total
Planificacio´n Viabilidad
econo´mica
Mejora en la cali-
dad de vida
Ana´lisis de recursos
valoracio´n 9 7.5 7 23.5






valoracio´n 9 8 6.5 23.5
Riesgos Adaptacio´n a cam-
bios de escenarios
Dan˜os sociales Dan˜os ambientales
valoracio´n -13 0 0 -13
Total 5 15.5 13.5 34
Tabla 2.7: Ana´lisis de la sostenibilidad del proyecto.
en el mencionado laboratorio es el de desarrollar herramientas que ayuden a fabricar la ma´quina Exa,
que podra´ resolver problemas que para las actuales ma´quinas son demasiado complejos. Este proyecto
puede contribuir tambie´n a alcanzar este u´ltimo objetivo lo que tambie´n repercute en beneficio de la
sociedad.
Puntuacio´n: 7.5
2.5.4.1.3 Dimensio´n ambiental El impacto ambiental de un proyecto puramente de software es
limitado. No existen recursos naturales que puedan ser directamente computados a esta actividad,
aunque s´ı indirectamente.
• El consumo ele´ctrico de los recursos hardware, que´ tendr´ıa que medirse solo durante la ejecucio´n
de nuestro software.
• El desgaste de los componentes, en mayor medida de los meca´nicos (hdd) aunque el desgaste es
tan pequen˜o que no se puede tener en cuenta.
La huella eco´logica del proyecto es practicamente nula. Este proyecto no contribuye ni a aumentarla ni a
disminuirla, aunque tal y como sucede con todos los simuladores, e´ste contribuye al ahorro de materiales
que ser´ıan necesarios para fabricar chips en desarrollo para poder comprobar su funcionamiento.
Puntuacio´n: 7
2.5.4.2 Fase final
Una vez finalizado el proyecto se vuelve a analizar la sostenibilidad. El punto de vista desde el cual se
hace el ana´lisis ha cambiado y por lo tanto es ma´s preciso puesto que no se ha de hacer un ejercicio
de suposicio´n sino que un ejercicio de memoria.
En la tabla 2.7 se resumen las valoraciones otorgadas. La fila de “Planificacio´n” recoge las valo-
raciones otorgadas durante la fase de planificacio´n descritas en la seccio´n 2.5.4.1.
2.5.4.2.1 Sostenibilidad desde el punto de vista de los resultados Desde el punto de vista de
la dimensio´n econo´mica, este proyecto se considera de alta sostenibilidad. En la tabla puede observarse
como no han habido cambios respecto a lo planificado y esto es debido a que desde este punto de vista
nada ha cambiado. Originalmente se propuso un 9 sobre 10 argumentando que este proyecto no requiere
de inversiones a lo largo del tiempo, ma´s alla´ de las iniciales para el desarrollo.
La nota otorgada respecto la dimensio´n social, sube de 7.5 a 8. Esta mejora respecto la planificacio´n
se debe a que han habido aportaciones que inicialmente no se hab´ıan planteado. En el desarrollo de una
de las alternativas planteadas, los desarrolladores de Sniper han tomado algunas de las modificaciones
realizadas como interesantes y se han inclu´ıdo en su trunk principal de desarrollo.
Por u´ltimo, sobre la dimensio´n ambiental tambie´n se ha hecho una pequen˜a revisio´n a la baja.
Los motivos han sido que los requerimientos de tiempo y espacio en disco para las simulaciones son
34
CAPI´TULO 2. GESTIO´N DE PROYECTO
superiores a los supuestos inicialmente. Aunque no tenga una repercusio´n directa sobre el medio
ambiente, no esta´ de ma´s tenerlo en cuenta.
2.5.4.2.2 Sostenibilidad desde el punto de vista de los riesgos No se han detectado riesgos
a nivel social o ambiental. A nivel social, lo peor que pueda pasar es que tenga una repercusio´n nula, y
en lo ambiental, como ya se ha dicho anteriormente, el impacto en el medio ambiente es muy pequen˜o
y por lo tanto no se puede hablar de dan˜os ambientales. Es por esto que la valoracio´n de los riesgos
para estos dos casos es 0.
Por u´ltimo, y respecto a los riesgos econo´micos se argumenta que, aunque la sostenibilidad econo´mica
se ha considerado realmente alta debido a que no requiere una inversio´n ma´s alla´ que para el desar-
rollo, si que se han detectado riesgos durante el mismo que han podido variar los costes. Durante la
realizacio´n del proyecto se han tenido que variar a menudo los planes iniciales debido a que algunos
resultados no han sido del todo buenos y esto a implicado un aumento el horas de desarrollo y en
consecuencia de costes. Es por esto, que la valoracio´n de estos riesgos es de -13.
2.5.4.3 Nivel de sostenibilidad del proyecto
Finalmente, tal y como se muestra en la tabla 2.7, el nivel de sostenibilidad es de 34 estando e´ste
comprendido entre -90 y 60. Por lo tanto, se concluye que el proyecto goza de un nivel de sostenibilidad,
segu´n los criterios tenidos en cuenta, considerablemente bueno.
35
Cap´ıtulo 3
Evaluacio´n de las alternativas
exploradas
Como para casi todo en la vida, pueden existir diferentes maneras de llegar al mismo objetivo. El
objetivo principal de este proyecto es precisamente plantearlas, estudiarlas y si se considera, desarrol-
larlas. Estudiando los pros y los contras de cada una de ellas, se ha escogido la que se ha considerado
como mejor opcio´n, teniendo en cuenta factores como la precisio´n de la simulacio´n y la complejidad
del desarrollo.
3.1 Caracterizacio´n de las alternativas
Unas alternativas de otras var´ıan fundamentalmente en el tipo de input para Sniper, puesto que para
Dimemas u´nicamente admite simulaciones trace-driven y sobre la manera en la que se comunican entre
s´ı. Para este u´ltimo tenemos dos maneras, i) interoperabilidad oﬄine ii) y online.
Entendemos como interoperabilidad online, la forma de trabajar en que ambos simuladores se este´n
ejecutando al mismo tiempo y comunica´ndose en tiempo real. Este me´todo requiere que ambos este´n
sincronizados por tal de que el uno avance con el otro. Esta estrategia de interoperabilidad es la ma´s
precisa puesto que permite tener en cuenta a Sniper los tiempos empleados en MPI que potencialmente
desplazara´n las ra´fagas de CPU y modifican la comparticio´n de recursos cuando ma´s de un MPI rank
se ejecute en un mismo nodo.
Por interoperabilidad oﬄine, se entiende que es la estrategia multiescala por la cual ambos simu-
ladores simulan las regiones de la ejecucio´n de las que son responsables por separado. Primero Sniper
y luego Dimemas, ya que para calcular las comunicaciones primero hemos de saber cuando se producen
y esto variara´ en funcio´n de cua´nto duran las regiones de CPU. Este me´todo es menos preciso que
el anterior en el caso en que ma´s de un rank este´ en un mismo nodo ya que no tenemos informacio´n
de las regiones MPI en tiempo de simulacio´n de CPU. El error que deriva de aqu´ı sera´ pequen˜o en
aplicaciones SPMD debido a que las ejecuciones son muy parecidas entre raks y para cada vez que se
ejecuta una ra´faga de CPU, se ejecutan tambie´n en el resto de ranks. Por otro lado cuando consid-
eremos simulaciones en que cada rank este´ en un nodo distinto, no existe comparticio´n de recursos a
nivel de nodo y por lo tanto este error se anula.
En la figura 3.1 se observa un ejemplo sobre como el tiempo de comunicaciones realmente afecta al
tiempo de ca´lculo ya que modifica la comparticio´n de recursos. En el ejemplo se considera que la CPU
es la misma en ambos casos, pero la memoria (que actu´a como red de interconexio´n) es ma´s lenta para
el segundo. Como resultado tenemos que en el segundo caso, las dos ra´fagas finales de los dos primeros
ranks no comparten recursos con la del tercero y por lo tanto, presumiblemente, se podra´ ejecutar ma´s
ra´pido.
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Figura 3.1: Ejemplo de como el tiempo de comunicacio´n afecta a la comparticio´n de recursos cuando













Figura 3.2: Arquitectura ba´sica de la alternativa oﬄine/app-driven.
3.2 Interoperabilidad oﬄine/pinball-driven
3.2.1 Descripcio´n
Esta alternativa plantea la utilizacio´n de la estrategia pinball-driven de Sniper. Es decir, que el input
sea a trave´s de pinballs+pinplay en lugar de a trave´s de una ejecucio´n real y su instrumentacio´n por
parte de Pin. El reto de esta alternativa es poder obtener tanto traza Dimemas como pinballs para
Sniper sin que, por un lado Extrae, por el otro Pin se interfieran mutuamente contaminando las trazas
resultantes.
La idea es obtener, mediante Pin+Pinplay, pinballs[10] u´nicamente de las regiones de ca´lculo y de
este modo ignorar las de comunicacio´n ya que el tiempo empleado all´ı sera´ modelado por Dimemas.
Al mismo tiempo se obtiene una traza Dimemas con la informacio´n sobre las comunicaciones. Los
detalles del desarrollo para la obtencio´n de los inputs de los simuladores se encuentran explicados en
la seccio´n 4.2.
Ma´s tarde, al ser una simulacio´n oﬄine, cada simulador simulara´ su parte correspondiente. Tanto
Sniper como Dimemas requieren de modificaciones. Las modificaciones que se han aplicado a Sniper
para esta alternativa esta´n explicadas en el cap´ıtulo 5. Por su lado, las modificaciones aplicadas a
Dimemas se explican en el cap´ıtulo 7. En la figura 3.2 puede verse la estructura principal de esta
aproximacio´n.
3.2.2 Ventajas
El hecho de tener la ejecucio´n loggeada en ma´s de una pinball implica mucha versatilidad. Algunas de
las mayores ventajas son:
i) Mediante un estudio previo, se pueden realizar simulaciones con solo aquellas pinballs que con-
tengan informacio´n sobre la mayor parte de la ejecucio´n. Esto permite ahorrar tiempo de
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simulacio´n a costa de una disminuacio´n aceptable de precisio´n. Se pueden aplicar fa´cilmente
metodolog´ıas como la desarrollada en [2]. E´sta propone que mediante una traza extra´ıda de
la aplicacio´n completa que describa las comunicaciones, se hace un estudio de fases y mediante
este estudio se obtienen aquellas regiones que describen la aplicacio´n completa. Ma´s tarde estas
regiones sera´n traceadas en detalle y simuladas.
ii) Se pueden establecer ROIs a posteriori, escogiendo cualquier subconjunto de pinballs consecutivas
que se considere sin necesidad de recompilar el binario.
iii) Existen runtimes, como por ejemplo OMPSs1, que dina´micamente pueden decidir en que compo-
nente de un sistema heterogeneo sera´ ejecutado un fragmento del co´digo (o task). Este compor-
tamiento podr´ıa reproducirse simulando una secuencia de pinballs con un modelo y otra secuencia
con otro.
iv) Podemos realizar simulaciones de las combinaciones rank por nodo que se prefiera. Por ejemplo,
si el logging se ha hecho de 8 ranks en un mismo nodo, podremos hacer simulaciones en que esos
8 ranks se ejecutan en 8 nodos distintos o justo lo contrario, que todos los ranks se ejecutan en
el mismo nodo.
v) Las modificaciones en Dimemas son simples.
3.2.3 Inconvenientes
Por el mismo motivo que ganamos versatilidad, perdemos precisio´n. Tener la ejecucio´n en muchas
pinballs y siguiendo la estrategia oﬄine supone:
i) No se podra´ observar ni cuantificar efectos del runtime de MPI en la aplicacio´n como por ejemplo
que durante la ejecucio´n del runtime se invaliden algunas lineas de cache´ que luego provoquen
fallos al volver a la aplicacio´n, etc.
ii) Al ser una interoperabilidad oﬄine no se vera´n los efectos de las posibles comparticiones de
recursos que se produzcan por dos procesos en un mismo CMP en el caso que las ra´fagas de
CPU este´n muy decaladas entre s´ı. No hay manera de saber que decalaje existe en tiempo de
simulacio´n de Sniper.




La idea es aprovechar el modo application-driven de Sniper, sacando traza Dimemas de la aplicacio´n
que esta´ siendo simulada en Sniper haciendo que Extrae en vez de obtener los tiempos y los HWC2 de
la ma´quina real lo haga de los modelos simulados. Implica tener que realizar modificaciones en Sniper
para que se interponga en las llamadas PAPI3 y de clock gettime que realize Extrae.
Una vez obtenida la traza con los eventos en los tiempos modelados por Sniper, como segundo
paso, se simular´ıan las regiones de comunicaciones mediante Dimemas. Este segundo paso no requiere
ningu´n tipo de modificacio´n por parte de Dimemas. La figura 3.3 puede esclarecer esta idea.
3.3.2 Ventajas
i) Es la alternativa ma´s sencilla puesto que es la que menos modificaciones requiere. Por lo tanto
es la que menos tiempo de desarrollo implica.
1OpenMP Superscalar. http://pm.bsc.es/ompss
2Hardware Counters
3Interfaz que permite obtener los contadores hardware y que utiliza Extrae
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Figura 3.3: Arquitectura ba´sica de la alternativa oﬄine/app-driven.
ii) application-driven es considerada la estrategia de input ma´s precisa.
iii) La simulacio´n multiescala consiste en un paso menos que en el caso anterior, i) simular y extraer
traza de una aplicacio´n en Sniper. ii) lanzar Dimemas con la traza obtenida.
iv) Adema´s, a diferencia del caso anterior, nos permite analizar las simulaciones de aplicaciones MPI
basadas en Sniper con las herramientas de Performance tools del BSC sin necesidad de pasar por
Dimemas.
v) No requiere modificaciones en Dimemas.
3.3.3 Inconvenientes
i) Los tiempos de comunicaciones, que afectan a la comparticio´n de recursos como se ha visto antes,
son los de la ma´quina real. Por lo tanto, aunque despue´s esos tiempos sean sustitu´ıdos por los
modelados por Dimemas, su efecto en las zonas de ca´lculo se mantienen.
ii) La topolog´ıa de la ma´quina que se quiere simular siempre consiste en un nodo y todos los ranks
ejecuta´ndose en ella ya que la simulacio´n depende fuertemente de la ejecucio´n real y Sniper solo
puede ejecutarse en un nodo.




Por u´ltimo, aqu´ı se plantea una interoperabilidad online y la utilizacio´n de Sniper mediante la estrategia
pinballs-driven. Tal y como se ha explicado en la introduccio´n del cap´ıtulo, esto implica el desarrollo
de una interfaz y de un protocolo de comunicacio´n que sea capaz de mantener la sincronizacio´n entre
ambos simuladores, ya sea a nivel de reloj, o a niveles superiores (recordemos que Dimemas trabaja a
nivel de eventos de grano grueso).
Igual que en la alternativa descrita en la seccio´n 3.2, el hecho de que cada simulador trabaje con
su propio input puede ser problema´tico para las ejecuciones no deterministas, por lo tanto la solucio´n
en este aspecto es similar que para la de esa alternativa.
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Figura 3.4: Arquitectura ba´sica de la alternativa online/app-driven.
3.4.2 Ventajas
La ventaja principal es que presumiblemente esta sea la alternativa que mejor precisio´n puede brindar
a la simulacio´n multiescala. Ambos simuladores esta´n simulando al mismo tiempo y esto permite
que puedan intercambiar informacio´n u´til el uno con el otro. Por ejemplo, Dimemas puede indicar a
Sniper el tiempo que supone una comunicacio´n, es decir, cuanto tiempo e´ste ha de esperar a simular
la siguiente ra´faga de CPU, lo que proporciona mayor precisio´n cuando se esta´ compartiendo recursos
con otro rank ya que no es lo mismo empezar a utilizar recursos en el instante T , que hacerlo en el
instante T + ε.
3.4.3 Inconvenientes
Como mayor inconveniente tenemos las profundas modificaciones que han de realizarse en ambos
simuladores, lo que podr´ıa conllevar un tiempo de desarrollo mayor que el tiempo disponible.
3.5 Conclusiones
La alternativa online/pinball-driven se descarta debido a su principal inconveniente, y es que puede
implicar un tiempo de desarrollo excesivamente grande por su complejidad.
Tanto oﬄine/application-driven como oﬄine/pinball-driven son interesantes. La decisio´n final ha
sido la de tomar como alternativa principal de desarrollo la segunda ya que se considera que sus ventajas
son superiores y presumiblemente se podra´n alcanzar unos resultados aceptables en un periodo de
tiempo lo suficientemente corto como para desarrollarlo durante el proyecto.
Adema´s se ha decidido desarrollar la alternativa oﬄine/application-driven porque a pesar de sus
limitaciones en cuanto a versatilidad, su desarrollo es relativamente sencillo y es interesante el hecho de
poder analizar con las herramientas propias y con todas sus posibilidades, las simulaciones de Sniper.
Adicionalmente, los resultados de sus simulaciones pueden servirnos como baseline en las comparaciones
para validar la alternativa principal de desarrollo puesto que tendremos los mismos resultados que el
Sniper original pero podremos hacer ma´s ana´lisis gracias a Extrae y Paraver.
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Extraccio´n de traza y pinballs
4.1 Caracterizacio´n de las aplicaciones
La caracterizacio´n de las aplicaciones consiste en obtener informacio´n de su ejecucio´n y almacenarla
de manera que pueda ser interpretada ma´s adelante, o dicho de otra manera, en almacenar diferentes
eventos, como pueden ser accesos a memoria, comunicaciones MPI, etc, que describe al nivel de detalle
deseado la secuencia de sucesos transcurridos durante una ejecucio´n. Esta informacio´n puede ser anal-
izada o interpretada por simuladores. Para e´stos, la obtencio´n de su input es uno de los procesos ma´s
importantes, puesto que los resultados de la simulacio´n dependen directamente. Se ha de garantizar
que tanto Dimemas como Sniper dispongan del input correcto. Ve´amos que informacio´n y en que
formato requieren cada uno de ellos.
4.1.1 Trazas de Dimemas
Dimemas trabaja con trazas. Estas trazas han sido disen˜adas exclusivamente para e´ste y es el u´nico soft-
ware que las utiliza. Para comprender mejor que´ informacio´n se almacenan en las trazas de Dimemas,
se ha de recordar que e´ste es un simulador de grano grueso y que trabaja con un nivel de abstraccio´n
alto, por lo tanto no guarda un gran detalle de la ejecucio´n. La informacio´n almacenada es la necesaria
para que Dimemas, mediante sus modelos de comunicaciones pueda calcular los nuevos tiempos.
Las trazas de Dimemas consisten en una secuencia ordenada de records que caracterizan la eje-
cucio´n. Estos records pueden ser: i) CPU : Estos records u´nicamente proveen informacio´n acerca de su
duracio´n. ii) Comunicacio´n: Tienen informacio´n acerca del tipo de operacio´n, el taman˜o del mensaje,
el partner de la comunicacion, etc. Al guardar informacio´n sobre ma´s de un rank, tenemos en un
mismo fichero tantas secuencias como nu´mero de ranks.
4.1.1.1 Formato de las trazas de dimemas
Para la realizacio´n de este proyecto no es fundamental conocer todos los detalles del formato de las
trazas de dimemas, pero s´ı tener un conocimiento de como se estructura. En uno de los pasos de la
simulacio´n multiescala existe una manipulacio´n de trazas dimemas (como veremos ma´s adelante) y es
por este motivo que se ha decidido hacer una introduccio´n a e´stas.
Una traza dimemas se divide en cuatro partes (ve´ase figura 4.1):
i) Header : Define la estructura de la aplicacio´n, es decir, cuantos procesos y cuantos threads por
proceso contiene la traza. Adema´s contiene informacio´n sobre donde se encuentra el valor de
offset que indica donde se encuentra primer record de cada uno de los threads.
ii) Definicio´n de objetos: Descripcio´n de los objetos utilizados durante la comunicacio´n, como por
ejemplo comunicadores.
iii) Operaciones: Listado de los records que definen las operaciones que se han realizado durante la
ejecucio´n de la aplicacio´n. Esta´n ordenados por proceso y por thread.
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Figura 4.1: Estructura de una traza de dimemas
iv) Offsets: Conjunto de valores que indican la posicio´n donde empiezan las operaciones de cada
proceso y thread.
4.1.1.1.1 Seccio´n de operaciones La seccio´n que nos es de mayor intere´s, y que a su vez es la
ma´s grande y la que realmente contiene la informacio´n de la ejecucio´n es la seccio´n de Operaciones.
En esta seccio´n las operaciones esta´n agrupadas por proceso, y por cada uno de ellos, e´stas aparecen
en el mismo orden en que aparecieron durante la ejecucio´n.
El formato de cada registro de opreacio´n es:
op id:task id:th id:[specific fields]
El campo op id define el tipo de operacio´n a que hace referencia el registro. Task id y thread id son
enteros que identifican el thread y por u´ltimo los specific fields var´ıan en funcio´n del tipo de operacio´n.
Los diferentes tipos de operaciones son: (1) Ra´faga de CPU (2) Mensaje enviado (3) Recepcio´n de
mensaje (10) Operacio´n colectiva (20) y Eventos. Adicionalmente, ma´s adelante se vera´ como se an˜ade
un nuevo tipo de operacio´n y que es (10001) sniper region. Esta operacio´n indicara´ que ah´ı existe una
regio´n loggeada y simulada por Sniper.
4.1.1.2 Extraccio´n de trazas de Dimemas
Las trazas se obtienen mediante Extrae. E´ste almacena informacio´n sobre cuando se realizan las lla-
madas y a que funciones del runtime de MPI. Esto lo consigue gracias a la interposicio´n de sus wrappers
en tiempo de ejecucio´n gracias al mecanismo proporcionado por la variable de entorno LD PRELOAD1.
Extrae no genera trazas Dimemas directamente sino que trazas Paraver, por lo tanto, por u´ltimo se
requiere un post-proceso mediante el programa prv2dim que convierte esta traza Paraver en una traza
Dimemas.
Para el trabajo que nos ocupa, no hace falta aplicar ningu´n tipo de modificacio´n al proceso de
extraccio´n de traza puesto que ya tiene justamente la informacio´n requerida. Si que requerira´ adi-
cionalmente, un post-proceso que permitira´ la identificacio´n de las regiones que sera´n simuladas por
Sniper (seccio´n 4.2.1.3) y que generara´ las ya mencionadas operaciones 10001.
4.1.2 Pinballs de Sniper
La arquitectura de Sniper se basa en dos partes bien diferenciadas. Por un lado tenemos el core del
simulador, donde se implementan los modelos de los diferentes componentes y donde tiene lugar todo el
proceso de simulacio´n y por otro lado tenemos la capa de software que tiene como objetivo proporcionar
al core la informacio´n necesaria sobre la aplicacio´n que se quiere simular. Este segundo componente
es una Pintool, que como ya se ha comentado con anterioridad, es una herramienta basada en la API
1Estableciendo LD PRELOAD=libsomelib.so le indicamos al Loader del sistema operativo que a la hora de resolver
un s´ımbolo, lo compruebe antes que en ningu´n otro sitio, en la librer´ıa proporcionada.
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de Pin. Adicionalmente, esta pintool (desde la versio´n 4.2 de Sniper2) cuenta con todo el potencial de
Pinplay (seccio´n 1.2.2.4). Gracias a esto u´ltimo, Sniper puede alimentar a sus modelos tanto en una
estrategia application-driven (seccio´n 1.1.1.1) como pinball-driven.
4.1.2.1 ¿Que´ son las Pinballs?
Las pinballs son un conjunto de ficheros, estos ficheros los genera PinPlay y guardan informacio´n sobre
el estado inicial del computador y los eventos no deterministas durante la ejecucio´n del programa[10].
Ma´s tarde, durante el proceso de replay, PinPlay sera´ capaz, gracias a la informacio´n almacenada en
las Pinballs, de reproducir exactamente la misma ejecucio´n de una manera determinista. Los ficheros
que componen una Pinball son:
*.address: Contiene algunos rangos de direcciones virtuales.
*.text: Es la imagen inicial de la memoria.
*.result: Informacio´n auxiliar utilizada por el replayer.
*.dyn text: Pa´ginas de las librer´ıas compartidas (etiquetadas por contador de instrucciones).
*.sel: (system effects log) Inyecciones de memoria (etiquetadas por contador de instrucciones).
*.reg: Estado inicial de los registros, cambios en los registros entre antes y despue´s de una llamada a
sistema y cambios de contexto.
*.race: Guarda informacio´n que sirve para garantizar el mismo orden en los accesos a la memoria
compartida.
*.sync text.txt: Guarda informacio´n que sirve para garantizar el mismo orden en la carga de pginas y
el orden de ejecucio´n entre los diferentes threads.
*.log.txt: Mensajes de debugging durante el proceso de logging.
*.replay.txt: Mensajes de debugging durante el proceso de replay.
*.relog.txt: Mensajes de debugging durante el proceso de re-logging (replay + logging).
*.procinfo.xml: Informacio´n sobre las ima´genes y s´ımbolos observados durante el logging.
*.result play: Informacio´n auxiliar.
4.1.2.2 Extraccio´n de pinballs
El proceso de generacio´n de pinballs se denomina logging. El componente encargado de e´sto es Pinplay
a trave´s de una pintool (ve´ase 1.2.2.4) Existe una pintool gene´rica en el paquete de Pinplay llamada
pinplay-driven, pero se pueden desarrollar propias que implementen las caracter´ısticas deseadas.
4.2 Obtencio´n del input para oﬄine/pinball-driven
El reto es que Sniper u´nicamente simule las regiones de ca´lculo ignorando completamente las instruc-
ciones que se ejecuten dentro de lo que Dimemas considera tiempo de comunicacio´n y por lo tanto
modela.
Dimemas considera como tiempo de comunicacio´n todo el tiempo en el que se este´ dentro de las
llamadas al runtime de MPI. Esto tiene sentido ya que i) podemos considerar que el overhead que
implica la ejecucio´n del runtime es ma´s o menos constante y por lo tanto fa´cilmente modelable y
centrarnos u´nicamente en la simulacio´n del tiempo de comunicaciones y ii) no hemos de olvidar que
Dimemas no pretende ser un simulador de un alto nivel de precisio´n sino que ma´s bien pretende conocer
la tendencia en cuanto a tiempo de ejecucio´n.
2http://snipersim.org/w/Releases
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En esta seccio´n se expone todo el trabajo realizado relacionado con la obtencio´n del input de
Sniper y Dimemas para la simulacio´n multiescala propuesta por la alternativa oﬄine/pinball-driven.
La estrategia que se desarrolla es la de obtener mu´ltiples Pinballs de una misma ejecucio´n, una por
regio´n de ca´lculo y al mismo tiempo obtener la traza de Dimemas.
PinPlay proporciona las herramientas necesarias para hacer logging de una ejecucio´n, de hecho,
en el paquete que se puede descargar desde su sitio web3, tenemos a nuestra disposicio´n un logger ya
precompilado que se puede lanzar mediante el script (PIN_ROOT/extras/pinplay/scripts/logger.
py). Este logger no es otra cosa que una Pintool que trabaja con la API de PinPlay.
Para alcanzar el objetivo, es necesario desarrollar nuestra propia Pintool. Se pueden encontrar
toda una coleccio´n de ejemplos en el propio paquete (PIN_ROOT/extras/pinplay/examples/) y la
documentacio´n necesaria.
4.2.1 Desarrollo de la on-off pintool
El logger por defecto que facilita PinPlay nos permite generar Pinballs de una ejecucio´n, pero tambie´n
nos permite otras cosas como por ejemplo generar pinballs u´nicamente de una regio´n en concreto,
establecer el inicio y final de la Pinball mediante diferentes eventos como pueden ser alcanzar un
nu´mero de instrucciones, una instruccio´n en concreto4.
Estas caracter´ısticas son de una gran flexibilidad y cubren la mayor´ıa de los casos de uso con satis-
faccio´n, pero no el nuestro. Si lo que queremos es que el logging pare y empiece en cada entrada/salida
necesitar´ıamos indicar al logger cada una de las rutinas que implementa MPI, lo que se prevee dif´ıcil
y puede variar segu´n la implementacio´n de MPI. Pero el factor decisivo para no utilizar este me´todo,
es que no tenemos una manera fa´cil de identificar si la entrada a un MPI es realmente a MPI o a un
wrapper de Extrae, cosa importante como se explica en la seccio´n 4.2.1.2.
Los requisitos son claros, extraer una Pinball por regio´n de co´mputo, lo que podr´ıamos traducir
a, extraer una Pinball por regio´n de co´digo entre dos llamadas a MPI, as´ı pues, la idea es empezar a
loggear a la salida de una MPI y pararlo en la siguiente entrada de MPI. Entonces los pasos a seguir
son i) primero de todo, detectar cuando, durante la ejecucio´n se entra y se sale de MPI, y una vez
conseguido esto ii) mediante PinPlay empezar y parar el proceso de logging en esos puntos.
4.2.1.1 Deteccio´n de la entrada/salida de MPI
En la seccio´n 1.2.2.3 se ha introducido cual es la meca´nica de Pin. Teniendo en cuenta lo all´ı expuesto y
los requerimientos de este problema se hace evidente que lo que se necesita en este caso es instrumentar
tanto la entrada como la salida de todas las funciones a MPI. La llamada de la API de Pin que nos
permite instrumentar funciones es RTN InsertCall. Esta funcio´n permite registrar un callback o
funcio´n de ana´lisis que Pin llamara´ cada vez que se llegue a este punto de la ejecucio´n
VOID LEVEL PINCLIENT::RTN InsertCall( RTN rtn, IPOINT action, AFUNPTR funptr, ...)
rtn: Rutina a instrumentar.
action: IPOINT BEFORE para llamar a funptr antes de su ejecucio´n, IPOINT AFTER para hacerlo
inmediatamente despue´s.
funptr : La funcio´n de ana´lisis. El resto de para´metros (simbolizados por ...) son los para´metros
de la funcio´n de ana´lisis que han de estar precedidos por el tipo de para´metro, as´ı pues si
tenemos una funcio´n de ana´lisis con el prototipo (unsigned int, void*) necesitaremos los
parametros (..., IARG UINT32, some int, IARG PTR, some ptr).
Mediante esta funcio´n podemos hacer que se llame a dos rutinas de ana´lisis diferentes antes y de-
spue´s de una llamada MPI simplemente cambiando el valor del para´metro action. As´ı pues tendremos
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ejecutar la funcio´n MPI instrumentada, es decir action=IPOINT AFTER y otra funcio´n que indicara´ a
PinPlay que termine de logear, es decir action=IPOINT BEFORE.
El siguiente asunto es, ¿Co´mo le indico a PinPlay lo que ha de hacer?. PinPlay provee de su propia
API aunque la documentacio´n no es demasiado extensa. Basa´ndonos en la informacio´n disponible
en esta pa´gina web5 y en algunos ejemplos (sobre todo en PIN_ROOT/extras/pinplay/examples/
pinplay-debugger-shell.cpp se han podido desarrollar las funciones de ana´lisis requeridas.
La funcio´n que nos permite tomar el control de PinPlay es Fire que forma parte de la clase Control
Manager
VOID Fire(EVENT TYPE eventID, CONTEXT* ctx, VOID * ip, THREADID tid, BOOL bcast)
eventID : Indica que tipo de evento se quiere lanzar y se encuentran definidos en PIN_ROOT/
source/tools/InstLib/controller_events.H. Los eventos que nos son de intere´s son
EVENT START y EVENT STOP.
ctx : Esta estructura de datos mantiene informacio´n sobre el estado de la ma´quina. La Pintool
no debe modificar esta estructura directamente.
ip: Instruction Counter. Es el contador del programa.
tid : Thread ID
bcast : Broadcast. Con este para´metro se le indica a Pinplay si se quiere que el evento que se lanza
tenga repercusio´n en todos los threads de la ejecucio´n o solo desde el que se ha lanzado.
Una vez sabemos que hemos de instrumentar utilizando la funcio´n RTN InsertCall y que en las
funciones de ana´lisis hemos de llamar a la funcio´n Fire podemos hacernos las siguientes preguntas,
¿Co´mo decido que´ funciones se instrumentan y cuales no? y ¿Co´mo se obtienen los para´metros que
requiere Fire?.
Recordando de nuevo como funciona Pin, sabemos que hay un tiempo de instrumentacio´n antes
de que empiece la ejecucio´n. Es en ese momento en el que tenemos que tomar la decisio´n. Sabemos
tambie´n que se pueden registrar callbacks para llevar a cabo esta instrumentacio´n y que pueden ser
a nivel de i) imagen6 ii) rutinas iii) trazas7 iv) e instrucciones. Para nuestro caso, la mejor opcio´n
es la instrumentacio´n a nivel de rutina. Para registrar un callback a nivel de rutina se hace mediante
la llamada a la API de Pin RTN AddInstrumentFunction(RTN INSTRUMENT CALLBACK fun, VOID *
val). A esta funcio´n se ha de llamar antes de poner en marcha la aplicacio´n, por lo tanto antes de la
llamada a PIN StartProgram().
Como respuesta a la respuesta de la segunda pregunta, es importante comentar que para poder
llamar a la funcio´n Fire se ha de disponer del objeto CONTROL MANAGER y para ello PinPlay nos
proporciona el getter pinplay engine.LoggerGetController(). Para el resto de para´metros de la
funcio´n:
i) ctxt : Hemos de recordar que el contexto no existe au´n en tiempo de instrumentacio´n y por lo
tanto sera´ el propio Pin que lo proporcione directamente en la llamada a la funcio´n de ana´lisis.
Esto se consigue indicando a la funcio´n RTN InsertCall() que uno de los para´metros de la
funcio´n de ana´lisis es del tipo IARG CONTEXT.
ii) tid : Al igual que con ctxt, threadid no esta´ disponible en tiempo de instrumentacio´n y por ello
se procede del mismo modo. Esta vez se indica mediante IARG THREAD ID.
iii) Por u´ltimo para conseguir el ip necesitaremos llamar a la funcio´n PIN GetContextReg() que
nos permite obtener el valor del mismo pasa´ndole como para´metro el contexto y el registro que
queremos, en este caso REG INST PTR.
5https://software.intel.com/es-es/articles/pintool-regions
6Por imagen nos referimos a la regio´n .text de un programa.
7Secuencia de instrucciones que empiezan con una instruccio´n objetivo de un salto y termina con un salto incondicional
incluyendo llamadas returns.
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En el code snipet 1 se puede apreciar lo referente a la instrumentacio´n. Se instrumenta directamente
las llamadas a las funciones PMPI y no MPI. Esto se debe a que por alguna razo´n, Pin no detecta
adecuadamente todos los s´ımbolos “MPI ”. Otro aspecto que hay que tener en cuenta y no ha sido
mencionado hasta ahora, es que no hemos de olvidar que las llamadas MPI pueden implicar ma´s
llamadas que el runtime realiza internamente a MPI, por ejemplo para las colectivas, que son un
conjunto de operaciones punto-a-punto. Para evitar que la salida de una llamada MPI que se ha
realizado en medio de la ejecucio´n de otra, y que una vez detectada implique empezar el logging, se
ha requerido mantener el control de a que funcio´n se esta´ entrando y de que´ otra se esta´ saliendo.
Esto se consigue con la obtencio´n del identificador de rutina que es un´ıvoco mediante RTN Id(RTN).
En el code snipet 2 se puede observar como se utiliza el rtn id para detectar si estamos en el nivel
0 de imbrincacio´n o no y como mediante la variable must trace mantenemos el control de si se debe
estar haciendo logging o no. Tambie´n se ha decidido instrumentar aisladamente a MPI Init() y a
MPI Finalize() ya que u´nicamente queremos pinballs despue´s del primero y antes del segundo.
Por u´ltimo, en el code snipet 3, mediante el valor de must trace decidimos si se llama a Fire (que
cambiara´ el estado del logging) con EVENT START o EVENT STOP.
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1 VOID rtnCallback(RTN rtn, VOID * v)
2 {
3 std::string rtn_name = RTN_Name(rtn);
4
5 if ( starts_with_string(rtn_name, "MPI_Init")))
6 {
7 RTN_Open(rtn);




11 else if (starts_with_string(rtn_name, "MPI_Finalize"))
12 {
13 RTN_Open(rtn);




17 else if (starts_with_string(rtn_name, "PMPI_"))
18 {
19 UINT32 rtn_id = RTN_Id(rtn);
20
21 RTN_Open(rtn);
22 RTN_InsertCall(rtn, IPOINT_BEFORE, AFUNPTR(boundaryMPI), IARG_CONTEXT,
IARG_THREAD_ID,IARG_BOOL, true, IARG_ADDRINT, rtn_id, IARG_END);↪→
23 RTN_InsertCall(rtn, IPOINT_AFTER, AFUNPTR(boundaryMPI), IARG_CONTEXT,





28 int main ( int argc, char *argv[] )
29 {
30 if (PIN_Init (argc, argv))






Code Snipet 1: Instrumentacio´n de las funciones MPI.
4.2.1.2 Integracio´n con Extrae
Si lo que se pretende es extraer tanto trazas que alimenten a Dimemas como Pinballs que hagan lo
propio con Sniper, hemos de tener en cuenta un factor fundamental y que ya ha sido mencionado varias
veces, el no determinismo. En el caso que nos ocupa, al trabajar con aplicaciones paralelas estamos
expuestos directamente a este tipo de sucesos. Si obtenemos Pinballs de Sniper y trazas de Dimemas
de ejecuciones diferentes, no sera´ de extran˜ar que en algu´n momento tengamos dos inputs que aunque
traceando/logeando la misma aplicacio´n describan la ejecucio´n de manera distinta, haciendo inviable
la simulacio´n conjunta. Para resolver este problema, se propone que ambos procesos, el de traceo y el
de logging, se realicen sobre la misma ejecucio´n.
Esto implica un nuevo reto, y es que ambos procesos no se distorsionen el uno al otro. Hagamos
un pequen˜o ana´lisis.
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1 VOID initMpi(CONTEXT * ctxt, THREADID thread_id, BOOL init)
2 {
3 in_mpi = init;
4 if (init)
5 {




10 must_trace = false;
11 }
12 loggingAction(ctxt, must_trace, 0);
13 }
14




19 must_trace = false;
20 }
21 else if (must_trace && entering)
22 {
23 must_trace = false;
24 last_mpi_func = rtn_id;
25 }
26 else if (!must_trace && !entering && last_mpi_func == rtn_id)
27 {
28 must_trace = true;
29 }
30 loggingAction(ctxt, must_trace, rtn_id);
31 }
Code Snipet 2: Funciones de ana´lisis para las llamadas a MPI.
¿La pintool interfiere en el proceso de obtencio´n de traza de Dimemas? Para responder a esta pre-
gunta, se ha de volver a pensar, tal y como se ha hecho en la seccio´n 4.1.1 en que es lo importante
para Dimemas. i) La pintool no va a cambiar el orden en que Extrae detecta las llamadas MPI.
ii) tampoco va a hacerlo con los diferentes para´metros de los mensajes de las comunicaciones
iii) pero sin embargo si que modificara´ el tiempo que Extrae calcula para las regiones de ca´lculo.
Esta modificacio´n se produce por el overhead que implica tener a Pin+PinPlay monitorizando
y haciendo logging de la aplicacio´n, pero esto no es realmente importante. No es importante ya
que estos tiempos que han sido contaminados no se van a tener en cuenta en la simulacio´n final,
sino que van a ser sustitu´ıdos por los tiempos simulados de Sniper. Por lo tanto, la pintool no
interfiere en la traza de Dimemas.
Pero, ¿Extrae lo hace en el proceso de logging? En la seccio´n 4.1.1.2 se explica cual es el mecanismo
por el cual extrae obtiene la informacio´n. Si interponemos los wrappers de Extrae y seguimos
instrumentando las llamadas “PMPI ”, tendremos que efectivamente, Extrae esta´ interfiriendo
en la pintool. La pintool estara´ haciendo logging de co´digo que esta´ ejecutando Extrae y no la
aplicacio´n. Ve´ase figura 2.2 para ma´s detalle.
Para solventar el problema que surge de traceo Pintool+Extrae, se propone que la instrumentacio´n
se realice sobre los wrappers de Extrae y no en las funciones de MPI. Para ello hemos de detectar a
que´ librer´ıa pertenece cada funcio´n y si se da el caso que la funcio´n es una llamada “MPI ” y adema´s
esta´ implementada en las librer´ıas de Extrae, hemos de instrumentarla. Para detectar si una funcio´n
pertenece a una librer´ıa o no se ha optado por i) primero conocer el rango de direcciones que ocupa
la librer´ıa de la que queremos comprobar si una funcio´n pertenece a ii) y segundo, comprobar que la
direccio´n de la funcio´n esta´ dentro de ese rango, es decir: libLowAddr  functionAddr ≺ libHighAddr
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1 VOID loggingAction ( CONTEXT * ctxt, BOOL start, UINT32 rtn_id )
2 {
3 THREADID thid = LEVEL_PINCLIENT::PIN_ThreadId ();
4













Code Snipet 3: Control de PinPlay.






Code Snipet 4: Modificacio´n del main para dar soporte a trace conjunto pintool+Extrae.
El nivel de instrumentacio´n necesaria para este caso es a nivel de imagen, por lo tanto se ha
an˜adido en el main de la pintool descrita anteriormente la linea mostrada en el code snipet 4. La
funcio´n imgExtraeCallback (code snipet 5) sera´ llamada automa´ticamente por Pin cada vez que se
carge una nueva librer´ıa.
Sabemos que la librer´ıa de Extrae sera´ siempre la primera librer´ıa en cargarse a causa del mecanismo
LD PRELOAD y es por esto que antes del primer callback que se realice de alguna rutina, ya ha habido
un callback que ha determinado si Extrae esta´ cargado o no, por lo tanto, ya tenemos disponible el
rango de direcciones donde se encuentra la librer´ıa.
U´nicamente instrumentaremos las rutinas que contengan “MPI ” siempre y cuando e´stas este´n
implementadas en Extrae. Adicionalmente ha habido un cambio, y es que en vez de comprobar el
prefijo “PMPI ”, ahora se hace lo propio con “MPI ”. Esto se debe a que PMPI es el s´ımbolo original
del runtime de MPI y Extrae no los contiene. Se podr´ıa considerar que u´nicamente buscando los
s´ımbolos que empiecen por “MPI ” ser´ıa suficiente ya que antes se ha comentado que se han tenido
que utilizar los PMPI porque Pin no detectaba los s´ımbolos que empezaban por MPI en la librer´ıa
de MPI. Esto no es del todo cierto, puesto que s´ı que detecta s´ımbolos como por ejemplo MPI Init y
MPI Finalize, lo que supondr´ıa instrumentar dos veces la misma funcio´n, una vez en Extrae y otra
en MPI. Las modificaciones referidas en este pa´rrafo pueden verse en el code snipet 6.
Adicionalmente, se ha tenido que comprobar que el s´ımbolo que se va a instrumentar no contiene
el string Wrapper al final del nombre ya que Extrae implementa estos s´ımbolos a los que llama una
vez interpuesto sus s´ımbolos de MPI. Instrumentarlos implicar´ıa llamar a las funciones de ana´lisis de
inicio de Pinball antes de lo debido y por lo tanto logear algunas instrucciones de Extrae.
4.2.1.3 Marcacio´n de las zonas loggeadas en pinballs en la traza de Dimemas
En la seccio´n anterior, se ha explicado co´mo la realidad del no determinismo en la ejecucio´n de algunas
aplicaciones implica que tengamos que extraer tanto las pinballs como la traza Dimemas de la misma
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1 VOID imgExtraeCallback(IMG img, VOID * v)
2 {
3 std::string img_name = IMG_Name(img);
4
5 if (starts_with_string(img_name, "libmpitrace"))
6 {
7 extrae_image.low_addr = IMG_LowAddress(img);
8 extrae_image.high_addr = IMG_HighAddress(img);
9 extrae_image.loaded = true;
10 }
11 }
Code Snipet 5: Funcio´n de ana´lisis a nivel de imagen para detectar Extrae.
1 BOOL inExtrae(ADDRINT addr)
2 {
3 if (extrae_image.loaded)














Code Snipet 6: Modificaciones en el proceso de instrumentacio´n de llamadas MPI.
ejecucio´n.
Hasta ahora podemos considerar que cada regio´n de ca´lculo traceada en la traza Dimemas se
corresponde con una pinball obtenida por la pintool y adema´s de manera secuencial, esto es que la
regN se corresponde con la pinballN .
Extrae permite lanzar eventos de usuarios, estos eventos de usuarios pueden suceder en medio de
una regio´n de ca´lculo, de hecho, todos los eventos de usuario sera´n en regiones de ca´lculo ya que son
las zonas del co´digo a las que el usuario tiene acceso y puede hacer las llamadas pertinentes. A nivel
de traza esto implica que la regio´n de ca´lculo se divide en dos, es decir, lo que antes era una regio´n
de 30ms, ahora es, regio´n de 15ms, evento de usuario y de nuevo, regio´n de 15ms. Esto implica que
las correspondencia regN ⇔ pinballN ya no se cumple. Por otro lado, pero en el mismo sentido, tanto
Extrae como PinPlay permiten hacer traceo/logging no de toda la ejecucio´n sino de fragmentos de e´sta,
esto implica del mismo modo que la equivalencia mostrada anteriormente tampoco se cumple sino que
la relacio´n ser´ıa algo as´ı: regN+offset ⇔ pinballN siendo ese offset el nu´mero de regiones existentes
antes de la primera regio´n traceada. Por lo tanto se hace indispensable algu´n me´todo o te´cnica que
permita la relacio´n inequivoca entre pinballs y regiones de co´mputo en una traza Dimemas.
Aprovechando que tanto traza como pinballs se extraen de una misma ejecucio´n y que por lo tanto
Extrae y PinPlay se ejecutan al mismo tiempo, la solucio´n propuesta en este punto es la de marcar en
las trazas de Dimemas aquellos instantes en que se empiece y se termine el logging de una pinball.
El trabajo hecho hasta ahora no es en balde, y de hecho los cambios son mı´nimos y consisten
en an˜adir algo ma´s de co´digo. Segu´n lo explicado en el pa´rrafo anterior hemos de identificar en que´
momento se empieza y en que´ momento se termina el proceso de logging de cada pinball, esto es sencillo
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puesto que la propia pintool es la que ordena empezarlo/terminarlo como se ve en el fragmento de
co´digo 3.
Para marcar la traza de Dimemas se ha optado por utilizar la llamada que la API de Extrae pone a
disposicio´n del usuario, que es Extrae event, la que nos permite generar un evento con un identificador
y un valor. La complejidad del asunto reside en co´mo llamar a esta funcio´n. Habitualmente la manera
de utilizarla es identificar aquellos puntos que se quieren marcar en la traza y una vez identificados
llamar a la API de Extrae y listo. Pero esto no es aplicable a la solucio´n que aqu´ı se explica ya que







Lo que supondr´ıa una ardua tarea (aunque siempre podr´ıa automatizarse). La tarea podr´ıa complicarse
cuando por ejemplo la aplicacio´n que queremos simular no utiliza MPI directamente sino que lo hace
a trave´s de alguna tercera librer´ıa como podr´ıa ser Boost.MPI8. En conclusio´n, es una tarea cuanto
menos engorrosa s´ı no imposible as´ı que se ha optado por otra solucio´n.
En la solucio´n que se ha decidido implementar se ha intentado utilizar el potencial de Pin. Pin
nos permite a trave´s de su API hacer llamadas a funciones implementadas en la aplicacio´n que se esta´
instrumentando, la llamada a la API es PIN CallApplicationFunction() y se define:
VOID LEVEL PINCLIENT::PIN CallApplicationFunction(const CONTEXT * ctxt, THREADID
tid, CALLINGSTD TYPE cstype, AFUNPTR origFunPtr,
CALL APPLICATION FUNCTION PARAM * param, ... )
En la documentacio´n se indica que el uso principal de esta aplicacio´n es para llamar a la
funcio´n original cuando se esta´n implementando wrappers en la pintool.
ctxt : Esta estructura de datos mantiene informacio´n sobre el estado de la ma´quina. La Pintool
no debe modificarla directamente
tid : Thread ID
cstype: El tipo de estandar de llamada usado para esta llamada (recomendado:
CALLINGSTD DEFAULT).
origFunPtr : El punto de entrada de la funcio´n de la aplicacio´n a la que se llama.
param: Parma´metros adicionales que indican el comportamiento exacto de esta llamada.
...: Listado de argumentos de la funcio´n.
Las modificaciones a aplicar en la pintool se dividen en dos partes. i) Primero hemos de identificar el
s´ımbolo de Extrae que pasaremos como para´metro origFunPtr a la funcio´n PIN CallApplicationFunction
ii) y despue´s, en tiempo de ana´lisis se ha de llamar cada vez que se inicia y se termina el logging de
una regio´n en una pinball.
Para el primero de los dos pasos hemos de analizar todas las rutinas de la librer´ıa de Extrae que
hayamos cargado y buscar la funcio´n extrae event. Una vez encontrada se almacenara´ en una variable
global el puntero hacia esa funcio´n. Para ello, primero hemos de registrar un callback a nivel de rutinas
para que en tiempo de instrumentacio´n decidir que´ funcio´n es la que buscamos. Esto se consigue con
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Pin, cada vez que detecte una nueva rutina realizara´ un callback hacia la funcio´n de instrumentacio´n
rtnExtraeCallback. La implementacio´n de esta funcio´n puede verse en el code snipet 7
1 VOID rtnExtraeCallback(RTN rtn, VOID * v)
2 {
3 std::string rtn_name = RTN_Name(rtn);
4
5 if ( strcmp ( rtn_name.c_str (), "Extrae_event" ) == 0
6 || strcmp ( rtn_name.c_str (), "OMPtrace_event" ) == 0 // F apps
7 || strcmp ( rtn_name.c_str (), "SEQtrace_event" ) == 0 // C apps
8 )
9 {
10 print_log(string("Extrae_event detected: ").append(rtn_name).c_str(), 1);
11 extrae_event_rtn = RTN_Funptr(rtn);
12 }
13 }
Code Snipet 7: Rutina de callback para deteccio´n de funcio´n Extrae event.
Si nos fijamos en el condicional de la rutina de callback que se encuentra en el code snipet 7
se observa como no u´nicamente comprobamos si el s´ımbolo es Extrae event sino´ que adema´s se
comprueva si es, o bien OMPtrace event para las aplicaciones Fortran, o bien SEQtrace event para las
implementadas en C. Esto es debido a que Extrae historicamente implementaba diferentes librer´ıas de
instrumentacio´n en funcio´n si se quer´ıa tracear MPI, OpenMP, SEQuential, etce´tera y se ha decidido
mantener estos s´ımbolos como alias mediante attribute ((alias, ("Extrae event")))9 como
puede verse en la salida del programa nm, code snipet 8.
731 ...
732 000000000006dc70 T Extrae_event
733 000000000006dc70 T MPItrace_event
734 000000000006dc70 T OMPItrace_event
735 000000000006dc70 T OMPtrace_event
736 000000000006dc70 T SEQtrace_event
737 ...
Code Snipet 8: Extrae event mediante nm --numeric-sort $EXTRAE/lib/libmpitrace.so
El compilador es libre de sustitu´ır todas las referencias a cualquier alias equivalente por un u´nico
alias, y al parecer con algu´n tipo de arbitrariedad. Empiricamente se ha determinado que para la
librer´ıa que instrumenta aplicaciones MPI en C, es decir libmpitrace.so, el s´ımbolo que Pin de-
tecta es SEQtrace event y para la librer´ıa que hace lo propio para aplicaciones Fortran detecta
OMPtrace event. Por este motivo se han tenido que comprobar estos dos nombres.
Por u´ltimo, obtenemos el puntero hacia la funcio´n que marcara´ el evento en la traza Dimemas
mediante la funcio´n RTN Funptr(RTN rtn). Una vez aqu´ı, u´nicamente queda llamar a esta funcio´n tal
y como se ha adelantado anteriormente mediante la funcio´n descrita (PIN CallApplicationFunction).
Los puntos en los que se han de generar estos eventos ya esta´n identificados y no es otro que en
el momento en el que llamamos a la funcio´n loggingAction (code snipet 3) y que es tanto desde
initMPI como desde boundaryMPI. Adema´s se ha an˜adido una variable global que actu´a como contador
de pinballs y que se incrementara´ cada vez que se inicie una nueva. Esta variable actuara´ como
identificador del pinball en el evento generado. La llamada a Extrae event se puede observar en el
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Figura 4.2: Vista de las regiones en pinballs de una traza de cg.S.4
callExtrae_event(ctxt, thread_id, KnobExtraeEventsId.Value(), PINBALL_EVENT_FINI);
1 VOID callExtrae_event(const CONTEXT * ctxt, THREADID threadid, unsigned long event,
unsigned long value)↪→
2 {
3 assert(extrae_event_rtn != NULL);
4
5 CALL_APPLICATION_FUNCTION_PARAM param;
6 memset ( &param, 0, sizeof(param));
7 param.native = 1; // PIN won’t instrument this call
8




13 PIN_PARG ( void ),
14 PIN_PARG ( unsigned long ), event,
15 PIN_PARG ( unsigned long ), value,
16 PIN_PARG_END () );
17 }
Code Snipet 9: Funcio´n para marcacio´n de la traza de Dimemas.
Un u´ltimo asunto que merece mencio´n es el para´metro param (linea 5, code snipet 9). Para e´ste se
establece su campo native a 1 que indica que Pin no va a instrumentar esta llamada. Esta decisio´n
va en linea con lo que se menciono´ al inicio de la seccio´n y es que hemos de evitar a toda costa que
instrucciones de Extrae sean logeadas en pinballs.
En la imagen 4.2 puede observarse las regiones marcadas como pinballs en Paraver, en el color se
codifica el identificador de cada pinball. A mas claro menor y a ma´s oscuro mayor nu´mero de id.
4.2.1.4 Identificacio´n del rank id en el basename de las pinballs
Para simular las pinballs es ma´s importante saber a que rank pertenecen las pinballs que a que´ PID.
Es importante saberlo ya que despue´s a la hora de analizar los resultados de la simulacio´n multiescala
puede ser que estructuralmente uno de los ranks haga ma´s tarea que los dema´s (habitualmente el 0) y
se nos pueden escapar este tipo de detalles.
Hasta ahora el nombre de las pinballs obtenidas ten´ıan la siguiente forma:
basename PID regionid
Donde PID es el process id del proceso de la aplicacio´n que ha sido logeado en esa pinball y region id
es el cardinal de la pinball. En nuestro caso, como sacamos ma´s de una pinball por proceso, han de
ser diferenciadas entre s´ı, y esto se consigue mediante este valor. Este nombre se consigue gracias a
los parametros -log:pid y -log:region id de la pintool.
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Todos los ranks de MPI llaman al principio de su ejecucio´n a la funcio´n MPI Comm rank(). Esta
retorna el rank id que se utiliza fundamentalmente para situar el proceso en el contexto de todo el
conjunto y dividir el trabajo en consecuencia. Podemos aprovechar esta llamada interceptarla y as´ı
disponer del rank id desde la pintool.
Este proceso consiste en tres pasos, i) Instrumentacio´n de la funcio´n MPI Comm rank() ii) Obtencio´n
del rank en la funcio´n de ana´lisis iii) y modificacio´n del basename de las pinballs.
4.2.1.4.1 Instrumentacio´n de la funcio´n MPI Comm rank() Las modificaciones a hacer en la
pintool son mı´nimas puesto que toda la infraestructura de instrumentacio´n de funciones MPI ya esta´
desarrollada. Ya sabemos identificar los MPI Init( thread), MPI Finalize y el resto de funciones que
empiecen por MPI. Lo u´nico que ha de an˜adirse es una nueva condicio´n que compruebe si la funcio´n
que se esta´ evaluando para su instrumentacio´n es la de nuestro intere´s. El co´digo an˜adido al callback
de instrumentacio´n es el contenido en el code snipet 10.
133 else if (rtn_name.find("MPI_Comm_rank") != string::npos && !inExtrae(rtn_addr))
134 {
135 RTN_Open(rtn);
136 RTN_InsertCall(rtn, IPOINT_AFTER, (AFUNPTR)getRank, IARG_CONTEXT,IARG_THREAD_ID,




Code Snipet 10: Instrumentacio´n de la llamada MPI Comm rank en la pintool.
Si vemos este fragmento de co´digo en todo su contexto (pintool_no_mpi_logger/mpi-control.
cpp) se observa como que, contrariamente a lo que estabamos haciendo hasta ahora, se esta´ instrumen-
tando la llamada original de la librer´ıa de MPI y no el wrapper de extrae. Esto es as´ı por un motivo
fundamental y es que queremos tener disponible el rank id antes de empezar a loggear y no despue´s
de que la aplicacio´n llame a MPI Comm rank, puesto que en este caso tendr´ıamos todas las pinballs
anteriores sin rank id.
La diferencia de instrumentar la llamada original de la del wrapper es que la primera es llamada
por extrae en su wrapper del MPI Init y por lo tanto tenemos el rank id disponible antes de empezar a
loggear la primera pinball, sin embargo, tal y como se ha dicho antes, si instrumenta´semos el wrapper,
tendr´ıamos disponibe el rank id despue´s de la llamada de la aplicacio´n.
Otra diferencia que se observa respecto las instrumentaciones anteriores es que ahora se utiliza
el para´metro de tipo IARG FUNCARG ENTRYPOINT VALUE. Mediante e´ste podemos pasar por
para´metro a la funcio´n de ana´lisis el para´metro que se encuentre en el cardinal, identificado por el
siguiente valor, de la funcio´n instrumentada. El prototipo de MPI Comm rank() es
int MPI Comm rank(MPI Comm comm, int *rank)
Y es por este motivo que el cardinal indicado es 1, es decir, el para´metro int * rank.
4.2.1.4.2 Obtencio´n del rank en la funcio´n de ana´lisis Otro detalle importante que se ve en
el code snipet 10 es que el callback se programa para la salida de la funcio´n, es decir, IPOINT AFTER.
En ese punto la funcio´n esta´ a punto de retornar y por lo tanto el rank id ya esta´ disponible en el
puntero pasado por para´metro. Es por esto que lo u´nico que ha de hacerse en la funcio´n de ana´lisis es
capturar este valor.
4.2.1.4.3 Modificacio´n del basename de las pinballs Una vez ya tenemos el rank id, lo
que queda por hacer es an˜adirlo al basename. Esto se consigue mediante la funcio´n de pinplay,
LoggerSetBaseName().
La ruta hacia el directorio donde se almacenan las pinballs forma parte tambie´n del basename, es
por esto que se ha decidido manipularlo lo ma´s mı´nimo, as´ı que lo u´nico que se hace es anexar el rank
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id. Es decir, basename = basename + “ (rankid)”. El region id sera´ anexado automaticamente al final
del nuevo basename.
4.2.2 Evaluacio´n de la pintool
En esta seccio´n se evalu´a desde un punto de vista cuantitativo. Las me´tricas que se tendran en cuenta
son, i) el tiempo que se invierte en ejecutar la aplicacio´n sobre Pin+pintool con Extrae y ii) el espacio
total que ocupan todas las pinballs. Se haran ejecuciones sobre los benchmarks MPI inclu´ıdos en la
suite NPB10 en su versio´n 3.311.
Todos los benchmarks han sido compilados para ser ejecutados con un input de clase S (Small for
quick test purposes, para ver los para´metros, ve´ase tabla 8.1) y para 4 mpi ranks.
Los resultados obtenidos y mostrados en las siguientes secciones parecen indicar que se va a tener
un problema de escalabilidad puesto que los tiempos y los recursos necesarios para obtener el input
del simulador de CMP aumentan muy deprisa en funcio´n del nu´mero de pinballs que se extraen y esto
esta´ fuertemente relacionado con el taman˜o de la ejecucio´n.
4.2.2.1 Evaluacio´n del tiempo de logging/traceo
Antes incluso de ver los resultados, cabe esperar que el tiempo para obtener pinballs+traza sea siempre
superior ya solo por el hecho de inclu´ır Extrae. Otro aspecto que incialmente podemos suponer que
implica overhead es el hecho de activar y desactivar el logging para cada regio´n de no comunicaciones
































Figura 4.3: Histograma comparativa tiempos de logging.
En el gra´fico de la imagen 4.3 se ve como efectivamente para la obtencio´n de mu´ltiples pinballs el
tiempo aumenta. En algunos casos extremos, como es el caso de CG o BT, vemos como puede llegar
a multiplicarse por un factor de 60. Adicionalmente se han an˜adido el nu´mero de pinballs extra´ıdas
mediante la pintool desarrollada. Gracias a esto podemos ver como existe una relacio´n entre el nu´mero
de pinballs y la diferencia de tiempos entre multi-pinball y single-pinball, aumentando siempre contra
ma´s pinballs se extraen. Este feno´meno viene a corroborar las sospechas iniciales, el overhead an˜adido
a causa de los mu´ltiples START y STOP de pinplay es el causante de la mayor parte del incremento
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4.2.2.2 Evaluacio´n del taman˜o total de las pinballs
Igual que en el punto anterior a priori se puede suponer que las mu´ltiples pinballs ocupara´n ma´s taman˜o
que una u´nica pinball de la ejecucio´n completa. Aunque si es cierto que el sumatorio del nu´mero de
instrucciones de todas las mini-pinballs sera´ menor que el total de instrucciones de la pinball completa,
debido a que estamos ignorando regiones de la ejecucio´n (instrucciones del runtime de MPI), en el
primer caso estamos guardando el estado de la ma´quina (checkpointing) tantas veces como pinballs
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Figura 4.4: Histograma comparativa tiempos de logging.
En el histograma de la figura 4.4 vemos como las suposiciones iniciales son ciertas. Adema´s tambie´n
aumenta el incremento de taman˜os en funcio´n del incremento del nu´mero de pinballs, as´ı pues tenemos
uno de los casos ma´s extremos, CG, que multiplica el taman˜o de la pinball de la versio´n single-pinball
por un factor de 100.
4.2.2.3 Identificando pinballs repetidas
Hemos visto como a ma´s regiones de ca´lculo y por lo tanto ma´s pinballs, tanto el tiempo para obtenerlas
como el espacio para almacenarlas aumenta en uno o dos o´rdenes de magnitud. En ambos casos el
motivo es el mismo, y es que las pinballs, para ser reproducidas necesitan almacenar ciertos aspectos
del estado de la ma´quina en el momento en que el logging es iniciado, como por ejemplo el banco de
registros y algunas posiciones de memoria.
Estas conclusiones invitan a pensar en que trabajos futuros de este proyecto (ve´ase seccio´n 9.2.3) un
aspecto fundamental a tratar es el del reaprovechamiento de las pinballs que loggeen regiones iguales
o parecidas puesto que en los benchmarks aqu´ı utilizados y las aplicaciones HPC en general son de un
caracter fuertemente iterativo.
En este sentido ya se han dado los primeros pasos y se han hecho los primeros experimentos
para comprobar la cantidad de pinballs repetidas que existen en el conjunto de pinballs extra´ıdas de
una ejecucio´n. Una manera sencilla de identificar pinballs repetidas ser´ıa comparar instruccio´n por
instruccio´n si ambos contienen las mismas, pero esto es demasiado costoso puesto que capturan millones
de instrucciones. Otra solucio´n menos costosa es comparar bloques ba´sicos. Por lo tanto, consideramos
dos pinballs iguales cuando han loggeado los mismos bloques ba´sicos y en el mismo orden.
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Figura 4.5: Repetitividad de las pinballs para los benchmarks NPB.
Tal y como observamos en la figura 4.5 a mayor nu´mero de pinballs mayor es la repetitividad y
lo mismo pasa al contrario. Esto se debe a que las ejecuciones grandes se estructuran entorno a un
bucle principal que ejecuta las mismas instrucciones una y otra vez, y a ma´s iteraciones ma´s pinballs
y ma´s repetitividad. Tambie´n vemos como DT y EP tienen una repetitividad igual a 0, pero tambie´n
debemos observar como apenas sobrepasan las 10 pinballs/rank.
Estos resultados corroboran lo sospechado y abren una puerta para la mejora de la extraccio´n de
pinballs.
4.2.3 Post-proceso de la traza Dimemas
En este punto ya tenemos una traza dimemas disponible (obtenida mediante prv2dim desde la traza
.prv generada por extrae) y marcada por la pintool. Estas marcas identifican las regio´n que se ha
loggeado en una pinball y adema´s en que pinball. Las marcas han sido realizadas mediante eventos de
usuario, constando e´stos de dos valores i) el identificador del tipo evento ii) y el valor. Por lo tanto,
podemos tener mu´ltiples eventos del mismo tipo pero con valores distintos, y en este caso, el valor es
el pinball id.
En la traza realmente se han marcado el inicio y el final de una regio´n loggeada, es decir, que las
regiones de CPU han sido envueltas en entre dos eventos de usuario. Se podr´ıa esperar algo as´ı en la




Realmente lo que se encuentra es un poco distinto. La ra´gafa de CPU se fragmenta en tres trozos
debido a los user events. Esto significa que se emite el evento un poco despue´s de que el wrapper de
extrae detecte el final de MPI, lo que no es de extran˜ar si se tiene en cuenta que la pintool lanza el
evento a la salida del wrapper de extrae, y extrae en ese momento ya ha considerado que esta fuera de
MPI. Es decir, la diferencia de tiempo entre la salida de MPI y el user event es el tiempo que tarda
extrae en salir de su wrapper una vez capturado el timestamp de salida ma´s el overhead que pueda
an˜adir Pin. Entonces, el aspecto es el siguiente:
CPU-BURST-RECORD ()
EVENT (pinball-id)
CPU-BURST-RECORD (T − − α)
EVENT (0)
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CPU-BURST-RECORD (α)
Para facilitarle a Dimemas en la tarea de identificar una regio´n de CPU que ha sido loggeada en una
traza, se ha optado por realizar un post-proceso de esta y que consiste fundamentalmente en traducir
estas estructuras de eventos y cpu-records por un u´nico record que representa inequivocamente que
este punto es una regio´n de CPU que ha sido simulada por Sniper. Para tal tarea se ha desarrollado
el script dim2sniper.py. Adicionalmente, este script filtra todos los eventos referidos a los contadores
hardware. Esto se ha decidido as´ı ya que dimemas inyectara´ los contadores extra´ıdos de las pinballs
simuladas por Sniper y por lo tanto no nos interesa los de la ma´quina original, en los que se ve
reflejada la actividda de Pin y de la pintool que ha sido explicada en secciones anteriores. Por u´ltimo
y con motivo de eliminar informacio´n que consideramos sobrante, de la traza final, se establecen como
ra´fagas de CPU de duracio´n 0, todas aquellas que tengan lugar fuera de la regio´n contenida entre el
MPI Init( thread) y el MPI Finalize.
4.2.3.1 Desarrollo de script para el post-proceso
Antes de realizar este script se han tenido que adquirir unas nociones ba´scias del formato de la traza
de dimemas. En la seccio´n 4.1.1.1 se ha hablado de los aspectos ma´s fundamentales.
A priori se podr´ıa decir que que la u´nica seccio´n que se vera´ modificada es la de operaciones ya que
lo que queremos es sustituir algunos records e ignorar otros. Nada ma´s lejos de la realidad puesto que
al modificar las operaciones, estamos o bien an˜adiendo o bien eliminando y en todo caso, modificando,
bytes del fichero y por lo tanto los offsets que hab´ıan sido calculados para la traza original tendra´n
que ser recalculados y esto afecta tanto al header como a la seccio´n de offsets.
El script procesa la traza del siguiente modo:
i) Se abre la traza de entrada y se crea el fichero de la traza post-procesada.
ii) Se obtiene el header de la traza y se extrae la informacio´n sobre cuantos procesos esta´n contenidos.
Esto se utiliza fundamentalmente para calcular algunas me´tricas a nivel de proceso, como son,
el nu´mero de pinball ids encontrados. Tambie´n sirve para almacenar el offset de cada proceso.
iii) Como ya se ha comentado, el header tendra´ que ser modificado, pero todav´ıa no tenemos la
informacio´n del offset de la seccio´n de offsets por lo tanto no podemos escribir todav´ıa el header
en la traza resultante. En su lugar se escribe un string de 100 espacios, que es el taman˜o fijo de
la cabecera.
iv) Empieza el bucle principal que itera sobre todos los records de la seccio´n de operaciones. Antes
de empezar se copian tal cual todos los registros de la seccio´n de objetos.
v) Mientras dura el bucle
(a) Si estoy fuera de MPI y el record es una ra´faga de CPU se escribe en la traza final con una
duracio´n de 0.
(b) Si se detecta el primer record de un proceso se guarda el offset, que se obtiene mediante la
llamada a tell()12 del file descriptor de la traza final.
(c) Cuando se detecta un evento identificado con los siguientes ids (PAPI HWC), se ignora:
42000050, 42000059, 42000000, 42000002, 42000008, 42000052, 42000052
(d) Cuando se detecta el patro´n que identifica un burst logeado en pinballs, se genera un nuevo
record con op id 10001 y se escribe en la traza final. El formato de la nueva operacio´n es:
10001:ProcessId:ThreadId:PinballId
El proceso de identificacio´n se desarrolla en la seccio´n 4.2.3.2
vi) El bucle finaliza al detectar el primero de los records de la seccio´n de offsets.
12Este me´todo retorna la posicio´n actual del puntero de escritura/lectura en el fichero
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Una vez llegados a este punto ya conocemos el offset que ha de indicarse en el header y que es la
posicio´n actual del puntero de escritura de la traza final. As´ı que montamos la nueva cabecera.
Estos u´ltimos registros de offset no son replicados a la traza nueva sino que son regenerados con
los offsets recopilados durante las iteraciones sobre la seccio´n de operaciones. Por u´ltimo escribimos la
cabecera que ten´ıamos montada de antes en la linea 0, movie´ndo el puntero de escritura mediante la
llamada seek(0,0). Ahora ya tenemos la nueva traza disponible.
4.2.3.2 Identificacio´n de regiones de CPU logeadas en pinballs
La estrategia seguida para identificar estas estructuras de records que han de ser sustitu´ıdas por
un u´nico record se basa en: Para cada nuevo record sobre el que se itera se hacen las siguientes
comprobaciones:
i) S´ı el buffer de operaciones esta´ vac´ıo, ha de ser una ra´faga de CPU
ii) S´ı no esta´ vac´ıo, ha de ser diferente del anterior
iii) S´ı no esta´ vac´ıo y es diferente del anterior ha de ser o bien una ra´faga de CPU, o bien un evento
de la pintool.
Cuando el buffer llega a tener 5 records, se considera que ha habido match y por lo tanto se escribe
la nueva operacio´n con op id 10001 y se descartan los del buffer. En el momento en que no se cumpla
una de las condiciones antes de que el buffer llegue a este taman˜o se procede a hacer un flush del buffer
a la traza resultante ya que se considera que esas operaciones ha de ser replicadas sin ningu´n tipo de
cambio. El co´digo que hace las comprovaciones aqu´ı descritas puede observarse en el code snipet 11.
4.3 Obtencio´n del input para oﬄine/application-driven
A diferencia que en la seccio´n anterior, cuando se utiliza esta estrategia no es necesario obtenenr ningu´n
input para Sniper, ya que utilizamos application-driven y por lo tanto e´ste es proporcionado en tiempo
de ejecucio´n gracias a la capa de alimentacio´n de Sniper que instrumenta la aplicacio´n real.
Sin embargo si que es necesario extraer traza para Dimemas, y esto lo conseguimos mediante
Extrae. La u´nica diferencia respecto a tracear una aplicacio´n sobre una ma´quina real es que en vez
de establecer la variable de entorno LD PRELOAD con la librer´ıa de Extrae para la interposicio´n de
sus wrappers, hacerlo en la variable PIN APP LD PRELOAD o SNIPER APP LD PRELOAD indistintamente.
Hasta este paso nos lo podemos saltar ya que toda la fanea la hace el script run-sniper.py, tal y
como se observa en el code snipet12
Para obtener una traza con la informacio´n correcta se ha de modificar Sniper. Sobre las modifica-
ciones necesarias se habla en el cap´ıtulo 6.
59
CAPI´TULO 4. EXTRACCIO´N DE TRAZA Y PINBALLS
63 ’’’ el patron son 3 rafags cpu 2 eventos pin entrelazados ’’’
64 ’’’ retorno -1: no cumple el patron;
65 -2: no cumple el patron y hay que hacer flush del buffer
66 0: ok
67 1: traduccion disponible
68 ’’’
69 _pattern = []
70
71 def new_record(self, dimemas_record):
72 _record = dimemas_record
73
74 if len(self._pattern) == 0:
75 if _record.dimemas_record_type != BURST_ID:




80 elif self._pattern[-1].dimemas_record_type == _record.dimemas_record_type:
81 ’’’ no se cumple el patron hemos de escribir lo que ha entrado ’’’
82 return -2
83 elif _record.dimemas_record_type == BURST_ID or \
84 (_record.dimemas_record_type == EVENT_ID and _record.event_type ==
pin_event_id):↪→









Code Snipet 11: Co´digo para la deteccio´n de regiones loggeadas en pinballs en una traza dimemas
(dim2sniper.py).
141 ...
142 if ’SNIPER_APP_LD_PRELOAD’ in env:
143 env[’PIN_APP_LD_PRELOAD’] = env[’SNIPER_APP_LD_PRELOAD’]
144 del env[’SNIPER_APP_LD_PRELOAD’]
145 elif ’LD_PRELOAD’ in env:
146 env[’PIN_APP_LD_PRELOAD’] = env[’LD_PRELOAD’]
147 env[’LD_PRELOAD’] = ’’
148 ...
Code Snipet 12: Set PIN APP LD PRELOAD, script run-sniper.py.
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Cap´ıtulo 5
Modificacio´n de Sniper para
oﬄine/pinball-driven
Llegados a este punto del proyecto ya tenemos disponible las Pinballs de aquellas regiones de la eje-
cucio´n de las que Sniper tiene la responsabilida de simular, es decir, de las regiones de no comunicacio´n
o de ca´lculo.
En este cap´ıtulo se explica co´mo a partir de las mu´ltiples Pinballs disponibles para cada proceso
de la ejecucio´n se obtienen tanto tiempos de ejecucio´n como algunas me´tricas hardware.
5.1 Simulacio´n mediante pinballs secuenciales
A priori podr´ıa parecer que Sniper no tendr´ıa que sufrir ningu´n cambio en su implementacio´n puesto
que esta´ perfectamente preparado para simular mediante pinballs (replay) y adema´s permite simular
ma´s de una al mismo tiempo, pudiendo ver los efectos de la comparticio´n de recursos (ve´ase figura
5.1).
Simular de esta manera tiene un problema fundamental y es que los modelos del procesador son
completamente reiniciados para cada simulacio´n de cada grupo de pinball. Repasando un poco lo que
es una Pinball, sabemos que es un conjunto de ficheros que guardan el estado inicial del computador
y que adema´s durante el resto de la ejecucio´n va almacenando la informacio´n necesaria para poder
volver a ejecutar la aplicacio´n exactamente del mismo modo. Este estado inicial que se menciona,
consiste en el estado del banco de registros y de la memoria pero por ejemplo, no guarda informacio´n
sobre el estado ni de la cache´ ni del predictor de saltos. Esto se debe principalmente a que la idea
inicial de PinPlay no es la de servir como entrada a un simulador sino la de reejecutar ejecuciones no
deterministas de una manera determinista y para tal propo´sito no se requiere ni el uno ni el otro. As´ı
por ejemplo, si se simula siguiendo la estrategia de la figura 5.1 podemos tener resultados como los
que se observan en la figura 5.2.
Figura 5.1: Detalle simulacio´n de multi-pinballs.
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(a) Simulacio´n application-driven (b) Simulacio´n pinball-driven
Figura 5.2: Histogramas en la misma escala temporal de useful-time obtenidos de dos simulaciones con
Sniper.
(a) CPI-Stack application-driven (b) CPI-Stack pinball-driven
Figura 5.3: CPI stack normalizados de dos simulaciones de Sniper.
Vemos como los tiempos de las regiones de ca´lculo se han visto incrementados a casi el doble.
Teniendo en cuenta que cada simulacio´n se ha realizado en una instancia de Sniper diferente, podemos
afirmar que para cada una de ellas el modelo de cache´ (entre otros) ha sido reiniciado. Esto supone
que para simulaciones diferentes de las primeras regiones (las de la izquierda en la figura 5.1), estamos
teniendo de nuevo fallos de lectura/escritura en aquellas posiciones de memoria que ya deber´ıa estar
cargadas en cache´ y provocar un hit en vez de miss.
Por u´ltimo, para terminar de corroborar el problema del calentamiento de la cache´, podemos ver la
figura 5.3. El histograma de la izquierda esta´ extra´ıdo de una simulacio´n de Sniper con la estrategia
application-driven. Lo que podemos ver aqu´ı es que los ciclos invertidos en el acceso a la memoria
principal son residuales, tanto que no aparecen con etiqueta propia sino que sumarizados en la etiqueta
“others”. Por otro lado, en el CPI stack de la derecha ha sido extra´ıdo de la simulacio´n de una pinball
situada en mitad de la ejecucio´n. Vemos como para esta pinball, aproximadamente el 65% de los ciclos
esta´n invertidos en acceder a la memoria principal.
Visto el problema que supone simular diferentes regiones en diferentes instancias de Sniper sin
haber calentado antes los modelos del simulador, se hace evidente que se ha de buscar una solucio´n si
queremos conseguir resultados aceptables para las regiones de ca´lculo.
PinPlay propone una solucio´n que es interesante mencionar y que ha sido desarrollada precisamente
para simular regiones de la ejecucio´n que no empiezan al inicio de la misma sino en algu´n otro lugar ma´s
adelante en el tiempo. El motivo es PinPoints1, una Pintool que se crea con el objetivo de identificar
aquellas regiones ma´s representativas de una ejecucio´n para simular solo e´stas en vez de la ejecucio´n
completa. Lo que propone es an˜adir a una Pinball una regio´n que denomina de “warmup” y que no
es otra cosa que una regio´n de N instrucciones que se loggean antes de empezar la regio´n de intere´s
(ve´ase figura 5.4).
Lamentablemente esta solucio´n no se ajusta a nuestro caso. El problema principal es que nuestras
pinballs empiezan justo al salir de un wrapper de Extrae de una llamada a MPI. Si quisie´ramos
utilizar esta solucio´n, inevitablemente estar´ıamos incluyendo instrucciones de Extrae en la pinball,
1https://software.intel.com/en-us/articles/pin-a-binary-instrumentation-tool-pinpoints
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Figura 5.4: Detalle de regiones de una pinball para PinPoints.
lo que supondr´ıa una distorsio´n a la hora de simular. Por lo tanto lo que cabe hacer en este caso
es disen˜ar una solucio´n que inevitablemente va a suponer hacer cambios sobre Sniper. Hemos de
adaptarlo a nuestras necesidades. A continuacio´n se exponen las dos estrategias implementadas para
este proyecto. Realmente no son dos alternativas puesto que la segunda se ha implementado ya que la
primera no es lo suficientemente buena para algunos casos, pero se ha considerado buena idea explicar
ambas. Y son:
1. Nuevo scheduler: SchedulerSequential
2. Nueva capa en el proceso de feed: sift proxy
5.2 Modificando el kernel : SchedulerSequential
Las modificaciones descritas en las secciones 5.2.1 y 5.2.2 han sido inclu´ıdas en el trunk principal
de desarrollo de Sniper.
Es importante tener en cuenta dos aspectos de Sniper antes que nada, i) Sniper considera cada
pinball que se le pasa por para´metro y que por tanto simula, como una pinball que contiene una
aplicacio´n completa ii) y por lo tanto, al considerar que ninguna Pinball tiene que esperar a ninguna
otra, levanta tantos replayers, que se encargan de alimentar a Sniper, como pinballs hayan.
Ba´sicamente lo que queremos conseguir con este me´todo es que la PinballN empiece su simulacio´n
en el mismo estado de la ma´quina que dejo´ la PinballN−1 al finalizar la suya. Es decir, que los modelos
de Sniper (cache´, predictor de saltos, etc.) no se reinicien cada vez. Para conseguir esto, hemos de
mantener a Sniper vivo entre Pinball y Pinball.
Esto implica que cada Pinball estara´ representada por un proceso2 en Sniper y el mecanismo que
nos proporciona el control de poner a ejecutar o expulsar un proceso de la CPU es la planificacio´n de
procesos. El nuevo planificador ha sido llamada SchedulerSequential. La solucio´n propuesta es basa
en el desarrollo de este planificador, que es capaz de alocatar en un mismo core del CMP3 todas las
pinballs, secuencialmente, extra´ıdas de un mismo rank.
5.2.1 Desarrollo del planificador SchedulerSequential
En la inicializacio´n de Sniper, se crea un objeto scheduler, que sera´ uno u otro en funcio´n de la
configuracio´n. Cada uno de los schedulers implementados en Sniper, es una subclase de la superclase
Scheduler. En la figura 5.5 podemos ver el diagrama de clases de las diferentes implementaciones de
schedulers.
A priori, si nos abstraemos de lo que realmente pasa en Sniper, conceptualmente podr´ıamos decir
que el nuevo planificador lo que va a hacer es, poner a ejecutar cada uno de los procesos MPIs en
un core, y all´ı se mantendra´n hasta que finalicen, es decir que, i) tenemos como ma´ximo, tantos
procesos como cores ii) y cada proceso tendra´ el control de la CPU que se le asigna inicialmente hasta
que termine su ejecucio´n. Partiendo de esta base, el nuevo planificador ha de heredar de la clase
SchedulerStatic. Pero la realidad no es as´ı.
En la realidad, cada uno de estos ranks esta´ formando por mu´ltiples Pinballs, y cada una de ellas
“contiene” un fragmento de la ejecucio´n total, por lo tanto, para poder reconstru´ır la ejecucio´n y por lo
tanto, para poder simularla, necesitamos indicarle a Sniper todas las Pinballs que conforman el proceso.
2Las pinballs tambie´n pueden contener informacio´n sobre ma´s de un thread, en ese caso Sniper levantara´ tantos
threads como la Pinball haya loggeado. Para simplificar la tarea, se ha hecho logging solo de ranks single-threaded
3Chip Multiprocessor
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Figura 5.5: Diagrama de clases de los planificadores en Sniper.
Como se ha mencionado en pa´rrafos anteriores, cada Pinball es considerada una aplicacio´n diferente,
y por lo tanto, un proceso diferente. As´ı que podemos afirmar que las consideraciones conceptuales
realizadas en el pa´rrafo anterior, son falsas en la realidad; redefinimos nuestro planificador. El nuevo
planificador ha de i) identificar el orden de cada trozo de ejecucio´n contenida en Pinballs para cada
rank ii) para poner a ejecutar cada uno de estos trozos secuencialmente iii) siempre y cuando el trozo
de ejecucio´n anterior haya terminado completamente su ejecucio´n. En la imagen 5.6 puede verse el
concepto del planificador (que se desarrolla en los puntos siguientes).
Es por esto, que aunque conceptualmente podr´ıa caerse en la cuenta que el nuevo planificador ha
de heredar de SchedulerStatic, en la pra´ctica, es un planificador dina´mico y por lo tanto heredara´
de SchedulerDynamic; o no. La decisio´n final ha sido que se herede de SchedulerPinnedBase puesto
que SchedulerPinned es el planificador que ma´s se ajusta a nuestras necesidades. Dos factores funda-
mentales, que son, i) capacidad de definir la afinidad de cada proceso ii) y que implementa la funcio´n
reschedule() que permite poner fa´cilmente el siguiente proceso en marcha.
Por u´ltimo, la implementacio´n del planificador SchedulerPinnedBase contempla la posibilidad de
que un proceso pueda ser expulsado de la CPU despue´s de un tiempo o quantum. Esta funcionalidad
se implementa aprovechando el callback perio´dico de sniper (cada 100ns4, ver seccio´n 1.2.1.2). Para
evitar que esto suceda en el nuevo planificador, se ha establecido un quantum desorbitadamente grande
que garantiza que nunca se va a expulsar ningu´n proceso.
5.2.1.1 Puntos cr´ıticos de planificacio´n
Por lo tanto, tomada la decisio´n, de que el nuevo scheduler tome herencia de SchedulerPinnedBase
se ha de analizar los puntos cr´ıticos en los que nuestro nuevo scheduler ha de actuar.
Creacio´n de threads: En tiempo de creacio´n de los threads, que son cada una de las pinballs a simular,
se ha de establecer la afinidad. Es decir, se ha de indicar en que´ CPU va ha de alocatarse y
ejecutarse. Ma´s adelante se explica como identificamos que´ thread se ejecuta en que´ CPU.
Inicio de threads: Este es el momento en el que hay que decidir que´ thread es el que empieza a
ejecutar y cual o cuales de ellos quedan a la espera, y a la espera de que´ otro.
Finalizacio´n de threads: Una vez finalizado un thread, es decir, la simulacio´n de una Pinball, hemos
de decidir que´ otro empieza su simulacio´n. Adicionalmente se recogen los para´metros de intere´s,
que son: i) tiempo ii) ciclos iii) instrucciones iv) fallos en cache L1,L2 y L3
Finalizacio´n de simulacio´n: Por u´ltimo, una vez finalizada la simulacio´n se ha de producir todo el
volcado de la informacio´n obtenida para cada Pinball.
5.2.1.2 Identificacio´n y ordenacio´n de las Pinballs en Sniper
Antes de seguir con la implementacio´n del planificador, ha sido necesario establecer un me´todo por el
cual poder identificar, dentro de Sniper, que´ Pinballs pertenecen a que´ proceso y en que orden han de
ser simuladas. Para tal propo´sito vamos a aprovechar otro aspecto que se da en Sniper.
4Aprovechando la clock skew minimization barrier. Es configurable
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Figura 5.6: Diagrama de funcionamiento del SchedulerSequential.
Como ya se ha comentado varias veces con anterioridad, cada pinball es una aplicacio´n en Sniper.
En tiempo de inicializacio´n, entre muchas otras cosas, se crean las estructuras que representan las
aplicaciones. Para cada creacio´n de una nueva aplicacio´n, se levanta un thread nuevo, y es por eso que
Sniper llama a todos los callbacks que se han registrado para este evento, que es threadCreate. Y
como ya se ha comentado con anterioridad, nuestro planificador, al heredar de SchedulerPinnedBased
tiene registrado ese callback. Por lo tanto ya tenemos un primer me´todo para identificar la cadena de
pinballs que se han pasado por para´metro: La inicializacio´n de los threads de cada pinball se realiza
en el orden en que e´stas son pasadas por para´metro.
Si u´nicamente tuvie´semos un proceso con mu´ltiples Pinballs, no necesitar´ıamos ma´s informacio´n
para ordenarlas. Lo u´nico requerido ser´ıa pasar por para´metro todas las pinballs en el orden en que
fueron obtenidas (aunque esto va a generar problemas si el nu´mero de Pinballs es demasiado elevado,
como se explicara´ ma´s adelante). Pero este no es el caso. Por eso necesitamos algu´n para´metro ma´s,
se ha introducido el para´metro --scheduler/sequential/sequence.
La idea de este para´metro es que, conjuntamente con el orden en que las Pinballs que son pasadas
por para´metro, identificar que´ Pinballs pertenecen a que rank. As´ı pues, como se observa a la izquierda
de la imagen 5.6, este nuevo para´metro indica cuantas pinballs pertenecen al rank #0, #1, ...
En el ejemplo: --scheduler/sequential/sequence="3|3|3", significa que las tres primeras Pin-
balls de la secuencia, que ocupan las posiciones [0, 2] pertenecen, en ese mismo orden, al rank #0. Las
siguientes 3, es decir, las que ocupan las posiciones [3, 5], pertenencen, en ese mismo orden, al rank
#1. Y por u´ltimo, las Pinballs que ocupan las posiciones [6, 8], pertenencen, y en ese mismo orden, al
rank #2. Por lo tanto, ya tenemos un me´todo para identificar todas y cada una de las Pinballs. Pero
antes de continuar se han de tener en cuenta algunos requisitos sobre este para´metro:
i) Ha de contener como ma´ximo #cores enteros. Se ha introducido esta limitacio´n para simplificar
el problema, puesto que si tuvie´semos ma´s enteros (cada uno identifica un rank de MPI) que
cores, tendr´ıamos que implementar mecanismos que permitiesen la expulsio´n de procesos para
que todos pudiesen ser ejecutados.
ii) El sumatorio de todos los enteros ha de coincidir con el nu´mero de Pinballs. Esta limitacio´n se
hace evidente cuando se tiene en cuenta que cada valor indica un subconjunto de pinballs de la
secuencia total.
5.2.1.3 threadCreate: Estableciendo afinidad para cada thread
La afinidad se establece en tiempo de creacio´n de threads, es decir, el primero de los puntos cr´ıticos
identificados en la seccio´n 5.2.1.1.
Una de las razones por las que se ha elegido heredar de SchedulerPinnedBased, es porque im-
plementa una funcio´n u´til para nuestro caso, e´sta es reschedule(SubsecondTime time, core id t
core id, bool is periodic). Esta funcio´n lo que hace es poner en marcha el siguiente thread de la
lista en funcio´n de una serie de para´metros, que son:
i) U´nicamente pondra´ en marcha un proceso en el core N solo si la afinidad del proceso es con el
mismo core N
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ii) Si esta´ listo para ejecutar (runnable == true)
iii) Y en caso de que haya ma´s de un proceso que cumplan los requisitos de los dos puntos anteriores,
pone a ejecutar el que lleve ma´s tiempo esperando.
Como veremos ma´s adelante, nuestro planificador establecera´ runnable = true solo a aquel proceso
que considere que ha de ponerse a ejecutar, por lo tanto los puntos 2 y 3 esta´n completamente cubiertos.
Falta el punto 1.
Gracias al me´todo expuesto en la seccio´n 5.2.1.2, ya sabemos identificar a que´ rank pertenece cada
Pinball y en que orden han de ser ejecutadas, por lo tanto, ya podemos establecer la afinidad de cada
proceso que Sniper ha levantado para cada Pinball.
La funcio´n encargada de establecer esta afinidad se muestra en el code snipet 13. El para´metro
--scheduler/sequential/sequence ha sido convertido a un array de enteros, esto es el array seq.
1 void SchedulerSequential::threadSetInitialAffinity ( thread_id_t thread_id )
2 {





8 if ( seqs[current_pinball_set] == 0 )
9 current_pinball_set++;
10 }
Code Snipet 13: Funcio´n que establece la afinidad de cada proceso.
El mecanismo es sencillo. Se empieza a asignar el core con id 0 a todas las pinballs, hasta que el
entero que indica cuantos procesos pertenecen al rank0 se iguala a 0. En ese momento empezamos a
contar los procesos que pertenecen al core 1. Y as´ı sucesivamente.
5.2.1.4 threadStart : Iniciando la secuencia de ejecucio´n
En Sniper, los threads se crean e inician secuencialmente. Cada vez que se inicia uno, se llama a todos
los callbacks registrados para ese evento, el evento threadStart. Y es en este momento en el que
hemos de decidir, cual de ellos ha de ponerse a ejecutar, como proceso #0 de la secuencia de cada
rank, y cuales de ellos han de esperar.
En este punto la afinidad ya ha sido establecida, y como sabemos que el orden de creacio´n/inicio
es el mismo que el orden en el que se han pasado las pinballs por para´metro, podemos afirmar que,
el primer proceso de cada afinidad es el que ha de ponerse a ejecutar y el resto han de esperar, tal y
como se observa en el code snipet 14.
El flujo de ejecucio´n, para cuando se llama al callback threadStart es el siguiente:
i) Es llamada la funcio´n threadStart, que es la funcio´n que realmente se ha registrado en el
callback y que esta´ implementada en SchedulerDynamic. Esa funcio´n consiste en, ba´sicamente,
poner el thread a runnable y llama a la funcio´n que tenemos implementada en nuestra subclase
threadStart.
ii) SchedulerDynamic adicionalmente tambie´n ha registrado un callback que se llama cada vez que
tiene lugar la barrier perio´dica (introducida en la seccio´n 1.2.1.2), y que finalmente ejecuta la
funcio´n periodic implementada en SchedulerPinnedBase. Esta funcio´n lo que fundamental-
mente hace es poner a ejecutar mediante reschedule() el thread que se acaba de crear.
Por lo tanto, el primer thread de cada afinidad, cuando se ejecuta la funcio´n implementada en el
nuevo planificador, ya esta´ alocatado en su core correspondiente. Por ese motivo, cuando tenemos que
la evaluacio´n de la condicio´n m core thread running[core id] == thread id es cierta, lo u´nico que
se hace es incrementar el id que se espera del siguiente proceso para este core5.
5Esto no es realmente necesario pero se introdujo para comprovar el correcto funcionamiento
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En los casos en que la condicio´n del pa´rrafo anterior no se cumple, se establece como no runnable
al thread en cuestio´n (recordemos que la superclase lo ha establecido como true anteriormente) y lo
encolamos en la cola core waiting threads[core id]. La idea es la que se muestra en la figura 5.6.
Los procesos van a esperar en la cola FIFO su turno para ejecutarse.
1 void SchedulerSequential::threadStart(thread_id_t thread_id, SubsecondTime time)
2 {
3 total_pinballs++;
4 core_id_t core_id =
(core_id_t)atoi(m_thread_info[thread_id].getAffinityString().c_str() );↪→
5




10 else if (m_core_thread_running[core_id] != thread_id)
11 {




Code Snipet 14: Funcio´n que decide que´ proceso empieza a ejecutar.
5.2.1.5 threadExit : Recogiendo datos y alocatando el siguiente proceso.
El u´ltimo de los eventos fundamentales para el planificador es a la hora de la finalizacio´n de un proceso.
Es en este instante en el que hemos de, i) recoger las me´tricas de intere´s ii) y seleccionar el siguiente
proceso a poner en marcha en el core y alocatarlo.
Respecto a la obtencio´n de las me´tricas, se utiliza una clase interna de Sniper, llamada ThreadStatsManager.
Esta clase nos permite monitorizar cualquier me´trica mediante el me´todo update. Pero antes de esto, se
han de registrar las me´tricas de intere´s que no esta´n registradas por defecto, como por ejemplo el tiempo
en no idle (ELAPSED NONIDLE TIME) o las instrucciones (INSTRUCTIONS). Para ello, en el constructor de
la clase del planificar se han registrado mediante la funcio´n ThreadStatNamedStat::registerStat.
Una vez registradas, para poder obtener los valores de las me´tricas escogidas se ha de llamar
perio´dicamente, como se ha introducido anteriormente a la funcio´n update. Esta funcio´n actualizara´
los valores con el estado actual del core. Como el thread que finaliza no volvera´ a ejecutarse, en este
momento ya tenemos unos valores correctos, pero no se vocara´n hasta finalizar la simulacio´n, como se
vera´ ma´s adelante.
Una vez obtenidas las me´tricas, nos centramos en escoger el siguiente proceso a ejecutar. Como
hemos visto en la seccio´n 5.2.1.4, en este punto tenemos una lista de procesos que se encuentran en
espera, y que adema´s esta´n ordenados. Por tanto la tarea carece de dificultad. Tal y como se ve en el
code snipet 15, lo que se hace es lo siguiente:
i) Si la cola de procesos en espera ya no contiene ningu´n proceso, simplemente retornamos. En el
momento en que todos los threads levantados por Sniper terminen su ejecucio´n, e´ste terminara´
la simulacio´n, as´ı que no hemos de hacer ningu´n trabajo extra.
ii) en caso contrario, obtenemos el proceso que se encuentra en el top de la cola, establecemos
runnable a true (recordemos que en caso contrario, la funcio´n reschedule no lo pondra´ en
marcha, seccio´n 5.2.1.3) y llamamos a reschedule para alocatarlo en su core.
iii) Adicionalmente se mantiene el control sobre que´ thread id se espera para el pro´ximo proceso
(lineas 15 y 19 del code snipet 15).
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1 void SchedulerSequential::threadExit(thread_id_t thread_id, SubsecondTime time)
2 {
3 m_threads_runnable[thread_id] = false;
4 core_id_t current_core_id =
(core_id_t)atoi(m_thread_info[thread_id].getAffinityString().c_str());↪→
5




10 // Alocating next thread
11 if (!core_waiting_threads[current_core_id].empty())
12 {
13 thread_id_t next_thread = core_waiting_threads[current_core_id].top();
14
15 assert (next_thread == next_thread_to_execute.at(current_core_id));
16
17 core_waiting_threads[current_core_id].pop();
18 m_threads_runnable[next_thread] = true;
19 next_thread_to_execute.at(current_core_id)++;
20 reschedule(time, current_core_id, false);
21 }
22 }
Code Snipet 15: Funcio´n que pone el siguiente proceso en marcha.
5.2.1.6 Final de la simulacio´n
Por u´ltimo, queda hacer el volcado de las me´tricas obtenidas para cada Pinball. Esta es una tarea
trivial. El volcado se realiza en un fichero de texto, tomando e´ste el nombre establecido por el nuevo
para´metro --scheduler/sequential/sequence file.
Cada linea del fichero de salida contiene las me´tricas relacionadas con la Pinball de la misma
posicio´n en la secuencia de Pinballs pasadas por para´metro. Y su formato es.
tiempo|instrucciones|ciclos|L1DM|L2M|L3M.
Cabe mencionar que los ciclos se obtienen mediante el cociente ciclos = tiempoperiodo . Esta es una
limitacio´n de esta implementacio´n en el caso en que se este´n simulando arquitecturas que implementen
DVFS6 ya que el periodo de la frecuencia de trabajo se obtiene una u´nica vez durante la inicializacio´n
del planificador.
5.2.2 Modificacio´n traductor @Virtuales a @F´ısicas
Un proceso, al ejecutarse, no sabe en que lugar de la memoria esta´ cargado puesto que es el sistema
operativo el que realiza esta accio´n y esta regio´n donde esta´ cargado, potencialmente variara´ para cada
ejecucio´n.
Cada proceso tiene asignada una regio´n de memoria, pero al no conocer do´nde esta´, no puede
acceder directamente con las direcciones reales o f´ısicas as´ı que utiliza un espacio nuevo de direcciones,
las direcciones virtuales. Estas direcciones virtuales no son u´nicas para cada proceso sino que todos
pueden acceder a la misma direccio´n virtual, por lo tanto tiene que haber un mecanismo de traduccio´n,
de direcciones virtuales a f´ısicas, y sera´ mediante e´ste, como se acceda realmente a la direccio´n correcta.
Para entendernos mejor, dos direcciones virtuales iguales de dos procesos concurrentes distintos sera´n
traducidas a dos direcciones f´ısicas distintas.
6Dynamic Voltage and Frequency Scaling.
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En una ma´quina real, esta traduccio´n corre a cargo de la MMU7 que consultando a la TLB8 puede
resolver el acceso.
Sniper por su parte realiza una sencilla aproximacio´n a esta idea. Basa´ndse en que cada pro-
ceso/aplicacio´n accede a un espacio de direcciones f´ısicas diferente, lo que hace simplemente es an˜adir
a la parte alta de la direccio´n virtual el id de la aplicacio´n tal y como se observa en el code snipet 16.
120 ...
121 if (m_address_randomization)
122 return (UInt64(m_thread->getAppId()) << pa_core_shift) | (remapAddress(va >>
va_page_shift) << va_page_shift) | (va & va_page_mask);↪→
123 else
124 return (UInt64(m_thread->getAppId()) << pa_core_shift) | (va & pa_va_mask);
Code Snipet 16: Traduccio´n de direcciones virtuales a f´ısicas.
Si recordamos, una vez ma´s, que Sniper considera cada Pinball como una aplicacio´n diferente,
tenemos que cada una de las pinballs que hemos alocatado, mediante el nuevo planificador, esta´n
accediendo a direcciones f´ısicas diferentes, lo que al final implica que la Pinball anterior no calienta la
cache´ para la posterior.
La solucio´n pasa por modificar el me´todo de traduccio´n. Sabemos que todos los procesos que
se ejecutan en el mismo core, son contenidos por Pinballs que realmente son chunks de un mismo
rank. Por lo tanto, el identificador que comparten todos los procesos del mismo rank y que difiere
entre ranks es el identificador del core, as´ı que sustituyendo la expresio´n m thread->getAppId() por
m thread->getCore()->getId() es suficiente (ve´ase code snipet 17). Adicionalmente, se ha decidido




122 haddr = UInt64(m_thread->getCore()->getId());
123 else
124 haddr = UInt64(m_thread->getAppId());
125
126 if (m_address_randomization)
127 return (haddr << pa_core_shift) | (remapAddress(va >> va_page_shift) <<
va_page_shift) | (va & va_page_mask);↪→
128 else
129 return (haddr << pa_core_shift) | (va & pa_va_mask);
Code Snipet 17: Traduccio´n de direcciones virtuales a f´ısicas.
5.2.3 Sliding windows
5.2.3.1 Identificacio´n del problema
Entendiendo la arquitectura de Sniper (descrita en la seccio´n 1.2.1.2), se deja entrever un problema
que puede derivar de la simulacio´n con las mu´ltiples Pinballs secuenciales. Si pretendemos simular CG,
que en el punto 4.2.2 hemos visto que consiste en 5044 Pinballs/rank, tenemos que Sniper levantara´ un
total de 20176 procesos de Sift recorder. Adema´s sabemos que internamente Sniper levanta un thread
por aplicacio´n, por lo tanto tendr´ıamos un nu´mero cercano a los 50000 procesos. Esta cantidad ingente
de procesos provoca que el sistema se colapse, el SO empiece a hacer swapping9 y/o trashing10.
7Memory Management Unit
8Table Lookahead Buffer
9La memoria principal esta´ completamente ocupada y se empieza a escribir en la particio´n de swap.
10El sistema empieza a perder ma´s tiempo en cambios de contexto que en ejecucio´n de los procesos.
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Figura 5.7: Diagrama concepto Sliding Windows.
5.2.3.2 Solucio´n: Sliding Windows
Pero, ¿Realmente necesitamos que las N − 1 Pinballs anteriores a la PinballN calienten la cache´? La
respuesta es no.
El me´todo que aqu´ı se explica intenta sacar partido de uno de los principios en los que se funda-
mentan las memorias cache´, la localidad temporal. La localidad temporal dice que, cuando un proceso
accede a una posicio´n de memoria, es muy probable que e´ste vuelva a acceder a la misma posicio´n en un
instante cercano en el tiempo. Como sabemos que la PinballN−1 contiene el fragmento de la ejecucio´n
que se ha realizado justo antes que el fragmento que contiene la PinballN podemos garantizar que son
cercanos en tiempo.
Por lo tanto, se propone una ventana deslizante de que contenga un subconjunto de Pinballs secuen-
ciales de la secuencia completa. Esta ventana se ir deslizando formando nuevos subconjuntos. Estos
subconjuntos sera´n simulados con el me´todo secuencial descrito anteriormente por lo que tendremos
unas simulaciones correctas para las u´ltimas Pinballs gracias a que los modelos han sido “calentados”
con los datos de las primeras (ve´ase figura 5.7 donde cada recuadro simboliza un pinball y el color el
estado de los modelos de Sniper).
E´ste me´todo requiere un cierto grado de solapamiento entre ventanas, es decir, que siendo N el
nu´mero de Pinballs que se descartan a la izquierda para inclu´ır de nuevas, y S el taman˜o de la ventana,
se ha de cumplir que N < S en todo caso. Esto es necesario para obtener buenos resultados de todas las
Pinballs, ya que si no se diese solapamiento, para las primeras Pinballs de cada subconjunto u´nicamente
har´ıamos una simulacio´n y los datos obtenidos ser´ıan incorrectos a causa del no “calentamiento” de
los modelos.
La inco´gnita que queda por solucionar es el taman˜o de las ventanas. El problema al que nos
enfrentamos es que no podemos establecer un taman˜o igual para todas las aplicaciones, incluso tampoco
puede ser constante durante toda la simulacio´n de una aplicacio´n.
5.2.3.3 Identificando la naturaleza iterativa de una aplicacio´n mediante Pinballs
Teniendo en cuenta el background del proyecto, consideramos que en general, las aplicaciones que van
a ser simuladas mediante la propuesta de simulacio´n multiescala de este trabajo sera´n aplicaciones
para HPC11. Estas aplicaciones habitualmente son SPMD y fuertemente iterativas, as´ı que vamos a
considerar que sera´ suficiente simular la iteracio´n i − 1 para calentar los modelos del simulador por
tal de simular la iteracio´n i. Si cada iteracio´n de la ejecucio´n estuviese contenida en una Pinball, el
taman˜o de la ventana ser´ıa siempre 2, pero no es el caso, puesto que tal y como se observa en la figura
5.8 cada iteracio´n puede contener ma´s de una pinball. Adema´s el nu´mero de Pinballs entre diferentes
iteraciones puede tambie´n variar (algu´n condicional que implique otra llamada a MPI...).
Mediante las pinballs es posible conocer la estructura iterativa de una aplicacio´n dos maneras:
i) Mediante el estudio de patrones en la sen˜al generada por el valor de la direccio´n de la primera
instruccio´n logeada en cada pinball
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Figura 5.8: Relacio´n pinballs e interaciones.
En la figura 5.9 se pueden observar dos ejemplos, y la sen˜al generada para ambas alternativas. En el
gra´fico (a) se observa la sen˜al generada mediante las pinballs de la aplicacio´n Pi, mientras que en el
gra´fico (b) observamos un fragmento de la sen˜al extra´ıda de las Pinballs del benchmark CG de NPB.
En ambos casos, u´nicamente se han tenido en cuenta los datos obtenidos del rank #0. Teniendo en
cuenta que son aplicaciones puramente SPMD, sabemos que la sen˜al es igual para todos los ranks, as´ı
que no estamos perdiendo informacio´n, aunque en el caso de Pi, el rank #0 tiene la misma sen˜al pero
ligeramente desplazada hacia arriba, debido a que realiza trabajo extra por ser el master, un printf,
pero se ha considerado que son lo suficientemente parecidas entre todos los ranks.
El problema de la primera opcio´n es la complejidad para identificar las iteraciones de un bucle.
La inteligencia en los algoritmos que se han de desarrollar para la deteccio´n de bucles no es trivial.
Podemos encontrarnos con casos complejos, por ejemplo, la ejecucio´n contiene bucles imbrincados. En
este caso, las pinballs que se tendr´ıan que inclu´ır en la ventana deber´ıan ser tanto las que pertenecen
a la iteracio´n anterior del bucle ma´s profundo como las primeras de cada nivel superior. Tambie´n
tendr´ıan que tenerse en cuenta que no se identifiquen bucles falsos, debido a, por ejemplo, entrar en
un if cada cierto nu´mero de iteraciones. Dada su complejidad podr´ıamos caer en problemas para el
cumplimiento de la planificacio´n temporal.
Se ha decidido implementar una alternativa ma´s sencilla mediante la sen˜al del nu´mero de instruc-
ciones. Centra´ndonos en el gra´fico (a), tenemos una sen˜al completamente plana. La consideracio´n ma´s
fa´cil es que cada Pinball contiene una iteracio´n completa del bucle principal, aunque tambie´n cabr´ıa
la posibilidad que la iteracio´n contuviese ma´s de una Pinball pero con las mismas instrucciones. Si
utiliza´semos la sen˜al de las direcciones de las instrucciones no hay duda, cada pinball se corresponde
con una iteracio´n, pero la decisio´n ha sido primar la sencillez en vez de la precisio´n.
En el caso (b), tenemos que cada iteracio´n viene formada por ma´s de una pinball, y adema´s vemos
como el patro´n no es completamente estable para este zoom (estamos viendo los datos desde la pinball
id 250 a la 350). Esta informacio´n se hace evidente con ambas sen˜ales.
El me´todo implementado establece el taman˜o de las ventanas igual a la distancia que hay entre
dos picos lo suficientemente grandes de la sen˜al de instrucciones, ya que se considera que dos pinballs
con el mismo nu´mero de instrucciones han loggeado la misma regio´n de co´digo, que aunque no tiene
porque´, las probabilidades son muy altas. Esta u´ltima consideracio´n es importante, por ejemplo, en
el caso (a), ya que de este modo, tendremos el taman˜o de ventana igual a 2. En el caso (b) mediante
este me´todo podemos identificar perfectamente las diferentes iteraciones. Un punto en contra es, como
veremos ma´s adelante en el caso del benchmark de MG, que de esta manera podemos inclu´ır en una
u´nica ventana ma´s de dos iteraciones debido a que los picos ma´s grandes se dan cada cierto nu´mero
de iteraciones.
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CG Pinballs instructions signal
Rank #0 First instr. addr
(b) CG Benchmark
Figura 5.9: Sen˜al de instrucciones de las Pinballs.
5.2.3.4 Modificacio´n de la Pintool
Los ana´lisis necesarios para conocer el taman˜o de las ventanas requieren ma´s informacio´n de la que se
extra´ıa originariamente de la pintool. Ahora, para cada pinball, hemos de conocer cuantas instrucciones
se han loggeado y la direccio´n de la primera instruccio´n de cada una (aunque para la aproximacio´n
que se ha implementado no har´ıa falta).
Conocer el nu´mero de instrucciones logeadas es trivial. Basta con llamar a la funcio´n
pinplay engine.LoggerGetICount(thread id) en el momento en que queramos obtener esta infor-
macio´n. Este momento es en el instante en que dejamos de loggear una regio´n. Esta informacio´n se
almacenara´ en un fichero junto con el resto de ficheros de la pinball, con la extensio´n .instr count.
El desarrollo del segundo requerimiento no es tan trivial pero tampoco entran˜a una dificultad
excesiva. El objetivo es obtener la direccio´n de la primera instruccio´n para cada pinball. La u´nica
manera de conseguir esto en tiempo de logging es instrumentar a nivel de instrucciones la imagen
del programa principal. Cuando se haya detectado el inicio de una pinball, la primera instruccio´n que
llame a su callback, sera´ considerada como la primera de la pinball.
Con motivo de no aumentar dra´sticamente el tiempo de logging, se ha decidido no instrumentar a
nivel de instrucciones, sino que hacerlo a nivel de bloque ba´sico. Esto es posible ya que sabemos que
las pinballs siempre empiezan al inicio de un bloque ba´sico, debido a que siempre lo hacen al retornar
de una operacio´n MPI. Por lo tanto, lo que se ha hecho es instrumentar todos aquellos bloques ba´sicos
que se encuentran en la imagen del programa principal, tal y como se observa en el code snipet 18,
en la funcio´n traceCallback. Para ello antes se ha tenido que identificar el conjunto de direcciones
que pertenecen a la imagen del programa principal y despue´s comprobar que´ BBL esta´ dentro. Para
todos ellos se programa un callback a la funcio´n FirstbblAnalysis. En esta funcio´n se almacena la
direccio´n de la bbl que ha motivado el callback y se establece el flag is first bbl de nuevo a false.
Es importante comentar que este flag se establecera´ a true cada vez que se empiece una pinball nueva.
Todas las direcciones obtenidas son guardadas en un fichero junto con el resto de ficheros de la pinball
pero con la extensio´n .dsw.
El ana´lisis del cual se extraera´n las vetananas de simulacio´n u´nicamente se realiza en el rank #0
porque como ya se ha indicado, al ser una sen˜al muy similar en todos los ranks, las ventanas sera´n
igual en todos ellos. Este ana´lisis consiste en identificar los picos ma´s altos y establecer la ventana
desde el u´ltimo pico alto hasta el siguiente, con las excepciones que la primera ventana empieza en la
pinball #0 y la u´ltima en la pinball N − 1, siendo N el nu´mero total de pinballs.
Este ana´lisis a priori se decidio´, para no perder tiempo en desarrollos que quiza´s no fuesen o´ptimos
(como es este caso, como se ha comentado en la introduccio´n de la seccio´n 5.2) que fuese un tanto
manual. Consiste en establecer dos variables, estas son: i) TEMP PEAK BOUNDARY que indica a partir de
que nu´mero se considera un pico ii) MIN SIZE SLICING WINDOWS que indica el taman˜o mı´nimo de la
ventana. Y a partir de estas, y el fichero *.instr count se obtienen las ventanas de simulacio´n.
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Figura 5.10: Arquitectura fundamental del script pre-sim.py.
5.2.4 Automatizando la parametrizacio´n de la simulacio´n
Potencialmente el nu´mero de pinballs extra´ıdas de una ejecucio´n son miles, por lo tanto, el nu´mero de
ventanas a simular sera´n tambie´n un nu´mero elevado, de cientos o miles. Para facilitar las simulaciones
se ha desarrollado un script que parametriza, lanza Sniper y obtiene los resultados almacena´ndolos en
una base de datos sqlite.
Adicionalmente, el hecho de simular una ejecucio´n mediante la estrategia de sliding windows, per-
mite realizar simulaciones parciales paralelamente, es decir, podemos sacar provecho del paralelismo a
nivel de ventana.
La arquitectura del script puede verse en la figura 5.10. La entrada del script es:
–pinballs-basename: El directorio donde se encuentran almacenadas las pinballs.
–sniper-arch: Es el fichero de configuracio´n que establece los modelos que Sniper utilizara´ durante la
simulacio´n.
–output-file: Fichero de salida sqlite3 que contendra´ los datos de la simulacio´n organizada por pinballs
y que servira´ como input para Dimemas.
-–dynamic-windows: Fichero que contiene las ventanas que se han de simular. El formato ha de ser,
para cada linea tenemos una ventana que se codifica como [REGIONID INI:REGIONID FINI].
–multithread : Mediante este para´metro se le indica el nu´mero de threads con los que se quiere trabajar
a nivel de paralelismo del sliding windows (ve´ase figura 5.10).
5.2.4.1 Implementacio´n
El script se encarga de obtener y ordenar las pinballs por rank. Acorde´monos que el formato del
nombre de una pinball es el siguiente: basename RANKID REGIONID.*. Recordemos que el orden de las
pinballs es importante.
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Una vez tenemos las pinballs ordenadas se inicializan las clases SlideWindowsManager y Sqlite3Manager.
El objetivo de cada una de ellas es:
SlideWindowsManager : Es el que implementa toda la lo´gica relacionada con las ventanas deslizantes.
Se inicializa con los datos obtenidos del fichero *.dsw y mediante la funcio´n getSlice() que
retorna still working, pinball regionid init, pinball regionid fini, se van obteniendo
las sucesivas pinballs. Recordemos que el script esta´ escrito en python y este permite retornar
conjuntos de variables a funciones. El co´digo de esta clase puede verse en el code snipet 19.
Sqlite3Manager : Esta clase se encarga de gestionar todo lo relacionado con el almacenamiento de
datos en sqlite312. La inicializacio´n consiste en la creacio´n de la base de datos. Esta base de
datos consiste en dos tablas.
1. meta: Guarda metainformacio´n sobre la simulacio´n que se ha realizado.
• date: Fecha en la que ha tenido lugar la simulacio´n
• pinballs basename: El nombre base de las pinballs incluye la ruta y el nombre sin inclu´ır
el PID ni el REGIONID.
• sniper architecture
2. performance report : Guarda los datos extra´ıdos de la simulacio´n, discretizados por pinballs.
• thread id: Identificador de thread/proceso/rank
• region id: Identificador de la regio´n
• time: Tiempo de duracio´n de la simulacio´n para esa pinball
• instructions: Nu´mero de instrucciones
• l1d misses: Fallos de la cache´ de datos de nivel 1
• l2 misses: Fallos de la cache´ de datos de nivel 2
• l3 misses: Fallos de la cache´ de datos de nivel 3
Una vez inicializadas estas dos clases, se procede a levantar tantos threads como se hayan configu-
rado. Estos threads son los encargados de gestionar Sniper, es decir, su faena es i) parametrizar Sniper
para la simulacio´n de una ventana u´nica ii) lanzarlo iii) y obtener los datos de la simulacio´n. Una vez
realizados los tres pasos para una ventana, el thread que haya finalizado pide ma´s trabajo, se le asigna
otra ventana para simular y as´ı sucesivamente hasta que todas las ventanas hayan sido simuladas.
La estrategia seguida es similar a lo que hace OpenMP cuando se utiliza el scheduler dynamic para
paralelizar un bucle. Esto nos permite balancear el trabajo ma´s eficientement entre los threads. El
bucle principal que ejecuta cada thread puede verse en el code Snipet 20
U´nicamente se crea una instancia por cada una de las clases que se han mencionado anteriormente
para tener los datos centralizados en el thread principal. Esto implica que se han de establecer algunos
mecanismos para que todos los threads puedan acceder a estas instancias, o bien, mecanismos de
comunicacio´n mediante los cuales, los threads workers reporten los datos en crudo al thread principal
y este utilice estas instancias. Ambos me´todos son utilizados en este script.
Inicialmente la clase Sqlite3Manager se hab´ıa pensado para el uso en programas single-thread, por
esto, en la creacio´n de una instancia nueva, se crea la base de datos completa que luego se va rellenando
mediante la funcio´n def insert report(...). Al decidir utilizar mu´ltiples threads, surgieron proble-
mas al querer compartir la instancia de esta clase con ellos. La idea era que el thread principal crease
la instancia y despue´s, que todos los workers pudiesen llamar a su funcio´n insert report. Esto es
imposible a causa de que la versio´n de la API de sqlite3 que utiliza el script tiene problemas a la hora
de comaprtir una conexio´n a una BD entre threads13 y por lo tanto se tuvo que cambiar. La solucio´n
propuesta es que u´nicamente el thread principal accede a la instancia de esta clase, por lo tanto se han
creado colas sincronizadas14 que actuan como pipes sin nombre por tal de mantener una comunicacio´n
entre todos los threads. Una vez un thread tiene los resultados de su simulacio´n, los encola y una vez
el thread principal los obtiene, los almacena en la base de datos.
Contrariamente, la estrategia seguida para la instancia de la clase SlideWindowsManager es la
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a trave´s de un proxy mediante la clase BaseProxy15. Por lo tanto, cada thread puede acceder a
los me´todos de esta clase. Recordando un poco, esta clase se utiliza para gestionar las ventanas de
simulacio´n. Cuando se quiere obtener una ventana para simularla, se llama al me´todo correspondiente
y listo, pero en el caso de la ejecucio´n multi-thread se ha de tener especial cuidado con las condiciones
de carrera puesto que podemos caer en el caso en que una ventana sea simulada por ma´s de un thread
si el segundo thread la obtiene antes de que el primero llegue a marcarla como procesada. Para evitar
esto se utilizan regiones de exclusio´n mutua como puede observarse en las lineas 329 y 353 del code
snipet 20.
5.2.5 Problemas identificados
Finalmente, despue´s de haber desarrollado todo el sistema descrito en las secciones anteriores, se pudo
observar que no es lo suficientemente bueno para algunas simulaciones. Los problemas que aparecen
son dos, el colapso del sistema sigue estando para casos extremos y la precisio´n no es buena para
algunas simulaciones debido a las diferentes aproximaciones que se han ido implementando.
En realidad ambos problemas surgen del mismo, y es que Sniper levanta un nu´mero de threads
funcio´n del nu´mero de pinballs. Por lo tanto la solucio´n pasa por que Sniper levante los threads y las
pintools bajo demanda. Cuando un proceso este´ conformado por varias pinballs, se levante la pintool
encargada del replay de cada una de ellas cuando realmente toque, es decir, la pintool de la pinball i
se levante una vez finalizado el de la pinball i− 1 y no antes.
5.2.6 Colapso del sistema
Au´n y utilizando este me´todo, existen simulaciones que son imposibles de ejecutar en un sistema
normal a causa del ingente nu´mero de threads que se levantan. El nu´mero de pinballs que existe por
iteracio´n (que es el ma´ximo que simulamos de una vez) no esta´ acotado de ninguna de las maneras y es
posible que en casos extremos sigamos teniendo este problema. Adema´s, utilizando la aproximacio´n al
me´todo de las iteraciones, que si recordamos era simular todas las pinballs entre pico y pico de la sen˜al
el problema se agraba ya que cada pico puede estar a una distancia de ma´s de una iteracio´n como se
observa en la figura 5.11.
5.2.7 Precisio´n
Otro problema que se ha intentado minimizar pero que en algunos casos puede ser grande es la precisio´n
del resultado final, fundamentalmente debido a fallos de cache´ que no deber´ıan ser. Es posible que un
acceso a la memoria se de´ en la iteracio´n i, pero no en la i + 1 y de nuevo se acceda en la i + 2. El
problema es que como, teo´ricamente para la iteracio´n i+2 utilizamos la iteracio´n anterior para calentar
los modelos, en e´sta tendremos un fallo de cache´ que no deber´ıa ser, como es el caso del benchmark SP.
Comparando el tiempo de simulacio´n mediante este me´todo y mediante el me´todo oﬄine/appdriven,
ambos simulados con la configuracio´n ideal de Dimemas (comunicaciones instanta´neas), la diferencia
alcanza a superar el 20%. En la figura 5.12 podemos observar en que´ se diferencian las dos simulaciones.
En ambos histogramas tenemos un comportamiento muy similar para las burst de ma´s duracio´n, lo que
podemos considerar como las burst que se simulan de las pinballs que provocan los picos en la sen˜al de
instrucciones. No podemos decir lo mismo de las pinballs ma´s pequen˜as que sufren un desplazamiento
hacia la derecha. Este comportamiento puede indicar que las pinballs pequen˜as que se encuentran
entre dos picos, provocan ma´s fallos de cache´ de los que deber´ıa a causa del mal calentamiento de los
modelos.
5.3 Modificando el proceso de alimentacio´n: Sift proxy
No podemos hablar de que el me´todo utilizado hasta ahora, SchedulerSequential haya sido completa-
mente una pe´rdida de tiempo ya que ha motivado algunas modificaciones interesantes que finalmente
han sido inclu´ıdas en el trunk principal de desarrollo de Sniper. Tampoco podemos hablar de que haya
15https://docs.python.org/dev/library/multiprocessing.html#multiprocessing.managers.BaseProxy
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MG Pinballs instructions signal
Rank #0 First instr. addr
Figura 5.11: Sen˜al de instrucciones y detalle de @ primera instruccio´n de pinballs de MG.
Figura 5.12: Comparativa histograma de CPU burst de SP simulado mediante oﬄine/appdriven (ar-
riba) vs. oﬄine/tracedriven (abajo).
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Figura 5.13: Diagrama de la arquitectura de Sniper modificado.
sido la alternativa ma´s acertada ya que no cumple con los requerimientos que se hab´ıan planteado.
Como ya se ha comentado, el problema principal con el que nos hemos enfrentado es que Sniper levanta
toda la infraestructura necesaria para simular todas las pinballs que se le pasan por para´metro al mismo
tiempo y para este proyecto eso es un problema. La solucio´n pasa por modificar esta infraestructura.
Originalmente la arquitectura de Sniper es como se describe en la figura 1.4. El script record-trace
lanza todas las pintools, y es este uno de los puntos que se ha de atacar. Se propone u´nicamente levantar
una pintool por cada rank. A partir de aqu´ı se requiere de alguna lo´gica que conozca cuando se ha
terminado la simulacio´n de una pinball y que en ese instante lance la siguiente, es decir que se vaya
simulando toda la secuencia ordenada de pinballs de cada rank, pero una a una. Adicionalmente, lo
que se propone, es que todo este proceso sea lo ma´s transparente posible a Sniper, para de este modo
tener que realizar los menores cambios posibles en el kernel.
Concretando, lo que se propone es una especie de proxy entre Sniper y sus pintools. En la figura
5.13 se puede apreciar mejor la idea. Este proxy se encargara´ de retransmitir los datos de la pintool
al kernel, pero tambie´n de los datos de respuesta u o´rdenes del kernel a la pintool. Por ejemplo,
la respuesta que el kernel proporciona cuando se intercepta una llamada a sistema, como ya se ha
visto en cap´ıtulos anteriores, o cuando el kernel responde a una operacio´n de sincronizacio´n lanzada
desde la pintool16. Entonces, cuando una pintool finalize su replay, el proxy es el encargado de lanzar
el replayer para la siguiente pinball sin que el kernel reinicie sus modelos. Adema´s, mediante este
me´todo el kernel interpretara´ la informacio´n proviniente de cada proxy, como informacio´n del mismo
proceso, por lo tanto ya no tenemos problemas como por ejemplo el de traduccio´n de las direcciones
de acceso a memoria como los que han surgido en la seccio´n anterior.
Adicionalmente a esto, esta sift proxy ha de interceptar algunos mensajes provenientes desde el
sift recorder. Al iniciarse toda la infraestructura de cominicacio´n, la pintool env´ıa una cabecera de
inicializacio´n, que ha de ignorarse para las pinballs posteriores a la primera, del mismo modo, tambie´n
tendra´ que interceptar y no replicar el mensaje de final que env´ıa la pintool al kernel una vez ha
terminado el replay. Para comprender mejor el co´mo ha de replicar la informacio´n este nuevo sift proxy,
en la siguiente seccio´n se profundiza un poco ma´s en el formato del stream de datos sift.
16La pintool y el kernel se sincronizan cada un nu´mero configurable de instrucciones enviadas (por defecto 1000)
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5.3.1 Sift : Formato de las comunicaciones entre kernel y pintool
F´ısicamente, las comunicaciones entre Sniper y las pintools que le proporcionan su input es mediante
fifos o pipes con nombre. Las fifos son ficheros especiales que permiten a diferentes procesos comunicarse
entre s´ı, un proceso escribe y otro lee. El nombre FIFO viene de que los datos se leen en el orden en
que se han escrito, es decir, first in first out.
El sistema de apertura de una fifo puede ser bloqueante o no bloqueante. En este proyecto es im-
portante tener presente el comportamiento de las aperturas bloqueantes ya que es el sistema utilizado.
Existen cuatro casos a tener en cuenta17,
• Apertura para leer sin nadie en el extremo de escritura: En este caso la llamada a open se
bloqueara´ hasta que alguien abra la pipe por el otro extremo para escribir.
• Apertura para leer con alguien en el extremo de escritura: La apertura se realiza con e´xito
• Apertura para escribir sin nadie en el extremo de lectura: Igual que en el primer caso, el proceso
queda bloqueado hasta que alguien se conecte para leer.
• Apertura para escribir con alguien en el extremo de lectura: E´xito.
El orden en que se abren las fifos puede ser muy importante ya que se puede jugar con las aperturas
bloqueantes como eventos de sincronizacio´n.
Sift hace referencia al formato en que los datos son escritos en esa fifo. Las comunicaciones se
hacen mediante paquetes que vienen definidos por una serie de estructuras de datos, siendo la que las
engloba la estructura Record.
5.3.1.1 Paquetes de informacio´n y tipos
La estructura Record esta´ definida como una unio´n, y que puede contener cualquiera de las tres
estructuras que se implementan dentro y que son i) Instruction ii) InstructionExt iii) y Other.
Cada uno de estos tipos se refiere a un tipo de datos. El primero contiene informacio´n sobre
instrucciones ba´sicas. El paquete consiste, como todos, en una serie de metadatos y a continuacio´n
un conjunto de instrucciones (el nu´mero viene definido en la cabecera). El segundo proporciona
informacio´n sobre instrucciones, pero extendida, y del mismo modo, contiene instrucciones y por
u´ltimo, el tercero se utiliza para comunicar otro tipo de informacio´n que no se refieren a las instrucciones
en s´ı, y puede ser por ejemplo, sincronizaciones, peticio´n de llamada a sistema o finalizacio´n del replay
y se definen mediante el campo Record.Other.type.
Estos paquetes son de taman˜o variable en funcio´n del tipo de paquete, pero tambie´n pueden variar
de taman˜o paquetes del mismo tipo. Es por esto, que en la cabecera tenemos el campo size que nos
proporciona el taman˜o de los datos para los paquetes de tipo Other (sin inclu´ır el taman˜o de la propia
cabecera), y el campo num addresses que nos indica cuantas instrucciones vienen empaquetadas, que
conociendo que las instrucciones se codifican en 64 bits, tenemos que el taman˜o total de los datos es
de #addresses ∗ 64 para los paquetes Instruction e InstructionExt. Esta informacio´n es realmente
importante a la hora de interceptar paquetes tal y como veremos en la seccio´n 5.3.2.4.1.
5.3.2 Desarrollo de la Sift proxy
5.3.2.1 Identificacio´n de las pinballs
Hasta ahora hemos identificado los conjuntos de pinballs gracias al orden en el que estaban en el
para´metro --pinballs y a un para´metro extra llamado scheduler/sequential/sequence. Ahora se
ha cambiado radicalmente, el nuevo sistema permite simular todas las pinballs que queramos secuen-
cialmente.
El nu´mero de pinballs puede ser de cientos o de miles y pasar esto por para´metro no es buena idea.
En su lugar, se ha optado por utilizar ficheros, los pprox. Cada fichero representa un rank o proceso
17http://man7.org/linux/man-pages/man7/fifo.7.html
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Figura 5.14: Diagrama de la arquitectura de sift proxy.
que se va a simular en Sniper y el contenido de este no es otro que un listado de todas las pinballs
ordenadas que forman parte de ese proceso. Posteriormente este fichero se pasara´ por para´metro a
Sniper. No se ha desarrollado una herramienta especial para generar este fichero. Una manera sencilla
de generarlos ser´ıa mediante el siguiente comando.
ls -a \$PWD/pinball_dir/*_rank_N_*.address | cut -d ’.’ -f 1 | sort
--field-separator ’_’ -k 10 -n > rankN.pprox↪→
La primera parte del script lista todas las pinballs en las que estamos interesados mediante el
comando ls. Es importante que la expresio´n regular termine en .address ya que es uno de los ficheros
fundamentales y que aparecen en todas las pinballs (aunque podr´ıa ser otro).
En la segunda parte del comando, lo que se hace es eliminar la extensio´n, es decir el .address.
Esto ha de ser as´ı ya que Sniper lo que necesita es la ruta ma´s el nombre de la pinball pero sin ninguna
extensio´n. Despue´s de la u´ltima pipe, lo que conseguimos con el comando sort es ordenar el listado de
pinballs. La simulacio´n se realizara´ simulando secuencialmente las pinballs en el orden en que este´n
en este fichero, as´ı que es un paso importante para una simulacio´n correcta. Para indicarle co´mo se
ordena, hemos de decirle que valor ha de tener en cuenta y para ello dividimos cada linea por el caracter
’ ’ (para´metro --field-separator ’ ’) y cojemos el que esta´ en la posicio´n que se indica mediante
el para´metro -k. Este valor puede variar en funcio´n del nu´mero de barra bajas que haya en la ruta
hasta la pinball. Lo importante es escoger el u´ltimo nu´mero que aparece en el nombre de una pinball,
pues este es el region id. El para´metro -n le indica al comando que lo ordene por nu´mero, no por valor
ascii. Para acabar redirigimos la salida estandar al fichero que queramos con extensio´n .pprox.
5.3.2.2 Modificaciones en la infraestructura de Sniper
Los cambios ma´s dra´sticos se han producido en la lo´gica de alimentacio´n de Sniper. Repasando un
poco, sabemos que run-sniper levanta tantas FIFOS como pinballs y posteriormente lanza el kernel,
facilita´ndole por para´metro la ruta hacia esas FIFOS por tal de que e´ste se conecte en el extremo de
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lectura para la “direct fifo” y en el de escritura para la “response fifo”. Por otro lado, record-trace,
que es lanzado tambie´n por run-sniper, el que le facilita del mismo modo que antes la ruta hacia las
fifos, levanta tantos replayers como pinballs. Esta segunda parte es la que sufrira´ mayores cambios.
Ahora record-trace ya no lanzara´ ma´s la pintool sift recorder, sino que hara´ lo propio con la
sift proxy. Para esto se ha tenido que modificar el script. Las modificaciones han sido sencillas puesto
que sift proxy ha sido disen˜ado para aceptar todos los para´metros que acepta la pintool original, de
este modo, sift proxy lanzara´ a sift record con los para´metros originales. As´ı pues, la modificacio´n ha
sido fundamentalmente en vez de lanzar pin con la pintool, lanzar el sift proxy.
Adicionalmente a los para´metros aceptados por sift proxy, se ha tenido que inclu´ır uno ma´s, que
es --pinballs-proxy. Este para´metro sirve para indicarle las pinballs y en que orden, forman parte
de un mismo rank (mediante ficheros .pprox, ver seccio´n 5.3.2.1). Se considerara´ que hay tantos ranks
como .pprox se pasen por para´metro y consecuentemente se levantara´n tantos sift proxy como .pprox.
Para inclu´ır el nuevo para´metro se ha tenido que hacer una sencilla modificacio´n en el script
run-sniper. La modificacio´n ha sido sencilla ya que se ha aprovechado toda la lo´gica que existe para
las pinballs. La u´nica diferencia ha sido que en vez de pasarle al script record-trace el para´metro
--pinballs, se pasa el --pinballs-proxy.
Resumiendo, lo que tenemos hasta aqu´ı es. i) FIFOS creadas ii) Sniper parametrizado y lanzado,
es decir, conectado a las fifos iii) sift proxy parametrizado y lanzado.
En este punto sift proxy tiene toda la informacio´n necesaria. Tiene todos los para´metros necesarios
para sift recorder, tiene la ruta hacia las fifos, donde en el otro extremo esta´ esperando el kernel y por
u´ltimo tiene las rutas hacia los .pprox que contienen, a su vez, las rutas y el orden en que tienen que
ser simuladas las pinballs.
5.3.2.3 sift proxy : Inicializacio´n
Cuando se lanza la sift proxy, tiene lugar una pequen˜a inicializacio´n, que consiste fundamentalmente
en i) conectarse a las fifos que se comunican con Sniper, y que solo se hara´ una vez ii) crear las fifos
que se comunicara´n con los sift recorder, que del mismo modo, tambie´n se hara´ una u´nica vez aunque
las conexiones se abrira´n y cerrara´n para cada sift recorder que se lance. iii) y abrir el fichero .pprox
correspondiente para la posterior iteracio´n sobre sus lineas.
Cada rank tiene su propio proceso sift proxy en marcha, y todos ellos se comunican con el kernel
de Sniper. Para discernir a que fifos ha de conectarse cada proceso se utilizan dos para´metros.
OutputFile: Es el nombre base de la fifo. Lo establece run-sniper y se facilita originalmente a los
sift recorders.
SiftAppId : Sniper originalmente considera cada pinball como una aplicacio´n distinta, y de ah´ı su
nombre. Lo establece del mismo modo run-sniper y surge de iterar sobre la lista de .pprox
(originalmente pinballs). La primera se considera como appid 0, la segunda como appid 1, y as´ı
sucesivamente.
El formato de los nombres de las fifos esta´ establecido por todo el entramado de Sniper y aqu´ı
se sigue respetando, siendo entonces el nombre de la fifo de direccio´n salida del kernel “(Output-
File) response.app(SiftAppId).th0.sift” y la fifo de direccio´n opuesta “(OutputFile).app(SiftAppId).th0.sift”.
Aunque no es importante para este proyecto, ya que no se han considerado aplicaciones h´ıbridas18,
esta´ bien comentar la funcio´n del sufijo “.th0.”. Esto indica que esta fifo transporta informacio´n del
thread 0 de esta aplicacio´n. Sniper es capaz de simular aplicaciones multithread, y el procedimiento es
aproximadamente el siguiente. Cuando sift recorder detecta la creacio´n de un nuevo thread (mediante
la intercepcio´n de la llamada a sistema) se lo comunica al kernel que levantara´ un thread nuevo para
la recepcio´n de las instrucciones del nuevo thread, adicionalmente se levanta otra pintool y se crean
fifos nuevas que en este caso pasara´n a tener el sufijo “.th1.”.
Por u´ltimo, referente a la creacio´n de las fifos que se comunicara´n con el sift recorder, comen-
tar que los nombre escogidos son del mismo formato pero an˜adie´ndole la palabra proxy. Es decir,
18MPI+{OpenMP, CUDA, pthreads,...}
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“(OutputFile) proxy response.app(SiftAppId).th0.sift” para la fifo en direccio´n a la pintool y “(Out-
putFile) proxy.app(SiftAppId).th0.sift” para la direccio´n opuesta.
Nada garantiza que las fifos que crea run-sniper este´n creadas antes de ejecutar esta inicializacio´n
puesto que record-trace es lanzado mediante un thread diferente a run-sniper y e´ste hace lo mismo
con los sift proxy. Y ya se sabe, cuando se trabaja con threads, el orden en que suceden las cosas es
muy susceptible de no ser el deseado. Para evitar errores en la apertura de las fifos de comunicacio´n
con el kernel, se ha optado por abrirlas mediante la funcio´n contenida en el code snipet 21.
Esta funcio´n hace un stat sobre la fifo, si e´sta todav´ıa no esta´ accesible, el proceso se duerme 2
segundos y vuelve a intentarlo hasta que pueda acceder.
La inicializacio´n se corresponde con la parte izquierda de la figura 5.14 y u´nicamente se ejecuta
una vez por cada rank.
5.3.2.4 sift proxy : Replay de una pinball
Para cada iteracio´n sobre las lineas del fichero .pprox el procedimiento es el siguiente (ve´ase figura 5.14
el recuadro for every pinball).
• En este punto las fifos ya esta´n creadas y tenemos toda la informacio´n necesaria para lanzar
el sift recorder. Mediante un fork creamos un proceso nuevo que posteriormente mutamos a
sift recorder.
• El proceso padre, que es el principal del sift proxy, crea dos threads. Cada uno de estos threads
es el encargado de replicar la informacio´n en una direccio´n. El papel que juega el “direct thread”
es un poco ma´s complejo, y es que ha de interceptar algunos paquetes e inyectar algunos otros.
• Por u´ltimo, cuando el “direct thread” intercepta el paquete de finalizacio´n del sift recorder, entre
otras cosas ha de indicarle al “response thread” que se ha terminado el replay. Ma´s adelante se
exponen los motivos.
• Se itera sobre la siguiente linea del .pprox y se repite el proceso.
5.3.2.4.1 Direct thread Es el thread encargado de retransmitir los datos provenientes del sift recorder
al kernel, por lo tanto se conecta al extremo de lectura de la direct fifo de la pintool (la fifo se creo´ en
tiempo de inicializacio´n) y al extremo de escritura de la direct fifo del kernel. Recordemos que las fifos
hacia el kernel u´nicamente se abren al inicio, por lo tanto el file descriptor ya esta´ disponible.
Lo primero que hace este thread es retransmitir la cabecera que env´ıa el sift recorder al kernel para
indicarle el formato del stream. E´ste env´ıa la palabra “SIFT”, que consta de 16 bytes. Por lo tanto, la
primera lectura es de esta cabecera y se retransmitira´ al kernel u´nicamente si es el replay de la primera
pinball de la secuencia, en el resto de casos se ignorara´.
Tal y como se ha dicho y repetido anteriormente, requerimos interceptar los paquetes que indican
el final del replay y que producira´n la finalizacio´n prematura del kernel. Adicionalmente a esto y que
todav´ıa no se ha mencionado es la necesidad de inyectar un nuevo tipo de paquete (SiftOtherCheckpoint)
que le indica al kernel que guarde el valor de las me´tricas de intere´s en ese instante (ve´ase seccio´n
5.3.2.5). Los datos de simulacio´n los necesitamos a nivel de pinball.
A causa de que el taman˜o de los paquetes no es constante, hemos de abrir cada una de las cabeceras
para primero, verificar si se trata del tipo de paquete que queremos interceptar y segundo, para conocer
el taman˜o del mensaje. Es importante conocer el taman˜o del mensaje para de este modo siempre hacer
lecturas de la fifo alineadas al inicio de un paquete. Si no tuvie´semos en cuenta el taman˜o e hicie´semos
lecturas de un taman˜o constante, podr´ıamos hacer lecturas de bytes en mitad de un paquete, y en este
caso tendr´ıamos unos datos corrompidos de ninguna forma interpretables. En la figura 5.15 tenemos
el ejemplo.
Basicamente se leen paquetes, si no es un SiftOtherEnd se retransmiten primero los metadatos y
despues se retransmiten los datos del paquete. Cuando se detecta que efectivamente es ese tipo de
paquete, primero, se inyecta el ya mencionado SiftOtherCheckpoint y despues pueden suceder dos cosas,
retransmitirlo o ignorarlo. Esto se decide en funcio´n de si es o no la u´ltima pinball de la secuencia del
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Figura 5.15: Lectura de la stream sift.
.pprox. En caso negativo simplemente se ignora, y en caso afirmativo se env´ıa al kernel, produciendo
la finalizacio´n de la simulacio´n.
En este momento, ya sabemos que el sift recorder ha finalizado as´ı que se cierra la pipe correspon-
diente a este thread y se sale del bucle principal. Lo u´ltimo que hace este thread es lanzar un signal
SIGTERM al thread response indica´ndole que el replayer ya ha terminado y que por lo tanto, finalize.
Esto es necesario ya que este thread, al ser el que retransmite en la direccio´n contraria no tiene esta
informacio´n.
5.3.2.4.2 Response thread Mucho ma´s sencillo que el “Direct thread”, su trabajo es retransmitir
ı´ntegramente todo lo que el kernel env´ıe hacia el recorder, aunque hay un asunto que requiere mencio´n.
Tiene que ver con la necesidad de abrir el extremo de lectura de la fifo desde el kernel en modo no
bloqueante. Es evidente que la forma de retransmitir ser´ıa leer del kernel → escribir a sift recorder.
Tambie´n hay que tener en cuenta que este canal de comunicacio´n es completamente pasivo, es decir,
el kernel no enviara´ nada al otro extremo si no ha sido preguntado antes.
Ahora imaginemos que llegamos al final del replay y que sift recorder hace lo habitual, que es
indicarle el final al kernel, el pro´ximo read ser´ıa un EOF ya que el extremo de escritura se ha cerrado
y ya podr´ıamos salir del bucle. Pero la cosa no es tan sencilla. Recordemos que el kernel se mantiene
con vida durante toda la secuencia de pinballs gracias a que el “direct thread” intercepta el mensaje
de finalizacio´n. Esto significa que en vez de obtener un EOF al final de una pinball, el comportamiento
es que se va a bloquear a la espera de que el kernel diga algo, y adema´s idefinidamente ya que este
thread se mantendra´ vivo evitando que la pro´xima pinball sea simulada y por lo tanto que el kernel
conteste.
La solucio´n propuesta para este deadlock es que las lecturas de la fifo conectada al kernel sean no
bloqueantes y u´nicamente se replicara´ algo al sift recorder si se leen ma´s de 0 bytes. Ahora el bucle
principal de lectura esta´ gobernado por una variable booleana que evitara´ ma´s iteraciones cuando
“direct thread” detecte el final de una pinball. La comunicacio´n mediante ambos threads se realiza
mediante signals, en concreto se env´ıa un SIGTERM (tal y como se observa en la figura 5.14) que es
capturado por el handler que este thread registra y que cambia el estado de la variable de control del
bucle. Para mejor comprensio´n ve´ase el code snipet 22.
5.3.2.5 Modificaciones en el kernel de Sniper: SiftOtherCheckpoint
Si hacemos memoria, las pinballs contienen las regiones de ejecucio´n de fuera de MPI, que son las
regiones de las cuales queremos obtener informacio´n mediante una serie de me´tricas. Por lo tanto, esta
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informacio´n la queremos a nivel de pinball. Cuando una pinball termina, los nu´meros que manejan los
modelos del kernel contienen la informacio´n sobre la simulacio´n de esta pinball y por ello los queremos.
El kernel se esta´ ejecutando en un proceso completamente independiente del proceso del proxy y es
por esto que no podemos acceder directamente a esas me´tricas sino que necesitamos decirle al kernel
que las almacene en algu´n lugar.
El paquete que se env´ıa mediante sift y que le indica esto al kernel es un nuevo tipo y que se ha
llamado RecOtherCheckpoint. Cuando el kernel recive este paquete, consulta las me´tricas de intere´s y
las almacena en un fichero. Por lo tanto, cada vez que el sift proxy detecta un final de replay, es decir,
el final de una pinball, inyecta este paquete a la FIFO.
Sencillamente se ha aprovechado toda la lo´gica ya desarrollada para la recepcio´n de paquetes y se
ha an˜adido un tipo ma´s. Cuando se detecta un mensaje de este nuevo tipo se consultan las me´tricas
de intere´s, que son i) ciclos ii) tiempo iii) fallos L1D iv) fallos L2D v) fallos L3D vi) instrucciones.
mediante la clase StatsManager, que es la encargada de monitorizar e´stas me´tricas y se imprime la
linea con el formato siguiente en el fichero de salida de la app correspondiente:
RankId | pinballRegionId | Time | Cycles | #Instr | L1DM | L2M | l3M
El fichero de salida toma como nombre “checkpoints-appN.out” siendo N el identificador del rank y
que sera´ 0 para el proceso contenido en el primer .pprox, 1 para el segundo .pprox y as´ı sucesivamente.
Este fichero es creado durante la inicializacio´n de cada thread que gestiona una app en el kernel, por
tanto hay tantos ficheros como apps existan, es decir, como .pprox se hayan pasado.
Existe una instancia de esta clase por cada core del CMP. En este proyecto u´nicamente se contempla
el hecho de que hayan como mı´nimo un nu´mero de cores igual al nu´mero de apps/ranks ya que se
entiende que se quieren simular ejecuciones paralelas con el ma´ximo de eficiencia, lo que implica que
cada rank va a finalizar su ejecucio´n en el core que la empezo´. Es por esto que se ha decidido utilizar
StatsManager en vez de ThreadStatsManager que contabiliza las me´tricas a nivel de thread en vez de a
nivel de core. Ambas ser´ıan adecuadas, pero se ha decidido aprovechar el primer caso ya que requer´ıa
menos modificaciones del co´digo.
Es importante comentar que el valor de las me´tricas es incremental, es decir, que no se resetean
para cada pinball. Si para la primera pinball detectamos 100 fallos de L1D, y para la segunda 150,
significara´ que u´nicamente se han producido 50 fallos en el segundo caso.
5.3.2.6 Preparacio´n del input para Dimemas
Cuando la simulacio´n ha terminado, los resultados a nivel de pinball los tendremos disponibles en los
ficheros con el prefijo “checkpoints”.
Tal y como veremos en el cap´ıtulo 7, Dimemas va a obtener las me´tricas capturadas de Sniper
mediante una base de datos de sqlite3. Esto se ha decidido as´ı para facilitar la lectura de los datos,
simplemente mediante una consulta a una base de datos en lugar de andar abriendo ficheros. En cada
linea de los “checkpoints” tenemos tanto el rankId como el regio´n id.
Por u´ltimo, en la fase de simulacio´n de Sniper, hemos de preparar los datos en crudo para que
Dimemas pueda leerlos co´modamente. El proceso es sencillo. Se ha desarrollado un script, llamado
text-to-sqlite.py que lo que hace es transformar los datos que obtiene de los N ficheros que se
le pasan por para´metro en entradas a una base de datos sqlite3, no sin antes hacer un pequen˜o
tratamiento.
Este tratamiento consiste en pasar de tener las me´tricas de una manera incremental, que es como
esta´n en los ficheros de salida de Sniper, a tenerlas discretizadas por pinballs. Es decir, si antes
ten´ıamos pb1 con una me´trica 100 y pb2 con una me´tricas 150, ahora tendremos pb1 con 100 y pb2
con 50. Una vez se procesan todos los datos tendremos disponible un fichero .sqlite3 que sera´ la entrada
a Dimemas.
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124 first_addr_outfile << addr << "\n";




129 VOID traceCallback(TRACE trace, VOID * v)
130 {
131 for( BBL bbl = TRACE_BblHead(trace); BBL_Valid(bbl); bbl = BBL_Next(bbl) )
132 {
133 ADDRINT bbl_addr = BBL_Address(bbl);
134
135 if ( bbl_addr >= main_image_low
136 && bbl_addr < main_image_high)
137 {











148 main_image_low = IMG_LowAddress(img);









158 first_addr_outfile.open (getLoggerBaseName().append(".dsw").c_str(), ios::out |
ios::app);↪→
159 }
Code Snipet 18: Deteccio´n y almacenamiento de la primera @instr de cada pinball
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120 class windows_slice(object):
121 def __init__(self):
122 self.slices = []
123 self.nslice = -1
124
125 def initDynamic(self, file):
126 f = open(file)






133 def initStatic(self, step, length):





139 self.nslice += 1
140 if self.nslice >= len(self.slices):
141 return False, None, None
142




Code Snipet 19: Implementacio´n de la clase SlideWindowsManager para el script pre-sim.py.
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324 def loop_parallel_execution(synt_thid, slicing_windows, queue):
325 global pinballs_per_rank, mutual_exclusion
326
327 PRINT_DEBUG_MESSAGE("Thread #{0} starts it’s job.".format(synt_thid))
328
329 mutual_exclusion.acquire()




334 PRINT_DEBUG_MESSAGE("Thread #{0} do [{1}:{2}] slice.".format(synt_thid,
windows_init, windows_fini))↪→
335
336 prepared_to_sim = []
337 for ppr in pinballs_per_rank:
338 prepared_to_sim += ppr[windows_init:windows_fini+1]
339
340 sim_outputs = get_sim_time(prepared_to_sim, synt_thid,
len(pinballs_per_rank))↪→
341
342 next_rank = -1 if windows_init == 0 else 0
343 for i in range(0, len(prepared_to_sim)):
344 rank_id = get_rank_of_pinball_name(prepared_to_sim[i])
345 region_id = get_region_of_pinball_name(prepared_to_sim[i])
346
347 # La primera pb la ha guardado la simualcion anterior debido al
solapamiento↪→
348 if next_rank == rank_id:
349 next_rank += 1
350 else:
351 queue.put([rank_id, region_id, sim_outputs[i]], block=False)
352
353 mutual_exclusion.acquire()





Code Snipet 20: Bucle principal de los workers en el script pre-sim.py.
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64 int abre_pipe(std::string filename, int oflags)
65 {
66 struct stat stat_file;
67 while (stat(filename.c_str(), &stat_file) < 0)
68 {
69 #if VERBOSE > 2




74 #if VERBOSE > 2
75 std::cerr << "Opening pipe " << filename << std::endl;
76 #endif
77 int fd = open(filename.c_str(), oflags);
78 #if VERBOSE > 2
79 std::cerr << filename << " opened." << std::endl;




Code Snipet 21: Funcio´n para abrir las pipes en sift proxy.
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216 void __comunica_response_sigterm_handler(int signal)
217 {
218 end_communication = true;
219 }
220
221 void * _comunica_response(void * args)
222 {




227 // Al abrir esta fifo recorder espera una orden especial desde sniper (Sync)
228 to_recorder = abre_pipe(filename_to_recorder, O_WRONLY );
229 // Sniper solo la abrira cuando la necesite, que en este caso es cuando haga el
primer Sync↪→
230 // estamos bloqueados hasta entonces
231 if (from_sniper == 0)
232 // Ha de ser O_NONBLOCK para poder salir del bucle al recibir el SIGTERM
233 from_sniper = abre_pipe(filename_from_sniper, O_RDONLY | O_NONBLOCK);
234
235















Code Snipet 22: Co´digo del “response thread” del sift proxy.
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Cap´ıtulo 6
Modificacio´n de Sniper para
oﬄine/application-driven
6.1 Introduccio´n
Todas las modificaciones descritas en este cap´ıtulo han sido inclu´ıdas en el trunk principal de
desarrollo de Sniper.
El objetivo de esta aproximacio´n es, tal y como se comenta en la seccio´n 3.3, obtener una traza
paraver de una ejecucio´n que simula Sniper. Es decir, que las diferentes me´tricas que Extrae obtiene
durante la instrumentacio´n no pertenezcan a la maquina real, en las que se ver´ıan reflejados los efectos
de la ejecucio´n del propio Sniper, sino que pertenezcan a los modelos que e´ste simula.
En la seccio´n 4.3 se ha explicado co´mo se ha de ejecutar Sniper para extraer la traza de la que
estamos hablando. Si descargamos una copia original de Sniper e intentamos hacer lo all´ı explicado,
el resultado no va a ser el esperado puesto que originalmente Sniper no se interpone a algunas de las
llamadas importantes que hace Extrae con motivo de obtener las me´tricas de ejecucio´n. Por tal de
conseguir una traza que refleje el comportamiento de la aplicacio´n sobre los modelos simulados se han
tenido que hacer diferentes modificaciones del co´digo de Sniper. E´stas son i) An˜adir soporte para
PAPI, ii) algunas modificaciones para garantizar el buen funcionamiento de Extrae bajo Sniper iii) y
por u´ltimo, an˜adir soporte para la intercepcio´n de la llamada a sistema clock gettime por tal de que
Extrae obtenga los tiempos simulados y no los reales.
6.2 An˜adiendo soporte a PAPI
La instrumentacio´n de Extrae consiste, fundamentalmente, en interponer sus wrappers a las llamadas
que la aplicacio´n haga al runtime que se este´ instrumentando (MPI, OpenMP, ...) y una vez all´ı
capturar una serie de me´tricas hardware (configurable) y los tiempos. Por ejemplo, en el caso que nos
ocupa, interceptara´ todas las llamadas a MPI y obtendra´ las metricas y tiempos y de este modo creara´
una traza que caracterice lo ocurrido durante la ejecucio´n.
Estas me´tricas hardware se obtienen mediante una librer´ıa llamada PAPI que provee de una interfaz
de alto nivel para el acceso a los registros del procesador que contienen esa informacio´n. Originalmente,
Sniper no intercepta las llamadas que Extrae hace a esta librer´ıa y es por esto que los valores recolec-
tados son los del procesador real y por lo tanto esta´n reflejando, tanto la ejecucio´n de Sniper, como
la de Pin y la de la aplicacio´n que se esta´ simulando. Adicionalmente al problema de los valores
“incorrectos” surge otro, y es que, si la ma´quina real no implementa uno de los contadores hardware
de los cuales queremos obtener informacio´n, e´sta no se podra´ obtener aunque Sniper este´ modelando
esa me´trica.
La solucio´n propuesta es la de interceptar todas las llamadas a PAPI necesarias y emular el com-
portamiento de esta librer´ıa inyectando los valores de los contadores modelados cuando la llamada sea
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un getter. ¿Y cuales son las llamadas a PAPI necesarias que hemos de interceptar? Pues simplemente
aquellas que sean llamadas desde Extrae. En el fichero EXTRAE HOME/src/tracer/hwc/papi hwc.c del
paquete de Extrae, tenemos todas las llamadas importantes a PAPI, que son:
i) PAPI start
ii) PAPI read
iii) PAPI event name to code
iv) PAPI get event info
v) PAPI event code to name
vi) PAPI overflow
vii) PAPI sampling handler
viii) PAPI stop
ix ) PAPI is initialized
x ) PAPI state
xi) PAPI cleanup eventset
xii) PAPI destroy eventset
xiii) PAPI shutdown
xiv) PAPI library init
xv) PAPI strerror
xvi) PAPI thread init
xvii) PAPI create eventset
xviii) PAPI add event
xix ) PAPI set opt
xx ) PAPI reset
xxi) PAPI accum
Si consultamos el manual de PAPI, vemos como todas, o almenos la mayor´ıa de las llamadas a esta
librer´ıa, retornan un valor entero, que es PAPI OK, si todo ha ido bien, o diferente de PAPI OK si algo
ha ido mal.
No se tiene intencio´n de emular completamente el comportamiento de PAPI, por ejemplo, todas
las llamadas realizadas para manejar y configurar los grupos de contadores van a ser parcialmente
ignoradas, puesto que lo u´nico que se va a hacer es retornar PAPI OK a Extrae para que pueda
continuar con su ejecucio´n sin problemas. Un ejemplo de las rutinas que estamos hablamdo ser´ıa
PAPI destroy eventset. Esto nos lo podemos permitir puesto que se ha tomado la decisio´n que para
simplificar el desarrollo, se han fijado los contadores que Extrae ha de consultar. En la configuracio´n de
Extrae u´nicamente puede haber un u´nico eventset y que contenga los contadores: i) PAPI TOT INS
ii) PAPI TOT CYC iii) PAPI L1 DCM iv) PAPI L2 DCM v) PAPI L3 TCM vi) y PAPI BR MSP.
Podemos ver el ejemplo en el code snipet 23
Por otro lado, si que existen algunas llamadas de intere´s para las cuales se ha de estudiar su
comportamiento e intentar emularlo. Despue´s de analizar el funcionamiento de cada una de ellas y del
papel que juegan en Extrae, se ha decidido que este conjunto especial de llamadas que no retornara´n
simplemente PAPI OK sean:
PAPI Start : La importancia de interceptar esta llamada reside en que los contadores han de ser
reseteados y empezar a contar desde entonces.
PAPI Read : Obviamente importante, es la llamada que, mediante su parametrizacio´n, obtiene la
me´trica deseada.
PAPI event name to code: A priori no parece ser una llamada importante, pero lo es cuando queremos
obtener contadores que en la ma´quina subyacente no existen puesto que si intentamos hacer la
traduccio´n de uno de e´stos, se retornara´ un error y nuestro intere´s es poder obtener contadores
hardware existan o no existan en la ma´quina real.
PAPI event code to name: Es el proceso inverso a la llamada anterior y a parte de cumplir con la
misma funcio´n, se ha an˜adido la cadena “emu” antes de todos los nombres de contadores, para
que durante los mensajes de inicializacio´n de Extrae, se haga evidente que los contadores esta´n
siendo simulados por Sniper.
PAPI library init : La importancia, desde nuestro punto de vista, de esta llamada no es el fun-
cionamiento interno sino el valor que retorna, que en funcio´n de e´ste Extrae continuara´ su
ejecucio´n o la terminara´ lanzando un error. Entre otras cosas, lo que esta funcio´n realiza es
retornar la versio´n de la librer´ıa. El nuevo comportamiento sera´ siempre retornar el nu´mero de
versio´n que se pasa por para´metro.
PAPI get event info: Motivacio´n ide´ntica que para PAPI event name to code y PAPI event code to name
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1 <counters enabled="yes">
2 <cpu enabled="yes" starting-set-distribution="1">





7 <network enabled="no" />
8 <resource-usage enabled="no" />
9 <memory-usage enabled="no" />
10 </counters>
Code Snipet 23: Configuracio´n PAPI fijada para Extrae.
6.2.1 Implementacio´n
Si tenemos presente la arquitectura fundamental de Sniper (ve´ase la seccio´n 1.2.1.2) se observa como el
proceso mediante el cual Sniper se alimenta, se basa en Pin y que no es otra cosa que una pintool. Esta
pintool instrumenta el binario que se esta´ ejecutando y va enviando la informacio´n obtenida a Sniper
mediante las pipes sin nombre que se han levantado previamente. Por lo tanto hemos de focalizar
nuestras modificaciones en esta pintool llamada sift recorder, en honor a sift, que es como se denomina
al formato del stream de datos que se utilizan para las comunicaciones entre Sniper y esta pintool.
La intercepcio´n de las llamadas PAPI y la posterior inyeccio´n de los valores deseados consta de tres
pasos fundamentales. i) Instrumentacio´n de las llamadas de intere´s ii) Interposicio´n de nuestra lo´gica
en contraposicio´n de la implementacio´n real de PAPI. Es decir, cuando la aplicacio´n llame a una de las
funciones de intere´s, no se llegara´ a ejecutar jama´s la librer´ıa de PAPI, sino que el co´digo que hayamos
interpuesto iii) y por u´ltimo, la comunicacio´n con Sniper por tal de obtener los valores requeridos y
su posterior retorno a la aplicacio´n.
6.2.2 Instrumentacio´n de las llamadas de intere´s de PAPI
Este primer paso carece de dificultad. El desarrollo a consistido en establecer un callback a nivel de
imagen, en la ejecucio´n de este callback se comprueba si la imagen cargada es la de PAPI o no. En
caso negativo, simplemente se retorna sin hacer nada, contrariamente se procede a recorrer todas las
rutinas inclu´ıdas en la librer´ıa y a su instrumentacio´n en caso que sea una llamada de intere´s.
En el code snipet 24 se observa en que´ consiste este callback. Si nos fijamos en el primer condicional
dentro del u´ltimo bucle (el que itera sobre todas las rutinas) vemos como la condicio´n es que contenga
PAPI en su nombre. Tal y como se ha comentado antes, todas las funciones exceptuando algunas,
han de retornar PAPI OK para que Extrae continu´e con su ejecucio´n. Si adema´s de cumplir con esta
condicio´n se cumple que es una llamada de intere´s, la sustitucio´n de la llamada no se hara´ por la
gene´rica emuPAPI OK, sino que por una espec´ıfica.
Por u´ltimo, es importante comentar la funcio´n de la API de Pin empleada para este propo´sito, y
es RTN ReplaceSignature, que se describe:
AFUNPTR LEVEL PINCLIENT::RTN ReplaceSignature(RTN replacedRtn, AFUNPTR replace-
mentFun, ...)
Reemplaza una rutina de la aplicacio´n por otra de la pintool. Esta nueva funcio´n no es
instrumentada. El prototipo de la funcio´n de reemplazo puede ser diferente de la funcio´n original,
esto permite poder pasar ma´s o menos para´metros.
replacedRtn: La rutina de la aplicacio´n a ser reemplazada
replacementFun: La funcio´n de reemplazo
...: Argumentos adicionales que son los para´metros a ser pasados a la funcio´n de reemplazo.
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Por u´ltmo, para obtener el valor de los para´metros con los que la aplicacio´n llama a PAPI, se
ha de utilizar el argumento IARG FUNCARG ENTRYPOINT VALUE seguido de la posicio´n del para´metro
empezando por 0. Por ejemplo, cuando no tenemos especial intere´s en una llamada e interponemos
la funcio´n emuPAPI OK no necesitamos ningu´n para´metro, pero cuando, por ejemplo interceptamos
PAPI Read necesitamos los argumentos que nos indique que´ me´trica quiere leer.
6.2.3 Funciones de reemplazo y comunicacio´n con el kernel de Sniper
Las funciones de reemplazo son las que realmente se ejecutan en lugar de las originales de la librer´ıa
de PAPI. Son mucho ma´s sencillas y en ningu´n caso intentan emular el comportamiento real.
La implementacio´n es por lo general sencilla, como por ejemplo para la funcio´n de reemplazo
emuPAPI OK, que simplemente retorna un 0. Pero existen otras un poco ma´s complejas que requieren
profundizar un poco ma´s en el conocimiento de las estructuras de PAPI y que requieren comunicacio´n
con el kernel de Sniper. El mejor ejemplo es la funcio´n de reemplazo de PAPI read (ve´ase code snipet
25).
En esta funcio´n, la aplicacio´n facilita un puntero donde han de almacenarse los valores de los
contadores que se han configurado (mediante eventsets) ordenados. Como ya hemos fijado en la
configuracio´n de extrae que´ contadores y en que´ orden los tenemos, podemos ignorar el resto de
para´metros. La pintool no tiene ninguna informacio´n sobre los modelos simulados puesto que es un
proceso completamente independiente del kernel de Sniper, por ello para obtenerlos se ha de comunicar
mediante la FIFO de comunicacio´n.
El manejo de la FIFO es completamente invisible a nosotros ya que tanto la pintool como Sniper
utilizan las clases sift reader y sift writer para acceder a ellas. Aprovechando toda la infraestruc-
tura desarrollada por los desarrolladores de Sniper, lo u´nico que se ha de hacer desde este extremo
de la FIFO es llamar al me´todo Emulate del sift writter levantado para el thread para el cual se
ha detectado una llamada a esta funcio´n, indica´ndole el tipo de dato que queremos obtener, es decir,
Sift::EmuTypePAPIRead, que es un tipo nuevo, tal y como se observa en la linea 9 del code snipet 25.
La llamada a Emulate es bloqueante, la ejecucio´n no continuara´ hasta haber obtenido los resultados.
En el otro extremo de la FIFO, sniper recibe el mensaje. Ha sido sencillo identificar en que lugar se
ha de responder a este mensaje y co´mo, ya que tal y como se ha dicho antes, toda la infraestructura de
comunicacio´n con sniper ya estaba programada, pero no solo eso. Sniper, originalmente ya se interpone
a una serie de llamadas a sistema e inyecta sus propios valores, por lo tanto lo u´nico que se ha tenido
que hacer ha sido an˜adir dos casos ma´s. La funcio´n handleEmuFunc que se halla implementada en
la clase TraceThread (SNIPER_ROOT/common/trace_frontend/trace_thread.cc) es la funcio´n a la
que en u´ltima instancia se llama para obtener los datos emulados. Los dos nuevos casos del switch
son los mostrados en el code snipet 26. Simplemente se obtienen los datos y se retornan mediante la
estructura, pasada por referencia, res.
La captura del nu´mero de ciclos no es inmediata, puesto que no existe una me´trica como en el
resto de casos. Au´n as´ı, obtener este valor es sencillo ya que tenemos, por un lado el tiempo de ciclo
y por otro el tiempo de ejecucio´n. Por lo tanto el nu´mero de ciclos es Texetc . Hay que tener en cuenta
que este me´todo no funcionara´ correctamente cuando nos encontremos ante modelos de procesadores
que puedan var´ıar de frecuencia durante la ejecucio´n, ya que el Texe es siempre desde el inicio de la
simulacio´n.
El resto de me´tricas son facilmente obtenibles mediante la clase StatsManager, que hace una
monitorizacio´n a nivel de core.
Una vez obtenidos estos valores de intere´s, al hacer return true, la infraestructura de comunicacio´n
se encarga de enviar estos datos. En este momento se desbloquea la operacio´n bloqueante en la rutina
de reemplazo y por u´ltimo se retornan los valores a la aplicacio´n, que en este caso es Extrae.
6.3 Intercepcio´n de clock gettime
Por u´ltimo, la me´trica ma´s importante para extrae es el tiempo de ejecucio´n. Gracias a e´sta puede
situar los eventos que instrumenta en el tiempo. Como las me´tricas antes descritas, nuestro intere´s es
92
CAPI´TULO 6. MODIFICACIO´N DE SNIPER PARA OFFLINE/APPLICATION-DRIVEN
obtener las que los modelos de Sniper esta´n calculando y no las de la ma´quina real.
Originalmente, Sniper se interpone a una serie de llamadas a sistema e inyecta sus valores. Entre
estas llamadas a sistema se encuentra clock gettime. El siguiente paso es evidente, y es que tenemos
que asegurarnos que extrae acceda al tiempo de ejecucio´n mediante esta llamada a sistema. Para
poder garantizar e´sto, se ha de compilar sniper habie´ndo ejecutado su configuracio´n con el siguiente
flag activado: --enable-posix-clock que fuerza a que se use el reloj POSIX mediante la llamada
clock gettime.
Hasta aqu´ı parece todo correcto y que no es necesaria ninguna modificacio´n. Esto no es del todo
cierto. El problema viene cuando en nuestro sistema tenemos instalada una versio´n de librt igual
o superior a 2.19. En esta versio´n, esta llamada a sistema pasa de presentarse como un s´ımbolo
’T’ (000042f0 T clock gettime, librt 2.11), que indica que se encuentra implementado en la propia
librer´ıa, a ser un s´ımbolo ’i’ (00004b60 i clock gettime, librt 2.19), que indica que es una funcio´n
indirecta, entre otras cosas, que no se encuentra implementada en esta librer´ıa.
Pin u´nicamente recorre las rutinas implementadas para cada librer´ıa, es decir, las identificadas con
una ’T’, y es por esto, que a causa de esta diferencia en las diferentes versiones de la librer´ıa librt,
cuando tenemos una versio´n igual o superior a 2.19, la llamada en cuestio´n no es encontrada y por lo
tanto jama´s es instrumentada, dando lugar a que extrae obtenga los tiempos de la ma´quina real que
esta´n obviamente desvirtuados por la propia ejecucio´n de Sniper.
Para las nuevas versiones, esta llamada a sistema se encuentra implementada en la librer´ıa libc
pero con el nombre clock gettime, por lo tanto la solucio´n pasa por, en vez de buscar la llamada
clock gettime para instrumentarla, hagamos lo propio con la clock gettime. En el code snipet 27
puede verse la rutina de instrumentacio´n de llamadas a sistema donde puede apreciarse la modificacio´n
efectuada.
6.4 Integracio´n de Extrae
Una vez ya se han aplicado las modificaciones de las secciones anteriores, Extrae ya obtiene tiempos y
contadores hardware correctos. Au´n as´ı se han tenido que hacer una serie de ajustes para mejorar la
integracio´n de Extrae. Esta integracio´n consiste en 4 grandes modificaciones, i) evitar la simulacio´n
de las instrucciones de Extrae en modo detallado ii) detectar los wrappers de Extrae en vez de las
rutinas de la librer´ıa de MPI, que indican el inicio y final de la ROI impl´ıcita en aplicaciones MPI
iii) generar eventos paraver al inicio y final de las ROI iv) y modificar la manera en la que se finaliza
la simulacio´n de aplicaciones MPI en Sniper.
En las tres primeras modificaciones, se ha de hacer instrumentacio´n y ana´lisis extra de la aplicacio´n.
Para evitar tener que hacer este ana´lisis cada vez que se quiera simular independientepente de si extrae
esta´ o no presente, se ha an˜adido un nuevo para´metro a la pintool. Este nuevo para´metro es -extrae y
ha de ser 0 cuando no esta´ presente, 1 cuando esta´ presente y se instrumenta una aplicacio´n programada
en C/C++ y 2 cuando esta´ presente y se instrumenta una aplicacio´n Fortran. Para facilitar el uso al
usuario se ha decidido aprovechar el script record-trace, que es el script que lanza las pintools y que es
ejecutado desde el otro stript run-sniper que se utiliza para parametrizar y preparar el ecosistema. Lo
modificacio´n, tal y como se observa en el code snipet 28, consiste en comprovar la variable de entorno
LD PRELOAD (almacenada en la variable preload) y en funcio´n de su valor, establecer el para´metro
correcto. Este para´metro sera´ provisto en el comando u´ltimo que lanza la pintool.
Para mejorar el entendimiento de algunos code snipet que se vera´n a continuacio´n, se ha de
tener en cuenta que para acceder al valor de este para´metro se ha de hacer mediante la expresio´n
KnobExtraePreLoaded.Value().
6.4.1 Ignorando instrucciones de Extrae en modo detallado
Cuando instrumentamos una aplicacio´n con Extrae, obviamente se an˜ade un pequen˜o overhead debido
a la ejecucio´n extra de instrucciones. Este overhead que es mı´nimo, implican un pequen˜o error a la
hora de hacer las medidas, el efecto es algo similar a lo que postula el principio de incertidumbre de
Heisenberg, y es que la medida siempre acaba perturbada por el propio sistema de medicio´n.
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Cuando estamos simulando, lo que en un sistema real podr´ıa tardar del orden de un ms, en la
simulacio´n puede llegar a durar un tiempo del orden de los segundos. Por lo tanto estos pequen˜os
overheads se empiezan a volver ma´s grandes y los tiempos de simulacio´n pueden verse incrementados en
segundos o incluso en minutos (dependiendo del taman˜o de la ejecucio´n). Para minimizar el tiempo de
simulacio´n se propone que las instrucciones de Extrae no sean procesadas por los modelos de simulacio´n
de Sniper, puesto que a parte de no tener ningu´n intere´s para las mediciones, esta´ incrementando el
tiempo de simulacio´n. Un efecto lateral de esta solucio´n, es que al no simular las instrucciones de
Extrae, e´ste no perturba las mediciones y por lo tanto estamos incrementando la precisio´n de los
resultados del mismo.
6.4.1.1 Implementacio´n
La pintool de Sniper, que se encarga de instrumentar la ejecucio´n y alimentar al kernel con los datos
obtenidos, ba´sicamente lo que hace es que, cuando e´ste se encuentra en modo detallado de simulacio´n,
instrumenta todas y cada una de las instrucciones de la aplicacio´n, entre las cuales se encuentran las
de extrae. As´ı que el cambio es simplemente dejar de instrumentar las que pertenecen a extrae, esto
evita que tengamos que realizar ningu´n cambio ma´s en el kernel de sniper.
El me´todo utilizado es el mismo que el empleado en el desarrollo de la pintool descrita en la seccio´n
4.2.1.2. Por lo tanto, del mismo modo que se hace all´ı, aqu´ı primero se identifica en que´ espacio de
direcciones se encuentra alocatada la imagen de Extrae, y a la hora de instrumentar una instruccio´n,
se comprueba si es de Extrae o no, y en caso afirmativo, simplemente se ignora.
6.4.2 Modificacio´n de la deteccio´n de la ROI impl´ıcita para aplicaciones
MPI
Una ROI, en Sniper, identifica la regio´n de la ejecucio´n que va a simularse en modo detallado. Cuando
se quiere simular una aplicacio´n MPI, Sniper aplica una ROI por defecto que empieza en la salida del
MPI Init y finaliza en la entrada del MPI Finalize. Cuando se esta´ instrumentando con Extrae una
aplicacio´n, recordemos que se esta´n interponiendo sus wrappers, que tienen el mismo prototipo y esto
supone algu´n problema.
En el code snipet 29 podemos ver la rutina que se encarga de identificar la ROI de una aplicacio´n
MPI. Esta rutina se ejecuta en callback para cada una de las rutinas de la aplicacio´n, sin hacer
distinciones de si esta´ implementada en la librer´ıa MPI o no. En principio esto es correcto ya que esta
funcio´n no puede estar implementada en otro lugar que no sea MPI, pero cuando utilizamos extrae, la
cosa cambia.
Si mantenemos esta versio´n, la pintool detectara´ ma´s de una entrada a la ROI y ma´s de una salida,
lo que es un comportamiento inapropiado. Detectara´ como entrada a la ROI tanto las salidas de
MPI Init de la librer´ıa MPI como de la de Extrae, y lo mismo con el MPI Finalize.
Para evitarlo, aplicamos la misma filosof´ıa del punto anterior, detectar en este caso rutinas, si
pertenecen o no a la imagen de Extrae. En caso negativo, ignoramos, en caso positivo, comprobamos
si es la rutina de inicio o final de MPI e instrumentamos en consecuencia. En el code snipet 30 vemos
la nueva versio´n del co´digo.
Adicionalmente a lo comentado, cabe destacar que se esta´n teniendo en cuenta las rutinas con
nombre * Wrapper. Extrae, interpone sus llamadas a MPI, que evidentemente comparten el mismo
prototipo con las originales, pero una vez dentro de estas rutinas, llama a la rutina con el mismo
nombre pero finalizada con este sufijo. Estas rutinas tambie´n son detectadas por la pintool y podr´ıan
provocar del mismo modo que antes, ma´s de un inicio y ma´s de un final de la ROI, por ello se ha
de controlar. Para ahorrarnos la evaluacio´n de ma´s expresiones en los condicionales presentes en esta
funcio´n, se decidio´ que cuando la librer´ıa cargada de extrae fuese para instrumentar Fortran, las rutinas
que indican inicio y final fuesen las habituales pero que contuviesen el mencionado sufijo. Si no se
hubiese hecho as´ı, deber´ıamos comprobar los nombres para las rutinas en Fortran que son, por ejemplo,
para MPI Init, mpi init.
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6.4.3 Generando eventos paraver al inicio y final de una ROI
La implementacio´n de esta modificacio´n es ide´ntica a la realizada para la pintool propia, descrito en
la seccio´n 4.2.1.3.
6.4.4 Modificando la finalizacio´n original de la simulacio´n en aplicaciones
MPI
Al finalizar una ROI, Sniper considera la aplicacio´n como finalizada. En el caso de MPI, el final de esa
ROI es justo al inicio de MPI Finalize y por lo tanto es en ese momento en el que da la aplicacio´n como
terminada, es decir, en el momento en que un rank empiece a ejecutar su MPI Finalize, la aplicacio´n
termina. Esto es un problema cuando estamos utilizando extrae debido a que e´ste hace un post-proceso
de todos los datos obtenidos en el wrapper de esta rutina, y si Sniper termina la aplicacio´n antes de
e´sto, jama´s podremos obtener la traza.
Para finalizar la aplicacio´n, la pintool env´ıa al kernel de Sniper el mensaje de que ha detectado la
llamada a sistema SYS EXIT GROUP lo que provoca la finalizacio´n de todos los ranks aunque estos no
hayan alcanzado su propio MPI Finalize lo que es ya de por si otro problema.
La solucio´n propuesta es que, cuando una aplicacio´n sea MPI, no se env´ıe ese mensaje de finalizacio´n
de la aplicacio´n, sino que simplemente se cambie el modo de simulacio´n a un modo no detallado.
En el code snipet 31 vemos la modificacio´n realizada. Se ha envuelto las instrucciones causantes
de la finalizacio´n de la aplicacio´n por un condicional que evalu´a si la ROI es la ROI impl´ıcita de MPI,
que en definitiva significa que la aplicacio´n es MPI.
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1 void imgCallback(IMG img, VOID *v)
2 {
3 if (IMG_Name(img).find("libpapi") == string::npos)
4 return;
5
6 for (SEC s=IMG_SecHead(img); SEC_Valid(s); s=SEC_Next(s))
7 {
8 for (RTN rtn=SEC_RtnHead(s); RTN_Valid(rtn); rtn=RTN_Next(rtn))
9 {
10 string routine_name = RTN_Name(rtn);
11
12 if (routine_name.find("PAPI_") != string::npos)
13 {
14 if (routine_name.find("PAPI_start") != string::npos)
15 RTN_ReplaceSignature(rtn, AFUNPTR(emuPAPI_start),
IARG_THREAD_ID, IARG_END);↪→
16 else if (routine_name.find("PAPI_read") != string::npos)
17 RTN_ReplaceSignature(rtn, AFUNPTR(emuPAPI_read), IARG_THREAD_ID,
18 IARG_FUNCARG_ENTRYPOINT_VALUE, 0,
IARG_FUNCARG_ENTRYPOINT_VALUE, 1, IARG_END);↪→










25 else if (routine_name.find("PAPI_library_init") != string::npos)
26 RTN_ReplaceSignature(rtn, AFUNPTR(emuPAPI_library_init),
27 IARG_THREAD_ID, IARG_FUNCARG_ENTRYPOINT_VALUE, 0,IARG_END);
28 else if (routine_name.find("PAPI_get_event_info") != string::npos)
29 RTN_ReplaceSignature(rtn, AFUNPTR(emuPAPI_get_event_info),
30 IARG_FUNCARG_ENTRYPOINT_VALUE, 0, IARG_FUNCARG_ENTRYPOINT_VALUE,
1, IARG_END);↪→
31 else
32 RTN_ReplaceSignature(rtn, AFUNPTR(emuPAPI_OK), IARG_THREAD_ID,
IARG_END);↪→
33 }}}}
Code Snipet 24: Callback a nivel de imagen para intercepcio´n de llamadas a PAPI.
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8 req.papi.eventset = EventSet;




12 for(unsigned int i = 0; i < NUM_PAPI_COUNTERS; i++)




Code Snipet 25: Funcio´n de reemplazo de PAPI read.
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1 case Sift::EmuTypePAPIstart:
2 {
3 m_papi_counters = new long long[NUM_PAPI_COUNTERS];
4 for(unsigned int i = 0; i < NUM_PAPI_COUNTERS; i++)








12 SubsecondTime cycles_fs = getCurrentTime();
13 // Convert SubsecondTime to cycles in global clock domain
14 const ComponentPeriod *dom_global =
Sim()->getDvfsManager()->getGlobalDomain();↪→
15 UInt64 cycles = SubsecondTime::divideRounded(cycles_fs, *dom_global);
16
17 m_papi_counters[PAPI_TOT_CYC] = cycles;
18
19 UInt64 load_misses_l1d = Sim()->getStatsManager()->getMetricObject("L1-D",
m_thread->getCore()->getId(), "load-misses")->recordMetric();↪→
20 UInt64 store_misses_l1d= Sim()->getStatsManager()->getMetricObject("L1-D",
m_thread->getCore()->getId(), "store-misses")->recordMetric();↪→
21
22 UInt64 load_misses_l2 = Sim()->getStatsManager()->getMetricObject("L2",
m_thread->getCore()->getId(), "load-misses")->recordMetric();↪→
23 UInt64 store_misses_l2 = Sim()->getStatsManager()->getMetricObject("L2",
m_thread->getCore()->getId(), "store-misses")->recordMetric();↪→
24
25 UInt64 load_misses_l3 = Sim()->getStatsManager()->getMetricObject("L3",
m_thread->getCore()->getId(), "load-misses")->recordMetric();↪→




29 m_papi_counters[PAPI_L1_DCM] = load_misses_l1d + store_misses_l1d;
30 m_papi_counters[PAPI_L2_DCM] = load_misses_l2 + store_misses_l2;





35 for(unsigned i = 0; i < NUM_PAPI_COUNTERS; i++)




Code Snipet 26: Callback a nivel de imagen para intercepcio´n de llamadas a PAPI.
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179 static void rtnCallback(RTN rtn, VOID *v)
180 {
181 std::string rtn_name = RTN_Name(rtn);
182
183 if (rtn_name == "sched_getcpu")
184 RTN_ReplaceSignature(rtn, AFUNPTR(emuGetCPU), IARG_THREAD_ID, IARG_END);
185 else if (rtn_name == "get_nprocs" || rtn_name == "__get_nprocs")
186 RTN_ReplaceSignature(rtn, AFUNPTR(emuGetNprocs), IARG_THREAD_ID, IARG_END);
187 else if (rtn_name == "get_nprocs_conf" || rtn_name == "__get_nprocs_conf")
188 RTN_ReplaceSignature(rtn, AFUNPTR(emuGetNprocs), IARG_THREAD_ID, IARG_END);
189 else if (rtn_name == "clock_gettime" || rtn_name == "__clock_gettime")
190 RTN_ReplaceSignature(rtn, AFUNPTR(emuClockGettime), IARG_THREAD_ID,
191 IARG_FUNCARG_ENTRYPOINT_VALUE, 0,
IARG_FUNCARG_ENTRYPOINT_VALUE, 1, IARG_END);↪→
192 else if (rtn_name.find("gettimeofday") != std::string::npos)




196 // save pointers to functions we’ll want to call through
PIN_CallApplicationFunction↪→
197 if (rtn_name == "exit") ptr_exit = RTN_Funptr(rtn);
198 }
Code Snipet 27: Rutina de instrumentacio´n de llamadas a sistema modificada.
173 # Determine if extrae is preloaded
174 if not preloaded is None:
175 if "trace.so" in preloaded:
176 extrae="-extrae 1"
177 elif "tracef.so" in preloaded:
178 extrae="-extrae 2"
179 use_routine_tracing=0
Code Snipet 28: Co´digo an˜adido a record-trace.py que indica a la pintool de Sniper la presencia de
extrae.
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187 std::string rtn_name = RTN_Name(rtn);
188 if (rtn_name.find("MPI_Init") != string::npos &&
rtn_name.find("MPI_Initialized") == string::npos) // Actual name can be





191 RTN_InsertCall(rtn, IPOINT_AFTER, AFUNPTR(handleRoutineImplicitROI),
IARG_THREAD_ID, IARG_BOOL, true, IARG_END);↪→
192 RTN_Close(rtn);
193 }
194 if (rtn_name.find("MPI_Finalize") != string::npos)
195 {
196 RTN_Open(rtn);
197 RTN_InsertCall(rtn, IPOINT_BEFORE, AFUNPTR(handleRoutineImplicitROI),





Code Snipet 29: Deteccio´n de la ROI implicita para aplicaciones MPI original.
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234 BOOL in_extrae = rtn_in_extrae(rtn);





240 BOOL aux_wrapper = rtn_name.find("_Wrapper") == string::npos;
241
242 if (KnobExtraePreLoaded.Value() != 0)
243 {
244 could_instruments = in_extrae || (extrae_image.linked == false);
245 if (KnobExtraePreLoaded.Value() == 2) // Fortran version




250 could_instruments = true;
251 aux_wrapper = true;
252 }
253
254 if (rtn_name.find("MPI_Init") != string::npos &&
255 rtn_name.find("MPI_Initialized") == string::npos && // Actual name can be





260 RTN_InsertCall(rtn, IPOINT_AFTER, AFUNPTR(handleRoutineImplicitROI),
IARG_THREAD_ID, IARG_CONTEXT, IARG_BOOL, true, IARG_END);↪→
261 RTN_Close(rtn);
262 }





268 RTN_InsertCall(rtn, IPOINT_BEFORE, AFUNPTR(handleRoutineImplicitROI),




Code Snipet 30: Deteccio´n de la ROI implicita para aplicaciones MPI modificado.
92 if (!KnobMPIImplicitROI.Value())
93 {
94 // Send SYS_exit_group to the simulator to end the application
95 syscall_args_t args = {0};
96 args[0] = 0; // Assume success
97 thread_data[threadid].output->Syscall(SYS_exit_group, (char*)args, sizeof(args));
98 thread_data[threadid].output->End();
99 }




El u´ltimo paso en el proceso de la simulacio´n multiescala para las estrategias oﬄine es la simulacio´n
de las comunicaciones que se corresponde con la parte de simulacio´n de Dimemas. En este punto ya
tenemos disponible, en una base de datos sqlite3, las me´tricas de todas las ra´fagas de CPU. Tambie´n
tenemos disponible la traza post-procesada, donde esta´n marcadas las regiones que han sido simuladas
por Sniper. Para esto, se han de aplicar una serie de modificaciones. Para entender mejor estas
modificaciones se ha de entender, aunque no hace falta en gran profundidad, la estructura interna de
Dimemas. Ve´ase 1.2.1.1.
Dimemas, a parte de simular las comunicaciones, ha de realizar dos tareas extra. i) Cada vez
que se encuentre con una operacio´n que indique que la ra´faga ha sido simulada por Sniper (op id
= 10001) ha de consultar a la base de datos de los resultados de Sniper e inyectar el tiempo. ii) y
adicionalmente tendra´ que generar los eventos necesarios para inyectar en la traza final los contadores
hardware obtenidos durante la simulacio´n.
7.1 Inyectando los tiempos simulados por Sniper en la traza
de Dimemas
El primer paso es modificar dimemas de tal manera que pueda reconocer el nuevo tipo de operaciones.
Para ello se ha tenido que modificar el co´digo que se encarga de interpretar una operacio´n codificada
en un fichero de traza. Por otro lado, se ha tenido que modificar la estructura que identifica una accio´n
(recordemos que esto es una operacio´n de la traza) an˜adiendo un nuevo campo llamado SNIPER Regid,
el cual va a contener el pinball id que se indique en la operacio´n de Sniper le´ıda.
Una vez la capa de software encargada de la lectura de la traza ya ha generado las estructuras
necesarias para que la siguiente capa pueda interpretar los datos, se va a proceder a la consulta de la
base de datos que contiene las me´tricas extra´ıdas de la simulacio´n. La consulta se realiza mediante la
API para C de sqlite3 y por lo tanto, es tan sencillo como lanzar el siguiente sql:
SELECT * FROM performance report WHERE thread id=’(threadId)’ and
region id=’(regionId)’
Donde (threadId) es identificador del rank y regionId es el identificador de la pinball que ha sido
extra´ıdo de la operacio´n de la traza. En este punto ya hemos obtenido todas las me´tricas simuladas
en Sniper.
Se ha tomado la decisio´n de desarrollar todo lo referente a la consulta de la base de datos como
una librer´ıa externa a dimemas. El motivo fundamental ha sido para mantener coherencia con su
estructura considerando que la nueva lo´gica forma parte de un modelo externo de cpu, siguiendo como
ejemplo las modificaciones que han sido aplicadas anteriormente con motivo de an˜adir soporte para un
modelo externo de comunicaciones (IBM Venus).
La funcio´n desarrollada para la consulta a la base de datos se define:
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int get external cpu sim report(int ptask, int task, int region id, char * architecture, compute t
*result )
ptask : Es el identificador del proceso.
task : Es el identificador del thread. Aunque realmente el valor que se toma como “thread id” para
la consulta es ptask ya que actu´a como rank id. Por lo tanto actualmente este para´metro
no se utiliza al ser todos los ranks single-threaded.
region id : Identifica la regio´n de co´mputo.
architecture: Actualmente no se utiliza pero la idea original ha sido la de poder tener bases de
datos con me´tricas de diferentes arquitecturas.
result : Puntero hacia una estructura compute t (estructura interna de Dimemas) donde se
guardara´n todas las me´tricas consultadas.
Tal y como se observa en la descripcio´n justamente anterior, el resultado se almacena en una
estructura de tipo compute t. E´sta es una estructura interna de dimemas y sirve para almacenar la
informacio´n relacionada con las regiones de co´mputo que hasta ahora u´nicamente ha sido la duracio´n o
cpu time. Por tal de poder almacenar todas las me´tricas obtenidas por Sniper, la estructura ha tenido
que ser modificada y ahora tiene el aspecto:
struct t_compute
{









Por u´ltimo, la estrategia a seguir ha sido la de tratar esta accio´n de tipo SNIPER Regid como
una accio´n habitual de WORK. Cuando se retorna de la funcio´n READ get next action (que es la
encargada de cargar la siguiente accio´n) el resto de la lo´gica de Dimemas no vera´ si la nueva accio´n a
sido de SNIPER, sino que un WORK y lo tratara´ como tal, pero con el tiempo obtenido de Sniper.
As´ı que desde aqu´ı, la ejecucio´n de Dimemas es completamente igual a la original.
7.2 Inyectando los contadores hardware en la traza final
Tal y como esta´n configuradas las vistas de paraver, los eventos que contienen los hardware counters
han de situarse al final de una ra´faga de CPU. Por lo tanto, la escritura a la traza resultante ha de
realizarse despue´s de haber sumado la duracio´n de la ra´faga de CPU para que se genere en el instante
correcto.
Cuando Dimemas procesa un action WORK, sabe que durante el tiempo que dure la regio´n de
ca´lculo este thread no realizara´ ninguna otra operacio´n MPI, por lo tanto lo u´nico que hace es programar
un evento futuro justo cuando termine esta ra´faga de CPU. Cuando se procese este evento, se cargara´
nueva action que forzosamente sera´ una operacio´n MPI. Sabemos que es justo antes de procesar este
nuevo action cuando hemos de incrustar los eventos HWC en la traza Paraver resultante, pero el
problema es que en ese instante ya no tenemos disponible la estructura WORK, que contiene los datos,
ya que se ha eliminado antes. Por tal de subsanar este problema, el desarrollo realizado consiste en:
i) Antes de que la estructura action se elimine para programar el nuevo evento, se hace una copia.
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ii) La estructura thread, que es la que mantiene toda la informacio´n del thread, es la que contiene
un puntero a la estructura action. Adicionalmente tiene un puntero denominado last action y
que despue´s de hacer una revisio´n por el co´digo, se ve como no es utilizada en ningu´n sitio
actualmente y por lo tanto pasa a servir a nuestra causa. Este campo ahora apuntara´ a la copia
del action realizada en el punto anterior.
iii) Originalmente, el nuevo evento que se programa es del tipo M SH, que significa que el evento
ha de ser procesado por el scheduler principal. Esto se modifica y el evento pasa a ser del tipo
M PAR HWC.
iv) El nuevo evento va a ser procesado cuando los eventos que tienen lugar antes que e´ste han
sido procesados. En ese instante es justo el momento en que hemos de escribir estos val-
ores a la traza de Paraver y esto es lo que hacemos. En el code snipet 32 se observa para
que hemos an˜adido un nuevo tipo de evento. Gracias a esto, justo antes de pasar a ser poce-







339 struct t_action * sniper_action = event->thread->last_action;
340
341 unsigned long long event_types[5] = {
342 42000050, // Instr
343 42000059, // Cycles
344 42000000, // L1DCM
345 42000002, // L2DCM















359 SCHEDULER_general (SCH_TIMER_OUT, event->thread);
360 break;
361 ...
Code Snipet 32: Nuevo event module para procesado de eventos en dimemas.
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Caso de uso y ana´lisis
En este cap´ıtulo se tratara´ un caso de uso real. Este caso de uso consistira´ en simular mediante
la metodolog´ıa desarrollada durante todo el proyecto, todos los benchmarks MPI de los que la suite
NPB. Estas simulaciones se hara´n tanto para la estrategia oﬄine/application-driven como para la
oﬄine/pinball-driven y a parte de dejar constancia y documentar todos los procedimientos necesar-
ios para obtener los resultados, e´stos sera´n analizados y aprovechados para validar los desarrollos
realizados.
Lejos de tratar de ser una gu´ıa de uso, s´ı que se tratara´ de ilustrar los pasos a seguir, desde
la obtencio´n de los inputs hasta el ana´lisis del resultado final. Adicionalmente a todo el software
modificado y desarrollado que se ha explicado durante todo el proyecto se han realizado pequen˜as
herramientas para intentar facilitar au´n ma´s todo el proceso. Estas pequen˜as herramientas ba´sicamente
lo que hacen es parametrizar automa´ticamente aquellos para´metros que esta´n fijados y que para todos
los casos son los mismos.
8.1 Scripts adicionales
Los scripts adicionales se han desarrollado para agilizar el uso del software cuando su parametrizacio´n
es ma´s o menos constante en todos los casos. Si por ejemplo de 10 para´metros, u´nicamente vamos
variando 2, el resto puede fijarse.
Los scripts adicionales desarrollados son:
i) logger.sh: Parametriza Pin y la pintool desarrollada para generar las pinballs de las regiones
de co´mputo necesarias para la simulacio´n en Sniper. Adema´s, carga Extrae para extraer, de la
misma vez, la traza para Dimemas. Su Usage() es:
Usage(): ./logger.sh <nprocs> <binary> [<binary args>]
ii) loggerf.sh: La misma filosof´ıa que en el punto anterior pero para las aplicaciones Fortran.
iii) sniper.sh: Lanza simulaciones application-driven sobre Sniper del binario pasado por para´metro.
Adema´s, si se quiere tracear la simulacio´n para obtener la traza Dimemas, puede combinarse con
los scripts trace[f].sh del siguiente modo:
./trace.sh ./sniper.sh <nprocs> <program> [<program-args...>]
Contrariamente, simplemente obtendremos los resultados genu´ınos de Sniper. Su Usage() es:
Usage(): ./sniper.sh <nprocs> <program> [<program-args...>]
iv) trace.sh: Script que hace preload de la librer´ıa de Extrae para instrumentar aplicaciones MPI
escritas en C. La forma de uso es:
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Benchmark Parameter Value
CG
no. of rows 1400
no. of nonzeros 7
no. of iterations 15
eigenvalue shift 10
EP no. of random-number pairs 224
FT
grid size 64 x 64 x 64
no. of iterations 6
IS
no. of keys 2
key max. value 211
MG
grid size 32 x 32 x 32
no. of iterations 4
BT
grid size 12 x 12 x 12
no. of iterations 60
time step 0.01
LU
grid size 12 x 12 x 12
no. of iterations 100
time step 0.5
SP
grid size 12 x 12 x 12
no. of iterations 100
time step 0.015
Tabla 8.1: Taman˜o de problema S para NPB.
mpirun -n <processes> trace.sh <binary> <binary-args>
v) tracef.sh: Script que hace preload de la librer´ıa de Sniper para instrumentar aplicaciones MPI
escritas en Fortran.
8.2 Benchmarks: Nas Parallel Benchmarks
Los benchmarks escogidos para las simulaciones son los contenidos en la suite de benchmarks NPB1.
En la siguiente lista se muestran todos estos benchmarks, adema´s se hace una pequen˜a resen˜a de cada
uno:
i) IS: Integer sort, acceso aleatorio a memoria.
ii) EP: Embarazosamente paralelo.
iii) CG: Conjugate Gradient, acceso a memoria
y comunicaciones irregular.
iv) MG: Multi-grid en una secuencia de mallas,
largas y pequen˜as longitudes entre comuni-
caciones. Intensivo en memoria.
v) FT: 3D discrete Fast Fourier transform, co-
municaciones all-to-all.
vi) BT: Block tri-diagonal solver.
vii) SP: Scalar penta-diagonal solver.
viii) LU: Lower-upper Gauss-Siedel solver.
Todos ellos han sido compilados para una ejecutarse en 4 MPI ranks y para resolver un taman˜o de
problema S (ve´ase tabla 8.1, fuente2), es decir pequen˜o (small for quick test purpouses).
8.3 Configuracion de los simuladores
Para todas las simulaciones en esta seccio´n, la configuracio´n de los modelos de ambos simuladores esta´
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8.3.1 Configuracio´n de Dimemas
Una configuracio´n ba´sica de Dimemas puede realizarse mediante comandos. Cuando se requiere una
configuracio´n fine tuned se realiza mediante el fichero de configuracio´n de Dimemas.
El valor de los para´metros que se establecen para estos experimentos obedecen a una configuracio´n
ideal. Es decir, que consideramos que el ancho de banda es infinito, la latencia nula y no existe
contencio´n, por lo tanto las comunicaciones sera´n instantaneas. Habitualmente se utiliza esta config-
uracio´n para identificar problemas en el balanceo de carga, y conocer cual es el ma´ximo de mejora si
u´nicamente modificamos la red. Adema´s de esto, consideramos u´nicamente el protocolo de comuni-
cacio´n Rendez Vous. Se ha elegido esta configuracio´n por ya que nuestro intere´s no esta´ en validar las
simulaciones de Dimemas, puesto que ya esta´ ampliamente validado.
8.3.2 Configuracio´n de Sniper
La configuracio´n escogida para Sniper es la que modela el procesador Xeon X5550 Gainestown3. El
fichero de configuracio´n puede encontrarse en el paquete de Sniper en la localizacio´n SNIPER_ROOT/
config/gainestown.cfg. Algunos para´metros importantes se muestran en la tabla 8.2.
Nuestro propo´sito es comparar los tiempos de simulacio´n entre las dos estrategias desarrolladas.
Por esto hemos escogido la configuracio´n que esta´ ma´s detallada y es ma´s fiable respecto al procesador
real de todas las configuraciones de ejemplo disponibles para Sniper.
8.4 Simulando para la oﬄine/application-driven
Como ya se ha dicho en la seccio´n 3.5, esta alternativa finalmente decidio´ ser implementada para poder
comparar los resultados de la alternativa principal (oﬄine/pinball-driven). Por lo tanto los resultados
aqu´ı obtenidos nos servira´n tambie´n para ma´s adelante. Adema´s, gracias a este desarrollo se puede
analizar con Paraver y el resto de las herramientas de performance tools del BSC toda la ejecucio´n
simulada por Sniper.
8.4.1 Simulacio´n de las regiones de ca´lculo
Hemos de recordar que en la seccio´n 6.2 se ha fijado como se ha de configurar Extrae por tal de obtener
los contadores hardware, esto ha de ser tal y como se indica en el code snipet 23.
Una vez ya tenemos Extrae configurado correctamente, lanzamos el siguiente comando:
./trace[f].sh ./sniper.sh <binary>
Este comando parametriza y lanza Sniper para la simulacio´n del binario y la extraccio´n de la traza
Paraver. Una vez finalizada la simulacio´n generara´ dos carpetas, out-extrae y out-sniper. Tal y
como indican sus nombres, en la primera se almacenan todos los ficheros generados por extrae y en la
segunda los generados por sniper. La traza de Paraver estara´, evidentemente, en la primera.
Una vez tenemos la traza paraver, (mediante mpi2prv si no esta´ activado el merger automa´tico en
Extrae), creamos la traza Dimemas mediante el traductor de trazas prv2dim el cual tiene el usage:
Usage: mpi2prv -f file.mpits [-o <OutputFile>] [otheroptions]
8.4.2 Simulacio´n de las comunicaciones
Una vez tenemos disponible la traza Dimemas, simplemente hemos de simularla de la manera habitual.
Es decir, mediante un comando igual al siguiente:
Dimemas --dim <dimemas-trace> -p <output.prv> ideal.cfg
3http://ark.intel.com/products/37106
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Core Frequency 2.66 GHz
Branch predictor
Type Pentium M
Penalty on misspredict 8 cycles
Cache
Levels 3





Data acces time 4 cycles







Data acces time 4 cycles







Data acces time 8 cycles
Tags acces time 3 cycles
Shared cores 1
Writethrough No





Data acces time 30 cycles
Tags acces time 10 cycles
Shared cores 4
Writethrough No
Tabla 8.2: Algunos para´metros para la configuracio´n Xeon X5550 Gainestown de Sniper.
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8.4.3 Resultados
En el histograma (a) de la figura 8.1 observamos los tiempos de todos los benchmarks simulados.
8.5 Simulando para oﬄine/pinballs-driven
En esta seccio´n se muestra el mismo caso de uso que la seccio´n anterior pero ahora la simulacio´n se va
a realizar siguiendo la estrategia oﬄine/pinballs-driven.
Esta estrategia de simulacio´n requiere un paso extra con respecto a la de la seccio´n anterior y es
que necesitamos obtene el input de Sniper. Por lo tanto, los pasos a seguir son.
i) Obtencio´n de traza de Dimemas y pinballs de Sniper
ii) Simulacio´n de las regiones de co´mputo
iii) Simulacio´n de las comunicaciones
8.5.1 Obtencio´n de los inputs de los simuladores
Tanto la traza Dimemas como las pinballs para Sniper han de ser generadas antes de continuar con la
simulacio´n. Adema´s ambas han de ser extra´ıdas de la misma ejecucio´n para garantizar que para los
dos inputs se describe inequivocamente la misma ejecucio´n. Si se hiciese en dos pasos podr´ıan haber
problemas para las aplicaciones que impliquen no determinismo.
El comando utilizado es:
logger.sh 4 <binary> [<binary args>]
Cuando la ejecucio´n finaliza, obtendremos en el directorio donde se haya lanzado este comando, las
siguientes carpetas:
i) out-extrae: Contiene todos los ficheros generados por Extrae. En este directorio se encontrara´
la traza Paraver.
ii) out-sniper: Contiene las salidas generadas por Sniper.
iii) pinballs (binary-name) timestamp: Contiene todas las pinballs nombradas del siguiente modo:
(binary-name) rank-id region-id
8.5.2 Simulando las regiones de ca´lculo
Recordemos que se han de simular todas las pinballs de cada rank de manera secuencial, y que la
solucio´n aportada por este proyecto ha sido mediante una nueva capa de software denominada sift proxy
(ve´ase seccio´n 5.3). Esta solucio´n requiere de un input especial que consiste en ficheros que proporcio-
nan informacio´n acerca de que pinballs pertenecen a que´ rank y en que´ orden, los .pprox (ve´ase seccio´n
5.3.2.1). En la misma seccio´n se explica como generar estos ficheros. Una vez generados ya podemos
realizar las simulaciones con Sniper.
Si se quieren simular todos los ranks en el mismo nodo, la forma del comando ser´ıa:
run-sniper -n N -c gainestown --sim-end=last
--pinballs-proxy=rank0.pprox,..,rankN.pprox
En el caso contrario, en que queramos un rank por nodo tendr´ıamos que lanzar tantas instancias de
Sniper como ranks.
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Figura 8.1: Tiempos de la simulacio´n de NPB.
La ejecucio´n generara´ ficheros del tipo checkpoints appN.out, donde N es el cardinal del .pprox.
Es decir, si el primer pprox es el rank0.pprox, los datos de las simulaciones para las pinballs de este
rank estara´n en checkpoints app0.out
Por u´ltimo, estos ficheros hemos de transformarlos a un input va´lido para Dimemas. Esto se
consigue mediante el comando:
text-to-sqlite3 rank0.pprox .. rankN.pprox dimemasin.sqlite3
8.5.3 Simulando las regiones de comunicaciones
De la extraccio´n del input hemos obtenido una traza Paraver. Esta traza Paraver tiene las regiones
que han sido loggeadas en pinballs marcadas. El siguiente paso es traducir esta traza Paraver en una
traza Dimemas, y esto se consigue mediante el comando:
prv2dim trace.prv trace.dim
Una vez tenemos la traza Dimemas solo queda convertir todos estos eventos de usuario que ha lanzado
la pintool para marcar las regiones loggeadas en operaciones simples por tal de facilitarle a Dimemas
el trabajo. Para realizar esta u´ltima traduccio´n se hace mediante el siguiente comando:
dim2sniper trace.dim trace.sniper.dim
En este momento ya tenemos una traza va´lida para Dimemas y tambie´n los tiempos y las me´tricas
que sera´n inyectadas a la traza final. Lo u´nico que queda es lanzar la simulacio´n. Para ello se han
an˜adido nuevos para´metros. El comando es:
Dimemas --dim trace.sniper.dim --sniper-enabled --sniper-presim-db dimemasin.sqlite3
-p trace.multiscale.prv ideal.cfg
8.5.4 Resultados
En el histograma (b) de la figura 8.1 observamos los tiempos de todos los benchmarks simulados.
8.6 Comparativa y ana´lisis
Todo proyecto persigue unos objetivos, y el cumplimiento o no de e´stos se puede medir en funcio´n de
la calidad de los resultados. Este proyecto se basa en dos piezas fundamentales, por un lado Dimemas
y por otro Sniper. Ambos esta´n ampliamente validados. La motivacio´n principal por la cual la nueva
metodolog´ıa propuesta aqu´ı, la alternativa oﬄine/pinball-driven, ha de validarse es que ha implicado
profundos cambios en Sniper.
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La estrategia de simulacio´n application-driven es considerada como la ma´s fiable y es por esto que
es la que se toma como baseline y se considerara´ mejor o peor solucio´n en funcio´n de si se diferencia
mucho o poco de e´sta. Por lo tanto, se considera la alternativa oﬄine/application-driven la baseline
puesto que es en esencia Sniper y Dimemas en estado original ya que los cambios realizados sobre el
primero son u´nicamente para poder colectar datos durante la simulacio´n y poder generar las trazas
Paraver.
Para calcular la diferencia entre el baseline y la simulacio´n homo´loga pero con la metodolog´ıa a





Tomando los datos obtenidos de las simulaciones realizadas en las secciones anteriores, tenemos las
























Figura 8.2: Comparativa tiempos de simulacio´n respecto el baseline.
Las diferencias que se observan esta´n acotadas entre un valor cercano a 0% para el benchmark que
ma´s se acerca a la referencia, que es EP y cerca de un 20% para el peor de los casos que es el FT. Las
diferencias temporales pueden deberse a diferentes factores:
i) Al runtime de MPI : Cuando estamos simulando mediante la estrategia oﬄine/pinball-driven no
estamos teniendo en cuenta las instrucciones del runtime de MPI, sin embargo cuando simulamos
con la estrategia oﬄine/application-driven si que lo estamos haciendo. El runtime puede tener
un impacto negativo sobre el tiempo de ejecucio´n de las regiones de ca´lculo posteriores puesto que
esta´ utilizando los mismos recursos hardware y por ejemplo, podr´ıa invalidar lineas contenidas
en la cache´ que potencialmente generara´n fallos al volver a la aplicacio´n. Habra´n casos en los
que esta influencia sera´ mayor que en otros.
ii) A la diferencia en las comparticiones de recursos: Cuando la aplicacio´n es simulada mediante
la estrategia oﬄine/application-driven los diferentes ranks esta´n simulando regiones de ca´lculo
paralelamente o no, es decir, compartiendo recursos o no, en funcio´n de la duracio´n de las
comunicaciones en la ma´quina real. En la seccio´n 3.1 se ha comentado como la duracio´n de
las regiones de comunicaciones pueden afectar a la duracio´n de las de ca´lculo. Por su parte,
la estrategia oﬄine/pinball-driven, en tiempo de simulacio´n de la capa de multiprocesador, no
tiene en cuenta las comunicaciones, o mejor dicho, las considera todas de duracio´n 0 e ignora las
sincronizaciones. Tal y como se ha comentado anteriormente, esta segunda estrategia sera´ ma´s
precisa en este sentido contra ma´s SPMD sea la aplicacio´n (ve´ase figura 8.3).
Es mejor en aplicaciones SPMD ya que la comparticio´n de recursos durante la simulacio´n se
acerca ma´s a lo que ser´ıa teniendo en cuenta los tiempos de comunicaciones.
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Figura 8.3: Simulacio´n de las ra´fagas de CPU secuencialmente en la estrategia oﬄine/pinball-driven
para el caso peor (“poco” SPMD, izquierda) y el caso mejor (“muy” SPMD, derecha).
Figura 8.4: Comparacio´n del nu´mero de instrucciones para FT. Arriba simulacio´n mediante of-
fline/application-driven, abajo simulacio´n mediante oﬄine/pinball-driven
Vale la pena hacer un ana´lisis ma´s exhaustivo para el caso ma´s extremo por tal de identificar cuales
pueden ser los motivos de esas diferencias. Este caso es FT.
8.6.1 Analisis de FT
Es interesante ver ma´s en detalle lo que esta´ pasando en este caso. En la comparacio´n hemos visto
como en oﬄine/pinball-driven es un 20% ma´s ra´pido respecto el baseline.
8.6.1.1 Comparativa de instrucciones
Las primeras cosas que podr´ıan fallar ser´ıan por ejemplo que el nu´mero de instrucciones capturadas
en las pinballs fuesen diferentes del nu´mero de instrucciones contabilizadas por la estrategia of-
fline/application-driven. Esto podr´ıa suceder si por ejemplo hubiese un fallo en la pintool y es-
tuvie´semos loggeando instrucciones de Extrae, o que no estuvie´semos detectando bien la entrada/salida
de MPI y que tambie´n estuvie´semos loggeando instrucciones del runtime de MPI, o que como en este
caso la simulacio´n es ma´s ra´pida, estuvie´semos loggeando menos de las necesarias. Para ello hacemos
la primera comparativa. Los resultados pueden verse en la figura 8.4.
Viendo los resultados, queda absolutamente comprobado que el problema no viene de aqu´ı puesto
que el nu´mero de instrucciones, tal y como cabr´ıa esperar, son iguales. Si que puede apreciarse una
pequen˜a diferencia en la zona izquierda de los histogramas. Esto no es importante puesto que las zonas
marcadas que se encuentran arriba y no abajo contabilizan las instrucciones ejecutadas dentro de las
regiones MPI, y como se ha dicho antes, en el segundo caso no las tenemos. Esta comparativa, adema´s
esta´ validando el funcionamiento de la pintool que captura las instrucciones de las regiones de no MPI.
8.6.1.2 Comparativa de IPC
Las diferencias no vienen dadas por el nu´mero de instrucciones loggeadas, otro para´metro que puede
haber variado es la velocidad del procesador. En la figura 8.5 podemos ver la comparativa de ciclos/µs.
Se observa que aunque ma´s variabilidad para el caso inferior, en el grueso de la simulacio´n ambos
modelos de multiprocesador trabajan a la misma frecue´ncia y que es alrededor de 2,66 Ghz, que
efectivamente es igual a la velocidad que se ha configurado para el CMP que modela Sniper.
Si tenemos la misma frecue´ncia de trabajo y las mismas instrucciones, para que el tiempo de
112
CAPI´TULO 8. CASO DE USO Y ANA´LISIS
Figura 8.5: Comparacio´n de ciclos/µs para FT. Arriba simulacio´n mediante oﬄine/application-driven,
abajo simulacio´n mediante oﬄine/pinball-driven
Figura 8.6: Comparacio´n de IPC para FT. Arriba simulacio´n mediante oﬄine/application-driven,
abajo simulacio´n mediante oﬄine/pinball-driven
ejecucio´n haya mejorado, forzosamente tendra´ que haber mejorado el IPC4. En la figura 8.6 podemos
ver las trazas que comparan el IPC. Al estar las dos en la misma escala sema´ntica, puede apreciarse
muy ra´pidamente que el IPC es superior en la simulacio´n traceada por la traza inferior y que es la
realizada mediante oﬄine/pinball-driven.
8.6.1.3 Razones para el incremento del IPC
Cuando el IPC aumenta significa que para realizar una instruccio´n se requieren menos ciclos. Justo
lo contrario cuando disminuye. Habitualmente, el aumento de ciclos viene motivado por fallos del
predictor de saltos, que implica descartar instrucciones ya cargadas en el pipeline o por el tiempo de
penalizacio´n que se ha de pagar cuando hay fallos al intentar obtener datos de la jerarqu´ıa de memoria.
Mayor sera´n los ciclos de penalizacio´n cuanto ma´s lejos tengamos que ir a buscar los datos. Por lo
tanto si se ejecuta una instruccio´n que deriva en un fallo de cache´ el IPC se vera´ resentido.
Aunque existen te´cnicas para esconder esos ciclos de penalizacio´n, por ejemplo la ejecucio´n fuera
de orden, e´stas esta´n limitadas por el taman˜o del buffer de instrucciones en el caso en que las cadenas
de dependencias entre instrucciones sean demasiado largas. Por lo tanto, la siguiente comprobacio´n es
ver si de verdad hay ma´s fallos de cache´ en el primer caso que motiven esa bajada de IPC respecto el
segundo.
En la figura 8.7 se observa como los fallos para el primer nivel de cache´ son practicamente los
mismos. Aproximadamente 340.000 para las regiones ma´s oscuras y 260.000 para las regiones ma´s
claras del bucle. Sin embargo en la figura 8.8 vemos como claramente en el segundo caso tenemos
menos fallos. Las regions verde oscuro, que se corresponden con las regiones verde claro de la traza
inferior experimentan reducciones desde los 20.000 fallos aproximadamente arriba hasta los 2.000 fallos
de abajo. La reduccio´n es de 10 veces menos. Para las otras regiones azul la reduccio´n no es tan
pronunciada ya que baja de los aproximadamente 90.000 fallos a los 80.000.
4Instructions per Cycle
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Figura 8.7: Comparacio´n de L1DM para FT. Arriba simulacio´n mediante oﬄine/application-driven,
abajo simulacio´n mediante oﬄine/pinball-driven
Figura 8.8: Comparacio´n de L3M para FT. Arriba simulacio´n mediante oﬄine/application-driven,
abajo simulacio´n mediante oﬄine/pinball-driven
8.6.1.4 Conclusiones
Segu´n los resultados obtenidos del ana´lisis realizado, no es descabellado pensar que la reduccio´n de
fallos de cache´ de nivel 3 es debido a la no influencia del runtime de MPI puesto que es la u´nica
diferencia entre una simulacio´n y la otra. Adema´s al ser una aplicacio´n muy SPMD descartamos el
problema de la comparticio´n de recursos puesto que es un caso ideal para la simulacio´n mediante
oﬄine/pinball-driven.
Adicionalmente a los resultados, se ha observado que el aumento tan fuerte de fallos de cache´
siempre sucede despue´s de la llamada MPI AlltoAll, mientras que para las regiones que la reduccio´n
de fallos no es tan fuerte se ejecutan tras un MPI Reduce. La explicacio´n a este feno´meno podr´ıa
ser que mientras un MPI Reduce consiste en que los N − 1 ranks env´ıen la informacio´n a uno solo,
producie´ndose N − 1 comunicaciones, en un MPI AlltoAll, se producen N2 − N comunicaciones,
produciendo mucho ma´s tra´fico en la memoria. Otro aspecto, a parte de la naturaleza de las comuni-
caciones, que podr´ıa polucionar en mayor o menor medida la cache´ es el taman˜o de los mensajes que
se este´n enviando/recibiendo.
Figura 8.9: Taman˜o de los mensajes enviados/recibidos por las colectivas en el benchmark FT.
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En la figura 8.9 se aprecia como efectivamente el taman˜o de los mensajes enviados mediante el





En este punto y final del proyecto se dan por alcanzados los objetivos. Se han planteado diferentes
alternativas para la simulacio´n conjunta entre Sniper y Dimemas. De las tres planteadas, finalmente
han sido desarrolladas dos, por un lado la que planteaba aprovechar la estrategia de input application-
driven y por otro lado la que planteaba aprovechar la de pinball-driven. La primera no ha sido necesario
que se validase puesto que no implicaba cambios profundos en Sniper, sin embargo para la segunda
s´ı que se ha hecho un trabajo de validacio´n. Se han validado los resultados obtenidos mediante la
simulacio´n de todos los NPB-MPI satisfactoriamente e incluso se ha hecho un ana´lisis ma´s exhaustivo
en un caso extremo que ha motivado trabajos futuros.
El resultado es realmente bueno ya que a parte de cumplir con el objetivo final que era poder realizar
simulaciones de clusters a mu´ltiples escalas, se han alcanzado hitos que no estaban considerados en
el planteamiento inicial del proyecto. El primero de ellos es que durante el desarrollo de las dos
alternativas propuestas, partes de las modificaciones realizadas sobre Sniper han sido tomadas en
cuenta por los desarrolladores de Intel e inclu´ıdas en el trunk principal, puesto que han considerado
que mejoran o an˜aden caracter´ısticas interesates. El segundo ha sido el de plantear y demostrar
mediante el ana´lisis de trazas que el runtime de MPI puede tener efectos importantes en cuanto al
tiempo de ejecucio´n de las regiones de ca´lculo de fuera de MPI, almenos cuando estamos trabajando
en un u´nico nodo.
Otro hito interesante que se ha alcanzado y que no era un objetivo principal es el de poder analizar
mediante las herramientas de ana´lisis del BSC simulaciones de Sniper. Esta caracter´ıstica puede ser
tambie´n muy interesante para aquellos usuarios que quieran conocer en ma´s detalle el comportamiento
de la aplicacio´n en el hardware modelado.
Este proyecto deja puertas abiertas a trabajos futuros como puede ser el reaprovechamiento de
las pinballs repetidas y la aplicacio´n de te´cnicas de simulacio´n multiescala para la disminucio´n de la
complejidad y por lo tanto del tiempo de simulacio´n.
En definitiva ha sido una experiencia muy enriquecedora. El hecho de haberme tenido que en-
frentar a conceptos que desconoc´ıa, haber tenido que involucrarme y modificar software con el cual no
estaba familiariazo ha sido un reto interesante y muy motivador. Aprendizaje, bu´squeda y sobre todo
imaginacio´n, han sido fundamentales a la hora de implementar las soluciones ma´s importantes.
9.2 Trabajo futuro
La realizacio´n de este proyecto da pie´ a trabajos futuros ya sean para mejorar lo presente o para an˜adir




Una de las limitaciones ma´s importantes a la escalabilidad de las simulaciones mediante la estrategia
oﬄine/pinballs-driven desarrollada durante el proyecto es la ingente cantidad de espacio en disco que
ocupan las pinballs. Tal y como hemos visto, esto se debe fundamentalmente al hecho de tener que
guardar el estado de la ma´quina cada vez que se loggea una pinball nueva, por lo tanto, aunque
loggeemos la misma regio´n siempre ocupara´ menos en una pinball que en ma´s de una.
Se plantea una solucio´n para evitar esto y es, en vez de obtener mu´ltiples pinballs por tal de evitar
las regiones de comunicaciones, obtener una u´nica marcando cuando se entra y cuando se sale de e´stas.
9.2.1.1 Marcacio´n de las pinballs
La marcacio´n consiste conocer en que´ punto de la ejecucio´n se entra y se sale de MPI siendo e´stos
puntos inequivocamente identificados por el ca´rdinal de la instruccio´n que supone esa entrada o salida.
Por lo tanto, para identificarlos se requiere de una pintool que instrumente los wrappers de Extrae de
MPI (por los mismos motivos por los que se hace ahora) y que lleve la cuenta de las instrucciones que
se han ejecutado hasta ahora. Cuando se ejecute la funcio´n de ana´lisis en el punto IPOINT BEFORE
sabremos que estamos entrando en MPI y por lo tanto se emite el nu´mero de instrucciones hasta
entonces. Cuando se ejecute la funcio´n de ana´lisis en el punto IPOINT AFTER sabremos que se esta´
saliendo y emitimos de nuevo el nu´mero de instrucciones hasta entonces. El nu´mero de instrucciones
que nos interesa no es el nu´mero de instrucciones ejecutadas (en las que se cuenta las de Extrae +
Pin, etc) sino que el nu´mero de instrucciones loggeadas y esto se puede obtener mediatne la funcio´n
pinplay engine.LoggerGetICount(thread id). La pintool tendr´ıa como salida un fichero con todos
los contadores de instrucciones emitidos.
9.2.1.2 Simulacio´n en Sniper
Posteriormente, Sniper tendr´ıa como entrada tanto la/s pinball/s generada/s como el/los ficheros
contenedores de las marcas. Durante el replay de la pinball, lo u´nico que tendr´ıamos que hacer es ir
comprobando el nu´mero de instrucciones de las que se ha hecho replay y cada vez que alcanza´semos
una marca indica´rselo a Sniper. La filosof´ıa es la misma que la desarrollada en la seccio´n 5.3.2.5, la
sift recorder ha de inyectar eventos al kernel de Sniper indicando entrada y salida de MPI y el papel
del kernel es:
entrada a MPI : A la entrada de MPI, el kernel ha de obtener las me´tricas de intere´s y almacenar sus
valores. Estos valores son las me´tricas de la u´ltima regio´n de ca´lculo.
salida MPI : A la salida de MPI debemos resetear las me´tricas para empezar a contar de 0 para la
siguiente ra´faga de CPU.
9.2.1.3 Mejoras respecto el sistema actual
Las ventajas son fundamentalmente dos:
i) Mejoramos la escalabilidad de las simulaciones al contar u´nicamente con una pinball por rank.
ii) Y podemos ver, en las ra´fagas de CPU, los efectos de ejecutar las instrucciones del runtime de
MPI (cualquier implementacio´n).
9.2.2 Reaprovechamiento de las Pinballs
Otra solucio´n tambie´n interesante para lograr una reduccio´n en cuanto al espacio necesario para el
almacenamiento de pinballs es el de reaprovecharlas.
Tal y como se ha demostrado en la seccio´n 4.2.2.3, la mayor parte de las pinballs que se generan
han loggeado las mismas regiones de co´digo. No es cuestio´n de simular una e incrustar el tiempo de
ejecucio´n en todas las regiones donde se ha ejecutado puesto que una misma regio´n de co´digo puede
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comportarse de diferentes maneras a causa, por ejemplo, de la comparticio´n de recursos en un instante
concreto, pero de todos modos es un inicio y se ha de tener en cuenta. Adema´s este trabajo va en linea
de las metodolog´ıas de reduccio´n de complejidad de la siguiente seccio´n.
9.2.3 Aplicacio´n de te´cnicas para reduccio´n de la complejidad
En contraposicio´n a lo que se quiere lograr con la pinball u´nica, que es poder simular exaustivamente
toda la ejecucio´n, en este proyecto se han establecido las bases para poder aplicar te´cnicas de reduccio´n
de la complejidad. Estas te´cnicas plantean estudiar y sacar partido del comportamiento fuertemente
iterativo o repetitivo de algunas aplicaciones, simulando u´nicamente aquellas regiones que realmente
caracterizan el rendimiento global de la aplicacio´n. En el ecosistema de Sniper tenemos PinPoints[13]
que se basa en SimPoints1. Tambie´n existen otras metodolog´ıas como por ejemplo [2].
9.2.4 Simulacio´n online
Esta alternativa ha sido descartada desde el principio pero es algo interesante a tener en cuenta para
futuros desarrollos.
Si se quiere ir por la senda de primar la precisio´n a costa de complejidad y tiempo de simulacio´n,
e´sta puede ser una solucio´n interesante. Tal y como se comenta en la seccio´n 3.1 la mayor fuente de
imprecisio´n para las alternativas oﬄine es que no se tienen en cuenta los efectos de las comunicaciones
sobre la comparticio´n de recursos y en consecuencia sobre las regiones de ca´lculo.
Las diferentes piezas que se requieren para una simulacio´n online son, i) un protocolo de comuni-
cacio´n entre ambos simuladores ii) y una capa de software que actu´e como interficie y por lo tanto,
que contenga toda la lo´gica de comunicacio´n.
9.2.5 Modelar los efectos del runtime de MPI
Tal y como se ha visto en la seccio´n 8.6.1.4 el runtime de MPI puede tener efectos muy fuertes sobre
la duracio´n de las regiones de ca´lculo. Por tal de mejorar en precisio´n, ser´ıa interesante calcular y
modelar esta influencia.
Otra posible solucio´n podr´ıa ser hacer logging de los internals de MPI y que e´stos fuesen simulados
por los modelos de Sniper en modo cache-only, es decir, que no aporten temporalidad pero s´ı modifiquen
el estado de la ma´quina. Tambie´n podr´ıa hacerse un estudio de los patrones de acceso a memoria del
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