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In job-shop systems, eachproduct is routed according to its ownpro-
duction cycle. However routings or conflicts cannot be modelled in
scalar dioid algebraic structures such as (Z,min,+) or (Z,max,+)
(alsodenotedZmin andZmax). Themainreason is that choicescannot
be represented in such modellings. In this article the input/output
behaviour of a whole system with several sub-systems in conflict
is bounded by those of two linear systems in dioid Zmin. By doing
so, we model behaviours as intervals. An interval contains all the
possible system behaviours (in terms of number of pallets coming
and going, delays and production rates), when the routing policy
therein is periodic. As a consequence, even though the input/output
behaviour of such a system is not linear in a scalar dioid, we can nev-
ertheless use an imprecise modelling over a dioid of intervals. This
allows for using dioid theory contributions, as for control problem
synthesis issues.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Production systems are discrete event dynamic systems can be represented in idempotent semi-
rings, also called “dioids”. They are mainly composed of stocks, time-consuming activities (processes
in workstations or transport) and synchronisations, which can be linearly represented in suitable
dioids [1]. Such systems can either be production systems (manufacturing [2] or agricultural [3] ones),
transportation systems (urban [4] or railway [5] ones) or computer networks (using network calcu-
lus [6]).
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Their study stems from the late 70’s and early 80’s, mainly for modelling, performance analysis,
control and diagnosis issues [7–9]. These systems are commonly called Zmax (or “max plus”)-linear
systems, since their models are linear when considered in a dioid, Zmax for instance. The events
happening in our systems (mainly the detection of a product passing by a sensor) can either be dated
or counted. Zmax and Zmin dioids are respectively used for these purposes. Such linear systems are
usually depicted by timed event graphs1 (TEG).
The phenomena studied in this article correspond to what is called junctions and distributions
in Grafcet models [10]. In the latter, synchronisations and conflicts are defined as “and” and “or”
connections. In fact, these kinds of connection are close to the corresponding logic notions. For a
“and” connection, signals go to both parallel sub-systems in a synchronised way, whereas for a “or”
connection, signals go either to one or the other sub-system.2 Nevertheless, temporal aspects are
hardly modelled in Grafcet [11]. This is mainly why we rather use Petri nets than Grafcet models.
In this article, we focus on conflict areas, where products are routed to either one of all the parallel
sub-systems. The main result of this work is to show that, for so-called “periodic” routing policies, the
input/output behaviour of the system can be bounded by those of two Zmin-linear systems; thus we
describe a system including a conflict by an interval containing the behaviour of the studied system
in a guaranteed way.
The remainder of this article is organised as follows. In the next section, we start by presenting the
related works also modelling routings in Petri nets. Section 3 deals with some recalls of the mathe-
matical background used in this article to model systems. Then we describe in Section 4 the conflict
phenomenon of routing taking place in some systems and we introduce the periodic routing policies
we use to solve these conflicts. Afterwards, we provide in Section 5 an infimum for the input/output
behaviour of parallel systems in conflict, independent of the chosen routing policy. The actual influ-
ence of a routing policy is studied in Section 6, where we give an upper bound for the input/output
behaviour of parallel systems baring a periodic routing. This article ends with an illustrative example.
2. Related work
In this section, we introduce a literature review of the modelling of routings in the Petri nets
paradigm and the counterparts of these approaches which have motivated our work.
2.1. State of the art of the modelling of routings in Petri nets
Two routing policies are presented in both [12, Section 3.6.1] and [1, Section 9.5], namely the
“switching” and the “competition” policies. The first one can be dynamic, through the use of routing
functions (dependant on some token properties, such as their numbering). This routing policy leads to
non-linear equations inZmax, because they are based on the partitioning of tokens in the places having
several downstream transitions into corresponding sets. The equations thus defined are complex and
not really tractable. On the other hand, competition routing is based on waiting queues management,
using a FIFO policy. Let p be a place having several downstream transitions. Each time one of these
transitions is enabled by all its upstream places, it emits a request in order to book the next token
to come out of the waiting queue in p. That routing policy does not seem satisfying, since it does not
always lead to a deterministic system. Indeed, if the downstream transitions of place p have no other
upstream place, this policy provides no heuristic in order to chose which transition will be fired first.
The authors of [13] use a more generic sub-class of Petri nets than TEG’s. They use free choice
Petri nets, in which all transitions that are sharing an upstream place with other transitions cannot
have any other upstream place. In that article, structural linear equations are provided, together with
“quasi-(+,×)-linear” equations modelling the routing phenomenon. The Petri net is split into usual
event graphs and a routing sub-net. Themodelling is based on counters vectors, denoted Xt(τ ), which
yield the number of firings initiated by transition t before time τ . Therefore, the evolution equations
1 A sub-class of timed Petri nets.
2 In fact, this should rather be seen as a logical “x-or”.
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of such a Petri net can be seen as a coupling of two linear systems, a Zmin-linear system and a quasi-
(+,×)-linear one, using the same matrices. The so-called quasi-linearity comes from the fact that at
a date τ = τ1 + τ2, Xt(τ ) is equal to the number of firings of transition t before date τ1, then between
this date and up to date τ2. We cannot say that X
t(τ ) = Xt(τ1) + Xt(τ2), since the second term on
the right hand side needs a shifting. Therefore, this equation is not linear. Nevertheless, supposing a
random routing, the mathematical expectation of the number of firing of a transition at date t is equal
to the sum of the mathematical expectations at date t1 and t2. Henceforth, the global system is said
to be “linear in expectation”. A so-called “race” policy is also presented in this publication. For this
policy, when a token arrives in a place having several downstream transitions, the one of which firing
will end first will win the race and have the exclusive use of this token.
In [14], the authors provide a modelling of Petri nets (and not only TEG’s) based upon polynomial
recurrences in Zmin, after simplifying phenomenon such as the death and birth of processes by using
multipliers on arcs. Using static routing policies depending on the origin and numbering of tokens,
recurrent equations with counter functions for fluid analogues of timed event graphs withmultipliers
is given. When the routing policy does not depend on tokens numbering, these equations are similar
to the ones of [13], the latter ones being in a stochastic context.
Thework of [15, Section II.2.5] is a contribution to the one published in [14], 3 aswell as to the one of
Loiseau andWagneur [16]. In the latter, equation systems inZmin are provided, but they only catch the
structural part of a Petri net, leaving aside all routing functions. Hence, these relations are non-linear,
but aremuchmore practicable than the ones of [12,1]. The study of the structural conflicts undertaken
by Laurent Libeaut is based on the conservation equations related to the nodes of the net, similar to
Kirchhoff’s rules. The behaviour of any ordinary Petri net is thus described by a system of equations
and inequations, using nondecreasing functions from N to N ∪ {+∞}, representing the number of
tokens of a place that can contribute to the downstream transition of this place. The inequations of this
system are defined in the conventional mathematical field and express the conservation properties
of tokens in a Petri net. Besides, the equations express in dioid (N ∪ {+∞},min,+) the earliest as
possible firing policy of a Petri net. As this modelling is quite general, there is no guarantee as to the
uniqueness of the solutions of the systems of equations and inequations.
A more recent work, undertaken in [17], deals with the exact modelling of urban traffic systems
bearing connection points, shared by several transportation vehicles. Two operatingmodes of vehicles
are considered: a “closedworld” one inwhich resources remain in the systemandperform their rounds
periodically, and a non-periodic one, in which the starting of each round is triggered by an external
command. In the first case, systems are modelled using timed event graphs with dynamic adding and
withdrawal of tokens, a sub-class of Petri net which was first proposed in [18]. The point of using well
transitions here is to keep the Petri net safe, because the places representing batches of passengers
waiting for a bus are likely to hold more than one token. Some parameters of the state model are not
constant and a routing policy is used before the actual running of the system in order to know how
these parameters behave. The evaluation of the network performances is based on spectral theory,
mainly because a given firing time of any transition can be expressed by its anterior firing times.
The second case uses a different approach, by solving the state model of the system. Dater functions
are attached to a weighted timed Petri nets and a so-called “virtual” firing is presented. This special
kind of firing is used for events numbering consistency between parallel systems. In that way, all the
downstream transitions of a conflicting place are actually fired, and all the corresponding daters store
a new event date (equal to −∞ when the firing is virtual). That case is ruled by a “balanced” routing
policy (see Definition 4) to handle the conflict.
2.2. Differences with our approach
Firstly, the class of Petri nets studied by Guy Cohen et al. in [14] is not the onewe use here; our time
is discrete and the arcs on our Petri nets have no multipliers. Besides, the works of François Baccelli et
al., both in [12,1] and [13], providemethods based on dynamic routing policies, but the state equations
3 Since this very document was already available as a draft document since August 1995.
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are never fully linear, whatever the approach. As for us, we have focused on providing linear models,
using interval analysis, with deterministic and known bounds. Moreover, we cannot use the work
of [13], since we consider that transitions firings are instantaneous. Of the two approaches presented
in [17], the first one only considers closed world systems, whereas the systems we study are driven
by the arrival of new entries. The second approach does not seem satisfactory for us either, because it
defines dating functions that are not isotone, by the introduction of so-called “virtual” firings. If the
inter-arrival time of the entries is much smaller that the production time of some parallel systems,
then the FIFO behaviour of the entries cannot be guaranteed any more, which is not suitable for us.
Moreover, in both approaches, some waiting times cannot be calculated; only the waiting time of the
last batch arriving at a connection stop is taken into account and that loss of information could be
critical. Finally, the approach Laurent Libeaut proposes in [15] allows for modelling concurrency, but
does not seem satisfactory since there is no guarantee so as to the unicity of the solutions because he
does not take any routing policy into account (on the contrary to our approach).
3. Linear modelling
We recall in this section some aspects related to the dioid theory. The reader is invited to consult [1]
or [5] for an exhaustive presentation.
A dioid is a semiring denoted (D,⊕,⊗), of which⊕ law is idempotent (∀a, a⊕a = a). The neutral
elements for the sum ⊕ and the product ⊗ are generally respectively denoted ε and e. Knowing that
∧ is the infimum of two elements, a dioid can naturally be endowed with a canonical order relation 
defined by
a  b ⇐⇒ a ⊕ b = a ⇐⇒ a ∧ b = b. (1)
For instance,Zmax represents the set Z ∪ {−∞,+∞}with the max operation as⊕ and the classical
sum + as ⊗. 4 The set Z ∪ {−∞,+∞} with the min as ⊕ and + as ⊗ is also a dioid, denoted Zmin.
Let us note that the canonical order in Zmin is the opposite of the usual order  on Z. That is to say
a  b ⇐⇒ a = a ⊕ b ⇐⇒ a = min(a, b) ⇐⇒ a  b. Thus, 2  3 in Zmin.
Definition 1 (Timed event graph). A timed event graph (TEG) is a timed Petri net such that each place
has only one input arc and one output arc. We consider delays, taking values in N, to be attached to
places.
The dynamics of a TEG having an “earliest as possible” firing policy5 can be modelled by state
equations on dioids Zmax or Zmin. A Zmax model focuses on the events occurring dates, whereas a
Zmin model focuses on the numbering of events occurred up to a given date.
Notice that daters and counters defined froma TEG are nondecreasing functions. A counter function
h : Z → Zmin, t → h(t), yields the cumulative number of events that have occurred up to date t. It
especially fits into theZmin context, where it can be used to represent the input/output behaviour of a
single input/single output TEG. For instance, the system of Fig. 1 is described by the counter function
h defined hereafter.⎧⎪⎨
⎪⎩
h(t) = 0 ∀t < 7
h(7) = h(8) = 3
h(t) = 3 ⊗ h(t − 2) ∀t > 8.
4 This dioid is also known as “max-plus algebra” in literature; see [1] for instance.
5 A transition is fired as soon as it can be.
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Fig. 1. A TEG example.
Knowing the behaviour of a system, its actual output is expressed in dioid Zmin by the following
inf-convolution.⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
y(t) = h(0) ⊗ u(t) ⊕ h(1) ⊗ u(t − 1) ⊕ h(2) ⊗ u(t − 2) ⊕ · · ·
=
t⊕
i=0
h(i) ⊗ u(t − i)
= (h∗u)(t),
where the ∗ operation represents the inf-convolution product of the counter functions h and u. The
set of counter functions defined on N → Zmin endowed with the point-wise min as sum and the
inf-convolution ∗ as product is a dioid denoted ZNmin.
Before introducing another useful dioid, let us define the δ-transform6 of a counter function c as
the formal series, denoted c(δ), 7 as follows
c(δ) =
+∞⊕
t=0
c(t)δt .
We adopt the usual simplification rules 8 whenwriting a formal series in δ. That is to say,∀k, l, τ, θ
∈ N, we have
kδτ ⊕ lδτ = min(k, l)δτ and kδτ ⊕ kδθ = kδmax(τ,θ) .
Therefore, the impulse response h of the system of Fig. 1 can also be represented as the following
formal series, known as the transfer of the system,
h(δ) = δ7 ⊕ 3δ9 ⊕ 6δ11 ⊕ · · ·
= δ7 ⊗ (δ0 ⊕ 3δ2 ⊕ 6δ4 ⊕ · · · )
= δ7(3δ2).,
where. is the Kleene star operator [19], which is defined by
a. = a0 ⊕ a ⊕ a2 ⊕ · · · =
+∞⊕
i=0
ai, with a0 = δ0.
The dioid of δ-series with coefficients in Zmin is usually denoted Zmin[[δ]]. In fact, dioids ZNmin and
Zmin[[δ]] are isomorphic. Indeed, the inf-convolution in ZNmin corresponds to the series product (or
“Cauchy product”) in Zmin[[δ]].
Besides ⊗ and ∗, there exists another kind of product between counter functions, noted  and
called the “Hadamard product”.
6 a = bδτ means that event a happens τ units of time after b.
7 We denote both a counter function and its δ-transform the same, since it does not generate any ambiguity in the remainder of
this article.
8 See relations (5.4) in [1, Section 5.2].
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Definition 2 (Hadamard product). The product  of counter functions g, f ∈ ZNmin is defined by
∀t ∈ D, (f  g)(t)  f (t) ⊗ g(t).
This operator has some properties, which we detail hereafter.
Property 1. Let a, b and c be counter functions in Z
N
min. The following relations always hold true.
(a  b)  c = a  (b  c) (associativity),
a  (b ⊕ c) = (a  b) ⊕ (a  c) (distributivity),
b  c ⇒ a  b  a  c (left isotonicity).
Remark 1. The Hadamard product  of two formal series in Zmin[[δ]] also exists and is defined as
follows [20].
a(δ)  b(δ) =
+∞⊕
t=0
(
a(t) ⊗ b(t))δt .
Inversion of an operator is usually impossible in a dioid. Nevertheless, residuation theory provides
a framework to find so-called “pseudo-inverses”, called “residual” or “dual residual”. To conclude this
section, we present what is a dual residual of a function and a useful theorem related to this special
kind of inverse. We recommend the reading of [21,1] for more insight about this theory.
Definition 3 (Residuation [21]). An isotonemapping f defined on a complete dioid is said to be “dually
residuated” if for every a, f (x)  a has a lowest 9 solution denoted x′ = f (a).
Theorem 1. Let g : D → C be a dually residuated function. g is the unique isotone function such that
g ◦ g  IdC and g ◦ g  IdD, (2)
where IdC and IdD are the identity function related to the ordered sets written as subscripts.
Proof. The proof of this theorem can be found in [1, Section 4.4.2]. 
4. Routing phenomenon
This section describes what we call a balanced and a batch routing, together with the constraints
they imply. We show that these kinds of routing do not alter the isotone character of dating functions
attached to transitions. Then we express the input/output behaviour of systems with routings, which
is non-linear in a dioid of scalars.
4.1. Forms of parallelism
Zmin-linear systems naturally describe synchronised systems. If twoZmin-linear systems h1 and h2
in parallel handle the same inputu (the input goes both intoh1 and h2), thewhole systemh is equivalent
to min(h1, h2), which isZmin-linear as well (see [1, Chapter 6]). This way of sharing the input is called
a “conjunctive” parallelism. But there exists no such production system, including physical entities and
being able of duplicating things without external contribution. Indeed, entities are usually indivisible,
and only one sub-systemwill have the possibility to have benefit of an entry. Such a theoretical system
is depicted on Fig. 2a, where sub-systems h1 and h2 can be any well-defined TEG.
9 According to the canonical order of Zmin; the “lowest” here is to be understood as the “greatest” in the natural order.
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Fig. 2. Conjunctive and disjunctive parallelisms.
Parallel production lines can also be linked in a conflictual way, regarding the use of the entry
material flow. SeveralZmin-linear systems in conflicts do not lead to a globalZmin-linear system. This
phenomenon is depicted on Fig. 2b. Both sub-systems h1 and h2 are Zmin-linear (and modelled by
TEG’s), but the input u is routed either to system h1 or to system h2. This kind of parallelism is called
a “disjunctive” one. Let us note that the whole Petri net is no longer a TEG (as there are places with
several incoming or outgoing arcs).
Some ways to study the conjunctive kind of parallelism in a dioid can be easily found in literature
(see [1], amongst others). Our contribution focuses on the disjunctive kind of parallelism, in order to
get a linear model of it. Our approach being heavily dependent on the chosen routing policy, let us
show what we call periodic routing functions.
4.2. Periodic routing functions
In this article, we use batch and balanced routings, which are defined as follows.
Definition 4 (Batch and balanced routings). Let h be a system constituted of 2 sub-systems h1 or h2 in
conflict over the shared input u. Let us denote r = m|n, withm, n ∈ N∗, the routing function upstream
h1 and h2 such that dater functions u, u1 and u2 satisfy ∀k ∈ N 10
u1(k) = u(k/m × (m + n) + (k mod m)),
u2(k) = u(k/n × (m + n) + (k mod n) + m).
When the global system is constituted of more than 2 parallel sub-systems, we denote r = m1| · · ·|mp, with mq ∈ N∗,∀q ∈ [1, p], the routing function upstream these p sub-systems. This routing
satisfies the following relation, ∀q ∈ [1, p].
∀k ∈ N, uq(k) = u
⎛
⎝⌊k/mq⌋×
( p∑
r=1
mr
)
+ (k mod mq) +
q−1∑
r=1
mr
⎞
⎠ (3)
When allmq,∀q ∈ [1, p], are equal to 1 (that is to say, when∑pq=1 mq = p), the routing is said to
be balanced.
In other words, for a batch routing r = m|n, a batch of m incoming events are first routed to h1, n
of these events are subsequently routed to h2, thenm of them to h1 and so on.
Example 1. The balanced routing 1|1|1 can be graphically represented by the Petri nets of Fig. 3. The
dates of the kth firing of transitions u1, u2 and u3 are given by the following relations.
u1(k) = u(k × 3),
u2(k) = u(k × 3 + 1),
u3(k) = u(k × 3 + 2).
10 Following the convention defined between Remarks 5.22 and 5.23 in [1, Section 5.4], the numbering of the events starts at k = 0.
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Fig. 3. Graphical representation of routing 1|1|1.
Fig. 4. Graphical representation of routing 2|3.
Example 2. For a batch routing function 2|3, we have for all k ∈ N
u1(k) = u(k/2 × 5 + (k mod 2)),
u2(k) = u(k/3 × 5 + (k mod 3) + 2).
This routing function can be graphically represented by the Petri nets of Fig. 4.
The proposed clarifications (i.e. the set of places, transitions and arcs that has been added to con-
strain the Petri net) are quite space-consuming and sometimes involve non-planar Petri nets. So for
the sake of reading, a routing policy will only be described by a label attached to the place bearing a
conflict.
Notation 1. We will denote (h1|h2)r the behaviour of a system h, composed of two sub-systems h1 and
h2 bearing a periodic routing r. The input/output behaviour of the system will thus be noted y = h(u) =
(h1|h2)r(u).
4.3. Impulse response of a system with a routing
The kind of systems hi studied in this article (see Fig. 5) is assumed to be Zmin-linear systems
with single input ui and single output yi, and having an upstream routing place. The global system
corresponds to putting all hi in parallel, thus creating a conflict. Each incoming event is routed to only
one of its sub-systems hi and the output y collects all the events yi.
From a counter point of view, the following conservation equations are satisfied, for all t.
u(t) = ⊗
i
ui(t) and
⊗
i
yi(t) = y(t).
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Fig. 5. General layout of systems with routing.
Since all the sub-systems are linear in dioid Zmin, their input/output behaviours can be defined
thanks to a convolution product, denoted ∗ [18]. Therefore, ∀i ∈ [1, n],
yi(t) = (hi∗ui)(t). (4)
In order to get the input/output behaviour of thewhole system,we need to relate the two equations
of (4) to the global input and output counter functions, namely u(t) and y(t). Using the Hadamard
product introduced in Definition 2, we have the following equations, ∀t ∈ N.
u(t) = ⊗
i∈Z
ui(t) =
(⊙
i∈Z
ui
)
(t) and
⊗
i∈Z
yi(t) = y(t) =
(⊙
i∈Z
yi
)
(t). (5)
By combining Eqs. (4) and (5), we find
y(t) =
⎛
⎝ ⊙
i∈[1,n]
(hi∗ui)
⎞
⎠ (t). (6)
Remark 2 (Non-linearity of relation (6)). This representation might seem good enough, but counter
functions ui, being dependant of the routing policy, do not have a linear form (because Eq. (3) involves
an integer division and a modulo operation). As a consequence, the output of the whole system is not
necessarily linear and may be much more difficult to compute.
To overcome this problem, we give an approach to estimate an approximation of the input/output
behaviour of the system, including it in an interval and focusing the calculations on the infimum and
maximum values of this interval. In that way, we provide a linear representation, in dioid I(Z
N
min), of
which width can be computed.
5. Infimum for parallel systems in conflict
Our modelling lies on the calculation of an infimum and a supremum of an interval of behaviours,
bounding the one of the studied system. The first step is to find the infimum, which is independent
of the routing policies. We show in this section that the term-wise addition of transfer functions
(described as series) of all the sub-systems in conflicts is always a lower bound of the input/output
behaviour of the whole system.
The following proposition introduces an infimum for the input/output behaviour of two parallel
systems linked in a disjunctive way.
Proposition 1. For all counter functions h1, h2, u1 and u2 ∈ ZNmin, the following inequality is always
satisfied.
(h1  h2)∗(u1  u2)  (h1∗u1)  (h2∗u2). (7)
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Proof. Let us compare the twomembers of this inequality, for all t. By definition of the inf-convolution
product, the left member yields(
(h1  h2)∗(u1  u2))(t) = ⊕
t=t1+t2
(
h1(t1) ⊗ h2(t1) ⊗ u1(t2) ⊗ u2(t2)).
By developing the other member, we get
(
(h1∗u1)  (h2∗u2))(t) =
( ⊕
t=t1+t2
h1(t1) ⊗ u1(t2)
)
⊗
( ⊕
t=t1+t2
h2(t1) ⊗ u2(t2)
)
.
So
(
(h1h2)∗(u1u2))(t) corresponds to theminimumofnpossible sumsof 4 terms, and ((h1∗u1)
(h2∗u2)
)
(t) can be seen as the sum of the minimum of these 4 terms, taken 2 by 2. Therefore, by
definition of min, it is well known that the second expression is greater than the first one. 11 , 12 
The following proposition is a generalisation of Proposition 1. It gives a characterisation of the
infimum of the input/output behaviour of a system bearing a disjunctive parallelism.
Proposition 2. For a system h of which n sub-systems are linear in Zmin and linked by a disjunctive
parallelism, for any routing functions, we have
y  (h1  h2  · · ·  hn)∗u.
Proof. This is a direct extension of Proposition 1, using Property 1, related to the associativity of. 
Example 3. Let us consider two sub-systems h1 and h2 connected by a disjunctive parallelism, and of
which transfer functions are described by the following δ-series in Zmin[[δ]].
h1(δ) = δ4(2δ3). and h2(δ) = (δ5 ⊕ 2δ6)(4δ4)..
For this example, we have
h1(δ)  h2(δ) = (δ4 ⊕ 2δ5 ⊕ 4δ6 ⊕ 6δ7 ⊕ 8δ9 ⊕ 10δ10 ⊕ 14δ13 ⊕ 18δ14)(20δ12)..
Proposition 2 tells us that the output y(δ)of the system is necessarily greater than
(
h1(δ)h2(δ))⊗
u(δ). In other words, the input/output behaviour cannot be faster than a Zmin linear system of which
transfer function is h1(δ)  h2(δ).
Fig. 6 gives a graphical interpretation of this calculation. The series resulting from the evaluation of
the expression h1(δ)h2(δ) corresponds to the sum of events that have been realised by the different
sub-systems at each instant t. In a way, it is like considering that the two sub-systems are processing
at full capacity. That is why the corresponding global system cannot produce more than that. 13
6. Upper bound for parallel systems in conflict
Previous section showed that the Hadamard product of the counter functions of sub-systems con-
nected inadisjunctiveparallelismisan infimumof the input/outputbehaviourof thesystemcontaining
them, for any routing policy. We show in this section the influence of the different kinds of routing
policies.
11 In the sense of the order relation defined in Zmin, see relation (1) on p. 1523.
12 Let us note that a proof of a similar proposition inR
n×n
max can be found in [20, p. 27].
13 Remembering that the order relation in Zmin[[δ]] is the opposite of the conventional one, this leads to the fact that this series is
in fact an infimum.
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Fig. 6. Graphical interpretation of the Hadamard product of series in Zmin[[δ]].
6.1. Balanced routing between identical sub-systems
Let us define the scale mapping function, which will be used throughout this section.
Definition 5 (Scalemapping function). Let x ∈ ZNmin be a counter function and a scalar n ∈ N. The scale
mapping function is defined by μn
14 : ZNmin → ZNmin, x → n× x. Equivalently, the scale mapping of
a series in Zmin[[δ]] is defined by Zmin[[δ]] → Zmin[[δ]], c(δ) = ⊕+∞t=0 c(t)δt → ⊕+∞t=0 n × c(t)δt .
Remark 3. When considering the graphical representation of a series inZmin[[δ]] (as dioidsZNmin and
Zmin[[δ]] are isomorphic), multiplying this series by a natural number can be seen as changing the
scale of the event axis of its counter representation. This phenomenon is depicted in Fig. 7. In fact, each
time an event was to occur, n events (n being the parameter of the scale mapping function) actually
occur in a synchronised way.
Property 2. In the case of n identical sub-systems represented by a counter function h and connected by a
balanced routing policy, the Hadamard product of these systems is equivalent to a scale mapping. Indeed,
n⊙
i=1
h = μn(h). (8)
14 After the notation presented in [22, p. 1298], slightly modified.
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Fig. 7. Graphical interpretation of the scale mapping of a series in Zmin[[δ]].
Proof. By definition of theHadamard product and the scalemapping, the leftmember of Eq. (8) yields
∀t ∈ Z,
(
n⊙
i=1
h
)
(t) = h(t) ⊗ h(t) ⊗ · · · ⊗ h(t)︸ ︷︷ ︸
n times
=
n⊗
i=1
h(t) =
n∑
i=1
h(t)
= n × h(t).
Whereas the right member of the equation yields
∀t ∈ Z, (μn(h))(t) = μn(h(t))
= n × h(t).
Hence, we can conclude that the two members are exactly equal. 
The next result expresses about the behaviour of a system composed of two identical sub-systems
bearing a 1|1 routing function.
Proposition 3. The input/output behaviour of a system (h|h)1|1 is linear inZmin and its impulse response
is μ2(h).
Proof. Wewill make use of routing functions, as defined by dater functions in Definition 4, because it
seemed clearer to show the dispatching of the events thanks to their occurring dates than by counting
them. As a consequence, for the sake of this proof, we switch to a Zmax linear representation of the
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sub-systems. Henceforth, throughout this proof,⊕ and ∗will respectively represent a maximum and
a sup-convolution between dater functions.
y1(k) = (h∗u1)(k)
=
k⊕
i=0
h(i) ⊗ u1(k − i),
y2(k) = (h∗u2)(k)
=
k⊕
i=0
h(i) ⊗ u2(k − i).
As a 1|1 routing function is applied, we have
u(2k) = u1(k) and u(2k + 1) = u2(k).
We also have ∀k ∈ N, u1(k)  u2(k)  u1(k + 1). Since the two sub-systems are identical, and the
convolution product is isotone, we get for all k ∈ N,
h∗u1(k)  h∗u2(k)  h∗u1(k + 1).
That is to say y1(k)  y2(k)  y1(k + 1). Knowing that transition y is fired each time after either
transitions y1 or y2 are fired, we finally get
y(2k) = y1(k) and y(2k + 1) = y2(k).
Thus we can write for even events
y(2k) =
k⊕
i=0
h(i) ⊗ u1(k − i)
= h(1) ⊗ u1(k − 1) ⊕ h(2) ⊗ u1(k − 2) ⊕ · · ·
= h(1) ⊗ u(2(k − 1))⊕ h(2) ⊗ u(2(k − 2))⊕ · · ·
=
k⊕
i=0
h(i) ⊗ u(2(k − i)),
and for odd events
y(2k + 1) = h(1) ⊗ u2(k − 1) ⊕ h(2) ⊗ u2(k − 2) ⊕ · · ·
=
k⊕
i=0
h(i) ⊗ u(2(k − i) + 1)
=
k⊕
i=0
h(i) ⊗ u(2k + 1 − 2i).
Thus, by merging the two last identifications, be K ∈ N odd or even, we have
y(K) =
K/2⊕
i=0
h(i) ⊗ u(K − 2i). (9)
Let h′(j) be the function
h′(j) =
{
h(j/2) when j is even,
ε when j is odd.
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By introducing h′ in Eq. (9), we get the following result.⎧⎪⎪⎪⎨
⎪⎪⎪⎩
y(K) = 2×K/2⊕
j=0
h′(j) ⊗ u(K − j) when K is even,
y(K) = K−1⊕
j=0
h′(j) ⊗ u(K − j) when K is odd.
However, if K is odd, h′(K) = ε. So we can write in that case
y(K) = (h′(K) ⊗ u(1))⊕ K−1⊕
j=0
h′(j) ⊗ u(K − j) =
K⊕
j=0
h′(j) ⊗ u(K − j).
Let us note that 2 × K/2 = K when K is even. Therefore, be K ∈ N odd or even, the preceding
(sup-) convolution holds true. This convolution shows that the global system is linear in Zmax (the
output y appears as a sup-convolution of a dater function by the input u). y(K) is thus a sumof K terms,
of which half of the terms are nil, in the sense of Zmax. The latter are of the form ε ⊗ u(K − j − 1),
with j odd. However, if j is even, h′(j) = h(j/2), by definition of h′. So the non-nil terms are of the form
h(j/2) ⊗ u(K − j), for all j even. Besides, a dater function is isotone by definition. As a consequence,
Eq. (9) is also equivalent to
y(K) =
K⊕
i=0
h′′(i) ⊗ u(K − i), (10)
where h′′ is defined by
h′′(j) =
{
h(j/2) when j is even,
h( j+1
2
) when j is odd.
(11)
Indeed, when j is odd, the terms h′′(j) have no influence in the sum of Eq. (10) (because these terms
are of the form h(j/2)⊗u(k− j−1) and are lower than the one of the form h(j/2)⊗u(k− j); therefore,
they are useless, regarding the definition of ⊕ in Zmax). The semantics of relation (11) is that, at each
instant j, two consecutive events, produced by both former sub-systems of which impulse response is
h, take place simultaneously (the dates of events h( j
2
) and h( j+1
2
) are equal). The impulse response h′′
of the global system corresponds thus to twice the one of its sub-systems, which yields h′′ = 2 × h.
Finally, one can notice than the representation of h′′ (being a dater function) can be transposed to
μ2(h) in Z
N
min,
15 which concludes the proof. 
The following examples illustrates this proposition.
Example 4. The transfer function of each sub-system of Fig. 8a is h = δ7(3δ2).. The global system
(h|h)1|1 is also linear in Zmin and its transfer function is μ2(h) = δ7(6δ2).. The timed event graph
of Fig. 8b has the same transfer function. Proposition 3 corresponds to an intuitive result: when two
identical systems are put in a disjunctive parallelism, the capacity and the production rate of thewhole
system are twice as big.
By extending the proof to n equivalent sub-systems, we obtain the next result.
Proposition 4. A system (h|h| · · · |h)1|1|···|1 composed of n sub-systems of which transfer function is h,
and connected by a 1|1| · · · |1 routing function, has a transfer function equal to μn(h).
15 See [23, Section 2.4] for more information about how to go from one representation to another; which implies that properties
hold in both context.
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Fig. 8. Equivalence of (h|h)1|1 (a) and μ2(h) (b).
Proof. For this more general kind of system, we have by hypothesis the following relation.
u1(k)  u2(k)  · · ·  un(k)  u1(k + 1).
The remaining of this proof lies on the same reasoning as the one used for previous proposition. 
In the following sub-sections,wewill consider the casewhena global system is composedof several
different sub-systems.
6.2. Balanced routing between different sub-systems
Proposition 5. In Z
N
min, the behaviour of a system h = (h1|h2)1|1 is such that
(h1  h2)∗u  h(u)  μ2(h1 ⊕ h2)∗u.
So we can define a guaranteed interval for the input/output behaviour of system h,
(h1|h2)1|1 ∈ [h1  h2, μ2(h1 ⊕ h2)].
Proof. Proposition 1 leads to the fact that h1  h2 is indeed the infimum of the proposed interval. 16
Moreover, since the Hadamard product and the convolution product ∗ are isotone (see Property 1),
we get{
h1∗u1  (h1 ⊕ h2)∗u1
h2∗u2  (h1 ⊕ h2)∗u2 .
Thus
h(u) = (h1∗u1)  (h2∗u2)
 ((h1 ⊕ h2)∗u1) ((h1 ⊕ h2)∗u2).
For a 1|1 routing, Proposition 4 tells us that
(h1 ⊕ h2)∗u1  (h1 ⊕ h2)∗u2 = μ2(h1 ⊕ h2)∗(u1  u2)
= μ2(h1 ⊕ h2)∗u. 
16 Let us recall that, in Z
N
min, the canonical order relation is the opposite of the usual one; see relation (1) on p. 1523.
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This result about linear systems in a disjunctive parallelism with balanced routing shows that the
behaviour of the whole system can be bounded between those of two linear systems in Zmin. It is
possible to generalise this result for any number of parallel sub-systems.
Proposition 6. Let n sub-systems hi and a r = 1|1| · · · |1 routing function. We have
n⊙
i=1
hi  (h1|h2| · · · |hn)1|1|···|1  μn
(
n⊕
i=1
hi
)
,
or equivalently
(h1  · · ·  hn)∗u  (h1|h2| · · · |hn)1|1|···|1∗u  μn(h1 ⊕ · · · ⊕ hn)∗u.
Proof. The proof is similar to the one of the preceding proposition, using this time the result of Propo-
sition 2. 
6.3. Batch routing between two different sub-systems
This part deals with batch routing functions such as m|n, with m, n ∈ N∗. The dual residual of a
function, which has been presented in Section 3, applied to the scale mapping function plays a key
role in the following calculations.
Proposition 7. Function μn is dually residuated and its dual residual is defined as follows.
μn(x) = x/n.
Proof. It suffices to remark that mapping μn satisfies
μn(a ∧ b) = μn(a) ∧ μn(b).
For instance, if a and b are solutions ofμn(x)  y, their lower bound is also a solution. More generally,
the lower bound of all solutions of μn(x)  y is a solution as well ; in fact, this very solution is the
lowest, according to the definition of the canonical order stated in Eq. (1). As this lowest solution exists,
according to the theory of residuation, 17 μ is dually residuated.
Besides, it is quite obvious that the lowest x such that n× x  y is the result of the division of y by
n rounded up to an integer. 
Example 5. Let a system represented by the following transfer function in Zmin[[δ]].
b = δ1 ⊕ 1δ2 ⊕ 3δ5(1δ1)..
The behaviour of this system can be described by the following counter function.
bc(0) = 0, bc(1) = 1, bc(2) = 3, bc(3) = 3, bc(4) = 3,
bc(5) = 4, bc(6) = 5, bc(7) = 6, . . .
Soμ

2(b) =
⌈
1
2
× b
⌉
is described by the formal series δ2⊕1δ5(1δ2).. Consequently, the following
relation indeed complies with Theorem 1.
μ2
(
μ

2(b)
) = δ2 ⊕ 2δ5(2δ2).  b.
17 See [1, Section 4.4.2].
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This means that, because of the rounding undertaken by μ

2(b), it is impossible to get back the
behaviour of the original system.
Proposition 8. A system h = (h1|h2)m|n is such that
h ∈
[
h1  h2, μm+n(μm(h1) ⊕ μn(h2))].
Proof. Thanks to Proposition 4, we have the following equivalences.
• A Zmin linear system of which transfer function is μm(h1) is equivalent to the system
(h1| · · · |h1︸ ︷︷ ︸
m times
)1| · · · |1︸ ︷︷ ︸
m times
.
• Likewise, a Zmin linear system μn(h2) is equivalent to the system (h2| · · · |h2︸ ︷︷ ︸
n times
)1| · · · |1︸ ︷︷ ︸
n times
.
So, we can assert that the following equivalence is also satisfied(
μm(h1)|μn(h2))m|n = (h1| · · · |h1︸ ︷︷ ︸
m times
| h2| · · · |h2︸ ︷︷ ︸
n times
)1|1| · · · |1︸ ︷︷ ︸
m + n times
.
In otherwords, we can turn am|n routing problemwith 2 sub-systems into a 1| · · · |1 routing problem
withm + n sub-systems. Thanks to Theorem 1,
h1  μm(μm(h1)) and h2  μn(μn(h2)).
Therefore
(h1|h2)m|n 
(
μm
(
μm(h1)
)|μn(μn(h2)))m|n
 (μm(h1)| · · · |μm(h1)︸ ︷︷ ︸
m times
|μn(h2)| · · · |μn(h2)︸ ︷︷ ︸
n times
)
1|1| · · · |1︸ ︷︷ ︸
m + n times
.
The result of Proposition 6 ends the proof. 
Example 6. Let two sub-systemswith transfer function inZmin[[δ]] being respectively h1 = δ2(2δ3).
and h2 = δ5(2δ6).. The batch routing function between them is 2|1.
The infimum of the behaviour of the whole system is
h1  h2 = (δ2 ⊕ 2δ5)(6δ6)..
Besides,
μ

2(h1) = δ2(1δ3). and
μ

1(h2) = h2 = δ5(2δ6).,
which leads to the following result for the upper bound.
μ3
(
μ

2(h1) ⊕ μ1(h2)
) = δ5(6δ6)..
To sum up, the behaviour of the whole system (h1|h2)2|1 is included in an interval, which satisfies
the following relation.
(h1|h2)2|1 ∈ [(δ2 ⊕ 2δ5)(6δ6)., δ5(6δ6).].
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Fig. 9. Graphical representation of the asymptotic slope of a counter function.
6.4. Optimal batches
We have seen in previous sections how to model routing phenomenon in an approximated way.
For a batch routing policy, the size of the batches has an impact on the upper bound of the interval of
possible behaviours. In fact, when the chosen routing policy leads to the fact that both bounds have
the same production rate, the approximation is minimal.
Production systems reach their periodic behaviour after a potential warm-up phase. That is why
we are mostly interested in their so-called “ultimate” behaviour. For instance, a series (xn)n∈N is said
ultimately periodic when there exists n0 ∈ N and p ∈ N such that xn+p = xn,∀n  n0.
Remark 4. A significant property ofZmin-linear systems is that it is always possible to represent their
impulse responses byultimately periodic counter functions [24]. Therefore, the corresponding δ-series
are always rational expressions. Let us note that software tools have been developed in order to handle
such series [25].
When considering a manufacturing system as a counter function, its production rate corresponds
to the asymptotic slope of this function, according to the following definition.
Definition 6 (Asymptotic slope). Let h ∈ ZNmin be an ultimately periodic counter function such that for
all t > t0, h(t) = N ⊗ h(t − T). The asymptotic slope of h is denoted by σ(h) = NT .
Therefore, it is possible figure the production rate of systems by studying the asymptotic slope of
the functions modelling them.
Example 7. Fig. 9 depicts the example of a system, of which warm-up phase lasts 14 units of time and
asymptotic slope is N
T
= 2.
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Some properties of the asymptotic slope are needed for our calculations. These are enumerated
below.
Property 3. Let s1 and s2 be two non-nil series of Z
N
min. The following properties always hold true.
σ(s1 ⊕ s2) = min(σ(s1), σ (s2)), (12)
σ(s1 ⊗ s2) = min(σ(s1), σ (s2)), (13)
σ(h1  h2) = σ(h1) + σ(h2), (14)
σ
(
μn(h)
) = n × σ(h), (15)
σ
(
μn(h)
) =
⌈
σ(h)
n
⌉
. (16)
Proof. The proofs of properties (12) and (13) can be found in [26, p. 196]. According to definitions 2
and 5, the other proofs are trivial. 
Proposition 9. Let r = m|n be a batch routing policy, with m
n
= σ(h1)
σ (h2)
. This very routing policy leads to
the minimal approximation for the model of the input/output behaviour of the system containing it.
In fact, σ(h1  h2) = σ
(
μm+n
(
μ

m(h1) ⊕ μn(h2))).
Proof. Firstly, knowing that m
n
= σ(h1)
σ (h2)
, we find
σ(h1)
m
= σ(h2)
n
and finally σ(h1) = m×σ(h2)n .
Then, let us characterise the left member of the relation.
σ(h1  h2) = σ(h1) + σ(h2) thanks to Eq. (14)
= m × σ(h2)
n
+ σ(h2)
= (m + n) × σ(h2)
n
.
Thanks to Eq. (16), we find
σ
(
μm(h1)
) = σ (μn(h2)) = σ(h1)
m
= σ(h2)
n
.
Which leads to
σ
(
μm+n
(
μm(h1) ⊕ μn(h2)
)) = (m + n) × σ(h1)
m
= (m + n) × σ(h2)
n
.
The two member of Proposition 9 are indeed equal, which concludes the proof. 
A routing function satisfying Proposition 9 yields the best possible production rate. Indeed, the two
bounds of the interval modelling the actual system have the same production rate, and we know that
the latter cannot be better than the one of the infimum.
7. Application case
Let us consider the flexible manufacturing system having two parallel production lines u1 → y1
and u2 → y2, which is depicted in Fig. 10. These two sub-systems can be described through their
respective transfer function in Zmin[[δ]] as follows.
h1(δ) = δ4(2δ3). and h2(δ) = (δ5 ⊕ 2δ6)(4δ4)..
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Fig. 10. A flexible manufacturing system.
We have the following production rates for each sub-systems.
σ(h1) = 2/3 and σ(h2) = 1.
The optimal routing function r = n|m is the one for which m
n
= σ(h1)
σ (h2)
. Therefore, we find m = 2
and n = 3. Thanks to Property 3 and Proposition 9, the global production rate is guaranteed for this
routing policy. For instance, we find
σ
(
(h1|h2)2|3) = σ(h1  h2) = σ(h1) + σ(h2) = 5/3.
Now, let us characterise the extremal behaviours of the interval [h, h] modelling the whole pro-
duction system. From Proposition 8, we have here[
h, h
]
=
[
h1  h2, μ5(μ2(h1) ⊕ μ3(h2))] .
The infimum h has already been calculated in Example 3.
h = h1  h2
= (δ4 ⊕ 2δ5 ⊕ 4δ6 ⊕ 6δ7 ⊕ 8δ9 ⊕ 10δ10 ⊕ 14δ13 ⊕ 18δ14)(20δ12)..
In order to calculate the upper bound h, we need the values ofμ

2(h1) and ofμ

3(h2). We easily find
μ

2(h1) = δ4(1δ3). and
μ

3(h2) = (δ6 ⊕ 1δ9 ⊕ 2δ13 ⊕ 3δ14)(4δ12)..
Thus, in our case, μ

3(h2)  μ2(h1), which leads to the following.
h = μ5(μ3(h2)) = (δ6 ⊕ 5δ9 ⊕ 10δ13 ⊕ 15δ14)(20δ12)..
For this example, for any input u, the output (h1|h2)2|3(u) is greater than h ∗ u and lower than h ∗ u.
Fig. 11 gives of graphical representation of counter functions h and h. Let us note that the infimum h is
the fastest behaviour. The grey zone corresponds to the uncertainties.
For this application case, the amplitude of approximation (the greatest gapbetween the twobounds
of the interval) is of 4 produced pieces of material, in 3 units of time.
8. Conclusion
Thanks to an interval modelling, systems which are not linear in a dioid of scalars can be described
by an interval of which endpoints are linear in such a dioid. This approach allows for using results of
the theory of dioids on the bounds of such intervals, in order to analytically study the properties of
these systems (which are generally studied thanks to simulation, due to their high level of complexity).
1540 O. Boutin, A. L’Anton / Linear Algebra and its Applications 435 (2011) 1520–1541
Fig. 11. Impulse response of both interval bounds.
Table 1
Characterisation of the behaviour of a routing system.
We showed that a system composed of parallel sub-systems in conflict over the single input of the
general system can be bounded by two linear system, provided a batch or balanced routing upstream
all the sub-systems. Each endpoint represents either a slower or a faster input/output behaviour than
the actual one of the general system. The different cases presented in this article have been gathered
in Table 1.
In the context of production management, a routing policy can be chosen so that the systems
represented by the bounds of the interval have the same production rate and the approximation
uncertainty is minimal.
For future improvement of the approach, we plan to consider the disjunctive parallelism of sys-
tems having the same sojourn time, but different workload capacities. It seems natural that the whole
systemwould have the same sojourn time, and a capacity equal to the sum of the capacities of all sub-
systems; but this has to be proved. Moreover, other kinds of conflicts can be modelled with the same
approach, using interval dioids. The problem ofmodellingmutual exclusion sections ofmanufacturing
systems has already been addressed in [27]. Thanks to those two contributions, under some period-
icity constraints, some classes of manufacturing systems more complex than flow-shops can now be
formally represented in a dioid. The next step is to merge these two results into a global modelling
approach and to put it to the test on a system including both mutual exclusion sections (as when two
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production lines merges andwhere pallets cannot overlap) and periodic routing sections (for example
at a conveyor turnout).
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