The aim of this study was to create and test a new mice 3D-voxel phantom named DM_BRA for mice and human first-estimation radiopharmaceutical dosimetry. Previously, the article reviews the state-ofart in animal model development. Images from Digimouse CT database were used in the segmentation and on the generation of the voxelized phantom. Simulations for validation of the DM_BRA model was performed at 0.015, 0.1, 0.5, 1 and 4 MeV photons with heart-source. Specific Absorbed Fractions (SAF) data were compared with literature data. The organ masses of DM_BRA correlated well with existing models based on the same dataset; however, few small organ masses hold significant variations. The SAF data in most simulated cases were statistically equal to a significant level of 0.01 to the reference data.
INTRODUCTION
Small animals, such as mice, have been widely used in experimental protocols involving ionizing radiation. Biodistribution studies have often been conducted in murine to obtain a first estimation of the absorbed doses in humans (Stabin et al., 2006) . The animal absorbed doses estimation, in most cases, do not reach values which can bias the experimental results (Carlson et al., 2007) . However, experimental methods have often included extensive image generation (MicroCT and/or PET/SPECT) and radiopharmaceuticals therapeutic doses administration that provide a large absorbed dose in the experimental animals. Previous work has shown that even low absorbed doses (50 to 500 mGy) can induce biological effects in mice (Wang, Cai, 2000; Yonezawa, 2006) . In such cases, the accurate quantification of absorbed doses and the determination of the energy deposition patterns are of fundamental importance to qualify or exclude potential radiobiological effects that may interfere with in vivo experiments.
The physical measurement of absorbed doses can be performed by TLD or another kind of dosimeter (like MOSFET) implanted in interest organs or tissues (Stabin et al., 2006; Carlson et al., 2007; Kolbert et al., 2003 , Flynn et al., 2001 . However, the invasiveness of these procedures is the primary limiting factor for their use in preclinical and clinical practices.
An alternative approach that has been successful in dosimetric evaluations is the use of computational models coupled to radiation transport codes (Snyder, Ford, Warner, 1978; Petoussi-Henss, Zankl, 1998; Xu, Eckerman, 2009; ICRP, 2009 ). The pioneering mice computational models, namely mouse phantoms, emerged in the 90s. The work of Hui et al. (1994) is usually the first model referenced. This group created a stylized phantom based on geometric shapes described by simple mathematical equations. Yoriyaz, Stabin (1997) developed another analytical phantom adopting a 30 g mouse as a reference.
As the image acquisition systems dedicated to small animals (like MicroCT and MicroMRI) have been improved and widespread, more anatomically realistic phantoms were built based on 3D images. Kolbert et al. (2003) presented a voxel phantom of female athymic mice constructed from a Magnetic Resonance Imaging -MRI data set. In this study, only the kidney, liver, and spleen organs were segmented. Hindorf, Ljungberg, Strand (2004) published a new voxel phantom including more identified and segmented organs. Their masses were based on the mean values of ten dissected animals. It was an interesting approach from Hindorf´s work. On the other hand, although it was a voxel phantom, the anatomy was not segmented from images. Thus, the organs and the animal itself were still defined as a set of simplified geometric shapes. Segars et al. (2004) developed a 4D animal phantom called "Moby." The model was based on high-resolution MRI of a C57BL/6 male mouse. Non-uniform rational B-spline surfaces (NURBS) were applied in Moby construction. This has allowed the modeling of internal organs motion due to heartbeat and breathing. The model was applied later in several mice dosimetry studies (Bretin et al., 2013; Taschereau, Chatziioannou, 2007; Larsson et al., 2007; Boutaleb et al., 2009; Keenan et al., 2010; Larsson et al., 2011; Mauxion et al., 2013; Xie, Zaidi, 2013; Lin et al., 2014) . Situ, Hoffman, Hartmann (2005) and Stabin et al. (2006) published voxel phantoms of mice with segmentation process based on MicroCT images. Bitar et al. (2007); Bitar, Lisbona, Bardiès (2007) implemented a mouse phantom of a female athymic "nude" strain. In this work, MicroCT or MicroMRI images were not used. The voxel model was constructed from high-resolution color images generated from 0.1 mm thickness coronal slices of the animal frozen body (Color Cryosections). Stout et al. (2002) created and made available a set of co-registered images of MicroCT, PET, and Cryosections of a male nude mouse of 28 g (Stout et al., 2002; Dogdas et al., 2007) . The project was called "Digimouse." Three voxel phantoms were produced from Digimouse data set: Boutaleb et al. (2009 ), Mohammadi, Kinase (2011a and Zhang et al. (2012) . Mohammadi, Kinase (2011a) presented Specific Absorbed Fractions (SAF) for diverse energies photons, using EGS4 Monte Carlo code. Several source and target organs were considered. These data allow validation studies of absorbed dose calculation protocols.
The aim of this study was to create a new voxel phantom from "Digimouse" project images to absorbed dose calculation for mice experiments conducted in our institutions. The model was prepared to run in MCNPx Monte Carlo code. The obtained phantom was called DM_BRA. The volume and mass of segmented organs were compared with those presented by Mohammadi, Kinase (2011a,b) and Zhang et al. (2012) . Simulations were performed using MCNPx for exemplification. The heart was considered the source organ. Photons of diverse energies were simulated, and SAF values obtained. The data were compared with those published by Mohammadi, Kinase (2011) .
MATERIAL AND METHODS

Model construction
A set of Micro-CT images of Digimouse project, kindly provided, was chosen for the segmentation process (Stout et al., 2002; Dogdas et al., 2007) . It represents a male mouse (Mus musculus) of nude strain, weighing 28 g. The images composed a matrix of 380x992x208 elements of 0.1 mm 3 voxel size. Forty-two coronal slices, normal to the plane z, spaced by 0.5 mm, were manually segmented. Corel Photopaint ® was used for selecting and assigning a specific color for each organ/tissue. The computer used for the segmentation process was a notebook with an Intel core i5 ® processor and 4 GB memory. The Atlas of Digimouse project was used to help perform the identification procedure.
ImageJ® software was applied to assemble the segmented images in a 3D stack. This software was also used to reduce the data set resolution from 380x992x208 to 152x396x42. The voxel dimensions resulting were 0.25x0.25x0.50 mm 3 . The set of images was converted to 8bits unassigned and saved in binary format (.raw).
A C ++ program developed "in house" was used to read and convert the binary file to a voxel model template format readable on SISCODES software (Trindade, Campos, 2011) . The SISCODES software was employed as an interface for generation of input files for running in MCNPx.
The tissue chemical compositions and densities (g/cm 3 ) were based on human data, present in ICRP 110 (ICRP, 2009). The bone tissues were defined from values given in ICRU (1989).
Monte Carlo simulations
MCNPx (v. 2.7.0) Monte Carlo code was adopted on simulations (Pelowitz, 2011) . It was installed on a 120 core cluster at Laboratório de Nêutrons of the Instituto de Radioproteção e Dosimetria-IRD/CNEN. Similar to Mohammadi, Kinase (2011a) , 0.015, 0.1, 0.5, 1 and 4 MeV source photons were considered in the simulations. The emissions have a uniform distribution inside the heart. The source organ was also set as target organ.
The absorbed dose in each voxel was calculated with +F6. This tally returns the energy deposited per unit of mass (MeV/g). The average absorbed dose was also requested for each target organ in the simulations. Values of specific absorbed fraction (SAF) for each target organ were calculated from the average absorbed dose. The obtained values were compared with reference values (RV) published by Mohammadi, Kinase (2011a) . The number of particle histories simulated (NPS) by MCNPx was set sufficiently high to ensure that the relative errors were less than 5% in all organs.
3D view of absorbed dose and relative errors
The heart was set as source organ for 3D visualization of absorbed dose patterns and relative errors distribution. A C ++ program was developed to extract each voxel absorbed dose and relative error from MCNPx output files. Binary files ".raw" suitable for Amide ® software were generated. Two binary files were obtained for each simulation: one containing the 3D absorbed dose deposition pattern and another showing the relative errors distribution pattern. Each organ's average absorbed dose and relative error were also evaluated from output files.
Statistic Evaluation
SAF values obtained through +F6 tally were compared with the SAF values provided by Mohammadi, Kinase (2011a) . Hypothesis tests were performed to determine whether the differences between the averages could be considered statistically significant. The relative errors were found to be 5% for Mohammadi, Kinase (2011a) values. The significance level adopted was 0.01.
RESULTS
The DM_BRA voxel model
In this DM_BRA version, each organ was segmented as a uniform region. The distinction between wall and content for intestine, stomach, heart and bladder segmentations was not taken into account. The kidneys were not sectioned into regions either (i.e. cortex, medulla, and pelvis). The DM_BRA bones were segmented as a single structure, called skeleton. No distinction between cortical and trabecular bone (spongiosa) was made. Figure 1 shows coronal (A), sagittal (B) and transverse (C) slices of DM_BRA model. Amide ® software was used to generate the images. The renderization of the model (Fig.1D ) and the skeleton (Fig.1E) were also included. Specific colors were assigned for each segmented organ. Twenty-two organs/tissues were segmented: lung, intestine, eye, urinary bladder, brain, cerebellum, gall bladder, adrenal gland, Harderian glands, testis, muscle/soft tissue, adipose tissue, heart, spinal cord, skin, pancreas, bone, brown fat, kidney, liver, spleen, and stomach.
DM_BRA characteristics and data of main mice phantoms available in the literature are summarized in Table I , depicting the wide diversity of references elected by the researchers to set the chemical composition and density of the model´s tissues. On the other hand, a 
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Boutaleb ( Organ´s masses for the DM_BRA model are shown in Table II . Other phantoms data from literature were also included. The voxel model total mass was 25.7g, a value 8% lower than expected since the animal originally weighed 28 g (Stout et al., 2002) . Wide variation among organ masses was seen in Table II . Urinary bladder, pancreas, spleen, and stomach had the highest ratios between maximum and minimum masses: 19.8, 10.7, 9.8 and 6.3 respectively. The organ mass ratio was higher than two for the majority of the organs.
The DM_BRA organ masses generally showed good agreement with those models generated from the same data set (Digimouse ® ). The analysis of the organs volumes is relevant to compare different segmentations since it eliminates the influence of different tissues density assigned by the various authors. Table III shows the organ volumes ratio for common organs of the three different Digimouse models. Also, the ratio between the maximum and minimum volume for each segmented organ was presented. Despite the fact that one of the mouse models of Boutaleb et al. (2009) work was based on Digimouse Atlas, it was not included in the comparison because the total mass of the model was scaled to 27 g and 33 g. Table III demonstrates that eyes and adrenal (small organs) segmentation resulted in the largest volumes differences among the models (~50%). Large organs or tissues such as skeletal and brain also exhibited significant variations: 40% and 27% respectively. The other organs showed maximum/minimum volume differences equal or less than 20%. Table IV shows the SAF values calculated using DM_BRA model adapted to MCNPx code. The SAF graphics were included in Supplementary Information. The organs average absorbed doses were obtained through +F6 tally and then converted into SAF. Values obtained by Mohammadi, Kinase (2011a) were used as a reference.
Monte Carlo simulations
The relative errors (RE) were kept below 5% for most organs in the simulations. Only the bladder and adrenal SAF errors were greater than 5% (but less than 20%). The small size of adrenals makes it difficult to obtain low relative errors when they are relatively far from source organ. The bladder, despite being a mediumsized organ, is one of the most distant organs from heart. Despite this, only cases with 15 keV photons showed RE greater than 5%. The total simulation time varied among the cases. The shorter simulation time was approximately 8 hours for 15 keV photons, and the greater was about 18 hours for 4 MeV photons. The main reasons for the high computational times were the evaluation of the absorbed dose per voxel and electron transport setup (mode p e and + F6 tally).
Differences between MCNPx +F6 tally (Table IV) and Mohammadi, Kinase (2011a) SAF values were equal or less than 10% for most cases/organs. The discrepancies were not statistically significant for the heart, spleen, pancreas, liver, kidneys, and adrenals, considering all simulated cases. Skeleton presented highest deviations: 20% to 33% underestimations. Stomach SAF values, on the other hand, showed systematic overestimation. Lungs show differences statistically significant for low energy photons (0.015 keV and 0.1 keV). Urinary bladder's SAF values were statistically different only for 15keV photons.
The graphic of Specific Absorbed Fraction (SAF) versus energy of emitted photons in the mouse heart for some DM_BRA phantom organs can be seen in Figure  2 . Note that a change in curve shape is observed as the distance between the source organ and the target organ increases, especially at low energy. The local minimum point at 100 keV does not exist for the bladder and testicles (the most distant organs). 
Spatial distributions of absorbed doses and relative errors
The absorbed dose values were normalized for the maximum value obtained in the simulation. Figure  3 shows coronal slices exported from Amide ® software. NIH table was used to set colors to each voxel according to the normalized absorbed dose. An image of the model was fused to the absorbed dose image to improve the visualization and the organ localization.
Target organs located farther from the source, such as the bladder, showed relative errors per voxel up to 100%, for lower energy photons with +F6 tally as it was shown in Figure 3 . When considering the total organ volume for absorbed dose sampling, relative errors were less than 5% for most organs, as previously mentioned.
Cases with 15 keV photons source showed that higher absorbed dose values were observed in ribs and sternum inner surfaces (Figure 4 ). Skeleton average absorbed dose in these simulations were more than ten times lower than the heart, however, there are hot spots on thorax bones with highest absorbed doses. Figure 4 also shows that 100 keV photon deposited higher absorbed dose in rib cage bones than in the soft tissues near these bones. Energy deposition pattern was not influenced by bone tissues in simulations with 500 keV or greater energy photons. In these cases hard tissue near the heart shows the same behavior than their adjacent soft tissues.
DISCUSSION
This version of DM_BRA presents the segmentation of the organs as homogeneous tissues, with few internal details. Human phantom evolution shows that Mohammadi, Kinase (2011a) 1.5E+00 3.6E+01 2.9E-01 1.3E+00 7.3E-01 6.9E-01 2.5E+00 5.9E-01 9.7E-01 9.5E+00 DM_BRA 1.1E+00 3.6E+01 2.9E-01 1,50E+00 8,1E-01 7.2E-01 2.4E+00 6.0E-01 9.8E-01 1.1E+01 Currently, ICRP reference phantoms (ICRP, 2009) present refined segmentation. Various organs show wall and content distinction at the ICRP phantoms. The assumption of segmentation of the distinct organ's wall and its content, as well as the kidney sectioning, will provide a model representation closer to the real animal than only considering the organ as a uniform mass. However, the magnitude of the differences in simulations when either approach is adopted was not demonstrated for mice yet.
Future DM_BRA versions will incorporate distinctions between organ's wall and its content as well as the kidneys sectioning in the marrow, cortex, and pelvis. As an example, DM_BRA bones were segmented as a single structure called skeleton. Optimal Bone marrow dosimetry for mice appears to be still a challenge. The chemical composition and density of the main bones or bones sets, as well as red bone marrow (RBM), yellow bone marrow FIGURE 2 -Graphic of Specific Absorbed Fractions versus photon energy for some of DM_BRA organs. The photon source was positioned at the heart. The relative errors were below 5%.
FIGURE 3 -Coronal slices from Amide ® software presenting the absorbed doses (left side) and relative errors (right side) distribution pattern for 15 keV, 100 keV, 500 keV, 1 MeV or 4 MeV photon emitted at heart. The values were evaluated with +F6 tally. NPS was set to 1E+06. segmentation in greater detail is a natural tendency with increasing computer processing power and memory.
Page 9 / 12 (YBM) and mineralized bone (bone mineral) percentages were established for humans (ICRP, 2002) . These data do not exist or are not easily accessible for mice. ICRP 110 human reference phantoms present distinctions between cortical and trabecular region (spongiosa). Long bones also show medullary cavity and are divided into proximal and distal regions (ICRP, 2009) . For bone marrow absorbed dose evaluation, the simple transposition of human data and calculation methods to murine models does not seem adequate. These procedures will drive the future work on DM_BRA phantom.
The wide diversity of references to set the chemical composition and density of the model´s tissues was observed in Table I . Such occurrence makes it difficult for the intercomparison´s procedure. Furthermore, there is no easy method to identify the best data from references that should be adopted, while a more modern set of data from human reference is not necessarily closer to mice values. The generation of reference values for chemical composition, density, and mass of mice organs shall be a good contribution to small animal dosimetry. Also, DM_ BRA whole body mass (25.7 g) was 8% lower than the expected (28 g). Mohammadi, Kinase (2011b) and Zhang et al. (2012) also reported models with smaller masses than the real: 23.4 g and 26.9 g respectively. Segmentation errors can be a cause of the mass differences. Another explanation may be the adopted tissue density. Zhang et al. (2012) corroborates this statement. Chemical composition and density data from human organs have been adopted in these three studies. It is possible that such practice may generate errors on computational absorbed dose calculations. Mass of mouse models found in literature ranged from 21 to 35 grams. Much of the mice used in ionizing radiation experiments are within this weight. However, they were based only on segmentations of a few animals (Hindorf, Ljungberg, Strand, 2004; Kolbert et al., 2003; Stabin et al., 2006; Stout et al., 2002; Bitar et al., 2007; Segars et al., 2004) . Indeed, a large group of mouse models, including DM_BRA, were based on images of only two animals: the Digimouse project data (Nude-male) or phantom Moby (C57BL/6-male). Indeed, the existing mouse phantoms show low representativeness regarding FIGURE 4 -Transversal and coronal slices of absorbed doses distribution pattern fused with model representation image. The maximum absorbed doses per emitted particle were spotted on ribs inner surfaces for a 15 keV photons at heart source. For 100 keV to 500 keV photons the maximum absorbed dose was observed in the heart. the morphological diversity of strains used in ionizing radiation experiments. Some important strains (BALB/c, SCID, Swiss, etc.) have not been segmented until now. Table II shows a large difference between maximum and minimum organ masses. For most organs, it was higher than 100%. The following factors may have contributed to the observed discrepancies: i) organ condition at the image acquisition (e.g. bladder -full or empty); ii) differences in organ assigned material (e.g. stomach -filled with air in some cases); iii) different densities assigned to the same tissue (e.g. lung -0.26 to 0.38 g/cm 3 ); iv) distinct model voxels dimensions (especially affects small organs such as the thyroid and adrenal); v) subjectivity and errors during segmentation; and vi) the inherent variability of organ mass of different mice strains.
Tally +F6 SAF values agreed with Mohammadi, Kinase (2011a) results for most organs and photon energies. Main deviations were observed for the skeleton, stomach, and lungs. DM_BRA skeleton mass is 40% higher than Mohammadi, Kinase (2011a) model one. It is possible that this mass variation explains the SAF underestimations observed for this organ. The ratio between lung volumes of these models is only 1.05. Thus the adoption of different lung densities for the models should have led to DM_BRA SAF value overestimation. DM_BRA has a lung density of 0.382 g/cm 3 while Mohammadi, Kinase (2011a) model adopted 0.296 g/ cm 3 . That makes DM_BRA lung mass ~36% larger than Kinase's model. Stomach´s mass presents little variation between the two models (4%). Possibly, differences in organ shape and distance from the source can explain deviations observed for this organ. On the other hand, adrenals and urinary bladder show substantial differences between the models referring to organ mass and volume. However, statistically significant differences were not observed in SAF values calculated for these organs. The exception is bladder's SAF for 15keV photons. The most important restriction to +F6 tally utilization was the high computational time required for calculations.
The 3D view of the absorbed dose deposition patterns complements the information addressed by the absorbed dose average at organs. We show in this work that 15 keV photons emitted on the heart produce hot spots of absorbed dose in ribs and sternum inner surfaces. Dosimetry restricted only to average absorbed doses evaluation does not allow the identification of particular situations as the one described. Relative error distribution visualization shows that even for small models, such as mice, the uncertainties grow very large for organs located far from the source. Since the target organ with the highest relative error determines the NPS needed to maintain ER lower than the defined threshold. When the highest relative error organ reaches the acceptable error level (e.g. 5%), organs closer to the source generally have RE lower than 1%. Variance reduction methods can enhance errors distribution. Application of such techniques can greatly reduce the computational time maintaining the results reliability.
CONCLUSIONS
DM_BRA mouse voxel model was developed holding all suitable features of a mice phantom model. The SAF data in most simulated cases were statistically equal to those present in Mohammadi, Kinase (2011a) , which provide a validation to the DM_BRA The current configuration allows absorbed dose evaluations on multiple radioactive procedures involving radiopharmaceutical uses. The models created up to date are from a few mice image datasets. Thus, it exhibits low representativeness regarding mice morphological diversity. Studies should be conducted to determine intra-strain morphological variability. If low variability is observed for individuals with similar characteristics (age, sex, strain), the construction of specific reference mice phantoms could be justified .
The visualization of absorbed dose spatial distribution brought improvements in the dosimetric analysis, complementing the information of the organ average absorbed dose. High absorbed dose spots in organs/tissues regions could be identified quantified and correlated with possible deterministic biological effects. Similarly, the depicting of relative errors per voxel can be useful in the evaluation of the variance reduction techniques effectiveness. In future studies, better patterns of errors distributions should be pursued.
