In several Fair Isaac studies logistic regression has been shown to be a very competitive technology for developing unrestricted scoring models -especially for performance metrics like ROC area. Application of logistic regression has been hampered by the lack of software to handle complex score engineering, such as pattern constraints. The purpose of this paper is to develop a sequential quadratic programming approach to score engineered logistic regression. Gerald Fahner, Reference [6], has developed in SAS an approach to score engineered logistic regression based on iterative re-weighted least squares. This is the method used in SAS proc logistic. Gerald just overlaid constrained least squares to handle the score engineering. The sequential quadratic programming approach is based on a simple Taylor series expansion of minus log likelihood, which is locally quadratic. This is a more direct method for solving the problem. And it fits in with the methods described in References [1], [3] , and [5] , which are all based on quadratic programming or sequential quadratic programming. The paper also provides all of the simple MATLAB code for implementing the algorithm. In the same large score engineered fraud test example used in References [1], [3] , and [5], the algorithm converged after four iterations. And, each iteration took 12 seconds.
There are several problems where logistic regression might be useful to Fair, Isaac. One problem is the scorecard with only a few characteristics and a small handful of attributes. In this case, the score distributions may be non-Normal, so that the divergence objective function is iffy. A second case is where the primary objective is to develop a very accurate estimate of the probability of Good for each account, rather than a score for making binary decisions. A third application is ObjectBoost, where the objective is to find observation weights so that the logistic regression score optimizes some business objective on the validation sample. To get a score engineered version of ObjectBoost, we need score engineered logistic regression. The ObjectBoost concept also works with scores that maximize divergence, but not as well as logistic regression. This is because divergence maximization is not as sensitive to observation weights. .................................................................................................................................... ......................................................................................................................... 3   1. Classical Logistic Regression ..................................................................................................... 4   2. Score Engineered Logistic Regression ...................................................................................... 6 Programming Formulation ................................................................................... 7 
A Quadratic

Classical Logistic Regression
In logistic regression we have a binary outcome variable, , which can have the values 0 and 1, and a set of numerical predictors, . By tradition, . This accommodates an intercept term in the model.
Let
.
There are two key assumptions underling logistic regression.
The are called regression coefficients. The coefficient, , is an intercept term. For scorecards and liquid scorecards (see Reference [3] ) the are either attribute indicator variables or B-spline basis functions. And since the liquid scorecard is so general, this pretty much covers the waterfront.
Our development data consists of weighted observations on the variables . The weight is .
The Bernoulli likelihood function is .
The log likelihood is The classical logistic regression problem is This is the problem solved by proc logistic in SAS, which uses iterative re-weighted least squares (see Chapter 13 of Reference [4] ).
( ) ( ) 
Score Engineered Logistic Regression
Classical logistic regression has limited applicability for Fair, Isaac and Company Inc., because it does not handle score engineering. To describe the score engineering problem it is convenient to decompose into , where is the intercept coefficient and are the score weights associated with the scorecard or liquid scorecard.
With score engineering, the logistic regression problem is
The first set of constraints is the centering, cross restriction, group restriction, and inweighting constraints. Most of these constraints involve only the scorecard part of the model, but you might want to in-weight to, e.g., the empirical log pop odds. The second set of constraints is the pattern constraints, which typically only involve the scorecard part of the model.
Note that in the logistic regression case, there is no weight of evidence scale. This is because the dependent variable, , dictates the scale of the final model. However, the scorecard part of the model is a rough model of the information odds, which is approximately on the weight of evidence scale. And the score weights for the scorecard part of the model will vary around zero. This is why the penalty term involves only the scorecard part of the model.
The score engineered logistic regression problem can be re-expressed by defining the matrix .
In this notation, the score engineered logistic regression problem is This is starting to look like the quadratic programming problems described in Reference [1] . However, is not a quadratic function. So the score engineered logistic regression problem is a non-linear programming problem.
A Quadratic Programming Formulation
The classical logistic regression problem is solved by iterative re-weighted least squares; i.e., a sequence of quadratic problems, Reference [4] . This method can be adapted to the score engineered case, by formulating an appropriate sequence of quadratic programs. In Reference [1] I showed that score development problems could be solved very quickly via quadratic programming. 
With this approximation the problem becomes
The objective function can be manipulated as
Now the problem becomes
Derivation of
By definition
where these are evaluated at .
: to Subjectˆ
so that I can write minus log likelihood as
This means that
The chain rule and elementary calculus yield
Applying the chain rule again yields Hence
Matrix Computation of
To write the gradient and Hessian in matrix notation define In Section 1, I noted that where means element by element division.
Then where is matrix multiplication and is array element by element multiplication. 
MATLAB Formulation
For the score engineered logistic regression quadratic program, the matrices in the general form of the MATLAB quadratic program (see Section 2.2 of Reference [1] ) are
Application
To test the methodology, I will use the fraud test case used in References [1] . In this example, there are 25 prediction characteristics and 171 scorecard attributes. So the score engineered logistic regression model has 172 score coefficients, because there is an intercept term.
Iteration of the algorithm
The function, beta, given in Appendix 1 performs one iteration of the algorithm for computing the score engineered logistic regression solution. The current value of the logistic regression coefficients is called betain. The new value of the logistic regression coefficients is called betaout. The function is based on the theory developed above.
The initial iteration of the algorithm is the MATLAB code betaout=beta(Xr,yd,w,0,A,b,Aeq,beq,l,u,beta0); I describe below how each of the input terms is computed.
Design matrix
From a design matrix point of view, logistic regression is the same as least squares regression, which was documented in Section 6 of Reference [1] . So I use the same design matrix as was used there. The computation of Xr is shown on p. 39 of Reference [1] .
Performance variable
The performance variable is the same one that was used in several of the score developments in Reference [1] . The computation of yd is shown on p.16 of Reference [1] .
Observation weights
For comparison purposes, I will use the same observation weights used in Reference [1] ; i.e., equal weights. So the MATLAB code is w=ones(9907,1);
Penalty parameter
For comparison purposes, I will use the same penalty parameter used for the development of S1 in Section 2 of Reference [1] ; i.e.
. So the MATLAB code is lambda=0;
Constraint matrices for the quadratic program
For this application I will use the 59 equality constraints used for S1 in Section 2.5 of Reference [1] . Hence, in MATLAB code
Aeq=[zeros(59,1) Ac] ;
where Ac was defined in Section 2.5 of Reference [1] . The first column of Aeq reflects the existence of the additional intercept score coefficient.
In this example, there is no non-zero in-weighting, hence in MATLAB code beq=zeros(59,1);
For this application I will use the 106 pattern constraints used for S1 in Section 2.5 of Reference [1] . Hence, in MATLAB code A=[zeros(106,1) Ap] ;
where Ap was defined in Section 2.5 of Reference [1] . The first column of A reflects the existence of the additional intercept score coefficient.
In this example, all of the inequality constraints are pattern constraints, hence in MATLAB code b=zeros(106,1);
And as usual (in all my papers on quadratic programming), l=-inf*ones(172,1); u=inf*ones(172,1);
Initial value of
As an initial value of I will use the scorecard, S1, in Reference [1] as the scorecard part of the logistic regression model. This is appropriated, because this scorecard is on a weight of evidence scale. For the initial intercept term, I will use log pop odds. In MATLAB code the initial value of is beta0=[0;S1];
Running the algorithm manually
A manual run of the algorithm was done as follows betaout=beta(Xr,yd,w,0,A,b,Aeq,beq,l,u,beta0); betaout2=beta(Xr,yd,w,0,A,b,Aeq,beq,l,u,betaout); betaout3=beta(Xr,yd,w,0,A,b,Aeq,beq,l,u,betaout2); betaout4=beta(Xr,yd,w,0,A,b,Aeq,beq,l,u,betaout3);
Each time I measured how close I was to convergence by max(abs(betaout-betain))
Here is a table of the results 
Results of Logistic Regression Iteration
Performance results
In this section I compare two engineered scores. The first engineered score is the score that maximizes divergence. The MATLAB computation of this score is Score=Xd*S1;
where Xd and S1 are defined in Section 2.5 of Reference [1] . This score is also given in Section 4.3 of Reference [5] . In fact, the matrices, Xd and S1 are in the MATLAB dataset, marginal, associated with Reference [5] .
The second engineered score is the logistic regression score, which was designed to minimize the minus log likelihood function. It is defined by the MATLAB code score4=Xr*betaout4;
The The function, MLRLL, is documented in Appendix 1.
These results are consistent with what you would expect. The engineered score, Score, has higher divergence and the engineered score, score4, has less minus log likelihood.
And both scores satisfy all the score engineering constraints.
We can also compare these scores on measures based on the ROC curve, even though the ROC curve was not used in their developments.
Engineered Score Development KS
Development ROC Area
Score (max divergence)
. 4964 .8250 score4 (logistic regression)
. 4973 .8257
The MATLAB code for computing the first row of this Here we see that the logistic regression score has slightly better ROC curve properties on the development sample. This is a typical result.
The development ROC area result for my engineered logistic regression score is virtually the same as that obtained by Gerald Fahner using iterative re-weighted least squares, Reference [6] . The ROC area result for Gerald's score is documented in Reference [7] , where his score is called IRCLS (Iterative Re-weighted Constrained Least Squares).
These kinds of development sample results usually hold true for the validation sample for this kind of data and scorecard. However, I do not provide the validation sample results here, because that is not the purpose of this paper.
Logistic Regression Coefficients
The intercept coefficient is -.1026. The fact that this is not closer to the log pop odds of near zero, may reflect the constraints of score engineering.
The rest of the coefficients are shown in Appendix 2, column 6. For comparison, column 5 shows the score weights for the weight of evidence score, which maximizes divergence. As you can see, the coefficients are similar, but there are some differences. However, all of the score engineering constraints are satisfied for the logistic regression score weights.
Column 7 shows the score engineered logistic regression solution obtained by Gerald Fahner using the iterative re-weighted constrained least squares (IRCLS) approach to logistic regression, Reference [6] . As you can see, the solutions agree for the most part in the first two decimal places. Gerald's intercept term was -.0920, which is close to my value of -.1026. 
