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1.1 A depiction of our motivating example of a person in their kitchen assisted by sev-
eral robots. (a) A ceiling mounted robotic manipulator helps with tasks around the
kitchen such as moving dishes to and from the dishwasher. For this robot to be safe it
must not cause a collision with the person (or unintentionally hit any other part of the
kitchen). (b) A wearable robotic exoskeleton helps stabilize the person and assist with
dynamic motions. For this robot to be safe it must not cause the person to fall and
should actively intervene to keep the person from falling when appropriate. (c) Ex-
ternal sensors such as ceiling mounted cameras may aid in localizing the person and
estimating their movement. In this depiction a stereo camera perceives the person’s
3D pose and communicates its estimates to both robots for use in planning. These
estimates may be used to monitor the stability of the person over time and to identify
potential instabilities in real time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Dissertation summary. This dissertation develops a set of tools to enable safe au-
tonomy in assistive robots for supporting personal mobility needs. Each chapter of
the dissertation presents a different tool and provides theoretical guarantees about
their correct performance. These theoretical guarantees appear in Sec. 2.3.4 (opti-
mal perception), Thm. 3.6.2 (instability during motion), Thm. 4.4.15 (collision-free
manipulation), and Thm. 5.5.6 (fall prevention). . . . . . . . . . . . . . . . . . . . . . 14
1.3 A zonotope Z is a polytope in Rn described by a center and generator vectors. This
figure depicts a zonotope with three generators. Starting at the center, the zonotope
is the set of points which may be written as a linear combination of the generator
vectors, where each generator may be multiplied by a coefficient in [−1, 1]. . . . . . . 18
2.1 An example of the two-stage pose estimation framework applied to a test frame from
the Human 3.6m [1] dataset. First, 2D pose estimates are collected from multiple
RGB images showing different views of the same subject. Then, given the extrinsic
camera parameters which describe how the cameras are oriented with respect to each
other, the multiple views are used to produce an accurate 3D pose estimate. . . . . . . 21
x
2.2 This figure explains notation and concepts found in this chapter. 2D pose estimates are
generated in each camera frame for each joint j ∈ J . The estimated 2D pixel location
of joint j in the kth camera frame is given by yjk, with confidencewjk. These estimates
are “unprojected” to form a ray yjk3D of 3D points that may have produced the estimate.
The decision variables xj are chosen to minimize a squared measurement residual
representing the distance of xj from each of these rays. Link length constraints are
enforced between any two linked joints; in this figure, joints p and q are connected by
a link of length lpq. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3 A comparison of 2D keypoint estimates for the “Learnable Triangulation” detector and
OpenPose versus the ground truth. Because OpenPose is not trained on Human3.6m,
its 2D estimates can differ significantly from the ground truth annotations, contribut-
ing to a drop in accuracy. For example, the OpenPose’s hip position estimates (light
blue) are consistently lower and more narrow than the ground truth (dark blue) or
“Learnable Triangulation” (light green) estimates. . . . . . . . . . . . . . . . . . . . . 37
2.4 A comparison of 3D pose estimates generated via our method with length constraints
when using the LT and OP detectors. The 3D estimate formed using OpenPose is
relatively accurate. However, it misplaces the 3D position of the left arm because of
poor estimates from the back cameras (leftmost two images on the left hand side). . . 38
3.1 An illustrative overview of Stability Basins for sit-to-stand. The Stability Basin
(shaded blue) represents the set of model states through time that will successfully ar-
rive at a target set (light blue volume, right side) for a given individual and sit-to-stand
strategy. Trajectories of the model are illustrated, with nominal in gray, successful
perturbed in blue, and failures in red. Trajectories that exit the Stability Basin are
predicted to lead to stepping or sitting. . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2 A typical perturbation time series is shown in this figure. This particular perturbation
was a forwards perturbation at the medium force level. A baseline tensioning force of
19.6 N is commanded, until the start of the perturbation. The force quickly ramps up
to a specified peak, then back down to the baseline tensioning force. . . . . . . . . . 46
3.3 This figure shows typical peak perturbative force values (normalised by subject body
weight) for the forwards (F) and backwards (B) perturbations applied at the low,
medium, and high force levels. These peak forces were averaged across subjects
and sit-to-stand strategies to produce this plot. For each force level, the central mark
indicates the median peak force. The bottom and top edges of the box indicate the
the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme
forces not considered outliers, and the outliers are plotted individually. . . . . . . . . 47
3.4 Subjects began from a seated position with their arms crossed against their chests
(gray). The subject’s COM is illustrated by filled circles. Cable-pulls applied to the
subject sometimes caused them to step or sit (red); otherwise, the trial was considered
to be successful (blue). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
xi
3.5 This figure illustrates the segmentation procedure. Step 2(b) of the procedure is de-
picted in Fig. 3.5(a). We take the subject’s five nominal trials, shown in light grey, and
average them to form a single average nominal trajectory, shown as the thick darker
grey line. We choose a start and end time [0, Tnom] for the average nominal trajectory
as in Step 2(d). Step 3(a-b) of the procedure is depicted in Fig. 3.5(b). We obtain the
horizontal acceleration trajectory of the average nominal trajectory by twice differen-
tiating the position trajectory shown in Fig. 3.5(a). We then iterate over time scales
in [Tmin, Tmax], scaling the trajectory according to Sec. 3.4.2. These scaled trajectories
are shown in shades of grey. An example trajectory corresponding to time T ∗ is shown
as the thick black line. Step 3(c-e) of the procedure is depicted in Fig. 3.5(c). The
horizontal acceleration trajectory of a trial to be segmented is shown as the thin light
grey line. Of the scaled trajectories in Fig. 3.5(b), the one corresponding to time T ∗,
shown as the thick black line, matches the best. The start and end times of the trial to
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5.1 An illustration of the TRIP-RTD framework, which plans trajectories for a prosthetic
knee and ankle following a stumble while the prosthesis is in swing. At the time of
the stumble, reachable sets corresponding to predicted human motion are generated
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mization problem subject to these constraints to generate a safe desired trajectory of
the prosthetic leg. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.2 This figure illustrates the kinematic characteristics of the three distinct trip recovery
strategies. In (a), stick figures demonstrate the temporal ordering of events. The
elevating strategy (orange) involves upward and forward movement of the foot after
a trip occurs. During the delayed lowering strategy (green), the foot initially moves
upwards before being place behind the tripping position. Finally, with the lowering
strategy (purple), the foot moves backwards and down. Data from a person without
amputation being tripped at various points in their swing phase is shown in (b). These
graphs illustrate observed trajectories of the three distinct trip recovery strategies in
terms of heel positions as the gait cycle progresses [3]. . . . . . . . . . . . . . . . . . 110
5.3 The kinematic planning model considered in this chapter of a transfemoral amputee
(gray links) and robotic prosthetic leg (blue links). We assume the prosthetic leg is in
swing when the trip occurs, and has a powered knee and ankle joint. . . . . . . . . . . 111
5.4 This figure shows example observed knee trajectories and parameterized trajectories
for Subject ID 1. In (a), the observed knee velocity trajectories q̇sr4 (t) are plotted
for each trip recovery strategy. The shade of each trajectory corresponds to the ob-
served peak foot height in each trial, with darker shades corresponding to a lower
peak foot height following a trip. In (b), the parameterization of knee velocity trajec-
tories q̇4(t; k) computed from the data in (a) is shown. The mean trajectory q̇s4,mean(t)
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of k4 from 0 to 1. A value of k4 = 0 corresponds to a lower peak foot height, while
a value of k4 = 1 corresponds to a higher peak foot height. We note that in each of
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of k5 from 0 to 1. A value of k5 = 0 corresponds to a lower peak foot height, while
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5.6 This figure shows the anterior-posterior target setsXT,AP computed from data for Sub-
ject ID 1. Note that the target sets are defined over heel positions for the elevating
strategy and over toe positions for the delayed lowering and lowering strategies. The
target sets found for each strategy occupy distinct regions. As expected for the elevat-
ing strategy,XT,AP is characterized by more forward progression of the heel and COM
positions, and a higher COM velocity. For the delayed lowering strategy, XT,AP occu-
pies a region of low forward progression of the toe and COM positions, and negative
COM velocities. The lowering strategy’s target set lies between these two. . . . . . . . 121
5.7 This figure displays example rotatotopes Vheel(t) and Vtoe(t) for each of the three trip
recovery strategies for Subject ID 1. The stick figures show the observed motion of
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single trial. The observed hip motion in this trial was treated as a “prediction”, then
combined with the parameterized JRSs to construct Vheel(t) and Vtoe(t) as in (5.17) and
(5.18). These rotatotopes, shown as the shaded blue polygons, are defined using the
correct initial configuration q̃p at the onset of stumble t = ts. They overapproximate
the true motion of the heel and toe trajectories when following the trajectory param-
eterization shown in Fig. 5.4 and Fig. 5.5. In Sec. 5.5.3, we use these rotatotopes to
generate foot placement and clearance constraints which ensure a safe recovery. . . . . 126
5.8 This figure shows projections of the target set onto the ground plane (light green inter-
vals) for the phase indexes where contact between Vheel(t) and the ground are possible
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ABSTRACT
Robots have the potential to support older adults and persons with disabilities on a direct and
personal level. For example, a wearable robot may help a person stand up from a chair, or a
robotic manipulator may aid a person with meal preparation and housework. Assistive robots
can autonomously make decisions about how best to support a person. However, this autonomy
is potentially dangerous; robots can cause collisions or falls which may lead to serious injury.
Therefore, guaranteeing that assistive robots operate safely is imperative.
This dissertation advances safe autonomy in assistive robots by developing a suite of tools
for the tasks of perception, monitoring, manipulation and fall prevention. Each tool provides a
theoretical guarantee of its correct performance, adding a necessary layer of trust and protection
when deploying assistive robots. The topic of interaction, or how a human responds to the decisions
made by assistive robots, is left for future work.
Perception: Assistive robots must accurately perceive the 3D position of a person’s body to
avoid collisions and build predictive models of how a person moves. This dissertation formulates
the problem of 3D pose estimation from multi-view 2D pose estimates as a sum-of-squares opti-
mization problem. Sparsity is leveraged to efficiently solve the problem, which includes explicit
constraints on the link lengths connecting any two joints. The method certifies the global optimal-
ity of its solutions over 99% of the time, and matches or exceeds state-of-the-art accuracy while
requiring less computation time and no 3D training data.
Monitoring: Assistive robots may mitigate fall risk by monitoring changes to a person’s stability
over time and predicting instabilities in real time. This dissertation presents Stability Basins which
characterize stability during human motion, with a focus on sit-to-stand. An 11-person experiment
was conducted in which subjects were pulled by motor-driven cables as they stood from a chair.
Stability Basins correctly predicted instability (stepping or sitting) versus task success with over
90% accuracy across three distinct sit-to-stand strategies.
Manipulation: Robotic manipulators can support many common activities like feeding, dress-
ing, and cleaning. This dissertation details ARMTD (Autonomous Reachability-based Manipu-
lator Trajectory Design) for receding-horizon planning of collision-free manipulator trajectories.
ARMTD composes reachable sets of the manipulator through workspace from low dimensional
trajectories of each joint. ARMTD creates strict collision-avoidance constraints from these sets,
xx
which are enforced within an online trajectory optimization. The method is demonstrated for real-
time planning in simulation and on hardware on a Fetch Mobile Manipulator robot, where it never
causes a collision.
Fall Prevention: Wearable robots may prevent falls by quickly reacting when a user trips or
slips. This dissertation presents TRIP-RTD (Trip Recovery in Prostheses via Reachability-based
Trajectory Design), which extends the ARMTD framework to robotic prosthetic legs. TRIP-RTD
uses predictions of a person’s response to a trip to plan recovery trajectories of a prosthetic leg.
TRIP-RTD creates constraints for an online trajectory optimization which ensure the prosthetic
foot is placed correctly across a range of plausible human responses. The approach is demonstrated




The share of older persons as a percentage of the global population is rapidly increasing. In 2015,
older persons – those aged 60 years or over – comprised 1/8th of the global population according
to the United Nations [6]. By 2030, this share is expected to increase to 1/6th of the population.
These demographic shifts are the result of declining birth rates and improved longevity.
An aging population presents the socio-demographic challenge of ensuring “successful” aging.
Though successful aging is broadly defined, it depends on a person’s physical and cognitive perfor-
mance and disability, as well as their independence, social relationships, and resilience to adversity
[7, 8]. These interdependent factors are strongly influenced by a person’s mobility. Broadly, mo-
bility is defined as
“the ability to move oneself (e.g., by walking, by using assistive devices, or by using
transportation) within community environments that expand from one’s home, to the
neighborhood, and to regions beyond.” [9].
Age-related changes to mobility may occur as one facet of the heterogeneous and complex process
of aging [10], for example due to the impairment of vision or the loss of muscle mass. Though
the impact of changes to mobility depends heavily on the individual and their living situation, in
general impaired mobility is correlated with morbidity, loss of independence, and reduced quality
of life [11, 12].
Personal mobility is required to perform many activities of daily living (ADL), such as eating,
walking, dressing, or using the toilet [13]. Additionally, many instrumental activities of daily living
(IADL), such as cooking, shopping, doing laundry and using transportation, are more complex
and may require a higher level of personal mobility [14]. Devices such as walkers and powered
wheelchairs can support a person’s mobility needs [15], and a person’s environment may be altered
to support ADL, for example by adding handrails in the bathroom. However, for some older
persons, caregivers provide essential support in carrying out ADL and IADL. These may either
be formal caregivers, as in a retirement community or hospital, or informal caregivers, such as
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spouses, children, or other friends and family members. Informal caregivers play an important role
in enabling “aging-in-place”, with a majority of older persons preferring to be cared for at home
rather than institutional settings [16]. Caregivers can provide physical assistance for ADL by
helping a person get dressed or offering support going down the stairs [17]. They may also provide
assistance with IADL by shopping, cooking, or doing household tasks. While many informal
caregivers report mainly positive attitudes towards caring for loved ones, providing care can also
be physically and mentally taxing [18]. This may lead to fatigue and stress depending on the level
of dependency of the older person and on the presence of perceived social support [19].
Assistive robots have been suggested as a means to support older persons and persons with
disability during daily tasks [20, 21, 22, 23]. Broadly, an assistive robot can be defined as
“an actuated mechanism programmable in two or more axes with a degree of auton-
omy, moving within its environment, to perform tasks and services which are used
by disabled and/or elderly people to overcome social, infrastructural and other barri-
ers to independence, full participation in society and carrying out activities safely and
easily.” [24]
The roles that these assistive robots could play are expansive and varied. Assistive robots could
promote personal mobility by offering physical support during walking, balancing, and dynamic
tasks like sit-to-stand [25]. Assistive robots could also help with cooking and cleaning, fetching
items within the home, and act as social companions. By offering additional support to older
persons when necessary, assistive robots may allow for greater independence and increased access
to personalized care [10]. Consequently, this may reduce the amount of support and effort required
of formal and informal caregivers.
1.1 The Role of Assistive Robots
1.1.1 Personal Mobility Needs
This dissertation focuses on “physically assistive robots” which augment personal mobility. The
dissertation does not consider “socially assistive robots” which may support a person’s cognitive
and social needs, although significant overlap between these types of robots is possible [24]. The
role that physically assistive robots may play in an older person’s life depends on their personal
mobility needs. Fiorini et al. identified four categories of mobility needs that could be addressed
by assistive robots by interviewing older persons as well as formal and informal caregivers [25].
We recontextualize these needs and explore the functions that assistive robots may perform to meet
these needs.
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1. The first are physical needs which correspond to ADL, such as getting up from a chair or
walking inside the house. Assistive robots can physically interact with a person as they
perform these tasks. This support could be passive (such as acting as a portable handhold
[26]) or active by aiding with balance during walking [27] or providing lifting force when
getting up from a chair or bed [28]. Additionally, caregivers suggested that such robots could
help them lift or carry older persons, or help turn them over in their bed, which could ease
the physical strain of their work.
2. The second are instrumental needs, which correspond to IADL such as “being able to fetch
and carry items” and “doing housework”. Assistive robots equipped with manipulator arms
can autonomously complete tasks within this domain, such as fetching a cup of coffee,
changing cat litter [10], or putting away dishes in the kitchen [29].
3. The third are rehabilitation needs, which includes “doing physical exercise aimed at main-
taining or improving mobility.” Older adults suggest assistive robots may be useful for mo-
tivating them to perform these exercises and for assessing their performance. Caregivers
also believe robots could automatically assess gait and other measures to determine how to
minimize fall risk. In this regard, special care should be taken to ensure the safety of per-
sonal data; robots should avoid the negative perception of “always watching” or surveilling
a person by allowing a person to choose how their data is collected and managed [24].
4. The fourth are personal safety needs, which means minimizing fall risk and being able to
alert a caregiver in case of a fall. If an older person is living alone, assistive robots may
automatically detect if a fall has occurred and alert emergency services if necessary [26].
Assistive robots may actively seek to prevent falls, for example by detecting and removing
obstacles from the floor. Wearable assistive robots may augment a user’s reaction to a trip or
slip to prevent falls by automatically moving a person’s limbs in response to instability [30].
1.1.2 Technical and Functional Requirements
These needs are complex and motivate the design of assistive robotic systems which can meet one
or more of these needs simultaneously. To achieve the types of support suggested above, assistive
robots must meet a plethora of technical and functional requirements:
• Perception. First, assistive robots must use sensors to understand their environment and the
people within it. This includes building maps of the environment for autonomous naviga-
tion and understanding the location of important objects in the environment. Furthermore,
assistive robots should be able to localize people within this environment and to predict their
future motions to avoid potential collisions.
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• Motion and Navigation. Assistive robots need to move within the long-term care environ-
ment to perform useful tasks. This may involve autonomously navigating between rooms
and moving in tight spaces. Wearable assistive robots may physically support a person by
moving their limbs or maintaining balance. These robots may be personalized to assist only
when necessary based on a user’s strength [31].
• Monitoring. Assistive robots may collect and analyze large amounts of user data because
they are equipped with a suite of mobile sensors [32]. This could prove vital for detecting
anomalous events such as falls, or for predicting when a person would like support for mov-
ing from one place to another. Furthermore, assistive robots could monitor a person’s risk of
falling by assessing changes to a person’s performance of a task over time, such as the onset
of gait impairment.
• Manipulation. Many daily tasks around the home require the grasping and transportation of
objects. These include cooking, feeding, cleaning, dressing, and doing the laundry [29, 33].
Assistive robots must be equipped with manipulation capabilities to perform these tasks.
Manipulation for these tasks is significantly more challenging than traditional applications of
robotic manipulation, such as factory assembly lines, because the home environment is much
less structured and robots may need to manipulate objects in close proximity to humans.
• Interaction. Understanding a person’s needs and intent from sensor data is a difficult but
essential function of assistive robots [34]. Interfacing with these robots should be simple
and intuitive to understand, such as through voice and gesture recognition [35]. Ideally,
robots should be able to recognize a user’s emotions or mood when deciding how best to
support them.
• Fall Prevention. Because falls are a grave concern for older persons, assistive robots should
move in ways which actively seek to minimize fall risk [22]. For example, this may mean
positioning themselves as a mobile handhold to support gait or sit-to-stand transitions. Wear-
able robots may prove especially useful by responding to external perturbations such as trips
or slips and compensating for slow reaction times or muscle weakness.
1.1.3 Types of Assistive Robots
Researchers have proposed and developed numerous assistive robots which incorporate the func-
tionality described in the previous section. We provide a brief overview of existing research plat-
forms and commercial products and discuss their capabilities.
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• Service robots that have been proposed are generally comprised of a wheeled mobile base,
sensors (like a Microsoft Kinect) for perception, and may take forms suggestive of humans.
These include the MARIO/Kompai robot [36], Care-o-Bot 4 [37], DoRo [38], RAMCIP
robot [39], and ASTRO robot [26]. Some robots, such as the Care-o-Bot 4 [37], are capa-
ble of expressing “emotions” through the inclusion of expressive eyes. A tablet computer
attached to the robot often serves as the primary means of interfacing with the robot. These
robots may foster social inclusion, provide a means for telepresence, remind persons to take
their medication, or alert caregivers if a fall is detected. Generally, the impact of these robots
on supporting personal mobility is limited. However, they may be capable of manipulation
tasks, such as the RAMCIP robot [39] which can manipulate light switches and pick and
place objects. Furthermore, the ASTRO robot [26] may assist with sit-to-stand by providing
a mobile handhold which a person may grasp to pull themselves up a seated position.
• Manipulators are robotic arms that may be attached to a mobile base and assist with common
IADL, like fetching and carrying items and doing housework. Service robots, such as the
RAMCIP robot [39] and Care-o-Bot 4 [37], may use attached manipulators while assisting
users. Mobile manipulator platforms such as Willow Garage’s PR2 [40] and the Fetch Mo-
bile Manipulator robot [41] may serve as assistive robots in addition to other roles for which
they have been imagined. The Toyota Research Institute is developing a ceiling-mounted
manipulator for use in a home’s kitchen. This manipulator may slide on a track located on
the ceiling, and complete common tasks such as cleaning the counters, opening the refrig-
erator, and grasping cups and bottles [29]. A series of robotic manipulators were developed
to assist with vocational activities at a user’s office workstation (the MoVAR, DeVAR [42],
and ProVAR [43]), which included a GUI and virtual representation of the workspace and
achieved common tasks like handling computer disks.
Many wheelchair-mounted manipulators have been developed to support users with limited
upper-body mobility. These include the KARES I [44] and KARES II [45] robots and the
MANUS arm [46]. More recently, the commercially available Kinova Jaco arm has shown
impressive manipulation capabilities [47]. A user reported being able to open their resi-
dence’s mailbox with a key and retrieve the mail using this arm [48]. The arm is primarily
controlled by a joystick or other user interface; increasing the autonomy of such arms may
improve the speed and accuracy of assistance.
• Wearable robots provide physical support to a user through direct interaction with a person’s
body. These include powered exoskeletons and powered prosthetic limbs.
In recent years, numerous companies have been created which develop powered exoskele-
tons [49, 50]. These exoskeletons have accomplished the amazing feat of robot-assisted
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walking for patients with complete spinal cord injuries [51]. Research is also being con-
ducted for exoskeletons to assist caregivers in moving patients [28]. Studies have shown that
exoskeletons may be used to prevent falls by detecting and responding to instabilities [30].
The current development of lightweight soft exosuits may lead to broader adoption of these
technologies in older persons [52], and could provide personalized assistance with tasks like
stair climbing [53].
Powered prosthetic legs, in contrast to conventional prostheses, can supply energy during lo-
comotion via knee and ankle motors [54]. This can reduce the metabolic cost of walking [55]
and promote gait symmetry [56]. Recent advances in the design of these robotic legs have
led to powerful, lightweight and low cost systems [57]. In addition to level-ground walking,
these devices may assist users with other tasks like walking up slopes, ascending/descending
stairs, and walking backwards [58].
• Powerchairs & walkers may extend the range a person may travel independently while de-
creasing risk of falls. Though typically controlled by a joystick (powerchairs) or manually
transported (walkers), researchers have studied increasing the autonomy of these systems.
For example, robotic powerchairs may share control with users to reduce the amount of user
input needed for operation, or robotic walkers may move themselves while staying in front
of a person to reduce the work done by a user [59, 15]. Researchers have studied the use of
robotic walkers for monitoring and analyzing a person’s gait via laser range finders [27].
• Socially assistive robots have been suggested to support older persons’ social and cognitive
needs [60, 61, 62, 63]. Though this dissertation focuses on personal mobility needs, we
include a brief discussion of such robots here.
A popular example is the PARO robot. PARO is an animatronic seal used to support patients
with dementia [64]. The robot was found to reduce negative emotion and improve positive
mood and quality of care [65]. Socially assistive robots are also being extensively researched
for treating autism in children, where they have been found to increase user therapy accep-
tance and improve social skills [66]. One theory for the positive reception these robots often
receive among these children is that they offer predictable responses to the child’s actions




Underpinning the functional requirements presented in Sec. 1.1.2 are two central concepts of this
dissertation: safety and autonomy. Autonomy refers to a robot’s ability to sense and interpret
people and the environment, and to independently make decisions and take actions to assist users.
Increasing autonomy can relieve users from having to constantly specify the desired operation
of these robots. For example, a robotic walker may choose its own path through a crowded en-
vironment [68]. As another example, if a person asked a robot to fetch a cup of water, it may
be unreasonable to expect a person to control each of the robot’s joints as it maneuvered to and
grasped the cup [69]. Instead the robot should be able to interpret the person’s high level intentions
and translate these into actions that complete a given task. Allowing assistive robots to choose their
own actions may make them more useful; however, it opens the door for robots to choose actions
which are not safe.
What it means for a robot to “move safely” depends on context and the nature of their inter-
actions with humans [70]. In this dissertation, we focus on the physical safety of the person and
consider a robot’s motion unsafe if it could cause a person to fall (as in the case of wearable robots)
or cause a collision with the person (as in the case of manipulators). Safety is doubly important
when considering that older adults and persons with disabilities may be more at risk of severe
injury from a fall or unexpected collision [71, 72]. We make the argument for safe autonomy
through the following line of reasoning:
1. Assistive robots can be dangerous and may put humans at serious risk of injury. Some of
the service robots described in Sec. 1.1.3 such as the ASTRO robot [26] can be as tall as
a person and weigh over a hundred pounds. Collisions between these robots and an older
person could knock them off balance and cause a fall which could lead to severe injury or
death. This danger is more pronounced for wearable robots, which are constantly physically
interacting with a person’s body. An unexpected motion autonomously planned by such
robots could similarly cause a devastating fall (e.g. by causing the user to trip on an obstacle).
Manipulators present another source of danger; in some tasks such as feeding, robot arms
must come into extremely close contact with a person [73]. These stiff, heavy arms may
cause injury through collision with a person, especially if moving at a higher speed. These
dangers are especially pronounced when manipulating sharp objects like forks or knives.
Manipulators operating away from a person may still cause hazards through unwanted col-
lisions with the environment (e.g. by knocking a glass of water onto the floor and creating a
slip hazard).
2. Guarantees of safety are necessary. Some level of risk will always be present when robots
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operate autonomously near humans. However, roboticists can safeguard against potential
hazards through careful design.
The first solution is to ensure that robots and humans never occupy the same physical space.
For example, large industrial robots on factory floors are caged off to prevent potential injury
[74]. This is infeasible for assistive robots, which will operate in a person’s home and may
require physical contact with a person to perform certain functions.
Another possible solution is to design the physical morphology of the robot with safety in
mind. The field of soft robotics has received much attention in recent years, with this prop-
erty often cited as an advantage over traditional robots [75]. Soft robots are made from
compliant, deformable materials, so collisions between these robots and humans are inher-
ently much safer [76]. Unfortunately the control of soft robots is a formidable challenge. Soft
robotic manipulators thus far can not match the functionality of traditional robotic manipula-
tors composed of rigid links. However, researchers have recently demonstrated end-effector
positioning [77, 78, 79] and pick and place functionality [80].
Padding the exterior of the manipulators and service robots described in Sec. 1.1.3 may make
impacts with these robots somewhat less dangerous. However, they may still cause falls,
knock over objects in the environment, or cause injury when manipulating sharp or heavy
objects. Additionally, these arguments do not apply to wearable robots, where falls rather
than collisions are the main source of danger. Therefore, it is insufficient to only consider
the physical morphologies of these robots when attempting to guarantee robot safety.
A third solution is to control the robot in a way that guarantees unsafe actions can not occur,
which we discuss subsequently.
3. These guarantees often take the form of a mathematical proof. Robot autonomy involves
perceiving people and the environment, making predictions about agents’ intentions, and de-
ciding on and implementing a course of action. Algorithms at each step of this pipeline
enable autonomous operation of the robot. To make guarantees of safe autonomy, we must
certify the correct performance of these underlying algorithms. Additionally, these algo-
rithms should be robust to uncertainty because a robot’s models of itself and its environment
will never be perfect.
At their core, each of these algorithms is a function that transforms inputs (e.g. obstacle
locations) into outputs (e.g. a collision-free motion plan). By developing mathematical
proofs to certify that the outputs of these algorithms satisfy definitions of safety, we add a




The goal of this dissertation is to enable safe autonomy in assistive robots by developing a suite
of tools for perception, monitoring, manipulation, and fall prevention, which provide mathe-
matical guarantees for their correct performance. These functions, introduced in Sec. 1.1.2, allow
assistive robots to support the personal mobility needs discussed Sec. 1.1.1. This dissertation
considers the following open problems for each of these functions:
1. Perception: Given 2D estimates of human pose from multiple RGB cameras, find the
globally-optimal 3D reconstruction that minimizes measurement error while obeying realis-
tic constraints on motion.
2. Monitoring: Given kinematic observations of human motion, build dynamic models which
characterize a person’s stability during motion and predict when a person will become un-
stable.
3. Manipulation: Given a set of obstacles and a robotic arm model, construct a real-
time receding-horizon planner which finds the best robot action subject to strict collision-
avoidance constraints.
4. Fall prevention: Given a set of predicted human responses to a stumble, plan trajectories of
a wearable robot which guarantee that a fall will not occur.
The concept of interaction, or how a person responds to decisions made by assistive robots,
will be critical to the successful deployment of these autonomous systems in a person’s home.
However, we do not explicitly examine the topic in this dissertation, instead leaving it for future
work.
We use the following motivating example to introduce some of the challenges and motivate the
open problems addressed by this dissertation.
1.3.2 Motivating Example
We consider the hypothetical situation of an older person at home in their kitchen assisted by
several robots, displayed in Fig. 1.1. The first robot (Fig. 1.1(a)), a ceiling-mounted robotic arm
[29], assists the person with moving plates from the dishwasher to the cupboard. The second
robot, a wearable lower-limb exoskeleton [50] (Fig. 1.1(b)), assists the person with their balance
and reduces the load on their muscles and joints during dynamic activities, like walking or standing
up from a chair.
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Figure 1.1: A depiction of our motivating example of a person in their kitchen assisted by several
robots. (a) A ceiling mounted robotic manipulator helps with tasks around the kitchen such as
moving dishes to and from the dishwasher. For this robot to be safe it must not cause a collision
with the person (or unintentionally hit any other part of the kitchen). (b) A wearable robotic
exoskeleton helps stabilize the person and assist with dynamic motions. For this robot to be safe
it must not cause the person to fall and should actively intervene to keep the person from falling
when appropriate. (c) External sensors such as ceiling mounted cameras may aid in localizing the
person and estimating their movement. In this depiction a stereo camera perceives the person’s 3D
pose and communicates its estimates to both robots for use in planning. These estimates may be
used to monitor the stability of the person over time and to identify potential instabilities in real
time.
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1. Perception. In this scenario, we consider the possibility of using several calibrated RGB
cameras located either externally or on a robot platform for estimating the current 3D pose
of the person as shown in Fig. 1.1(c). Correctly perceiving the position of the person’s body
within the kitchen is essential. For example, this is necessary for the arm to plan trajectories
which avoid collision with the person. Estimates of the person’s joint angles and center of
mass state derived from vision-based perception can also be used for controlling the wearable
robot.
2. Monitoring. Assistive robots can monitor how older persons complete dynamic tasks over
time to identify changes in their stability [25]. In this scenario, perceptual estimates provided
by the RGB cameras or encoders in the wearable robots joints’ may provide valuable data
for assessing the person’s biomechanics over time. For example, data collected on a person’s
gait or common ADLs like sit-to-stand could be used to quantify their stability and predict
their risk of falling. Such measures could also be used to detect instabilities in real-time, for
example if the person tripped on a kitchen chair leg. In this case the wearable robot could
take action to attempt to prevent a fall. Care must be taken to empower the person with
control over how their data is used to allay fears of surveillance [24].
3. Manipulation. For the robotic arm in this scenario to move safely it must not cause a colli-
sion with any part of the person. Doing so could be catastrophic, for example if the person
is chopping vegetables with a sharp knife. The robot arm should also not collide with any
unintended part of the kitchen. The manipulator relies on estimates of the person’s position
when planning its path, and therefore it is critical that these estimates are accurate and reli-
able. Furthermore, the manipulator should be capable of replanning its motion several times
per second to incorporate updated predictions of the person’s movement.
4. Fall Prevention. Falls are the leading cause of injury in people over 75 years old, resulting
in reduced quality of life, increased healthcare costs, and accident-related death [71, 81,
82]. Assistive robots may detect instabilities (caused by trips or slips) that could lead to a
fall while monitoring the older person’s motion. The exoskeleton worn by the person may
intervene to prevent potential falls [30] by moving the person’s joints. For example, the
exoskeleton may assist in quickly placing the person’s foot in a location where they can
regain their balance.
While it would be terrible for a wearable robot to fail to prevent a fall, it would be even worse
for the robot to cause a fall by trying to avoid one. Therefore, the robot should be certain
that intervention is necessary and that a planned recovery motion is safe.
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1.3.3 Challenges
Algorithms for these functions of perception, monitoring, manipulation and fall prevention are
united by several shared challenges:
1. Difficult optimization problems: Algorithms for these functions are often formulated as
(or can be interpreted as) optimization problems. For example, finding the best trajectory for
a robot arm while avoiding collisions [2], or finding the best estimate of a person’s 3D pose
given noisy sensor data [4]. Due to the high-dimensional nature of the robots in considera-
tion, and the many degrees of freedom a person has, these optimization problems may have
a large number of decision variables. The problems may also be nonlinear and non-convex,
often requiring good initial guesses and lacking a guarantee that the solver will converge to
a good solution.
2. Theoretical guarantees: Because the consequences of performing an unsafe action can be
catastrophic it is important to certify that outputs of these algorithms satisfy certain desir-
able properties, as described in Sec. 1.2. In this dissertation we focus on the properties of
safety (collision and fall avoidance) and optimality. For example, for manipulation we may
require a theoretical proof that a planning algorithm is guaranteed not to cause a collision,
and for perception we may enumerate conditions under which the output of an algorithm is
guaranteed to be the best possible solution.
a. Safety: It is important that robots certify the safety of their plans before executing
them. This consists of choosing a plan that is guaranteed to be safe across a set of
predicted human actions which, is assumed to contain the actual human action [83].
Ensuring safety is challenging and often comes at the cost of excessive conservatism or
computational requirements. For example, if a robot arm checks for collision at a dis-
crete number of configurations, it must either buffer its volume (adding conservatism)
or discretize finer (adding computation time) to account for the times in between these
discrete configurations [84]. One strategy for reducing computational requirements is
to relax the safety constraint by placing a high (rather than infinite) penalty on violat-
ing the constraint [2, 85]. However, doing so requires post-processing of a solution to
verify its safety.
b. Optimality: Aside from safety it is also important that algorithms for these subproblems
find the best possible solutions [86]. For example, when perceiving a person’s position
using noisy sensors, the true position of the person may be unknowable. However,
producing the best possible estimate from noisy data gives subsequent prediction and
planning algorithms the best chance at maintaining safety. Generally, it is difficult to
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know whether or not a better estimate exists. Certain relaxations of nonlinear, non-
convex optimization problems can provide guarantees of global optimality [87, 88],
but in the worst case may require solving an infinite-dimensional program.
3. Real-time computation constraints: Because humans are constantly moving and a robot’s
environment is changing, it is vital that robots sense and plan their actions in real time [89].
Doing so places limits on the computation time a robot has to complete each of its functions.
Obtaining solutions with guarantees of safety/optimality may already be computationally
intractable, and the added challenges of limited time and computational resources only make
these problems more difficult.
One strategy to alleviate the burden of real-time computation is to “precompute” relevant
objects ahead of time and to efficiently utilize them online. For example, when predicting
instability, a robot could precompute a set of “stable” trajectories for a dynamic task ahead of
time, then compare the person’s motion against this precomputed set online. For planning,
one can precompute sets of robot trajectories [90] or configurations [91] and attempt to
quickly certify their safety online. However, it may be difficult to precompute objects which
account for the full range of possible behaviors because a person or robot’s next motion may
depend heavily on an initial condition in some high-dimensional space.
1.4 Contributions
This dissertation develops tools for each function separately with the goal of building a unified
framework for safe autonomy in assistive robots. Special attention is paid to the challenges cited
in Sec. 1.3.2, with a focus on formulating tractable optimization problems, providing guarantees
of safety and/or optimality, and accounting for real-time computation constraints. To address each
of these problems, the dissertation is broken into four contributions. These contributions are con-
textualized within the schematic presented in Fig. 1.2
In the first contribution (Perception, Chapter 2), we formulate the 3D human pose reconstruc-
tion from multiview images as a sparse optimization problem, which generates solutions that are
certifiably globally optimal while enforcing realistic constraints on motion. In the second con-
tribution (Monitoring, Chapter 3), published in [92] and [93], we compute “Stability Basins”
to characterize stability during the sit-to-stand motion and experimentally demonstrate that these
objects predict instability. In the third contribution (Manipulation, Chapter 4), published in [94]
(which extends our work on quadrotors [95]), we efficiently compose zonotope-based reachable
sets of robotic manipulators to plan guaranteed collision-free trajectories in real time. In the fourth
contribution (Fall Prevention, Chapter 5), building on our preprint [96], we apply this reachable
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Figure 1.2: Dissertation summary. This dissertation develops a set of tools to enable safe autonomy
in assistive robots for supporting personal mobility needs. Each chapter of the dissertation presents
a different tool and provides theoretical guarantees about their correct performance. These theoret-
ical guarantees appear in Sec. 2.3.4 (optimal perception), Thm. 3.6.2 (instability during motion),
Thm. 4.4.15 (collision-free manipulation), and Thm. 5.5.6 (fall prevention).
set trajectory planning framework to the challenge of online trip recovery in robotic prosthetic legs.
Though not included in this document, we note that our pose estimation contribution is inspired by
our work on automating assessment of rehabilitation following ACL reconstruction surgery (de-
tailed in our preprint [97]), and that our work with reachability analysis began with the computation
of reachable sets under parametric uncertainty, published in [98].
These contributions are presented in greater detail below:
1.4.1 Perception of 3D pose from 2D images
In this contribution, we formulate an optimization-based framework for reconstructing 3D hu-
man pose from 2D estimates in multiple camera views. This algorithm is based on the Sparse
Bounded Sums-of-Squares (SBSOS) hierarchy, which has been applied in other settings for find-
ing globally-optimal solutions that minimize a sum of measurement residuals [99, 100]. When
compared to current state-of-the-art methods [4], our algorithm matches or exceeds their accuracy
without the need for 3D training data, is less computationally expensive, and can incorporate in-
tuitive constraints on motion. Additionally, the algorithm provides an easily-checkable condition
to determine whether its solutions are globally optimal. Experiments show global optimality is
achieved at the first stage of the SBSOS hierarchy over 99% of the time.
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1.4.2 Monitoring Instability during Sit-to-Stand
In this contribution, we compute and experimentally validate Stability Basins, which characterize
the region inside which a human is stable during a dynamic task. Stability Basins can be used
for monitoring a person’s stability and to predict when a change in control strategy is necessary
to prevent a fall in real time. In this work we focus on the sit-to-stand (STS) task, which is
a dynamic motion necessary for maintaining independence and quality of life [101]. Given an
individualized dynamic model, Stability Basins [92] represent the set of model states that lead to
successful completion of the task. Here, we show how to construct Stability Basins from kinematic
observations of STS, and demonstrate the accuracy of Stability Basin predictions with an 11-person
experiment in which subjects were pulled by motor-driven cables as they stood from a chair. The
methods and results of this study are presented in [93], which builds on our previous work [92].
Stability Basins are found to be accurate for a STS strategy preferred by older persons, and show
promise for longitudinal studies that examine their relationship to fall risk.
1.4.3 Planning Collision-free Trajectories for Manipulators
Reachability-based Trajectory Design (RTD) is a receding-horizon trajectory planner that can guar-
antee the safety of its plans; however, it was previously limited to low dimensional 2D planning
models [89]. In this contribution, we extend RTD to planning for high-dimensional robotic ma-
nipulators in 3D. This method is called ARMTD (Autonomous Reachability-based Manipulator
Trajectory Design). ARMTD leverages low-dimensional reachable sets of each joint angle to ef-
ficiently compose the reachable set of the full arm in workspace. This allows for each joint of
the arm to be controlled independently, while accounting for the effect each joint angle has on the
positions of the arm’s links. Online, these reachable sets are intersected with obstacles to iden-
tify strict collision-avoidance constraints. ARMTD then solves an optimization problem subject to
these constraints, which returns a trajectory that is guaranteed to be collision-free. The planner is
parallelized with each step implemented on a GPU to achieve real-time performance. ARMTD is
demonstrated in simulation as well as on hardware with a Fetch Mobile Manipulator robot, where
it never causes a collision. This work is detailed in [94] and builds off our previous work on 3D
quadrotor flight [95].
1.4.4 Planning Trip Recoveries for Prostheses to Prevent Falls
In this contribution, we adapt the ARMTD framework to design trip-recovery trajectories for a
powered lower-limb prosthesis. This method is called TRIP-RTD (Trip Recovery in Prostheses
via Reachabililty-based Trajectory Design) and is designed to prevent falls in transfemoral am-
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putees. TRIP-RTD utilizes a planning model composed of intact hip and prosthetic subsystems.
We consider the case where a person trips when their prosthetic leg is in the swing phase (e.g. if
the prosthetic toe unexpectedly catches on an obstacle). When a trip occurs, TRIP-RTD combines
a predicted reachable set of the hip subsystem with a parameterized reachable set of the prosthetic
subsystem. These reachable sets are used to define safety constraints, where safety is enforced
using a “target set” of desired swing foot positions, and a clearance constraint that prevents the
prosthesis from unexpectedly catching on the ground. An online optimization then generates a
trajectory for the prosthetic leg that is safe for any trajectory in the set of predicted human motion.
In a simulation experiment using data of two non-amputees responding to trips, TRIP-RTD finds
a safe trip-recovery trajectory in 74.11% of trials. We are currently preparing an experiment in-




For brevity, we introduce notation here that will be followed throughout this document. Vari-
ables, points, and functions are lowercase; sets and matrices are uppercase. The n-dimensional
real numbers are Rn, natural numbers are N, the unit circle is S1, and the set of 3× 3 rotation ma-
trices is SO(3). Vectors are either [x1, · · · , xn]> or (x1, · · · , xn)>. For vectors v1, v2, ...vp ∈ Rn,
[v1, v2, ..., vp] ∈ Rn×p is a matrix formed by concatenating the vectors. The positive real line is
R+ = [0,+∞). Let U, V ⊂ Rn. For a point p ∈ U , {p} ⊂ U is the set containing p. The power
set of U is P(U). The Minkowski sum is U ⊕ V = {u + v | u ∈ U, v ∈ V }. Let U × V denote
the Cartesian product of sets U and V. For a matrix A ∈ Rn×n, AU = {Au | u ∈ U}. For a state x,
its first (resp. second) time derivative is ẋ (resp. ẍ). The interval [0, T ] is the set {t | 0 ≤ t ≤ T}.
Superscripts on points index elements of a set. Subscripts index dimensions or provide contextual
information.
1.5.2 Concepts
Several concepts will appear repeatedly throughout this document, which we detail here. Fre-
quently, we let x : [0, T ]→ X denote a state trajectory of a system or model, where X is the state
space. The state trajectory maps time to states of the system according to some system dynamics,
and we say that x(t) is the state of the system at time t. Similarly, we often let q : [0, T ] → Q de-
note a configuration trajectory of a system or model, where Q is the configuration space, and say
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q(t) is the configuration at time t. Generally, we use the term “configuration” to refer to positions
of multi-link robots, and the more general concept of a robot’s “state” when including velocities.
In Chaps. 4 and 5 we utilize parameterized configuration trajectories for planning. This will em-
ploy the notation q(·; k) : [0, T ] → Q, where the trajectory parameter k ∈ K is used to select a
particular configuration trajectory.
Next, we introduce zonotopes. A zonotope Z is a polytope in Rn that is closed under lin-
ear maps and Minkowski sums [102], and is parameterized by its center c ∈ Rn and generators
g1, ...gp ∈ Rn. A zonotope describes the set of points that can be written as the center c plus a





∣∣∣ y = c+ p∑
i=1
βigi, −1 ≤ βi ≤ 1
}
(1.1)
For convenience, we may concatenate the generators into an n × p generator matrix G, and the
coefficients into a coefficient vector β:
G =
[
g1, g2, ..., gp
]
and β = [β1, β2, · · · , βp]>. (1.2)
We can then rewrite (1.1) as
Z = {y ∈ Rn | y = c+Gβ, −1 ≤ β ≤ 1} , (1.3)
where ≥ and ≤ are applied elementwise. For brevity, we will henceforth assume that β ∈ [−1, 1],
and will write the constraints explicitly when this is not true. Zonotopes are a subclass of polytopes
amenable to reachable set computation [103]. An illustration of a zonotope is given in Fig. 1.3.
Future sections make use of reachability analysis to compute reachable sets represented by
zonotopes. Briefly, reachability analysis studies the flow of sets of states of a system under the
system’s dynamics [103].
To explain, we consider a linear time-invariant system ẋ(t) = Ax(t), where A ∈ Rn×n and
x(t) ∈ Rn. Trajectories of this system take the form x(t) = eAtx0 where x0 is an initial state.
Given some intial set of states X0 ⊂ Rn and these dynamics, the reachable set of the system at
time t is the set of states Φt(X0) = {y ∈ Rn | y = eAtx0, x0 ∈ X0}. In other words, the reachable
set at time t is the set of valid trajectories that originate from X0 evaluated at time t. The reachable
set of states over the interval t ∈ [0, T ] is then
⋃
t∈[0,T ] Φt(X0).
Throughout this dissertation, we will compute over-approximations of reachable sets. This is
useful for ensuring safety properties. For example, if a set of states does not cause a collision
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Figure 1.3: A zonotope Z is a polytope in Rn described by a center and generator vectors. This
figure depicts a zonotope with three generators. Starting at the center, the zonotope is the set of
points which may be written as a linear combination of the generator vectors, where each generator
may be multiplied by a coefficient in [−1, 1].
with an obstacle, then any state contained within that set certainly does not either. We use the
open-source reachability toolbox called CORA for computing over-approximations of reachable
sets [102, 104]. CORA efficiently handles difficulties associated with representing sets and their
flow under a system’s dynamics. CORA represents reachable sets as a collection of zonotopes
at each of a finite collection of time steps, which are subintervals of some time interval [0, T ]
of length ∆t. With an abuse of notation, we let t act as an index, so that Z(t) is the zonotope
overapproximating the reachable set over the time step that contains t. Briefly, CORA works
by linearizing the dynamics at each time step about the center of Z(t), and obtaining Z(t+∆t) by
multiplying Z(t) by an overapproximation of the matrix exponential over that time step. It then
expands Z(t+∆t) to account for the effects of inputs and linearization error.
We note that an initial set X0 may only contain a single state X0 = {x0}. In this case, one
may still obtain reachable sets (as opposed to a single state trajectory) if the system’s dynamics are
uncertain or parameterized by a set of trajectory parameters K.
The set of all states that can be attained by the system starting from some initial set is referred
to as the forward reachable set. However, in Chap. 3, we are interested in state trajectories which
end in some final set. In practice, this backward reachable set can be computed by treating the
final set as an initial set and reversing the direction of the system’s dynamics.
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CHAPTER 2
Perceiving Globally-optimal 3D Human Pose from
Multi-view 2D Images
2.1 Introduction
In this chapter, we consider the challenge of perceiving 3D positions of a human’s joints from mul-
tiple 2D RGB cameras simultaneously collecting video. We focus on obtaining globally-optimal
solutions to this problem, which means that with our choice of cost function and constraints, no
better solution exists.
Human pose estimation is a fundamental computer vision problem with important applications
across many fields. Accurate perception of human pose is especially important for enabling safe
autonomy in assistive robot applications. For autonomous navigation and manipulation, assistive
robots need to precisely locate a person’s body to avoid injurious collisions. For wearable robots,
offboard sensors in a person’s home may provide important contextual information for their con-
trol, such as identifying that a person is about to climb a set of stairs. Pose estimation can also
be used for monitoring a person’s risk of falling in real time, and alerting wearable robots if a
trip or slip is sensed. In addition to safety concerns, pose estimation can allow assistive robots to
more seamlessly interact with a person. While fetching and presenting an object to a person, a
manipulator could use estimates of a person’s arm and hand position to facilitate a handoff to the
person. Accurate estimates of a person’s head and mouth are necessary for the task of supporting
feeding for persons with limited upper-limb mobility. Pose estimation can be used to communi-
cate with robots via gesture recognition, and for interpreting cues for predicting a person’s intent
[105]. Finally, long term monitoring of human kinematics in the home made available by pose
estimation algorithms may provide new avenues of study in the field of movement science [106]
and understanding biomechanical health.
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2.1.1 Related Work
Modern human pose estimation methods can be split into monocular (single view) versus multi-
view methods, depending on the number of cameras used for inference. Recently, much research
has focused on estimating 3D human pose using monocular methods [107]. This is challenging
because of the depth ambiguity inherent to a single camera view. However, recent approaches
using neural networks have shown great promise even in this challenging scenario [108].
Multi-view methods are important for applications such as robotics or biomechanics, when
more than one camera or sensor is likely available to use. For example, many robots will have
a stereo camera, LIDAR, or other depth sensor [109]. The multi-view case is potentially simpler
because the depth of a point can be resolved by triangulating multiple sensors. In the canonical
case where 2D estimates are perfect projections of a 3D position, this may be done via a singular
value decomposition [110]. However, a more robust approach is necessary when noise is present
in the 2D estimates [111].
Recent multi-view approaches are dominated by neural networks. Generally, these approaches
use a two-stage framework [112]. In the first stage, 2D estimates of joint locations are collected
for each individual camera using a neural network. In the second stage, the 2D estimates are
aggregated to generate a 3D reconstruction, also usually by a neural network. These approaches
have been shown to produce excellent accuracy on certain datasets, such as the popular Human
3.6m dataset [4, 113]. An illustration of this two-stage approach is provided in Fig. 2.1.
However, these datasets utilize validation images that closely match the neural networks’ train-
ing data. In the Human 3.6m dataset, the camera views and actions performed by the subjects are
identical. All that changes between the training and validation data are the subjects themselves [1].
It remains unclear how well these approaches generalize to real-world scenarios because of this
reliance on extensive training data. Furthermore, within these approaches it is often unclear how
to incorporate intuitive constraints on human motion. Most human joints are connected by rigid
links of a fixed length, but this link length constraint is non-convex [114], which makes it difficult
to encode exactly within a neural network. Additionally, inferences about 3D pose are usually gen-
erated for a single video frame (rather than a sequence of frames) because incorporating temporal
information is difficult [115].
In contrast, we propose an optimization-based approach for 3D pose reconstruction. This still
follows a two-stage approach; in the 1st stage we use the same neural networks to generate 2D
estimates for each camera. However, we replace the 2nd stage neural network (which reconstructs
3D pose from 2D estimates) with an optimization problem. This has several advantages. First, the
optimization problem requires no training data. Though training data is readily available for 2D
pose estimation (because it is easy to accurately annotate 2D images) [116, 117], training data for
3D pose estimation is much more limited because it typically requires a motion capture system for
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Figure 2.1: An example of the two-stage pose estimation framework applied to a test frame from
the Human 3.6m [1] dataset. First, 2D pose estimates are collected from multiple RGB images
showing different views of the same subject. Then, given the extrinsic camera parameters which
describe how the cameras are oriented with respect to each other, the multiple views are used to
produce an accurate 3D pose estimate.
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estimating the ground truth 3D joint positions [1]. Second, the optimization problem can employ
strict constraints on link length. Third, the optimization problem may be more computationally
efficient in terms of memory and time required for inference. Fourth and perhaps most importantly,
solutions to this optimization can be certified as globally optimal with an easily checkable matrix
rank condition, meaning that a better 3D pose estimate does not exist.
The framework we propose is based on the Sparse Bounded Degree Sums-of-Squares (SBSOS)
hierarchy of convex relaxations [118]. Given a polynomial optimization problem, the SBSOS
hierarchy gives a sequence of convex relaxations of the original problem that converge to the
global solution. The globally-optimal solution of the original problem is found at the first step
of the hierarchy if certain conditions are satisfied. This means that for problems with certain
properties, global minima can be found quickly and efficiently by exploiting the sparsity of the
cost and constraint functions. Recently, SBSOS has been used to find solutions to robot estimation
problems such as SLAM [99] and rotation averaging [100]. Additionally, similar hierarchies of
convex relaxations have shown promise for use in outlier-robust estimation [119].
2.1.2 Contributions
Our contributions are threefold. First, we formulate the 3D pose reconstruction problem given 2D
pose estimates as an optimization problem, with strict constraints on link length. Second, we use
SBSOS to define this problem, where certificates of global optimality are produced at the first stage
of the relaxation hierarchy over 99% of the time. Third, we perform a number of experiments on
the Human 3.6m dataset with multiple 2D pose detectors, and compare our method to the current
state of the art. We show our method matches or exceeds the accuracy of the current state of the
art, with attractive theoretical guarantees and a shorter inference time.
2.2 Formulating the Optimization Problem
This section describes our method for reconstructing 3D human pose, starting with 2D estimates in
individual camera frames and ending with the SBSOS formulation of the problem. The following
notation will be adopted throughout this chapter and is explained in Fig. 2.2.
2.2.1 Preliminaries
Let J = {1, 2, ..., nJ} index a set of nJ joints. Let K = {1, 2, ..., nK} index a set of nK cameras.
We use xj ∈ R3 to represent our decision variables, which will be the 3D positions of joint j ∈ J
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Let x = (x1, x2, ..., xnJ )> be the concatenation of all decision variables, where x ∈ R3nJ .
We use yjk ∈ R2 to represent a 2D estimate (i.e. pixel location) of joint j from camera k ∈ K.
Also, let wjk ∈ [0, 1] represent a confidence in the estimate yjk. Let L ⊂ J × J index pairs of
linked joints, i.e.
(p, q) ∈ L =⇒ ||xp − xq||2 = lpq (2.2)
where lpq is the length of the link connecting joint p to joint q. See Fig. 2.2 for a visualization
of these variables. In total, say that there are nL links connecting the nJ joints. We assume the
following about link lengths:
Assumption 2.2.1. The set of linked joints L and estimates of the link lengths lpq connecting any
two joints p and q are given.
In Sec. 2.4, we show that we can use either ground truth link length data or estimate the link
lengths via unconstrained 3D pose estimation.
Let ck ∈ R3 be the position of the k-th camera in the global coordinate frame. LetRk : R3 → R3
be a function that transforms the decision variables in world coordinates to each camera-centric
coordinate system (whose origin coincides with ck). Finally, let P k : R3 → R2 be functions that
project 3D points in each camera’s coordinate frame onto camera pixel coordinates (e.g. using
homogeneous coordinates).
We assume the following about these parameters:
Assumption 2.2.2. Estimates of the cameras’ extrinsic and intrinsic parameters Rk and P k are
given.
These parameters may either be measured a priori or estimated online, which may be necessary
if the cameras are moving.
2.2.2 Generating 2D human pose estimates
We use 2D estimates yjk of each joint j in each camera frame k, as well as a confidence wjk for
each estimate. However, our method is indifferent to how these estimates are produced. In Sec.
2.4, we show that our method works with multiple different 2D pose estimation algorithms. We
consider yjk and wjk to be the output of some black box function which takes k RGB images as
input.
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Figure 2.2: This figure explains notation and concepts found in this chapter. 2D pose estimates are
generated in each camera frame for each joint j ∈ J . The estimated 2D pixel location of joint j
in the kth camera frame is given by yjk, with confidence wjk. These estimates are “unprojected”
to form a ray yjk3D of 3D points that may have produced the estimate. The decision variables x
j are
chosen to minimize a squared measurement residual representing the distance of xj from each of
these rays. Link length constraints are enforced between any two linked joints; in this figure, joints
p and q are connected by a link of length lpq.
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2.2.3 The 3D reconstruction optimization problem
We begin by formulating the (unconstrained) version of the 3D reconstruction optimization prob-
lem. We consider a single frame of a video sequence. We seek to minimize a weighted sum of
squared measurement residuals, finding the 3D positions of each joint that best explain the esti-
mates produced by each camera. However, the decision variables are in 3D global coordinates, and
the estimates are in 2D pixel coordinates.
We use the position of the camera center ck and the estimate yjk to draw a ray in 3D space which
represents 3D positions that may have produced yjk. First, we “unproject” the estimate yjk using
homogeneous coordinates and by inverting the projection function, similar to the “volumetric”
method in [4]. This point is then rotated to the global coordinate system. Letting












the set of points that lie on this ray is given by
yjk3D = {x ∈ R
3 |x = a+ bu, u ∈ [0,+∞)}. (2.5)
This ray is depicted in Fig. 2.2. We have made use of the camera’s extrinsic and intrinsic parame-
ters Rk and P k, which are assumed to be given as in Assum. 2.2.2.
We want to choose the xj that minimizes the distance from any point on the ray yjk3D. Note that
for a given xj , this distance is minimized by a point v ∈ yjk3D such that xj − v is perpendicular to





||(b− a)× (a− xj)||2
||b− a||2
(2.6)
where × denotes the cross product and || · ||2 denotes the Euclidean norm [120]. We refer to the
value r(xj, yjk3D) as the measurement residual, which represents the error incurred by a choice of
decision variable xj with respect to the “unprojected” measurement yjk3D. For brevity, we simply
write this r(xj, yjk), where the “unprojection” step is inferred.








where wjk is the confidence associated with the estimate yjk.





Essentially, instead of computing the measurement residual in the image plane, we compute the
residual with respect to a ray passing through the joint estimate in 3D space. One drawback of this
“unprojection” is that when the camera is very far from the person it is estimating, there can be a
large cost associated with errors. In reality, we expect that a camera being far away should produce
inaccurate pose estimates. These measurements therefore should incur small penalties within the
cost function, where the desired weighting can be captured by adjusting the confidences wjk. We
note that in practice, if a camera does not observe a joint (and produces no yjk and wjk), we leave
the corresponding term out of the summation.
2.2.4 Introducing constraints
Most of the 3D positions of the joints to be estimated are constrained by rigid link lengths that join
them. Strictly incorporating these constraints within the optimization can improve the quality of
the solution by only considering physically feasible joint positions. Recall that L indexes pairs of
linked joints. We assume that the distance between pairs of linked joints is known, or has been
estimated, as in Assum. 2.2.1. We add the constraint that the distance between pairs of linked





s.t lpq2 − ||xp − xq||22 = 0 ∀(p, q) ∈ L
(2.9)
where we have squared the lengths in the constraint to avoid taking a square root (while maintaining
the same feasible set). This constraint is depicted in Fig. 2.2.
2.2.5 Reformulation for SBSOS







s.t 0 ≤ lpq2 − ||xp − xq||22 ≤ 1 ∀(p, q) ∈ L
0 ≤ 1 + lpq2 − ||xp − xq||22 ≤ 1 ∀(p, q) ∈ L.
(2.10)
Notice that these two inequality constraints can only be satisfied simultaneously when lpq − ||xp−
xq||2 = 0, as desired.
Finally, to further simplify notation, let
f jk(xj) = wjkr2(xj, yjk), (2.11)
gpqub(x
p, xq) = lpq
2 − ||xp − xq||22 (2.12)
gpqlb (x
p, xq) = 1 + lpq






s.t 0 ≤ gpqub(xp, xq) ≤ 1 ∀(p, q) ∈ L
0 ≤ gpqlb (xp, xq) ≤ 1 ∀(p, q) ∈ L.
(2.14)
2.3 Sparse Bounded Degree Sums of Squares Programming
Next, we describe how we use SBSOS to formulate and solve the optimization problem (2.14).









((b− a)× (a− xj))>((b− a)× (a− xj)), (2.15)
and that each element of the vector ((b − a) × (a − xj)) is a linear combination of the elements
of xj . Because the cost function is a weighted sum of these squared residuals, it is also a degree-
2 polynomial in R[x]. Furthermore, each of the length constraints presented in (2.14) are also
degree-2 polynomials. The cost and constraints in (2.14) are quadratic polynomials of the decision
variables, so (2.14) is a quadratically constrained quadratic program [121].
Unfortunately, the problem is non-convex because of the link length constraints [114]. To
understand why, consider a person’s arm, which we model as three joints connected by two links.
Imagine a sphere centered at the person’s shoulder with a radius equal to the length of their upper
arm, and a second sphere centered at the person’s wrist with a radius equal to the length of their
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lower arm. The position of the person’s elbow has to be the correct length from both the shoulder
and the wrist, and therefore must lie on the surface of each sphere. This means that the feasible set
of the elbow position is defined by the intersection of these spheres (assuming they do intersect).
Unless the two spheres meet at a single point, this intersection is a circle in R3, which is not convex.
2.3.1 Overview
Because (2.14) is a non-convex quadratically constrained quadratic program, it is known to be
NP-hard and difficult to solve in general [121]. Fortunately, hierarchies of convex relaxations exist
which converge to the globally-optimal solution of the problem as the degree of the relaxation goes
to infinity (and often earlier) [87, 88]. A variety of such hierarchies exist, but this work focuses
on the Bounded Degree Sums-of-Squares (BSOS) [122] hierarchy, and its sparse implementation
Sparse-BSOS (SBSOS) [118].
BSOS works by optimizing over sum-of-squares (SOS) polynomials of a bounded degree,
where the degree is chosen by the user ahead of time. SOS polynomials are guaranteed to be
positive, and BSOS utilizes SOS polynomials to ensure that positivity constraints are satisfied for
feasible solutions. BSOS finds the best such polynomials to minimize the cost function at the
optimal solution.
Each of these programs can be implemented as a semidefinite program (SDP) because one can
represent SOS polynomials as semidefinite matrices [87]. SDPs are convex, and efficient solvers
exist to solve them [123]. However, the number of variables needed to represent these SOS poly-
nomials quickly increases depending on the stage of the hierarchy and the user’s choice of bounded
degree. The resulting increase in runtime and memory usage of the SDP can make the problem
computationally intractable. To address these computational challenges, we take advantage of the
sparsity inherent in our pose estimation problem via the SBSOS hierarchy. To introduce the SB-
SOS formulation, it is easier to first formulate the BSOS program before bringing in the structured
sparsity leveraged by SBSOS.
2.3.2 BSOS Programming
Consider a general unconstrained polynomial optimization problem, with decision variables x ∈
RN and cost f ∈ R[x]. The problem inf
x∈RN
f(x) is equivalent to
t∗ = sup
t∈R
{t | f(x)− t ≥ 0, ∀x}. (2.16)
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Next, consider the semialgebraic setK ⊂ Rn, defined by polynomials gj ∈ R[x], j = 1, ...,M :
K = {x ∈ RN | gj(x) ≥ 0, j = 1, ...,M} (2.17)
We introduce the constraint that x ∈ K, yielding
sup
t∈R
{t | f(x)− t ≥ 0, ∀x ∈ K}. (2.18)
Here, one would have to enforce that f(x)− t ≥ 0∀x ∈ K, while simultaneously optimizing
over t so that t was as large as possible at the optimal solution. In practice, one method for
enforcing the constraint f(x)− t ≥ 0∀x ∈ K is to introduce a polynomial h ∈ R[x] as a decision




{t | f(x)− t− h(x) ≥ 0, ∀x}. (2.19)
Here, we have replaced the semialgebraic set constraint by the polynomial h, where we have that
f(x)− t ≥ h(x) ≥ 0∀x ∈ K. By jointly optimizing over t and h, we enforce the semialgebraic
set constraint while simultaneously trying to make t as large as possible at the optimal solution.
The BSOS (bounded degree sums-of-squares) hierarchy’s name reflects two key ideas. The first
idea is to utilize sums-of-squares polynomials to approximate the constraint f(x)− t− h(x) ≥ 0
by requiring f(x) − t − h(x) ∈ Σ[x], where Σ[x] ⊂ R[x] is the ring of SOS polynomials in x,
which provides a sufficient condition for positivity. The second idea is to represent h(x) using a
polynomial of bounded degree, which is computationally attractive because it fixes the size of a
semidefinite matrix used to represent the semialgebraic set constraint a priori.
BSOS requires a user to specify two parameters: d ∈ N and k ∈ N. The parameter d bounds
the degree of the polynomial used to represent h, and the parameter k bounds the degree of the
SOS polynomials used to represent the constraint.
First, we discuss the parameter d. Let N2Md = {(α, β) | α, β ∈ NM , |α| + |β| ≤ d}, where the
absolute value denotes the sum of the elements of these vectors. Then, according to [122, Equation









where λ = (λαβ) are nonnegative and we assume that 0 ≤ gj ≤ 1 on K, which can be achieved
via scaling. Here, d is used to bound the maximum degree of each monomial in the sum, while the
coefficients of the polynomial hd(x,λ) are specified by λαβ . We will replace h(x) in (2.19) with
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hd(x,λ), thereby generating a lower bound on the original problem.
Next, we discuss the parameter k. Recall that SOS polynomials are guaranteed to be positive
everywhere, and that the space of SOS polynomials Σ[x] ⊂ R[x]. The parameter k bounds the
degree of SOS polynomials under consideration, where Σ[x]k ⊂ R[x]2k represents the space of
SOS polynomials with degree of at most 2k (which are sums of polynomials with degree of at most
k that have been squared).
Using these together, we can generate a hierarchy of convex relaxations of the original problem
(2.19) that converges to the true solution for any k as d→∞ [122, Theorem 2(a)]:
qkd = sup
t,λ
{t|f(x)− t− hd(x,λ) ∈ Σ[x]k,λ ≥ 0} (2.21)
where≥ is understood element-wise. Note that in this formulation, one optimizes over the specific
polynomial hd(x,λ) by changing its coefficients λ, where hd(x,λ) is guaranteed to be positive
on K. So, the goal is to simultaneously make hd(x,λ) as small as possible at the optimal solution,
so that t can be as large as possible at the optimal solution. The problem can be represented as
a semidefinite program (because SOS polynomials can be represented by semidefinite matrices),
and is therefore convex.
Though qkd is guaranteed to converge as d→∞, convergence actually occurs at the first step of
the relaxation for an important class of problems, i.e. q11 gives the optimal t
∗ [122, Theorem 2(b)].
Unfortunately, the pose estimation problem we seek to solve (2.14) does not fall into this class.
However, in practice q11 often still gives the optimal solution to our problem, as discussed in Sec.
2.4.
Though BSOS provides bounds on the memory required to represent (2.21), the problem be-
comes computationally intractable when larger numbers of decision variables and constraints are
desired, or for higher degree polynomial cost and constraint functions. A sparse version of BSOS
was developed to address these issues, called Sparse-BSOS (SBSOS) [118], which we discuss
next.
2.3.3 SBSOS Programming
SBSOS shares all the features of BSOS described in the last subsection, but takes advantage of
the fact that many optimization problems exhibit structured sparsity. This means that although
there may be many decision variables, the problem can be broken into smaller blocks, where
the cost function and constraints may only depend on the variables within a block. Thus, the
memory requirements needed to represent positivity constraints are reduced, and the problem may
be solved much faster. To formalize this, SBSOS requires that the problem can be broken into
p ∈ N blocks satisfying the Running Intersection Property (RIP), which we state subsequently.
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Given A ⊂ {1, ..., N}, let R[x;A] denote the ring of polynomials in variables {xi | i ∈ A}.
Definition 2.3.1. Running Intersection Property (RIP): There exists p ∈ N and A` ⊆ {1, ..., N}




`, for some f 1, ..., f p such that f ` ∈ R[x, A`] for each ` ∈ {1, ...p},
• gj ∈ R[x, A`] for each j ∈ B` and ` ∈ {1, ..., p},
• ∪pl=1A` = {1, ..., N},
• ∪pl=1B` = {1, ...,M},





Colloquially, the last condition of the RIP can be understood as the requirement that “when
creating subsequent blocks, any variables that have appeared before must have all appeared in at
least one preceding block”.
With these blocks defined, we can begin to break the BSOS problem (2.21) into smaller
pieces. Let N` := {(α, β) | α, β ∈ NM , supp(α) ∪ supp(β) ⊆ B`} where supp(α) := {j ∈
{1, ...,M} | αj 6= 0}. Also, let N`d := {(α, β) ∈ N` | |α| + |β| ≤ d}. We create polynomials
h`d(x,λ) ∈ R[x;A`] that only depend on the variables indexed by A` and are guaranteed to be










where the vector of coefficients λ` = (λ`αβ) is required to be nonnegative.
By creating p of these polynomials h`d(x,λ
`), ` ∈ {1, ..., p}, we can reduce the size of the
semidefinite set constraint required to enforce positivity on K. Similarly to the BSOS hierarchy,
the SBSOS hierarchy generates convex relaxations of the original problem that converge to the true








f `(x),λ` ≥ 0, f ` ∈ R[x;A`]dmax}
where dmax is defined on page 7 of [118].
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2.3.4 Certificates of global optimality
Similarly to BSOS, under certain assumptions, the SBSOS hierarchy converges to the globally-
optimal solution at the first stage of the hierarchy [118, Theorem 3]. A recent paper published
by my colleagues [99] purported to prove that a problem similar to our pose estimation problem
(2.14) satisfied these assumptions; however, their proof was found to be in error [124]. We remain
confident that a proof of convergence at the second stage of the hierarchy exists (i.e. d = 2, k = 2),
and continue to work on a formal proof of this.
Despite the lack of a proof of convergence, one can verify whether or not a solution produced
by SBSOS is globally optimal. This requires checking the ranks of a set of matrices [118, Lemma
4], where one matrix is associated with each block of decision variables A`. If the matrices are all
rank 1 (i.e. there is only one linearly-independent column/row), then the solution is certified to be
globally optimal. We show in Sec. 2.4 that a globally-optimal solution to (2.14) is obtained the
over 99% of the time at the first stage of the hierarchy (i.e. d = 1, k = 1). This attractive property
of the framework provides the theoretical guarantee of optimality described in Sec. 1.4 and the
dissertation summary presented in Fig. 1.2.
2.3.5 Implementation
We use SBSOS to formulate the pose estimation problem (2.14). First, we must ensure our prob-
lem satisfies RIP (Def. 2.3.1). We do so by choosing A` as the decision variables associated with
any pair of linked joints and B` as the link length constraints that join them. This results in p = nL
blocks of at most 6 decision variables each (3 for each joint), which is a significant reduction com-
pared to the 3nJ total decision variables. By leveraging sparsity and enforcing positivity on these
smaller blocks of variables, the computational burden of the SDPs needed to solve these problems
is drastically reduced. As a consequence, (2.14) may be quickly solved, as demonstrated in Sec.
2.4. We note that no initial guess is required for this optimization. The optimality check in Sec.
2.3.4 is very computationally efficient, and for our problem only requires an eigendecomposition
of a set of nJ matrices that are each 7× 7.
All experiments are performed in MATLAB [125] using modified versions of the code provided
in [118] and [99] to formulate the optimization problems. The SDP solver within the optimization
library MOSEK [123] is used to solve each problem. Note that in Sec. 2.4, we generate 2D pose
estimates using algorithms described in [4] and [116]. The outputs of these algorithms are stored,
then loaded in MATLAB for use in optimization.
Lastly, we note that SOS programming becomes ill-conditioned when optimizing over a large
domain. To counteract this, we scale each problem so that the decision variables x are required to
lie within the unit box.
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Actions (absolute positions, all cameras) Dir. Disc. Eat Greet Phone Pose Purch. Sit SitD. Smoke Photo Wait Walk WalkD. WalkT. Avg
Triangulation (w/o conf.) 22.1 24.8 24.1 21.4 28.0 20.8 23.3 33.6 37.0 28.1 23.9 21.6 22.4 24.6 23.2 25.3
Iskakov et al. [4], algebraic 18.1 20.0 17.6 17.0 18.9 17.4 19.2 21.9 23.2 19.5 19.3 18.0 18.3 20.5 17.9 19.2
Iskakov et al. [4], volumetric (softmax) 16.9 18.1 16.6 16.0 17.9 16.5 18.5 19.6 20.1 18.2 17.1 16.8 17.2 19.0 16.6 17.7
Ours, LT detector, w/o length constraints 18.5 20.4 18.0 17.6 19.6 17.8 20.2 22.7 23.5 20.1 19.9 18.4 19.3 21.3 18.0 19.7
Ours, LT detector, w/ length constraints 16.8 18.8 15.8 16.4 17.4 16.4 18.4 19.7 20.2 17.9 17.6 17.1 17.8 19.0 16.9 17.7
Table 2.1: Comparison of our method to the current state of the art [4] on the Human 3.6m dataset.
Results are presented as the absolute MPJPE (in mm) from ground truth. The validation set has
been filtered according to the protocol done by Iskakov et al. [4], which removed scenes with
erroneous ground truth annotations. Minimum MPJPE in each column is bolded. The same LT
2D pose detector is used for our method as for Iskakov et al.’s methods to generate the 2D pose
estimates, and all camera views are included for inference. Furthermore, we include results for an
unweighted naive triangulation method, which serves as a baseline for comparison.
2.4 Experiments
All experiments are performed on the Human 3.6m dataset [1]. We perform experiments using 2D
pose estimates generated via two distinct methods. In the first experiment, we generate 2D pose
estimates and confidences using the “Learnable Triangulation” PyTorch implementation created by
Iskakov et al. [4]. In the second experiment, these estimates and confidences are produced using
OpenPose with the default settings [116]. While the “Learnable Triangulation” 2D pose detector
is trained on the Human 3.6m dataset, OpenPose is not. Therefore, the “Learnable Triangulation”
experiments show how our method compares to the current state of the art, while the OpenPose
experiments demonstrate that our method is indifferent to how the 2D pose estimates are generated,
and can therefore generalize to other datasets or 2D detectors.
Human 3.6m is a popular 3D pose estimation dataset, which includes four camera views imag-
ing simultaneously at 50Hz and motion capture markers for determining ground truth joint posi-
tions [1]. The dataset is split into training and validation datasets, with 5 actors used for training
and 2 actors used for validation. The actors perform a sequence of actions, such as “walking a
dog” or “giving directions”. The actors are the only individuals in the scene, and are instructed not
to step out of a certain area to keep their whole body in the frame of each camera. Furthermore,
there are no props or objects in the room which could occlude the actors.
Typically, results for this dataset are reported as Mean Per-Joint Position Error (MPJPE) in mm.
This is the average L2 distance between the estimated and ground truth joint positions across joints,
image frames, and validation subjects. In many single-view 3D pose estimation papers, the MPJPE
results are reported relative to the pelvis keypoint [112], as the authors are less concerned with ac-
curately estimating the absolute positions of the keypoints. In multi-view applications, estimating
absolute positions is more important, hence the results here are given for absolute MPJPE.
For a fair comparison, we follow the validation protocol done by the current state-of-the-art
methods proposed by Iskakov et al. [4]. Certain actions for one validation subject were removed
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Method Avg. 3D Inference Time (s)
Triangulation (w/o conf.) 0.002
Iskakov et al. [4], algebraic 0.002∗
Iskakov et al. [4], volumetric (softmax) 0.302∗
Ours, LT detector, w/o length constraints 0.018
Ours, LT detector, w/ length constraints 0.027
Table 2.2: Comparison of inference time between our method and the current state of the art [4]
on the Human 3.6m dataset when using all available cameras. Inference time for our method is the
time to solve the optimization problem using SBSOS with k = 1, d = 1. For the methods used
by Iskakov et al. [4], inference time has been reported for the full pipeline [5, Tab. 4], which we
use to infer the time for the 3D reconstruction alone. The same LT 2D pose detector is used in all
instances. *Here, we assume that the “algebraic” method takes the same amount of 3D inference
time as the nearly identical unweighted “triangulation” approach, and use this to arrive at the time
for the “volumetric” approach.
due to an erroneous offset in ground truth keypoint positions. Furthermore, another validation
action has data from only three of the four cameras. Every fifth frame is used for evaluation.
2.4.1 Comparison to current state of the art
We utilize the pretrained 2D backbone found in Iskakov et al. to generate 2D keypoints estimates
and confidences. We refer to this as the LT 2D pose detector (for “Learnable Triangulation”) in the
tables in this section. This backbone is trained on data from the COCO and MPII datasets [4, 126,
117] before further training on Human 3.6m itself. We emphasize that our 3D pose estimation
optimization problem requires no training data, though in this experiment, the 2D detector we
use is trained on the Human 3.6m dataset. For the case where length constraints are included in
our optimization, we use the ground truth data to find these link lengths. However, in the next
subsection 2.4.2 we show that our method can use link lengths estimated from the images instead.
Results for a direct comparison to the state-of-the-art methods are displayed in Tab. 2.1. Our
method with length constraints performs comparably to the “volumetric” method, having the same
average error across subjects and actions. We emphasize that the “volumetric” 3D pose estimation
method is trained on data from Human 3.6m, while our method only requires a subject’s link
lengths. While achieving comparable accuracy, our method takes less than 1/10th the inference
time to reconstruct the 3D pose, reported in Tab. 2.2.
Our method without length constraints performs slightly poorer than the “algebraic” method
on most actions. This is expected because the confidences wjk we employ are generated to work
specifically for the “algebraic” method. These results demonstrate that with views from all four
cameras, the 3D pose reconstruction can be performed very accurately without the need for con-
straints when using this 2D pose detector.
Human 3.6m provides 360 degree views of subjects from the four camera angles, which may
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Actions (absolute positions, front cameras) Dir. Disc. Eat Greet Phone Pose Purch. Sit SitD. Smoke Photo Wait Walk WalkD. WalkT. Avg
Iskakov et al. [4], algebraic 24.3 28.0 22.4 23.8 24.7 24.0 24.0 27.1 30.8 25.7 24.6 24.8 25.1 28.5 25.4 25.6
Iskakov et al. [4], volumetric (softmax) 28.1 28.0 23.2 25.8 26.2 23.2 22.2 26.5 29.9 28.6 30.1 24.8 28.5 30.2 29.6 27.0
Ours, LT detector, w/o length constraints 24.3 27.7 22.5 23.7 24.7 23.9 24.0 26.9 30.6 25.6 24.6 24.8 25.2 28.6 25.4 25.5
Ours, LT detector, w/ length constraints 21.8 24.8 19.2 21.6 21.7 21.9 22.1 23.7 26.2 23.2 21.5 23.0 23.3 26.2 22.8 22.9
Actions (absolute positions, back cameras) Dir. Disc. Eat Greet Phone Pose Purch. Sit SitD. Smoke Photo Wait Walk WalkD. WalkT. Avg
Iskakov et al. [4], algebraic 28.3 31.0 37.8 28.1 39.0 25.0 31.4 52.8 56.3 38.0 33.1 27.7 25.1 30.4 25.8 34.0
Iskakov et al. [4], volumetric (softmax) 33.1 38.4 35.7 30.9 42.5 25.3 36.8 48.8 68.1 39.5 57.7 29.7 24.5 33.4 25.1 38.0
Ours, LT detector, w/o length constraints 28.3 31.0 31.6 28.0 37.3 24.6 31.7 42.8 54.1 36.5 33.4 27.7 25.2 30.6 25.8 32.6
Ours, LT detector, w/ length constraints 24.9 27.7 27.0 25.6 34.9 22.8 28.7 36.4 47.0 33.0 30.3 25.4 23.4 27.1 23.4 29.2
Table 2.3: Comparison of our method to the current state of the art [4] on the Human 3.6m
dataset when using subsets of cameras. Results are presented as the absolute MPJPE (in mm)
from ground truth. The validation set has been filtered according to the protocol done by Iskakov
et al. [4], which removed scenes with erroneous ground truth annotations. Furthermore, the scene
“Directions-2” has been removed from these results due to the availability of data from only 3
cameras. Minimum MPJPE in each column is bolded. The same LT 2D pose detector is used for
our method as for Iskakov et al.’s methods.
not be realistic for robotics applications. To make the dataset more challenging, we ran the same
experiment, but removing two camera views at a time. In the first test, we only used the two
cameras at the “front” of the room, and in the second test, we used the two cameras at the “back”
of the room. This makes the 3D pose estimation problem much more difficult, and can be thought
of as stereo vision with an extra-wide baseline. The results of this experiment are given in Tab.
2.3. Here, our method with length constraints outperforms the state of the art methods across all
scenes, showing its utility in more difficult scenarios and suggesting overfitting in the “volumetric”
method, as it performs worse than the “algebraic” method.
Finally, as described in Sec. 2.3.4, when using all available cameras our method can verify
the global optimality of its 3D pose estimates in a vast majority of test frames. Averaging across
actions, this happens 99.29% of the time at the first stage of the SBSOS hierarchy (d = 1 and
k = 1) when length constraints are included, as reported in Tab. 2.4. However, 0.24% of the
time, a solution is returned after the second stage (d = 2 and k = 2) of the hierarchy which is
not verified as globally optimal. This may be due to the presence of multiple globally-optimal
solutions, or numerical issues within the optimization.
2.4.2 Experiments using OpenPose
The experiments in the previous section (Sec. 2.4.1) utilized a 2D pose detector which generates
state-of-the-art results on the Human 3.6m dataset. One reason for its high accuracy is because it is
trained directly on Human 3.6m. Though Human 3.6m’s training and testing data subsets contain
different actors, the camera placement, lighting conditions, and actions performed by the actors are
identical. Furthermore, the “Learnable Triangulation” backbone jointly infers 2D pose estimates
and confidences in each RGB image, instead of considering each RGB image separately. This is
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Actions ( % certified solutions, all cameras) Dir. Disc. Eat Greet Phone Pose Purch. Sit SitD. Smoke Photo Wait Walk WalkD. WalkT. Avg
Ours, LT detector, w/o length constraints, d = 1, k = 1 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
Ours, LT detector, w/o length constraints, d = 2, k = 2 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
Ours, LT detector, w/ length constraints, d = 1, k = 1 99.88 99.79 99.95 99.60 99.97 100.00 98.65 99.60 98.60 97.84 99.05 98.73 100.00 98.66 100.00 99.29
Ours, LT detector, w/ length constraints, d = 2, k = 2 99.94 99.35 99.95 100.00 100.00 100.00 99.38 99.85 99.55 98.70 99.93 99.94 100.00 99.72 100.00 99.76
Table 2.4: Percentage of test frames for each action where our method finds a solution that is
verified as globally optimal when using all available cameras. See Sec. 2.3.2 for an explanation
of the parameters d and k, which specify the convex relaxation in (2.23). Also see Sec. 2.3.4
to understand how we certify the global optimality of solutions. For our method without length
constraints, a globally-optimal result is always given at the 1st stage (d = 1, k = 1) of the SBSOS
hierarchy. For our method with length constraints, a solution that is not verified as globally optimal
is produced 0.24% of the time after the 2nd stage (d = 2, k = 2).
key to their contribution of “learning the triangulation” of a set of cameras; however, if the cameras
are reconfigured, it is unclear how to adapt the method without requiring additional training data.
In their paper, the authors do adapt their method to the CMU panoptic dataset [127], but require
their networks to be retrained. A heavy reliance on 3D ground-truth training data provided by
motion capture limits the generalizability of neural-network-based 3D pose estimation algorithms.
In contrast, training data for 2D pose estimation is readily available, because 2D annotations of
images are easier to generate. Ideally, a 3D pose estimation method would only require 2D pose
estimates (and known/estimated camera calibration parameters), with no requirement for 3D train-
ing data or joint inference on the set of 2D images. This would maximize their ability to operate in
arbitrary scenarios, which is necessary for robotics applications where cameras may be constantly
rearranged. To demonstrate the generalizability of our method, we ran experiments using 2D pose
estimates generated via OpenPose [116]. We refer to this as the OP detector. OpenPose is trained
on the COCO [117] and MPII [126] datasets. No additional training on the Human3.6m dataset
is performed. Furthermore, OpenPose makes inferences on each image individually, in contrast to
the “Learnable Triangulation” 2D pose detector, which makes inferences jointly.
In Sec. 2.4.1, we enforced link length constraints based on the ground truth link length data.
Here, we estimate the link lengths by first running the unconstrained version of our optimization
problem, then taking the average distance between the estimated 3D positions of linked joints. We
note that these link length estimates do not necessarily match the ground truth link lengths. With
the link lengths estimated, the only additional data required by our 3D pose algorithm for these
experiments are the camera extrinsic and intrinsic parameters (as in Assum. 2.2.2). We also note
that OpenPose produces 2D estimates for a slightly different set of keypoints than is found in the
Human3.6m dataset. We use the closest possible keypoints for which ground truth data exists,
(i.e. the ground truth nose position is compared to the OpenPose’s forehead estimate), and skip
keypoints (like the mid spine) for which OpenPose never produces an estimate.
While the “Learnable Triangulation” 2D backbone takes 2 seconds to jointly infer 2D esti-
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Figure 2.3: A comparison of 2D keypoint estimates for the “Learnable Triangulation” detector and
OpenPose versus the ground truth. Because OpenPose is not trained on Human3.6m, its 2D esti-
mates can differ significantly from the ground truth annotations, contributing to a drop in accuracy.
For example, the OpenPose’s hip position estimates (light blue) are consistently lower and more
narrow than the ground truth (dark blue) or “Learnable Triangulation” (light green) estimates.
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Figure 2.4: A comparison of 3D pose estimates generated via our method with length constraints
when using the LT and OP detectors. The 3D estimate formed using OpenPose is relatively accu-
rate. However, it misplaces the 3D position of the left arm because of poor estimates from the back
cameras (leftmost two images on the left hand side).
mates in four camera frames [5], OpenPose runs much faster, with speeds of 22 frames per second
reported on a machine with an Nvidia GTX 1080 Ti graphics card [116]. This increase in speed
comes at the cost of accuracy, as reported in Tab. 2.5. On average, our method paired with the
OpenPose detector yields a MPJPE of 52.6mm, versus an average of 17.7mm when paired with the
“Learnable Triangulation” backbone. However, much of OpenPose’s MPJPE comes from a mis-
match between the kinematic models used to train OpenPose and to create the Human3.6m ground
truth data. For example, OpenPose consistently estimates the hip joint positions to be narrower
than is given in the Human3.6m ground truth data, as shown in Fig. 2.3. A comparison between
the 3D pose estimates using both 2D detectors for our method with length constraints is presented
in Fig. 2.4.
Experiments using OpenPose on the “front” and “back” camera subsets are given in Tab. 2.7.
Here, the inclusion of length constraints yields a larger increase in accuracy compared to when
all cameras are made available for inference. In these more challenging scenarios, the link length
constraints contribute relatively more to overall estimation because it is less straightforward to
infer an appropriate 3D joint position.
Finally, we find that our method with length constraints still returns a certifably-optimal solution
95.88% of the time at the first stage (d = 1, k = 1) of the SBSOS hierarchy when averaged across
actions, displayed in Tab. 2.6. Surprisingly, our method without length constraints sometimes
returns a solution which can not be certified as globally optimal. Upon closer inspection, the test
38
Actions (absolute positions, all cameras) Dir. Disc. Eat Greet Phone Pose Purch. Sit SitD. Smoke Photo Wait Walk WalkD. WalkT. Avg
Ours, LT detector, w/o length constraints 18.5 20.4 18.0 17.6 19.6 17.8 20.2 22.7 23.5 20.1 19.9 18.4 19.3 21.3 18.0 19.7
Ours, LT detector, w/ length constraints 16.8 18.8 15.8 16.4 17.4 16.4 18.4 19.7 20.2 17.9 17.6 17.1 17.8 19.0 16.9 17.7
Ours, OP detector, w/o length constraints 51.1 52.8 52.0 50.1 56.1 49.4 54.8 71.5 65.1 56.7 54.5 50.9 51.0 54.3 49.8 54.7
Ours, OP detector, w/ length constraints 49.9 51.7 47.2 48.1 55.1 47.7 53.3 68.2 61.9 54.1 52.5 49.6 49.3 52.9 47.4 52.6
Table 2.5: Comparison of our method using two different 2D pose detectors on the Human 3.6m
dataset and all available cameras. Results are presented as the absolute MPJPE (in mm) from
ground truth. The validation set has been filtered according to the protocol done by Iskakov et al.
[4], which removed scenes with erroneous ground truth annotations. Minimum MPJPE in each
column is bolded.
Actions ( % certified solutions, all cameras) Dir. Disc. Eat Greet Phone Pose Purch. Sit SitD. Smoke Photo Wait Walk WalkD. WalkT. Avg
Ours, OP detector, w/o length constraints, d = 1, k = 1 100.00 100.00 99.95 100.00 100.00 100.00 93.89 99.16 97.03 100.00 99.86 99.10 100.00 100.00 100.00 99.27
Ours, OP detector, w/o length constraints, d = 2, k = 2 100.00 100.00 99.95 100.00 100.00 100.00 93.89 99.16 97.03 100.00 99.86 99.10 100.00 100.00 100.00 99.27
Ours, OP detector, w/ length constraints, d = 1, k = 1 98.16 96.80 98.98 97.43 95.40 99.70 92.75 91.67 90.98 96.69 89.09 95.74 99.39 97.67 97.79 95.88
Ours, OP detector, w/ length constraints, d = 2, k = 2 99.05 97.76 99.49 98.31 96.65 99.70 93.27 93.10 93.20 97.59 91.48 97.07 99.65 98.73 98.55 96.91
Table 2.6: Percentage of test frames where our method finds a solution which is verified as glob-
ally optimal when using the OpenPose detector on all available cameras. See Sec. 2.3.2 for an
explanation of the parameters d and k, which specify the convex relaxation in (2.23). Also see
Sec. 2.3.4 to understand how we certify the global optimality of solutions. For our method without
length constraints, a globally-optimal result is given at the 1st stage (d = 1, k = 1) of the SBSOS
hierarchy 99.27% of the time on average. In all cases where a result was not certified as globally
optimal, at least one joint had only one 2D estimate, meaning multiple globally-optimal solutions
exist. For our method with length constraints, solutions are verified as globally 95.88% of the time
after the first stage (d = 1, k = 1) when averaged across actions.
frames where solutions could not be certified had only one 2D pose estimate for at least one joint.
In these instances, multiple globally-optimal solutions exist, as the depth ambiguity of a particular
joint can not be resolved from one estimate alone.
2.5 Conclusion
We presented a novel optimization-based algorithm for 3D human pose reconstruction that
achieves state of the art performance on the Human 3.6m dataset, while requiring no training data.
Our algorithm outperforms the state-of-the-art methods on more challenging scenarios created by
removing camera views. The algorithm utilizes SBSOS to solve an optimization problem for es-
timating the 3D pose, which has several advantages. The method provides attractive theoretical
guarantees for determining whether an estimate is a global optimizer, and is capable of quickly
and efficiently finding such solutions. The optimization program can incorporate rigid link length
constraints, and can potentially account for temporal continuity of motion across image frames.
The fact that the method requires no 3D training data supports the conjecture that it can generalize
to real-world scenarios, where annotated 3D pose data may be difficult to collect. This is further
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Actions (absolute positions, front cameras) Dir. Disc. Eat Greet Phone Pose Purch. Sit SitD. Smoke Photo Wait Walk WalkD. WalkT. Avg
Ours, LT detector, w/o length constraints 24.3 27.7 22.5 23.7 24.7 23.9 24.0 26.9 30.6 25.6 24.6 24.8 25.2 28.6 25.4 25.5
Ours, LT detector, w/ length constraints 21.8 24.8 19.2 21.6 21.7 21.9 22.1 23.7 26.2 23.2 21.5 23.0 23.3 26.2 22.8 22.9
Ours, OP detector, w/o length constraints 63.2 66.8 64.1 65.7 64.4 61.5 59.4 62.8 79.3 67.8 59.8 64.3 82.1 80.5 76.7 67.9
Ours, OP detector, w/ length constraints 59.3 61.1 56.6 57.8 57.6 54.9 57.1 60.1 72.5 60.9 57.5 56.7 63.6 67.4 61.5 60.3
Actions (absolute positions, back cameras) Dir. Disc. Eat Greet Phone Pose Purch. Sit SitD. Smoke Photo Wait Walk WalkD. WalkT. Avg
Ours, LT detector, w/o length constraints 28.3 31.0 31.6 28.0 37.3 24.6 31.7 42.8 54.1 36.5 33.4 27.7 25.2 30.6 25.8 32.6
Ours, LT detector, w/ length constraints 24.9 27.7 27.0 25.6 34.9 22.8 28.7 36.4 47.0 33.0 30.3 25.4 23.4 27.1 23.4 29.2
Ours, OP detector, w/o length constraints 144.3 99.2 107.2 96.3 110.4 89.5 116.7 158.0 146.1 114.9 106.6 95.9 83.8 89.5 74.8 108.9
Ours, OP detector, w/ length constraints 214.7 72.2 76.4 67.1 89.7 60.4 81.3 123.4 111.9 87.9 81.5 70.9 62.8 73.1 60.6 88.9
Table 2.7: Comparison of our method using two different 2D pose detectors on the Human 3.6m
dataset and subsets of cameras. Results are presented as the absolute MPJPE (in mm) from
ground truth. The validation set has been filtered according to the protocol done by Iskakov et
al. [4], which removed scenes with erroneous ground truth annotations. Furthermore, the scene
“Directions-2” has been removed from these results due to the availability of data from only 3
cameras. Minimum MPJPE in each column is bolded.
demonstrated by testing using OpenPose to generate 2D pose estimates, which is not trained on
the Human3.6m dataset.
Some major limitations of the method are that it so far has only been shown for the single-
person case. However, if the 2D pose detection algorithms can reliably track a person, our method
naturally extends to the multi-person case. Additionally, the method may not be robust to severe
outliers in 2D pose detections. Future work will address this by incorporating robust cost functions
within the optimization program.
One desirable aspect of our method is that it is indifferent to how the pose measurements are
generated. Here, we use estimates from 2D RGB cameras, but one can imagine that data from
other sensors (such as an IMU or 3D estimates from a LIDAR) could be incorporated within the
optimization cost function. Future research will aim to optimally incorporate data streams from
several sensors when estimating 3D pose.
The 3D pose estimation method presented in this chapter can be used as the first step in pipelines
for safe autonomy for assistive robots. Because assistive robots rely on accurate perception for
safety critical tasks, it is essential that these perception algorithms operate correctly. Our algo-
rithm provides an easily-checkable condition for verifying the global optimality of its estimates.
Therefore, assistive robots can be confident in the accuracy of the estimates produced by this
method when providing personal mobility support.
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CHAPTER 3
Monitoring Instability during Human Motion,
Demonstrated on the Sit-to-Stand Task
Much of this chapter originally appeared in [93]:
Patrick D Holmes, Shannon M. Danforth, Xiao-Yu Fu, Talia Y. Moore, and Ram
Vasudevan. “Characterizing the limits of human stability during motion: perturbative
experiment validates a model-based approach for the Sit-to-Stand task”. Royal Society
Open Science, 7:191410, (2020).
which extends our work in [92]:
Victor Shia, Talia Y. Moore, Patrick Holmes, Ruzena Bajcsy, and Ram Vasudevan.
“Stability basin estimates fall risk from observed kinematics, demonstrated on the sit-
to-stand task”. Journal of Biomechanics (2018).
Open source code for generating Stability Basins and visualizing the results presented in this chap-
ter is available at https://github.com/pdholmes/STS_SB. Kinematic sit-to-stand data
from our cable-pull experiment may be found here: https://deepblue.lib.umich.edu/
data/concern/data_sets/mw22v557c.
3.1 Introduction
This chapter presents a tool for monitoring instability during human motion to enable assistive
robots to mitigate the fall risk of older persons. Falls are the leading cause of injury in people over
75 years old, resulting in reduced quality of life, increased healthcare costs, and accident-related
death [71, 81, 82]. If at-risk individuals can be identified prior to injury, the likelihood of falling can
be significantly reduced through intervention such as physical therapy [128, 129]. Fall risk gen-
erally results from instability arising from neuromuscular deficiencies or external perturbations.
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Clinical assessments for identifying individuals who would benefit from preventative care are cur-
rently limited to questionnaires [130, 131] and non-perturbative motor assessments [132, 133, 134].
Self-reported information often has low reliability [135, 136], and current clinical motor perfor-
mance tests have low fall-prediction rates, especially for active older adults [137, 138, 139, 140].
For widespread use, stability assessments must combine predictive power with minimal experi-
mental and computation time.
Assistive robots equipped with a suite of mobile sensors could assess stability over time by
continuously monitoring a person’s biomechanics [32]. For example, by repeatedly observing how
a person completes a dynamic task such as sit-to-stand or walking, assistive robots could build
personalized dynamic models of a person’s motion. Changes to these models over time could be
used to assess a person’s risk of falling and provide recommendations to caregivers for rehabilita-
tion exercises which mitigate fall risk. Additionally, wearable robots like powered prostheses and
exoskeletons can provide support and stability during dynamic tasks like walking and sit-to-stand
[141]. These robots have the potential to reduce the incidence of falls by detecting instabilities and
responding appropriately. For example, during walking, a wearable robot can detect perturbations
like slips in real time and choose an appropriate recovery action [30]. To determine when to im-
plement a recovery action, the wearable robot should decide whether the person’s current control
strategy is sufficient to avoid a fall. In other words, the robot should predict when the person will
become unstable.
Because older adults are more likely to fall while in motion [142], several studies suggest that
quantifying dynamic stability may help identify biomechanical deficiencies associated with an
increased risk of falling [143, 144, 145, 146]. A number of model-based methods have been de-
veloped to assess stability during walking [146]. Among these, variability measures [147] and
the maximum Lyapunov exponent [148] ranked highest overall in validity. However, these met-
rics only characterize a subject’s ability to recover from small perturbations, which a person may
recover from without the need for robot intervention. To our knowledge, a verified technique for
computing the maximum perturbation from which a subject can recover had not been created.
Additionally, the best-performing model-based methods are limited to periodic motion.
Stability during non-rhythmic motion is of interest, especially because difficulty with aperiodic
tasks such as sit-to-stand is strongly correlated with falls in older adults, and because these tasks
are necessary for maintaining independence and quality of life [101]. The motion of a person’s
center of mass (COM) during sit-to-stand can be modelled as an inverted pendulum, which requires
an appropriate amount of angular momentum at seatoff to successfully complete the task [149].
Drawing from this idea, metrics of stability for sit-to-stand are generally based on an individual’s
initial COM velocity or acceleration [150, 151, 152]. However, a stability metric that considers
data only at the onset of movement disregards valuable information about the control strategy used
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by the individual. In fact, human control strategies for sit-to-stand lie on a spectrum ranging from
Quasi-Static, in which little momentum is used and the body position is statically stable throughout
the motion, to Momentum-Transfer, which is statically unstable and extensively uses momentum
to achieve standing [153].
To account for the dynamic differences in sit-to-stand motions under distinct control strategies,
our previous work introduced the Stability Basin, computed using individualized pendulum models
of sit-to-stand with linear-quadratic regulator (LQR) controllers [92]. For this pendulum model,
the Stability Basin at a given time is equal to the set of pendulum states that are able to success-
fully achieve standing under the specified controller. Though this Stability Basin under an LQR
controller successfully distinguishes between less and more stable sit-to-stand strategies, its ability
to accurately identify the set of states that can arrive at standing without failure of a given control
strategy is unverified.
The aim of this research is to experimentally test whether Stability Basins can accurately es-
timate an individual’s stability for a particular task. To do so, perturbations must be introduced
in a way that causes the states of the individualized dynamic model to exit the stable region. By
stability, we mean the set of body states through time from which a subject can successfully stand
up without switching from their chosen control strategy to stepping or sitting. An accurate pre-
diction of instability corresponds to an experimentally observed failure of the individual’s control
strategy. Here we use a perturbative sit-to-stand experiment with 11 subjects, described in Sec.
3.3, to validate stability predictions generated by the Stability Basin method.
3.2 Overview
This section describes our framework for computing and testing the accuracy of Stability Basins.
First, we collect kinematic observations of a subject performing a perturbative sit-to-stand exper-
iment (Sec. 3.3). Individualized biomechanical models of sit-to-stand are constructed for each
subject (Sec. 3.4), and controller models are detailed in Sec. 3.5. Our proposed controller, which
uses strategy-specific input bounds, reflects the distinct range of inputs required for each control
strategy [154]. After computing the Stability Basins (Sec. 3.6) for each controller model, we test
whether the individual and strategy-specific Stability Basins correctly predict when a subject steps
or sits down in response to perturbation, and when they are successful (Sec. 3.6.4). Finally, we
perform a comparison to a naive method for estimating stability (Sec. 3.6.3).
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Figure 3.1: An illustrative overview of Stability Basins for sit-to-stand. The Stability Basin (shaded
blue) represents the set of model states through time that will successfully arrive at a target set (light
blue volume, right side) for a given individual and sit-to-stand strategy. Trajectories of the model
are illustrated, with nominal in gray, successful perturbed in blue, and failures in red. Trajectories
that exit the Stability Basin are predicted to lead to stepping or sitting.
3.3 Perturbative sit-to-stand experiment
This section describes the sit-to-stand experiment for testing Stability Basin predictions. The ex-
perimental protocol was approved by the University of Michigan Health Sciences and Behavioral
Sciences Institutional Review Board, eResearch ID: HUM00020554.
Subjects began in a seated position on a stool with their arms crossed. The height of the stool
was adjusted so that the subject’s thighs were parallel to the ground. Subjects practiced standing
up from the stool and were asked to find a comfortable foot position, which was then demarcated
with a line of tape. Motion capture was used to collect kinematic data of subjects performing sit-
to-stand. Subjects were instructed to perform three different sit-to-stand control strategies: their
natural strategy, a Momentum-Transfer strategy, and a Quasi-Static strategy as done by Shia et
al. [92]. Subjects watched a demonstration of each strategy, and then practised each strategy a
minimum of 10 times prior to data collection. The following set of treatments were applied to each
sit-to-stand strategy:
• Nominal trials: Subjects stood five times from a comfortable foot position using the specified
control strategy.
• Foot-shift trials: Subjects varied their foot placement in 0.05-m (2-inch) increments in the
anterior-posterior direction from their original position, which were demarcated by taped
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lines on the ground. Subjects stood up once at each increment, moving their feet backwards
until their heels left the ground, and then forward until a strategy shift was observed. We
noticed that subjects at extreme anterior foot positions attempted to stand up by lunging
forward into a squatting position, and excluded these trials from our dataset because they
represented a shift in strategy from the subject’s nominal behavior.
• Cable pull perturbations: Subjects returned their feet to their original position. A cable
system was attached to the subject’s waist and connected to two high-torque motors. These
motor driven cables applied impulses in the anterior-posterior direction to the subject as they
rose. The cable pulls were restricted to the anterior-posterior direction, and were applied
either forward or backwards with variable timing and force. Specifically, three peak force
levels – low, medium, and high – were calibrated to each subject. The low force level was
designed to rarely induce stepping or sitting during sit-to-stand, while the high force level
was designed to induce stepping or sitting approximately half of the time. Six trials were
taken at each force level for each sit-to-stand strategy, with three pulling forwards and three
pulling backwards, in random order. For more details, see Sec. 3.3.1.
We collected 948 trials from 11 participants (three female and eight male; ages 18-32; height
1.70 ± 0.12 m; body mass 65.4 ± 10.2 kg), including 163 nominal, 194 foot-shifted, and 591
cable pull trials. Each subject gave their informed written consent, and had no physical or balance
disorders which could affect their ability to perform sit-to-stand.
3.3.1 Generating cable pull perturbations
Two high-torque motors were attached to cable-pulley systems and placed in front of and behind
the test platform. The cables were attached to a belt around the subject’s waist, and the height of
the pulleys were adjusted such that the cables were horizontal when the subject was standing. The
pulleys were located approximately 3-4 feet in front of and behind the subjects. The cables were
only attached for the cable pull condition, and detached for the nominal and foot-shift conditions.
A custom-written LabVIEW [155] program was used to control the motor torques. During
the experiment, a low torque was constantly commanded in both motors to keep the cables from
going slack. The torque level was balanced between the anterior and posterior cables to minimize
force bias felt by the subject. In particular, both the front and back perturbation motors were
commanded to maintain a baseline tensioning force of 19.6 N, so that the net force on the subject
was approximately 0 N when no active perturbation was applied. Force sensors on the cables were
synchronized with motion capture data, so that the timing of the perturbation application in relation
to kinematic data was known. Perturbations were manually activated by the toggling of a handheld
switch. The experiment operator applied perturbations to the subject at variable times following
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seatoff to gather a range of recovery responses over the course of sit-to-stand. Perturbations were
generally applied at around 50% of the motion, shown in the Pert. Onset column of Table 3.1.
Perturbations were active over a 250 ms period, during which the applied force would ramp up
to a specified peak, and then quickly ramp down to the baseline tensioning force, as shown in Fig.
3.2. The peak force to be applied was determined before the experiment began. Specifically, three
peak force levels – low, medium, and high – were calibrated to each subject. The low force level
was designed to rarely induce stepping or sitting during sit-to-stand, while the high force level was
designed to induce stepping or sitting approximately half of the time. Typical values for the peak
forces applied at each force level, normalized by each subject’s body weight, are shown in Fig.
3.3. On average, peak forces were around 22% of body weight at the low force level, 32% at the
medium force level, and 37% at the high force level.
Stepping and sitting are more formally defined in Sec. 3.6.5, and we report the number of steps
and sits observed for each force level in Sec. 3.7. These force levels were roughly chosen based on
the subject’s height and weight, and adjusted manually during a pre-experiment test session. Six
trials were taken at each force level for each sit-to-stand strategy, with three pulling forwards and
three pulling backwards, in random order.



















Figure 3.2: A typical perturbation time series is shown in this figure. This particular perturbation
was a forwards perturbation at the medium force level. A baseline tensioning force of 19.6 N is
commanded, until the start of the perturbation. The force quickly ramps up to a specified peak,
then back down to the baseline tensioning force.
3.3.2 Kinematic observations
A 10-camera PhaseSpace motion capture system collected kinematic observations of 36 markers
at 480 Hz. C-Motion’s Visual3D biomechanics software was used to fit body segment models
to each subject’s data [156]. MATLAB was used for all subsequent analyses [125]. A 6th-order































Figure 3.3: This figure shows typical peak perturbative force values (normalised by subject body
weight) for the forwards (F) and backwards (B) perturbations applied at the low, medium, and high
force levels. These peak forces were averaged across subjects and sit-to-stand strategies to produce
this plot. For each force level, the central mark indicates the median peak force. The bottom and
top edges of the box indicate the the 25th and 75th percentiles, respectively. The whiskers extend
to the most extreme forces not considered outliers, and the outliers are plotted individually.
We estimate the motion of the subject’s center of mass (COM) from motion capture data. First,
we use a 3-segment model to track the motion of the subject’s shank, thigh, and head-arms-torso
segments in the sagittal plane. The approximate COM of each segment is computed using an-
thropometric data [157], and combined to find the trajectory of the total body’s COM position
throughout sit-to-stand. Then, we obtain COM velocity and acceleration trajectories by numeri-
cally differentiating the COM position trajectories.
3.3.3 Classifying trials as successful/unsuccessful
Two clear instances of a subject’s chosen control strategy (natural, Momentum-Transfer, or Quasi-
Static) failing during sit-to-stand are taking a step and sitting back down. These represent instabili-
ties in a person’s motion which could lead to falls. We refer to the trials in which these occurred as
steps and sits, and collectively label them unsuccessful. At times, we will also refer to these trials
as failures. For step trials, the instance of failure is defined as the time when the subject moves the
47
toes of either foot more than 0.0762 m (3 inches) in the anterior-posterior direction from its start-
ing point, as measured by motion capture markers placed on the subject’s foot. Although previous
studies measured ground reaction forces to identify the onset of steps [158], the distance threshold
was used here to utilize motion capture data. For sit failures, the failure instance is defined as
the time when both horizontal and vertical velocities of the COM become negative, i.e. the COM
begins to move back towards the seat. If a subject both stepped and sat down, failure is defined
as the earlier of the two. All foot-shift trials collected according to the parameters specified above
were considered successful. Subjects attempting the extreme anterior and posterior foot positions
were either unable to initiate the sit-to-stand movement, or violated the parameters of acceptable
trials stated earlier. in Sec. 3.3. In either case, these trials were not included in the dataset. If no
step or sit is detected, the trial is considered successful. In this work, ‘successful trials’ refers to
nominal trials, foot-shift trials, and successful perturbed trials. Note, this scheme classifies trials
in which subjects rocked far onto their heels or toes to maintain balance as successful, so long as
no step or sit occurred.
3.4 Dynamic modeling
To describe our dynamic sit-to-stand model and trajectory formation, we adopt the following math-
ematical notation. Let A × B denote the Cartesian product of sets A and B. Let Rn be the n-
dimensional Euclidean space, and let τ ∈ [0, T ] ⊂ R denote a time drawn from a time interval.
3.4.1 Telescoping Inverted Pendulum Model
We use a Telescoping Inverted Pendulum Model (TIPM, Fig. 3.4) to model each subject’s COM
motion in the sagittal plane during each sit-to-stand trial [159]. This model is capable of describing
the sizable displacements of a subject’s COM in the horizontal and vertical directions that occur
during sit-to-stand. The TIPM consists of a point mass of mass m ∈ R representing the subject’s
COM. Individualized TIPMs are constructed for each subject by setting m as the subject’s mass.
Without loss of generality, we assume each sit-to-stand trial starts at time τ = 0.
We define the origin as the initial position of the ball of the subject’s foot. Specifically, the ori-
gin is defined as the mean initial position of motion capture markers attached to the metatarsopha-
langeal joints of the subject’s left and right feet, as estimated by Visual3D. We let the subscript (·)x
denote a quantity in the anterior-posterior direction, and the subscript (·)y denote a quantity in the
vertical direction. Please note that to make comparisons across trials which may vary in length, we
normalize trajectories so that t ∈ [0, 1]. At each time t, we denote the following quantities of the
TIPM as:
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• Positions: rx(t), ry(t) ∈ R
• Velocities: vx(t), vy(t) ∈ R
• Accelerations: ax(t), ay(t) ∈ R
• Inputs: ux(t), uy(t) ∈ R
• Cable-pull forces: dx(t), dy(t) ∈ R
Figure 3.4: Subjects began from a seated position with their arms crossed against their chests
(gray). The subject’s COM is illustrated by filled circles. Cable-pulls applied to the subject some-
times caused them to step or sit (red); otherwise, the trial was considered to be successful (blue).
Let x̃ : [0, T ] → X ⊂ R4 be a state trajectory, so that x̃(τ) ∈ X is the model’s state at time


































where g is the gravitational acceleration 9.81m/s2.
3.4.2 Nondimensionalizing time
The time that it takes to complete sit-to-stand varies from trial to trial. Details on how the start and
end of each sit-to-stand trial are chosen are provided in Sec. 3.4.3. To make accurate comparisons
across trials, we normalize each TIPM state trajectory x̃ by the trial’s length, so that each trajectory
occurs over the interval [0, 1], which we refer to as 0 to 100 %STS. We introduce a unitless time
variable t, related to τ by t = τ
T
. This dimensionless variable allows us to introduce a normalized




T · ṽx(T · t)
r̃y(T · t)
T · ṽy(T · t)
 . (3.4)
We scale accelerations and forces by a factor of T 2 following similar logic.
For the rest of this document, we only consider normalized trajectories, unless explicitly stated.
Let rx, ry, vx and vy refer to normalized position and velocity trajectories, and let ax, ay, ux, uy, dx
and dy refer to normalized acceleration and force trajectories.
3.4.3 Determining start and end of sit-to-stand
To segment the continuous kinematic sit-to-stand data into individual trials, an appropriate start
and end time for each trial must be chosen. A consistent segmentation method is imperative for
making comparisons across trials. Ideally, the start and end of each trial is chosen so that important
kinematic features of sit-to-stand are aligned.
We developed the following segmentation procedure, displayed in Fig. 3.5, which is designed




align peaks Raw data to segment
Best scaled avg. nominal traj.
Scaled avg. nominal traj.
Best scaled avg. nominal traj.
Figure 3.5: This figure illustrates the segmentation procedure. Step 2(b) of the procedure is de-
picted in Fig. 3.5(a). We take the subject’s five nominal trials, shown in light grey, and average
them to form a single average nominal trajectory, shown as the thick darker grey line. We choose
a start and end time [0, Tnom] for the average nominal trajectory as in Step 2(d). Step 3(a-b) of the
procedure is depicted in Fig. 3.5(b). We obtain the horizontal acceleration trajectory of the average
nominal trajectory by twice differentiating the position trajectory shown in Fig. 3.5(a). We then
iterate over time scales in [Tmin, Tmax], scaling the trajectory according to Sec. 3.4.2. These scaled
trajectories are shown in shades of grey. An example trajectory corresponding to time T ∗ is shown
as the thick black line. Step 3(c-e) of the procedure is depicted in Fig. 3.5(c). The horizontal
acceleration trajectory of a trial to be segmented is shown as the thin light grey line. Of the scaled
trajectories in Fig. 3.5(b), the one corresponding to time T ∗, shown as the thick black line, matches
the best. The start and end times of the trial to be segmented are then determined by the endpoints
of the overlaid black line.






where ŷ = {ŷi}Ni=1, ŷi ∈ R and y = {yi}Ni=1, yi ∈ R are two sequences defined by sampling two
different trajectories at N times.
The procedure generates an average nominal trial from the subject’s five nominal trials, and
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then uses it as a template to segment the rest of the trials. We segment the natural and Momentum-
Transfer strategies’ trials using the following procedure, but use a separate procedure for Quasi-
Static trials, detailed later on in this section.
1. Manually segment each trial, starting several seconds before the subject begins to stand and
ending several seconds after they have reached standing.
2. To create an average nominal trial:
a. Take the manual segmentations of the subject’s five nominal trials, and align their COM
position trajectories such that the times at which the peak horizontal COM velocities
occur are coincident.
b. Average the subject’s five nominal trials together to form a single average nominal
COM position trajectory.
c. Numerically differentiate the average nominal COM position trajectories to obtain ve-
locity and acceleration trajectories.
d. Choose the start time (τ = 0) of the average nominal trajectory as when the horizontal
COM acceleration first exceeds 20% of its max. Choose the end time (τ = Tnom) as
when the vertical COM position first exceeds 99% of its max.
e. The average nominal trajectory is now defined over [0, Tnom]. Follow the scaling laws
in Sec. 3.4.2 so that it is defined over [0, 1].
3. To segment each trial:
a. Iterate over times T ∈ [Tmin, Tmax], where the interval is discretized into 100 samples.
Let Tmin = 0.75s and Tmax = 1.5Tnom.
b. Rescale the average nominal trajectory to be defined over [0, T ].
c. Automatically align the scaled average nominal trial and the current trial so that the
time at which the peak horizontal COM accelerations occur are coincident.
d. The trajectories overlap in a window of length T seconds. Compute the RMSE between
the horizontal COM acceleration trajectories over this window.
e. Find T that minimizes this RMSE (to accurately segment cable pull trials despite the
effects of perturbation, we only minimize the pre-perturbation RMSE for cable pull
trials).
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Because the Quasi-Static strategy utilizes minimal forward momentum, it lacks a distinct peak
in its horizontal COM acceleration trajectories when compared to the natural and Momentum-
Transfer strategies. This is shown in Fig. 3.10. Therefore, we developed a separate segmentation
procedure for the Quasi-Static strategy, where Steps 1 and 2 remain the same as before:
3. To segment each Quasi-Static trial:
a. Iterate over times T ∈ [Tmin, Tmax], where the interval is discretized into 100 samples.
Let Tmin = 0.75s and Tmax = 1.5Tnom.
b. Rescale the average nominal trajectory to be defined over [0, T ].
c. Manually align the scaled average nominal trial and the current trial so that the time at
which the peak vertical COM velocities occur are coincident.
d. The trajectories overlap in a window of length T seconds. Manually choose T that
minimizes the RMSE between the scaled average nominal vertical COM velocity tra-
jectory and the current trial’s COM velocity trajectory. (Prioritize the pre-perturbation
difference for cable pull trials, to accurately segment cable pull trials despite the effects
of perturbation.)
3.5 Controller Models
The controller model estimates the control input u(t, x(t)) at a given time t and state x(t). In many
previous studies, researchers have modelled human controllers as an open-loop “feedforward”
component plus a closed-loop linear “feedback” component [160, 161, 92], thus finding a single
controller that best models the data. Because the form of the controller employed by humans is
unknown, it is difficult to assert with confidence that a single controller adequately captures human
behavior. We propose that a more robust controller model may return a set of possible inputs rather
than a single input at a given time and a state. One way to achieve this is to bound the possible
inputs at each time and state, and assume that the human could use any input within these bounds.
We refer to this controller model as the Input Bounds controller.
In this subsection, we describe and compare two existing controller models as well as our pro-
posed controller model. All three controller models are used to compute Stability Basins that are
compared during the validation phase described in Sec. 3.6.7. Before we describe these controller
models in mathematical detail, we briefly describe their qualitative properties. The controllers are
compared and contrasted in Fig. 3.6.
The controller models estimate the control input u(t, x(t)) at a given time t and state x(t). In
many previous studies, researchers have modelled human controllers as an open-loop “feedfor-
ward” component plus a closed-loop linear “feedback” component [160, 161, 92], thus finding a
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single controller that best models the data. Following this paradigm, we develop an LQR con-
troller model and a traditional feedforward plus feedback controller model (FF+FB). The main
differences between these controllers are the specifics of their construction, detailed in Sec. 3.5.2
and Sec. 3.5.3. The LQR controller model is constructed by solving an optimal control problem to
provide feedback about an average nominal trajectory, while the FF+FB controller model is con-
structed via linear regression. Both of these controller models return a single input at a given time
and state.
Because the form of the controller employed by humans is unknown, it is difficult to assert with
confidence that a single controller adequately captures human behavior. We propose that a more
robust controller model may return a set of possible inputs rather than a single input at a given time
and a state. One way to achieve this is to bound the possible inputs at each time and state, and
assume that the human could use any input within these bounds. We refer to this controller model
as the Input Bounds controller.
The Input Bounds represent the range of time-varying inputs that are expected under a given sit-
to-stand strategy. For example, consider a subject’s natural sit-to-stand strategy. At the beginning
of the motion, we expect the subject to apply a large positive horizontal input to propel themselves
forwards, while applying little positive vertical input. Halfway through the motion, the subject
may apply a negative horizontal input to slow their forward velocity, as well as a large positive
vertical input to rise towards standing. Therefore, the expected inputs applied by the subject are
time-dependent. Moreover, because there is some variability in the way the subject performs sit-
to-stand from trial to trial, we expect the inputs to fall within some range of values. The Input
Bounds controller captures this variability by developing time-dependent upper and lower bounds
on the allowable inputs.
Biomechanical constraints, such as ground reaction force limits or joint torque limits, constrain
the maximum inputs that a subject can apply during sit-to-stand under any strategy. We want to
be clear that the Input Bounds do not represent the range of all inputs that are biomechanically
feasible, but rather the subset of inputs that represent the range expected under a given strategy.
For example, consider a scenario in which a person begins standing up using their natural sit-to-
stand strategy, but then stops halfway and remains in a crouched position. Certainly, the person
can achieve this performance without violating biomechanical constraints. However, the person
will have deviated from their natural sit-to-stand strategy, in which they normally stand all the
way up. Accordingly, the input that they applied would have exited the Input Bounds we have
developed for their natural strategy at the time that they decided to remain in a crouched position.
For this reason, we develop the Input Bounds from observations of sit-to-stand rather than from
biomechanical constraints.
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Figure 3.6: These figures show how we construct the controller models from data. The process is
shown for ux, and is identical for uy. In Fig. 3.6(a), ux evolves as a function of time t and state
x, which has been depicted as a single dimension for this illustration. The grey lines represent the
input trajectories of nominal and foot-shift trials, while the blue lines represent the input trajectories
of perturbed successful trials. Note that we have not plotted the portions of the successful perturbed
trajectories when the perturbations were active, because these segments are not used to train the
controller models. An arbitrary time t = 0.25 is illustrated by the black outline in Fig. 3.6(a). The
observed inputs from nominal, foot-shift, and perturbed successful trials at that time are plotted
as points in Fig. 3.6(b - d). Figure 3.6(b) shows that the LQR controller utilizes linear feedback
about a nominal trajectory. Because the LQR controller is generated by minimizing a cost function
specified by the matrices Q and R, its feedback matrix does not necessarily coincide with a line of
best fit. Figure 3.6(c) illustrates that the FF+FB controller is given by a line of best fit. Figure 3.6(d)
shows how the upper and lower bounds ulbx (t, x(t)) and u
ub
x (t, x(t)) are parallel linear functions of
state that encompass all of the successful inputs.
3.5.1 Generating training data
Modelling human motion requires the LQR, FF+FB, and Input Bounds controller models to be
estimated from observed data. Modelling human motion requires the controller models to be es-
timated from observed data. In this work, we use kinematic observations of successful trials (i.e.
nominal, foot-shift, and successful perturbed trials) to generate a dataset on which to train each
control model. Note that the dataset on which each controller model is trained is identical. We fit
the controllers separately for each subject’s natural, Momentum-Transfer, and Quasi-Static control
strategies.
Given a strategy, we first compute the inputs for each successful trial within that strategy via
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inverse dynamics using (3.3) [162, Chapter 5]. Let xi(t) and ui(t) denote the state and input at time
t for the ith successful trial computed via inverse dynamics, and let S denote the set of successful
trials within a given strategy. Given a time t, we will frequently use the notation∑
i∈S
(u(t, xi(t))− ui(t))2 (3.6)
which means “the squared error of the estimated control input u(t, xi(t)) from each observed con-
trol input ui(t), summed over all successful trials within a given strategy.” Because many success-
ful trials within a sit-to-stand strategy involved cable-pull perturbations, we make the following
remark:
Remark 3.5.1. When computing ui(t) via inverse dynamics for successful perturbed trials, we
discard the portion of the trajectory during which the perturbation was active. This is possible
because the perturbations were time-synchronized with the motion capture data.
3.5.2 LQR controller
Shia et al. proposed to model sit-to-stand using an LQR controller about a nominal sit-to-stand
trajectory [92]. To build this controller, we first form a single average nominal trajectory x̄ for
each of a subject’s sit-to-stand control strategies by taking the mean of the five nominal sit-to-
stand trajectories. We generate an open loop controller, uol : [0, 1] → U ⊂ R2, for each average
nominal trajectory via inverse dynamics. Then, we use LQR to design a linear feedback controller
about the average nominal trajectory. We specify the quadratic cost function for LQR by a state
weighting matrix Q ∈ R4×4 and input weighting matrix R ∈ R2×2, which are used to generate
the feedback matrix K(t) ∈ R2×4. [163, Chapter 16] At a given time and state, the input from the
LQR controller can then be written as:
u(t, x(t)) = uol(t)−K(t)(x(t)− x̄(t)) (3.7)
We choose the Q and R that produces a controller that most closely fits the observed data. To
do so, we wrap the choice of Q and R inside an optimization procedure that seeks to minimize








(u(t, xi(t))− ui(t))2 dt (3.8)
As in (3.6), S represents the set of observed successful trials within a sit-to-stand strategy, and
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xi(t) and ui(t) correspond to the observed states and input of the ith trial at time t. The integral is
approximated using 200 time steps. We specify the space over which Q is optimized:
Q ∈ {M ∈ R4×4|Mi,j = 0 ∀i 6= j, M1,1 = 1, M2,2 ∈ [0.1, 100], M3,3 ∈ [0.1, 100], M4,4 ∈ [0.1, 100]}
(3.9)
and the space over which R is optimized:
R ∈ {M ∈ R2×2|Mi,j = 0 ∀i 6= j, M1,1 ∈ [1e−5, 1e−2], M2,2 ∈ [1e−6, 1e−1]} (3.10)
Q and R are constant diagonal matrices, where the spaces over each which is optimized were
chosen to restrict the relative costs of states versus inputs, the relative costs between states, and the
relative costs between inputs. In particular, no state can cost more than 100 times any other state,
no input can cost more than 10 times another input, and the relative scale between states and inputs
was chosen based on the expected magnitudes of states and inputs.
3.5.3 FF + FB controller
We also test the efficacy of a traditional feedforward plus feedback controller. Let the input
u(t, x(t)) at some time t and state x(t) be described by the state feedback matrix K(t) ∈ R2×4 and
a feedforward component ff(t):
u(t, x(t)) = ff(t)−K(t)x(t) (3.11)





(u(t, xi(t))− ui(t))2 (3.12)
As in (3.6), S represents the set of observed successful trials within a sit-to-stand strategy, and
xi(t) and ui(t) correspond to the observed states and input of the ith trial at time t.
3.5.4 Input Bounds controller
The proposed Input Bounds controller differs from both the LQR and FF+FB controllers by return-
ing a set of inputs at a given time and state, rather than a single point. To define the Input Bounds
controller, we develop bounds on the TIPM control input. We denote a lower bound on the control
input as ulb, and an upper bound on the control input as uub. Note that
ulb ≤ u ≤ uub (3.13)
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where the inequality is taken element-wise. We present this approach more formally in the follow-
ing definition:
Definition 3.5.2. For the Input Bounds controller, we model the inputs u to the TIPM as a bounded
component plus a linear feedback component, where the bounded component is drawn from a
bounded set. Specifically, given time t and state x(t), we define the bounds in (3.13) as
ulb(t, x(t)) = blb(t)−K(t)x(t) (3.14)
uub(t, x(t)) = bub(t)−K(t)x(t) (3.15)
where blb(t) and bub(t) ∈ R2 are lower and upper bounds on the bounded component, and K(t) ∈
R2×4 is a matrix of linear feedback gains.
We generate the parameters of the Input Bounds controller blb, bub, and K from data by solving













s.t. ulb(t, xi(t)) ≤ ui(t) ∀i ∈ S,
uub(t, xi(t)) ≥ ui(t) ∀i ∈ S
where the inequalities are understood element-wise. This is a quadratic program, which can be
solved to global optimality rapidly and efficiently.
In summary, at each instance in time, we compute the range of control inputs of a certain form
that can be applied while explaining the data we observed, thereby modelling a range of inputs a
human may use to recover from perturbation. Our method of Stability Basin computation, detailed
in Sec. 3.6.2, is flexible to this type of controller specification, and in particular, we verify that this
approach is not too conservative in Sec. 3.7. In effect, the Input Bounds controller model allows
us to compute Stability Basins with a set of hypothetical controllers, instead of just one.
3.6 Computing and Evaluating Stability Basins
Three elements are required to form the Stability Basin for each of an individual’s sit-to-stand
control strategies:
1. The TIPM dynamics (3.3).
2. A controller model for the TIPM (e.g. (3.13)).
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Figure 3.7: This figure illustrates how XT (the target set) is formed from data for a given subject
and strategy. The states (rx and vx) at 100% STS of each observed successful trial within a strategy
are illustrated as blue dots. An example XT represented by the shaded blue zonotope contains all
of the states observed to lead to standing. The zonotope is parameterized by its center c and
generator vectors g(1) and g(2). This example depicts a 2-dimensional XT , but in reality they are
4-dimensional and encompass both horizontal and vertical components of the state space.
3. A target set, XT , that encapsulates all model states observed to lead to successful standing.
Given these elements, we define the Stability Basin as follows:
Definition 3.6.1. The Stability Basin ⊂ [0, 1] × X is a subset of times (i.e., 0 - 100%STS) and
model states from which a trajectory of the model obeying the dynamics (3.3) and controller model
will arrive at the target set XT .
In the rest of this subsection, we explain how we compute the target set XT from data. Then,
we use this object in conjunction with a controller from Sec. 3.5 to generate the Stability Basins.
3.6.1 Generating the target set
The goal of the sit-to-stand motion is to arrive at a standing configuration. We define the target set
XT as a set that encompasses the states at time t = 1 observed to lead to successful standing. Note,
the target set XT does not represent quiet standing itself, which we consider a distinct task. We
defineXT ⊂ X as a zonotope (Sec. 1.5.2) that encompasses the final states (i.e., the states at t = 1)
of all successful trials observed for a given sit-to-stand strategy. Specifically,XT is a zonotope with
4 generators computed from the final states as proposed by Stursberg [164, Section 3], where each
generator is expanded by 5% to avoid observed states lying on the edge of the set. The target set
generation process is depicted in Fig. 3.7.
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3.6.2 Computing Stability Basins via reachability analysis
The reader may notice that the Stability Basin (Defn. 3.6.1) is defined as a set of states through
time that satisfy some dynamics specified by an ordinary differential equation (ODE). As we are
interested in finding all possible solutions of the ODE, subject to constraints, we use a method
called reachability analysis to compute the Stability Basins. Reachability analysis is introduced in
Sec. 1.5.2.
To compute the Stability Basins, we use an open-source zonotope-based reachability toolbox
called CORA [102, 104]. For an explanation of CORA and zonotopes, also see Sec. 1.5.2. CORA
represents the Stability Basin as a zonotope at each of a finite collection of time steps, which are
subintervals of the interval [0, 1] of length ∆t. Each Stability Basin was formed using a time step
∆t of 0.005 (i.e., 0.5%STS), so that 200 zonotopes represent the Stability Basin over the interval
[0, 1]. Although CORA chooses the exact number of generators to use for each zonotope, we set
the maximum number of generators as 800. Generally, CORA expects the inputs to the system to
be functions of time, allowing the feedforward inputs and gain matrices for the LQR and FF+FB
controllers to be specified at each time step. However, CORA also allows the input to the system
at each time step to be drawn from a set, allowing us to use the Input Bounds controller model
and let the control input be defined as in (3.14) and (3.15). CORA assumes the input at a given
time and state can take any value within the Input Bounds to create the Stability Basin. Because
the Stability Basin is the set of states through time that arrive at the final target set XT , it can
be computed as a backwards reachable set. In practice, this means we treat XT as an initial set,
and use CORA to flow the set backwards in time under the negative of the dynamics (3.3) and
the controller model. Stability Basins were generated on a laptop computer with a 2.7 GHz Intel
Core i7 processor. Stability Basins computed using the Input Bounds controller take 0.76± 0.014
seconds to compute.
The computed Stability Basins provide the following theoretical guarantee, which we reference
in Sec. 1.4 and in the dissertation summary in Fig. 1.2:
Theorem 3.6.2. If a state x(t) at time t lies outside the computed Stability Basin, and the system
obeys the TIPM dynamics (3.3) and controller model (e.g. Input Bounds (3.16)), then no valid
trajectory exists which takes x(t) to the target set XT . More specifically, @z : [t, T ] → X s.t.
z(T ) ∈ XT , z(t) = x(t) and z satisfies the dynamics and controller model.
Proof. CORA computes overapproximations of reachable sets, as introduced in Sec. 1.5.2. By
definition (Def. 3.6.1), any state trajectory which obeys the system dynamics and controller model
and ends in the target set is contained in the Stability Basin. The computed Stability Basins pro-
duced by CORA overapproximate the theoretical Stability Basins. If a state x(t) at time t is outside
the computed Stability Basin, it is necessarily outside of the theoretical Stability Basin. Therefore,
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it is impossible to form a valid trajectory which takes x(t) to the target set. 
This guarantee provides a condition for predicting failure during sit-to-stand. More colloquially,
if a state x(t) at time t is outside the computed Stability Basins then there is no input the person
can apply to steer themselves to the target set. This means that they will either have to change their
control strategy to avoid a fall, e.g. by stepping or sitting, or perform an action that is not included
in our model of sit-to-stand.
3.6.3 Naive method for computing Stability Basins
Stability can also be estimated from observed perturbed trials by simply drawing a volume around
the state trajectories of the observed successful trials. This method does not utilize reachability or
a controller model, and relies on state trajectories alone. Here, we apply this method by generating
a 4-dimensional zonotope at each time step that encloses all of the observed successful states. This
is the same procedure that we employ to generate the target set XT (described in Sec. 3.6.2 and
illustrated in Fig. 3.7) applied at each instance in time over the course of the motion.
3.6.4 Evaluating Stability Basin accuracy
We hypothesize that the Stability Basins can predict when a subject must depart from their control
strategy in response to perturbation to avoid falling. Previously in Sec. 3.3.3, we defined the failure
of a control strategy as stepping or sitting back down and explained how we determine the onset
of stepping or sitting. We now use the Stability Basins to predict whether or not a strategy failure
will occur by checking if a sit-to-stand trajectory exits the Stability Basin at any point. Finally, we
detail the evaluation procedure we used to test the accuracy of the Stability Basins’ predictions.
3.6.5 Defining onset of failure
To test the predictive power of the Stability Basins, we first identify the onset of failure (as previ-
ously described in Sec. 3.3) during a sit-to-stand movement. We denote tf ∈ [0, 1] as the time of
failure onset, and will test whether the Stability Basins predict failure prior to that time. Given an
observed trajectory xi from a sit-to-stand trial, we use a linear program to determine whether that
trajectory lies inside the Stability Basin at each time step. Because we are using a procedure based
on an average nominal trial for aligning and segmenting trials (detailed in Sec. 3.4.3), it is possible
for the onset of stepping or sitting to occur after the trial end time t = 1. The end times chosen by
the segmentation procedure do not necessarily imply that the subject has reached standing, but are
just a means to achieve a consistent segmentation of the data. We consider a trial with a step or sit
occurring later than the trial’s end to be unsuccessful, and set tf = 1 in this case.
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Figure 3.8: This figure illustrates how to check if a point is inside or outside of a zonotope. An
example zonotope (shaded grey) is parameterized by its center c and generator vectors g(1) and
g(2). A test point p is contained within the zonotope because the maximum absolute value of the
coefficients on g(1) and g(2) is less than or equal to 1. Another test point q lies outside of the
zonotope because the maximum absolute value of the coefficients on g(1) and g(2) is greater than 1.
3.6.6 Checking trajectories
Given an observed trajectory xi from a sit-to-stand trial, we use a linear program to determine
whether that trajectory lies inside the Stability Basin at each time step. Recall that each zonotope
Z(t) representing the Stability Basin is parameterized by its center c(t) ∈ R4 and generator matrix
G(t) ∈ R4×p. At each time t, we represent the state xi(t) as a linear combination of the gener-
ator matrix’s columns, and use a linear program to find the representation that has the smallest






s.t. G(t)β(t) = xi(t)− c(t),
|β(t)| ≤ β(t)max
where the absolute value and inequalities are applied element-wise. If β(t)max is less than or equal to
1, the point xi(t) is inside the Stability Basin at that time step, depicted in Fig. 3.8.
3.6.7 Evaluation procedure
The Stability Basins are used to predict the success or failure of every trial within each sit-to-stand
strategy (natural, Momentum-Transfer, and Quasi-Static). The accuracy of each Stability Basin
is then tested by comparing its predictions to the experimentally observed outcomes of each sit-
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to-stand trial. Given the state trajectory xi observed for a sit-to-stand trial, the linear programs
Step 4. Check that the left-out 
   trial remains in the basin. 
Step 1. Form standing set with all nominal, foot-shift, and successful perturbed trials (Fig. 4).
Step 2. Train controller (or naive method) with all nominal, foot-shift, and successful 
   perturbed trials (Fig. 3).
Step 3. Form Stability Basin with standing set and controller, if applicable.
Step 4. Check that the unsuccessful trial exits the basin before the step/sit occurs.  
Step 1. Form standing set with all nominal, foot-shift, and successful perturbed trials (Fig. 4).
Step 2. Train controller (or naive method) with all nominal, foot-shift, and successful 
   perturbed trials except one (Fig. 3).
Step 3. Form Stability Basin with standing set 




For each subject, strategy (Natural, Momentum Transfer, Quasi-Static), and 
controller/method (Input Bounds, FF+FB, LQR, Naive):
(a) Nominal, foot-shift, and successful perturbed trials
(b) Unsuccessful trials
Figure 3.9: An outline of the Stability Basin validation with examples provided by the computed
Stability Basin for subject ID 1’s natural strategy under the Input Bounds controller. The horizontal
projection of the Stability Basin is represented as the region encapsulated by the light grey borders.
The projection of the target set XT is shown as the dark grey region on the right side of each plot.
The state trajectories of all of subject ID 1’s successful natural strategy trials except one are used
to construct the Stability Basin on which the left-out trial is tested, as shown in Fig. 3.9(a). Then
all of subject ID 1’s successful natural strategy trials are used to construct the Stability Basin on
which the unsuccessful trials are tested, as shown in Fig. 3.9(b). State trajectories of a step and a
sit exit the basin before the onset of failure. As detailed in Sec. 3.3.3, we define step initiation as
the time when the toes of either foot move more than 0.0762 m (3 inches) in the anterior-posterior
direction, and sit initiation as the time at which both vx and vy become negative.
described in (3.17) are used to predict success/failure. If a state trajectory xi remains inside the
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Stability Basin at each time step, the trial is predicted to be successful. If xi exits the Stability
Basin at any time step, the trial is predicted to fail. To ensure that the Stability Basins’ predictions
are made fairly, we make the following restrictions:
1. For cable pull trials, the prediction uses only the portion of the Stability Basin after the onset
of perturbation.
2. For trials in which failure was observed, the prediction uses only the portion of the Stability
Basin before failure occurred (i.e., t ≤ tf ).
We evaulate the Stability Basins formed using the LQR, FF+FB, and Input Bounds controllers,
as well as the naive method in Sec. 3.6.3. We perform separate types of evaluation for successful
trials versus unsuccessful trials. For successful trials, we employ a leave-one-out procedure to
avoid training and testing on the same data. After forming the target set, we leave one successful
trial out of the controller (LQR, FF+FB, Input Bounds) training data in Sec. 3.5.1. For the naive
method, one successful trial is left out of the zonotope generation at each time step. We then
construct a Stability Basin using each controller/method to test the trial that was left out. We then
construct a Stability Basin to test the trial that was left out. We repeat this procedure until all
successful trials have been tested.
For unsuccessful trials, we compute a single Stability Basin formed using all observed success-
ful trials. We use this single Stability Basin to predict the outcome of each unsuccessful trial within
a given strategy. An outline of the validation procedure is provided in Fig. 3.9.
To be clear, we do not follow a leave-one-out procedure when generating the target set XT
from data. As displayed in Fig. 3.7, the target set generation is similar to taking the convex
hull of a set of 4-dimensional points. If we follow a leave-one-out procedure when generating
the target set, then the points on the boundary of the original set will likely be on the outside
of the new set when they are left out. This would mean that many successful trials whose final
states lie on the edge of the original target set necessarily exit the Stability Basins, and therefore
are automatically misclassified when following this leave-one-out procedure. For these reasons,
this procedure would serve to validate the robustness of the target set generation, rather than the
Stability Basins themselves. However, collecting a larger number of samples should decrease the
effect of missing data on the target set generation.
3.7 Results
The subjects performed sit-to-stand trajectories with similar maximum and minimum accelerations





Figure 3.10: This figure shows example nominal unnormalized horizontal acceleration trajectories
for each sit-to-stand strategy for subject ID 8.
were allowed to determine the speed with which each sit-to-stand was performed, each subject’s
natural, Momentum-Transfer, and Quasi-Static sit-to-stand strategies showed distinct kinematic
characteristics, depicted in Fig. 3.10. In particular, the maximum and minimum horizontal accel-
erations of the COM for the Momentum-Transfer ([-2.1, 2.2] m/s2) and Quasi-Static ([-0.8, 0.6]
m/s2) strategies were significantly different from each other as well as from the natural strategy
([-1.3, 1.5] m/s2), with p-values < 0.001 when comparing the successful trials within any two
strategies. While the duration of natural and Momentum-Transfer trials were similar (average
times of 1.25s and 1.13s), Quasi-Static trials lasted longer (average 2.23s), due in part to the low
observed COM accelerations. The Stability Basin shape and volume are highly dependent on the
kinematic and temporal characteristics corresponding to the strategy selected, as in previous work
[92]. When using the Momentum-Transfer strategy during the foot-shift trials, subjects were able
to stand with their feet further forward (max. 0.199 ± 0.0699 m) than when using Quasi-Static
(max. 0.0417± 0.0307 m).
Cable pull perturbations during sit-to-stand frequently induced a step or sit to avoid falling. Out
of 591 cable pull trials, we observed failure in 198, or 33.5%. Specifically, we observed 42 steps
and 29 sits for the natural strategy, 40 steps and 19 sits for Momentum-Transfer, and 39 steps and
29 sits for Quasi-Static. Fewer sits were observed for the Momentum-Transfer strategy than in
both the natural and Quasi-Static strategies, likely due to the larger forward momentum at seatoff
for the Momentum-Transfer strategy.
To assess the accuracy of each Stability Basin, we compared the predictions to the experimental
observation for each trial according to the procedure described in Sec. 3.6.4. An example Stability















Figure 3.11: Maximum (Fig. 3.11(a)) and minimum (Fig. 3.11(b)) horizontal accelerations are
significantly different between sit-to-stand strategies, with p < 0.001 when comparing the maxi-
mums or minimums of any two strategies under a two-sample t-test. Only successful trials are used
in this analysis. For each strategy, each small circle represents data from a single sit-to-stand trial.
The central mark within the box plot indicates the median horizontal acceleration. The bottom and
top edges of the box indicate the the 25th and 75th percentiles, respectively. The whiskers extend
to the most extreme horizontal accelerations not considered outliers, and the outliers are plotted
individually as small circles with an ‘x’ through them.
Table 3.1: Statistics collected from the perturbative sit-to-stand experiment are aggregated across
subjects and summarized below. Note that the onset of failure (Step %STS and Sit %STS) often
occurred after the defined trial end (t = 1), which is discussed in Sec. 3.6.5. Supplementary
material that reports these statistics for individual subjects is available online.
Sit-to-Stand Strategy Total Cable Pull Steps Sits Trial Time (s) Pert. Onset (%STS) Step (%STS) Sit (%STS)
Natural 326 197 42 29 1.25± 0.23 0.50± 0.10 1.07± 0.21 0.96± 0.15
Momentum-Transfer 322 198 40 19 1.13± 0.21 0.47± 0.11 1.14± 0.33 0.99± 0.15
Quasi-Static 300 196 39 29 2.23± 0.89 0.51± 0.17 0.95± 0.21 0.85± 0.20
formed using the Input Bounds controller for each sit-to-stand strategy across subjects are given
in Tab. 3.2. Across sit-to-stand strategies, nominal, foot-shift, and successful perturbed trials
remain inside the basin 95.73% of the time. Of the failure trials, 90.91% of steps are predicted
prior to onset, while 92.21% of sits are predicted prior to onset. There was no consistent effect of
perturbation force on the predictive power of the method, detailed in Tab. 3.3. The Input Bounds
produced the most accurate Stability Basins compared to other controller models [93].
The Input Bounds produced the most accurate Stability Basins compared to other controller
models [93]. Overall, the Input Bounds Stability Basins’ failure predictions are over 90% accu-
rate; only 17 out of 198 unsuccessful trials are incorrectly predicted to be successful. To understand
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Figure 3.12: An example Stability Basin, with projections of horizontal states on the left and
vertical states on the right. The Stability Basin (light gray) is computed as the backwards reachable
set of the target set (dark gray, right sides of plots), where black rings are used to accentuate the
shape of the basins. A trajectory from a trial in which the subject was pulled forward is shown
in red. The thick dashed line indicates the time of perturbation application. A triangle marker
indicates the time which the trajectory first exits the Stability Basin, which occurs before failure is
initiated, denoted by the cross marker.
Table 3.2: The accuracy of the Stability Basins generated using the Input Bounds controller model
are reported below. This table reports a tally of the correct predictions for each sit-to-stand strategy
and trial type across subjects.
Sit-to-Stand Strategy Successful Trials Step Trials Sit Trials
Natural 248/255 – 97.25% 41/42 – 97.62% 27/29 – 93.10%
Momentum-Transfer 257/263 – 97.72% 33/40 – 82.50% 17/19 – 84.75%
Quasi-Static 213/232 – 91.81% 36/39 – 92.31% 27/29 – 93.10%
Combined 718/750 – 95.73% 110/121 – 90.91% 71/77 – 92.21%
Table 3.3: The accuracy of Stability Basins generated using the Input Bounds controller model are
reported for cable pull trials at three different force levels of the applied perturbation. The results
are aggregated across subjects and the three tested sit-to-stand control strategies.
Cable Pull Force Level Successful Trials Step Trials Sit Trials
Low 170/176 – 96.59% 15/15 – 100% 4/5 – 80.00%
Medium 125/132 – 94.70% 34/38 – 89.47% 24/27 – 88.89%
High 80/85 – 94.12% 61/68 – 89.71% 43/45 – 95.56%
these false successes, we measured the maximum Euclidean distance of each unsuccessful trajec-
tory to its nearest successful trajectory. The false successes are 34.24% closer to their nearest
successful trajectories than are the true failure trajectories. Additionally, the onset of failure with
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Table 3.4: The accuracy of the Stability Basins formed using the Input Bounds controller model
were compared to Stability Basins formed using other methods. The results of the comparison
are reported below, and are aggregated across subjects and sit-to-stand strategies. Supplementary
material that reports these results for individual subjects and sit-to-stand strategies is available
online.
Basin Type Successful Trials Step/Sit Trials False Successful Predictions False Step/Sit Predictions
LQR 92/750 – 12.27% 197/198 – 99.49% 1/93 – 1.08% 658/855 – 76.96%
FF+FB 351/750 – 46.80% 195/198 – 98.48% 3/354 – 0.85% 399/594 – 67.17%
Input Bounds 718/750 – 95.73% 181/198 – 91.41% 17/735 – 2.31% 32/213 – 15.02%
naive 125/750 – 16.67% 195/198 – 98.48% 3/128 – 2.34% 625/820 – 76.21%
respect to the onset of perturbation for false successes averaged 9.47% earlier than in the true fail-
ures. Note that it is plausible that individuals switched control strategies for some subset of the
trials (e.g., from Quasi-Static to natural), which could affect the accuracy of the strategy-specific
Stability Basins. Because we only characterize trials that are sits or steps as failures, it is possible
that an individual switched strategies to successfully stand but would not have reached standing
with their original strategy.
We compared the accuracy of Stability Basins computed using the Input Bounds controller to
Stability Basins formed using other methods (Tab. 3.4). The Stability Basins formed using all three
controllers as well as the naive method for Subject ID 1’s natural sit-to-stand strategy are shown in
Fig. 3.13.
Stability Basins formed using the LQR controller proposed in previous work [92] correctly
predict 12.27% of successful trials. Stability Basins formed using a traditional FF+FB controller
correctly predict the outcome of 46.80% of successful trials. Finally, a naive method for estimating
stability yields an accuracy of 16.67% for successful trials. Though each of the LQR, FF+FB, and
naive methods yield nearly 100% prediction accuracy for trials where failure occurred, the low
successful trial prediction rates mean that few trials remain within each Stability Basin, implying
a severe underapproximation of the true stable region. We also give the false successful prediction
and false failure prediction rates of each method in Tab. 3.4, and display these rates for each
strategy in Fig. 3.14. Each of the LQR, FF+FB, and naive approaches for computing Stability
Basins has a high false failure prediction rate, further showing that each underestimates the size of
the true stable region.
Because the LQR, FF+FB, and naive methods all appear to underestimate the true stable region,
we tested the accuracy of the Stability Basins generated by these methods when they are dilated by
5%. This was accomplished by multiplying each of their Stability Basins’ zonotope generators by
1.05, as in the target set generation. The classification rates for these methods do improve, though
not substantially. As seen in Table 3.5, the successful trial classification rate rises around 3% for










Horizontal Projection Vertical Projection
Figure 3.13: The Stability Basins formed for Subject ID 1’s natural sit-to-stand strategy using
the LQR controller model (Fig. 3.13(a)), FF+FB controller model (Fig. 3.13(b)), Input Bounds
controller model (Fig. 3.13(c)), and the naive method (Fig. 3.13(d)) are shown. The horizontal and
vertical projections of the Stability Basins are represented as the regions encapsulated by the light
grey borders, where black outlines are used to emphasize the changes in shape of cross-sections
over time. The projection of the target set XT is shown as the dark grey region on the right side of
each plot.
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Figure 3.14: This figure compares the predictive accuracy of the SBs formed using the Input
Bounds controller to three other methods. Results are presented for each sit-to-stand strategy, ag-
gregated across subjects. The Input Bounds controller’s predictions for both successes and failures
are near the ground truth, while the three other methods predict many more failures than were
experimentally observed.
determine what would happen if we extended this analysis further, we also evaluated the Stability
Basins when the basins are dilated by 25%. This further improves the successful trial classification
rate of the LQR, FF+FB, and naive methods. However, at this dilation level, the FF+FB has a
similar unsuccessful trial classification rate as the Input Bounds controller (89.41% compared to
91.41%), but a 41% higher false step/sit prediction rate (56.83% compared to 15.02%).
Table 3.5: The accuracy of the Stability Basins for each method are compared when dilating the
LQR, FF+FB, and naive Stability Basins. The results are aggregated across subjects and STS
strategies.
Basin Type Successful Trials Step/Sit Trials False Successful Pred. False Step/Sit Pred.
Input Bounds 718/750 – 95.73% 181/198 – 91.41% 17/735 – 2.31% 32/213 – 15.02%
LQR (no dilation) 92/750 – 12.27% 197/198 – 99.49% 1/93 – 1.08% 658/855 – 76.96%
FF+FB (no dilation) 351/750 – 46.80% 195/198 – 98.48% 3/354 – 0.85% 399/594 – 67.17%
naive (no dilation) 125/750 – 16.67% 195/198 – 98.48% 3/128 – 2.34% 625/820 – 76.21%
LQR (5% dilation) 113/750 – 15.07% 194/198 – 97.98% 4/117 – 3.42% 637/831 – 76.65%
FF+FB (5% dilation) 390/750 – 52.00% 192/198 – 96.97% 6/396 – 1.52% 360/552 – 65.22%
naive (5% dilation) 159/750 – 21.20% 195/198 – 98.48% 3/162 – 1.85% 591/786 – 75.19%
LQR (25% dilation) 160/750 – 21.33% 188/198 – 94.95% 10/170 – 5.88% 590/778 – 75.84%
FF+FB (25% dilation) 517/750 – 68.93% 177/198 – 89.39% 21/538 – 3.90% 233/410 – 56.83%
naive (25% dilation) 292/750 – 38.93% 189/198 – 95.45% 9/301 – 2.99% 458/647 – 70.79%
This implies that the Input Bounds controller still yields the most accurate estimate of stability.
The Input Bounds controller maintains a high accuracy for successful trials, while minimizing
incorrect step and sit predictions. It requires no dilation to achieve this performance. The higher
false step/sit prediction rates for the LQR and FF+FB controllers despite dilation indicates that the
shape of the Stability Basin constructed using the Input Bounds controller is a better approximation
of the true stable region.
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3.8 Discussion
In theory, stability can be directly characterized by perturbing a subject in an infinite number of
ways and drawing a volume around the observed successful trials. Because this approach is practi-
cally infeasible, several model-based metrics have been developed for assessing dynamic stability.
Many, such as Floquet Multipliers and Lyapunov Exponents, are limited to analyzing small per-
turbations during periodic motion. Only a few metrics assess the largest perturbations that can be
withstood during motion [146], or the stability of aperiodic motion. In this area, Fujimoto and
Chou [165] constructed estimates of the stable region for sit-to-stand at a single time based on the
extrapolated center of mass concept. We build on these methods by leveraging novel data-driven
controller models and reachability analysis to estimate stability over the course of the sit-to-stand
motion. By performing a perturbative experiment, we demonstrate that our Stability Basin-based
approach accurately predicts stability across a diverse set of body morphologies, perturbations, and
sit-to-stand control strategies.
The accuracy, computational-tractability, individualization, and time-varying aspects of the Sta-
bility Basin approach make it well suited for widespread deployment and integration with existing
clinical methods. This can enable longitudinal studies examining how stability changes over time,
and whether a smaller Stability Basin is correlated with fall risk, to be performed both accurately
and cheaply. Although we make use of perturbative data for computing Stability Basins here, one
advantage of our proposed method is that it only relies on data from successful trials, and does not
require a subject to be perturbed to failure. Thus, the Stability Basin method shows promise for
characterizing the stability of subjects already at a high risk of falling or injury, such as elderly
or rehabilitating subjects. Furthermore, stability throughout the duration of a task can be studied
by measuring the size and location of cross-sections of the Stability Basin at particular times. For
example, cross-sections of the Stability Basin that examine COM position at seat-off reveal the
viable starting postures for each control strategy [92, 165]. We propose that in longitudinal studies
with periodic data collection, sudden changes in Stability Basin volume overall or in a portion of
the movement can indicate how injury or age contribute to instability.
Our data-driven controller models consist of a feedforward (“predictive”) and a linear feedback
(“reactive”) component. Although there is evidence that humans employ feedforward and feedback
terms for control [160], the exact form of these controllers remains unclear. Linear feedback
applied about the COM has been sufficient to explain observed walking [166] and standing [167]
behavior. However, we found the LQR controller model proposed by Shia et al. [92] as well as the
classical FF+FB controller model had poor prediction rates for successful trials, implying that they
both underestimate the true stable region of movement. In contrast, our Input Bounds controller
model draws from a set of bounded inputs, plus a linear feedback term, that encapsulates inputs
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from observed successful trials, resulting in improved performance over models that return a single
input.
The poor prediction rates of the LQR and FF+FB controller models for successful trials may be
explained by considering the inputs that cause trajectories to exit the Stability Basin. A trajectory’s
input not following a given controller model is not a sufficient condition for the trajectory to exit
the Stability Basin generated for that controller model. However, it is a necessary condition: if a
trajectory exits the Stability Basin, then the trajectory’s input must not have exactly followed the
controller model at some point. Therefore, the accuracy of the Stability Basins strongly depends
on how well each controller model fits the observed data. As can be seen in Fig. 3.6, the Input
Bounds controller accounts for a wider range of inputs than the LQR and FF+FB controllers, and
is able to encapsulate the variability present in the observed data. This in turn creates a Stability
Basin which better matches the size and shape of the true stable region. This improvement in the
accuracy of stability estimation is an important step towards clinical deployment.
In addition to increased accuracy, the computationally-tractable, individualized, and time-
varying aspects of the Stability Basin approach make it well suited for widespread deployment
and integration with existing clinical methods. Assistive robots may provide an ideal platform
for such deployment. The rapid and automated computation of Stability Basins from kinematics
alone minimizes the temporal and financial investment in performing this analysis, especially if
coupled with computer vision techniques for pose estimation from digital cameras as described
in Chap. 2. This can enable longitudinal studies examining how stability changes over time, and
whether a smaller Stability Basin is correlated with fall risk, to be performed both accurately and
cheaply. Although we make use of perturbative data for computing Stability Basins here, one ad-
vantage of our proposed method is that it only relies on data from successful trials, and does not
require a subject to be perturbed to failure. Thus, the Stability Basin method shows promise for
characterizing the stability of subjects already at a high risk of falling or injury, such as elderly or
rehabilitating subjects. Additionally, the TIPM and Input Bounds models are computed for each
individual, enabling examination of a wide range of body morphologies and sit-to-stand control
strategies. Furthermore, stability throughout the duration of a task can be studied by measuring the
size and location of cross-sections of the Stability Basin at particular times. For example, cross-
sections of the Stability Basin that examine COM position at seat-off reveal the viable starting
postures for each control strategy [92, 165]. In particular, Quasi-Static Stability Basins were pre-
viously shown to include COM positions near one’s feet at seat-off, whereas Momentum-Transfer
Stability Basins can extend much further. We propose that in longitudinal studies with periodic
data collection, sudden changes in Stability Basin volume overall or in a portion of the movement
can indicate how injury or age contribute to instability. By combining the Stability Basin approach
with other clinical techniques, such as electromyography, clinicians can identify muscles associ-
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ated with unstable portions of motion to target preventative and rehabilitative care. Such detailed
analyses can provide deeper insight into the mechanisms underlying motor control.
Our approach can be used in real time to inform controller design for wearable robotic devices
because it provides time-varying boundaries on the region inside which an individual is stable.
Determining the state at which a robotic system is unable to recover from a perturbation is key to
designing dynamically stable controllers [168, 169, 170]. If a prosthetic device or exoskeleton de-
tects that its user has exited the Stability Basin and become unstable, it can adapt its control scheme
to aid in recovery. Furthermore, just as current tuning of controllers for prosthetic devices and ex-
oskeletons focuses on minimizing metabolic cost, [171, 172], wearable robotic controllers can be
optimized to increase stability by maximizing the volume of the Stability Basins for the combined
robot-human system. Thus, the high time-varying accuracy and low investment in computation
demonstrate that the Stability Basin approach has the potential to increase access of personalized




Planning Collision-free Manipulator Trajectories in
Real Time using Reachable Sets
Much of this chapter originally appeared in [94]:
Patrick Holmes, Shreyas Kousik, Bohao Zhang, Daphna Raz, Corina Barbalata,
Matthew Johnson-Roberson, and Ram Vasudevan. “Reachable Sets for Safe, Real-
Time Manipulator Trajectory Design”. Robotics: Science and Systems, (July 2020).
which extends our work in [95]:
Shreyas Kousik, Patrick Holmes, and Ram Vasudevan. “Safe, aggressive quadrotor
flight via reachability-based trajectory design”. ASME Dynamic Systems and Controls
Conference, (October 2019), Best Student Paper Award.
For demonstrations of ARMTD, please see our video: https://youtu.be/ySnux2owlAA.
Open source code for ARMTD is available here: https://github.com/roahmlab/arm_
planning. A 5-minute overview of ARMTD is here: https://youtu.be/6tjnh1Yxr_Q.
4.1 Introduction
Manipulation is a prerequisite function necessary for assistive robots to support older persons and
persons with disabilities with many activities of daily living and instrumental activities of daily
living. These include tasks like cooking, feeding, grasping and moving objects, opening doors and
dressing. Industrial manipulator robots, such as those used in manufacturing, can be extremely
heavy and stiff. Collisions between these robots and humans can cause severe injury and death
[173]. Smaller, more lightweight robots designed to operate in closer proximity to people, such as
the Fetch Mobile Manipulator [41], (Fig. 4.1) can still weigh hundreds of pounds. Collisions with
these robots are dangerous, and should be avoided.
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Figure 4.1: ARMTD performs safe, real-time receding-horizon planning for a Fetch arm around
a cabinet in real time, from a start pose (purple, low shelf) to a goal (green, high shelf). Sev-
eral intermediate poses are shown (transparent). The callout on the left, corresponding to the
blue intermediate pose, shows a single planning iteration, with the shelf in light red. In grey is
the arm’s reachable set for a continuum of parameterized trajectories over a short time horizon.
The smaller blue set is the subset of the reachable set corresponding to the particular trajectory
that was selected for this planning iteration, which is guaranteed not to collide with the obstacle.
Over many such trials in simulation and on hardware, ARMTD never crashed. See our video:
youtu.be/ySnux2owlAA.
To maximize their utility in long-term care environments, robotic arms should plan collision-
free motions in real time. Such performance requires sensing and reacting to the environment as
the robot plans and executes motions; in other words, it must perform receding-horizon planning,
where it iteratively generates a plan while executing a previous plan. Receding-horizon planning is
especially important for operating near people since a person may be constantly moving. Manip-
ulation plans should be updated frequently to account for updated predictions of human motion.
This chapter addresses guaranteed-safe receding-horizon trajectory planning for robotic arms.
We call the method Autonomous Reachability-based Manipulator Trajectory Design, or ARMTD,
introduced in Fig. 4.1.
4.1.1 Related Work
Motion planning can be broadly split into three paradigms, depending on whether safety is enforced
by (1) a path planner, (2) a trajectory planner, or (3) a tracking controller.
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The first paradigm is commonly used for robotic arm planning, wherein the path planner is
responsible for safety. One generates a collision-free path, then smooths it and parameterizes it
by time (i.e., converts it into a trajectory) [174, 175]. Such methods often have a tradeoff between
safety and real-time performance because they represent paths with discrete points in configuration
space [176, 91]. Ensuring safety requires approximations such as buffering the volume of the arm
at each discrete point to account for the discretization, or computing the swept volume along the
path assuming, e.g., straight lines between points [84]. If one treats the path as a decision variable
in a nonlinear optimization program, the gradient of the distance between the arm’s volume and
obstacles may “push” each configuration out of collision [2, 85, 177]. This means the output path
can be treated directly as a trajectory, if the optimization uses path smoothness as the cost. How-
ever, this relies on several approximations to achieve real-time performance: finite differencing
to bound joint speeds and accelerations, collision penalties in the cost instead of hard constraints,
and finite differencing [2] or linearization [85] for the collision-avoidance penalty gradient. This
necessitates finer discretization to faithfully represent the robot’s kinematics. To enable real-time
performance without gradients, one can compute many paths offline, then collision-check at run-
time [178, 179]; but for arbitrary tasks, it can be unclear how many paths are necessary, or how
to ensure safety if the arm’s volume changes (e.g., by grasping an object). Another approach to
real-time performance is to plan iteratively in a receding-horizon either by gradient descent (with
the same drawbacks as above) [177] or assuming the underlying path planner is safe [180]. In sum-
mary, in this paradigm, one must discretize finely, or buffer by a large amount, to achieve safety at
the expense of performance.
In the second paradigm, the path planner generates a (potentially unsafe) path, then the tra-
jectory planner attempts to track the path as closely as possible while maintaining safety. In
this paradigm, one computes a reachable set (RS) for a family of trajectories instead of com-
puting a swept volume for a path. Methods in this paradigm can achieve both safety and
real-time performance in receding-horizon planning by leveraging sums-of-squares programming
[90, 89, 181, 182, 183, 184] or zonotope reachability analysis [95]. Unfortunately, the meth-
ods in this paradigm suffer from the curse of dimensionality, preventing their use with the high-
dimensional models of typical arms.
In the third paradigm, one attempts to ensure safety via the tracking controller, instead of in
a path or trajectory. Here, one builds a supervisory safety controller for pre-specified trajectories
[185] or a set of safe states [186]. Another approach is to compute a safety buffer and associated
controller using Hamilton-Jacobi reachability analysis [187, 188], but the curse of dimensionality
has prevented applying this to arms.
Reachability-based Trajectory Design (RTD) [89, 189] is a guaranteed-safe receding-horizon
trajectory planner that falls into the second paradigm described above. RTD was previously limited
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to simple 2D planning models, but recently we extended RTD for use in 3D quadrotor flight by
leveraging zonotope-based reachable sets [95]. The current chapter further builds on the RTD
framework by creating parameterized reachable sets of arm volumes and demonstrating their use
for designing safe trajectories of manipulators.
To the best of our knowledge, RSs in manipulator planning have only been used for either
collision-checking a single, precomputed trajectory [185, 190], or for controlling to a predefined
setpoint [191]. In contrast, our proposed ARMTD method generates RSs for a continuum of
trajectories, allowing optimization over sets of safe trajectories. Computing such RSs directly is
challenging because of the high-dimensional configuration space and nonlinear transformation to
workspace used for a typical arm [89, 188].
4.1.2 ARMTD Summary
Two challenges make it difficult to compute reachable sets of manipulator trajectories in
workspace. First, the reachable sets depend on the initial condition (angles and velocities) of each
joint. This makes it extremely difficult to fully precompute reachable sets of the system, since the
many degrees of freedom of the manipulator makes the set of possible initial conditions intractably
large. Second, we want to map sets of trajectories in configuration space to sets of swept volumes
in workspace. This involves a nonlinear transformation from joint angles to 3D rotations, and the
noncommutative composition of these 3D rotations. These operations are well defined for a single
point in configuration space, but it is difficult to find a set representation in configuration space that
admits a tractable set-based version of these operations.
Our ARMTD method overcomes these challenges by composing a high-dimensional RS in
workspace from low-dimensional joint reachable sets (JRSs) of joint configurations. First,
ARMTD correctly accounts for initial conditions online by rotating each JRS by the correct ini-
tial angle, and only considering subsets of each JRS corresponding to the actual initial velocity of
each joint. Second, ARMTD utilizes efficient zonotope-like representations to overapproximate
sets of rotation matrices and their products. ARMTD extends the second planning paradigm above
by using these RSs to plan safe trajectories in real time. The RS also provides subdifferentiable
collision-avoidance, self-intersection, and joint limit constraints for trajectory optimization. Im-
portantly, the RS composition, constraint generation, and gradient evaluation are all parallelizable.
We now provide an overview of ARMTD, also shown in Fig. 4.3. ARMTD begins by spec-
ifying a parameterized continuum of kinematic configuration space trajectories, each of which
includes a fail-safe maneuver. Offline, ARMTD computes parameterized joint reachable sets, or
JRSs, of these trajectories in configuration space. At runtime (in each receding-horizon), it con-
structs a parameterized RS from the precomputed JRSs. ARMTD intersects the RS with obstacles
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to generate provably-correct safety constraints. ARMTD then performs trajectory optimization
over the parameters, subject to the safety constraints. If it cannot find a feasible solution within a
prespecified time limit, the arm continues executing the trajectory from its previous planning iter-
ation (which includes a fail-safe maneuver), guaranteeing perpetual safety [89, 180]. In this work,
we only discuss static environments, but this approach can extend to dynamic environments [181]
as is necessary for planning around people in a shared workspace.
4.1.3 Contributions
We make the following contributions. First, a method to tractably and conservatively con-
struct the RS of high-dimensional redundant robotic manipulators (Sec. 4.3–4.4). Sec-
ond, a parallelized method to perform real-time, provably-safe, receding-horizon trajectory
optimization (Sec. 4.4). Third, a demonstration in simulation and on hardware, with no
collisions (Sec. 4.5 and Supplemental Video), plus a comparison to CHOMP [2]. The
remaining sections are Section 4.2 (Arm, Obstacles, and Trajectory Parameters) and Sec-
tion 4.6 (Conclusion). See our video: youtu.be/ySnux2owlAA. Our code is available:
github.com/roahmlab/arm planning.
4.2 Arm, Obstacles, and Trajectory Parameters
This section defines notation and representations of an arm and its environment. The goal of
this work is to plan collision-free trajectories for a robotic arm operating around obstacles in a
receding-horizon framework. We now discuss the arm and its environment, then our receding-
horizon framework and parameterized trajectories.
4.2.1 Arm
Consider an arm with nq ∈ N joints (i.e., nq DOFs) and nq + 1 links, including the 0th link, or
baselink.
Assumption 4.2.1. We make the following assumptions/definitions. Each joint is a single-axis
revolute joint, attached between a predecessor link and a successor link. The arm is a single
kinematic chain from baselink to end effector; link i − 1 is joined to link i by joint i for i =
1, · · · , nq.
One can create multi-DOF joints using virtual links of zero volume. The configuration space
is Q ⊆ Snq , containing configurations q = (q1, q2, · · · , qnq) ∈ Q. The space of joint velocities is
Q̇ ⊂ Rnq . There exists a default configuration 0 ∈ Q. The workspace, W ⊂ R3, is the all points
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in space reachable by any point on the arm in any configuration. The robot’s physical limits are
as follows. Each joint i has a minimum and maximum position q−i,lim and q
+
i,lim, maximum absolute
speed q̇i,lim and maximum absolute acceleration q̈i,lim.
We now describe the kinematic chain. To simplify notation, we let
∏
perform right multiplica-
tion of matrices with increasing index, e.g.
3∏
i=1
Ai = A1A2A3. (4.1)
Each link has a local coordinate frame with the origin located at the link’s predecessor joint (the
baselink’s frame is the global frame). The rotation matrix Ri(qi) ∈ SO(3) describes the rotation of
link i relative to link i− 1 (by joint i). The displacement li ∈ R3 denotes the position of joint i on
link i relative to joint (i− 1) in the frame of link i. The set Li ⊂ R3 denotes the volume occupied
by the ith link, with respect to its predecessor joint, in the frame of link i. Let FOi : Q → P(W )














Let FO : Q → P(W ) give the occupancy of the entire arm: FO(q) =
⋃nq
i=1 FOi(q). Note, the first
expression in (4.2) gives the position of joint (i − 1) and the second gives the rotated volume of
link i.





⊕ (R1(q1)R2(q2)R3(q3)L3) . (4.3)
Notice that in this example, the rotated link volume of the 3rd link is given by
(R1(q1)R2(q2)R3(q3)L3), which is ”stacked” on top of the sum of the positions of all predecessor
joints.
More generally, for an arm with nq > 2, FOi as in (4.2) can be written:
FOi(q) =
{















We denote an obstacle as a set O ⊂ W . If the arm’s volume at q ∈ Q is intersecting the obstacle,
we say the arm is in collision, i.e. FO(q)∩O 6= ∅. We assume the following about obstacles. Each
obstacle is compact and static with respect to time (note, one can extend ARMTD to dynamic
obstacles [181]). At any time, there are at most nobs ∈ N obstacles in the workspace, and the arm
has access to a conservative estimate of the size and location of all such obstacles (we are only
concerned with planning, not perception). Let O = {O1, · · · , OnO} denote a set of obstacles.
4.2.3 Receding-Horizon Planning and Timing
ARMTD plans in a receding-horizon way, meaning it generates a short plan, then executes it
while generating its next short plan. Every such plan is specified over a compact time interval
T ⊂ R. Without loss of generality (WLOG), since time can be shifted to 0 at the beginning
of any plan, we denote T = [0, tf]. We further specify that ARMTD must generate a new plan
every tplan < tf seconds. If a collision-free plan cannot be found within tplan s, the robot must
continue the plan from the previous receding-horizon iteration; therefore, we include a fail-safe
(braking) maneuver in each plan. The durations tf and tplan are chosen such that (tf − tplan) is large
enough for the arm to stop from its maximum joint speeds given its maximum accelerations. This
ensures every plan can include a fail-safe maneuver. We abuse notation to let q : T → Q denote
a trajectory plan and qi : T → Q denote the trajectory of the ith joint. A plan is collision-free if
FO(q(t)) ∩O = ∅ ∀t ∈ T, ∀ O ∈ O . Next, we specify the form of each plan.
4.2.4 Trajectory Parameterization
ARMTD plans using parameterized trajectories. We describe the theory, then present our imple-
mentation.
4.2.4.1 Theory
Let K ⊂ Rnk , nk ∈ N, be a compact space of trajectory parameters, meaning each k ∈ K maps
to a trajectory q : T → Q. We use q(t; k) to denote the configuration parameterized by k ∈ K at
time t ∈ T . So, in each receding-horizon planning iteration, ARMTD attempts to select a single
k ∈ K (via trajectory optimization with obstacles represented as constraints on K).
Definition 4.2.3. We require q : T → Q to satisfy three properties for all k ∈ K. First, q(· ; k) is
at least once-differentiable w.r.t. time. Second, q(0; k) = 0. Third, q̇(tf; k) = 0.
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The first property ensures we do not attempt to command a trajectory that includes a jump in joint
velocity, which is physically impossible for the arm to follow. The second property uses the fact
that all joints are revolute, so q(0; k) = 0 without loss of generality. The third property guarantees
each parameterized trajectory includes a fail-safe braking maneuver.
Note, the parameterized trajectories are kinematic, not dynamic. We formalize this in the fol-
lowing assumption:
Assumption 4.2.4. In this work, we assume the arm is capable of perfectly tracking the trajectories
specified by the trajectory parameterization.
In Sec. 4.4.2.2, we ensure trajectories start at the correct initial positions and velocities, and by
definition, the trajectories under consideration have no discontinuities in velocity. Furthermore, we
obey joint limits in Sec. 4.4.3. Despite these considerations, a robot’s built-in controller may not
perfectly follow the desired trajectories, and it is possible that desired trajectories would require
torques which exceed motor limits.
However, this assumption is common in motion planning [2, 85, 177, 178, 179], because
existing controllers can track such trajectories closely (e.g., within 0.01 rad for revolute joints
[192, 193]) in the absence of disturbances such as collisions. We find these trajectories sufficient
to avoid collision in real-world hardware demonstrations (Sec. 4.5). Also, methods exist for quan-
tifying tracking error [193, 95] and accounting for it at runtime [89, 181].
4.2.4.2 Implementation
We choose a parameterization that is simple yet sufficient for safe planning in arbitrary scenar-
ios (see Sec. 4.5). We define a velocity parameter kv ∈ Rnq for the initial velocity ˙̃q, and an
acceleration parameter ka ∈ Rnq that specifies a constant acceleration over [0, tplan). We write
kv = (kv1, · · · , kvnq) and similarly for k
a. We denote k = (kv, ka) ∈ K ⊂ Rnk , where nk = 2nq.
The trajectories are given by
q̇(t; k) =
kv + kat, t ∈ [0, tplan)kv+katplan
tf−tplan
(tf − t), t ∈ [tplan, tf],
, (4.5)
with qi(0; k) = 0 for all k. These trajectories brake to a stop over [tplan, tf] with constant accelera-
tion. An example trajectory of q̇i(t; k) is shown in Fig. 4.2.
We require that K is compact to perform reachability analysis (Sec. 4.3). Let Ki denote the
parameters for joint i. For each joint i, we specify Ki = Kvi ×Kai , where
Kvi =
[








Figure 4.2: An example joint velocity trajectory. The velocity parameter kvi specifies the initial
velocity of the joint, while the acceleration parameter kai specifies a constant acceleration until
tplan. Between tplan and tf, the velocity decreases to zero at a constant rate.






i ∈ R and ∆kvi ,∆kai ≥ 0. To implement acceleration limits (i.e., to bound
















Next, we use these parameterized trajectories to build parameterized reachable sets of joint
configurations.
4.3 Offline Reachability Analysis
ARMTD uses short parameterized trajectories of joint angles for trajectory planning. We now
describe a Joint Reachable Set (JRS) containing all such parameterized trajectories. All compu-
tations in this section are performed offline.
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4.3.1 Joint Reachable Sets
4.3.1.1 Theory
Since each qi represents a rotation, we examine trajectories of cos(qi) and sin(qi), as shown in Fig.
4.3. By Def. 4.2.3, q(· ; k) is at least once differentiable. We can write a differential equation of






− sin(qi(t; k))q̇i(t; k)cos(qi(t; k))q̇i(t; k)
0
 . (4.8)
We then define the parameterized JRS of the ith joint:
Ji =
{
(c, s, k) ∈ R2 ×K | ∃ t ∈ T s.t. qi as in (4.5),










We account for different initial joint angles, and use the JRSs to overapproximate the forward
occupancy FO, in Sec. 4.4.
4.3.1.2 Implementation
We represent (4.9) using zonotopes, introduced in Chap. 1.5.2. As a refresher, a zonotope is
a set in Rn in which each element is a linear combination of a center x ∈ Rn and generators




∣∣∣ y = x+ p∑
i=1
βigi, −1 ≤ βi ≤ 1
}
. (4.10)
Throughout this section, we introduce the following notation. Let Greek lowercase letters in angle
brackets be indeterminate variables (e.g., 〈σ〉). We denote Z = (x, gi, 〈βi〉)p as shorthand for a
zonotope with center x, a set of generators {gi}pi=1, and a set of indeterminate coefficients {〈βi〉}
p
i=1
corresponding to each generator. When an indeterminate coefficient 〈βi〉 is evaluated, or assigned
a particular value, we write βi (i.e., without angle brackets).
To represent the JRS, we first choose a time step ∆t ∈ R such that tf
∆t
∈ N and partition T into
tf
∆t
closed intervals each of length ∆t, indexed by NT =
{




. We represent Ji
using one zonotope per time interval, which is returned by Ji : NT → P(R2 ×K). For example,
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the zonotope Ji(n) corresponds to the n-th time interval [n∆t, (n+ 1)∆t]. We abuse notation and
let t index the subinterval of T that contains it, so that Ji(t) = Ji (bt/∆tc) where b·c rounds down
to the nearest integer. We use similar notation for the center, generators, and indeterminates.
To compute Ji, we first make an initial condition zonotope Ji(0) ⊂ R2 ×K.
Ji(0) =
(
x̃i, {g̃vi , g̃ai} , {〈κ̃vi 〉, 〈κ̃ai〉}
)
, (4.11)
with x̃i = [1, 0, kvi , k
a
i ]
>, g̃vi = [0, 0,∆k
v
i , 0]
>, g̃ai = [0, 0, 0,∆k
a
i ]
>. The indeterminates 〈κ̃vi 〉 and
〈κ̃ai〉 correspond to g̃vi and g̃ai . Ji(0) contains Kvi and Kai in the kvi and kai dimensions.
Finally, we use the open-source toolbox CORA [102] with the time partition, differential equa-
tion (4.8) and (4.5), and initial set Ji(0) to overapproximate (4.9). CORA is introduced in Chap.





JRSs are illustrated in Fig. 4.3.
Next, we note a property of the zonotope JRS:
Lemma 4.3.1. There exist Ji : NT → P(R2 × K) that overapproximate Ji as in (4.12) such
that, for each t ∈ T , Ji(t) has only one generator with a nonzero element, equal to ∆kvi , in
the dimension corresponding to kvi ; we denote this generator g
v
i (t). Similarly, Ji(t) has only one
generator gai (t) (distinct from g
v
i (t)) with a nonzero element, ∆k
a
i , for k
a
i .
Proof. Given Ji(0), the subsequent zonotope Ji(∆t) is computed as Ji(∆t) = eF∆TJi(0) + E,
where F is found by linearizing the dynamics (4.8) at t = 0 and E is a set that overapproximates
the linearization error and the states reached over the interval [0,∆t] [194, Section 3.4.1]. This lin-
earized forward-integration and error-bounding procedure is applied to Ji(∆t) to produce Ji(2∆t),
and so on, to compute all Ji(t) in (4.12). Since k̇ = 0, we have that eF∆g̃vi equals g̃
v
i in the k di-
mensions (and therefore each gvi (t) does as well, and similarly for g
a
i (t)). Since the zero dynamics
have no linearization error, one can define E to have zero volume in the k dimensions [194, Propo-
sition 3.7], meaning no generator of any Ji(t) has a nonzero element in the k dimensions, except
for gvi (t) and g
a
i (t) (which are defined with such nonzero elements). 
Note, the zonotopes created by the open-source toolbox [102] satisfy Lem. 4.3.1. For each Ji(t),
we denote the center xi(t), the generators {gvi (t), gai (t), g
j
i (t)}, and the corresponding indetermi-
nates
{




for j = 1, · · · , p(t) ∈ N. We write p(t) since the number of




have nonzero elements in the cosine and sine dimensions, due to nonzero dynamics and lineariza-
tion error. The generators gvi (t) and g
a
i (t) are important because they let us obtain a subset of the
JRS corresponding to a particular choice of parameters kvi and k
a
i . This fact will be important in
the next section, where use the JRSs online to build an RS for the arm and identify unsafe plans in
each receding-horizon iteration.
4.4 Online Planning
We now present ARMTD’s online algorithm for a single receding-horizon iteration (see Alg. 3
and Fig. 4.3). First, we construct the parameterized RS of the entire arm from the JRS of each
joint. Second, we identify unsafe trajectory plans which may cause collision with an obstacle or
self intersection. Third, we optimize over the safe plans to minimize an arbitrary cost function.
If no solution is found, we execute the previous plan’s fail-safe maneuver. Before diving in, we
present some concepts which are necessary for understanding the online planning method.
4.4.1 Matrix Zonotopes, Rotatotopes, and Slicing
First, we introduce matrix zonotopes, which are zonotopes whose elements are matrices. The
forward occupancy map FO uses rotation matrices formed from the cosine and sine of each joint.
By overapproximating sets of these rotation matrices using matrix zonotopes, we will overapproxi-
mate FO in Sec. 4.4.2.2. Note that matrices form a vector space, so matrix zonotopes are analagous
to zonotopes.
Definition 4.4.1. A matrix zonotope M ⊂ Rn×n is a set of matrices parameterized by a center X




∣∣∣ A = X + m∑
j=1
Gjλj,−1 ≤ λj ≤ 1
}
. (4.13)
We use M = (X,Gj, 〈λj〉)m as shorthand for a matrix zonotope with center X , generators
{Gj}mj=1, and indeterminate coefficients {〈λj〉}mj=1.
Note, superscripts are indices, not exponentiation, of matrix zonotope generators.
Next, we introduce the concept of matrix zonotope multiplication. Just as a matrix of appropri-
ate dimension can be multiplied by another matrix or a vector, a matrix zonotope can be multiplied
by another matrix zonotope or a zonotope.
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Figure 4.3: An overview of the proposed method for a 2-D, 2-link arm. Offline, ARMTD computes
the JRSs, shown as the collection of small grey sets Ji(t) overlaid on the unit circle (dashed) in
the sine and cosine spaces of two joint angles. Note that each JRS is conservatively approximated,
and parameterized by trajectory parameters K. Online, the JRSs are composed to form the arm’s
reachable set Vi(t) (large light grey sets in W ), maintaining a parameterization by K. The obstacle
O (light red) is mapped to the unsafe set of trajectory parameters Ku ⊂ K on the left, by intersec-
tion with each Vi(t). The parameter ka represents a trajectory, shown at five time steps (blue arms
in W , and blue dots in joint angle space). The subset of the arm’s reachable set corresponding to
ka is shown for the last time step (light blue boxes with black border), critically not intersecting
the obstacle, which is guaranteed because ka 6∈ Ku.
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Example 4.4.2. Consider a matrix zonotope M ⊂ Rn×n, with M = (X,G, 〈λ〉) and a zonotope












∣∣∣ y = Xx+Xgβ +Gxλ+Ggλβ} (4.16)
where β and λ are understood to be within [−1, 1].
The product MZ looks like a zonotope with center Xx and generators {Xg,Gx,Gg}. However,
the indeterminate on Gg in (4.16) is the product of indeterminates 〈λ〉 and 〈β〉. So, MZ looks like
a zonotope, but where generators may have more than one indeterminate coefficient. We call such
an object a rotatotope, because we will use it to represent sets of rotation matrices multiplied by
zonotopes in Sec. 4.4.2.2.
More generally, we define rotatotopes as follows:
Definition 4.4.3. Let Z = (x, gi, 〈βi〉)p be a zonotope and M = (X,Gj, 〈λj〉)m be a matrix
zonotope. Let MZ := {y ∈ Rn | y = Az, A ∈ M, z ∈ Z} ⊂ Rn. We call MZ a rotatotope,
which can be written:
MZ =
{












where i = 1, · · · , p and j = 1, · · · ,m, and each β and λ are understood to be in [−1, 1].
We use the shorthand MZ = (x̂, ĝr, 〈γr〉)s where x̂ = Xx, s = (p + 1)(m + 1) − 1, and the
generator and coefficient sets are
{ĝr}sr=1 = {Xg1, · · · , Xgp, G1x, · · · , Gmx,G1g1, · · · , Gmgp}
{〈γr〉}sr=1 = {〈β1〉, · · · , 〈βp〉, 〈λ1〉, · · · , 〈λm〉, 〈β1λ1〉, · · · , 〈βpλm〉}.
Rotatotopes are a special class of polynomial zonotopes [102]. Each 〈γr〉 for r > p + m is a
product of indeterminate coefficients from M and Z. For a pair of indeterminate coefficients 〈γ1〉
and 〈γ2〉, the notation 〈γ1γ2〉 indicates the product 〈γ1〉〈γ2〉. We call 〈γ1〉 and 〈γ2〉 the factors of
〈γ1γ2〉.
Next, we show that the product of multiple matrix zonotopes with a zonotope still yields a
rotatotope.
Example 4.4.4. Consider two matrix zonotopes M1 ⊂ Rn×n and M2 ⊂ Rn×n, with M1 =
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(X1, G1, 〈λ1〉) and M2 = (X2, G2, 〈λ2〉). Also let Z ⊂ Rn, with Z = (x, g, 〈β〉). Their prod-












∣∣∣ y = X1X2x+X1G2xλ2 +G1X2xλ1 +G1G2xλ1λ2 + ... (4.20)
+ ...X1X2gβ +X1G2gλ2β +G1X2gλ1β +G1G2gλ1λ2β
}
.
So, M1M2Z = (x̂, ĝr, 〈γr〉)s is a rotatotope with center x̂ = X1X2x,
{ĝr}sr=1 = {X1G2x,G1X2x,G1G2x,X1X2g,X1G2g,G1X2g,G1G2g},
{〈γr〉}sr=1 = {〈λ2〉, 〈λ1〉, 〈λ1λ2〉, 〈β〉, 〈λ2β〉, 〈λ1β〉, 〈λ1λ2β〉}.
We use this fact in Sec. 4.4.2.2 to string together multiplications that overapproximate the forward
occupancy map FO.
Two useful properties follow from the rotatotope definition, which we state here:
Lemma 4.4.5. A matrix zonotope times a rotatotope is a rotatotope.
Lemma 4.4.6. (Zono/rotatotope Minkowski sum) Consider two zonotopes X = (x, giX , 〈ζ i〉)n and
Y = (y, gjY , 〈ψj〉)m. Then X ⊕ Y = (x + y, {giX , g
j
Y }, {〈ζ i〉, 〈ψj〉})
i=n,j=m
i=1,j=1 , which is a zonotope
centered at x + y with all the generators and indeterminates of both X and Y . Similarly, for two












That is, the Minkowski sum of these sets is given by the sum of the centers and the union of the
generators/indeterminate sets.
Lastly, we introduce the concept of slicing, which is the process of evaluating (or “fixing”) the
values of indeterminate coefficients. In the definitions of zonotopes and rotatotopes, indeterminate
coefficients may take any value between −1 and 1. Say we had the indeterminate 〈γ〉, where
γ ∈ [−1, 1]. If we choose a specific value for γ (e.g. γ = −0.47), we can remove 〈γ〉 from the
list of indeterminates and update the zonotope or rotatotope accordingly. This operation yields a
subset of the original zonotope or rotatotope. We define the slice operation in Alg. 1.
We slice a zonotope by taking in a set of indeterminate coefficients and corresponding values
with which to evaluate them. We evaluate an indeterminate by multiplying its associated generator
by the given value. We then remove the corresponding indeterminate from the set. Since any
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1: // Let Z = (x, gi, 〈βi〉)p denote the input zonotope or rotatotope
2: Zsliced ← (x, gi, 〈βi〉)p // allocate output
3: for i = 1, · · · , p // iterate over generator/indeterminate pairs
4: for j = 1, · · · , n // iterate over input values
5: if 〈σj〉 ∈ 〈βi〉
6: gi ← σjgi // multiply generator by value
7: 〈βi〉 ← 〈βi〉 \ 〈σj〉 // remove evaluated indeterminate
8: end if
9: end for
10: if 〈βi〉 = ∅ // if fully-sliced, then gi is no longer needed
11: x← x+ gi and gi ← ∅ // shift center, remove generator
12: end if
13: end for
zonotope generator has only one indeterminate, once its indeterminate is evaluated, it is called
fully-sliced, and added to the center of the zonotope. The process is identical for rotatotopes;
however, since rotatotopes may have multiple indeterminates per generator, a generator may be
sliced without being fully-sliced.
We now define removing factors generically. We denote the removal of the ith indeterminate
coefficient of 〈γ1γ2 · · · γn〉 as:
〈γ1γ2 · · · γn〉 \ 〈γi〉 = 〈γ1γ2 · · · γi−1γi+1 · · · γn〉. (4.22)
We define 〈γ1γ2 · · · γn〉 \ 〈γ1γ2 · · · γn〉 = ∅. We write 〈σ〉 ∈ 〈γ1γ2 · · · γn〉 to denote that 〈σ〉 is a
factor of 〈γ1γ2 · · · γn〉.
In the next section, we construct rotatotopes that overapproximate the forward occupancy map
of each link by stacking rotatotopes representing link volume on top of rotatotopes representing
joint positions:
4.4.2 Reachable Set Construction
4.4.2.1 Theory
Recall that ARMTD plans while the robot is executing its previous plan. Therefore, ARMTD must
estimate its future initial condition (q̃, ˙̃q) ∈ Q × Q̇ as a result of its previous plan by integrating
(4.8) for tplan seconds. At the beginning of each online planning iteration, we use (q̃, ˙̃q) to compose
the RS of the arm from the low-dimensional JRSs. Denote each link’s RS Li, formed from all Jj
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∣∣∣ ∃ t ∈ T s.t.
q̇i(0; k) = ˙̃qi, Y = FOi(q(t; k) + q̃),
and (cos(qj(t; k)), sin(qj(t; k)), k) ∈Jj ∀ j ≤ i
} (4.23)
with FOi as in (4.2). Each Li is formed by trajectories which start at the given initial conditions




It is important that we overapproximate L to guarantee safety when planning. To do this, we
overapproximate FO for all configurations in each Ji (see Alg. 2).
First, we fix ˙̃q by obtaining subsets of the JRSs containing trajectories with the given initial
velocity. Recall from Lem. 4.3.1, we write the zonotopes that comprise the JRS as Ji(t), with
center xi(t) and generators {gvi (t), gai (t), g
j
i (t)}, along with their corresponding indeterminates{




for j = 1, · · · , p(t) ∈ N. The generator gvi (t) and its indeterminate
〈κvi (t)〉 correspond to the trajectory parameter kvi ; we call these generators kv-sliceable. Similarly,
the generator gai (t) and its indeterminate 〈κai(t)〉 correspond to the trajectory parameter kai ; we call
these generators ka-sliceable. Essentially, gvi (t) encodes a range of cos(qi(t; k)) and sin(qi(t); k)
corresponding to a range of initial velocities Kvi . We restrict ourselves to only consider trajectories
which start with the correct initial velocity ˙̃q by slicing the kv-sliceable generators.
For each joint i, each Ji(t) has generator gvi (t), with indeterminate 〈κvi (t)〉 and nonzero element
∆kvi corresponding to the k
v
i dimension. Also, xi(t) (the center of Ji(t)) has the value kvi in that
same dimension. We use ˙̃q to slice each Ji(t):
Si(t) = slice
(
Ji(t), 〈κvi (t)〉, ( ˙̃qi − kvi )/∆kvi
)
(4.24)
















where xvi (t) is the new (shifted) center and p(t) ∈ N is the new number of generators, other than
gai (t), left after slicing. Si(t) contains a set of cos(qi(t; k)) and sin(qi(t; k)) reachable for a single
value of kvi , but for a range of k
a
i . Denote the components of Si(t) as x
v



















i , 0, 0]
> for each j = 1, ..., p(t). Note from Lem. 4.3.1
90
that cai and s
a
i are generally non-zero, and ∆k
a
i is constant.
Example 4.4.7. To understand slicing in (4.24), consider a particular initial velocity ˙̃qi = π6 rad/s.
This implies we want the trajectory parameter kvi =
π
6
. We want to obtain the subset of the JRS
representing reachable joint angles corresponding to this particular trajectory parameter.
For each Ji(t), only the generator gvi (t) is non-zero in the dimension corresponding to this
trajectory parameter, meaning this kv-sliceable generator is solely responsible for the volume of
the reachable set in this dimension. Choosing a particular value of the trajectory parameter means
fixing this generator’s indeterminate 〈κvi (t)〉 to a particular value. Since the kv-sliceable generator
is (generally) non-zero in the cosine and sine dimensions as well, the slicing operation returns a
subset of the JRS in those dimensions (that is, by fixing the value of this indeterminate, we do not
lose all of the JRS’s volume in the cosine/sine dimensions, whereas the volume in the kv-dimension
goes to zero).





rad/s Therefore, kvi = ˙̃qi =
π
6
corresponds to ( ˙̃qi −
kvi )/∆k
v
i = 0.5. Then, slice (Ji(t), {〈κvi (t)〉} , {0.5}) returns the subset of Ji(t) corresponding




The forward occupancy map FO uses rotation matrices formed from the cosine and sine of each
joint. By overapproximating these matrices, we can overapproximate FO. To this end, we represent
sets of rotation matrices with matrix zonotopes.
We use each sliced zonotope Si(t) to produce a matrix zonotope Mi(t) that overapproximates
the rotation matrices for each joint i at each time t. We do so by forming 3D “rotation” matrices us-
ing the cosine and sine dimensions of the centers and generators of Si(t) (and keeping their indeter-
minates). We make use of the Rodrigues’ rotation formula [195]. Let ûi = (ux,i, uy,i, uz,i)> ∈ R3
be a unit vector denoting the axis of rotation for the ith joint, and let Ui be the “cross-product
matrix”
Ui =
 0 −uz,i uy,iuz,i 0 −ux,i
−uy,i ux,i 0
 , (4.26)
















Xvi (t) = I3×3 + s
v
iUi + (1− cvi )U2i ,
Gai(t) = s
a
iUi − caiU2i ,







We call this the makeMatZono function in Alg. 2. Recall that each JRS is formed starting from
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an initial joint angle of 0 (the 2nd property of Def. 4.2.3). To account for the correct initial joint
positions online, we simply rotate by Ri(q̃i) when forming the matrix zonotope Mi(t).
To see how these formulae work in practice, we give the following example.
Example 4.4.8. Consider the zonotope Si(t), and the rotation axis ûi = (0, 0, 1)> (a rotation
about the vertical axis). Then, we have Ui =
0 −1 01 0 0
0 0 0
 and U2i =
−1 0 00 −1 0
0 0 0
. Plugging
into the equations in (4.27), we obtain
Xvi (t) =
1 0 00 1 0
0 0 1
+ svi
0 −1 01 0 0
0 0 0
+ (1− cvi )
−1 0 00 −1 0
0 0 0












0 −1 01 0 0
0 0 0
− cai
−1 0 00 −1 0
0 0 0









Gji (t) = s
j
i
0 −1 01 0 0
0 0 0
− cji
−1 0 00 −1 0
0 0 0











Notice the similarity between the resulting centers and generators of Mi(t) and a traditional ro-
tation matrix about the vertical axis. Also a 1 appears in the (3, 3) position of Xvi (t), while the
generator matrices contain 0 in the (3, 3) position. This ensures that any element of Mi(t) multi-
plied by a vector in R3 leaves the z-dimension unchanged, as desired.
Although the elements of Mi(t) may not be orthonormal, the matrix zonotope is guaranteed to
overapproximate the set of rotation matrices associated with the JRSs:
Lemma 4.4.9. For any parameterized trajectory q̃ + q( · ; k) : T → Q with kv = ˙̃q and ka ∈ Ka,
every Ri(q̃i + qi(t; k)) ∈Mi(t).
Proof. By [194, Thm. 3.3 and Prop. 3.7], all values attained by cos(qi(t; k)) and sin(qi(t; k)) are
contained in each Ji(t). By Alg. 1 and (4.24), each Si(t) overapproximates the values of sine
and cosine of qi(t; k) for which kvi = ˙̃qi. For a given qi(t; k), Ri(qi(t; k)) is given by plugging
cos(qi(t; k)) and sin(qi(t; k)) into Rodrigues’ formula. Therefore by applying Rodrigues’ formula
to Si(t) and rotating the output by Ri(q̃i), all possible Ri(q̃i + qi(t; k)) are contained in Mi(t). 
This lemma shows that for all parameterized configuration space trajectories starting at the initial
position q̃ and velocity ˙̃q, ARMTD overapproximates the set of parameterized rotation matrices
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associated with these trajectories. Now we use Mi(t) to overapproximate the link RS Li. Given
the joint displacements li and link volumes Li, we specify lj ∈ R3 as a zonotope with center lj
and no generators, and Li as a zonotope overapproximating the volume of link i. We multiply the
matrix zonotopes Mi(t) by Li to overapproximate a swept volume, producing a rotatotope (Def.
4.4.3).
We use rotatotopes to overapproximate the forward occupancy map of each link by stacking ro-
tatotopes representing link volume on top of rotatopes representing joint positions via a Minkowski
sum:














Proof. First, note (4.28) is defined analogously to (4.2). We have Ri(q̃i + qi(t; k)) ∈ Mi(t) from
Lem. 4.4.9. The product of matrix zonotopes multiplied by a zonotope is a rotatotope by Lem.
4.4.5, and the Minkowski sum of rotatotopes are given exactly using Lem. 4.4.6. Therefore, all
sets and operations in (4.28) are exact or conservative (note, we can overapproximate Li with a
zonotope), so FOi(q̃ + q(t; k)) ⊆ Vi(t). 
Lem. 4.4.10 lets us overapproximate the RS: Li ⊆
⋃
t∈T Vi(t) =⇒ L ⊆
⋃
t,i Vi(t), as shown in
Fig. 4.3. Alg. 2 computes Vi(t).
Though Vi(t) ⊂ W , many of its generators are ka-sliceable, because they are the product of ka-




i (t)〉)p(t). Formally, the j th
generator ĝji (t) is k
a-sliceable if there exists at least one 〈κan(t)〉 ∈ 〈β̂
j
i (t)〉 with n ≤ i. This means,
by slicing by ka, we can obtain a subset of Vi(t) corresponding to that parameter. We make the
distinction that a generator ĝji (t) is fully-k
a-sliceable if all of its indeterminates are evaluated when
sliced by ka, i.e. 〈β̂ji (t)〉 ⊆
⋃
n≤i〈κan(t)〉. Fully-ka-sliceable generators are created by multiplying
ka-sliceable generators with each other or with centers in (4.28). These generators are important
because all of their indeterminates are evaluated by the trajectory optimization decision variable
ka, which we use in Sec. 4.4.3.2.
4.4.3 Constraint Generation
4.4.3.1 Theory
With the RS composed, we now use L to find all unsafe trajectory parameters k ∈ Ku ⊆ K.
These unsafe parameters violate joint limits, could cause collisions with obstacles, or could cause
self-collisions. We treat Ku as a constraint for trajectory optimization, shown in Fig. 4.3. Recall
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Algorithm 2 {Vi(t) : i = 1, · · · , nq, t ∈ T} = composeRS(q̃, ˙̃q)
1: parfor t ∈ T // parallel for each time step
2: for i = 1 : nq // for each joint
3: κvi (t)← ( ˙̃q − kvi )/(∆kvi ) // get value for (4.24)
4: Si(t)← slice(Ji(t), 〈κvi (t)〉, κvi (t)) // slice JRS
5: Mi(t)← makeMatZono(Si(t), q̃)
6: Vi(t)←Mi(t)Li // init Vi(t) for link volume RS
7: Ui(t)← li−1 // init rotatotope for joint location
8: for j = (i− 1) : −1 : 1 // predecessor joints
9: Vi(t)←M tjVi(t) // rotate link volume
10: Ui(t)←M tjUi(t) // rotate joint location
11: end for
12: for j = (i− 1) : −1 : 1 // predecessor joints






i,lim, and q̇i,lim are joint limits. Let O be a set of obstacles. Further, we specify Iself ⊂ N2
as a set of joint index pairs for which the links can intersect. That is, for (i, j) ∈ Iself, there exist
q ∈ Q such that FOi(q) ∩ FOj(q) 6= ∅. At each planning iteration, the unsafe trajectory parameters
are Ku = Klim ∪Kobs ∪Kself, where
Klim =
{
k | ∃ t ∈ T s.t. q(t; k) < q−i,lim or q(t; k) > q
+














We represent Klim with functions hlim : Ka → R. Notice in (4.5) that q(t; k) is piecewise quadratic
in k and q̇(t; k) is piecewise linear in k, so the parameterized trajectory extrema can be computed
analytically. We construct hlim from ˙̃qi, qi,lim, and q̇i,lim, such that hlim(ka) < 0 when feasible.
To represent Kobs (depicted in Fig. 4.3), first consider a particular ka. We test if the corre-
sponding subset of each rotatotope Vi(t) could intersect any obstacle O ∈ O . We overapproximate
each O by a zonotope, which is always possible for compact, bounded sets [194] that appear in
common obstacle representations such as octrees [196] or convex polytopes [197]. We formalize
these conditions as constraints for online trajectory optimization. To proceed, we must test if two
zonotopes intersect:
Lemma 4.4.11. [198, Lem. 5.1] For two zonotopes X = (x, gi, 〈βi〉)n and Y = (y, gj, 〈βj〉)m,
X ∩ Y 6= ∅ iff y is in the zonotope Xbuf = (x, gi, 〈βi〉)n ⊕ (0, gj, 〈βj〉)m, where the subscript
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indicates X is buffered by the generators of Y .
Since zonotopes are convex polytopes [198], by [194, Theorem 2.1], one can implement Lem.
4.4.11 by computing a half-space representation (Abuf, bbuf) of Xbuf for which Abufz − bbuf ≤
0 ⇐⇒ z ∈ Xbuf, where the inequality is taken elementwise. Using this representation, X
⋂
Y =
∅ ⇐⇒ max(Abufy − bbuf) > 0. We can use Lem. 4.4.11 for collision avoidance by replacing X
(resp. Y ) with a zonotope representing the arm (resp. an obstacle).
However, since we use rotatotopes, we need the following:
Lemma 4.4.12. Any rotatotope MZ as in (4.17) can be overapproximated by a zonotope.
So, we can overapproximate the intersection of each Vi(t), sliced by ka, with each O ∈ O . Note,
we only slice the fully-ka-sliceable generators of Vi(t), and treat all other generators conservatively
by applying Lemma 4.4.12. That is, we do not slice any generators that have any indeterminates
in addition to 〈κai(t)〉, and instead use those generators to (conservatively) buffer obstacles.









and Vi,buf(t) = (0, gnbuf, 〈βnbuf〉) , (4.32)
such that Vi(t) = Vi,slc(t) ⊕ Vi,buf(t), where Vi,slc(t) has only fully-ka-sliceable generators. That
is, each 〈κjslc〉 is a product of only 〈κai(t)〉 for one or more i ∈ {1, · · · , nq}. Note, the number of
generators/indeterminates in Vi,slc(t) and Vi,buf(t) is omitted to ease notation. For any ka ∈ Ka,
since every generator of Vi,slc(t) is ka-sliceable, slicing Vi,slc(t) by ka returns a point. We express












where κ(i) = (kai − kai )/∆kai . Note, eval can be implemented as the evaluation of polynomials.
Now, let Aobs and bobs be the halfspace representation of Obuf = O ⊕ Vi,buf(t), and let x =
eval(Vi,slc(t), ka). Then,
({x} ⊕ Vi,buf(t)) ∩O = ∅ ⇐⇒ −max{Aobsx− bobs} < 0 (4.34)
where {x} ⊕ Vi,buf(t) is overapproximated as a zonotope by applying Lem. 4.4.12. This process
of generating the buffered obstacle Obuf and checking the intersection is illustrated in Fig. 4.4. We
use (4.34) to overapproximate the parameters Kobs (4.30) with hobs : N × T × O ×Ka → R for
which






Figure 4.4: This figure depicts the obstacle constraint generation. On the left hand side, the obstacle
O (pink zonotope) does not intersect the set {eval(Vi,slc(t), ka)} ⊕ Vi,buf(t) (blue dot ⊕ gray
zonotope). In practice, we represent the constraint hobs as depicted on the right hand side. The
obstacle O is buffered by Vi,buf(t), then turned into a halfspace representation Aobs and bobs. If
−max{Aobseval(Vi,slc(t), ka)− bobs} < 0 as shown, collision with the obstacle is impossible.
where ∗ = (i, t, O) for space. Here, Aobs(i, t, O) and bobs(i, t, O) return the halfspace represen-
tation of O ⊕ Vi,buf(t). Importantly, for each obstacle, time, and joint, hobs is a max of a linear
combination of polynomials in ka (per (4.33) and Alg. 1), so we can take its subgradient with
respect to ka [199] (also see [200, Thm. 5.4.5]). This constraint conservatively approximates Kobs:
Lemma 4.4.13. If ka ∈ Kobs, then there exists i ∈ N, t ∈ T , andO ∈ O such that hobs(i, t, O, ka) ≥
0.
Proof. This follows from Lem. 4.4.11 and Lem. 4.4.10; hobs is positive when the zonotope pro-
duced by slicing Vi(t) intersects O, and Vi(t) provably contains all points in workspace reachable
by the arm under the trajectory parameterized by ka. 
We represent self-intersection constraints similarly, with a function hself : N× N× T ×Ka →
R. Suppose (i, j) ∈ Iself ⊂ N2 indexes a pair of links that could intersect, whose volume is
overapproximated by Vi(t) and Vj(t). In analogy to (4.32), define
Vself(i, j, t) = Vi,slc(t)⊕ (−Vj,slc(t)) and (4.36)
Vbuf(i, j, t) = Vi,buf(t)⊕ Vj,buf(t), (4.37)
where −Vj,slc(t) means the center and generators are multiplied by −1. Let Aself(i, j, t) and
bself(i, j, t) return the half-space representation of Vbuf(i, j, t). Then, using ∗ in place of the ar-
guments (i, j, t) for space,
hself(∗, ka) = −max (Aself(∗)eval(Vself(∗), ka)− bself(∗)) . (4.38)
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As with hobs, hself is a max of a linear combination of polynomials in ka, so we can take the
subgradient with respect to ka.
Lemma 4.4.14. If ka ∈ Kself, then there exists (i, j) ∈ Iself and t ∈ T such that hself(i, j, t, ka) ≥ 0.
4.4.4 Trajectory Optimization
4.4.4.1 Theory
ARMTD performs trajectory optimization overK \Ku for an arbitrary user-specified cost function
φ : K → R (which encodes information such as completing a task). ARMTD attempts to solve




φ(k) | k 6∈ Ku, kv = ˙̃q
}
. (4.39)
If no solution is found in time, the robot tracks the fail-safe maneuever from its previous plan.
4.4.4.2 Implementation




s.t. hobs(i, t, O, ka) < 0 ∀ i ∈ {1, · · · , nq}, t ∈ T, O ∈ O
hself(i, j, t, k
a) < 0 ∀ (i, j) ∈ Iself, t ∈ T
hlim(k
a) < 0 ∀ i ∈ {1, · · · , nq}.
(4.40)
Theorem 4.4.15. Any feasible solution to (4.40) parameterizes a trajectory that is collision-free
and obeys joint limits over the time horizon T .
Proof. This follows from the conservatism of hobs in Lem. 4.4.13 and of hself in Lem. 4.4.14, while
hlim can be represented exactly. 
ARMTD uses Alg. 3 at each planning iteration. Recall that, without loss of generality, each
iteration generates a plan over the time horizon T = [0, tf] (by shifting the current time to 0). Also
recall, at each iteration, we allot tplan s within which to find a new plan. The initial position and
velocity of each joint in each iteration is the position and velocity, at time tplan, of the trajectory
plan of the previous iteration. ARMTD attempts to find a safe trajectory within tplan by optimizing
over a set of safe trajectory parameters; Thm. 4.4.15 ensures that any feasible solution is actually
collision-free and obeys joint limits. If no safe trajectory is found within the allotted time, the arm
executes the braking maneuver specified by the previous safe trajectory. Assuming the arm does
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Algorithm 3 qplan = makePlan(q̃, ˙̃q, qprev,O, φ)
1: {Vi(t)} ← composeRS(q̃, ˙̃q) // Sec. 4.4.2
2: (hobs, hself, hlim)← makeCons(q̃, ˙̃q,O, {Vi(t)}) // Sec. 4.4.3
3: // solve (4.40) within tplan or else return qprev
4: qplan ← optTraj
(
φ, hobs, hself, hlim, tplan, qprev
)
// Sec. 4.4.4
not start in collision, this algorithm ensures that the arm is always safe (see [89, Remark 70] or
[180, Theorem 1]).
4.5 Demonstrations
We now demonstrate ARMTD in simulation and on hardware using the Fetch mobile manipulator
(Fig. 4.1). ARMTD is implemented in MATLAB, CUDA, and C++, on a 3.6 GHz computer with




The Fetch arm (Fig. 4.1) has 7 revolute DOFs [41]. We consider the first 6 DOFs, and treat the
body as an obstacle. The 7th DOF controls end effector orientation, which does not affect the
volume used for collision checking. We command the hardware via ROS [201] over WiFi.
4.5.1.2 Comparison
To assess the difficulty of our simulated environments, we ran CHOMP [2] via MoveIt [202]
(default settings, straight-line initialization). We emphasize that CHOMP is not a receding-horizon
planner [202]; it attempts to find a plan from start to goal with a single optimization program.
However, CHOMP provides a useful baseline to measure the performance of ARMTD. To the
best of our knowledge, no open-source, real-time receding-horizon planner is available for a direct
comparison. Note, we report solve times to illustrate that ARMTD is real-time feasible, but the goal
of ARMTD is not to solve as fast as possible; instead, we care about finding provably collision-free
trajectories in the allotted time tplan.
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4.5.1.3 High-level Planner
Recall that ARMTD performs trajectory optimization using an arbitrary user-specified cost func-
tion. In this work, in each planning iteration, we create a cost function for ARMTD using an
intermediate waypoint between the arm’s current configuration and a global goal. These way-
points are generated by a high-level planner (HLP). Note, the RS and safety constraints generated
by ARMTD are independent of the HLP, which is only used for the cost function. To illustrate that
ARMTD can enforce safety, we use two different HLPs, neither of which is guaranteed to generate
collision-free waypoints. First, a straight-line HLP that generates waypoints along a straight line
between the arm and a global goal in configuration space. Second, an RRT* [203] that only en-
sures the arm’s end effector is collision-free. Thus, ARMTD can act as a safety layer on top of
RRT*. Note, we allot a portion of tplan to the HLP in each iteration, and give ARTMD the rest of
tplan. We cannot use CHOMP as a receding-horizon planner with these HLP waypoints, because it
requires a collision-free goal configuration.
4.5.1.4 Algorithm Implementation
Alg. 2 runs at the start of each ARMTD planning iteration. We use a GPU with CUDA to execute
Alg. 2 in parallel, taking approximately 10–20 ms to compose a full RS. The constraint generation
step in Alg. 3 is also parallelized across obstacles and time steps (this takes approximately 10–20
ms for 20 obstacles).
We solve ARMTD’s trajectory optimization (4.40) using IPOPT [204]. The cost function φ
is ||q(tf; k) − qdes||22, where qdes is the waypoint specified by the HLP (straight-line or RRT*) at
each planning iteration. We compute analytic gradients/sub-gradients of the cost function and
constraints, and evaluate the constraints in parallel. IPOPT takes 100–200 ms when it finds a
feasible solution in a scene with 20 random obstacles.
4.5.1.5 Reduction of Generators
Creating the rotatotopes Vi(t) in (4.28) requires multiplying generators together and storing their
product. For example, a matrix zonotope described by 10 matrices (a center and 9 generators)
multiplied by a zonotope described by 2 vectors (a center and 1 generator) yields a rotatotope
described by 20 vectors (a center and 19 generators). Because this process is repeated for each joint,
the number of generators theoretically required to represent each rotatotope grows exponentially
with the number of joints. In practice, many of these generators are very small, and their effect can
be overapproximated without adding much conservatism to the RS.
We conservatively approximate (4.28) by reducing the number of generators after each product,
with a reduce function implemented as in [194, Proposition 2.2 and Heuristic 2.1]. The reduce
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function keeps the largest nred generators according to a user-defined metric (we used theL2-norm),
then overapproximates the rest of the generators with an axis-aligned box. This ensures the number
of rotatotope generators never exceeds a user-specified size. From Lem. 4.3.1, each Mi(t) has ka-
sliceable generators. If a ka-sliceable generator is chosen for reduction, we no longer consider it
ka-sliceable. This is a conservative approach, because slicing reduces the volume of a rotatotope
in Alg. 1. A generator that is no longer ka-sliceable cannot decrease the volume of the RS for any
choice of ka.
4.5.1.6 Hyperparameters
To reduce conservatism, we partition Kvi into nJRS ∈ N equally-sized intervals and compute one
JRS for each interval. At runtime, for each joint, we pick the JRS containing the initial speed ˙̃qi.
In each JRS, we set ∆kai = max
{
ra2 , ra1|kvi |
}
, with ra1 , ra2 > 0 so the range of accelerations
scales with the absolute value of the mean velocity of each JRS. This reduces conservativism at
low speeds, improving maneuverability near obstacles.
We also use these values: tplan = 0.5 s, tf = 1.0 s, ∆t = 0.01 s, nJRS = 400, q̇i,lim = π rads , q̈i,lim =
π/3 rad
s2
, kai = 0
rad
s2
, ra1 = 1/3s
−1, and ra2 = π/24
rad
s2
. For collision checking, we overapproximate
the Fetch’s links with cylinders of radius 0.146 m.
There are two hyperparameters that determine a tradeoff between conservatism and online plan-
ning speed (without impacting safety). The first is the density of the time partition for the JRS.
That is, if we partition time more finely to generate the zonotope JRS, then it takes longer to gener-
ate and evaluate constraints at runtime (because we have to consider more zonotopes), but the JRS
is also less conservative (so, the robot has more free space to move through).
The second hyperparameter is the range of parameters in the trajectory parameterization. A
larger range produces a more conservative JRS, because the same number of zonotopes (deter-
mined by the time partition) must contain a larger range of joint angles achieved by all parameter-
ized trajectories. We mitigate this problem in practice by precomputing many JRSs (in this work,
we used 400), each of which has a narrow range of initial velocity parameters Kvi . We choose the
range of acceleration parameters Kai to vary with the velocity parameters, so that at higher speeds,
there is a larger range of available control actions. This reduces conservatism at lower speeds so
that ARMTD can maneuver tightly around obstacles.
Note, each JRS only takes around 1 s to compute, since it is only for a single joint, and for the
low-dimensional cosine/sine dynamics. At runtime, to construct the RS of the entire arm, we first
select the JRS (for each joint) containing the current initial velocity within its narrow range. Then,
we slice by the exact initial velocity to produce the RS, and the corresponding collision-avoidance
constraints.
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Figure 4.5: A Random Obstacles scene with 8 obstacles in which CHOMP [2] converged to a
trajectory with a collision (collision configurations shown in red), whereas ARMTD successfully
navigated to the goal (green); the start pose is shown in purple. CHOMP fails to move around a
small obstacle close to the front of the Fetch.
4.5.2 Simulations
4.5.2.1 Setup
We created two sets of scenes. The first set, Random Obstacles, shows that ARMTD can handle
arbitrary tasks (see Fig. 4.5). This set contains 100 tasks with random (but collision-free) start and
goal configurations, and random box-shaped obstacles. Obstacle side lengths vary from 1 to 50
cm, with 10 scenes for each nO = 4, 8, ..., 40.
The second set, Hard Scenarios, shows that ARMTD guarantees safety where CHOMP con-
verges to an unsafe trajectory. There are seven tasks in the Hard Scenarios set: (1) from below to
above a table, (2) from one side of a wall to another, (3) between two vertical posts, (4) from one
set of shelves to another, (5) from inside to outside of a box on the ground, (6) from a sink to a
cupboard, (7) through a small window. These scenarios are shown in Fig. 4.6.
4.5.2.2 Results
Table 4.1 presents ARMTD (with a straight-line HLP) and CHOMP’s results for the Random
Obstacles scenarios. ARMTD reached 84/100 goals and had 0/100 crashes, meaning ARMTD
stopped safely 16/100 times without finding a new safe trajectory. CHOMP reached 82/100 goals
and had 18/100 crashes. CHOMP always finds a trajectory, but not necessarily a collision-free one;
it can converge to infeasible solutions because it considers a non-convex problem with obstacles as
areas of high cost (not as hard constraints). We did not attempt to tune CHOMP to only find feasible
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Figure 4.6: The set of seven Hard Scenarios (number in the top left), with start pose shown in
purple and goal pose shown in green. There are seven tasks in the Hard Scenarios set: (1) from
below to above a table, (2) from one side of a wall to another, (3) between two vertical posts, (4)
from one set of shelves to another, (5) from inside to outside of a box on the ground, (6) from a
sink to a cupboard, (7) through a small window.
plans (e.g., by buffering the arm), since this incurs a tradeoff between safety and performance.
Note, in MoveIt, infeasible CHOMP plans are not executed (if detected by an external collision-
checker).
We report the mean solve time (MST) of ARMTD over all planning iterations, while the MST
for CHOMP is the mean over all 100 tasks. Directly comparing timing is not possible since
ARMTD and CHOMP use different planning paradigms; we report MST to confirm ARMTD
is capable of real-time planning (note that that ARMTD’s MST is less than tplan = 0.5).
We also report the mean normalized path distance (MNPD) of the plans produced by each
planner (the mean is taken over all 100 tasks). The normalized path distance is a path’s total
distance (in configuration space), divided by the distance between the start and goal. For example,
the straight line from start to goal has a (unitless) normalized path distance of 1. ARMTD’s MNPD
is 24% smaller than CHOMP’s, which may be because CHOMP’s cost rewards path smoothness,
whereas ARMTD’s cost rewards reaching an intermediate waypoint at each planning iteration
(note, path smoothness could be included in ARMTD’s cost function).
Table 4.2 presents results for the Hard Scenarios, displayed in Fig. 4.6. With the straight-line
HLP, ARMTD does not complete any of the tasks but also has no collisions. With the RRT* HLP
[203], ARMTD completes 5/7 scenarios. CHOMP converges to trajectories with collisions in all
of the Hard Scenarios.
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Random Obstacles % goals % crashes MST [s] MNPD
ARMTD + SL 84 0 0.273 1.076
CHOMP 82 18 0.177 1.511
Table 4.1: MST is mean solve time (per planning iteration for ARMTD with a straight-line planner,
total for CHOMP) and MNPD is mean normalized path distance. MNPD is only computed for
trials where the task was successfully completed, i.e. the path was valid.
Hard Scenarios 1 2 3 4 5 6 7
ARMTD + SL S S S S S S S
ARMTD + RRT* O O O S O S O
CHOMP C C C C C C C
Table 4.2: Results for the seven Hard Scenario simulations. ARMTD uses straight-line (SL) and
RRT* HLPs. The entries are “O” for task completed, “C” for a crash, or “S” for stopping safely
without reaching the goal.
4.5.3 Hardware
See our video: youtu.be/ySnux2owlAA. ARMTD completes arbitrary tasks while safely nav-
igating the Fetch arm around obstacles in scenarios similar to Hard Scenarios (1) and (4). We
demonstrate real-time planning by suddenly introducing obstacles (a box, a vase, and a quadrotor)
in front of the moving arm. The obstacles are tracked using motion capture, and treated as static
in each planning iteration. Since ARMTD performs receding-horizon planning, it can react to the
sudden obstacle appearance and continue planning without crashing.
4.6 Conclusion
This chapter describes ARMTD; a real-time, receding-horizon manipulator trajectory planner with
safety guarantees. The method composes novel parameterized reachable sets of arms which enable
safety. ARMTD can enforce safety on top of an unsafe path planner such as RRT*, shown in both
simulation and on hardware.
ARMTD has several limitations: it may not perform in real time without parallelization, is only
demonstrated on 6-DOF planning problems, and has not yet been demonstrated planning around
humans. However, because ARMTD uses time-varying reachable sets, it can readily extend to
dynamic environments and planning with grasped objects. We can relax the assumption of static
obstacles by treating obstacles as static only over each time interval of the JRS. Therefore, ARMTD
shows great promise for planning safe trajectories around humans when accurate, conservative
predictions of the volume occupied by a human in the workspace can be generated.
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ARMTD guarantees the safety of the trajectories it produces; however, this requires an assump-
tion (Assum. 4.2.4) that these trajectories can be perfectly executed by a robot. In practice, there
may be some tracking error between the desired trajectory and the actual trajectory that the robot
follows because of the robot’s dynamics and actuator limits. We are currently extending ARMTD
to guarantee safety in the presence of dynamic uncertainties by bounding the maximum tracking
error possible for each joint, and buffering the JRSs to account for this error. This will be particu-
larly useful for guaranteeing safety when grasping objects whose inertial properties are not exactly
known.
Future work may extend ARMTD to more complicated robots such as walking robots, where
safety is critical and difficult to achieve [169, 168]. Walking robots may prove effective at manip-
ulation in the home because of their ability to navigate spaces built for humans [205].
The results in this work show promise for practical, safe robotic arm trajectory planning. In
particular, ARMTD can be employed as a planner for manipulators operating as assistive robots,




Safe Trip-recovery Trajectories for Robotic
Prosthetic Legs to Prevent Falls
Portions of this chapter appear in the online preprint [96]:
Shannon M. Danforth, Patrick D. Holmes, and Ram Vasudevan. “Trip Recovery in
Lower-Limb Prostheses using Reachable Sets of Predicted Human Motion”. arXiv
Preprint, (2020).
5.1 Introduction
This chapter focuses on the task of fall prevention for wearable robot users. In 2005, an es-
timated 623, 000 people were living with major lower-limb loss in the United States, with the
number predicted to double by 2050 [206]. A significant number of the lower extremity amputa-
tions performed each year occur in persons aged 65 or older [207]. The majority of these people
use passive lower-limb prostheses, with instances of falling comparable to older adults over 85
[208, 209]. Powered lower-limb prostheses have the potential to lower metabolic cost and improve
gait symmetry [56], and recent developments in their control allow them to assist users while walk-
ing up slopes, ascending/descending stairs, and walking backwards [58]. However, despite having
the potential to assist users during slips or trips, most powered prostheses do not include stumble-
recovery features. Equipping powered prostheses with stumble-recovery features could lead to
fewer falls and increased balance confidence in lower-limb prosthesis users.
5.1.1 Related Work
Before discussing why stumble-recovery control is difficult in prostheses, it is useful to understand
their general control framework. During locomotion, robotic lower-limb prostheses use a high-
level controller to estimate the human’s intent. Common high-level controllers include activity
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mode detection [210, 211], direct volitional control [212], or a combination of both [213]. A mid-
level controller then converts this estimated intent into a desired trajectory for a low-level controller
to track [58].
Two challenges contribute to the difficulty of designing effective stumble-recovery controllers
within this hierarchical control framework. The first is reliably detecting the stumble itself. In
stumble experiments, humans have exhibited responses with latencies under 100 ms [214]. Re-
searchers have shown that accelerometers mounted on the prosthesis can detect stumbles within
this short time span, although false positives are common [215, 216]. The second challenge lies in
choosing a recovery behavior for the prosthesis once the stumble has been detected. Difficulties
in this area arise from stumbles leading to non-nominal joint trajectories, the presence of uncer-
tainty in estimates of human intent, and the inability of existing mid-level controllers to generate
trajectories for stumble recovery in real-time.
As a human undergoes a stumble and tries to recover, the joint trajectories necessary for a
successful recovery may differ significantly from their nominal walking behavior [3]. Many con-
trollers use an estimated human state to prescribe joint torques, such as virtual constraint control
[217] and finite-state control [218]. Both methods express prosthetic target trajectories and torques
as functions of gait phase instead of time, allowing for generalization across tasks, speeds, and
users. However, following a stumble, the nominal trajectories utilized by these controllers based
on an estimate of the person’s phase may be inappropriate for recovery. This mismatch between the
human’s intent and the commanded trajectories of the robot could increase fall risk by producing
unexpected torques [58].
Additionally, the variation in human stumble recoveries [3] makes it impossible to predict ex-
actly how the human will respond. Recent work has proposed a fast quadratic program which
shows great promise for planning post-stumble recoveries [219]. However, the method uses a sin-
gle most likely estimate of human behavior instead of a set or distribution of predictions. Instead,
a more robust approach would account for uncertainty by designing controllers that are suitable
across a range of possible human behaviors. Generating trajectories online while accounting for a
range of possible human stumble-recovery behavior is challenging, and requires optimizing over
sets or distributions of trajectories.
5.1.2 TRIP-RTD Summary
With these challenges in mind, we present a method for planning a prosthetic recovery strategy
online that accounts for a range of human behavior. In this chapter, we build on the ARMTD
framework introduced in Chap. 4.
In the context of trip recovery, it is impossible to predict exactly how a person will respond to
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Figure 5.1: An illustration of the TRIP-RTD framework, which plans trajectories for a prosthetic
knee and ankle following a stumble while the prosthesis is in swing. At the time of the stumble,
reachable sets corresponding to predicted human motion are generated (gray sets). The motion of
the prosthetic heel and toe depend on both the motion of the person’s hip and the motion of the
prosthetic joints. TRIP-RTD composes reachable sets of heel and toe positions (shown in blue)
from the predicted hip motion and parameterized prosthetic knee and ankle trajectories. These sets
are used to develop safety constraints which avoid premature ground contact and ensure heel strike
occurs at a time and place which guarantees successful recovery. TRIP-RTD solves an optimization
problem subject to these constraints to generate a safe desired trajectory of the prosthetic leg.
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a perturbation. Perhaps the best one can do is to generate a probabilistic prediction of possible
trajectories the person may take. Then given this distribution of predicted trajectories, one should
choose a plan for the prosthesis that maximizes the probability of the user’s recovery. However, it is
unclear how distributions over a person’s hip angles, for example, propagate to possible positions
of a prosthetic heel and toe in the workspace, which is necessary for avoiding unwanted collisions
and placing the foot in an appropriate position. In this work, we therefore take a more restrictive
view: given a set of predictions assumed to contain the actual human behavior, can we design
a plan for the prosthesis which guarantees a safe recovery? We contend that while it would be
terrible for a prosthesis to fail to prevent a fall, it would be worse for the prosthesis to cause a
fall by trying to prevent one. Therefore, we focus on plans which are incapable of causing a fall,
though finding such a plan may not always be feasible.
We apply a similar reachability-based approach to a model of a human with a transfemoral,
unilateral amputation and a robotic knee and ankle prosthesis. We call our method TRIP-RTD
(Trip Recovery in Prostheses via Reachability-based Trajectory Design). This work focuses on
planning trajectories for a prosthesis in swing as the system undergoes a stumble caused by a
trip. We assume that an accurate and conservative set-based prediction of the human’s possible
post-perturbation trajectories is available. As in ARMTD, we define a set of trajectory parameters
which parameterize trajectories of the prosthetic joints. Then, we construct reachable sets of the
human-prosthesis system based on the predicted human response to a perturbation and the pros-
thetic trajectory parameters. Online, we use these reachable sets with a target set of model states
that ensure a successful recovery to generate constraints for an online optimization. We select
prosthetic knee and ankle behavior that ensures the next heel strike happens at an appropriate time
and location based on the predicted human motion. An overview of TRIP-RTD can be found in
Fig. 5.1.
5.1.3 Contributions
We make the following contributions. First, in Sec. 5.4-5.5 we introduce a tractable framework
for planning prosthetic stumble-recovery trajectories online that account for a range of predicted
human behavior. Second, we demonstrate the method in simulation using human stumble-recovery
data collected from able-bodied subjects and report results in Sec. 5.6. These experiments are
described in Sec. 5.2. The remaining sections are Sec. 5.3 which describes preliminaries and




We test TRIP-RTD on data collected during a previous experiment which studied trip recovery in
people without amputations [3, 220].
In the preexisting dataset, subjects walked with tethers attached to their feet which were con-
nected to a perturbation mechanism. The tethers were suddenly braked at various points in the
swing phase, and motion capture data were collected to study the subject’s responses. The authors
in this work identified three distinct trip-recovery strategies, which they labeled as the “elevating”,
“delayed lowering”, and “lowering” strategies [3]. These strategies are illustrated in Fig. 5.2. The
subject’s strategy selection depends largely on the point in the swing phase where they are tripped.
Tripping earlier in swing often yielded an elevating strategy, where subjects would step up and over
a perceived obstacle. Later in the swing phase the delayed lowering strategy becomes more promi-
nent, where subjects would begin to lift their foot before placing it slightly behind the tripping
position. Even later in the swing phase subjects often chose the lowering strategy, and moved their
feet immediately backwards and down to the ground. Recently, researchers have confirmed these
findings using data from a separate experiment and developed methods for accurately predicting a
person’s strategy using real-time measurable quantities [221].
We utilize this preexisting dataset to evaluate the TRIP-RTD framework in simulation. Using
data from two non-amputee subjects participating in these experiments, we treat one of the sub-
ject’s legs as a simulated “prosthesis”. Our goal is to plan trajectories for this “prosthesis” using
TRIP-RTD, and compare its performance to the actual observed responses.
In Sec. 5.3, we use kinematic data of an individual’s trip-recovery trajectories to construct a
library of parameterized trajectories as well as a target set representing successful recovery. This is
done separately for each of the strategies introduced above. Let s ∈ {1, 2, 3} index the elevating,
delayed lowering, and lowering strategies, respectively. Then let sr, r ∈ {1, 2, ..., nsr} refer to the
r-th observed trial for the s-th strategy, where a total of nsr trials for that strategy were observed.
5.3 Preliminaries
This section describes preliminaries necessary for the TRIP-RTD method. We discuss the planning
model and a phase variable used to parameterize the swing phase. We construct a library of param-
eterized stumble-recovery joint angle trajectories from human data. Finally, we build a polytopic
target set from data encapsulating states at heel strike that are observed to lead to nominal walking
after a perturbation.
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Figure 5.2: This figure illustrates the kinematic characteristics of the three distinct trip recovery
strategies. In (a), stick figures demonstrate the temporal ordering of events. The elevating strategy
(orange) involves upward and forward movement of the foot after a trip occurs. During the delayed
lowering strategy (green), the foot initially moves upwards before being place behind the tripping
position. Finally, with the lowering strategy (purple), the foot moves backwards and down. Data
from a person without amputation being tripped at various points in their swing phase is shown
in (b). These graphs illustrate observed trajectories of the three distinct trip recovery strategies in
terms of heel positions as the gait cycle progresses [3].
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Figure 5.3: The kinematic planning model considered in this chapter of a transfemoral amputee
(gray links) and robotic prosthetic leg (blue links). We assume the prosthetic leg is in swing when
the trip occurs, and has a powered knee and ankle joint.
5.3.1 Planning Model
This chapter considers a 3D planning model of a robotic prosthetic leg used by a transfemoral
amputee. We note that although a 2D version of this model is used to test the method in Sec. 5.6,
we present the theory for this 3D model to keep the method general. We focus on trip recovery
when the prosthetic leg is in swing. We consider a planning model representing single support with
the intact limb in stance and the prosthetic limb in swing. A transition to double support happens
instantaneously when the prosthetic heel or toe touches the ground.
The prosthetic leg is attached to the thigh of the body, and is composed of a powered knee
and ankle joint. We model the prosthetic leg as a kinematic chain with two revolute joints, which
rotate about the same (mediolateral) axis. This kinematic model is illustrated in Fig. 5.3. We treat
the kinematic tree as composed of a human subsystem (the intact hip and thigh) and prosthetic
subsystem (the prosthetic knee and lower leg).
We define an inertial reference frame with a coordinate system attached to the ground plane and
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located at the intact limb’s stance heel position, which we assume to be constant in this dynamic
mode. Let the coordinates (x, y, z)> ∈ R3 denote the anterior-posterior, mediolateral, and vertical
components of positions in this coordinate frame, respectively. To be clear, the x-direction is
forward, the y-direction is to the left, and the z-direction is up. We assume that the ground plane is
flat and described by the normal vector (0, 0, 1)>, and since the coordinate system and the ground
plane are coincident, z = 0 for points on the ground.
The movement of the prosthesis in the inertial reference frame is largely determined by the
movement of the thigh to which the prosthesis is attached. We treat the thigh as a rigid link
attached to the amputee’s hip, which is described by six coordinates. We let qhip ∈ R3 × S3 be the











where (qx, qy, qz)> ∈ R3 describe the 3D position of the hip and (q1, q2, q3)> ∈ S3 are Euler
angles describing the flexion/extension, abduction/adduction, and internal/external rotation of the







where q4 is the knee angle and q5 is the ankle angle. Finally, let q = (qhip, qp)> ∈ R3 × S5 =
Q be the full configuration of the planning model with configuration space Q. Let Qhip denote
the configuration space of the hip configuration, and Qp denote the configuration space of the
prosthesis. Let W denote the workspace, i.e. the set of all points reachable by any point on the
prosthetic leg in any configuration.
In this chapter, we are primarily concerned with position trajectories of the prosthetic heel
and toe through the workspace. These positions depend on all the configuration variables defined
above, as well as the lengths of the links of the kinematic tree. Let lth denote the length of the thigh
segment (i.e. the length from the intact hip to the prosthetic knee joint), and let lsk denote the length
of the prosthetic shank segment (i.e. the length from the knee joint to the ankle joint). Furthermore,
we consider a prosthetic foot attached to the prosthetic ankle joint, and treat the heel and toe of
this foot separately. We model the foot as composed of two rigid links, with one connecting the
toe to the ankle and the other connecting the heel to the ankle. Let lhl be the length from the ankle
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to the heel, and let ltoe be the length from the ankle to the toe. We define q5 as the angle between
the shank and the toe, and assume a constant angular offset θheel between the two links comprising
the foot, as can be seen in Fig. 5.3. When we write these lengths in braces (i.e. {lth}), we mean the
point {(lth, 0, 0)>} (i.e. the vector pointing from the hip to thigh in a local coordinate frame, which
has length lth). By “stacking” the motion of the prosthetic leg on top of the motion of the hip, we
obtain the positions of the prosthetic heel and toe. This process is exactly the same as the “forward
occupancy” map FO defined for ARMTD (Sec. 4.2, (4.2)). To make this connection explicit, we
































where as in (4.1), the notation
∏3
i=1Ai is understood as A1A2A3, and Ri(qi) ∈ SO(3) is a rotation
matrix corresponding to a rotation by qi about the correct axis. Similarly, R(θheel) is a constant
rotation matrix representing the offset between the ankle angle and the heel link. Although the
maps FOheel and FOtoe yield a single point for a given configuration q ∈ Q, we have written them
using set notation because later we overapproximate these maps using sets.
When identifying unsafe trajectories in Sec. 5.5, we rely on projections of these maps onto the
ground plane and vertical axis. Let πxy : R3 → R2 project points onto the transverse plane (i.e. the
x-y plane), and πz : R3 → R project points onto the vertical axis. Then, the position of the swing
heel in the x-y plane is πxy(FOheel(q)), and the height of the swing heel is πz(FOheel(q)).
In Sec. 5.3.5, we use a person’s center of mass (COM) state to describe a “target set” observed
to lead to nominal walking. Let qCOM = (qCOM,x, qCOM,y)> ∈ R2 denote a person’s COM position in
the transverse plane. Because the COM z-position remains mostly constant during walking [222],
we do not consider its motion in this chapter.
5.3.2 Phase Variable and Nominal Trajectory
As described in the introduction, phase-based techniques have been successfully applied to control
prostheses, and utilize a phase variable to convert human states into target joint trajectories. The
phase variable must be a function of measurable quantities and monotonically non-decreasing.
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Previous researchers have used the forward progression of the center of pressure during stance
[223] and the thigh angle [213] as phase variables. Phase-based techniques specify a nominal
trajectory which maps the phase variable to desired joint angles and velocities. In this work, we
consider a nominal trajectory corresponding to level-ground walking. This nominal trajectory is
tracked by the prosthesis during swing, i.e. using PD control [223]. We first formalize these
concepts in theory then present our specific implementation.
5.3.2.1 Theory
Definition 5.3.1. The phase variable t is a scalar-valued function of measurable quantities. The
value of the phase variable is monotonically non-decreasing during the swing phase. Without
loss of generality, let t(·) ∈ [0, 1], where 0 corresponds to the minimum observed phase and 1
corresponds to the maximum observed phase. For brevity, we write t ∈ [0, 1], where the mapping
from measurable quantities is implied.
Throughout this chapter, we abuse notation and let q : [0, 1] → Q denote a trajectory of the
generalized coordinates that is parameterized by phase. For example, let q(t) be the configuration
at phase t. Let qi(t) be the value of the ith coordinate at phase t, where i ∈ {x, y, z, 1, 2, 3, 4, 5, ...
...COM,x,COM,y}. Furthermore, let q̇(t) and q̇i(t) refer to the derivatives of these coordinates
with respect to phase.
We make the following assumptions about the nominal behavior of the prosthesis:
Assumption 5.3.2. We assume that during unperturbed walking, a phase-based control scheme is
used to control the prosthesis. In particular, when the prosthesis is in swing and unperturbed, we
assume the prosthesis tracks a nominal trajectory, i.e. qp(t) = qp,nom(t).
Furthermore, we assume the following about trajectories of the COM and human subsystem:
Assumption 5.3.3. Trajectories of the hip (qhip, q̇hip) and COM (qCOM, q̇COM) are independent of
trajectories of the prosthesis (qp, q̇p) during the tripped swing phase. This requires that
1. The dynamics of qhip, qCOM and their derivatives do not depend on qp or its derivative.
2. The human does not change their behavior based on what the prosthetic leg does.
The first part of the assumption is a reasonable approximation because the mass of the prosthetic
leg is small compared to the mass of the amputee’s body. The second part may be reasonable to




Presently, we use the percentage of swing phase as a phase variable. We say the swing phase starts
at toe off (t = 0) and ends when the foot next makes contact with the ground (t = 1). To construct
the nominal phase-based trajectory, we take the mean observed trajectories of the knee and ankle
angles and their velocities (as a function of phase) during unperturbed swing phases. For perturbed
swing phases, we perform an extra alignment step and shift the phase variable so that the peak foot
height aligns with the nominal trajectory.
We briefly note that this particular scheme is not necessarily viable for a hardware implementa-
tion, since it assumes knowledge of when the foot next contacts the ground. However, the method
presented in this chapter is indifferent to how the phase variable is constructed, and future work
will explore the use of other real-time measurable phase variables. For example, the thigh angle or
the angle of the COM with respect to the stance foot may prove useful for parameterizing swing
phase.
5.3.3 Receding-Horizon Planning and Timing
During unperturbed walking, a powered prosthesis in swing following a nominal trajectory may
be sufficient to prevent falls. However, when a person is suddenly perturbed, a different prosthesis
response may be necessary to keep the user from falling. The goal of TRIP-RTD is to quickly
design stumble-recovery trajectories in response to perturbation that guarantee a person will not
fall (given a set of predicted hip and COM motion).
In Chap. 4, ARMTD planned in a receding-horizon fashion. ARMTD guaranteed safety by
always including a fail-safe maneuver at the end of every parameterized trajectory, so that if the
optimization problem (4.39) was infeasible, the previous plan’s fail-safe maneuver would be exe-
cuted. Unfortunately, in the context of stumble-recovery, this same fail-safe maneuver of “braking
to a stop” is not necessarily safe, as it may place the foot in an undesirable position. Despite this,
TRIP-RTD can still operate in a receding-horizon fashion by defaulting to the nominal prosthesis
controller in case no feasible solution can be found. However, the nominal prosthesis controller
may not be guaranteed to produce a safe recovery. We also note that each trajectory planned by
TRIP-RTD should cover the duration from the current time until the next foot contact occurs.
We define the phase at which swing foot contact occurs:
Definition 5.3.4. Swing foot contact occurs at phase tf ∈ [0, 1]. Specifically, tf is the first t ∈ [0, 1]
such that πz(FOheel(q(t)) ≤ 0 or πz(FOtoe(q(t)) ≤ 0.
Recall that πz(FOheel(q(t)) and πz(FOtoe(q(t)) give the vertical position of the swing heel and toe
at configuration q(t), so tf is the first time that the swing heel or toe breaks the ground plane.
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During unperturbed walking, heel strike normally signals a transition to the next double support
phase. However, for the delayed lowering and lowering trip recovery strategies, it is actually
the swing toe that first makes contact with the ground. Therefore we more generally say that a
transition to double support occurs when either the heel or toe strikes the ground.
TRIP-RTD only considers trajectories from the time a stumble is detected until tf :
Assumption 5.3.5. The trip begins at phase ts ∈ [0, 1], is immediately detected, and the initial
state of the prosthesis is known, i.e. qp(ts) = q̃p and q̇p(ts) = ˙̃qp. After the phase tf ∈ [0, 1] when
foot contact and a transition to double support occurs, the nominal prosthetic controller resumes
control.
After a stumble occurs, we allot a time within which TRIP-RTD must generate a safe plan.
To ease exposition, we formulate this in terms of phase, where tplan ∈ R is the allotted phase.
Until tplan has elapsed, the prosthesis follows the nominal trajectory. If TRIP-RTD finds a solution
before ts + tplan, the prosthesis tracks this desired trajectory for t ∈ [ts, tf ]. Otherwise, if no safe
trajectory can be found in the current planning iteration, the prosthesis continues to follow the
nominal trajectory. TRIP-RTD continually repeats this receding-horizon approach until heel strike
occurs. For example, between ts + tplan and ts + 2tplan TRIP-RTD attempts to find a new solution
using updated predictions of the human’s hip and COM motion. If TRIP-RTD is initially unable
to find a solution, this paradigm enables updated predictions in subsequent planning iterations to
facilitate the discovery of a safe plan. It is possible that no safe plan can ever be discovered, which
may happen if a perturbation is too large to conceivably recover from.
5.3.4 Parameterized Stumble-Recovery Trajectories
Following in the footsteps of Sec. 4.2.4, we introduce the notion of trajectory parameters that de-
scribe the evolution of the prosthesis’ generalized coordinates over time. We introduce the theory,
then our specific implementation.
5.3.4.1 Theory
We define trajectory parameters as follows:
Definition 5.3.6. Let K ⊂ Rnk be a compact set of nk trajectory parameters, where each k ∈
K maps to a desired trajectory of the generalized coordinates qp : [0, 1] → Qp. Let qp(t; k)
be the configuration at phase t ∈ [0, 1] parameterized by k ∈ K. We require qp(·; k) satisfy
two properties. First, q̇p(·; k) is continuous and at least once-differentiable over times t ∈ [0, 1].
WLOG, we require qp(0; k) = 0.
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We let qp(0; k) = 0 so that online we can construct reachable sets that use the initial configuration
q̃p at the start of the stumble ts, described in Sec. 5.5.
As an example parameterization, we may choose k = (k4, k5) ∈ K ⊂ R2 to parameterize a
desired mapping from step height to trajectories of the knee and ankle joints. The goal of TRIP-
RTD is to select a trajectory parameter k ∈ K that yields trajectories of the prosthetic joints which
are safe across a range of predictions of human motion.
As in ARMTD (Assum. 4.2.4), these parameterized trajectories are kinematic, not dynamic:
Assumption 5.3.7. In this work, we assume that the prosthesis is capable of perfectly tracking the
trajectories specified by the trajectory parameterization.
Because the prosthesis is in swing, its motors only have to move its own mass when tracking
these trajectories. In Sec. 5.5, we ensure commanded trajectories start with the correct initial
post-perturbation positions. This makes tracking the trajectories easier, as there is no initial error
between the desired and actual positions of the robotic leg.
5.3.4.2 Implementation
As a refresher, in Sec. 5.2 we describe three distinct trip recovery strategies. We let s ∈ 1, 2, 3
index the strategies, and let sr refer to the r-th observed trial within that strategy. Let qsr4 (t) and
qs
r
5 (t) be the observed knee and ankle joint angles at phase t observed for a specific trial. We fit
a library of parameterized stumble recoveries to these observed trials. Specifically, we take the
joint velocities observed in each trial, and fit polynomial functions of t and k which best match the
observed data. We parameterize joint velocities so that we can create joint angle trajectories which
start from qp(0; k) = 0, as required in Def. 5.3.6, which will allow us to correctly incorporate the
post-stumble configuration q̃p online.
First, we compute a mean velocity trajectory for each of the observed strategies for the knee
and ankle joints. We refer to these as q̇s4,mean(t) and q̇
s
5,mean(t). Then, letting
q̇s4(t; k) = q̇
s
4,mean(t) + (a0 + a1t+ ...+ a5t
5) + k4(b0 + b1t) (5.5)
q̇s5(t; k) = q̇
s
5,mean(t) + (c0 + c1t+ ...+ c5t
5) + k5(d0 + d1t) (5.6)
we use linear regression to solve for the coefficients a0, ...a5, b0, b1, c0, ..., c5, d0, d1 that minimizes
the difference from a strategy’s observed trials in the least-squares sense. In other words, we
find the coefficients which minimize the squared difference between q̇s4(t; k) and q̇
s
5(t; k) and each
observed q̇sr4 (t) and q̇
sr
5 (t) for r = 1, ...n
r
s. To employ linear regression to fit these coefficients, we
assign the values of k4 and k5 based on the observed trajectories. We assign both k4 and k5 values
corresponding to the step height observed in a given trial.
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Figure 5.4: This figure shows example observed knee trajectories and parameterized trajectories
for Subject ID 1. In (a), the observed knee velocity trajectories q̇sr4 (t) are plotted for each trip
recovery strategy. The shade of each trajectory corresponds to the observed peak foot height in
each trial, with darker shades corresponding to a lower peak foot height following a trip. In (b),
the parameterization of knee velocity trajectories q̇4(t; k) computed from the data in (a) is shown.
The mean trajectory q̇s4,mean(t) is shown in black, and the gradient from dark to light is created by
varying the value of k4 from 0 to 1. A value of k4 = 0 corresponds to a lower peak foot height,
while a value of k4 = 1 corresponds to a higher peak foot height. We note that in each of these
plots, the phase t ∈ [0, 1] has been scaled separately for each strategy.
WLOG, we normalize k4 and k5 so that k4 ∈ [0, 1], k5 ∈ [0, 1]. To be clear, k = (k4, k5) and
therefore K = [0, 1]× [0, 1]. The angles q1, q2, and q3 correspond to the person’s intact hip angles
and are not parameterized by k.
These polynomials are fit separately to each sth observed trip recovery strategy. An example
knee trajectory paramterization is displayed in Fig. 5.4 and an example ankle knee trajectory
paramterization is displayed in Fig. 5.5. Note that the trajectory parameterization in (5.5) and
(5.6) is linear in k ∈ K. One may integrate these parameterized velocity trajectories from the
initial condition qp(0; k) = 0 to obtain position trajectories as specified in Def. 5.3.6.
5.3.5 Target Set
The goal of TRIP-RTD is to plan safe stumble-recovery trajectories. To characterize “safe recov-
eries” from a stumble, we create target sets which represent states at swing foot touchdown that
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Figure 5.5: This figure shows example observed ankle trajectories and parameterized trajectories
for Subject ID 1. In (a), the observed ankle velocity trajectories q̇sr5 (t) are plotted for each trip
recovery strategy. The shade of each trajectory corresponds to the observed peak foot height in
each trial, with darker shades corresponding to a lower peak foot height following a trip. In (b),
the parameterization of ankle velocity trajectories q̇5(t; k) computed from the data in (a) is shown.
The mean trajectory q̇s5,mean(t) is shown in black, and the gradient from dark to light is created by
varying the value of k5 from 0 to 1. A value of k5 = 0 corresponds to a lower peak foot height,
while a value of k5 = 1 corresponds to a higher peak foot height. We note that in each of these
plots, the phase t ∈ [0, 1] has been scaled separately for each strategy.
are known to be safe.
5.3.5.1 Theory
Definition 5.3.8. A target set XT ⊂ R6 is a set of COM positions qCOM, velocities q̇COM, and swing
heel/toe positions on the ground plane at the time of foot contact that lead to steady-state walking
when using the nominal prosthetic leg controller. The target sets may differ for each trip recovery
strategy. Its formulation in terms of heel or toe positions depends on which portion of the foot first
makes contact with the ground under that strategy. Recall that in our formulation, the foot contact
phase is tf and the x-y swing heel/toe position for a given configuration q(t) is πxy(FOheel(q(t)))
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or πxy(FOtoe(q(t))). Then, if qCOM(tf )q̇COM(tf )
πxy(FOheel(q(tf )))
 ∈ XT or
 qCOM(tf )q̇COM(tf )
πxy(FOtoe(q(tf )))
 ∈ XT (5.7)
the nominal prosthesis controller brings the amputee to steady-state walking.
Since the z-position of the swing heel/toe determines the foot contact phase tf , we need only
consider x-y positions of the swing heel and toe when defining XT .
5.3.5.2 Implementation
Similar to the construction of target sets in Sec. 3.6, we build target sets from data observed to lead
to successful walking following a perturbation. Recent work has shown that the position of the
swing foot at heel strike following perturbation is predicted well by a linear map of COM positions
and velocities [224]. Therefore, a polytope over COM states and foot contact positions is a natural
choice for describing the target set. We fit separate target sets for each strategy, because the states at
foot contact may differ significantly by strategy. For example, the elevating and lowering strategies
may place the foot at very different positions. Target sets computed for Subject ID 1 are displayed
in Fig. 5.6.
In practice, we treat the anterior-posterior and mediolateral states separately, and create two
polytopes whose union forms the target set. Specifically, we form XT,AP and XT,ML using zono-
topes with 3 generators each, which encompass all states at foot contact observed to lead to suc-
cessful walking. This mirrors the method found in Sec. 3.6 for generating zonotopes from sets of
points [164].
5.4 Offline Reachability Analysis
As in ARMTD (Chap. 4), TRIP-RTD uses parameterized trajectories of joint angles for planning.
Rather than repeat the material presented in 4.3, we reference Chap. 4 extensively and adapt nota-
tion when necessary. Again, we compute joint reachable sets (JRSs) of parameterized prosthetic
joint angle trajectories. These JRSs will be used online with reachable sets of predicted human
motion in Sec. 5.5. All computations in this section are performed offline.
To be clear, in this work we use the term “reachable sets” to refer to sets of kinematic trajec-
tories. We use these reachable sets to produce desired trajectories that the prosthesis attempts to
track via a tracking controller, as in Assum. 5.3.7.
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Figure 5.6: This figure shows the anterior-posterior target sets XT,AP computed from data for
Subject ID 1. Note that the target sets are defined over heel positions for the elevating strategy and
over toe positions for the delayed lowering and lowering strategies. The target sets found for each
strategy occupy distinct regions. As expected for the elevating strategy, XT,AP is characterized
by more forward progression of the heel and COM positions, and a higher COM velocity. For the
delayed lowering strategy,XT,AP occupies a region of low forward progression of the toe and COM
positions, and negative COM velocities. The lowering strategy’s target set lies between these two.
5.4.1 Theory
Recall that the prosthetic knee and ankle angles are described by q4 and q5. We examine the evolu-
tion of cos(qi) and sin(qi) where i ∈ {4, 5}. By Def. 5.3.6, qp(·; k) is at least once-differentiable,
and therefore we can write the dynamics of cos(qi) and sin(qi) as a differential equation, where k
is a constant, as in (4.8).
Then as in (4.9), we define the joint reachable sets:
Ji =
{
(c, s, k, t) ∈ R2 ×K × [0, 1] | ∃ t ∈ [0, 1] s.t. qi as in Def. 5.3.6,








where i = 4, 5.
5.4.2 Implementation
We adopt the notation from Sec. 4.3.1.2, and represent the JRSs using zonotopes Z =
(x, gi, 〈βi〉)p. Again, we represent Ji using one zonotope per time interval. To compute Ji,
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with x̃ = [1, 0, 0.5]> and g̃k = [0, 0, 0.5]>. The indeterminate 〈κi〉 corresponds to g̃k, which
represents ki ∈ [0, 1]. As in Sec. 4.3.1.2, we use CORA [102] with the initial condition set Ji(0)
(5.9) as well as the parameterized joint velocities given in (5.5) and (5.6). The output of CORA is
a sequence of zonotopes Ji(t) which are guaranteed to overapproximate (5.8).
As in Lem. 4.3.1, each Ji(t) has only one generator with non-zero element in the ki dimension.
For each Ji(t) we denote the center xi(t), the generators {gki (t), g
j
i (t)} and the corresponding
indeterminates {〈κi〉, 〈βji (t)〉} for j = 1, ..., p(t) ∈ N. As in Sec. 4.3.1.2 we write p(t) since the
number of generators is not necessarily the same for each Ji(t). The generator gki (t) is sliceable
(see Sec. 4.4.1) and lets us obtain subsets of the JRSs corresponding to particular choices of the
parameters k.
5.5 Online Planning
5.5.1 Predicted Reachable Sets of the Human Subsystem
Because it is impossible to perfectly predict human behavior, we want to choose a desired trajectory
of the prosthesis (represented by k ∈ K) that is robust to a range of plausible human stumble-
recovery responses. In particular, Sec. 5.5.4 describes our method for choosing k ∈ K that avoids
premature swing foot contact with the ground and places the foot within a desired set.
First, we introduce the theory for representing sets of predictions of the human hip and COM
following a stumble. We begin with the hip, which affects the motion of the prosthetic heel and
toe as described in (5.3) and (5.4). The hip configuration qhip (defined in (5.1)) is comprised
of both translational and rotational components. The translational components shift the base of
our kinematic tree, while we treat the rotational components similarly to the JRSs (but without a
parameterization by k). First, we define the reachable set of plausible hip translations:
Jxyz =
{
(x, y, z, t)> ∈ R3 × [0, 1] | t ∈ [ts, 1],




Next, we define reachable sets of cosines and sines of the hip Euler angles. Recall that q1(t),
q2(t), and q3(t) represent the flexion/extension, abduction/adduction, and internal/external rotation
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(c, s, t)> ∈ R2 × [0, 1], | t ∈ [ts, 1],
c = cos(qi(t)), s = sin(qi(t))
} (5.11)
for i = 1, 2, 3. Note the similarity to (5.8), but without the appearance of any trajectory parameters.
Finally, we use predictions of COM motion to help define safe foot placement. We define
reachable sets of COM positions and velocities as follows:
JCOM =
{
(x, dx, y, dy, t)> ∈ R4 × [0, 1] | t ∈ [ts, 1],





We overapproximate Jxyz,JCOM, and Ji for i = 1, 2, 3 using zonotopes. Specifically, let Jxyz ⊆⋃
t∈[ts,1] Jxyz(t), JCOM ⊆
⋃
t∈[ts,1] JCOM(t) and Ji ⊆
⋃
t∈[ts,1] Ji(t) for i = 1, 2, 3, where each
J(·)(t) is a zonotope of the appropriate size.
Though this chapter makes use of these predictions, generating the predictions in the first place
is an unsolved challenge. Researchers have made steps towards predicting some of these trajec-
tories in real time [219]. However, for this chapter, we make the assumption that these sets are
available to us, and save this challenge for future work.
Assumption 5.5.1. At the time of the stumble, zonotopes Jxyz(t), JCOM(t) and Ji(t) for i = 1, 2, 3
are immediately known for t ∈ [ts, 1] and overapproximate the true reachable sets Jxyz, JCOM,
and Ji for i = 1, 2, 3.
When working with the preexisting dataset described in Sec. 5.2, we form these zonotopes from
observed hip and COM motion.
5.5.2 Reachable Set Construction
5.5.2.1 Theory
Equipped with predictions for the hip and COM motion, and with the precomputed JRSs of the
prosthesis’ joints, we now describe our method for combining these to compose reachable sets of
the prosthetic heel and toe through workspace online. The following subsections will rely on these
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reachable sets to enforce ground clearance and desired foot placement constraints. These sets are
a function of both the hip predictions as well as the trajectory parameters k ∈ K.
We denote the heel reachable set as Lheel and the toe reachable set as Ltoe, where
Lheel =
{
(X, k, t) ⊂ P(W )×K × [0, 1]
∣∣∣∣ t ∈ [ts, 1],
X = FOheel(q(t; k)),
q(t; k) = (qx(t), qy(t), qz(t), q1(t), q2(t), q3(t), q4(t; k), q5(t; k))
>,
(qx(t), qy(t), qz(t), t) ∈Jxyz,
(cos(qi(t)), sin(qi(t), t) ∈Ji ∀i ∈ {1, 2, 3}
(cos(qi(t; k)), sin(qi(t; k), k, t) ∈Ji ∀i ∈ {4, 5}
}
(5.13)
where Ltoe is similarly defined but using FOtoe(q(t; k)).
5.5.2.2 Implementation
It is important that we overapproximate Lheel and Ltoe to guarantee safety when planning. We
have formed zonotopes which overapproximate Jxyz and Ji for i = 1, 2, 3, 4, 5, but now we
use these sets to overapproximate the forward occupancy maps FOheel and FOtoe. Similar to Sec.
4.4.2.2, we overapproximate sets of rotation matrices from the cosine and sine of each rotational
joint. In contrast to Chap. 4, however, we also have to account for the translation of the reachable
sets due to the motion of the base of the kinematic chain (the hip position).
Almost identically to (4.27), we form matrix zonotopes from each Ji(t). As in Sec. 4.4.2.2,
let ûi denote the unit vector which the i-th joint rotates about, and Ui be its cross-product matrix
(see (4.26)). For i = 1, 2, 3 (i.e. the hip angles), each Ji(t) ⊂ R2 describes sets of possible


























Xi(t) = I3×3 + s
x
iUi + (1− cxi )U2i ,







for i = 1, 2, 3. We call this the makeHipMatZono function in Alg. 4. For an explainer of these
formulae, please refer to Example 4.4.8 in Sec. 4.4.2.2.
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Algorithm 4 {Vheel(t), Vtoe(t) : t ∈ T} = composeRS(q̃p, qp,nom)
1: for t ∈ T // parallel for each time step
2: for i = 1 : 3 // for each hip angle
3: Mi(t)← makeHipMatZono(Ji(t)) // see (5.14)
4: end for
5: for i = 4 : 5 // for each prosthetic joint angle

















11: Vheel(t)← Vheel(t)⊕ Jxyz(t) // add hip motion
12: Vtoe(t)← Vtoe(t)⊕ Jxyz(t) // add hip motion
13: end for
For the prosthetic knee and ankle joints, this process is only slightly different: we account for
the fact that the JRSs may not start from the correct initial post-stumble configuration q̃p. For
i = 4, 5 (i.e. the prosthetic joint angles), we write each Ji(t) ⊂ R4 as
Ji(t) = (xi(t), {gki (t), g
j
i (t)}, {〈κi〉, 〈β
j
i (t)〉})p(t), (5.15)
where xi(t) = [cxi , s
x
i , 0.5]










> for j = 1, ..., p(t). We
created JRSs which start from qi(0; k) = 0 as in Def. 5.3.6. However, in general the stumble
may start at any phase ts ∈ [0, 1]. Let qoffseti be the angle corresponding to the cosine and sine


















Xi(t) = I3×3 + s
x
iUi + (1− cxi )U2i ,
Gki (t) = s
k
iUi − ckiU2i







for i = 4, 5. The rotation by q̃i and inverse rotation by qoffseti ensure that the matrix zono-
topes built from the JRSs correspond to the correct initial configuration. We call this the
makeProsMatZono function in Alg. 4. Note that these matrix zonotopes are guaranteed to
overapproximate rotations induced by the trajectory parameters; see Lem. 4.4.9 for details.
Once the matrix zonotopes for all of the hip and prosthetic joints have been formed, we compute
their products to overapproximate the forward occupancy maps FOheel and FOtoe at each time step.
Here, we use the rotatotopes Vheel(t) and Vtoe(t) overapproximate Lheel and Ltoe. For information
about rotatotopes, please refer to Sec. 4.4.1. Recalling that lth, lsk, lhl and ltoe define the necessary
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Figure 5.7: This figure displays example rotatotopes Vheel(t) and Vtoe(t) for each of the three trip
recovery strategies for Subject ID 1. The stick figures show the observed motion of the subject’s
swing leg following a perturbation until contact with the ground for a single trial. The observed
hip motion in this trial was treated as a “prediction”, then combined with the parameterized JRSs
to construct Vheel(t) and Vtoe(t) as in (5.17) and (5.18). These rotatotopes, shown as the shaded
blue polygons, are defined using the correct initial configuration q̃p at the onset of stumble t = ts.
They overapproximate the true motion of the heel and toe trajectories when following the trajectory
parameterization shown in Fig. 5.4 and Fig. 5.5. In Sec. 5.5.3, we use these rotatotopes to generate
foot placement and clearance constraints which ensure a safe recovery.
lengths of our kinematic model, we may treat these as zonotopes with no generators. Then, we
compute Vheel(t) and Vtoe(t) by multiplying the matrix zonotopes Mi(t) by these lengths in the
order that they appear within the forward occupancy maps FOheel and FOtoe. These rotatotopes may
then be shifted by the set of possible hip positions, given by Jxyz(t), by a Minkowski sum. These
operations are implemented in Alg. 4 and formalized below:






















Upon close inspection, these equations are identical to the forward occupancy equations found
in (5.3) and (5.4), where we have replaced all matrices with matrix zonotopes and replaced the hip
position with a set of possible positions. Lemma 5.5.2 lets us overapproximate Lheel and Ltoe, i.e.
Lheel ⊆
⋃
t∈[ts,1] Vheel(t) and Ltoe ⊆
⋃
t∈[ts,1] Vtoe(t). An example of the computed rotatotopes
Vheel(t) and Vtoe(t) are displayed in Fig. 5.7.
As in Chap. 4, the critical point to remember about Vheel(t) and Vtoe(t) is that they maintain
the trajectory parameterization by k ∈ K. That is, even though Vheel(t) and Vtoe(t) are in the
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workspace, we may slice them by the trajectory parameter k = (k4, k5) to obtain subsets of Vheel(t)
and Vtoe(t) corresponding to specific motions of the prosthetic joints. In the next subsection, we
again only consider generators which are fully-k-sliceable, which means that all of their indeter-
minates are evaluated by a particular choice of trajectory parameter. For more context on slicing
and the evaluation of indeterminates, see Alg. 1.
5.5.3 Constraint Generation
5.5.3.1 Theory
The goal of this work is to plan and execute trajectories of a prosthesis that robustly respond to
stumbles that are sensed online. Importantly, we want to choose trajectory parameters k which
lead to successful recovery across a range of plausible human trajectories. We formulate this
as an optimization problem, with constraints ensuring that the reachable set of swing heel/toe
positions at touchdown corresponding to k is contained within the target set XT . Furthermore,
depending on the trip recovery strategy, we want to prevent the prosthetic heel/toe from catching
on the ground during swing. To be clear about the strategy-dependent role of the heel and toe in
these placement and clearance constraints, we let Lplacement = Lheel and Lclearance = Ltoe for the
elevating strategy, and let Lplacement = Ltoe and Lclearance = Lheel for the delayed lowering and
lowering strategies. Furthermore, because the foot contact time tf depends on both the reachable
sets and choice of trajectory parameters, we let tf,max(k) be the last possible contact time for a
given choice of trajectory parameters. Given Lplacement and Lclearance, let Ku be the set of unsafe
trajectory parameters for the prosthesis which is defined as follows.
Ktiming = {k ∈ K | tf,max(k) > 1} (5.19)
Kclearance = {k ∈ K | (X, k, t) ⊂ Lclearance, t ≤ tf,max(k),∃z ∈ πz(X) s.t. z ≤ 0} (5.20)
Kplacement = {k ∈ K | (X, k, t) ⊂ Lplacement, (Y, t) ⊂JCOM, t ≤ tf,max(k), ... (5.21)
∃z ∈ πz(X) s.t. z ≤ 0, ∃(x, y)> ∈ πxy(X) s.t. (x, y)> 6∈ πxy(XT ∩ Y )}
Ku = Ktiming ∪Kclearance ∪Kplacement. (5.22)
In short, Kclearance says that a trajectory parameter k is unsafe if the clearance reachable set can
intersect the ground at any time prior to contact by the desired portion of the foot. Kplacement says
that k is unsafe if any time prior to swing foot contact that the placement reachable set intersects
the ground, its projection onto the ground plane is not fully contained within the target set XT
intersected with all predicted COM states. In this context, we let πxy(XT ∩Y ) be a projection onto
the dimensions of XT representing foot placement positions on the ground plane. The definition
of Kplacement reflects the fact that the contact time tf depends on both the reachable sets and choice
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of trajectory parameters. Ktiming ensures that contact occurs before the maximum allowable phase.
5.5.3.2 Implementation
We overapproximate Kclearance, Kplacement and Ktiming using constraint functions hclearance, hplacement
and htiming.
As in Sec. 4.4.3.2, we form these constraints by considering slices of the rotatotopes Vheel(t)
and Vtoe(t) corresponding to particular choices of k. Here, we again only consider generators of
Vheel(t) and Vtoe(t) that are fully-k-sliceable, and treat all other generators conservatively. For more
information about these concepts, we refer to Sec. 4.4.1. As before, we let Vplacement(t) = Vheel(t)
and Vclearance(t) = Vtoe(t) for the elevating strategy, and let Vplacement(t) = Vtoe(t) and Vclearance(t) =
Vheel(t) for the delayed lowering and lowering strategies.
First, we explain our representation of Ktiming. Consider a particular choice of k. We want to
ensure that the corresponding subset of a rotatotope Vplacement(t) is completely below the ground at
some phase t < 1. To check this, we separate Vplacement(t) into two rotatotopes (similarly to Sec.
4.4.3.2, (4.32)). The first will contain only fully-k-sliceable generators, while the second will be









and Vplacement, buf(t) = (0, gnbuf, 〈βnbuf〉) , (5.23)
such that Vplacement(t) = Vplacement, slc(t) ⊕ Vplacement, buf(t), where Vplacement, slc(t) has only fully-k-
sliceable generators. That is, each 〈κjslc〉 is a product of only 〈κ4〉 and 〈κ5〉. Note, the number of
generators/indeterminates in Vplacement, slc(t) and Vplacement, buf(t) is omitted to ease notation.
For any k ∈ K, slicing Vplacement, slc(t) by k returns a single point in R3. We express this with
eval : P(W )×K → R3 for which






, {2k4 − 1, 2k5 − 1}
)
(5.24)
where the values 2k4 − 1 and 2k5 − 1 map k ∈ K = [0, 1] × [0, 1] to corresponding values
of generator coefficients between [−1, 1]. Note, eval can be implemented as the evaluation of
polynomials and the slice algorithm is given in Alg. 1.
Let πz(Vplacement, buf(t)) be the projection of Vplacement, buf(t) onto the vertical axis. Recall that
we assume level-ground walking, and that the ground plane has height z = 0. Notice that
πz(Vplacement, buf(t)) ⊂ R is an interval of heights. We define a function hz,max : [0, 1]×K → R
hz,max(t, k) = πz(eval(Vplacement, slc(t), k)) + max(πz(Vplacement, buf(t))) (5.25)
where hz,max(t, k) < 0 for a given t and k implies that the sliced rotatotope is completely below
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ground. Then, tf,max(k) can be found as the first phase t where hz,max(t, k) < 0. We write htiming as
htiming(k) = tf,max(k)− 1 (5.26)
where htiming(k) < 0 implies a foot contact occurs before the maximum phase of t = 1.
Lemma 5.5.3. If k ∈ Ktiming, then htiming(k) ≥ 0.
We define a similar function hz,min : [0, 1]×K → R
hz,min(t, k) = πz(eval(Vplacement, slc(t), k)) + min(πz(Vplacement, buf(t))) (5.27)
where hz,min(t, k) > 0 for a given t and k implies that the sliced rotatotope is completely above
ground.
Next, we consider a representation of Kplacement. We want to ensure that whenever the foot can
make contact before the ground (up until the maximum phase tf,max), the foot placement location
lies within the target set XT (Def. 5.3.8). This means that although we do not know exactly
when the heel or toe will make contact with the ground, we can guarantee that it will be placed
appropriately, as described by XT . Notice that contact with the ground is possible for a given t and
k whenever hz,min(t, k) ≤ 0.
At a given phase t, let Y (t) represent all predicted reachable COM states of the system. That
is, Y (t) = {y | (y, t) ∈ JCOM}. Y (t) determines the subset of XT under consideration, which
limits possible foot placement positions. In particular, if the foot contacts the ground at phase t,
we require that the foot be placed in πxy(XT ∩ Y (t)), which may be represented as a polytope.
We do not know exactly where the foot will be placed, due to the overapproximative method for
constructing reachable sets. To guarantee safety, we have to ensure that all possible foot placement
positions satisfy the target set constraint. To implement this, we require
πxy(eval(Vplacement, slc(t), k)⊕ Vplacement, buf(t)) ⊆ πxy(XT ∩ Y (t)). (5.28)
In practice, we take the Minkowski (or Pontryagin) difference [225] of πxy(XT ∩ Y (t)) and
πxy(Vheel, buf(t)), which yields a constraint polytope XC :
XC = {x ∈ R2 | x⊕ πxy(Vplacement, buf(t)) ⊆ πxy(XT ∩ Y (t))}. (5.29)
Let (A, b) be the halfspace representation of the constraint polytope, i.e. x ∈ XC ⇐⇒ Ax−b < 0.
Then, hplacement can be written as
hplacement(t, k) = min(−hz,min(t, k),max(Aπxy(eval(Vplacement, slc(t), k))− b)). (5.30)
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First, notice that hz,min(t, k) ≤ 0 implies that a ground contact is possible, which is equivalent to
−hz,min(t, k) ≥ 0. Also, notice that max(Aπxy(eval(Vplacement, slc(t), k)) − b) ≥ 0 implies that
the point πxy(eval(Vplacement, slc(t), k) is not in the interior of the constraint polytope defined by
(A, b). Therefore, we consider it unsafe if both ground contact is possible and the foot placement
is not robust, i.e. both −hz,min(t, k) ≥ 0 and max(Aπxy(eval(Vplacement, slc(t), k)) − b) ≥ 0. By
taking the minimum of these two values, the condition hplacement(t, k) < 0 enforces that the foot is
placed appropriately whenever it can possibly touch the ground. This is demonstrated in Fig. 5.8.
Lemma 5.5.4. If k ∈ Kplacement, then there exists t ≤ tf,max(k) such that hplacement(t, k) ≥ 0.
Finally, we discuss our representation of Kclearance, which identifies trajectory parameters which
may cause unwanted collision between the foot and the ground. We break Vclearance(t) into compo-
nents Vclearance, slc(t) and Vclearance, buf(t) just as we did for the placement rotatotopes in (5.23). We
define a similar function for the clearance height, hz,clearance,min : [0, 1]×K → R
hz,clearance,min(t, k) = πz(eval(Vclearance, slc(t), k)) + min(πz(Vclearance, buf(t))) (5.31)
where hz,clearance,min(t, k) ≤ 0 for a given t and k implies that the sliced rotatotope may intersect
with the ground. Therefore, letting
hclearance(t, k) = −hz,clearance,min(t, k), (5.32)
we can ensure that the sliced clearance rotatotopes never intersect with the ground.
Lemma 5.5.5. If k ∈ Kclearance, then there exists t ≤ tf,max(k) such that hclearance(t, k) ≥ 0.
5.5.4 Online Trajectory Optimization
5.5.4.1 Theory
Letting φ(k) be a user-specified cost function, we solve for the optimal trajectory parameter k as
kopt = argmink∈K
{
φ(k) | k 6∈ Ku
}
. (5.33)
For example, φ(k) may penalize the distance from a desired trajectory, or the work done by the
prosthesis. As in (5.19),Ku = Ktiming∪Kclearance∪Kplacement. Unfortunately, the optimization (5.33)
may not be feasible if every trajectory parameter is unsafe, i.e. K = Ku. In this case, safety can
not be ensured. TRIP-RTD defaults to using the nominal trajectory in this case, but in subsequent
planning iterations the problem may become feasible.
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Figure 5.8: This figure shows projections of the target set onto the ground plane (light green inter-
vals) for the phase indexes where contact between Vheel(t) and the ground are possible for the ele-
vating example shown in Fig. 5.7. Because these projections depend on the motion of the person’s
COM, notice that they progress forwards as swing progresses because of the forward progression
of the COM. We plot the rotatotopes Vheel(t) (right side, faint blue shapes) at the phase indexes
where contact with the ground is possible. In particular, slicing Vheel(t) by a particular k yields
subsets of these rotatotopes (right side, filled blue shapes). These subsets are either completely
above ground or completely contained within the target set at each phase index and therefore sat-
isfy the placement constraint in (5.35). In this instance, the leftmost slice is completely above
ground, and subsequent slices fall within the target set (light blue intervals).
Assuming the problem (5.33) was feasible and an optimal trajectory parameter has been identi-










where G1 and G2 are user specified feedback gains, and we emphasize that the trajectory parame-
ters produce desired joint trajectories to be tracked by the feedback controller.
5.5.4.2 Implementation




s.t. htiming(k) < 0
hclearance(t, k) < 0 ∀ t ∈ [ts, tf,max(k)]
hplacement(t, k) < 0 ∀ t ∈ [ts, tf,max(k)].
(5.35)
Theorem 5.5.6. Any feasible solution k to (5.35) parameterizes a strategy-specific trajectory which
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Algorithm 5 qplan = makePlan(strategy, q̃p, ˙̃qp, qp,nom, φ,Jxyz,Ji(i = 1, 2, 3),JCOM)
1: {Vheel(t), Vtoe(t)} ← composeRS(q̃, ˙̃q) // Sec. 5.5.2
2: (htiming, hplacement, hclearance)← makeCons(strategy, q̃, ˙̃q,O, {Vi(t)}) // Sec. 5.5.3
3: // solve (5.35) within tplan or else return qp,nom.
4: qplan ← optTraj
(
φ, htiming, hplacement, hclearance, tplan, qp,nom
)
// Sec. 5.5.4
makes contact with the ground before tf,max(k) < 1, places the prosthetic foot robustly with respect
to the target set, and enforces clearance constraints which avoid unwanted foot contact across all
predicted motions of the hip and COM.
TRIP-RTD uses Alg. 5 in each planning iteration. Each plan lasts for the phase horizon [ts, 1],
where the nominal prosthesis stance controller is assumed to resume control upon contact with
the ground. TRIP-RTD correctly accounts for the initial position of the prosthetic leg at the time
of the stumble, and utilizes reachable sets of both human and prosthetic subsystems to identify
safety constraints. TRIP-RTD attempts to find a safe trajectory within tplan subject to these safety
constraints. However, if no safe trajectory can be found, TRIP-RTD defaults to using the nominal
phase-based trajectory qp,nom.
5.6 Demonstrations
5.6.1 Simulation Experiments on Preexisting Tripping Dataset
We test TRIP-RTD in simulation using the tripping dataset described in Sec. 5.2, which was
collected during a previous experiment [3] and graciously made accessible to us. Two able-bodied
subjects’ kinematic data were used in our simulation experiment; additional subjects’ data from
this dataset requires further processing before use. Annotations in the dataset give the timing of
tether-trips and events such as heel strikes and toe offs. For this simulation experiment, we replace
the subjects’ actual knee and ankle motion by a simulated prosthetic leg which is controlled by
TRIP-RTD. We hypothesize that TRIP-RTD can produce trajectories of the simulated prosthesis
which prevent falls in amputees and lead to successful walking following a trip.
The testing procedure proceeds as follows. For each subject, we assume bilateral symmetry and
treat left and right swing phases identically. The link lengths of the kinematic model (shown in Fig.
5.3) are fit to observed joint positions. Joint angles are extracted from the observed kinematics. We
approximate the COM position using the subject’s pelvis. Perturbed swing phases are heuristically
sorted into each trip-recovery strategy as in [3]. If a perturbation results in an “incomplete arrest”
– the forward motion of the foot is not stopped by the tether – it is excluded from testing.
Nominal trajectories of the subjects’ knee and ankle motion are fit to unperturbed swing phases.
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The trajectory parameterization and target sets are fit to the observed trajectories for each strategy
as described in Sec. 5.3.4.2 and Sec. 5.3.5.2. We note that we test TRIP-RTD on the same data that
we use to fit the trajectory parameterization and targets sets. We avoid overfitting the trajectory
parameters by using a low-dimensional linear parameterization by k ∈ K, but future studies should
avoid training and testing on the same data.
As described in Sec. 5.5.1, ground-truth trajectories of each subject’s hip and COM motion
are treated as “predictions” and passed to TRIP-RTD. These predictions span from the onset of
the tripping perturbation until the swing foot contacts the ground. In practice, the predictions
should be zonotopes which overapproximate the continuous hip and COM trajectories. However,
for this study we create zonotopes representing the predictions at discrete time steps, which results
in potential gaps between time steps for Vheel(t) and Vtoe(t) which can be seen in close examination
of Fig. 5.7.
We briefly cover several simplifying details used for this experiment before presenting the re-
sults. TRIP-RTD can plan in a receding-horizon fashion, as described in Sec. 5.3.3. However,
for the results presented here we take a more restrictive view and only allow a single post-stumble
planning iteration. Although TRIP-RTD is presented in 3D throughout this chapter, for this ex-
periment we assume all motion takes place in the sagittal plane and test in 2D. Lastly, we elect
not to enforce the timing constraint found in (5.35). Because our “predictions” only run until the
foot makes contact with the ground, it is impossible to say what the trajectories of the hip and
COM would have been beyond this point. Therefore, implementing this constraint would require
TRIP-RTD to always make contact with the ground before the subject did.
In this experiment, we are only interested in TRIP-RTD finding feasible solutions to (5.35)
which guarantee a safe trip recovery. Therefore, we set the cost function φ(k) = 0. We compare
TRIP-RTD to a baseline nominal controller. Specifically, we examine whether the nominal po-
sition trajectories of the knee and ankle – coupled with the observed hip motion – would satisfy
the clearance and placement constraints in (5.35). If they do, we say that the nominal controller
produces a feasible trajectory. The results of this experiment are given in Tab. 5.1.
Overall, TRIP-RTD finds a feasible trajectory in 83/112 trials, or 74.11% of the time. In con-
trast, the nominal position trajectories were feasible in only 8/112 trials, 7.14% of the time. We
note that we construct the nominal trajectory using a time-based phase variable in Sec. 5.3.2.2.
The use of a different phase variable arising from kinematic data may allow the nominal trajec-
tory to perform significantly better. However, because TRIP-RTD returns the nominal trajectory if
no feasible trajectory is found, it can only improve on the nominal controller for fall prevention.
These results demonstrate that TRIP-RTD may supplement existing prosthesis control methods for
the task of trip recovery.
For subject ID 2, no elevating trials are observed, and for subject ID 1, only 6 lowering trials oc-
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Subject Controller Elevating Delayed Lowering Lowering
ID 1
TRIP-RTD 16/22 – 72.73% 15/20 – 75.00% 2/6 – 33.33%
Nominal 0/22 – 0.00% 0/20 – 0.00% 1/6 – 16.67%
ID 2
TRIP-RTD 0/0 35/46 – 76.09% 15/18 – 83.33%
Nominal 0/0 0/46 – 0.00% 7/18 – 38.89%
Combined
TRIP-RTD 16/22 – 72.73% 50/66 – 75.76% 17/24 – 70.83%
Nominal 0/22 – 0.00% 0/66 – 0.00% 8/24 – 33.33%
Table 5.1: The results of the simulation study for subjects ID 1 and 2. We present the number
of trials where feasible trajectories were found relative to the number of trials observed for each
strategy.
curred. The low feasibility rate for subject ID 1’s lowering strategy trials can be partially explained
by this low number of trials, where it may be difficult to fit an adequate trajectory parameterization
to data.
We note that because we removed the timing constraint from (4.40) for this experiment, some
of the feasible trajectories may not make contact with the ground before the maximum phase t = 1.
This happens in 28/83 (33.73%) feasible TRIP-RTD trajectories, and 8/8 (100%) feasible nominal
trajectories. Without predictions of the hip and COM that extend beyond the observed foot contact
with the ground, it is difficult to speculate about whether these trajectories would still be feasible
in real-world applications.
TRIP-RTD was implemented in MATLAB, and (4.40) was solved using fmincon from a
random initial condition. The constraint generation and trajectory optimization combined take 94
ms on average when a feasible trajectory is found. However, in the present formulation, the online
generation of the reachable sets takes 1 to 2 seconds. As in ARMTD (Chap. 4), this time can
be significantly reduced by a faster implementation (i.e. using C++) and parallelizing across time
steps.
5.7 Conclusion
Prosthetic stumble-recovery controllers could help people with major lower-limb loss perform ev-
eryday tasks with more confidence. However, the uncertainty in measuring and estimating human
behavior have made designing these controllers difficult. In this work, we present a method for
planning stumble-recovery trajectories online while explicitly accounting for a range of predicted
human responses. Our method constructs reachable sets that depend on both the human and pros-
thesis subsystems, then selects a trajectory parameter for the prosthetic knee and ankle online to
ensure that the entire system recovers successfully. To our knowledge, this work represents the
134
first prosthetic controller framework that can plan trajectories online while ensuring safety across
a range of possible behaviors.
Recently, we received IRB approval to begin conducting our own experiment which replicates
the tether-trip perturbations found in previous work. In the experiment, a tether attached to the
prosthesis’ foot will induce stumbles by temporarily halting the forward progress of the foot in
swing phase. We plan to use the same evaluation procedure as described in the previous subsection
for the first part of our own experiment. Subsequently, we will utilize TRIP-RTD with an open-
source robotic leg [226]. We plan to have the same able-bodied persons studied in the first part of
the experiment walk with this leg via a bypass adaptor. The goal is to test if the trajectory param-
eterizations and target sets built from each subject’s data allows TRIP-RTD to generate successful
trip recoveries using a prosthesis.
Getting TRIP-RTD to work successfully on hardware requires overcoming a number of diffi-
cult challenges. First, in this chapter we assume that conservative predictions of future hip and
COM motion are given. Generating these predictions online is extremely challenging. Current
methods for classifying trip recovery strategies [221] and generating estimates of trajectories [219]
have made promising strides towards achieving this. Presently, we are investigating the use of
Gaussian processes to predict these trajectories online, similarly to [219]. With this model we
can set a threshold from the mean (such as two standard deviations), and form zonotopes which
overapproximate these subsets of the distribution to generate set-based predictions.
Second, using TRIP-RTD with only a computer onboard a prosthesis may be computationally
challenging. For example, ARMTD in Chap. 4 leveraged a GPU to enable real-time computation
by parallelizing many of the steps of the algorithm. This option may not be possible for TRIP-RTD
given the limited computational resources onboard a robotic leg.
Third, TRIP-RTD may be overly conservative by requiring a plan to be safe across all predicted
hip and COM motion. In practice, it may be more useful to try to maximize the probability of a
successful recovery, given distributions which represent the likelihood of specific human actions.
However, propagating distributions of hip angles through the kinematic chain to get positions of
the prosthetic foot is an open problem.
Fourth, in this chapter we relied on able-bodied subjects’ data to form the trajectory parameter-
izations and target sets for TRIP-RTD. For amputees, such data may not be available. Work must
be done to generalize the parameterizations and target sets so that TRIP-RTD can be transferred to
other persons without requiring extensive individual data.
The TRIP-RTD framework can be generalized to other prosthesis tasks by developing (1) sets of
predicted human behavior in other environments and (2) a broader range of parameterized prosthe-
sis behavior. Examples of potential applications include avoiding obstacles, ascending/descending
stairs, and maintaining balance on narrow paths. Furthermore, TRIP-RTD can be adapted for use
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in other wearable robots, like powered exoskeletons and soft exosuits. TRIP-RTD provides guaran-
tees that the trajectories it produces lead to successful recovery from trips. This important property
of safe autonomy during stumble recovery can help assistive robots reduce the incidence of falls,




Conclusion and Future Directions
Assistive robots will play a vital role in maintaining and improving quality of life for older persons
and persons with disabilities in the coming decades. These robots have the capacity to assist with
activities of daily living, reducing the load of caregivers and increasing access to affordable care.
To achieve these goals, these robots must be safe. This dissertation advances the current state of
the art for safe autonomy in assistive robots by making contributions to the interconnected domains
of perception, monitoring, manipulation and fall prevention. The approaches in this dissertation
focus on certificates of safety and optimality to increase trust in these algorithms when employed in
unstructured, uncertain environments. Specifically, we give theoretical guarantees for each of the
tools presented in this dissertation in Sec. 2.3.4 (perception), Thm. 3.6.2 (monitoring instability
during motion), Thm. 4.4.15 (collision-free manipulation), and Thm. 5.5.6 (fall prevention).
Though distributed across separate chapters, the goal of this dissertation is to provide a unified
framework for safe autonomy in assistive robots. First, accurate perception (Chap. 2) is critical
for localizing humans in the environment. These perceptual estimates may be passed to predictive
algorithms, which generate estimates of likely future actions. By understanding where a person
is likely to be, manipulators operating near humans can guarantee collision avoidance by treating
humans as obstacles (Chap. 4). Perceptual estimates may also be used to monitor a person’s
biomechanical health over time and characterize their stability. Such monitoring algorithms can
use models of a person’s motion to reduce the likelihood of falling by alerting robots to impending
user instability (Chap. 3). Wearable robots, like powered prostheses, may then plan appropriate
recovery strategies that prevent falls across a set of predicted human responses (Chap. 5).
In this chapter we provide a summary of the contributions described in this dissertation, as well
as future research directions to build on the present contributions.
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6.1 Discussion of Contributions
Chapter 2, Perception of 3D Pose Chapter 2 presents an optimization method for estimating
3D pose from multi-view 2D pose estimates which provides certificates of the optimality of its
solutions. The method is based on the Sparse Bounded-degree Sums-of-Squares hierarchy. We
demonstrate that the method achieves or exceeds the accuracy of current state-of-the-art methods
which use neural networks to estimate 3D pose. At the same time, the method takes less time
to make inferences, incorporates strict link length constraints, and provides attractive theoretical
guarantees on the optimality of its solutions. Importantly, the method requires no 3D training
data. This advantage improves its generalizability, which we demonstrate by producing accurate
3D results when utilizing a generic 2D pose detector that was trained only on 2D images from a
different dataset.
Chapter 3, Monitoring of Instability Chapter 3 describes the use of reachable sets for charac-
terizing human stability and demonstrates the efficacy of this approach via a sit-to-stand experi-
ment where subjects were perturbed to instability by motor-driven cable pulls. The method utilizes
kinematic observations of a subject performing a task to construct individualized dynamic and
controller models that account for strategy-specific behavior. These models are used to describe
the evolution of trajectories that end in a target set that characterizes successful completion of the
task. The stable regions of motion, which we call Stability Basins, are computed as the backwards
reachable sets of the target sets under the models’ dynamics. We show that Stability Basins accu-
rately predict a subject’s instability (leading to stepping or sitting) before the step or sit is initiated,
and also that they accurately predict successful completion of the sit-to-stand task. These results
are demonstrated across 11 young subjects without disabilities performing three distinct sit-to-
stand strategies. The method for computing Stability Basins requires no observations of failure,
which makes it a promising method for quantifying stable motion via sensor-based observation
in environments like nursing homes, where perturbing a subject to failure could be impractically
dangerous.
Chapter 4, Planning for Manipulators Chapter 4 introduces ARMTD, a guaranteed-safe
receding-horizon trajectory planner for manipulators. ARMTD quickly composes parameterized
reachable sets of trajectories of the arm’s volume through workspace and finds plans that guar-
antee the arm can not collide with the environment or itself. The method improves on current
state-of-the-art approaches by tractably constructing these reachable sets online from low dimen-
sional Joint Reachable Sets, which describe the rotation of each joint. ARMTD correctly overap-
proximates to account for continuous-time trajectories, and contains a fail-safe maneuver in each
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receding-horizon iteration to ensure that a safe trajectory is always available. The method is being
extended to account for kinodynamic uncertainty, which arises when the inertial properties of the
arm or an object in its grasp are not perfectly known. ARMTD is tested extensively in simulation,
where it never crashes, as well as on hardware with a Fetch Mobile Manipulator robot, where it
can plan around realistic obstacles and account for changing environments. The algorithm is fully
parallelized and implemented on a GPU to achieve real-time performance.
Chapter 5, Fall Prevention via Prosthetic Trip Recovery Chapter 5 proposes TRIP-RTD for
planning trip recoveries for powered prosthetic legs when a trip occurs while the prosthesis is in
swing. After a trip is detected, TRIP-RTD loads a stumble-recovery library based on the predicted
desired recovery strategy, which can be classified as elevating, delayed lowering, or lowering [220].
TRIP-RTD builds on the ARMTD framework, and utilizes Joint Reachable Sets of prosthetic knee
and ankle motion for each stumble-recovery strategy to compose parameterized reachable sets of
the prosthesis’ heel and toe through the workspace. Depending on predictions of the person’s
hip and COM motion, TRIP-RTD selects a trajectory that ensures the swing foot is placed at
an appropriate time and place to start the next step. TRIP-RTD is able to incorporate set-based
predictions of human motion and guarantees safety across sets of potential trajectories, instead of
the single most likely one. TRIP-RTD shows promise for preventing falls and found a guaranteed-
safe trajectory for 74% of observed trips in simulation experiments with able-bodied human data.
6.2 Future Directions
While these contributions represent steps towards safe autonomy in assistive robots, much work
must be done before the type of autonomy envisioned by this dissertation is actualized in practice.
For example, this dissertation focuses explicitly on the “physical” safety of assistive robots, but
ensuring the “psychological” safety of these robots (e.g. actions that build trust and social rapport)
is an interesting and important subfield [61]. While this dissertation does not explicitly examine
trust, the safety guarantees developed herein may be a avenue for building trust. Furthermore,
building intelligent autonomy into assistive robots is challenging. ARMTD can guarantee the
safety of its plans which achieve high-level goals, for example, but it makes no assumptions about
how these high-level goals are generated. To be useful over long periods, assistive robots must
intelligently specify high-level plans that assist a user without the intervention of human operators.
It may be possible for a robot to continually learn how best to support a person, e.g. through safe
reinforcement learning [227, 228]. Furthermore, steps must be taken to ensure the cyberphysical
safety of these systems from potential hackers and attackers [229, 230, 231]
In the context of the current contributions and the problems addressed by the dissertation, we
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suggest the following future avenues of research to extend the generalizability and performance of
the tools we have described.
6.2.1 3D Pose
Realistic models of the human body can be achieved through the use of skinning and blend shapes
[232]. Instead of using keypoints to represent 3D joint positions (as in Chap 2), such a model
could be used to fit the shape or volume occupied by the human. Neural-network based methods
have demonstrated the use of these models for monocular shape estimation [233]. Recently, an
optimization-based method has shown similarly promising results [234]. This method also utilizes
the sparsity of the kinematic model to speed up the optimization and can operate very quickly, but
can not certify the global optimality of its solutions. It may be possible to adopt a similar model
and cost function within the SBSOS framework, but doing so may require a reformulation to avoid
the high-degree polynomials that result from chained rotations.
The cost function in Chap. 2 (2.14) was designed to recreate 3D pose estimates from 2D camera
estimates. However, one may add measurements from additional sensor modalities to the problem
by simply adding these terms to the cost function. It is preferable, for computational reasons, for
these added terms to remain quadratic in the decision variables. Measurement residuals using data
from a 3D LIDAR point cloud would satisy this property, for example. Similarly, IMUs attached to
the subject’s body could be used to link together frames when exploiting the temporal consistency
of human motion. For this case, my colleagues initially demonstrated SBSOS’s utility for solv-
ing SLAM problems [99], which is similar to the problem of estimating position and orientation
trajectories with an attached IMU.
6.2.2 Stability Basins
Wearable robots, such as powered exoskeletons, can assist with the sit-to-stand motion. The high
predictive accuracy of Stability Basins can be utilized by these robots in real time with trajectories
of the user’s center of mass to predict when a subject will become unstable. At these times, the
robot may need to switch its control strategy to help the user recover by planning to take a step
or to sit back down in the seat. Furthermore, Stability Basins may serve as constraints for online
trajectory optimization by requiring trajectories of the user’s COM to remain inside these regions
at all times.
We hypothesize that the size of Stability Basins is correlated with fall risk. A larger Stability
Basin implies a larger set of perturbations that can be successfully withstood, and therefore a
reduced likelihood that external perturbations would cause failure to complete a task. To test this
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would require an experiment involving long term observation of a large group of people at risk of
falling, and statistically determining whether Stability Basin size indeed predicts fall risk.
In the current method for computing Stability Basins (Sec. 3.5.1), we utilize data from per-
turbed sit-to-stand trials to help construct a model of the subject’s control strategy. We believe
that given enough observations of a subject performing sit-to-stand, this requirement would be-
come unnecessary, and an accurate model could be produced from unperturbed data alone. The
contributions from Chap. 2 may be useful in this regard, as pose estimation may enable the cheap
and accurate collection of kinematic data of subjects performing sit-to-stand outside of laboratory
settings.
Cross sections of Stability Basins represent stability during different portions of a given motion
[92]. Smaller cross sections therefore indicate instability during a particular time. We may be able
to determine which muscles contribute most to a person’s instability by identifying the muscles
active during these times (i.e. through EMG measurements). We hypothesize that Stability Basins
may be useful to therapists working to increase a patient’s stability by providing targeted guidance
as to which muscles to strengthen.
6.2.3 ARMTD
ARMTD can extend to dynamic obstacles by treating obstacles as static at each time step [181].
This is necessary to operate safely around humans who are moving. The chief challenge here is
generating conservative predictions about what the human will do. Additionally, some tasks like
helping a person dress may require the manipulator to make contact with a person. ARMTD can
still be used in these cases by excluding certain portions of the robot from the collision-avoidance
constraints.
Several tweaks to the ARMTD algorithm could reduce its conservatism, improve its plans, and
enable its use on even higher degree-of-freedom robots. ARMTD works by computing parame-
terized reachable sets of sines and cosines of joint angles, which are turned into reachable sets of
rotation matrices. This part of the method utilizes zonotopes (which are convex) to overapproxi-
mate reachable sets of non-convex arcs of the unit circle. A more complex set representation or a
change in reachability algorithm may reduce conservatism at this stage of the pipeline. ARMTD
may be extended to include prismatic joints, expanding the range of kinematic chain robots to
which the method may be applied.
6.2.4 TRIP-RTD
We are preparing to conduct a perturbative experiment to evaluate TRIP-RTD in practice. Subjects
will be tripped by tethers attached to their feet during swing, replicating an experiment performed
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by previous researchers [3]. After constructing individualized stumble-recovery libraries and tar-
get sets for each subject, we will use the same subjects in the second stage of the experiment. Here,
subjects will utilize a bypass adaptor with a robotic prosthetic leg and be tripped when the prosthe-
sis is in swing. We hypothesize that the subjects will recover from these perturbations more often
when controlling the prosthesis using TRIP-RTD than when nominal prosthetic controller. Future
work may also add perception to the TRIP-RTD pipeline [235], and consider user preference when
designing the cost function for optimization [236].
6.3 Concluding Remarks
Robots are exciting because they can move; they can interact with the environment, and make deci-
sions about how to move to accomplish their goals. However, robot movement only has a purpose
insomuch as it helps people achieve their goals. This can mean performing search and rescue in
dangerous situations, transporting packages, or surveying crops. But it can also mean something
direct and personal – assisting people with activities of daily living: walking, standing, eating,
dressing. When we consider robot motion and autonomy, people living with impaired or reduced
mobility can benefit much from these technologies, so long as they prove to be safe and reliable.
Much work remains to be done before this future is actualized. Perceiving people, predicting what
they will do, and planning in response to their actions are skills that take humans a lifetime to de-
velop, and transferring these skills to robots is a challenging, yet worthwhile endeavor. The tools
developed in this dissertation are steps toward a future in which robots safely and autonomously
support people in carrying out their daily lives.
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[64] Selma Šabanović, Casey C Bennett, Wan-Ling Chang, and Lesa Huber. PARO robot affects
diverse interaction modalities in group sensory therapy for older adults with dementia. In
2013 IEEE 13th international conference on rehabilitation robotics (ICORR), pages 1–6.
IEEE, 2013.
[65] Lillian Hung, Cindy Liu, Evan Woldum, Andy Au-Yeung, Annette Berndt, Christine
Wallsworth, Neil Horne, Mario Gregorio, Jim Mann, and Habib Chaudhury. The bene-
fits of and barriers to using a social robot paro in care settings: a scoping review. BMC
geriatrics, 19(1):1–10, 2019.
[66] Ester Martinez-Martin, Felix Escalona, and Miguel Cazorla. Socially assistive robots for
older adults and people with autism: An overview. Electronics, 9(2):367, 2020.
[67] Brian Scassellati. How social robots will help us to diagnose, treat, and understand autism.
In Robotics research, pages 552–563. Springer, 2007.
[68] Paolo Bevilacqua, Marco Frego, Daniele Fontanelli, and Luigi Palopoli. Reactive planning
for assistive robots. IEEE Robotics and Automation Letters, 3(2):1276–1283, 2018.
148
[69] Dylan P Losey, Krishnan Srinivasan, Ajay Mandlekar, Animesh Garg, and Dorsa Sadigh.
Controlling assistive robots with learned latent actions. In 2020 IEEE International Confer-
ence on Robotics and Automation (ICRA), pages 378–384. IEEE, 2020.
[70] Przemyslaw A Lasota, Terrence Fong, Julie A Shah, et al. A survey of methods for safe
human-robot interaction. Foundations and Trends® in Robotics, 5(4):261–349, 2017.
[71] Laurence Rubenstein. Falls in older people: Epidemiology, risk factors and strategies for
prevention. Age and Ageing, 35 Suppl 2:ii37–ii41, 10 2006.
[72] William C Miller, Mark Speechley, and Barry Deathe. The prevalence and risk factors of
falling and fear of falling among lower extremity amputees. Archives of physical medicine
and rehabilitation, 82(8):1031–1037, 2001.
[73] Maria Vila Abad, Gerard Canal, and Guillem Alenyà. Towards safety in physically assistive
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