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1. Introduction
Fix a rational prime p 6= 2 and a PEL datum B = (B, ∗, V, (·, ·) , J) with
auxiliary data Bp = (OB,L), see Section 3.1. The datum B gives rise to
a reductive group G over Q and a conjugacy class h of homomorphisms
ResC/RGm → GR. Fix a compact open subgroup Cp ⊂ G(Apf ). From Cp and
Bp one obtains a compact open subgroup C ⊂ G(Af ) and thus a Shimura
datum (G, h,C). In [32, Section 6], Rapoport and Zink construct from
B, Bp and Cp an integral model ACp of the Shimura variety associated with
(G, h,C). Concretely ACp is defined as a moduli space of abelian schemes
with additional structure.
In order to study properties of the scheme ACp , Rapoport and Zink
introduce the so-called local model M loc. It is defined purely in terms of
linear algebra and therefore easier to investigate than ACp . The schemes
ACp and M loc are related via an intermediate object A˜Cp fitting into the so
called local model diagram
A˜Cp
ϕ˜
||
ψ˜
""
ACp M loc.
E´tale locally on ACp , there is a section s : ACp → A˜Cp of ϕ˜ such that
the composition ACp s−→ A˜Cp ψ˜−→ M loc is e´tale. Consequently ACp inherits
any property from M loc which is local for the e´tale topology. In particular,
questions about singularities of ACp or the flatness of ACp can equivalently
be studied for M loc. Let us mention that recently a purely group-theoretic
definition of the local model was given in [30] by Pappas and Zhu. This
provides an intriguing new perspective on the local model diagram.
The PEL datum also gives rise to an affine smooth group scheme Aut(L),
and Aut(L) acts on both A˜ and M loc. The map ϕ˜ is an Aut(L)-torsor, while
the map ψ˜ is Aut(L)-equivariant. Denote by F an algebraic closure of Fp. Via
the local model diagram, the decomposition of M loc(F) into Aut(L)(F)-orbits
induces the Kottwitz-Rapoport (or KR) stratification
ACp(F) =
∐
x∈Aut(L)(F)\M loc(F)
ACp,x,
which was first introduced in [24]. The Aut(L)(F)-orbits on M loc(F) admit
the following interesting description. In all cases considered thus far (cf.
the discussion in [29, §3.3]), the special fiber M locF of M loc embeds into
the so-called affine flag variety F , which is defined as a moduli space of
lattice chains over the ring of formal power series F[[u]]. In analogy with
the Bruhat decomposition of the classical flag variety, indexed by the finite
Weyl group W , the affine flag variety admits the Iwahori decomposition
F(F) = ∐
x∈W˜ Fx into Schubert cells Fx, indexed by the extended affine
Weyl group W˜ . It then turns out thatM locF ⊂ F is a disjoint union of Schubert
cells and that the decomposition M loc(F) =
∐
Fx⊂M loc(F)Fx coincides with
the decomposition of M loc(F) into Aut(L)(F)-orbits. As in the case of the
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Bruhat decomposition, many properties of the Iwahori decomposition are
easily expressed by combinatorial properties of the corresponding index
element in W˜ . Notably, the dimension of Fx is given by the length `(x) of x
in W˜ , and the closure relation between Schubert cells is expressed by the
Bruhat order on W˜ . We conclude that the same statements hold for the KR
stratification on ACp(F).
Let us explain in detail one case in which this convenient combinatorial
behavior of the KR stratification was fruitfully exploited. For B = Q and a
complete lattice chain L, the moduli problem ACp specializes to the Siegel
moduli space AI of principally polarized abelian varieties with Iwahori level
structure. In [8], Go¨rtz and Yu compute the dimension of the p-rank 0 locus
in AI , and this computation was later generalized in [14] by Hamacher to the
case of all p-rank strata. The method is the same in both cases: Determine
all KR strata contained in a given p-rank stratum and compute the maximum
of their dimensions. For this method to work one of course needs to know
that a p-rank stratum is indeed the union of the KR strata contained in
it. Thus both papers depend crucially on the result [24, The´ore`me 4.1] of
Ngoˆ and Genestier, which states that indeed the p-rank is constant on a
KR stratum in AI , and also provides an explicit formula for the p-rank on a
given KR stratum.
The subject of this paper is to generalize the result of Ngoˆ and Genestier
on the relationship between the KR and the p-rank stratification to more
general PEL data. Let us give an outline of the structure of this paper and
of the results that we have obtained.
In Section 2 we collect several facts that will be needed in the sequel. On
the one hand we do this for fixing our notation and providing the reader with
the necessary references. On the other hand there are quite a few statements
which are “standard” or “well-known” and are used without further comment
in the existing literature, but for which we were unable to find a suitable
reference. We have decided to include complete proofs of these statements,
even when they are elementary and/or easy.
The same remark also applies to Sections 3.1 through 3.3, where we recall
the construction of the local model diagram. We then proceed to show the
following result.
Theorem 1.0.1. Let B be an arbitrary PEL datum. If L is complete (in
the sense of Definition 3.5.1), the p-rank is constant on a KR stratum.
In order to obtain a formula for the p-rank on a given KR stratum, we
have to make the rather mild assumption that the group GLB⊗Qp(V ⊗Qp),
considered as a reductive group over Qp, is quasi-split. We start by embedding
the special fiber M loc(F) into a (set-theoretic) mixed-characteristic analogue
F of the affine flag variety. Concretely, F is defined as a set of self-dual
lattice chains over the Witt ring OK = W (F). Denote by K the fraction
field of OK and by σ the Frobenius on K. It turns out that the group
G(K) acts transitively on F and we denote by I the stabilizer of L ⊗ OK
for this action. Consequently we can identify F with the quotient G(K)/I
and thereby consider M loc(F) as a subset of G(K)/I. On G(K)/I we have
the canonical left action of I. We show that M loc(F) is I-stable, and that
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the I-orbits and the Aut(L)(F)-orbits on M loc(F) coincide. In particular we
obtain an embedding Aut(L)(F)\M loc(F) ↪→ I\G(K)/I of the index set of
the KR stratification into I\G(K)/I.
Before being able to state our next result, we need some more notation.
Denote by D the diagonalizable affine group with character group Q over K.
For g ∈ G(K) denote by νg : D→ GK the corresponding Newton map. By
definition, the group GK acts on VK and thus νg gives rise to a representation
of D on VK . Consider the corresponding weight decomposition VK = ⊕χ∈QVχ
and define
νg,0 := dimK V0.
Also recall for g ∈ G(K) and x ∈ I\G(K)/I the definition Xx(g) := {y ∈
G(K)/I | y−1gσ(y) ∈ IxI} of the affine Deligne-Lusztig variety associated
with g and x.
Theorem 1.0.2. Let x ∈ Aut(L)(F)\M loc(F) ⊂ I\G(K)/I and let g ∈
G(K). Assume that Xx(g) 6= ∅. Then the p-rank on ACp,x is equal to νg,0.
In the remaining subsections of Section 3, we then explain how the number
νg,0 can be computed in practice and thereby obtain a more concrete formula
for the p-rank on a KR stratum.
In Sections 5 through 8 we turn to the aforementioned interpretation of
the KR stratification in terms of the affine flag variety. Section 5 deals with
the case of the symplectic group. Section 6 (resp. 7, resp. 8) deals with the
case of a unitary group associated with a ramified (resp. inert, resp. split)
quadratic extension. Let us note that the embedding of M locF into the affine
flag variety has a long history and that most of our discussion has already
appeared elsewhere. In particular we want to emphasize that we have greatly
profited from the expositions by Pappas and Rapoport in [26], [27], [28], and
by Smithling in [37], [36]. We justify the seeming duplication of material by
the fact that we include complete proofs of all the statements.
Our discussion is quite similar in all cases. We begin with describing
in detail the PEL datum at hand, including the Hodge decomposition and
the resulting determinant morphism. We proceed by making explicit the
definition of the local model and investigate its base-change to F. We then
recall the definition of the affine flag variety in terms of lattice chains and
prove in detail that it can also be described as a suitable quotient of loop
groups. We conclude the discussion of the local model by embedding it
into the affine flag variety and prove that the Aut(L)-orbits on M loc(F) are
precisely the Schubert cells contained in M loc(F). Turning to the moduli
problem ACp , we make it explicit, and then state the formula for the p-rank
on a KR stratum in the special case at hand.
To illustrate our results, we look in Section 5 at the case of the Hilbert-
Blumenthal modular varieties. Without any additional work, we obtain the
following result.
Theorem 1.0.3. Let g ≥ 2 and let ACp be the Hilbert-Blumenthal modular
variety associated with a totally real extension of degree g of Q. Denote by
A(0)Cp ⊂ ACp,F and A(g)Cp ⊂ ACp,F the subsets where the p-rank of the underlying
abelian variety is equal to 0 and g, respectively. Then
ACp,F = A(0)Cp qA(g)Cp .
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A(g)Cp is the union of only two KR strata ACp,x1 and ACp,x2. Consequently
we have
ACp,F = ACp,x1 ∪ ACp,x2 ∪ A(0)Cp .
Here ACp,x denotes the closure of the KR stratum ACp,x in ACp,F.
Each of ACp,F,ACp,x1 ,ACp,x2 and A(0)Cp is equidimensional of dimension
2g. We conclude that the ordinary locus A(g)Cp is not dense in ACp,F.
Furthermore, we have
ACp,x1 ∩ ACp,x2 ⊂ A(0)Cp .
Taking g = 2, we recover the result [40, Theorem 2 (p. 408)] of Stamm.
As a second application, we obtain in Section 8, by copying the approach
of Go¨rtz and Yu mentioned above, the following result.
Theorem 1.0.4. Assume that G is the unitary group of signature (r, n− r)
associated with an imaginary quadratic extension of Q in which p splits.
Denote by A(0)Cp ⊂ ACp(F) the subset where the p-rank of the underlying
abelian variety is equal to 0. Then
dimA(0)Cp = min
(
(r − 1)(n− r), r(n− r − 1)).
In the appendix we include a discussion of isogenies of abelian schemes over
arbitrary bases, proving the results needed in the definition of the moduli
problem ACp .
2. Preliminaries
We fix once and for all a rational prime p 6= 2 and an algebraic closure F
of Fp. Let n ∈ N≥1.
2.1. Some notation. For elements x1, . . . , xn of some set and k1, . . . kn ∈ N,
we denote by (x
(k1)
1 , . . . , x
(kn)
n ) the tuple
(x1, . . . , x1︸ ︷︷ ︸
k1-times
, , . . . , xn, . . . , xn︸ ︷︷ ︸
kn-times
).
For a tuple x = (x1, . . . , xn), we denote by x(i) its i-th entry xi.
2.1.1. Modules and base change. Let R be a ring and let M be an R-module.
We denote by M∨ = M∨,R := HomR(M,R) the dual of M .
Let ϕ : R → R′ be an R-algebra. We will often write MR′ instead of
M ⊗R R′. Similarly for morphisms or bilinear maps of R-modules. If M is
free with basis B, we denote by BR′ the basis (b⊗ 1)b∈B of MR′ over R′. If
there is no risk of confusion we write simply B instead of BR′ .
If F is a functor on the category of R-algebras, we denote by F ⊗R R′
or simply FR′ the induced functor on the category of R
′-algebras, given on
objects by FR′(R
′ → S) = F (R ϕ−→ R′ → S). Similarly for morphisms of
functors. If there is no risk of confusion we write simply F instead of FR′ .
If G is a functor on the category of R′-algebras, we denote by ResR′/RG the
functor on the category of R-algebras given on objects by (ResR′/RG)(S) =
G(S ⊗R R′).
If f ∈ R[T1, . . . , Tn] is a polynomial, we denote by fϕ ∈ R′[T1, . . . , Tn] the
polynomial obtained by applying ϕ to the coefficients of f .
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Let S be an R-algebra with an R-linear involution ∗ and let 〈·, ·〉 : M×N →
L be a ∗-sesquilinear form of S-modules (i.e. 〈am, bn〉 = ab∗ 〈m,n〉 for
m ∈M,n ∈ N and a, b ∈ S). For S-submodules M0 ⊂M and N0 ⊂ N , we
write
M⊥0 = M
⊥,〈·,·〉
0 := {n ∈ N | ∀m ∈M0 : 〈m,n〉 = 0},
N⊥0 = N
⊥,〈·,·〉
0 := {m ∈M | ∀n ∈ N0 : 〈m,n〉 = 0}.
Note that for an R-algebra R′, we obtain by base-change a ∗R′-sesquilinear
form 〈·, ·〉R′ : MR′ ×NR′ → LR′ of SR′-modules.
2.1.2. The general linear group. For a ring R, we denote by GLn(R) the group
of invertible (n× n)-matrices over R and by Dn(R) ⊂ B(R) its subgroups
of diagonal and upper triangular matrices, respectively. We consider Dn, B
and GLn as functors on the category of rings. We denote by Gm = GL1 the
multiplicative group.
If A is a (not necessarily commutative) ring and V is a left A-module, we
will also denote by GLA(V ) the group of invertible A-linear maps V → V .
Denote by Sn the symmetric group on n letters. For w ∈ Sn we denote by
Aw ∈ GLn(R) the matrix with (Aw)ij = δiw(j). The map
(2.1.1) Sn → GLn(R), w 7→ Aw
is a group homomorphism.
Finally we introduce the matrices I˜n ∈ GLn(R) and J˜2n ∈ GL2n(R) given
by
I˜n =
 1. . .
1
 and J˜2n = ( 0 I˜n−I˜n 0
)
.
2.1.3. The symplectic group. Let R be a Z[12 ]-algebra. The standard sym-
plectic form on R2n is the bilinear form (·, ·) : R2n ×R2n → R described by
the matrix J˜2n with respect to the standard basis (e1, . . . , e2n) of R
2n.
Denote by Sp = Sp2n and GSp = GSp2n the functors on the category of
Z[12 ]-algebras with
Sp(R) = {g ∈ GL2n(R) | ∀x, y ∈ R2n : (gx, gy) = (x, y)}
and
GSp(R) = {g ∈ GL2n(R) | ∃c = c(g) ∈ R×∀x, y ∈ R2n : (gx, gy) = c (x, y)}.
For g ∈ GSp(R), the scalar c(g) ∈ R× is called the factor of similitude of g.
2.1.4. The unitary group. Let K/K0 be a quadratic extension of fields of
characteristic not equal to 2. Denote by ∗ the non-trivial element of the
Galois group Gal(K/K0). The standard hermitian form on K
n is the ∗-
hermitian form 〈·, ·〉 : Kn×Kn → K described by the matrix I˜n with respect
to the standard basis (e1, . . . , en) of K
n.
Denote by U = Un and GU = GUn the functors on the category of
K0-algebras with
U(R) = {g ∈ GLn(K ⊗K0 R) | ∀x, y ∈ (K ⊗K0 R)n : 〈gx, gy〉R = 〈x, y〉R}
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and
GU(R) ={
g ∈ GLn(K ⊗K0 R) | ∃c = c(g) ∈ R×
( ∀x, y ∈ (K ⊗K0 R)n
〈gx, gy〉R = c 〈x, y〉R
)}
.
For g ∈ GU(R), the scalar c(g) ∈ R× is called the factor of similitude of g.
2.2. Morphisms of affine spaces. Let R be a ring. We denote by AnR the
affine space of dimension n over R. We identify a morphism α : AnR → A1R
with the corresponding natural transformation α(S) : Sn → S of functors on
the category of R-algebras S. By Yoneda’s lemma, the following map is a
bijection.
(2.2.1)
FR : Hom(AnR,A1R)
∼→ R[T1, . . . , Tn],
α 7→ α(R[T1, . . . , Tn])(T1, . . . , Tn).
For any R-algebra S and any s ∈ Sn, one has α(S)(s) = FR(α)(s), and this
equality characterizes FR(α).
If ϕ : R → R′ is an R-algebra, one has FR′(αR′) = (FR(α))ϕ. Thus if
ϕ : R ⊂ R′ is injective, a morphism β′ : AnR′ → A1R′ is defined over R if
and only if FR′(β
′) has coefficients in R, and there is at most one morphism
β : AnR → A1R with βR′ = β′.
Proposition 2.2.2. Let K ⊂ L be infinite fields and let α : AnL → A1L be a
morphism. Then α is defined over K if and only if α(L)(Kn) ⊂ K.
Proof. We need to show that FL(α) has coefficients in K. This is achieved
by the next lemma. 
Lemma 2.2.3. Let K ⊂ L be infinite fields and let f ∈ L[T1, . . . , Tn] be a
polynomial. Assume that f(Kn) ⊂ K. Then f has coefficients in K.
Proof. By induction on n. Let n = 1 and say f =
∑m
i=0 aiT
i
1, where m ∈ N
and a0, . . . , am ∈ L. Let x0, . . . , xm ∈ K. We have an equality
1 x0 x
2
0 . . . x
m
0
1 x1 x
2
1 . . . x
m
1
...
...
...
. . .
...
1 xm x
2
m . . . x
m
m


a0
a1
...
am
 =

f(x0)
f(x1)
...
f(xm)
 .
If the xi are pairwise different, the matrix on the left is invertible and we
can deduce that (a0, . . . , am) ∈ Km+1.
Now let n ≥ 2. There exist m ∈ N and polynomials a0, . . . , am ∈
L[T1, . . . , Tn−1] such that f =
∑m
i=0 aiT
i
n. We need to show that ai ∈
K[T1, . . . , Tn−1] for every i. By the induction hypothesis, it suffices to show
that ai(K
n−1) ⊂ K, so let (y1, . . . , yn−1) ∈ Kn−1. Then
g =
m∑
i=0
ai(y1, . . . , yn−1)T in
lies in L[Tn] and satisfies g(K) ⊂ K. By the case n = 1 treated above, we
deduce that g has coefficients in K, as desired. 
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2.3. Determinants. Let R be a ring, M a finite locally free R-module
and α : M → M an endomorphism. We denote by trR(α) the trace, by
detR(α) the determinant and by χR(α) = detR[T ](T · idM⊗RR[T ] −αR[T ]) the
characteristic polynomial of α.
Let R be a ring, A a (not necessarily commutative) R-algebra and let M
be a left A-module which is finite locally free as an R-module. For x ∈ A,
we write
detR(x|M) = detR(M x·−→M),
χR(x|M) = χR(M x·−→M).
Denote by V = VA the functor on the category of R-algebras with V (S) =
A⊗RS. We define a morphism detM,A = detM : V → A1R on S-valued points
by
A⊗R S → S, x 7→ detS(x|MS).
If A is finite free over R, the choice of a basis (a1, . . . , an) of A over R
provides us with a functorial isomorphism
Sn
∼−→ A⊗R S, (x1, . . . , xn) 7→ a1 ⊗ x1 + . . . an ⊗ xn
in the R-algebra S. Thus V is representable by AnR, and the morphism detM
corresponds under the bijection (2.2.1) to the polynomial
detR[T1,...,Tn](a1 ⊗ T1 + · · ·+ an ⊗ Tn|M ⊗R[T1, . . . , Tn]).
Remark 2.3.1. Let N be a second left A-module which is finite locally free
as an R-module. Consider the condition
(2.3.2) detM = detN .
Let us note that (2.3.2) holds if M and N are isomorphic as A-modules.
On the other hand, consider the condition
(2.3.3) ∀x ∈ A : detR(x|M) = detR(x|N).
We note that in general condition (2.3.2) is stronger than condition (2.3.3),
as can for example be seen by taking A = R = Fp, M = Fp and N = (Fp)p.
Lemma 2.3.4. Let A be a (not necessarily commutative) R-algebra and let
M and N be A-modules which are finite locally free as R-modules. Assume
that detM = detN . Then rkRM = rkRN .
Proof. For f ∈ R, we have detMf ,Af = detM ⊗RRf , and similarly for N .
Consequently we may assume that M and N are free over R. The equality
detM = detN implies in particular that we have an equality
detR[T ](T |M ⊗R R[T ]) = detR[T ](T |N ⊗R R[T ]).
The left-hand side is equal to T rkRM , and the right-hand side is equal to
T rkRN . 
Proposition 2.3.5. Let B be a finite-dimensional (not necessarily commu-
tative) Q-algebra and let OB ⊂ B be a Z-order. Let V be a finitely generated
left B ⊗Q C-module.
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(1) The morphism detV : VB⊗QC → A1C is defined over the ring of integers
OE of the number field
E = Q(trC(b⊗ 1|V ); b ∈ B).
(2) Let R be an OE-algebra and let M be a OB ⊗ R modules which is
finite locally free over R. Assume that detM = detV ⊗OER. Then
rkRM = dimC V .
Proof. The B ⊗Q C-module structure on V is given by a morphism of Q-
algebras ϕ : B → EndC(V ). By choosing a basis of V over C, we can
identify EndC(V ) with M
n×n(C) for some n ∈ N. As B is finite-dimensional
over Q, there is a finite field extension E′/Q such that ϕ factors as B ϕ0−→
Mn×n(E′) ↪→Mn×n(C). Set V0 = E′n with the B ⊗Q E′-module structure
given by ϕ0. Note that V0 ⊗E′ C is isomorphic to V as a B ⊗Q C-module.
Let E be a basis of V0 over E
′ and let Λ0 be the OB ⊗Z OE′-module
generated by E. Then Λ0 ⊗OE′ E′ is isomorphic to V0 as a B ⊗Q E′-module.
Clearly Λ0 is finite and torsion-free over OE′ , and as OE′ is a Dedekind
domain this implies that Λ0 is finite locally free over OE′ . The morphism
detΛ0 : VOB⊗ZOE′ → A1OE′ satisfies detΛ0 ⊗OE′C = detV .
(1) We have just seen that detV is defined over OE′ . As E ∩ OE′ = OE ,
it remains to show that detV is defined over E. By Proposition 2.2.2,
it suffices to show that detC(x|V ) ∈ E for all x ∈ B ⊗Q E. By the
definition of E we have trC(x|V ) ∈ E for all x ∈ B ⊗Q E. Lemma
2.3.6 below allows us to conclude.
(2) As the morphism SpecOE′ → SpecOE is surjective, it suffices to
compute the rank of M ⊗OE OE′ over R⊗OE OE′ . As detM⊗OEOE′ =
detΛ0⊗OER, the claim follows from Lemma 2.3.4 and the equality
rkOE′ Λ0 = dimC V .

Lemma 2.3.6. Let K be a field of characteristic 0 and let f be an endomor-
phism of a finite-dimensional K-vector space V . Say χK(f) =
∑n
i=0 sn−iT
i
for n = dimK V and si ∈ K. Then there are polynomials P0, . . . , Pn ∈
Q[T1, . . . , Tn] with
si = Pi(trK(f), trK(f
2), . . . , trK(f
n)), 0 ≤ i ≤ n.
Proof. Denote by pi ∈ Z[X1, . . . , Xn] the i-th power sum and by ei ∈
Z[X1, . . . , Xn] the i-th elementary symmetric polynomial. Let λ1, . . . , λn
be the zeros of χK(f) in an algebraic closure of K. Then
trK(f
i) = pi(λ1, . . . , λn), 1 ≤ i ≤ n
and
si = (−1)iei(λ1, . . . , λn), 0 ≤ i ≤ n.
The claim follows from the fact that there are polynomials Q0, . . . , Qn ∈
Q[T1, . . . , Tn] with
ei = Qi(p1, . . . , pn), 0 ≤ i ≤ n,
see [21, I.2.12]. 
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The following lemma shows that the determinant condition can be inter-
preted naively in terms of characteristic polynomials.
Proposition 2.3.7. Let A be a (not necessarily commutative) R-algebra and
let M and N be A-modules which are finite locally free over R. Let A0 ⊂ A
be a generating set of A as an R-module. Then detM = detN if (and only
if) for all a ∈ A0 we have χR(a|M) = χR(a|N) .
Proof. Assume that χR(a|M) = χR(a|N) for all a ∈ A0. Let ϕ : R → R′
be an R-algebra. Then (a ⊗ 1)a∈A0 generates A ⊗R R′ over R′, and we
have χR′(a ⊗ 1|MR′) = (χR(a|M))ϕ and χR′(a ⊗ 1|NR′) = (χR(a|N))ϕ.
Hence the assumption is universally satisfied and it suffices to show that
detR(a|M) = detR(a|N) for all a ∈ A. This however is clear by the existence
of Amitsur’s formula, which expresses the characteristic polynomial of a linear
combination of endomorphisms in terms of the characteristic polynomials of
the summands, see [1, Theorem A]. 
For future reference we note the following trivial lemmata.
Lemma 2.3.8. Let R be a ring and A a (not necessarily commutative) R-
algebra. Let M and N be left A-modules which are finite locally free over R.
Assume that A decomposes as an R-algebra into a finite product A =
∏m
i=1Ai
of R-algebras Ai. Let M =
∏
iMi and N =
∏
iNi be the corresponding
decompositions. Then detM = detN if and only if for all 1 ≤ i ≤ m the
equality detMi = detNi holds.
Lemma 2.3.9. Let e ∈ N, let R be a reduced ring and let M be an R[u]/ue-
module which is finite free over R. Then χR(p|M) =
(
T − p(0))rkRM for all
p ∈ R[u]/ue.
Proof. Immediate by passing to the residue fields of R. 
2.4. de Rham cohomology of abelian schemes. Let R be a ring and let
X/R be a scheme. Define (for each r ∈ N) the sheaf of relative differentials
of degree r of X over R by ΩrX/R :=
∧r Ω1X/R. In [12, 16.6.2] a differential
d : ΩrX/R → Ωr+1X/R is constructed and we denote by ΩX/R the resulting
complex. We define an R-module H1dR(X/R) by
H1dR(X/R) = H
1(R+f∗(ΩX/R)).
Setting
HdR1 (X/R) = (H
1
dR(X/R))
∨,
we obtain a covariant functor HdR1 from the category of R-schemes to the
category of R-modules. If G/R is a group scheme, we denote by eG :
SpecR → G its identity section. We define ωG = e∗GΩ1G/R. We denote by
Lie(G) = Lie(G)(R) the Lie algebra of G, see [4, II, §4]. It is an R-module.
There is a canonical functorial isomorphism
(2.4.1) µG : ω
∨
G
∼−→ Lie(G),
see [4, II, §4, 3.6].
Let A/R be an abelian scheme. We denote by A∨ the dual abelian scheme
of A and by j = jA : A
∼−→ (A∨)∨ the biduality isomorphism.
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Proposition 2.4.2 ([2, Section 2.5]). There is a canonical short exact
sequence
(2.4.3) 0→ ωA → H1dR(A/R)→ Lie(A∨)→ 0,
which is functorial in A and commutes with base-change. All terms of (2.4.3)
are finite locally free R-modules. We have rkRH
1
dR(A/R) = 2 dimRA and
rkR Lie(A
∨) = rkR ωA = dimRA.
Proposition 2.4.4. [2, 5.1.10] There is a functorial isomorphism ΦA :
H1dR(A/R)
∨ ∼−→ H1dR(A∨/R) fitting into the following commutative diagram.
(2.4.5)
0 // Lie(A∨)∨ //
µ∨
A∨

H1dR(A/R)
∨ //
ΦA

ω∨A //
−Lie(j)◦µA

0
0 // ωA∨ // H
1
dR(A
∨/R) // Lie(A∨∨) // 0.
Here the first row is obtained from (2.4.3) by dualizing and the second row is
obtained by applying (2.4.3) to A∨.
Remark 2.4.6. We will always consider ωA∨ as a submodule of H
dR
1 (A/R)
via the left-hand square in (2.4.5).
Let A and B be abelian schemes over R and let λ : A→ B∨ be a homo-
morphism. We obtain a morphism fλ : H
dR
1 (A/R)
HdR1 (λ)−−−−−→ HdR1 (B∨/R)
Φ∨B−−→
HdR1 (B/R)
∨, which corresponds to a pairing
(·, ·)λ : HdR1 (A/R)×HdR1 (B/R)→ R.
Similarly the composition B
j−→ (B∨)∨ λ∨−−→ A∨ gives rise to a pairing (·, ·)λ∨ :
HdR1 (B/R)×HdR1 (A/R)→ R.
Lemma 2.4.7. Let a ∈ HdR1 (A/R), b ∈ HdR1 (B/R). Then
(a, b)λ = − (b, a)λ∨ .
Proof. The claim is equivalent to the equation fλ = −(fλ∨◦j)∨. First
(fλ∨◦j)∨ = HdR1 (j)∨ ◦HdR1 (λ∨)∨ ◦ ΦA. The naturality of the isomorphism
ΦA implies that the diagram
HdR1 (A/R)
ΦA //
HdR1 (λ)

HdR1 (A
∨/R)∨
HdR1 (λ
∨)∨

HdR1 (B
∨/R)
ΦB∨ // HdR1 (B
∨∨/R)∨
commutes. Thus (fλ∨◦j)∨ = HdR1 (j)∨ ◦ ΦB∨ ◦ HdR1 (λ). Comparing this
expression with fλ, we need to see that H
dR
1 (j)
∨ ◦ ΦB∨ = −Φ∨B. But this is
precisely the content of the diagram [2, 5.1.5.1]. 
Lemma 2.4.8. The submodules ωA∨ ⊂ HdR1 (A/R) and ωB∨ ⊂ HdR1 (B/R)
pair to zero under (·, ·)λ.
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Proof. By the definition of (·, ·)λ, the claim is equivalent to the composition
Lie(A∨)∨ → H1dR(A/R)∨
H1dR(λ)
∨
−−−−−→ H1dR(B∨/R)∨
Φ∨B−−→ H1dR(B/R)→ Lie(B∨)
being zero. Consider the following diagram.
Lie(A∨)∨
Lie(λ∨)∨ //

Lie(B∨∨)∨

−µ∨B◦Lie(j)∨ // ωB

H1dR(A/R)
∨H
1
dR(λ)
∨
// H1dR(B
∨/R)∨
Φ∨B // H1dR(B/R)
// Lie(B∨).
The left-hand square commutes by the functoriality of (2.4.3), and the right-
hand square commutes by Proposition 2.4.5. By (2.4.3) the composition
ωB → H1dR(B/R)→ Lie(B∨) is zero. 
2.5. Z(p)-isogenies. For a ring R denote by AR the additive category of
abelian schemes over R. For A,B ∈ ObAR we write HomR(A,B) =
HomAR(A,B). Let Γ ⊂ Q be a subring. We denote by AR ⊗ Γ the fol-
lowing category.
Ob(AR ⊗ Γ) = ObAR,
HomAR⊗Γ(A,B) = HomR(A,B)⊗Z Γ for A,B ∈ Ob(AR ⊗ Γ).
If Γ ⊂ Γ′ ⊂ Q are subrings, AR ⊗ Γ is a subcategory of AR ⊗ Γ′ by Corollary
A.11. A morphism in AR⊗Γ is called a Γ-isogeny if it is an isomorphism when
considered as a morphism in AR ⊗Q. By Proposition A.13 the Z-isogenies
are precisely the isogenies in the usual sense (see Definition A.5).
Remark 2.5.1. • For each subring Γ ⊂ Q, the additive functor AR →
AR, A 7→ A∨ extends uniquely to a functor AR ⊗ Γ→ AR ⊗ Γ.
• By Lemma A.15 the functor AR → CR, A 7→ A[p∞] extends uniquely
to AR ⊗ Z(p). Here we use the notation of the beginning of Appendix
A.
• Assume that R is a Z(p)-algebra. Then any additive functor F :
AR → MR extends uniquely to AR ⊗ Z(p). Here MR denotes the
category of R-modules. We will use this without further comment for
the functors introduced in the previous section.
Definition 2.5.2. Let f : A→ B be a Z(p)-isogeny over R. By functoriality
f induces a morphism f ′ : A[p∞] → B[p∞]. We call ker f := ker f ′ the
kernel of f . By Proposition A.14 the kernel ker f is a finite locally free group
scheme over R. We call deg f := rkR(ker f) the degree of f .
Remark 2.5.3. If we represent f a as a quotient f = g/n for some g ∈
HomR(A,B) and some n ∈ N≥1 coprime to p, we have ker f = (ker g)[p∞].
In particular the kernel of [p]A as an isogeny coincides with its kernel as a
Z(p)-isogeny. This will be used below without further comment.
2.6. Finite commutative group schemes over F. Denote by F the cat-
egory of finite commutative group schemes over F. It is an abelian category
by [4, III, §3, 7.4]. By loc. cit. the epimorphisms in F are faithfully flat, and
hence F is even an abelian subcategory of CF (notation of the beginning of
Appendix A).
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Recall from [4, IV, §3.5] that F is the product of four subcategories
F = F e,m × F e,u × F i,m × F i,u,
with
• F e,m the subcategory of e´tale multiplicative groups,
• F e,u the subcategory of e´tale unipotent groups,
• F i,m the subcategory of infinitesimal multiplicative groups,
• F i,u the subcategory of infinitesimal unipotent groups.
For G ∈ ObF we denote by G = Ge,m×Ge,u×Gi,m×Gi,u the corresponding
decomposition. These four subcategories can be described rather explicitly
as follows.
Denote by Abfin the category of finite abelian groups and by Abfin,p (resp.
Abfin,p′) its subcategory of groups of p-torsion (resp. of groups without p-
torsion), so that Abfin = Abfin,p × Abfin,p′ . For A ∈ ObAbfin denote by
AF ∈ ObF the corresponding constant group. The functor A 7→ AF induces
equivalences of categories
Afin,p
∼−→ F e,u and Afin,p′ ∼−→ F e,m.
Denote by D : F → F the (anti-)auto-equivalence given by Cartier duality
(see [4, II, §1, 2.10]). It restricts to auto-equivalences of F e,m and F i,u, while
inducing an equivalence F e,u → F i,m. This provides us with an explicit
understanding of the subcategory F i,m.
Finally denote by αp ∈ ObF the group given on R-valued points by
αp(R) = {r ∈ R | rp = 0}. Then every object of F i,u is a successive
extension of copies of αp.
This discussion implies that for G ∈ ObF we have
(2.6.1) G[p∞] = Ge,u ×Gi,m ×Gi,u.
Define rke,u(G) := rk(Ge,u).
Lemma 2.6.2. Let A
α−→ B β−→ C be Z(p)-isogenies of abelian varieties over
F. Then
rke,u ker(β ◦ α) = (rke,u kerβ) · (rke,u kerα).
Proof. By Proposition A.14 we obtain a short exact sequence 0→ kerα→
A[p∞]→ B[p∞]→ 0. It gives rise to a short exact sequence
0→ kerα→ ker(β ◦ α)→ kerβ → 0,
which induces a short exact sequence
0→ (kerα)e,u → (ker(β ◦ α))e,u → (kerβ)e,u → 0.
The statement follows from the fact that the rank function on F is multi-
plicative in short exact sequences, see [3, Corollary II.6.4]. 
Lemma 2.6.3. Let f : A→ B be a Z(p)-isogeny of abelian varieties over F.
Then ker f is e´tale if and only if the induced map ωB → ωA is surjective.
Proof. Write f = g/n with g ∈ HomF(A,B) and n ∈ N coprime to p. By
(2.6.1) we have ker g = ker f × (ker g)e,m and hence ker f is e´tale if and only
if ker g is e´tale. Thus we may assume that f = g.
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Let K = ker g with structure morphism α : K → SpecF. Pulling back
the usual exact sequence g∗Ω1B/F → Ω1A/F → Ω1A/B → 0 under the identity
section eA : SpecF → A gives an exact sequence ωB → ωA → ωK → 0.
Thus ωB → ωA is surjective if and only if ωK = 0. From the equalities
ωK = e
∗
KΩ
1
K/F and Ω
1
K/F = α
∗ωK , see [4, II, §4, 3.4], we conclude that
ωK = 0 if and only if Ω
1
K/F = 0, which in turn is equivalent to K being
e´tale. 
Corollary 2.6.4. Let f : A→ B be a Z(p)-isogeny of abelian varieties over
F. Then ker f is e´tale if and only if the equality
HdR1 (B) = imH
dR
1 (f) + ωB∨
holds.
Proof. From (2.4.3) we obtain the following commutative diagram with exact
rows.
(2.6.5)
0 // ωA∨ //

HdR1 (A/F)
HdR1 (f)

// ω∨A //

0
0 // ωB∨ // H
dR
1 (B/F) // ω∨B // 0.
By Lemma 2.6.3 we know that ker f is e´tale if and only if ωB → ωA is
surjective. As A and B are isogenous, they have the same dimension and
hence ωA and ωB are F-vector spaces of the same dimension. Consequently
ωB → ωA is surjective if and only if ω∨A → ω∨B is surjective. In view of (2.6.5)
this is the case if and only if HdR1 (B/F) = imHdR1 (f) + ωB∨ . 
2.7. Morphisms of (polarized) multichains. For the convenience of the
reader we want to make explicit three definitions which are only implicit in
[32, Section 3]. We assume that V 6= 0 in the notation of loc. cit.
We make the following addition to [32, Definition 3.6], freely using its
notation.
Definition 2.7.1. Let R be a Zp-algebra and let
M = (MΛ, ρΛ′,Λ : MΛ →MΛ′ , θΛ,b : M bΛ ∼−→MbΛ),
M′ = (M ′Λ, ρ′Λ′,Λ : M ′Λ →M ′Λ′ , θ′Λ,b : M ′bΛ ∼−→M ′bΛ)
be chains of OB ⊗Zp R-modules of type (L). A morphism M → M′ is a
tuple ϕ = (ϕΛ)Λ∈L of isomorphisms of OB ⊗Zp R-modules ϕΛ : MΛ → M ′Λ
such that the diagrams
(2.7.2)
MΛ
ρΛ′,Λ //
ϕΛ

MΛ′
ϕΛ′

M ′Λ
ρ′
Λ′,Λ // MΛ′ ,
M bΛ
θΛ,b //
ϕΛ

MbΛ
ϕbΛ

M ′bΛ
θ′Λ,b // M ′bΛ
commute for all Λ ⊂ Λ′ in L and all b ∈ B× that normalize OB.1
1Note that the first diagram merely states that ϕ is a natural transformation M→M′
of functors on L.
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We make the following addition to [32, Definition 3.10] and the discussion
following it, freely using its notation.
Definition 2.7.3. Let R be a Zp-algebra and let M = (M1, . . . ,Mm) and
M′ = (M′1, . . . ,M′m) be multichains of OB ⊗Zp R-modules of type (L). For
Λ ∈ L denote by MΛ (resp. M ′Λ) the OB ⊗Zp R-module associated with Λ by
M (resp. by M′).
A morphism M → M′ is a tuple ϕ = (ϕ1, . . . , ϕm) of morphism ϕi :
Mi →M′i of chains of OBi ⊗Zp R-modules of type (Li).
If Λ ∈ L has the decomposition Λ = Λ1 × . . .Λm, Λi ∈ Li, we set
ϕΛ = ϕ1,Λ1 × · · · × ϕm,Λm : MΛ → M ′Λ. In this way ϕ becomes a natural
transformation M→M′ of functors on L.
We denote by Isom(M,M′) the functor on the category of R-algebras with
Isom(M,M′)(R′) the set of morphismsM⊗RR′ →M′⊗RR′ of multichains
of OB ⊗Zp R′-modules of type (L). We also write Aut(M) = Isom(M,M).
We make the following addition to [32, Definition 3.14], freely using its
notation.
Definition 2.7.4. Let R be a Zp-algebra and letM0 andM′0 be multichains
of OB ⊗Zp R-modules of type (L). For Λ ∈ L denote by MΛ (resp. M ′Λ) the
OB ⊗Zp R-module associated with Λ by M0 (resp. by M′0). Let E = (EΛ :
MΛ×MΛ∗ → R) and E ′ = (E ′Λ : M ′Λ×M ′Λ∗ → R) be polarizations ofM0 and
M′0, respectively, so that M = (M0, E) and M′ = (M′0, E ′) are polarized
multichains of OB ⊗Zp R-modules of type (L)
A similitude M→M′ is a morphism ϕ = (ϕΛ) : M0 →M′0 such that
there exists a c = c(ϕ) ∈ R× with
(2.7.5) ∀Λ ∈ L∀(x, y) ∈MΛ ×MΛ∗ : E ′Λ(ϕΛ(x), ϕΛ∗(y)) = cEΛ(x, y).
A morphism M→M′ is a similitude ϕ :M→M′ with c(ϕ) = 1.
We denote by Isom(M,M′) (resp. Sim(M,M′)) the functor on the cate-
gory of R-algebras with Isom(M,M′)(R′) (resp. Sim(M,M′)(R)) the set of
morphisms (resp. similitudes)M⊗RR′ →M′⊗RR′ of polarized multichains
of OB ⊗Zp R′-modules of type (L). We also write Aut(M) = Isom(M,M)
and Sim(M) = Sim(M,M).
Note that for a similitude ϕ, the unit c(ϕ) ∈ R× is indeed uniquely
determined in view of the assumption V 6= 0 and the perfectness of the EΛ,
justifying the notation.
Denote by K the completion of the maximal unramified extension of Qp
and by OK the valuation ring of K.
Proposition 2.7.6. LetM be a polarized multichain of OB⊗ZpOK-modules
of type (L). Then the OK-group schemes Aut(M) and Sim(M) are smooth
and affine.
Proof. Clearly Aut(M) and Sim(M) are affine group schemes of finite type
over OK . By a theorem of Cartier (see for example [4, II, §6, 1.1]), Aut(M)
is smooth at all points of its generic fiber. By [32, Theorem 3.16] the base-
change Aut(M)⊗OK OK/pn is smooth over OK/pn for every n ∈ N. Using
[12, Proposition 17.14.2] this implies that Aut(M) is also smooth at all
points lying over (p) ∈ SpecOK . Hence Aut(M) is smooth everywhere.
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Consider the sequence 1 → Aut(M) → Sim(M) c−→ Gm,OK → 1 of e´tale
sheaves on OK . By definition it is exact on the left. Let R be an OK-algebra
and let x ∈ R×. As p 6= 2, e´tale locally on R there is an element y ∈ R×
with y2 = x. Then c
(
M ·y−→M
)
= x, so that the sequence is also exact
on the right. The smoothness of Sim(M) then follows from the following
lemma. 
Lemma 2.7.7. Let S be a scheme, let F,G,H be group schemes over S and
let 0 → F ϕ−→ G ψ−→ H → 0 be a short exact sequence of e´tale sheaves of
groups on S. Let P be a property of morphisms of schemes over S which is
stable under base-change and local on the target for the e´tale topology. Then
ψ : G→ H has P if and only if the structural morphism F → S has P.
Proof. As ψ : G→ H is surjective, there is an e´tale covering (Ui hi−→ H)i∈I
such that for each i ∈ I there is a morphism gi : Ui → G with ψ ◦ gi = hi.
Denote by α : G×S F → G the map with α(g, f) = g · ϕ(f). For each i ∈ I
the following diagrams commute and are cartesian.
Ui ×S F gi×idF //
prUi

G×S F
prG

α // G
ψ

Ui
gi //
hi
22G
ψ // H,
F

ϕ // G
ψ

S
eH // H.
From this the statement is obvious. 
We also have the following related statement.
Proposition 2.7.8. Let R be a Zp-algebra which is separated and complete
for the p-adic topology on R. Let M and M′ be multichains (resp. polar-
ized multichains) of OB ⊗Zp R-modules of type (L). The canonical map
Isom(M,M′)(R)→ Isom(M,M′)(R/pn) is surjective for all n ∈ N≥1.
Proof. Set I = Isom(M,M′). Clearly I is representable by an affine scheme
over R. By [32, Theorem 3.11] (resp. [32, Theorem 3.16]) we know that
the base-change I ⊗R R/pn is in particular formally smooth over R/pn
for every n ∈ N. This easily implies the statement in view of I(R) =
limn∈N I(R/pn). 
3. The general case
We assume that the reader is familiar with at least the definitions of [32,
3.1-3.27] and [32, 6.1-6.9]. The required results on orders in semisimple
algebras can all be found in Reiner’s excellent [33]. In Sections 3.1 through
3.3 we recall from [32] the general setup of integral models of PEL-type
Shimura varieties and their local models. We want to emphasize that all of
the results proven in these sections are standard and well-known.
3.1. PEL data. A PEL datum consists of the following objects.
(1) A finite-dimensional semisimple Q-algebra B.
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(2) A positive2 involution ∗ on B.
(3) A finitely generated left B-module V . We assume that V 6= 0.
(4) A symplectic form (·, ·) : V × V → Q on the underlying Q-vector
space of V , such that for all v, w ∈ V and all b ∈ B the relation
(bv, w) = (v, b∗w)
is satisfied.
(5) An element J ∈ EndB⊗R(V ⊗R) with J2+1 = 0 such that the bilinear
form (·, J ·)R : VR × VR → R is symmetric and positive definite.
We also fix the following data.
(a) A Z-order OB in B such that OB ⊗ Zp is a maximal Zp-order in
B ⊗Qp. We assume that OB ⊗ Zp is stable under ∗.
(b) A self-dual multichain L of OB ⊗ Zp-lattices in V ⊗Qp.
Denote by G the group on the category of Q-algebras with
G(R) =
{
g ∈ GLB⊗R(V ⊗R) | ∃c = c(g) ∈ R×
( ∀x, y ∈ V ⊗R
(gx, gy)R = c (x, y)R
)}
.
Note that for g ∈ G(R), the unit c(g) ∈ R× is indeed uniquely determined
in view of the assumption V 6= 0 and the perfectness of (·, ·), justifying the
notation. We also denote by c : G→ Gm,Q the resulting morphism.
Let Λ ∈ L. We deviate slightly from the notation of [32] in writing
Λ∨ = {x ∈ VQp | (x,Λ)Qp ⊂ Zp} (in loc. cit. the notation Λ∗ is used instead).
We denote by (·, ·)Λ : Λ× Λ∨ → Zp the restriction of (·, ·)Qp . It is a perfect
pairing and induces an isomorphism Λ∨ ∼−→ Λ∨,Zp of OB ⊗ Zp-modules,
justifying the notation. For Λ ⊂ Λ′ in L we denote by ρΛ′,Λ : Λ → Λ′ the
inclusion. For b ∈ (B⊗Qp)× in the normalizer of OB⊗Zp let ϑΛ,b : Λb → bΛ
be the isomorphism given by multiplication with b. Then (Λ, ρΛ′,Λ, ϑΛ,b, (·, ·)Λ)
is a polarized multichain of OB ⊗Zp-modules of type (L) which, by abuse of
notation, we also denote denote by L.
Let B ⊗Qp = B1 × · · · ×Bm be the decomposition into simple factors. It
induces a decomposition
(3.1.1) OB ⊗ Zp = OB1 × · · · × OBm
and each OBi is a maximal Zp-order in Bi.
We also get a decomposition V ⊗Qp = V1 × · · · × Vm into left Bi-modules
Vi. Denote by Li the projection of L to Vi. It is a chain of OBi-lattices in
Vi. For Λ ∈ L we denote by Λ = Λ1 × · · · × Λm, Λi ∈ Li the corresponding
decomposition.
Denote by VC,±i the (±i)-eigenspace of JC. Complex conjugation induces
an isomorphism VC,i → VC,−i and consequently
(3.1.2) dimC VC,i = dimC VC,−i =
1
2
dimQ V.
As VC,−i is a B ⊗ C-module we get a morphism detVC,−i : VB⊗C → A1C.
Consider the reflex field E = Q(trC(b ⊗ 1|VC); b ∈ B). From Proposition
2By this we mean that the involution on B ⊗ R arising from ∗ via base-change is a
positive involution in the sense of [18, §2].
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2.3.5 we know that detVC,−i is defined over OE . Fix a place Q of OE lying
over p.
3.2. Self-dual L-sets of abelian varieties. Let R be a ring. Let us recall
from [32, 6.3] the category AVR of pairs (A, κ), where A ∈ Ob(AR⊗Z(p)) and
κ : OB ⊗Z(p) → EndAR⊗Z(p)(AΛ) is an action. A morphism (A, κ)→ (A′, κ′)
in AVR is a morphism A→ B in AR ⊗ Z(p) compatible with κ and κ′.
In loc. cit. a morphism (A, κ)→ (A, κ′) is called an “isogeny in AVR” if
the underlying morphism A→ A′ is a Z(p)-isogeny in our sense. Implicit in
loc. cit. is the notion of a “quasi-isogeny (A, κ)→ (A′, κ′) in AVR”, which in
our terminology is a Q-isogeny A→ A′ compatible with κ and κ′. To avoid
any confusion we will always spell out our terminology instead of using these
two terms.
We make the following addition to [32, Definition 6.5] and the discussion
following it, freely using its notation.3
Definition 3.2.1. Let R be a ring. A self-dual L-set of abelian varieties
over R consists of an L-set (AΛ, %Λ′,Λ) of abelian varieties over R together
with a system (λΛ)Λ∈L of isomorphisms λΛ : AΛ → A∨Λ∨ in AVR satisfying
the following conditions for all Λ ⊂ Λ′ in L.
(1) The diagram
AΛ
%Λ′,Λ //
λΛ

AΛ′
λΛ′

A∨Λ∨
%∨
Λ∨,Λ′∨// A∨Λ′∨
commutes.
(2) The morphism AΛ
λΛ−−→ A∨Λ∨
%∨
Λ∨,Λ−−−−→ A∨Λ is symmetric.
Let (AΛ, %Λ′,Λ, λΛ) and (A
′
Λ, %
′
Λ′,Λ, λ
′
Λ) be self-dual L-sets of abelian varieties
over R. A morphism (AΛ, %Λ′,Λ, λΛ) → (A′Λ, %′Λ′,Λ, λ′Λ) is a tuple (ϕΛ)Λ∈L
of isomorphisms ϕΛ : AΛ → A′Λ in AVR such that the following diagrams
commute for all Λ ⊂ Λ′ in L.
AΛ
%Λ′,Λ //
ϕΛ

AΛ′
ϕΛ′

A′Λ
%′
Λ′,Λ // A′Λ′ ,
AΛ
ϕΛ //
λΛ

A′Λ
λ′Λ

A∨Λ∨ A
′∨
Λ∨ .
ϕ∨
Λ∨oo
Remark 3.2.2. Let R be a ring and let (AΛ, %Λ′,Λ) be a (self-dual) L-set of
abelian varieties over R. Given b ∈ B× ∩ (OB ⊗Z(p)) normalizing OB ⊗Z(p)
and Λ ∈ L, there is by definition a periodicity isomorphism θΛ,b : AbΛ ∼−→ AbΛ
in AVR such that the composition %Λ,bΛ ◦ θΛ,b is equal to AbΛ b−→ AΛ. Here
AbΛ
b−→ AΛ denotes the morphism given by multiplication with b via the action
of OB⊗Z(p) on AΛ. The morphism θΛ,b is a priori only assumed to exist, but
working in AR⊗Q one immediately sees that it is in fact uniquely determined.
3But recall that we denote the dual of an abelian scheme A by A∨, whereas in loc. cit.
it is denoted by A∧.
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Definition 3.2.3. Let R be an OEQ-algebra. We say that a (self-dual) L-set
of abelian varieties (AΛ, %Λ′,Λ) over R is of determinant detVC,−i if for all
Λ ∈ L we have an equality
detLieAΛ = detVC,−i ⊗OER
of morphisms VOB⊗R → A1R.
Remark 3.2.4. Let R be an OEQ-algebra and let A ∈ Ob(AVR). Assume
that detLieA = detVC,−i ⊗OER. Then dimRA = dimC VC,−i by Lemma 2.3.4.
Definition 3.2.5. We denote by A the functor on the category of OEQ-
algebras with A(R) the set of isomorphism classes of self-dual L-sets of
abelian varieties of determinant detVC,−i over R.
Proposition 3.2.6. Let R be an OEQ-algebra and let A = (AΛ, %Λ′,Λ, λΛ) ∈
A(R). For Λ ∈ L let EΛ : HdR1 (AΛ)×HdR1 (AΛ∨)→ R be the pairing denoted
by (·, ·)λΛ in Section 2.4. Then (HdR1 (AΛ))Λ, equipped with the pairings
(EΛ)Λ, is a polarized multichain of OB ⊗R-modules of type (L).
Proof. Let Λ ⊂ Λ′ in L be neighbors. The existence of OB⊗R-isomorphisms
HdR1 (AΛ) ' ΛR and HdR1 (AΛ′)/ imHdR1 (%Λ′,Λ) ' (Λ′/Λ)R locally on R
is shown in [32, 3.23 c)-d)]. Using an approximation argument one sees
that the periodicity isomorphisms of A induce periodicity isomorphisms of
(HdR1 (AΛ))Λ. Consequently (H
dR
1 (AΛ))Λ is a multichain of OB ⊗R-modules
of type (L).
By definition the composition λΛ∨ ◦ %Λ∨,Λ is symmetric, so that
%∨Λ∨,Λ ◦ λ∨Λ∨ = (λΛ∨ ◦ %Λ∨,Λ)∨ = λΛ∨ ◦ %Λ∨,Λ = %∨Λ∨,Λ ◦ λΛ.
As %∨Λ∨,Λ is a Q-isogeny we deduce, using Proposition A.10, that λ
∨
Λ∨ = λΛ.
By Lemma 2.4.7 we therefore have
EΛ(m,m′) = −EΛ∨(m′,m), m ∈ HdR1 (AΛ),m′ ∈ HdR1 (AΛ∨).
The other properties required for making (EΛ)Λ into a polarization of the mul-
tichain (HdR1 (AΛ))Λ follow easily from analogous properties of the morphisms
λΛ. 
Definition 3.2.7. We denote by A˜ the functor on the category of OEQ-
algebras with A˜(R) the set of isomorphism classes of pairs (A, γ), where A
is a self-dual L-set of abelian varieties of determinant detVC,−i over R and
γ : HdR1 (A)
∼−→ L⊗R
is an isomorphism of polarized multichains of OB ⊗R-modules of type (L).4
Denote by ϕ˜ : A˜ → A the morphism given on R-valued points by A˜(R)→
A(R), (A, γ) 7→ A.
Aut(L) acts from the left on A˜ via g · (A, γ) = (A, g ◦ γ) and ϕ˜ is invariant
for this action.
4Here two pairs (A, γ) and (A′, γ′) are considered to be isomorphic if there is an
isomorphism γ : A → A′ of self-dual L-sets of abelian varieties over R such that ϑ =
ϑ′ ◦HdR1 (γ).
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Proposition 3.2.8. The morphism ϕ˜F : A˜F → AF is an Aut(L)F-torsor
for the e´tale topology. In particular ϕ˜(F) is an Aut(L)(F)-torsor in the
set-theoretic sense.
Proof. We use the criterion [4, III, §4, 1.7(ii)]. That ϕ˜ is surjective for the
e´tale topology follows from [32, Theorem 3.14], which implies that for any
F-algebra R, any two polarized multichains of OB ⊗R-modules of type (L)
are isomorphic e´tale locally on R. The other property required in loc. cit. is
trivially satisfied. 
Remark 3.2.9. The preceding statement holds more generally, see [25,
Theorem 2.2].
3.3. The local model diagram and the KR stratification.
Lemma 3.3.1. Let R be an OEQ-algebra, let Λ ∈ L and let
0→ tΛ → ΛR → t′Λ → 0,
0→ tΛ∨ → (Λ∨)R → t′Λ∨ → 0
be short exact sequences of OB ⊗ R-modules. Assume that t′Λ and t′Λ∨ are
finite locally free over R and that we have equalities
dett′Λ = detVC,−i ⊗OER = dett′Λ∨ .
Denote by ψ : (Λ∨)R
∼−→ (ΛR)∨,R the isomorphism corresponding to (·, ·)Λ,R.
Then the following statements are equivalent.
(1) The composition (t′Λ)
∨,R → (ΛR)∨,R ψ
−1
−−→ (Λ∨)R → t′Λ∨ is zero.
(2) The submodules tΛ and tΛ∨ pair to zero under (·, ·)Λ,R.
(3) t
⊥,(·,·)Λ,R
Λ = tΛ∨.
Proof. Consider the following diagram with exact rows.
0 // (t′Λ)
∨,R // (ΛR)∨,R // t
∨,R
Λ
// 0
0 // tΛ∨ // (Λ
∨)R //
ψ'
OO
t′Λ∨ // 0
Condition (1) is equivalent to ψ−1((t′Λ)
∨,R) ⊂ tΛ∨ , condition (2) is equiva-
lent to ψ(tΛ∨) ⊂ (t′Λ)∨,R and condition (3) is equivalent to ψ inducing an
isomorphism tΛ∨
∼−→ (t′Λ)∨,R.
Now (t′Λ)
∨,R and tΛ∨ are locally direct summands in (ΛR)∨,R and (Λ∨)R,
respectively. By (3.1.2) and Proposition 2.3.5(2) both have the same rank
over R. This implies the desired equivalences. 
We will use the following obvious variant of [32, Definition 3.27], adding
one condition which seems natural to us and which will be used below.
Definition 3.3.2. The local model M loc is the functor on the category of
OEQ-algebras with M loc(R) the set of tuples (tΛ)Λ∈L of OB ⊗R-submodules
tΛ ⊂ ΛR satisfying the following conditions for all Λ ⊂ Λ′ in L.
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(1) We have ρΛ′,Λ,R(tΛ) ⊂ tΛ′, so that we get a commutative diagram
tΛ //

tΛ′

ΛR
ρΛ′,Λ,R// Λ′R.
(2) The quotient ΛR/tΛ is a finite locally free R-module.
(3) We have an equality
detΛR/tΛ = detVC,−i ⊗OER
of morphisms VOB⊗R → A1R.
(4) Under the pairing (·, ·)Λ,R : ΛR × Λ∨R → R, the submodules tΛ and
tΛ∨ pair to zero.
(5) We have ϑΛ,b,R(t
b
Λ) = tbΛ for all b ∈ (B ⊗ Qp)× that normalize
OB ⊗ Zp.
Remark 3.3.3. By definition, M loc is a closed subscheme of a finite product
of Grassmannians. In particular M loc is a projective scheme over SpecOEQ .
Remark 3.3.4. Let R be an OEQ-algebra and (tΛ)Λ ∈M loc(R). For Λ ∈ L
the decomposition Λ = Λ1×· · ·×Λm induces a decomposition tΛ = tΛ,1×· · ·×
tΛ,m into OBi ⊗R-submodules tΛ,i ⊂ Λi,R. Let i ∈ {1, . . . ,m} and let Λ ⊂ Λ′
in L with Λi = Λ′i. From condition 3.3.2(1) we conclude that tΛ,i ⊂ tΛ′,i.
From condition 3.3.2(3) we conclude (using Lemma 2.3.8 and Lemma 2.3.4)
that tΛ,i and tΛ′,i both have the same rank over R. Thus tΛ,i = tΛ′,i in view
of 3.3.2(2). Consequently we may unambiguously write tΛi = tΛ,i.
We conclude that the family (tΛ)Λ∈L is determined by to the tuple of
families (
(tΛ1)Λ1∈L1 , . . . , (tΛm)Λm∈Lm
)
.
In view of Lemma 2.3.8, all conditions of Definition 3.3.2 with the exception
of condition (4) translate into independent conditions on the individual (tΛi).
Lemma 3.3.5. Let R be an OEQ-algebra and let ((AΛ), (γΛ)) ∈ A˜(R). For
Λ ∈ L define tΛ := γΛ(ωA∨Λ) ⊂ ΛR (see Remark 2.4.6). Then (tΛ)Λ ∈
M loc(R).
Proof. Conditions 3.3.2(1) and 3.3.2(5) are fulfilled as the inclusion ωA∨ ⊂
HdR1 (A/R) is functorial in the abelian scheme A/R. From Section 2.4 we
know that HdR1 (A/R)/ωA∨ ' Lie(A), so that conditions 3.3.2(2) and 3.3.2(3)
are fulfilled in view of the assumption that (AΛ)Λ is of determinant detVC,−i .
Finally condition 3.3.2(4) is satisfied by Lemma 2.4.8. 
Definition 3.3.6. Denote by ψ˜ : A˜ →M loc the morphism given on R-valued
points by
A˜(R)→M loc(R),
((AΛ), (γΛ)) 7→ (γΛ(ωA∨Λ))Λ.
Aut(L) acts from the left on M loc via (ϕΛ) · (tΛ) = (ϕΛ(tΛ)) and ψ˜ is
equivariant for this action.
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Definition 3.3.7. The diagram
A˜
ϕ˜
  
ψ˜
!!
A M loc
is called the local model diagram.
Consider the decomposition
M loc(F) =
∐
x∈Aut(L)(F)\M loc(F)
M locx
into Aut(L)(F)-orbits.
Remark 3.3.8. Let x ∈ Aut(L)(F)\M loc(F). By [32, Theorem 3.16] the
F-group Aut(L)F is smooth and affine. This implies that the subset M locx ⊂
M loc(F) is locally closed, and we equip it with the reduced scheme structure.
Thus M locx is a smooth quasi-projective variety over F.
For x ∈ Aut(L)(F)\M loc(F), set A˜x = ψ˜(F)−1(M locx ) and Ax = ϕ˜(F)(A˜x).
We claim that we obtain set-theoretic decompositions
A˜(F) =
∐
x∈Aut(L)(F)\M loc(F)
A˜x, A(F) =
∐
x∈Aut(L)(F)\M loc(F)
Ax.
First ϕ˜(F) is surjective by Proposition 3.2.8, so that
A(F) =
⋃
x∈Aut(L)(F)\M loc(F)
Ax.
Let x, y ∈ Aut(L)(F)\M loc(F) and assume that A ∈ Ax∩Ay. If (A, γx) ∈ A˜x
and (A, γy) ∈ A˜y are preimages of A under ϕ˜(F), there is a g ∈ Aut(L)(F)
with g · (A, γx) = (A, γy). Then
ψ˜(F)((A, γy)) = ψ˜(F)(g · (A, γx)) = g · ψ˜(F)((A, γx)).
As the left-hand side is contained in M locy and the right-hand side is contained
in M locx , we deduce that x = y.
Definition 3.3.9. The decomposition
A(F) =
∐
x∈Aut(L)(F)\M loc(F)
Ax
is called the Kottwitz-Rapoport (or KR) stratification on A.
3.4. Digression on simple algebras. LetD/Qp be a finite division algebra.
We denote by OD ⊂ D its unique maximal Zp-order, see [33, Theorem
12.8]. Denote by p ⊂ OD the unique maximal ideal and by k = OD/p the
corresponding residue field, see [33, Theorem 13.2]. Every simple left (resp.
right) OD-module is isomorphic to k.
Let A/Qp be a finite simple algebra and let OA ⊂ A be a maximal Zp-
order. By [33, Theorem 17.3] there exist a finite division algebra D/Qp, an
integer n ∈ N and an isomorphism A 'Mn×n(D) inducing an isomorphism
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OA 'Mn×n(OD). By [33, 17.8] every simple left (resp. right) Mn×n(OD)-
module is isomorphic to kn = Mn×1(k) (resp. kn = M1×n(k)). We note the
following consequence for reference below.
Remark 3.4.1. Let A/Qp be a finite simple algebra and let OA ⊂ A be
a maximal Zp-order. Then there is an integer N such that all simple left
OA-modules and all simple right OA-modules have cardinality N .
3.5. The p-rank on a KR stratum.
Definition 3.5.1. The multichain L is called complete if for any two neigh-
bors Λ ⊂ Λ′ in L, the quotient Λ′/Λ is a simple OB ⊗ Zp-module.
Let R be a ring and let (A, κ), (A′, κ′) ∈ AVR. By functoriality and Remark
A.16, the action κ induces an action OB⊗Zp → End(A[p∞]). Let % : A→ A′
be a morphism in AVR which is a Z(p)-isogeny. Again by functoriality, the
action OB ⊗ Zp → End(A[p∞]) induces an action OB ⊗ Zp → End(ker %).
Consequently (3.1.1) induces a decomposition ker % = (ker %)1×· · ·×(ker %)m
into closed subschemes. In fact the (ker %)i are finite locally free group
schemes by Lemma A.3. The action OB ⊗Zp → End(ker %) decomposes into
actions OBi → End((ker %)i).
Lemma 3.5.2. Assume that L is complete. Let (AΛ, %Λ′,Λ) be an L-set of
abelian varieties over F and let Λ ⊂ Λ′ be neighbors in L. Then ker %Λ′,Λ is
either e´tale unipotent or infinitesimal multiplicative or infinitesimal unipotent.
Proof. As Λ and Λ′ are neighbors, there is a unique i0 ∈ {1, . . . ,m} with
Λi0 ) Λ′i0 and as L is complete we know that Λ′i0/Λi0 is a simple left OBi0 -
module. Let N = |Λ′i0/Λi0 |. By the definition of an L-set of abelian varieties
we know that (ker %Λ′,Λ)i = 0 for i 6= i0 and that G := (ker %Λ′,Λ)i0 has rank
N over F.
The action OBi0 → EndG induces on G(F) the structure of a left OBi0 -
module and as |G(F)| ≤ rkG = N , Remark 3.4.1 implies |G(F)| ∈ {0, N}.
As |G(F)| = rk(Ge,u), we conclude that Ge,u ∈ {0, G}.
We also obtain on D(G)(F) the structure of a right OBi0 -module and we
analogously obtain that D(G)e,u ∈ {0, D(G)}. As D(G)e,u = D(Gi,m), it
follows that also Gi,m ∈ {0, G}. 
Definition 3.5.3 ([22, p. 146-147]). Let A/F be an abelian variety. The
integer logp rke,uA[p] = logp rki,mA[p] is called the p-rank of A.
Proposition 3.5.4. Assume that L is complete. Let (AΛ, %Λ′,Λ) be an L-set
of abelian varieties over F. Let Λ ∈ L and choose a sequence p−1Λ = Λ(0) )
Λ(1) ) · · · ) Λ(k) = Λ of neighbors Λ(j−1) ) Λ(j) in L. Define
Je,u = {j ∈ {1, . . . , k} | ker %Λ(j−1),Λ(j) is e´tale}.
The p-rank of AΛ is equal to∑
j∈Je,u
logp |Λ(j−1)/Λ(j)|.
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Proof. Denote by θp−1Λ,p : Ap−1Λ
∼−→ AΛ the periodicity isomorphism, see
Remark 3.2.2, so that
[p]AΛ = θp−1Λ,p ◦
k∏
j=1
%Λ(j−1),Λ(j) .
Using Lemma 2.6.2 this implies
rke,uAΛ[p] =
k∏
j=1
rke,u ker %Λ(j−1),Λ(j) .
Lemma 3.5.2 and the definition of an L-set of abelian varieties yield
rke,u ker %Λ(j−1),Λ(j) =
{
|Λ(j−1)/Λ(j)| if j ∈ Je,u,
1 otherwise.

Proposition 3.5.5. Let A = (AΛ, %Λ′,Λ) ∈ A(F), choose a lift A′ ∈ A˜(F) of
A under ϕ˜(F) and let (tΛ) = ψ˜(F)(A′) ∈M locx . Let Λ ⊂ Λ′ in L. Then
(3.5.6)
ker %Λ′,Λ is multiplicative
⇔ ρΛ′,Λ,F(tΛ) = tΛ′
and
(3.5.7)
ker %Λ′,Λ is e´tale
⇔ Λ′F = im ρΛ′,Λ,F + tΛ′ .
Proof. Write % = %Λ′,Λ. By [22, §15, Theorem 1] we have an equality
ker(%∨) = D(ker %). Consequently ker % is multiplicative if and only if
ker(%∨) is e´tale, which by Lemma 2.6.3 is the case if and only if the induced
map ωA∨Λ → ωA∨Λ′ is surjective. Using the functoriality of the inclusion
ωA∨Λ ⊂ HdR1 (AΛ) and the definition of ψ˜, we obtain (3.5.6). Furthermore
(3.5.7) follows at once from Corollary 2.6.4. 
Corollary 3.5.8. Let x ∈ Aut(L)(F)\M loc(F) and (AΛ, %Λ′,Λ), (A′Λ, %′Λ′,Λ) ∈
Ax. Let Λ ⊂ Λ′ in L. Then ker %Λ′,Λ is e´tale if and only if ker %′Λ′,Λ is e´tale.
Proof. For (tΛ) ∈ M loc(F), the condition Λ′F = im ρΛ′,Λ,F + tΛ′ is clearly
invariant under the Aut(L)(F)-action on M loc(F). The claim therefore
follows from (3.5.7). 
Theorem 3.5.9. Assume that L is complete. Let x ∈ Aut(L)(F)\M loc(F)
and (AΛ, %Λ′,Λ), (A
′
Λ, %
′
Λ′,Λ) ∈ Ax. Let Λ,Λ′ ∈ L. Then the p-ranks of AΛ
and A′Λ′ coincide. In other words, the p-rank is constant on a KR stratum.
Proof. The p-rank of an abelian variety is an isogeny invariant by [22, p.
147], so that it suffices to treat the case Λ = Λ′. The statement then follows
from Proposition 3.5.4 and Corollary 3.5.8. 
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3.6. Digression on local fields. Denote by K ′ the maximal unramified
extension of Qp and by K the completion of K ′. Denote by OK′ and OK
the valuation ring of K and K ′, respectively. We identify the residue field
of both K ′ and K with F. We denote by σ the Frobenius automorphism on
both K ′ and K, inducing the usual Frobenius F→ F, x 7→ xp on the residue
field.
Let F/Qp be a finite extension. We will always denote by OF the valuation
ring of F . Let F ′ be the maximal unramified extension of Qp in F . Denote
by Ξ the set of all Qp-embeddings F ′ ↪→ K ′. For ξ ∈ Ξ we define Lξ =
F ⊗F ′,ξ K. Then Lξ is a finite field extension of K, with valuation ring
OLξ = OF ⊗OF ′ ,ξ OK . There are canonical isomorphisms
F ⊗K =
∏
ξ∈Ξ
Lξ, OF ⊗OK =
∏
ξ∈Ξ
OLξ .(3.6.1)
Let n ∈ N and consider the simple Qp-algebra A = Mn×n(F ) and the
maximal Zp-order OA = Mn×n(OF ) in A. Write Aξ = Mn×n(Lξ) and
OAξ = Mn×n(OLξ), so that (3.6.1) induces decompositions
A⊗K =
∏
ξ∈Ξ
Aξ, OA ⊗OK =
∏
ξ∈Ξ
OAξ .(3.6.2)
In particular we see that OA ⊗OK is a maximal OK-order in the K-algebra
A⊗K.
Lemma 3.6.3. Let W be a finite left A ⊗K-module and let Λ and Λ′ be
OA ⊗OK-lattices in W . Then Λ ' Λ′ as OA ⊗OK-modules.
Proof. In view of (3.6.2) we may assume that A ⊗ K = Mn×n(L) and
OA ⊗OK = Mn×n(OL) for some finite extension L/K with valuation ring
OL.
As Λ is also anOL-lattice inW , it is a freeOL-module of rankN = dimLW .
Let λ be the OL-module corresponding to the Mn×n(OL)-module Λ under
Morita equivalence (see [33, §§16]). There is an isomorphism Λ ' λn×1 of
Mn×n(OL)-modules, so that λ is free of rank N/n over OL. Consequently
the isomorphism type of λ is determined by the integer N , and by Morita
equivalence the same is therefore true for Λ. 
3.7. Embedding the local model into a p-adic flag set. Denote by G′
the group on the category of Q-algebras with G′(R) = GLB⊗R(V ⊗R). By
definition we have G(R) ⊂ G′(R) and we denote by ι : G ↪→ G′ the inclusion.
Clearly G′ is a connected reductive group.
Recall the various decompositions induced by (3.1.1).
Lemma 3.7.1. The base-change G′Qp is quasi-split if and only if for each
1 ≤ i ≤ m with Vi 6= {0}, there exist a finite extension Fi/Qp and an integer
ni ∈ N such that Bi 'Mni×ni(Fi).
Proof. Let 1 ≤ i ≤ m. There are a finite division algebra Di over Qp
and an integer ni ∈ Z such that Bi ' Mni×ni(Di). Let vi be the left Di-
module corresponding under Morita equivalence to the left Bi-module Vi.
Then GLBi⊗R(Vi ⊗ R) = GLDi⊗R(vi ⊗ R) for any Qp-algebra R. As G′Qp
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decomposes into the product of these groups, it suffices to show the following
statement.
Claim. Let D/Qp be a finite division algebra and let n ∈ N≥1. Then the
connected reductive Qp-group H with H(R) = GLn(D ⊗Qp R) is quasi-split
if and only if D is a field.
Denote by K the center of D and by F ⊃ K a maximal subfield of D.
Consider the connected reductive K-group H ′ with H ′(R) = GLn(D ⊗K R),
and the torus T ′ = ResF/K Dn,F in H ′. Using that dimK D = (dimK F )2
(see [33, 7.15]), one checks immediately (by passing to an algebraic closure
of K) that T ′ is a maximal torus in H ′. Then T := ResK/Qp T
′ is a maximal
torus in H = ResK/Qp H
′. By [39, Lemma 16.2.7.] we know that S := Dn,Qp
is a maximal split torus in H. Consequently H is quasi-split if and only if
T equals the centralizer CH(S) of S in H, see [39, §16.2]. As CH(S)(Qp)
certainly contains all matrices of the form dIn, d ∈ D×, we see that the
equality CH(S) = T implies D = F , as desired. 
Unless explicitly stated otherwise, we assume for the rest of
Section 3 that G′Qp is quasi-split.
Remark 3.7.2. This is a rather mild restriction: The possible simple factors
of the pair (B ⊗Qp, ∗) fall into the following four cases, see [32, A.6].
(I) Mn×n(D)×Mn×n(D)opp for a finite division algebra D/Qp, equipped
with the involution (x, y) 7→ (y, x).
(II) Mn×n(F ) for a finite extension F/Qp, equipped with an involution
of the first kind.
(III) Mn×n(F ) for a finite extension F/Qp, equipped with an involution
of the second kind.
(IV) Mn×n(D) for a quaternion division algebra D over some finite ex-
tension of Qp, equipped with an involution of the first kind.
Thus our assumption imposes a restriction in case (I) and excludes case
(IV).
We use the notation of Section 3.6. For an OB ⊗OK-lattice Λ in VK we
write Λ∨ = {x ∈ VK | (x,Λ)K ⊂ OK}.
Definition 3.7.3. • Let 1 ≤ i ≤ m. We denote by F ′i the set of all
tuples (MΛ)Λ∈Li of OBi ⊗OK-lattices MΛ in Vi ⊗K satisfying the
following conditions for all neighbors Λ ⊂ Λ′ in Li and all b ∈ B×i
normalizing OBi.
(1) We have MΛ ⊂MΛ′.
(2) There is an isomorphism MΛ′/MΛ ' (Λ′/Λ)⊗OK of OBi⊗OK-
modules.
(3) We have MbΛ = bMΛ.
• Let F ′ = ∏mi=1F ′i. For ((Mi,Λ)Λ∈Li)mi=1 ∈ F ′ and Λ ∈ L we define
MΛ = M1,Λ1 × · · · ×Mm,Λm. In this way we consider the elements
of F ′ as tuples (MΛ)Λ∈L of OB ⊗OK-lattices MΛ in V ⊗K.
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• For n ∈ Z denote by F (n) ⊂ F ′ be the subset of those (MΛ)Λ∈L
satisfying M∨Λ = p
nMΛ∨ for all Λ ∈ L. We define
F =
⋃
n∈Z
F (n).
In particular L ⊗OK ∈ F (0).
Remark 3.7.4. Let 1 ≤ i ≤ m and (MΛ)Λ∈Li ∈ F ′i. For Λ ⊂ Λ′ in Li
denote by %Λ′,Λ : MΛ → MΛ′ the inclusion. For b ∈ B×i normalizing OBi
denote by θΛ,b : M
b
Λ →MbΛ the isomorphism given by multiplication with b.
In view of Lemma 3.6.3, the resulting family (MΛ, %Λ′,Λ, θΛ,b) is a chain of
OBi ⊗OK-modules of type (Li). Consequently we can consider an element
of F ′ as a multichain of OB ⊗OK-modules of type (L).
Let (MΛ)Λ ∈ F (0) and denote by EΛ : MΛ ×MΛ∨ → OK the restriction of
(·, ·)K . Then (EΛ)Λ is a polarization of (MΛ)Λ and in this way we consider
an element of F (0) as a polarized multichain of OB ⊗OK-modules of type
(L).
Lemma 3.7.5. Let (MΛ), (M
′
Λ) ∈ F (0), considered as polarized multichains
of OB ⊗ OK-modules of type (L). Let (ϕΛ) : (MΛ) → (M ′Λ) be an isomor-
phism. Then there is a g ∈ G(K) such that the morphism g : V ⊗K → V ⊗K
restricts to ϕΛ : MΛ → NΛ for each Λ ∈ L.
Proof. Let Λ ⊂ Λ′ in L. We have MΛ⊗OKK = V ⊗K = M ′Λ⊗OKK, and the
inclusions MΛ ⊂MΛ′ and M ′Λ ⊂M ′Λ′ induce the identity on V ⊗K after base-
change to K. In view of (2.7.2) we conclude that ϕΛ ⊗OK K = ϕΛ′ ⊗OK K.
The morphism g := ϕΛ ⊗OK K has the desired properties. 
The proof of the following result is similar to and therefore based on the
proof of [27, Theorem 4.1].
Proposition 3.7.6. The group G(K) acts transitively on F via g · (MΛ)Λ =
(gMΛ)Λ. Denote by I ⊂ G(K) the stabilizer of L⊗OK . We obtain a bijection
(3.7.7) G(K)/I
∼−→ F , g 7→ g · (L ⊗OK).
Proof. Let g ∈ G(K) and let Λ be an OB ⊗ OK-lattice in VK . A short
computation shows that
(3.7.8) (gΛ)∨ = c(g)−1gΛ∨.
There are n ∈ Z and u ∈ O×K such that c(g) = pnu. Thus the action in
question is well-defined.
LetM = (MΛ)Λ∈L ∈ F (n) for some n ∈ Z. By Lemma 3.7.9 below there is
an h ∈ G(K) with c(h) = pn, so that (hMΛ)∨ = hMΛ∨ . Then N := hM lies
in F (0) and we consider N as a polarized multichain of OB ⊗OK-modules
of type (L), using Remark 3.7.4.
Let I = Isom(L⊗OK ,N ). By [32, Theorem 3.16] we know that I(F) 6= ∅.
By Proposition 2.7.8 the canonical map I(OK)→ I(F) is surjective. Hence
I(OK) 6= ∅, i.e. there is an isomorphism L ⊗ OK ∼−→ N . By Lemma 3.7.5
such an isomorphism is given by multiplication with a single g ∈ G(K) and
consequently (h−1g) · (L ⊗OK) =M, as required. 
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Lemma 3.7.9. We do not assume that G′Qp is quasi-split. The morphism
c(K) : G(K)→ K× is surjective.
Proof. Let X be an affine algebraic group over a field. We denote the
connected component of the identity in X by X0. Recall that the formation
of X0 commutes with extension of the base-field.
Let c′ : G0 → Gm be the restriction of c and H ′ ⊂ G0 the kernel of c′.
Denote by K an algebraic closure of K. We claim that we obtain a short
exact sequence 1 → H ′(K) → G0(K) → Gm(K) → 1 and that H ′ is a
connected linear algebraic group. The statement of the Lemma will then
follow from the exact sequence of pointed sets 1 → H ′(K) → G0(K) →
Gm(K)→ H1(Gal(K/K), H ′(K)), see [34, VII, Annexe, Proposition 1], and
the fact that H1(Gal(K/K), H ′(K)) is trivial by [35, III, 2.3, The´ore`me 1’].
Note that loc. cit. indeed applies to K, as K is C1 by Lang’s theorem [20,
Theorem 10], so that dim(K) ≤ 1 by [35, II, 3.2, Corollaire].
The surjectivity of the map c′(K) : G0(K) → Gm(K) does not pose a
problem: Scalar multiplication of Q on V defines a morphism Gm,Q → G.
It factors through G0 and the composition Gm → G0 c
′−→ Gm is equal to
x 7→ x2, which alone induces a surjection on K-valued points.
Let us show that H ′ is connected. For this we may work over C. For
the rest of this proof we identify a smooth affine scheme over C with its
set of C-valued points, considered as a classical affine variety over C. This
convention applies in particular to the base-change of any affine algebraic
group over Q.
Denote by H ⊂ G the kernel of c, so that H ′C = HC ∩ G0C. Denote by
H0 the connected component of H. Assume that we can find an affine
algebraic group G˜ ⊃ GC over C such that HC ∩ G˜0 is connected. We then
have the obvious chain of inclusions H0C ⊂ HC ∩ G0C ⊂ HC ∩ G˜0 ⊂ H0C, so
that HC ∩G0C = H0C is connected.
It remains to show that such a G˜ exists. Consider the semisimple Q-algebra
C = EndB(V ) and denote by τ the adjoint involution for (·, ·) on C, so that
for ϕ ∈ C we have (ϕ(x), y) = (x, ϕτ (y)) , x, y ∈ V . By [18, p. 375], the
pair (CC, τ) decomposes as a product (CC, τ) = (C1, τ) × · · · × (Cr, τ) of
C-algebras with involution (Ci, τ), such that each (Ci, τ) is of one of the
following three types.
(1) Mn×n(C)×Mn×n(C)opp with the involution (x, y) 7→ (y, x).
(2) M2n×2n(C) with the involution x 7→ J˜−1xtJ˜ , where J˜ = J˜2n.
(3) M2n×2n(C) with the involution x 7→ xt.
By definition we have GC = {x ∈ (C ⊗ C)× | xxτ ∈ C×} and HC = {x ∈
(C ⊗ C)× | xxτ = 1}. Define Gi = {x ∈ C×i | xxτ ∈ C×} and Hi =
{x ∈ C×i | xxτ = 1}, considered as classical affine varieties. Consequently
HC = H1×· · ·×Hr. Let us show that for G˜ := G1×· · ·×Gr, the intersection
HC ∩ G˜0 is indeed connected.
We may do this one factor at a time. According to the type (1), (2) or (3)
of (Ci, τ), the groups Gi and Hi admit the following description.
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(1) There is an obvious isomorphism Gi
∼−→ GLn,C × Gm,C, (x, y) 7→
(x, xy), identifying Hi with the first factor. Consequently Gi and Hi
are both connected.
(2) In this case Gi = GSp2n,C and Hi = Sp2n,C. Both of these groups
are connected: This is clear for Sp2n,C, as it is generated by transvec-
tions. For GSp2n,C, note that the map Gm,C → GSp2n,C, x 7→
diag(x(n), 1(n)) is a splitting of the short exact sequence 1→ Sp2n,C →
GSp2n,C
c−→ Gm,C → 1. It thus induces an isomorphism GSp2n,C '
Gm,C n Sp2n,C.
(3) For a C-vector space W 6= 0 and a non-degenerate symmetric bilinear
form Φ on W , we define groups GOΦ = {g ∈ GL(W ) | ∃c = c(g) ∈
C×∀x, y ∈ W : Φ(gx, gy) = cΦ(v, w)} and OΦ = {g ∈ GOΦ | c(g) =
1}. We consider both GOΦ and OΦ as classical affine varieties over C.
If Φ is the standard symmetric bilinear form Cn×Cn → C, (x, y) 7→
xty on Cn, we also write GOn,C instead of GOΦ and On,C instead of
OΦ.
With this notation we have Gi = GO2n,C and Hi = O2n,C. We
claim that the short exact sequence 1→ O2n,C → GO2n,C c−→ Gm,C →
1 splits (non-canonically). Let Φ be the bilinear form described by
the matrix I˜2n with respect to the standard basis of C2n. Then a
section Gm,C → GOΦ of c is given by x 7→ diag(x(n), 1(n)). As C
is algebraically closed, any two non-degenerate symmetric bilinear
forms on C2n are equivalent, proving the claim.
Consequently we obtain an isomorphism GO2n ' Gm,C n O2n
inducing the identity on O2n. It identifies GO
0
2n with (Gm,CnO2n)0 =
Gm,C nO02n. This shows that O02n = O2n ∩GO02n, as required. 
For Λ ∈ L, denote by αΛ : Λ⊗OK → Λ⊗ F the morphism induced by the
residue morphism OK → F.
Proposition 3.7.10. Let (tΛ)Λ ∈ M loc(F). For Λ ∈ L define MΛ =
α−1Λ (tΛ) ⊂ Λ ⊗ OK . Then (MΛ)Λ ∈ F (−1). Consequently we obtain an
embedding
α : M loc(F) ↪→ F , α((tΛ)Λ) = (α−1Λ (tΛ))Λ.
Proof. Assume we have shown that (MΛ)Λ ∈ F ′. Let Λ ∈ L. From
(tΛ, tΛ∨)Λ,F = 0, we deduce that (MΛ,MΛ∨)Λ,OK ⊂ pOK and hence that
p−1MΛ∨ ⊂ (MΛ)∨.
From pΛ⊗OK ⊂MΛ on the other hand we deduce pM∨Λ ⊂ (Λ⊗OK)∨ =
Λ∨ ⊗ OK . By definition we know that (MΛ, pM∨Λ )Λ,OK ⊂ pOK , which
implies that (tΛ, αΛ∨(pM
∨
Λ ))Λ,F = 0. By 3.3.2(4) and Lemma 3.3.1 we know
that t
⊥,(·,·)Λ,F
Λ = tΛ∨ . Consequently αΛ∨(pM
∨
Λ ) ⊂ tΛ∨ , which shows that
pM∨Λ ⊂MΛ∨ . Hence also M∨Λ ⊂ p−1MΛ∨ .
We now prove that (MΛ)Λ ∈ F ′. Using Remark 3.3.4 we may assume
that B ⊗Qp is simple. That MΛ is an OB ⊗OK-lattice in VK follows from
the inclusions pΛ⊗OK ⊂ MΛ ⊂ Λ⊗OK . Condition 3.7.3(1) follows from
3.3.2(1) and condition 3.7.3(3) follows from 3.3.2(5).
We need to verify 3.7.3(2). We have B ⊗Qp = Mn×n(F ) and OB ⊗ Zp =
Mn×n(OF ) for some n ∈ N and some finite extension F/Qp. Noting that
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(3.6.2) induces compatible decompositions of all the objects in question (and
keeping in mind Lemma 2.3.8) we may assume that F/Qp is totally ramified.
Let pi ∈ OF be a uniformizer and let Λ,Λ′ ∈ L with piΛ′ ⊂ Λ ⊂ Λ′.
Considering an OK-module annihilated by p as an F-vector space, we have
(3.7.11)
dimF(ΛOK/MΛ) + dimF(Λ
′
OK/ΛOK ) = dimF(MΛ′/MΛ) + dimF(Λ
′
OK/MΛ′),
as both sides equal the length of the OK-module Λ′OK/MΛ. From con-
dition 3.3.2(3) we conclude, using Lemma 2.3.4, that dimF(ΛOK/MΛ) =
dimF(Λ
′
OK/MΛ′). Consequently (3.7.11) amounts to dimF(Λ
′
OK/ΛOK ) =
dimF(MΛ′/MΛ). Both Λ
′
OK/ΛOK and MΛ′/MΛ are annihilated by pi and
are therefore modules over (OB ⊗OK)/(pi) = Mn×n(F). We now conclude
exactly as in the proof of Lemma 3.6.3. 
Remark 3.7.12. If we do not assume that G′Qp is quasi-split, it is in general
not true that M loc(F) can be embedded into the G(K)-orbit of L⊗OK . This
is due to the fact that in general the order OB⊗OK in B⊗K is not maximal
(but merely hereditary, see [15, Theorem 4]).
Let us give an easy example falling into case (I) of Remark 3.7.2. By
duality this case amounts to a linear (i.e. non-polarized) situation over the
first factor, compare [32, A.8]. Take for D the quaternion division algebra
over Qp with maximal order OD and uniformizer pi. Take the canonical left
D-module D and the complete chain of lattices (pikOD)k∈Z in D. As above,
M loc(F) can be canonically identified with the set of OD⊗OK-submodules M
in D⊗K satisfying pOD⊗OK ⊂M ⊂ OD⊗OK and such that detOD⊗OK/M :
VOD⊗F → A1F is equal to some prescribed morphism d.
There is an isomorphism D ⊗K 'M2×2(K) identifying OD ⊗OK with
the ring of matrices ( OK OK
pOK OK
)
.
Thus for suitable d, the set M loc(F) consists of the single element
M =
(
pOK OK
pOK OK
)
.
One checks that M does not lie in the GLD⊗K(D ⊗K)-orbit of OD ⊗OK .
The residue morphism OK → F induces a map Aut(L)(OK)→ Aut(L)(F)
and we thereby extend the Aut(L)(F)-action on M loc(F) to an Aut(L)(OK)-
action.
Lemma 3.7.13. Let x ∈M loc(F). Then Aut(L)(OK) · x = Aut(L)(F) · x.
Proof. The map Aut(L)(OK) → Aut(L)(F) is surjective by Proposition
2.7.8. 
Define I0 = {g ∈ I | c(g) = 1}.
Lemma 3.7.14. We have I = O×KI0. In particular, any g ∈ I satisfies
c(g) ∈ O×K .
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Proof. Let g ∈ I and Λ ∈ L. Then Λ is in particular an OK-lattice in the
K-vector space VK and the fact that g restricts to an automorphism of Λ
implies that det(g) ∈ O×K . The equation det(g)2 = c(g)dimQ V then yields
c(g) ∈ O×K .
As OK is strictly Henselian of residue characteristic different from 2, there
is an x ∈ O×K with x2 = c(g). Then x−1g ∈ I0, as desired. 
Lemma 3.7.15. Let g ∈ I. Then g restricts to an automorphism gΛ :
Λ⊗OK → Λ⊗OK for each Λ ∈ L. The assignment g 7→ (gΛ)Λ defines an
isomorphism I
∼−→ Sim(L)(OK), which restricts to an isomorphism I0 ∼−→
Aut(L)(OK).
Proof. We indeed have (gΛ)Λ ∈ Sim(L)(OK), as c(g) ∈ O×K by Lemma 3.7.14.
An inverse to this map I → Sim(L)(OK) is provided by Lemma 3.7.5. 
Consider the decomposition F = ∐x∈I\F Fx into I-orbits.
Theorem 3.7.16. Let t ∈M loc(F). Then α induces a bijection
Aut(L)(F) · t ∼−→ I · α(t).
Consequently we obtain an embedding
Aut(L)(F)\M loc(F) ↪→ I\F .
If, by abuse of notation, we also denote this embedding by α, (3.7.16) can be
restated as
α(M locx ) = Fα(x), x ∈ Aut(L)(F)\M loc(F).
Proof. The map α is equivariant for the Aut(L)(OK)-action on M loc(F), the
I0-action on F and the isomorphism Aut(L)(OK) ∼−→ I0 of Lemma 3.7.15. It
therefore induces a bijection Aut(L)(OK) · t ∼−→ I0 · α(x). We conclude by
applying Lemmata 3.7.13 and 3.7.14. 
Also consider the decomposition G(K)/I =
∐
x∈I\G(K)/I(G(K)/I)x into
I-orbits. Let α′ : M loc(F) α−→ F (3.7.7)−−−−→ G(K)/I.
Corollary 3.7.17. Let t ∈M loc(F). Then α′ induces a bijection
(3.7.18) Aut(L)(F) · t ∼−→ I · α′(t).
Consequently we obtain an embedding
(3.7.19) Aut(L)(F)\M loc(F) ↪→ I\G(K)/I.
If, by abuse of notation, we also denote this embedding by α′, (3.7.18) can be
restated as
α′(M locx ) = (G(K)/I)α′(x), x ∈ Aut(L)(F)\M loc(F).
Proof. Clear from Theorem 3.7.16, as the isomorphism (3.7.7) is in particular
I-equivariant. 
Remark 3.7.20. Even though it does not influence the results below, we want
to highlight a subtlety related to the appearance of the group I in (3.7.19).
The base-change L ⊗ K is the constant chain with value V ⊗ K. Con-
sequently the action of G(K) on V ⊗K defines an isomorphism G(K) ∼−→
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Sim(L)(K). In view of Proposition 2.7.6, it follows that G = Sim(L ⊗OK)
is the Bruhat-Tits group scheme associated with L ⊗ OK (see [13, §3.2]).
Denote by G0 the connected component of the identity in G.
From a group-theoretic point of view, it would be more natural to work
with the group I0 = G0(OK) ⊂ G(K), the Iwahori subgroup associated with
L ⊗OK (see [27, Appendix]), instead of I. The question whether I already
equals I0 seems to require a case-by-case analysis.
If G is the unitary group associated with a ramified quadratic extension,
this question is answered in [28, §1.2]. It turns out that if L is complete,
which is the case of interest in this paper, the two groups agree. If L is
not necessarily complete, one may have I0 ( I. This phenomenon and its
implications to flag varieties and local models are discussed in detail in [36,
§6].
If G is an orthogonal group associated with an even-dimensional vector
space, it is shown in [38, §4.3] that again the groups I and I0 agree whenever
L is complete.
These results should suffice to conclude that the completeness of L always
implies the equality I = I0 (though admittedly we have not verified this in
detail). This would be convenient, as the embedding (3.7.19) would then
amount to an embedding of Aut(L)(F)\M loc(F) into I0\G(K)/I0, and thus5
to an embedding of Aut(L)(F)\M loc(F) into a suitable extended affine Weyl
group of G (see [27, Appendix, Proposition 8]).
3.8. A formula for the p-rank on a KR stratum. Recall the inclusion
ι : G ⊂ G′ of Q-groups and the Frobenius σ on K. By abuse of notation
we also denote by σ both the morphism G(σ) : G(K) → G(K) and the
morphism G′(σ) : G′(K)→ G′(K).
We continue to assume that G′Qp is quasi-split. Furthermore we
assume for the rest of Section 3 that L is complete.
Definition 3.8.1. Let g ∈ G(K) and x ∈ I\G(K)/I. The affine Deligne-
Lusztig variety associated with g and x is defined by
Xx(g) = {y ∈ G(K)/I | y−1gσ(y) ∈ IxI}.
Remark 3.8.2. Affine Deligne-Lusztig varieties are normally defined using
an Iwahori subgroup of G(K), so that our definition is potentially nonstan-
dard. But as explained in Remark 3.7.20, it should in fact be the case that I
is an Iwahori subgroup of G(K).
Denote by D the diagonalizable affine group with character group Q over
K. Let g ∈ G(K). We denote by νg : D → GK the corresponding Newton
map, defined in [17, 4.2].6 The morphism νg makes VK into a representation
of D and we consider the corresponding weight decomposition VK = ⊕χ∈QVχ.
We define
νg,0 := dimK V0.
In complete analogy we also obtain a morphism νg′ : D→ G′K and a natural
number νg′,0 for each g
′ ∈ G′(K).
5at least if G is connected
6Note that the discussion in loc. cit. still remains valid for not necessarily connected
reductive groups over Qp.
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Theorem 3.8.3. Let x ∈ Aut(L)(F)\M loc(F) ⊂ I\G(K)/I (see (3.7.19))
and let g ∈ G(K). Assume that Xx(g) 6= ∅. Then the p-rank on Ax is equal
to νg,0.
Remark 3.8.4. Let us make the trivial observation that we certainly have
Xx(g) 6= ∅ whenever g ∈ IxI. In particular we can use any element g of IxI
to compute the number νg,0 and thereby the p-rank on Ax. In Section 3.9
below we show that one often has a canonical representative of the double
coset IxI and we explain how to compute the number νg,0 for this canonical
representative.
Proof of Theorem 3.8.3. By assumption there is a y ∈ G(K) with ygσ(y)−1 ∈
IxI. We know that νygσ(y)−1 = Int(y) ◦ νg, where Int(y) : G(K) →
G(K), h 7→ yhy−1, and consequently νg,0 = νygσ(y)−1,0. Hence we may
assume that g ∈ IxI. The assumption x ∈ Aut(L)(F)\M loc(F) then implies
(3.8.5) ∀Λ ∈ L : g(Λ⊗OK) ⊂ Λ⊗OK .
From the discussion in [17, 4.2], it is clear that νg and νι(g) make VK into the
same representation of D. Consequently νg,0 = νι(g),0. In view of Propositions
3.5.4 and 3.5.5, it therefore suffices to show Proposition 3.8.6 below in order
to prove Theorem 3.8.3. 
Proposition 3.8.6. . Denote by H ⊂ G′(K) the subset of those g ∈ G′(K)
satisfying (3.8.5). Let g ∈ H, Λ ∈ L and choose a sequence Λ = Λ(0) )
Λ(1) ) · · · ) Λ(k) = pΛ of neighbors Λ(j−1) ) Λ(j) in L. Define
Je,u = {j ∈ {1, . . . , k} | Λ(j−1) ⊗OK = g(Λ(j−1) ⊗OK) + Λ(j) ⊗OK}.
Then
νg,0 =
∑
j∈Je,u
logp |Λ(j−1)/Λ(j)|.
Proof. All the objects in question respect the decomposition of B ⊗Qp into
simple factors and we may therefore assume that B ⊗ Qp itself is simple.
Consequently we have B ⊗Qp = Mn×n(F ) and OB ⊗ Zp = Mn×n(OF ) for
some n ∈ N and some finite extension F/Qp. We use the notation of Section
3.6, in particular (3.6.1). We write Bξ = M
n×n(Lξ) and OBξ = Mn×n(OLξ),
so that (3.6.1) induces decompositions
B ⊗K =
∏
ξ∈Ξ
Bξ, OB ⊗OK =
∏
ξ∈Ξ
OBξ .
For ξ ∈ Ξ, we set σξ = idF ⊗ σ : Lξ → Lσ◦ξ. Under (3.6.1) the morphism
idF ⊗ σ : F ⊗K → F ⊗K decomposes into the morphisms σξ.
Also (3.6.1) induces a decomposition V⊗K = ∏ξ∈Ξ Vξ into leftBξ-modules
Vξ = VQp ⊗F Lξ. The morphism idV ⊗ σ : V ⊗K → V ⊗K decomposes into
the morphisms idVQp ⊗F σξ : Vξ → Vσ◦ξ.
Let Λ ∈ L. We also obtain a decomposition Λ ⊗ OK =
∏
ξ∈Ξ Λξ into
OBξ -lattices Λξ = Λ⊗OF OLξ in Vξ. Trivially
(3.8.7) (idV ⊗ σ)(Λ⊗OK) = Λ⊗OK ,
and hence
(3.8.8) ∀ξ ∈ Ξ : (idVQp ⊗F σξ)(Λξ) = Λσ◦ξ.
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Let h ∈ G′(K). Then h restricts to Bξ-endomorphisms hξ of Vξ and the
map G′(K) → ∏ξ GLBξ(Vξ), h 7→ (hξ)ξ is an isomorphism. Note for use
below the following commutative diagram.
(3.8.9)
Vξ
hξ //
idVQp⊗σξ

Vξ
idVQp⊗σξ

Vσ◦ξ
σ(h)σ◦ξ// Vσ◦ξ.
For h ∈ H and Λ′ ⊂ Λ′′ in L, we denote by
rh,Λ′′,Λ′ : (Λ
′′ ⊗OK)/(Λ′ ⊗OK)→ (Λ′′ ⊗OK)/(Λ′ ⊗OK)
the morphism induced by h and further for ξ ∈ Ξ by
rh,Λ′′,Λ′,ξ : Λ
′′
ξ/Λ
′
ξ → Λ′′ξ/Λ′ξ
the morphism induced by hξ.
Let s ≥ 1 be an integer. We write
g(s) = g ◦ σ(g) ◦ σ2(g) ◦ · · · ◦ σs−1(g).
Note that g(s) ∈ H by (3.8.7).
Lemma 3.8.10. Let Λ′ ⊂ Λ′′ be neighbors in L. Then for any s ≥ 1 we
have
Λ′′ ⊗OK = g(Λ′′ ⊗OK) + Λ′ ⊗OK
⇔ rg(s),Λ′′,Λ′ is an isomorphism.
Furthermore for any s ≥ |Ξ| we have
Λ′′ ⊗OK 6= g(Λ′′ ⊗OK) + Λ′ ⊗OK
⇔ rg(s),Λ′′,Λ′ = 0.
Proof. The assumption that Λ′ ⊂ Λ′′ are neighbors implies that Λ′′ξ/Λ′ξ
is a simple OBξ -module for each ξ ∈ Ξ. Consequently any OBξ -linear
endomorphism of Λ′′ξ/Λ
′
ξ is either an isomorphism or equal to zero.
From this observation we obtain the equivalences
(3.8.11)
Λ′′ ⊗OK = g(Λ′′ ⊗OK) + Λ′ ⊗OK
⇔ ∀ξ ∈ Ξ : rg,Λ′′,Λ′,ξ is an isomorphism
and
(3.8.12)
Λ′′ ⊗OK 6= g(Λ′′ ⊗OK) + Λ′ ⊗OK
⇔ ∃ξ ∈ Ξ : rg,Λ′′,Λ′,ξ = 0.
Let h ∈ H and ξ ∈ Ξ. By (3.8.8), the morphism idVQp ⊗F σξ induces an
(additive) bijection ϕξ : Λ
′′
ξ/Λ
′
ξ → Λ′′σ◦ξ/Λ′σ◦ξ and from (3.8.9) we obtain the
commutative diagram
Λ′′ξ/Λ
′
ξ
rh,Λ′′,Λ′,ξ //
ϕξ

Λ′′ξ/Λ
′
ξ
ϕξ

Λ′′σ◦ξ/Λ
′
σ◦ξ
rσ(h),Λ′′,Λ′,σ◦ξ// Λ′′σ◦ξ/Λ
′
σ◦ξ.
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Thus we see that rh,Λ′′,Λ′,ξ is an isomorphism if and only if rσ(h),Λ′′,Λ′,σ◦ξ is
an isomorphism.
From this observation and the first paragraph, we obtain for fixed ξ0 ∈ Ξ
the equivalences
(3.8.13)
rg(s),Λ′′,Λ′,ξ0 is an isomorphism
⇔ ∀i ∈ {0, . . . , s− 1} : rg,Λ′′,Λ′,σ−i◦ξ0 is an isomorphism
and
(3.8.14)
rg(s),Λ′′,Λ′,ξ0 = 0
⇔ ∃i ∈ {0, . . . , s− 1} : rg,Λ′′,Λ′,σ−i◦ξ0 = 0.
(3.8.11) and (3.8.13) imply the first claim. (3.8.12) and (3.8.14) imply
the second claim in view of the following observation: If s ≥ |Ξ|, then
{σ−i ◦ ξ0 | i ∈ {0, . . . , s− 1}} = Ξ. 
Lemma 3.8.15. Let V be a finite-dimensional F-vector space and let V =
V0 ) V1 ) · · · ) . . . Vk = {0} be a flag of subspaces. Let (fi)i≥1 be a sequence
of endomorphisms of V . Assume that fi(Vj) ⊂ Vj for all i, j and denote
by rfi,j : Vj/Vj+1 → Vj/Vj+1 the morphism induced by fi. Assume there
is a subset J ⊂ {0, . . . , k − 1} such that for all i ≥ 1, the map rfi,j is an
isomorphism if j ∈ J and is the zero map if j /∈ J . Then for all s ≥ k we
have
rkF(f1 ◦ · · · ◦ fs) =
∑
j∈J
dimF Vj/Vj+1.
Proof. We use induction on k ≥ 1 and assume that the statement is true for
flags of length k− 1. If 0 ∈ J , it suffices to apply the following obvious claim
and invoke the induction hypothesis: Let h : V → V be an endomorphism
with h(V1) ⊂ V1 and such that the map V/V1 → V/V1 induced by h is
an isomorphism. Denote by h′ : V1 → V1 the restriction of h. Then
rkF h = rkF h
′ + dimF V/V1.
Assume that 0 /∈ J , which means that fi(V ) ⊂ V1 for all i. Denote by
f ′i : V1 → V1 the restriction of fi. Then im f ′1◦· · ·◦f ′s ⊂ im f1◦· · ·◦fs ⊂ im f ′1◦
· · ·◦f ′s−1 and consequently rkF f ′1◦· · ·◦f ′s ≤ rkF f1◦· · ·◦fs ≤ rkF f ′1◦· · ·◦f ′s−1.
By induction hypothesis, the outer two terms agree with the desired value if
s− 1 ≥ k − 1. 
Corollary 3.8.16. We have∑
j∈Je,u
logp |Λ(j)/Λ(j−1)| = rkF rg(s|Ξ|),Λ,pΛ
for all s ≥ k.
Proof. We apply Lemma 3.8.15 to the filtration
Λ⊗OK
pΛ⊗OK )
Λ(1) ⊗OK
pΛ⊗OK ) · · · )
Λ(k) ⊗OK
pΛ⊗OK = {0}
and the endomorphisms fi = rσ(i−1)|Ξ|(g(|Ξ|)),Λ,pΛ. Note that the assumptions
of Lemma 3.8.15 are indeed satisfied in view Lemma 3.8.10. 
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Let s ∈ N. Recall from [16, I] the notion of a σs-F -crystal. Denote
by Φ : Λ ⊗ OK → Λ ⊗ OK the restriction of the σ-linear endomorphism
g ◦ (idV ⊗ σ) of V ⊗ K. The pair (Λ ⊗ OK ,Φs) is a σs-F -crystal. Recall
from loc. cit. the corresponding Newton function NΦs : [0, r]→ R≥0 and the
corresponding Hodge function HΦs : [0, r]→ R≥0, where r = rkOK (Λ⊗OK).
By the very definition of the map νg , we have
(3.8.17) [0, νg,0] = N
−1
Φ ({0}),
as both νg,0 and max N
−1
Φ ({0}) equal the K-dimension of the isotypical
component of slope 0 of the σ-F -isocrystal (V ⊗K, g◦(idV ⊗σ)) (terminology
of [31, Example 1.10]).
Lemma 3.8.18. Let s ≥ 1. Then [0, rkF rg(s),Λ,pΛ] = H−1Φs ({0}).
Proof. Note that Φs is the restriction of g(s) ◦ (idV ⊗ σs) to Λ ⊗ OK . Let
pa1 ≤ pa2 ≤ · · · ≤ par , ai ∈ N, be the elementary divisors of the restriction
of g(s) to Λ ⊗ OK . By definition, max H−1Φs ({0}) = |{1 ≤ i ≤ r | ai = 0}|.
From this the statement is clear. 
By [16, p. 121], we know that NΦ =
1
sNΦs . Therefore [16, Theorem 1.4.1]
implies NΦ ≥ 1sHΦs . From (3.8.17), Lemma 3.8.18 and Corollary 3.8.16 we
conclude that νg,0 ≤
∑
j∈Je,u logp |Λ(j)/Λ(j−1)|.
By [16, Corollary 1.4.4], we have NΦ = lims→∞ 1sHΦs pointwise. By
Lemma 3.8.18 and Corollary 3.8.16, the subsequence ( 1s|Ξ|HΦs|Ξ|)s≥k vanishes
identically on [0,
∑
j∈Je,u logp |Λ(j)/Λ(j−1)|]. Therefore the same is true for its
limit NΦ, so that
∑
j∈Je,u logp |Λ(j)/Λ(j−1)| ≤ νg,0 by (3.8.17). This concludes
the proof of Proposition 3.8.6. 
3.9. Computing the number νg,0. In this section we want to explain how
the number vg,0 from Theorem 3.8.3 can actually be computed in practice.
3.9.1. A combinatorial lemma. Fix n ∈ N and let w ∈ Sn, λ ∈ Zn. Denote
by wλ = w(λ) the canonical left action of Sn on Zn, so that (wλ)(i) =
λ(w−1(i)), 1 ≤ i ≤ n. We consider the corresponding semidirect product
W˜ := SnnZn. To avoid confusion of the action of Sn on Zn and the product
in Sn n Zn, we denote the element of Sn n Zn corresponding to λ ∈ Zn by
uλ.
Note that
(wuλ)N = wN
N−1∏
k=0
uw
−kλ
for all N ∈ N. In particular there is an N ∈ N≥1 such that (wuλ)N ∈ Zn.
Let Ξ be a finite cyclic group of order f with generator σ. We have
the shift
∏
ξ∈Ξ W˜ →
∏
ξ∈Ξ W˜ , (xξ)ξ 7→ (xσ−1ξ)ξ. By abuse of notation, we
simply denote it by σ.
Let x = (xξ)ξ ∈
∏
ξ∈Ξ W˜ . Then
Nf−1∏
k=0
σk(x) =
(
f−1∏
k=0
σk(x)
)N
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for all N ∈ N. In particular there is an N ∈ N≥1 such that
∏Nf−1
k=0 σ
k(x) ∈∏
ξ∈Ξ Zn.
Lemma 3.9.1. Let (wξ)ξ ∈
∏
ξ∈Ξ Sn and (λξ)ξ ∈
∏
ξ∈Ξ Zn. Assume that
for all ξ ∈ Ξ and all 1 ≤ i ≤ n, the following statement holds.
(3.9.2) λξ(i) ≥ 0 and (λξ(i) = 0⇒ wξ(i) ≤ i).
Let x = (wξu
λξ)ξ ∈
∏
ξ∈Ξ W˜ . Choose N ∈ N≥1 such that
∏Nf−1
k=0 σ
k(x) ∈∏
ξ∈Ξ Zn. Consider the element
ν = (νξ)ξ :=
1
Nf
Nf−1∏
k=0
σk(x)
of
∏
ξ∈ΞQ≥0. Then for each 1 ≤ i ≤ n, the following statements are
equivalent.
(1) ∃ξ ∈ Ξ : νξ(i) = 0.
(2) ∀ξ ∈ Ξ : νξ(i) = 0.
(3) ∀ξ ∈ Ξ : (wξ(i) = i ∧ λξ(i) = 0).
Proof. We leave the easy, but notationally somewhat tedious proof to the
reader. 
3.9.2. The Newton vector. Let us explain how Lemma 3.9.1 is related to the
Newton map. Unless explicitly stated otherwise, we drop the notation of the
preceding sections. Let F/Qp be a finite extension and let n ∈ N. We fix
once and for all a uniformizer pi of OF . Denote by (e1, . . . , en) the standard
basis of V = Fn over F .
Let 0 ≤ i < n. We denote by Λi the OF -lattice in V with basis
(pi−1e1, . . . , pi−1ei, ei+1, . . . , en). For k ∈ Z we further define Λnk+i = pi−kΛi.
Then L = (Λi)i is a complete chain of OF -lattices in V . Consider the
Qp-group G = ResF/Qp GLn,F .
We use the notation of Section 3.6. In particular
GK =
∏
ξ∈Ξ
ResLξ/K GLn,Lξ .
For ξ ∈ Ξ, we denote by kξ the residue field of Lξ. Denote by Iξ ⊂ GLn(OLξ)
the preimage of B(kξ) under the reduction map GLn(OLξ)→ GLn(kξ).
Definition 3.9.3 (Definition 3.7.3(1)). We denote by F ′ the set of all tuples
(Mi)i∈Z of OF ⊗OK-lattices Mi in V ⊗K satisfying the following conditions
for all i ∈ Z.
(1) Mi ⊂Mi+1.
(2) There is an isomorphism Mi+1/Mi ' (Λi+1/Λi)⊗OK of OF ⊗OK-
modules.
(3) Mn+i = pi
−1Mi.
As before, we have L ⊗ OK ∈ F ′. The group G(K) acts on F ′ via
g · (Mi)i = (gMi)i and we denote by I ⊂ G(K) the stabilizer of L⊗OK . An
easy computation shows the following statement.
Lemma 3.9.4. We have I =
∏
ξ∈Ξ Iξ.
KOTTWITZ-RAPOPORT AND p-RANK STRATA 37
Note that the image pi⊗1 of pi in OLξ is again a uniformizer of OLξ , which
we denote by piξ. For λ ∈ Zn, we define a matrix piλξ in GLn(Lξ) by piλξ =
diag(pi
λ(1)
ξ , . . . , pi
λ(n)
ξ ). Consider the map υξ : SnnZ
n → GLn(Lξ), (w, λ) 7→
Awpi
λ
ξ . We consider W˜ = Sn n Zn as a subgroup of GLn(Lξ) via υξ.
Lemma 3.9.5. The canonical projection GLn(Lξ)→ Iξ\GLn(Lξ)/Iξ induces
a bijection W˜
∼−→ Iξ\GLn(Lξ)/Iξ.
Proof. This is the well-known Iwahori decomposition. 
Corollary 3.9.6. The canonical projection G(K) → I\G(K)/I induces a
bijection
∏
ξ∈Ξ W˜
∼−→ I\G(K)/I.
Proof. Combine Lemmata 3.9.4 and 3.9.5. 
Thus we always find a canonical representative of an I-double coset in
G(K), and in view of Remark 3.8.4 we can use this representative to compute
the p-rank on a KR stratum.
Let g ∈ G(K). As before, let νg : D→ GK be the corresponding Newton
map and VK = ⊕χ∈QVχ the corresponding weight decomposition. We write
νg,0 = dimK V0.
Proposition 3.9.7. Let x = (xξ) ∈
∏
ξ∈Ξ W˜ and assume that
(3.9.8) ∀i ∈ Z : x(Λi ⊗OK) ⊂ Λi ⊗OK .
Write xξ = wξpi
λξ
ξ with wξ ∈ Sn and λξ ∈ Zn. Then
vx,0 = [F : Qp] · |{1 ≤ i ≤ n | ∀ξ ∈ Ξ(wξ(i) = i ∧ λξ(i) = 0)}|.
Here [F : Qp] denotes the degree of the extension F/Qp.
Proof. Using the explicit description of the Newton map from [17, 4.3], it
follows from Lemma 3.9.1 that the weight space V0 of νx is free of rank
|{1 ≤ i ≤ n | ∀ξ ∈ Ξ(wξ(i) = i ∧ λξ(i) = 0)}| over F ⊗K. This implies the
statement. 
Finally let F1, . . . , Fm be finite extensions of Qp and let n1, . . . , nm ∈ N.
Let Vi = F
ni and Gi = ResFi/Qp GLni,Fi . Let V = V1 × · · · × Vm and
let G =
∏m
i=1Gi. For gi ∈ Gi(K) we obtain as before the Newton map
vgi : D→ Gi,K , the weight decomposition Vi,K = ⊕χ∈QVi,χ and the integer
vgi,0. Also for g ∈ G(K) we have the Newton map vg : D→ GK , the weight
decomposition VK = ⊕χ∈QVχ and the integer vg,0. The following lemma is
trivial.
Lemma 3.9.9. Let g = (g1, . . . , gm) ∈ G(K) =
∏m
i=1Gi(K). Then vg,0 =∑m
i=1 vgi,0.
4. Preliminaries II
4.1. Some more notation. Let R be a ring. We denote by R[[u]] the ring
of formal power series and by R((u)) = R[[u]][ 1u ] the ring of formal Laurent
series with coefficients in R. If F is a functor on the category of R((u))-
algebras (resp. R[[u]]-algebras), we denote by LF = Lu F (resp. L
+ F = L+u F )
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the functor on the category of R-algebras with LF (S) = F (S((u))) (resp.
L+ F (S) = F (S[[u]])).
Denote by I(R) ⊂ GLn(R[[u]]) the preimage of B(R) under the reduction
map GLn(R[[u]])→ GLn(R), u 7→ 0. Note that I ⊂ L GLn is a subfunctor.
Let λ = (λ1, . . . , λn) ∈ Zn. Define a matrix uλ in GLn(R((u))) by uλ =
diag(uλ(1), . . . , uλ(n)).
4.2. Switching between different pairings. The following lemma is en-
tirely trivial, but it will be used throughout the following sections.
Lemma 4.2.1. Assume that we are given the following objects.
• A finite locally free ring extension R→ S.
• An R-linear involution α : S → S.
• A free S-module S of rank 1 with an isomorphism of S-modules
ψ : S → S.
• An R-linear map ϕ : S→ R, such that the induced map
S
ϕ∗−→ S∨,R,
m 7−→ (s 7→ ϕ(sm))
is an isomorphism.
• An α-sesquilinear form Φ′ : M ×N → S of S-modules.
Define an R-bilinear form
Φ : M ×N → R, Φ = ϕ ◦ Φ′
and an α-sesquilinear form
Φ˜ : M ×N → S, Φ˜ = ψ−1 ◦ Φ′.
Let R→ R′ be a ring extension.
(1) Let L ⊂MR′ be an S ⊗R R′-submodule. Then
L⊥,ΦR′ = L⊥,Φ˜R′ .
(2) Let f : MR′ →MR′ and g : NR′ → NR′ be S ⊗R R′-linear endomor-
phisms. Then the following two statements are equivalent.
∀(x, y) ∈MR′ ×NR′ : ΦR′(fx, gy) = ΦR′(x, y),(4.2.2)
∀(x, y) ∈MR′ ×NR′ : Φ˜R′(fx, gy) = Φ˜R′(x, y).(4.2.3)
4.3. Extensions of local fields. Let F/Qp be a finite extension. We will
always denote by OF the valuation ring of F . Denote by P its maximal
ideal, by k = kF = OF /P its residue field and by f = [k : Fp] the inertia
degree of F/Qp. Denote by e the ramification index of F/Qp, so that we
have pOF = Pe. Fix a uniformizer pi of OF .
Let F ′ be the maximal unramified extension of Qp in F . The extension
F ′/Qp is unramified of degree f and the extension F/F ′ is totally ramified
of degree e. By [34, Proposition I.18] the minimal polynomial fpi of pi
over F ′ is an Eisenstein polynomial of degree e over OF ′ , and the map
OF ′ [T ]/fpi → OF , T 7→ pi is an isomorphism. It induces an isomorphism
(4.3.1) OF ⊗Zp Fp = k[T ]/(T e).
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We therefore get an isomorphism of F-algebras
(4.3.2) OF ⊗Zp F =
∏
σ:k↪→F
F[T ]/(T e)
such that the diagram
OF //

OF ⊗Zp F
(4.3.2)'

OF ⊗Zp Fp
'(4.3.1)

k[T ]/(T e)
p 7→(pσ)σ // ∏
σ:k↪→F F[T ]/(T e)
commutes.
4.4. Extensions of number fields. Let K/Q be a number field. We will
always denote by OK the ring of integers of K. If P is a nonzero prime
of OK , we will always denote by kP = OK/P its residue field and by
ρP : OK → kP the corresponding residue morphism. We further denote by
KP the completion of K with respect to P and by OKP the valuation ring
of KP .
For the rest of this section, we fix a number field K0/Q and we assume
that pOK0 = Pe00 for a single prime P0 of OK0 and some e0 ∈ N.
Denote by Σ0 the set of all embeddings K0 ↪→ C. Fix a finite Galois
extension L/Q with K0 ⊂ L and write G = Gal(L/Q) and H0 = Gal(L/K0).
Fix a prime Q of OL lying over P0 and denote by GQ ⊂ G the corresponding
decomposition group.
Proposition 4.4.1. There is a unique map γ0 = γP0 : Σ0 → Gal(kP0/Fp)
making commutative the diagram
GQ //
·|K0

Gal(kQ/Fp)
·|kP0

Σ0
γ0 // Gal(kP0/Fp).
The map γ0 is surjective and all its fibers have cardinality e0. It satisfies
(4.4.2) ∀σ ∈ Σ0∀a ∈ OK0 : ρQ(σ(a)) = γ0(σ)(ρP0(a)).
Proof. The restriction map α0 : G → Σ0, τ 7→ τ
∣∣
K0
is surjective and it
induces a bijection G/H0
∼−→ Σ0. By [23, p. 55] the set H0\G/GQ is
in canonical bijection to the set of primes of K0 lying above p, so that
our assumptions imply G = GQ ·H0. Consequently α0 induces a bijection
GQ/(H0∩GQ) ∼−→ Σ0. This immediately implies the existence and uniqueness
of the map γ0. That it has the stated properties is easily verified. 
Now let K0 ⊂ K ⊂ L be a second number field and denote by Σ the set
of all embeddings K ↪→ C. Write H = Gal(L/K).
Lemma 4.4.3. Assume that there is only a single prime P of OK lying
over P0. Consider the corresponding maps γ = γP : Σ → Gal(kP/Fp) and
γ0 = γP0 : Σ0 → Gal(kP0/Fp).
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(1) The diagram
(4.4.4)
Σ
·|K0

γP // Gal(kP/Fp)
·|kP0

Σ0
γP0 // Gal(kP0/Fp)
commutes.
(2) Assume furthermore that K/K0 is Galois and that P0 is inert in K,
so that P = P0OK . Then for each σ0 ∈ Σ0, the map γP induces a
bijection
{σ ∈ Σ | σ∣∣
K0
= σ0} ∼−→ {σ ∈ Gal(kP/Fp) | σ
∣∣
kP0
= γP0(σ0)}
of the fibers of the vertical maps in (4.4.4).
4.4.1. Split quadratic extensions. We keep the notation of the previous section.
From now on we assume that K/K0 is a quadratic extension. Denote by ∗
the non-trivial element of Gal(K/K0). Assume that P0OK = P+P− for two
distinct primes P+,P− of OK , say Q ∩OK = P+. Consequently P− = P∗+.
Denote by α : G → Σ the restriction map. Fix a lift τ∗ ∈ G of ∗ under α.
Note that the inclusion OK0 ⊂ OK induces isomorphisms kP0 ∼−→ kP± .
Again by [23, p. 55] the set H\G/GQ has two elements, corresponding to
P+ and P−, respectively. Consequently we find that
G = GQH qGQτ∗H.
Define subsets Σ± ⊂ Σ by Σ+ = α(GQH) and Σ− = α(GQτ∗H). Then
Σ = Σ+ q Σ−. The map Σ→ Σ, σ 7→ σ ◦ ∗ induces a bijection Σ+ ∼−→ Σ−.
This implies that the restriction map Σ→ Σ0 restricts to bijections Σ± ∼−→ Σ0.
Consequently there are unique maps γ± : Σ± → Gal(kP+/Fp) such that the
diagram
Σ±
γ± //
'·|K0

Gal(kP+/Fp)
' ·|kP0

Σ0
γ0 // Gal(kP0/Fp)
commutes.7 The commutative diagrams
GQ //
·|K

Gal(kQ/Fp)
·|kP+

Σ+
γ+ // Gal(kP+/Fp),
GQ //
·|K◦∗

Gal(kQ/Fp)
·|kP+

Σ−
γ− // Gal(kP+/Fp)
then imply that the maps γ+ and γ− satisfy
∀σ ∈ Σ+∀a ∈ OK : ρQ(σ(a)) = γ+(σ)(ρP+(a)),(4.4.5)
∀σ ∈ Σ−∀a ∈ OK : ρQ(σ(a)) = γ−(σ)(ρP+(a∗)).(4.4.6)
7The asymmetry is intended.
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If we treat the isomorphisms kP0
∼−→ kP± as identities, we have ρP+(a∗) =
ρP−(a), a ∈ OK . Thus we can unify (4.4.5) and (4.4.6) into the following
statement.
(4.4.7) ∀σ ∈ Σ±∀a ∈ OK : ρQ(σ(a)) = γ0(σ|K0)(ρP±(a)).
4.5. Lattices. Let R be a ring and let n ∈ N.
Definition 4.5.1. A lattice in R((u))n is an R[[u]]-submodule L ⊂ R((u))n
satisfying the following conditions for some N ∈ N.
(1) uNR[[u]]n ⊂ L ⊂ u−NR[[u]]n.
(2) u−NR[[u]]n/L is a finite locally free R-module.
Lemma 4.5.2. Let A be a ring, and let L ⊂M ⊂ N be A-modules. Assume
that N/M is projective. Then M/L is projective if and only if N/L is
projective. Furthermore N/L is finitely generated if and only if both M/L
and N/M are finitely generated.
Proof. Clear, as 0→M/L→ N/L→ N/M → 0 splits by assumption. 
Corollary 4.5.3. Let L be a lattice in R((u))n. Condition 4.5.1(2) is satisfied
for every N ∈ N with L ⊂ u−NR[[u]]n.
Corollary 4.5.4. Let L ⊂ L′ be lattices in R((u))n. Then L′/L is a finite
locally free R-module.
Proposition 4.5.5. Let L be a lattice in R((u))n. Then L is a finite locally
free R[[u]]-module of rank n.
Proof. By Corollary 4.5.4, the quotient L/uL is a finite locally free R-module.
We need the following result.
Lemma 4.5.6. Let N ∈ N. Let M be an R[u]/uN -module such that multi-
plication by uk induces an isomorphism M/uM → ukM/uk+1M for every
0 ≤ k ≤ N − 1. Assume that M/uM is finite free over R. Then M is finite
free over R[u]/uN . More precisely, if e1, . . . , em ∈M are lifts of a basis of
M/uM over R, then (e1, . . . , em) is a basis of M over R[u]/u
N .
Proof. Easy, left to the reader. 
This easily implies that L/uNL is finite locally free over R[u]/uN for every
N ∈ N. We conclude using the following lemma.
Lemma 4.5.7. Let A be a ring, I ⊂ A an ideal and assume that A is
separated and complete for the I-adic topology. Let M be a finite A-module.
Assume that M/INM is finite locally free over A/IN for every N ∈ N, and
that the canonical map M → limN M/IN is an isomorphism. Then M is
finite locally free over A.
Proof. Choose an A-linear surjection pi : Am M . One shows that pi splits
by constructing a compatible system of splittings modulo IN . See the proof
of [19, Lemma 1.10] for details. 

Corollary 4.5.8. Let L be a lattice in R((u))n. Then Zariski locally on R,
the R[[u]]-module L is free of rank n.
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Proof. If f1, . . . , fk ∈ R[[u]] generate the unit ideal in R[[u]], then f1(0), . . . ,
fk(0) generate the unit ideal in R. Furthermore, for each f ∈ R[[u]], the
canonical map R[[u]] → Rf(0)[[u]] extends to R[[u]]f → Rf(0)[[u]]. Thus if
L⊗R[[u]] R[[u]]f is free over R[[u]]f , then L⊗R[[u]] Rf(0)[[u]] is free over Rf(0)[[u]].

Definition 4.5.9. The affine Grassmannian G is the functor on the category
of rings with G(R) the set of lattices in R((u))n.
Denote by Λ˜0 = R[[u]]
n the standard lattice. Clearly L GLn(R) acts on
G(R) by multiplication from the left, and the stabilizer of Λ˜0 for this action
is given by L+ GLn(R). Consequently we get an injective map
φ(R) : L GLn(R)/L
+ GLn(R)→ G(R)
g 7→ gΛ˜0.
It is equivariant for the left action by L GLn.
Proposition 4.5.10. The map φ identifies G with both the Zariski and the
fpqc sheafification of the presheaf L GLn/L
+ GLn.
Proof. By Corollary 4.5.8 it is clear that any lattice lies in the image of φ
Zariski locally on R. It follows that φ is the Zariski sheafification of the
presheaf L GLn/L
+ GLn. The fact that G is already an fpqc sheaf implies
formally that φ is also the fpqc sheafification of the presheaf L GLn/L
+ GLn.

Definition 4.5.11. A (complete, periodic) lattice chain in R((u))n is a tuple
(Li)i∈Z of lattices Li in R((u))n satisfying the following conditions for each
i ∈ Z.
(1) Li ⊂ Li+1.
(2) (completeness) Li+1/Li is a locally free R-module of rank 1.
(3) (periodicity) Ln+i = u
−1Li.
Definition 4.5.12. The affine flag variety F is the functor on the category
of rings with F(R) the set of (complete, periodic) lattice chains in R((u))n.
Denote by (e1, . . . , en) the standard basis of R((u))
n over R((u)). For
0 ≤ i < n we denote by Λ˜i the lattice in R((u))n with basis
E˜i =
〈
u−1e1, . . . , u−1ei, ei+1, . . . , en
〉
.
For k ∈ Z we further define Λ˜nk+i = u−kΛ˜i and we denote by E˜nk+i the
corresponding basis obtained from E˜i. Then L˜ = (Λ˜i)i is a (complete,
periodic) lattice chain in R((u))n, called the standard lattice chain.
Remark 4.5.13. The group L GLn(R) acts on F(R) via g · (Li)i = (gLi)i.
The stabilizer of L˜ for this action is given by I(R). We will discuss the
relationship between F and the quotient L GLn/I in Section 7.5 below.
For later use we include the following easy lemmata.
Lemma 4.5.14. Let R be a ring and let a ∈ R((u))×. Then Zariski locally
on R, there are integers n ≤ n0, nilpotent elements an, an+1, . . . , an0−1 ∈ R,
a unit an0 ∈ R× and elements an0+1, an0+2, . . . ∈ R such that a =
∑∞
i=n aiu
i.
If SpecR is connected, such integers and elements exist globally on R.
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Proof. Let a ∈ R((u))×. Pick n ∈ Z and an, an+1, · · · ∈ R with a =
∑∞
i=n aiu
i.
Define a function fa : Spec(R)→ Z by
fa(p) = min{i ∈ Z | ai /∈ p}.
Note that if we denote by valu,p the canonical valuation on the discrete
valuation ring (Rp/pRp)((u)) and by a ∈ (Rp/pRp)((u)) the reduction of a, we
have fa(p) = valu,p(a) for any p ∈ Spec(R).
It suffices to see that fa is locally constant. Let p ∈ SpecR. Then
fa(q) ≤ fa(p) for all q ∈ Spec(R) with afa(p) /∈ q. This shows that for each
k ∈ Z, the set f−1a ((−∞, k]) is open. Now fa−1 = −fa and consequently also
f−1a ([k,∞)) = f−1a−1((−∞,−k]) is open. Thus f−1a ({k}) = f−1a ((−∞, k]) ∩
f−1a ([k,∞)) is open. 
Lemma 4.5.15. Let L be a lattice in R((u))n. Let a ∈ R((u))× and assume
that aL = L. Then a ∈ R[[u]]×.
Proof. We need to show properties of the coefficients of a which can be
verified Zariski locally on R. By Corollary 4.5.8 we may therefore assume
that L is a free R[[u]]-module and then the statement is trivial. 
5. The symplectic case
5.1. The PEL datum. Let g, n ∈ N≥1. We start with the PEL datum
consisting of the following objects.
(1) A totally real field extension F/Q of degree g.
(2) The identity involution idF on F .
(3) A 2n-dimensional F -vector space V .
(4) The symplectic form (·, ·) : V × V → Q on the underlying Q-vector
space of V constructed as follows: Fix once and for all a symplectic
form (·, ·)′ : V × V → F and a basis E′ = (e′1, . . . , e′2n) of V such
that (·, ·)′ is described by the matrix J˜2n with respect to E′. Define
(·, ·) = trF/Q ◦ (·, ·)′.
(5) The F ⊗R-endomorphism J of V ⊗R described by the matrix −J˜2n
with respect to E′.
Remark 5.1.1. Denote by GSp(·,·)′ the F -group given on R-valued points
by GSp(·,·)′(R) = {g ∈ GLR(V ⊗F R) | ∃c = c(g) ∈ R×∀x, y ∈ V ⊗F R :
(gx, gy)′R = c (x, y)
′
R}. Then the reductive Q-group G associated with the
above PEL datum fits into the following cartesian diagram.
G
c

  // ResF/QGSp(·,·)′
c

Gm,Q 
 // ResF/QGm,F .
We assume that pOF = Pe for a single prime P of OF . Denote by f = [kP :
Fp] the corresponding inertia degree, so that g = ef . We have F ⊗Qp = FP
and OF ⊗ Zp = OFP . Fix once and for all a uniformizer pi of OF ⊗ Z(p).
Denote by C = COFP |Zp the inverse different of the extension FP/Qp. Fix
a generator δ of C over OFP and define a basis (e1, . . . , e2n) of VQp over FP
by ei = e
′
i, en+i = δe
′
n+i, 1 ≤ i ≤ n.
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Let 0 ≤ i < 2n. We denote by Λi the OFP -lattice in VQp with basis
Ei = (pi
−1e1, . . . , pi−1ei, ei+1, . . . , e2n).
For k ∈ Z we further define Λ2nk+i = pi−kΛi and we denote by E2nk+i the
corresponding basis obtained from Ei. Then L = (Λi)i is a complete chain of
OFP -lattices in V . For i ∈ Z, the dual lattice Λ∨i := {x ∈ VQp | (x,Λi)Qp ⊂
Zp} of Λi is given by Λ−i. Consequently the chain L is self-dual.
Let i ∈ Z. We denote by ρi : Λi → Λi+1 the inclusion, by ϑi : Λ2n+i → Λi
the isomorphism given by multiplication with pi and by (·, ·)i : Λi×Λ−i → Zp
the restriction of (·, ·)Qp . Then (Λi, ρi, ϑi, (·, ·)i)i is a polarized chain of
OFP -modules of type (L), which, by abuse of notation, we also denote by L.
Denote by 〈·, ·〉i : Λi×Λ−i → OFP the restriction of the pairing δ−1 (·, ·)′Qp .
It is the perfect pairing described by the matrix J˜2n with respect to the bases
Ei and E−i.
5.2. The determinant morphism. Denote by Σ the set of all embeddings
F ↪→ C. The canonical isomorphism
(5.2.1) F ⊗ C =
∏
σ∈Σ
C
induces a decomposition V ⊗C = ∏σ∈Σ Vσ into C-vector spaces Vσ, and the
morphism JC decomposes into the product of C-linear maps Jσ : Vσ → Vσ.
Each Jσ induces a decomposition Vσ = Vσ,i ⊕ Vσ,−i, where Vσ,±i denotes the
±i-eigenspace of Jσ. From the explicit description of J in terms of B above
one sees that both Vσ,i and Vσ,−i have dimension n over C.
The (−i)-eigenspace V−i of JC is given by V−i =
∏
σ∈Σ V−i,σ. As dimC V−i,σ
= n for all σ, there is an isomorphism V−i ' (
∏
σ C)n of
∏
σ C-modules and
hence the OF ⊗ C-module corresponding to V−i under (5.2.1) is isomorphic
to OnF ⊗ C. In particular, the morphism detV−i : VOF⊗C → A1C is defined
over Z, and we also denote by detV−i the corresponding morphism over Z.
5.3. The local model. For the chosen PEL datum, Definition 3.3.2 amounts
to the following.
Definition 5.3.1. The local model M loc is the functor on the category of
Zp-algebras with M loc(R) the set of tuples (ti)i∈Z of OF ⊗ R-submodules
ti ⊂ Λi,R satisfying the following conditions for all i ∈ Z.
(a) ρi,R(ti) ⊂ ti+1.
(b) The quotient Λi,R/ti is a finite locally free R-module.
(c) We have an equality
detΛi,R/ti = detV−i ⊗R
of morphisms VOF⊗R → A1R.
(d) Under the pairing (·, ·)i,R : Λi,R × Λ−i,R → R, the submodules ti and
t−i pair to zero.
(e) ϑi(t2n+i) = ti.
Corollary 5.3.2. Condition 5.3.1(d) can be equivalently replaced by the
following condition.
(d’) t
⊥,〈·,·〉i,R
i = t−i.
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Proof. By Lemma 3.3.1 we know that in the presence of conditions 5.3.1(b)
and 5.3.1(c), condition 5.3.1(d) is equivalent to
t
⊥,(·,·)i,R
i = t−i.
Lemma 4.2.1(1), applied to the extension Zp → OFP , the involution idOFP ,
the OFP -module C with the isomorphism OFP ·δ−→ C, the map trFP/Qp
∣∣
C
:
C→ Zp and the restriction Λi × Λ−i → C of (·, ·)′Qp , gives
t
⊥,(·,·)i,R
i = t
⊥,〈·,·〉i,R
i .

5.4. The special fiber of the local model. For i ∈ Z, denote by Λi
the F[u]/ue-module (F[u]/ue)2n and by Ei its canonical basis. Denote by
〈·, ·〉i : Λi × Λ−i → F[u]/ue the pairing described by the matrix J˜2n with
respect to Ei and E−i. Denote by ϑi : Λ2n+i → Λi the identity morphism.
For k ∈ Z and 0 ≤ i < 2n, let ρ2n+i : Λ2n+i → Λ2n+i+1 be the morphism
described by the matrix diag(1(i), u, 1(2n−i−1)) with respect to E2nk+i and
E2nk+i+1.
Definition 5.4.1. Let M e,n be the functor on the category of F-algebras with
M e,n(R) the set of tuples (ti)i∈Z of R[u]/ue-submodules ti ⊂ Λi,R satisfying
the following conditions for all i ∈ Z.
(a) ρi,R(ti) ⊂ ti+1.
(b) The quotient Λi,R/ti is finite locally free over R.
(c) For all p ∈ R[u]/ue, we have
χR(p|Λi,R/ti) =
(
T − p(0))ne
in R[T ].
(d) t
⊥,〈·,·〉i,R
i = t−i.
(e) ϑi(t2n+i) = ti.
Corollary 5.4.2. Assume that R is reduced. Then condition 5.4.1(c) is
equivalent to the following condition.
(c’) rkR ti = ne.
Proof. See Lemma 2.3.9. 
Denote by S the set of all embedding σ : kP ↪→ F and recall from Section
4.3 the canonical isomorphism
(5.4.3) OF ⊗ F =
∏
σ∈S
F[u]/(ue).
Let i ∈ Z. From (5.4.3) we obtain an isomorphism
(5.4.4) Λi,F =
∏
σ∈S
Λi
by identifying the basis Ei,F with the product of the bases Ei. Under this
identification, the morphism ρi,F decomposes into the morphisms ρi, the
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pairing 〈·, ·〉i,F decomposes into the pairings 〈·, ·〉i and the morphism ϑi,F
decomposes into the morphisms ϑi.
Let R be an F-algebra and let (ti)i∈Z be a tuple of OF ⊗R-submodules
ti ⊂ Λi,R. Then (5.4.4) induces decompositions ti =
∏
σ∈S ti,σ into R[u]/u
e-
submodules ti,σ ⊂ Λi,R.
Proposition 5.4.5. The morphism M locF →
∏
σ∈SM
e,n given on R-valued
points by
(5.4.6)
M locF (R)→
∏
σ∈S
M e,n(R),
(ti) 7→ ((ti,σ)i)σ
is an isomorphism of functors on the category of F-algebras.
Proof. It is clear that conditions 5.3.1(a), 5.3.1(b), 5.3.2(d’) and 5.3.1(e) can
be verified factorwise and correspond to the analogous parts of Definition
5.4.1. For condition 5.3.1(c) the same is true by Proposition 2.3.7. 
5.5. The affine flag variety. This section deals with the affine flag variety
for the symplectic group. Our discussion loosely follows the one in [26,
§10-11]. Note though that in loc. cit. there seems to be a (minor) problem
with the definition of the notion of self-duality for lattice chains, see Remark
5.5.9 below. We have learned the correct formulation of this definition from
[37, §4.2], which deals with the case of a ramified unitary group.
Let R be an F-algebra. Let 〈˜·, ·〉 be the standard symplectic form on
R((u))2n. For a lattice Λ in R((u))2n we define Λ∨ := {x ∈ R((u))2n | 〈˜x,Λ〉 ⊂
R[[u]]}. Recall from Section 4.5 the standard lattice chain L˜ = (Λ˜i)i in
R((u))2n. Note that (Λ˜i)
∨ = Λ˜−i for all i ∈ Z. We denote by 〈˜·, ·〉i :
Λ˜i × Λ˜−i → R[[u]] the restriction of 〈˜·, ·〉.
In complete analogy with [32, Definition 3.14] we make the following
definition.
Definition 5.5.1. Let R be an F[[u]]-algebra. A polarized chain of R-modules
of type (L˜) is a tuple
M = (Mi, %i : Mi →Mi+1, θi : M2n+i ∼−→Mi, Ei : Mi ×M−i → R)i∈Z,
where the Mi are R-modules, the %i are R-linear maps, the θi are R-linear
isomorphisms and the Ei are perfect R-bilinear pairings, such that for all
i ∈ Z the following conditions hold.
(1) Locally on R, there are isomorphisms Mi ' Λ˜i,R and Mi+1/%i(Mi) '
(Λ˜i+1/Λ˜i)R of R-modules.
(2) The diagram
M2n+i
%2n+i//
θi

M2n+i+1
θi+1

Mi
%i // Mi+1
commutes.
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(3) The composition M2n+i
θi−→Mi
∏2n−1
j=0 %i+j−−−−−−−→M2n+i is multiplication by
u.
(4) Ei(a, b) = −E−i(b, a) for all a ∈Mi, b ∈M−i.
(5) Ei(a, %−i−1(b)) = Ei+1(%i(a), b) for all a ∈Mi, b ∈M−i−1.
(6) Ei(a, b) = E2n+i(θ−1i (a), θ−2n−i(b)) for all a ∈Mi, b ∈M−i.
Let
M = (Mi, %i : Mi →Mi+1, θi : M2n+i ∼−→Mi, Ei : Mi ×M−i → R)i,
M′ = (M ′i , %′i : M ′i →M ′i+1, θ′i : M ′2n+i ∼−→M ′i , E ′i : M ′i ×M ′−i → R)i
be polarized chains of R-modules of type (L˜). A morphism ϕ :M→M′ is
a tuple (ϕi)i∈Z of isomorphisms of R-modules ϕi : Mi →M ′i satisfying the
following conditions for all i ∈ Z.
(a) The diagrams
Mi
%i //
ϕi

Mi+1
ϕi+1

M ′i
%′i // M ′i+1,
Mi
ϕi

M2n+i
ϕ2n+i

θioo
M ′i M
′
2n+i
θ′ioo
commute.
(b) ∀(x, y) ∈Mi ×M−i : E ′i(ϕi(x), ϕ−i(y)) = Ei(x, y).
We denote by Isom(M,M′) the functor on the category of R-algebras with
Isom(M,M′)(R′) the set of morphisms M⊗R R′ →M′ ⊗R R′ of polarized
chains of R′-modules of type (L˜). We also write Aut(M) = Isom(M,M).
Proposition 5.5.2. Let R be an F[[u]]-algebra such that the image of u in
R is nilpotent. Then any two polarized chains M,N of R-modules of type
(L˜) are isomorphic locally for the Zariski topology on R. Furthermore the
functor Isom(M,N ) is representable by a smooth affine scheme over R.
Proof. The proof of [32, Proposition A.21] carries over to this situation
without any changes. 
Proposition 5.5.3. Let R be an F-algebra and let M,N be polarized chains
of R[[u]]-modules of type (L˜). Then the canonical map Isom(M,N )(R[[u]])→
Isom(M,N )(R[[u]]/um) is surjective for all m ∈ N≥1. In particular M and
N are isomorphic locally for the Zariski topology on R.
Proof. The proof of the first part is analogous to the one of Proposition 2.7.8,
referring to Proposition 5.5.2 in place of [32, Theorem 3.16]. By Proposition
5.5.2 we know that Isom(M,N )(R) 6= ∅ Zariski locally on R. Thus the first
statement implies the second. 
The following definition is a straightforward variant of [37, §4.2].
Definition 5.5.4. Let R be an F-algebra and let (Li)i be a lattice chain in
R((u))2n.
(1) Let r ∈ Z. The chain (Li)i is called r-self-dual if
∀i ∈ Z : L∨i = urL−i.
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Denote by F (r)Sp the functor on the category of F-algebras with F (r)Sp (R)
the set of r-self-dual lattice chains in R((u))2n.
(2) The chain (Li)i is called self-dual if Zariski locally on R there is an
a ∈ R((u))× such that
(5.5.5) ∀i ∈ Z : L∨i = aL−i.
We denote by FGSp the functor on the category of F-algebras with
FGSp(R) the set of self-dual lattice chains in R((u))2n.
Note that L˜ ∈ F (0)Sp (R).
Remark 5.5.6. Let R be a reduced F-algebra such that SpecR connected.
Then
FGSp(R) =
⋃
r∈Z
F (r)Sp (R).
Proof. This follows easily from Lemma 4.5.14. 
Remark 5.5.7. Let R be an F-algebra and let (Li)i ∈ F (0)Sp (R). For i ∈ Z
denote by %i : Li → Li+1 the inclusion, by θi : L2n+i → Li the isomorphism
given by multiplication with u and by Ei : Li × L−i → R[[u]] the restriction of
〈˜·, ·〉. Then (Li, %i, θi, Ei) is a polarized chain of R[[u]]-modules of type (L˜).
Here we use Proposition 4.5.5 to verify condition 5.5.1(1).
Recall from Section 2.1.2 the subfunctor I ⊂ L GL2n. We define a subfunc-
tor IGSp = IGSp2n of L GSp = L GSp2n by IGSp = L GSp2n ∩ I. We consider
all of these functors as functors on the category of F-algebras.
The proof of the following result is similar to and therefore based on the
proof of [27, Theorem 4.1].
Proposition 5.5.8. The natural action of L GL2n on F (cf. Remark 4.5.13)
restricts to an action of L GSp on FGSp. Consequently we obtain an injective
map
L GSp(R)/IGSp(R)
φ(R)−−−→ FGSp(R),
g 7−−−→ g · L˜
for each F-algebra R. The morphism φ identifies FGSp with both the Zariski
and the fpqc sheafification of the presheaf L GSp/IGSp.
Proof. Let R be an F-algebra. First note that the map c : GSp(R((u))) →
R((u))× is surjective, as it admits the section a 7→ diag(a(n), 1(n)). Using
Remark 5.5.7 and Proposition 5.5.3, one sees as in the proof of Proposition
3.7.6 that the action in question is well-defined and that any element of
FGSp(R) lies in the image of φ(R) Zariski locally on R. As FGSp is clearly a
Zariski sheaf, it follows that FGSp is indeed the Zariski sheafification of the
presheaf L GSp/IGSp.
To see that FGSp is also the fpqc sheafification of L GSp/IGSp, it suffices
to show that FGSp is an fpqc sheaf. Let (Li)i be a lattice chain in R((u))2n.
Assume that fpqc locally on R there is an a ∈ R((u))× such that (5.5.5)
holds. By Lemma 4.5.15, the scalar a gives rise to a well-defined element of
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(LGm/L+Gm)fpqc(R), where (LGm/L+Gm)fpqc denotes the fpqc sheafifi-
cation of the presheaf LGm/L+Gm. By Proposition 4.5.10 any element of
(LGm/L+Gm)fpqc(R) can be represented in LGm(R) Zariski locally on R,
so that the scalar a exists in fact Zariski locally on R. 
Remark 5.5.9. Let us note that there seems to exist a misconception sur-
rounding the notion of self-duality for lattice chains. In the literature one finds
the following definition: Let R be an F-algebra. A lattice chain (Li)i ∈ F(R)
is called (naively) self-dual if for each i ∈ Z there is a j ∈ Z such that
L∨i = Lj. It is then claimed that the fpqc local L GSp-orbit of L˜ (in the sense
of Proposition 5.5.8) is precisely the set of (naively) self-dual lattice chains.
This is wrong in both directions: There are elements of the L GSp-orbit of
L˜ that are not (naively) self-dual, and there are (naively) self-dual lattice
chains that are not (fpqc locally) contained in the L GSp-orbit of L˜. Let us
give two easy examples for these phenomena.
• Let n = 1 and a ∈ R((u))×. The chain (Li)i = aL˜ satisfies L∨i =
a−2L−i, i ∈ Z. Assume there is a j ∈ Z with L∨0 = Lj. Then a−2L0 = Lj
and hence a−2Λ˜0 = Λ˜j. Projecting this equality inside R((u))2 to its first
components yields the existence of a k ∈ Z with a−2R[[u]] = ukR[[u]], so
that uka2 ∈ R[[u]]×. If for example R = F[x]/x2 and a = 1 + xu−1, such a
k does not exist.
• Conversely one easily sees that for n ≥ 2, the (naively) self-dual chain
(Λ˜i+1)i∈Z does not lie in the L GSp(R)-orbit of L˜ (unless R = {0}).
5.6. Embedding the local model into the affine flag variety. Let R
be an F-algebra. We consider an R[u]/ue-module as an R[[u]]-module via the
canonical projection R[[u]] → R[u]/ue. For i ∈ Z denote by αi : Λ˜i → Λi,R
the morphism described by the identity matrix with respect to E˜i and Ei.
It induces an isomorphism Λ˜i/u
eΛ˜i
∼−→ Λi,R. Clearly the following diagrams
commute.
Λ˜i
αi

⊂ Λ˜i+1
αi+1

Λi,R
ρi,R // Λi+1,R,
Λ˜i × Λ˜−i
〈˜·,·〉i //
αi×α−i

R[[u]]

Λi,R × Λ−i,R
〈·,·〉i,R // R[u]/ue,
Λ˜i
αi

Λ˜2n+i
α2n+i

u·oo
Λi,R Λ2n+i,R.
ϑi,Roo
The following proposition allows us to consider M e,n as a subfunctor of
F (−e)Sp .
Proposition 5.6.1 ([26, §11]). There is an embedding α : M e,n ↪→ F (−e)Sp
given on R-valued points by
M e,n(R)→ F (−e)Sp (R),
(ti)i 7→ (α−1i (ti))i.
It induces a bijection from M e,n(R) onto the set of those (Li)i ∈ F (−e)Sp (R)
satisfying the following conditions for all i ∈ Z.
(1) ueΛ˜i ⊂ Li ⊂ Λ˜i.
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(2) For all p ∈ R[u]/ue, we have
χR(p|Λ˜i/Li) = (T − p(0))ne
in R[T ]. Here Λ˜i/Li is considered as an R[u]/u
e-module using (1).
Proof. Let (ti)i ∈ M e,n(R) and set (Li)i = (α−1i (ti))i. It is clear that this
defines a periodic lattice chain in R((u))2n. Let i ∈ Z. We have
(5.6.2) rkR(Λ˜i+1/Λ˜i) + rkR(Λ˜i/Li) = rkR(Λ˜i+1/Li+1) + rkR(Li+1/Li),
as both sides are equal to rkR(Λ˜i+1/Li). We conclude from 5.4.1(c) that
rkR(Λ˜i/Li) = ne = rkR(Λ˜i+1/Li+1). Thus (5.6.2) amounts to the equation
rkR(Λ˜i+1/Λ˜i) = rkR(Li+1/Li), so that the chain (Li)i is complete. Exactly
as in the proof of Proposition 3.7.10 one then shows that L∨i = u
−eL−i.
This proves the existence of the map α. Its injectivity as well as the
characterization of its image are immediate. 
Note that L = (Λi, ρi, ϑi, 〈·, ·〉i)i is a polarized chain of F[u]/ue-modules of
type (L˜). In fact L = L˜⊗F[[u]]F[u]/ue. Let R be an F-algebra. There is an obvi-
ous action of Aut(L)(R[u]/ue) on M e,n(R), given by (ϕi)·(ti) = (ϕi(ti)). The
canonical morphism R[[u]]→ R[u]/ue induces a morphism Aut(L˜)(R[[u]])→
Aut(L)(R[u]/ue) and we thereby extend this Aut(L)(R[u]/ue)-action on
M e,n(R) to an Aut(L˜)(R[[u]])-action.
Lemma 5.6.3. Let R be an F-algebra and let t ∈ M e,n(R). We have
Aut(L˜)(R[[u]]) · t = Aut(L)(R[u]/ue) · t.
Proof. The map Aut(L˜)(R[[u]])→ Aut(L)(R[u]/ue) is surjective by Proposi-
tion 5.5.3. 
Define a subfunctor ISp = ISp2n of L Sp2n by ISp = L Sp2n ∩ IGSp.
Lemma 5.6.4. We have IGSp(F) = F[[u]]×ISp(F).
Proof. Let g ∈ IGSp(F). Clearly c(g) ∈ F[[u]]×. As charF 6= 2, there is an
x ∈ F[[u]]× with x2 = c(g). Then x−1g ∈ ISp(F). 
Lemma 5.6.5. Let g ∈ ISp(F). Then g restricts to an automorphism gi :
Λ˜i → Λ˜i for each i ∈ Z. The assignment g 7→ (gi)i defines an isomorphism
ISp(F)
∼−→ Aut(L˜)(F[[u]]).
Proof. Clear (cf. the proof of Lemma 3.7.15). 
Proposition 5.6.6. Let t ∈M e,n(F). Then α induces a bijection
Aut(L)(F[u]/ue) · t ∼−→ IGSp(F) · α(t).
Consequently we obtain an embedding
Aut(L)(F[u]/ue)\M e,n(F) ↪→ IGSp(F)\FGSp(F).
Proof. The composition M e,n(F) α−→ F (−e)Sp (F) ⊂ FGSp(F) is equivariant for
the Aut(L˜)(F[[u]])-action on M e,n(F), the ISp(F)-action on FGSp(F) and the
isomorphism ISp(F)
∼−→ Aut(L˜)(F[[u]]) of Lemma 5.6.5. It therefore induces a
bijection Aut(L˜)(F[[u]]) ·t ∼−→ ISp(F) ·α(t). We conclude by applying Lemmata
5.6.3 and 5.6.4. 
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Consider α′ : M e,n(F) ↪→ FGSp(F) φ(F)
−1
−−−−→ L GSp(F)/IGSp(F).
Proposition 5.6.7. Let t ∈M e,n(F). Then α′ induces a bijection
Aut(L)(F[u]/ue) · t ∼−→ IGSp(F) · α′(t).
Consequently we obtain an embedding
Aut(L)(F[u]/ue)\M e,n(F) ↪→ IGSp(F)\GSp(F((u)))/IGSp(F).
Proof. Clear from Proposition 5.6.6, as the isomorphism φ(F) is in particular
IGSp(F)-equivariant. 
Let R be an F-algebra and (ϕi)i ∈ Aut(L)(R). The decomposition (5.4.4)
induces for each i a decomposition of ϕi : Λi,R
∼−→ Λi,R into the product of
R[u]/ue-linear automorphisms ϕi,σ : Λi,R
∼−→ Λi,R.
Proposition 5.6.8. Let R be an F-algebra. The following map is an iso-
morphism, functorial in R.
Aut(L)(R)→
∏
σ∈S
Aut(L)(R[u]/ue),
(ϕi)i 7→ ((ϕi,σ)i)σ.
Proof. Let (ϕi)i ∈ Aut(L)(R). The duality condition (2.7.5) amounts to the
following condition.
(5.6.9) ∀(x, y) ∈ Λi,R × Λ−i,R : (ϕi(x), ϕ−i(y))i,R = (x, y)i,R .
By Lemma 4.2.1(2), applied to the same setup as in the proof of Corollary
5.3.2, condition (5.6.9) is equivalent to
∀(x, y) ∈ Λi,R × Λ−i,R : 〈ϕi(x), ϕ−i(y)〉i,R = 〈x, y〉i,R .
From this the claim is obvious. 
Consider the composition
α˜ : M loc(F) (5.4.6)−−−−→
∏
σ∈S
M e,n(F)
∏
σ α
′
−−−−→
∏
σ∈S
L GSp(F)/IGSp(F).
For σ ∈ S denote by α˜σ : M loc(F)→ L GSp(F)/IGSp(F) the corresponding
component of α˜.
Theorem 5.6.10. Let t ∈M loc(F). Then α˜ induces a bijection
Aut(L)(F) · t ∼−→
∏
σ∈S
IGSp(F) · α˜σ(t).
Consequently we obtain an embedding
Aut(L)(F)\M loc(F) ↪→
∏
σ∈S
IGSp(F)\GSp(F ((u)))/IGSp(F).
Proof. The isomorphism M loc(F) (5.4.6)−−−−→ ∏σ∈SM e,n(F) is equivariant for
the Aut(L)(F) action on M loc(F), the ∏σ∈S Aut(L)(F[u]/ue) action on∏
σ∈SM
e,n(F) and the isomorphism of Lemma 5.6.8. The statement thus
follows from Proposition 5.6.7. 
52 PHILIPP HARTWIG
5.7. The extended affine Weyl group. Let T be the maximal torus of
diagonal matrices in GSp2n and let N be its normalizer. We denote by
W˜ = N(F((u)))/T (F[[u]]) the extended affine Weyl group of GSp with respect
to T . Setting
W = {w ∈ S2n | ∀i ∈ {1, . . . , 2n} : w(i) + w(2n+ 1− i) = 2n+ 1}
and
X = {(a1, . . . , a2n) ∈ Z2n | a1 + a2n = a2 + a2n−1 = · · · = an + an+1},
the group homomorphism υ : W nX → N(F((u))), (w, λ) 7→ Awuλ induces
an isomorphism W nX ∼−→ W˜ . We use it to identify W˜ with W nX and
consider W˜ as a subgroup of GSp(F((u))) via υ.
To avoid any confusion of the product inside W˜ and the canonical action
of S2n on Z2n, we will always denote the element of W˜ corresponding to
λ ∈ X by uλ.
Recall from [7, §2.5-2.6] the notion of an extended alcove (xi)2n−1i=0 for
GSp2n. Also recall the standard alcove (ωi)
2n−1
i=0 . As in loc. cit. we identify
W˜ with the set of extended alcoves by using the standard alcove as a base
point.
Write e = (e(2n)).
Definition 5.7.1 (Cf. [7, Definition 2.4]). An extended alcove (xi)
2n−1
i=0 is
called permissible if it satisfies the following conditions for all i ∈ {0, . . . , 2n−
1}.
(1) ωi ≤ xi ≤ ωi + e, where ≤ is to be understood componentwise.
(2)
∑2n
j=1 xi(j) = ne− i.
Denote by Perm the set of all permissible extended alcoves.
Proposition 5.7.2. The inclusion N(F((u))) ⊂ GSp(F((u))) induces a bijec-
tion W˜
∼−→ IGSp(F)\GSp(F((u)))/IGSp(F). In other words,
GSp(F((u))) =
∐
x∈W˜
IGSp(F)xIGSp(F).
Under this bijection, the subset
Aut(L)(F[u]/ue)\M e,n(F) ⊂ IGSp(F)\GSp(F((u)))/IGSp(F)
of Proposition 5.6.7 corresponds to the subset Perm ⊂ W˜ .
Proof. The first statement is the well-known Iwahori decomposition. The
second statement follows easily from the explicit description of the image of
α in Proposition 5.6.1, keeping in mind Corollary 5.4.2. 
Corollary 5.7.3. Under the identifications of Theorem 5.6.10, the set∏
σ∈S Perm constitutes a set of representatives of Aut(L)(F)\M loc(F).
5.8. The p-rank on a KR stratum. We make Definitions 3.2.1 and 3.2.3
explicit for the chosen PEL datum.
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Definition 5.8.1. Let R be a Zp-algebra. A self-dual L-set of abelian
varieties of determinant detV−i over R is a commutative diagram
. . .
%−2 // A−1
%−1 //
λ−1

A0
%0 //
λ0

A1
%1 //
λ1

. . .
. . .
%∨1 // A∨1
%∨0 // A∨0
%∨−1 // A∨−1
%∨−2 // . . .
in AR ⊗ Z(p) satisfying the following conditions for all i ∈ Z.
(1) Ai is an abelian scheme over R equipped with an action κi : OF ⊗
Z(p) → EndR(Ai)⊗ Z(p).
(2) %i : Ai → Ai+1 is a Z(p)-isogeny of degree pf , compatible with κi and
κi+1.
(3) There is an isomorphism θi : A2n+i → Ai in AR ⊗ Z(p) such that the
composition
A2n+i
θi−→ Ai
∏2n−1
j=0 %i+j−−−−−−−→ A2n+i
is equal to κ2n+i(pi).
(4) λi : Ai → A∨−i is an isomorphism in AR ⊗ Z(p), compatible with κi
and κ∨−i. Here κ
∨
i : OF ⊗ Z(p) → EndR(A∨i ) ⊗ Z(p) is defined by
κ∨i (x) = κi(x)
∨, x ∈ OF ⊗ Z(p).
(5) λ0 is symmetric.
(6) We have an equality
detLie(Ai) = detV−i ⊗R
of morphisms VOF⊗R → A1R.
Remark 5.8.2. Let R be a Zp-algebra and let A/R be an abelian scheme
equipped with an action κ : OF ⊗ Z(p) → EndR(A) ⊗ Z(p). Assume that
detLie(A) = detV−i ⊗R. Then dimRAi = ng by Lemma 2.3.4.
Recall from Section 3.3 the diagram
A˜
ϕ˜
  
ψ˜
!!
A M loc
of functors on the category of Zp-algebras. Also recall the KR stratification
A(F) = ∐x∈Aut(L)(F)\M loc(F)Ax. We have identified the occurring index set
with
∏
σ∈S Perm in Corollary 5.7.3. We can then state the following result.
Theorem 5.8.3. Let x = (xσ)σ ∈
∏
σ∈S Perm. Write xσ = wσu
λσ with
wσ ∈W, λσ ∈ X. Then the p-rank on Ax is constant with value
g · |{1 ≤ i ≤ 2n | ∀σ ∈ S(wσ(i) = i ∧ λσ(i) = 0)}|.
Remark 5.8.4. For F = Q, we recover the result [24, The´ore`me 4.1] of Ngoˆ
and Genestier.
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Proof of Theorem 5.8.3. See Theorem 3.8.3 and Proposition 3.9.7 (leaving
the transition between the equal and mixed characteristic situations to the
reader).
Let us also give a direct proof. Let 1 ≤ i ≤ 2n and x ∈ Perm. Write
x = wuλ with w ∈W,λ ∈ X. By Propositions 3.5.4 and 3.5.5 it suffices to
show the following equivalence.
Λ˜i = x(Λ˜i) + Λ˜i−1 ⇔ (w(i) = i ∧ λ(i) = 0).
Consider the subset S = {ukej | k ∈ Z, 1 ≤ j ≤ 2n} of F((u))2n. Then
x induces a permutation of S, namely x(ukej) = uλ(j)+kew(j). We have
Λ˜i ∩ S = Λ˜i−1 ∩ S q {u−1ei}, and x ∈ Perm implies x(Λ˜i−1 ∩ S) ⊂ Λ˜i−1 ∩ S.
Consequently u−1ei ∈ x(Λ˜i ∩ S) if and only if x(u−1ei) = u−1ei, which in
turn is equivalent to w(i) = i ∧ λ(i) = 0, as desired. 
5.9. An explicit example: Hilbert-Blumenthal modular varieties.
In this section we use the explicit case of the Hilbert-Blumenthal modular
varieties to illustrate how Theorem 5.8.3 and the KR stratification in general
yield results about the geometry of the moduli spaces A. We also compare
these results to some of those obtained by Stamm in [40].
Assume from now on that p is inert in OF , so that we have e = 1 and
f = g. Assume also that dimF V = 2, so that n = 1. Fix a compact open
subgroup Cp ⊂ G(Apf ).
Definition 5.9.1 ([32, Definition 6.9]). We denote by ACp the functor on
the category of Zp-algebras with ACp(R) the set of isomorphism classes of
pairs (A, η¯), where A = (Ai, %i, λi) ∈ A(R) is such that λ0 : A0 → A∨0 is a
principal polarization in AVR in the sense of [32, §6.4], and where η¯ is a
Cp-level structure on A in the sense of [32, Definition 6.9].
We assume that Cp is chosen sufficiently small, such that ACp is a quasi-
projective variety over Zp. Exactly as in Section 3.2 we obtain the interme-
diate object A˜Cp and the local model diagram
A˜Cp
ϕ˜
||
ψ˜
""
ACp M loc,
which induces the KR stratification
ACp(F) =
∐
∏
σ∈S Perm
ACp,x.
Let us start with a discussion of the index set
∏
σ∈S Perm. From Definition
5.7.1 one immediately obtains that the subset Perm ⊂ W˜ is given by Perm =
{u(1,0), u(0,1), (1, 2)u(1,0)}. To put this set into a group theoretic perspective,
we recall the setup described in [7, §2.1] in this easy special case. Consider
the elements τ = (1, 2)u(1,0), s1 = (1, 2) and s0 = (1, 2)u
(1,−1) of W˜ . The
subgroup Wa of W˜ generated by s0 and s1 is a Coxeter group on the
generators s0 and s1, and we denote by ≤ and ` the corresponding Bruhat
order and length function on Wa, respectively. Denoting by Ω the cyclic
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subgroup of W˜ generated by τ , we have W˜ = Wa o Ω. We extend ≤ and `
to W˜ by setting w′τ ′ ≤ w′′τ ′′ :⇔ (w′ ≤ w′′ ∧ τ ′ = τ ′′) and `(w′τ ′) := `(w′),
for w′, w′′ ∈ Wa and τ ′, τ ′′ ∈ Ω. Finally we extend ≤ and ` to
∏
σ∈S W˜ by
setting (xσ)σ ≤ (x′σ)σ :⇔ (∀σ ∈ S : xσ ≤ x′σ) and `((xσ)σ) =
∑
σ `(xσ).
We see that
Perm = {s1τ, s0τ, τ} ⊂Waτ.
The Bruhat order on Perm is determined by the non-trivial relations τ ≤ s1τ
and τ ≤ s0τ , while the length function on Perm is given by `(τ) = 0 and
`(s1τ) = `(s0τ) = 1.
Lemma 5.9.2. Let x ∈∏σ∈S Perm. The subset ACp,x ⊂ ACp(F) is locally
closed and we equip it with the reduced scheme structure. Then ACp,x is a
smooth variety over F. It is equidimensional of dimension `(x). Furthermore
the closure ACp,x of ACp,x in ACp,F is given by
ACp,x =
∐
y≤x
ACp,y.
Proof. By [25, Theorem 2.2d)] there is, e´tale locally on ACp , an e´tale mor-
phism ACp,x →M locx . The first properties therefore follow from Remark 3.3.8.
In Theorem 5.6.10, we have further identified M locx with the Schubert cell
Cx ⊂ GSp2n(F((u)))/IGSp(F) corresponding to x. The remaining statements
therefore follow from well-known properties of Schubert cells once we know
that all KR strata are non-empty. This is shown in [5, Theorem 2.5.2(1)]. 
Let us state Theorem 5.8.3 in this special case. Denote by A(0)Cp ⊂ ACp(F)
and A(g)Cp ⊂ ACp(F) the subsets where the p-rank of the underlying abelian
variety is equal to 0 and g, respectively.
Proposition 5.9.3. We have
ACp(F) = A(0)Cp qA(g)Cp .
A(g)Cp is the union of only two KR strata, namely those corresponding to the
elements ((s1τ)
(g)) = (s1τ, s1τ, . . . , s1τ) and ((s0τ)
(g)) = (s0τ, s0τ, . . . , s0τ)
of
∏
σ∈S Perm. The p-rank on all other KR strata is equal to 0.
Lemma 5.9.4. The maximal elements in
∏
σ∈S Perm for the Bruhat order
are precisely the elements of length 2g in
∏
σ∈S Perm. The set of these
maximal elements is given by
∏
σ∈S{s1τ, s0τ}
Proof. Clear. 
From the preceding results, we obtain without any additional work the
following theorem.
Theorem 5.9.5. Let g ≥ 2. Then
ACp,F = ACp,((s1τ)(g)) ∪ ACp,((s0τ)(g)) ∪ A
(0)
Cp .
Each of ACp,((s1τ)(g)),ACp,((s0τ)(g)) and A
(0)
Cp is equidimensional of dimension
2g, and hence so is ACp,F.
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More precisely, A(0)Cp is the union
A(0)Cp =
⋃
x∈∏σ∈S{s1τ,s0τ}
x 6=((s1τ)(g)),((s0τ)(g))
ACp,x
of 2g − 2 closed subsets, all equidimensional of dimension 2g.
Furthermore, we have
ACp,((s1τ)(g)) ∩ ACp,((s0τ)(g)) ⊂ A
(0)
Cp .
Taking g = 2, we recover [40, Theorem 2 (p. 408)]. Note that for g = 2, the
set A(0)Cp is precisely the supersingular locus in ACp,F, because a 2-dimensional
abelian variety is supersingular if and only if its p-rank is equal to zero.
Corollary 5.9.6. Let g ≥ 2. Then the ordinary locus A(g)Cp is not dense in
ACp,F.
6. The ramified unitary case
6.1. The PEL datum. Let n ∈ N≥1. We start with the PEL datum
consisting of the following objects.
(1) An imaginary quadratic extension F/F0 of a totally real extension
F0/Q. Let g0 = [F0 : Q] and g = [F : Q], so that g = 2g0.
(2) The non-trivial element ∗ of Gal(F/F0).
(3) An n-dimensional F -vector space V .
(4) The symplectic form (·, ·) : V × V → Q on the underlying Q-vector
space of V constructed as follows: Fix once and for all a ∗-skew-
hermitian form (·, ·)′ : V × V → F (i.e. (av, bw)′ = ab∗ (v, w)′
and (v, w)′ = − (w, v)′∗ for v, w ∈ V, a, b ∈ F ). Define (·, ·) =
trF/Q ◦ (·, ·)′.
(5) The element J ∈ EndB⊗R(V ⊗ R) to be specified below.
Remark 6.1.1. Denote by GU(·,·)′ the F0-group given on R-valued points
by GU(·,·)′(R) = {g ∈ GLF⊗F0R(V ⊗F0 R) | ∃c = c(g) ∈ R×∀x, y ∈ V ⊗F0 R :
(gx, gy)′R = c (x, y)
′
R}. Then the reductive Q-group G associated with the
above PEL datum fits into the following cartesian diagram.
G
c

  // ResF0/QGU(·,·)′
c

Gm,Q 
 // ResF0/QGm,F0 .
We assume that pOF0 = (P0)e0 for a single prime P0 of OF0 and that
P0OF = P2 for a prime P of OF . Write e = 2e0, so that pOF = Pe.
Denote by f = [kP0 : Fp] the corresponding inertia degree, so that g = ef
and g0 = fe0. Fix once and for all uniformizers pi0 of OF0 ⊗ Z(p) and pi of
OF ⊗ Z(p), satisfying pi2 = pi0. We have pi∗ = −pi.
For typographical reasons, we denote the ring of integers in FP by OP and
the ring of integers in (F0)P0 by OP0 . Denote by C = COP |Zp , C0 = COP0 |Zp
and C′ = COP |OP0 the corresponding inverse differents. Then C0 = (pi
−k
0 ) for
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some k ∈ N. The extension FP/(F0)P0 is tamely ramified, so that C′ = (pi−1).
The equality C = C′ · C0 then implies that C = (pi−2k−1) and we denote
by δ = pi−2k−1 the corresponding generator of C. It satisfies δ∗ = −δ.
Consequently the form δ−1 (·, ·)′Qp : VQp × VQp → FP is ∗-hermitian and we
assume that it splits, i.e. that there is a basis (e1, . . . , en) of VQp over FP
such that (ei, en+1−j)′Qp = δδij for 1 ≤ i, j ≤ n.
Let 0 ≤ i < n. We denote by Λi the OP -lattice in VQp with basis
Ei = (pi
−1e1, . . . , pi−1ei, ei+1, . . . , en).
For k ∈ Z we further define Λnk+i = pi−kΛi and we denote by Enk+i the
corresponding basis obtained from Ei. Then L = (Λi)i is a complete chain of
OP -lattices in VQp . For i ∈ Z, the dual lattice Λ∨i := {x ∈ VQp | (x,Λi)Qp ⊂
Zp} of Λi is given by Λ−i. Consequently the chain L is self-dual.
Let i ∈ Z. We denote by ρi : Λi → Λi+1 the inclusion, by ϑi : Λn+i → Λi
the isomorphism given by multiplication with pi and by (·, ·)i : Λi×Λ−i → Zp
the restriction of (·, ·)Qp . Then (Λi, ρi, ϑi, (·, ·)i)i is a polarized chain of
OFP -modules of type (L), which, by abuse of notation, we also denote by L.
Denote by 〈·, ·〉i : Λi × Λ−i → OP the restriction of the ∗-hermitian form
δ−1 (·, ·)′Qp , and by Hi the matrix describing 〈·, ·〉i with respect to Ei and
E−i. We have
(6.1.2) Hi = anti-diag((−1)ai,1 , . . . , (−1)ai,n)
for some ai,1, . . . , ai,n ∈ Z/2Z.
Denote by Σ0 the set of all embeddings F0 ↪→ R and by Σ the set of all
embeddings F ↪→ C. For each σ ∈ Σ0, we denote by τσ,1, τσ,2 ∈ Σ the two
embeddings with τσ,j
∣∣
F0
= σ. Of course we have τσ,2 = τσ,1 ◦ ∗.
We obtain isomorphisms
F ⊗Q R =
∏
σ∈Σ0
C, F 3 x 7→ (τσ,1(x))σ,(6.1.3)
F ⊗Q C =
∏
σ∈Σ0
C× C, F 3 x 7→ (τσ,1(x), τσ,2(x))σ(6.1.4)
of R- and C-algebras, respectively.
The isomorphism (6.1.3) induces a decomposition V ⊗ R = ∏σ∈Σ0 Vσ
into C-vector spaces Vσ and (·, ·)′R decomposes into the product of skew-
hermitian forms (·, ·)′σ : Vσ × Vσ → C, σ ∈ Σ0. For each σ ∈ Σ0, there are
rσ, sσ ∈ N with rσ + sσ = n and a basis Bσ of Vσ over C such that (·, ·)′σ
is described by the matrix Dσ = diag(i
(rσ), (−i)(sσ)) with respect to Bσ.
Denote by Jσ the endomorphism of Vσ described by the matrix Dσ with
respect to Bσ. We complete the description of the PEL datum by defining
J :=
∏
σ∈Σ0 Jσ ∈ EndB⊗R(V ⊗ R).
6.2. The determinant morphism. The isomorphism (6.1.4) induces a
decomposition V ⊗C = ∏σ∈Σ0(Vτσ,1 × Vτσ,2) into C-vector spaces Vτσ,j . The
basis Bσ of Vσ induces bases Bτσ,j of Vτσ,j over C, and the endomorphism
Jσ,C decomposes into the product of endomorphisms Jτσ,j of Vτσ,j . We find
that Jτσ,1 is described by the matrix Dσ with respect to Bτσ,1 , while Jτσ,2 is
described by the matrix −Dσ with respect to Bτσ,2 .
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Denote by V−i the (−i)-eigenspace of JC. From the explicit description
of the Jτσ,j with respect to the Bτσ,j , one concludes that V−i is the OF ⊗ C-
module corresponding to the
∏
σ∈Σ0 C× C-module
∏
σ∈Σ0 C
sσ × Crσ under
(6.1.4).
Let E′ be the Galois closure of F inside C and choose a prime Q′ of E′
over P. In absolute analogy to (6.1.4), we have a decomposition
(6.2.1) F ⊗Q E′ =
∏
σ∈Σ0
E′ × E′.
Let M be the OF ⊗E′-module corresponding to the
∏
σ∈Σ0 E
′ ×E′-module∏
σ∈Σ0(E
′)sσ × (E′)rσ under (6.2.1). From the present discussion we obtain
an identification M ⊗E′ C = V−i of OF ⊗ C-modules. As in the proof of
Proposition 2.3.5, we find an OF ⊗ OE′-stable OE′-lattice M0 in M . In
particular, the morphism detV−i : VOF⊗C → A1C descends to the morphism
detM0 : VOF⊗OE′ → A1OE′ .
6.3. The special fiber of the determinant morphism. We write S =
Gal(kP/Fp) = Gal(kP0/Fp). We fix once and for all an embedding ιQ′ :
kQ′ ↪→ F. We consider F as an OE′-algebra via the composition OE′
ρQ′−−→
kQ′
ιQ′
↪→ F. Also ιQ′ induces an embedding ιP : kP ↪→ F and thereby an
identification of the set of all embeddings kP ↪→ F with S. Consider the
isomorphism
OF ⊗ F =
∏
σ∈S
F[u]/(ue)(6.3.1)
from Section 4.3.
Proposition 6.3.2. Let x ∈ OF and let (pσ)σ ∈
∏
σ∈S F[u]/(ue) be the
element corresponding to x⊗ 1 under (6.3.1). Then
χF(x|M0 ⊗OE′ F) =
∏
σ∈S
(
T − pσ(0)
)ne0
in F[T ].
Proof. The definition of M0 gives
χOE′ (x|M0) =
∏
σ∈Σ0
(
T − τσ,1(x)
)sσ(T − τσ,2(x))rσ .
Consider the maps γ : Σ → S and γ0 : Σ0 → S of Proposition 4.4.1. By
Lemma 4.4.3(1) the map γ factors as Σ
·|F0−−→ Σ0 γ0−→ S and consequently
ρQ′(τσ,j(x)) = γ0(σ)(ρP(x)) for σ ∈ Σ0, j = 1, 2. The fact that γ0 is
surjective with all fibers of cardinality e0 therefore yields
(χOE′ (x|M0))ρQ′ =
∏
σ∈S
(
T − σ(ρP(x))
)ne0 .
The claim then follows from the equality pσ(0) = (ιP ◦ σ)(ρP(x)). 
Denote by E = Q(trC(x ⊗ 1|V−i); x ∈ F ) the reflex field and define
Q = Q′ ∩OE . By Proposition 2.3.5 the morphism detV−i is defined over OE ,
and we also denote by detV−i the corresponding morphism over OE .
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6.4. The local model. For the chosen PEL datum, Definition 3.3.2 amounts
to the following.
Definition 6.4.1. The local model M loc is the functor on the category of
OEQ-algebras with M loc(R) the set of tuples (ti)i∈Z of OF ⊗R-submodules
ti ⊂ Λi,R satisfying the following conditions for all i ∈ Z.
(a) ρi,R(ti) ⊂ ti+1.
(b) The quotient Λi,R/ti is a finite locally free R-module.
(c) We have an equality
detΛi,R/ti = detV−i ⊗OER
of morphisms VOF⊗R → A1R.
(d) Under the pairing (·, ·)i,R : Λi,R × Λ−i,R → R, the submodules ti and
t−i pair to zero.
(e) ϑi(tn+i) = ti.
Corollary 6.4.2. Condition 6.4.1(d) can be equivalently replaced by the
following condition.
(d’) t
⊥,〈·,·〉i,R
i = t−i.
Proof. Analogous to the proof of Corollary 5.3.2. 
6.5. The special fiber of the local model. For i ∈ Z, denote by Λi
the free F[u]/ue-module (F[u]/ue)n and by Ei its canonical basis. Consider
the F-automorphism ∗ : F[u]/ue → F[u]/ue, u 7→ −u. Denote by 〈·, ·〉i :
Λi × Λ−i → F[u]/ue the ∗-sesquilinear form described by the matrix Hi of
(6.1.2) with respect to Ei and E−i. Denote by ϑi : Λn+i → Λi the identity
morphism. For k ∈ Z and 0 ≤ i < n, let ρnk+i : Λnk+i → Λnk+i+1 be
the morphism described by the matrix diag(1(i), u, 1(n−i−1)) with respect to
Enk+i and Enk+i+1.
Definition 6.5.1. Define a functor M e,n on the category of F-algebras with
M e,n(R) the set of tuples (ti)i∈Z of R[u]/ue-submodules ti ⊂ Λi,R satisfying
the following conditions for all i ∈ Z.
(a) ρi,R(ti) ⊂ ti+1.
(b) The quotient Λi,R/ti is finite locally free over R.
(c) For all p ∈ R[u]/ue, we have
χR(p|Λi,R/ti) =
(
T − p(0))ne0
in R[T ].
(d) t
⊥,〈·,·〉i,R
i = t−i.
(e) ϑi(tn+i) = ti.
Corollary 6.5.2. Assume that R is reduced. Then condition 6.5.1(c) is
equivalent to the following condition.
(c’) rkR ti = ne0.
Proof. See Lemma 2.3.9. 
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Let i ∈ Z. From (6.3.1) we obtain an isomorphism
(6.5.3) Λi,F =
∏
σ∈S
Λi
by identifying the basis Ei,F with the product of the bases Ei. Under this
identification, the morphism ρi,F decomposes into the morphisms ρi, the
pairing 〈·, ·〉i,F decomposes into the pairings 〈·, ·〉i and the morphism ϑi,F
decomposes into the morphisms ϑi.
Let R be an F-algebra and let (ti)i∈Z be a tuple of OF ⊗R-submodules
ti ⊂ Λi,R. Then (6.5.3) induces decompositions ti =
∏
σ∈S ti,σ into R[u]/u
e-
submodules ti,σ ⊂ Λi,R.
Proposition 6.5.4. The morphism M locF →
∏
σ∈SM
e,n given on R-valued
points by
(6.5.5)
M locF (R)→
∏
σ∈S
M e,n(R),
(ti) 7→ ((ti,σ)i)σ
is an isomorphism of functors on the category of F-algebras.
Proof. It is clear that conditions 6.4.1(a), 6.4.1(b), 6.4.2(d’) and 6.4.1(e) can
be verified factorwise and correspond to the analogous parts of Definition
6.5.1. For condition 6.4.1(c) the same is true by Propositions 2.3.7 and
6.3.2. 
6.6. The affine flag variety. This section deals with the affine flag variety
for the ramified unitary group. Our discussion is based on and has greatly
profited from [27], [28] and [37], [36].
Let R be an F-algebra. Consider the extension R[[u]]/R[[u0]] with u0 = u2.
Also consider the R((u0))-automorphism ∗˜ : R((u)) → R((u)), u 7→ −u. Let
〈˜·, ·〉 be the ∗˜-hermitian form on R((u))n described by the matrix I˜n with
respect to the standard basis of R((u))n over R((u)). For a lattice Λ in R((u))n
we define Λ∨ := {x ∈ R((u))n | 〈˜x,Λ〉 ⊂ R[[u]]}. Recall from Section 4.5 the
standard lattice chain L˜ = (Λ˜i)i in R((u))n. Note that (Λ˜i)∨ = Λ˜−i for all
i ∈ Z. We denote by 〈˜·, ·〉i : Λ˜i × Λ˜−i → R[[u]] the restriction of 〈˜·, ·〉. It is
the perfect ∗˜-sesquilinear pairing described by the matrix Hi of (6.1.2) with
respect to E˜i and E˜−i.
Definition 6.6.1 (Cf. [32, Definition A.41]). Let F[[u0]] → R be an F[[u0]]-
algebra. A polarized chain of F[[u]]⊗F[[u0]] R-modules of type (L˜) is a tuple
M =
(Mi, %i : Mi →Mi+1, θi : Mn+i ∼−→Mi, Ei : Mi ×M−i → F[[u]]⊗F[[u0]] R)i∈Z,
where the Mi are F[[u]] ⊗F[[u0]] R-modules, the %i are F[[u]] ⊗F[[u0]] R-linear
maps, the θi are F[[u]] ⊗F[[u0]] R-linear isomorphisms and the Ei are perfect
∗˜R-sesquilinear pairings, such that for each i ∈ Z the following conditions
hold.
(1) Locally on R, there are F[[u]] ⊗F[[u0]] R-linear isomorphisms Mi '
Λ˜i ⊗F[[u0]] R and Mi+1/%i(Mi) ' (Λ˜i+1/Λ˜i)⊗F[[u0]] R.
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(2) The diagram
Mn+i
%n+i //
θi

Mn+i+1
θi+1

Mi
%i // Mi+1
commutes.
(3) The composition Mn+i
θi−→ Mi
∏n−1
j=0 %i+j−−−−−−→ Mn+i is multiplication by
u.
(4) Ei(a, b) = E−i(b, a)∗˜R for all a ∈Mi, b ∈M−i.
(5) Ei(a, %−i−1(b)) = Ei+1(%i(a), b) for all a ∈Mi, b ∈M−i−1.
(6) Ei(a, b) = −En+i(θ−1i (a), θ−n−i(b)) for all a ∈Mi, b ∈M−i.
Let
M = (Mi, %i : Mi →Mi+1, θi : Mn+i ∼−→Mi, Ei : Mi ×M−i → R)i,
M′ = (M ′i , %′i : M ′i →M ′i+1, θ′i : M ′n+i ∼−→M ′i , E ′i : M ′i ×M ′−i → R)i
be polarized chains of F[[u]] ⊗F[[u0]] R-modules of type (L˜). A morphism
ϕ :M→M′ is a tuple (ϕi)i∈Z of isomorphisms of F[[u]] ⊗F[[u0]] R-modules
ϕi : Mi →M ′i satisfying the following conditions for all i ∈ Z.
(a) The diagrams
Mi
%i //
ϕi

Mi+1
ϕi+1

M ′i
%′i // M ′i+1,
Mi
ϕi

Mn+i
ϕn+i

θioo
M ′i M
′
n+i
θ′ioo
commute.
(b) ∀(x, y) ∈Mi ×M−i : E ′i(ϕi(x), ϕ−i(y)) = Ei(x, y).
We denote by Isom(M,M′) the functor on the category of R-algebras with
Isom(M,M′)(R′) the set of morphisms M⊗R R′ →M′ ⊗R R′ of polarized
chains of F[[u]] ⊗F[[u0]] R′-modules of type (L˜). We also write Aut(M) =
Isom(M,M).
Proposition 6.6.2. Let R be an F[[u0]]-algebra such that the image of u0 in
R is nilpotent. Then any two polarized chainsM,N of F[[u]]⊗F[[u0]]R-modules
of type (L˜) are isomorphic locally for the e´tale topology on R. Furthermore
the functor Isom(M,N ) is representable by a smooth affine scheme over R.
Proof. The proof of [32, Proposition A.43] carries over to this situation
without any changes. 
Proposition 6.6.3. Let R be an F-algebra and let M,N be polarized
chains of F[[u]] ⊗F[[u0]] R[[u0]]-modules of type (L˜). Then the canonical map
Isom(M,N )(R[[u0]]) → Isom(M,N )(R[[u0]]/um0 ) is surjective for all m ∈
N≥1. In particular M and N are isomorphic locally for the e´tale topology
on R.
Proof. Analogous to the proof of Proposition 5.5.3, referring to Proposition
6.6.2 in place of Proposition 5.5.2. 
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Definition 6.6.4 ([37, §4.2], [36, §6.2]). Let R be an F-algebra and let (Li)i
be a lattice chain in R((u))n.
(1) Let r ∈ Z. The chain (Li)i is called r-self-dual if
∀i ∈ Z : L∨i = ur0L−i.
Denote by F (r)U the functor on the category of F-algebras with F (r)U (R)
the set of r-self-dual lattice chains in R((u))n.
(2) The chain (Li)i is called self-dual if Zariski locally on R there is an
a ∈ R((u0))× such that
(6.6.5) ∀i ∈ Z : L∨i = aL−i.
Denote by FGU the functor on the category of F-algebras with FGU(R)
the set of self-dual lattice chains in R((u))n.
Note that L˜ ∈ F (0)U (R).
Remark 6.6.6. Let R be a reduced F-algebra such that SpecR is connected.
Then
FGU(R) =
⋃
r∈Z
F (r)U (R).
Proof. This follows easily from Lemma 4.5.14. 
Remark 6.6.7. Let R be an F-algebra and let (Li)i ∈ F (0)U (R). For i ∈ Z
denote by %i : Li → Li+1 the inclusion, by θi : Ln+i → Li the isomorphism
given by multiplication with u and by Ei : Li × L−i → R[[u]] the restriction of
〈˜·, ·〉. Then (Li, %i, θi, Ei) is a polarized chain of F[[u]]⊗F[[u0]] R[[u0]]-modules
of type (L˜). Here we use Proposition 4.5.5 to verify condition 6.6.1(1).
Recall from Section 2.1.4 the F((u0))-groups GU and U associated with
the quadratic extension F((u))/F((u0)). Note that for an F-algebra R, the
canonical maps
F[[u]]⊗F[[u0]] R[[u0]]→ R[[u]],
F((u))⊗F((u0)) R((u0))→ R((u))
are isomorphisms. Consequently we can consider Lu0 GU and Lu0 U as
subfunctors of Lu GLn. Recall from Section 2.1.2 the subfunctor I ⊂ L GLn.
We define a subfunctor IGU of Lu0 GU by IGU = Lu0 GU ∩ I.
Proposition 6.6.8. The natural action of Lu GLn on F (cf. Remark 4.5.13)
restricts to an action of Lu0 GU on FGU. Consequently we obtain an injective
map
Lu0 GU(R)/IGU(R)
φ(R)−−−→ FGU(R),
g 7−−−→ g · L˜
for each F-algebra R. The morphism φ identifies FGU with both the e´tale
and the fpqc sheafification of the presheaf Lu0 GU/IGU.
Proof. Let R be an F-algebra. We claim that every a ∈ R((u0))× lies in the
image of the map c : GU(R((u0)))→ R((u0))× e´tale locally on R. Assuming
this, one can proceed exactly as in the proof of Proposition 5.5.8, referring to
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Remark 6.6.7 and Proposition 6.6.3 in place of Remark 5.5.7 and Proposition
5.5.3.
To prove the claim, first note that for b ∈ R((u)), the matrix bIn ∈
GU(R((u0))) satisfies c(bIn) = bb
∗˜. Lemma 4.5.14 implies that Zariski locally
on R, the element a is of the form a = uk0υ(1 + n) for some k ∈ Z, a unit
υ ∈ R[[u0]]× and a nilpotent element n ∈ R((u0)). Consequently it suffices to
show that each of uk0, υ and 1 + n is of the form bb
∗˜ for some b ∈ R((u)) e´tale
locally on R.
As 2 ∈ R×, one easily sees that υ is a square in R[[u0]]× whenever υ(0) is
a square in R×, which is the case e´tale locally on R. For b =
√−1uk, one
has bb∗˜ = uk0. Finally, 1 + n is a square in R((u0))×; this follows from the
Taylor expansion of
√
1 + x if one notes that
(1/2
l
) ∈ Z[12 ] for all l ∈ N. 
6.7. Embedding the local model into the affine flag variety. Let R
be an F-algebra. We consider an R[u]/ue-module as an R[[u]]-module via the
canonical projection R[[u]] → R[u]/ue. For i ∈ Z denote by αi : Λ˜i → Λi,R
the morphism described by the identity matrix with respect to E˜i and Ei.
It induces an isomorphism Λ˜i/u
eΛ˜i
∼−→ Λi,R. Clearly the following diagrams
commute.
Λ˜i
αi

⊂ Λ˜i+1
αi+1

Λi,R
ρi,R // Λi+1,R,
Λ˜i × Λ˜−i
〈˜·,·〉i //
αi×α−i

R[[u]]

Λi,R × Λ−i,R
〈·,·〉i,R // R[u]/ue,
Λ˜i
αi

Λ˜n+i
αn+i

u·oo
Λi,R Λn+i,R.
ϑi,Roo
The following proposition allows us to consider M e,n as a subfunctor of
F (−e0)U .
Proposition 6.7.1 ([28, §3.3],[37, §4.4-5.1], [36, §6.4-7.1]). There is an
embedding α : M e,n ↪→ F (−e0)U given on R-valued by
M e,n(R)→ F (−e0)U (R),
(ti)i 7→ (α−1i (ti))i.
It induces a bijection from M e,n(R) onto the set of those (Li)i ∈ F (−e0)U (R)
satisfying the following conditions for all i ∈ Z.
(1) ueΛ˜i ⊂ Li ⊂ Λ˜i.
(2) For all p ∈ R[u]/ue, we have
χR(p|Λ˜i/Li) = (T − p(0))ne0
in R[T ]. Here Λ˜i/Li is considered as an R[u]/u
e-module using (1).
Proof. Identical to the proof of Proposition 5.6.1. 
Note that L = (Λi, ρi, ϑi, 〈·, ·〉i)i is a polarized chain of F[[u]]⊗F[[u0]]F[u0]/ue00 -
modules of type (L˜). In fact L = L˜ ⊗F[[u0]] F[u0]/ue00 . Let R be an F-algebra.
There is an obvious action of Aut(L)(R[u0]/ue00 ) on M e,n(R), given by
(ϕi) · (ti) = (ϕi(ti)). The canonical morphism R[[u0]]→ R[u0]/ue00 induces a
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morphism Aut(L˜)(R[[u0]])→ Aut(L)(R[u0]/ue00 ) and we thereby extend this
Aut(L)(R[u0]/ue00 )-action on M e,n(R) to an Aut(L˜)(R[[u0]])-action.
Lemma 6.7.2. Let R be an F-algebra and let t ∈ M e,n(R). We have
Aut(L˜)(R[[u0]]) · t = Aut(L)(R[u0]/ue0) · t.
Proof. The map Aut(L˜)(R[[u0]])→ Aut(L)(R[u0]/ue00 ) is surjective by Propo-
sition 6.6.3. 
Define a subfunctor IU of Lu0 U by IU = Lu0 U ∩ IGU.
Lemma 6.7.3. We have IGU(F) = F[[u0]]×IU(F).
Proof. Analogous to the proof of Lemma 5.6.4, noting that for g ∈ IGU(F)
one has c(g) ∈ F[[u0]]×. 
Lemma 6.7.4. Let g ∈ IU(F). Then g restricts to an automorphism gi :
Λ˜i
∼−→ Λ˜i for each i ∈ Z. The assignment g 7→ (gi)i defines an isomorphism
ISp(F)
∼−→ Aut(L˜)(F[[u0]]).
Proof. Clear (cf. the proof of Lemma 3.7.15). 
Proposition 6.7.5. Let t ∈M e,n(F). Then α induces a bijection
Aut(L)(F[u0]/ue00 ) · t ∼−→ IGU(F) · α(t).
Consequently we obtain an embedding
Aut(L)(F[u0]/ue00 )\M e,n(F) ↪→ IGU(F)\FGU(F).
Proof. Analogous to the proof of Proposition 5.6.6. 
Consider α′ : M e,n(F) ↪→ FGU(F) φ(F)
−1
−−−−→ Lu0 GU(F)/IGU(F).
Proposition 6.7.6. Let t ∈M e,n(F). Then α′ induces a bijection
Aut(L)(F[u0]/ue00 ) · t ∼−→ IGU(F) · α′(t).
Consequently we obtain an embedding
Aut(L)(F[u0]/ue00 )\M e,n(F) ↪→ IGU(F)\GU(F((u0)))/IGU(F).
Proof. Clear from Proposition 6.7.5, as the isomorphism φ(F) is in particular
IGU(F)-equivariant. 
Let R be an F-algebra and (ϕi)i ∈ Aut(L)(R). The decomposition (6.5.3)
induces for each i a decomposition of ϕi : Λi,R
∼−→ Λi,R into the product of
R[u]/ue-linear automorphisms ϕi,σ : Λi,R
∼−→ Λi,R.
Proposition 6.7.7. Let R be an F-algebra. The following map is an iso-
morphism, functorial in R.
Aut(L)(R)→
∏
σ∈S
Aut(L)(R[u0]/ue00 ),
(ϕi)i 7→ ((ϕi,σ)i)σ∈S.
Proof. Analogous to the proof of Proposition 5.6.8. 
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Consider the composition
α˜ : M loc(F) (6.5.5)−−−−→
∏
σ∈S
M e,n(F)
∏
σ α
′
−−−−→
∏
σ∈S
Lu0 GU(F)/IGU(F).
For σ ∈ S denote by α˜σ : M loc(F)→ Lu0 GU(F)/IGU(F) the corresponding
component of α˜.
Theorem 6.7.8. Let t ∈M loc(F). Then α˜ induces a bijection
Aut(L)(F) · t ∼−→
∏
σ∈S
IGU(F) · α˜σ(t).
Consequently we obtain an embedding
Aut(L)(F)\M loc(F) ↪→
∏
σ∈S
IGU(F)\GU(F ((u0)))/IGU(F).
Proof. Identical to the proof of Theorem 5.6.10. 
6.8. The extended affine Weyl group. As in [37, 3.2],[36, 3.2], we denote
by S the standard diagonal maximal split torus in GU. Denote by T the
centralizer and by N the normalizer of S in GU. By the discussion in [37,
3.4], [36, 5.4], the Kottwitz homomorphism for T is given by
κT : T (F((u0)))→ Zn, diag(x1, . . . , xn) 7→ (valu(x1), . . . , valu(xn)).
Consequently the kernel T
(
F((u0))
)
1
of κT is equal to T (F((u0))) ∩Dn(F[[u]]),
with the intersection taking place in GLn(F((u))). By definition, the ex-
tended affine Weyl group of GU with respect to S is given by W˜ :=
N(F((u0)))/T (F((u0)))1.
Set
W = {w ∈ Sn | ∀i ∈ {1, . . . , n} : w(i) + w(n+ 1− i) = n+ 1}
and
X = {(x1, . . . , xn) ∈ Zn | ∃r ∈ Z∀i ∈ {1, . . . , n} : xi + xn+1−i = 2r}.
We identify W with a subgroup of U(F((u0))) via W 3 w 7→ Aw. One easily
sees that N(F((u0))) = W n T (F((u0))). The Kottwitz homomorphism κT
induces an isomorphism T (F((u0)))/T (F((u0)))1
∼−→ X and we thereby identify
W˜ with W nX.
To avoid any confusion of the product inside W˜ and the canonical action
of Sn on Zn, we will always denote the element of W˜ corresponding to λ ∈ X
by uλ.
Recall from [7, §2.5] the notion of an extended alcove (xi)n−1i=0 for GLn. An
extended alcove for GU is an extended alcove (xi)
n−1
i=0 for GLn such that
∃r ∈ Z∀i ∈ {0, . . . , n}∀j ∈ {1, . . . , n} : xi(j) + xn−i(n+ 1− j) = 2r − 1.
Here xn = x0 + (1
(n)).
Also recall the standard alcove (ωi)
n−1
i=0 . As in the linear case treated in
loc. cit., we identify W˜ with the set of extended alcoves for GU by using the
standard alcove as a base point.
Write e = (e(n)).
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Definition 6.8.1 (Cf. [7, Definition 2.4]). An extended alcove (xi)
n−1
i=0 for
GU is called permissible if it satisfies the following conditions for all i ∈
{0, . . . , n− 1}.
(1) ωi ≤ xi ≤ ωi + e, where ≤ is to be understood componentwise.
(2)
∑n
j=1 xi(j) = ne0 − i.
Denote by Perm the set of all permissible extended alcoves for GU.
Proposition 6.8.2. The inclusion N(F((u0))) ⊂ GU(F((u0))) induces a bi-
jection W˜
∼−→ IGU(F)\GU(F((u0)))/IGU(F). In other words,
GU(F((u0))) =
∐
x∈W˜
IGU(F)xIGU(F).
Under this bijection, the subset
Aut(L)(F[u0]/ue00 )\M e,n(F) ⊂ IGU(F)\GU(F((u0)))/IGU(F)
of Proposition 6.7.6 corresponds to the subset Perm ⊂ W˜ .
Proof. The first statement is discussed in [37, 4.4], [36, 6.4]. The second
statement follows easily from the explicit description of the image of α in
Proposition 6.7.1, keeping in mind Corollary 6.5.2. 
Corollary 6.8.3. Under the identifications of Theorem 6.7.8, the set∏
σ∈S Perm constitutes a set of representatives of Aut(L)(F)\M loc(F).
6.9. The p-rank on a KR stratum. We make Definitions 3.2.1 and 3.2.3
explicit for the chosen PEL datum.
Definition 6.9.1. Let R be an OEQ-algebra. A self-dual L-set of abelian
varieties of determinant detV−i over R is a commutative diagram
. . .
%−2 // A−1
%−1 //
λ−1

A0
%0 //
λ0

A1
%1 //
λ1

. . .
. . .
%∨1 // A∨1
%∨0 // A∨0
%∨−1 // A∨−1
%∨−2 // . . .
in AR ⊗ Z(p) satisfying the following conditions for all i ∈ Z.
(1) Ai is an abelian scheme over R equipped with an action κi : OF ⊗
Z(p) → EndR(Ai)⊗ Z(p).
(2) %i : Ai → Ai+1 is an Z(p)-isogeny of degree pf , compatible with κi
and κi+1.
(3) There is an isomorphism θi : An+i → Ai in AR ⊗ Z(p) such that the
composition
An+i
θi−→ Ai
∏n−1
j=0 %i+j−−−−−−→ An+i
is equal to κn+i(pi).
(4) λi : Ai → A∨−i is an isomorphism in AR ⊗ Z(p), compatible with κi
and κ∨−i. Here κ
∨
i : OF ⊗ Z(p) → EndR(A∨i ) ⊗ Z(p) is defined by
κ∨i (x) = κi(x
∗)∨, x ∈ OF ⊗ Z(p).
(5) λ0 is symmetric.
(6) detLie(Ai) = detV−i ⊗OER.
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Remark 6.9.2. Let R be an OEQ-algebra and let A/R be an abelian scheme
equipped with an action κ : OF ⊗ Z(p) → EndR(A) ⊗ Z(p). Assume that
detLie(A) = detV−i ⊗OER. Then dimRAi = ng0 by Lemma 2.3.4.
Recall from Section 3.3 the diagram
A˜
ϕ˜
  
ψ˜
!!
A M loc
of functors on the category of OEQ-algebras. Also recall the KR stratification
A(F) = ∐x∈Aut(L)(F)\M loc(F)Ax. We have identified the occurring index set
with
∏
σ∈S Perm in Corollary 6.8.3 . We can then state the following result.
Theorem 6.9.3. Let x = (xσ)σ ∈
∏
σ∈S Perm. Write xσ = wσu
λσ with
wσ ∈W, λσ ∈ X. Then the p-rank on Ax is constant with value
g · |{1 ≤ i ≤ n | ∀σ ∈ S(wσ(i) = i ∧ λσ(i) = 0)}|.
Proof. The proof is identical to the one of Theorem 5.8.3. 
7. The inert unitary case
7.1. The PEL datum. Let n ∈ N≥1. We start with the PEL datum
consisting of the following objects.
(1) An imaginary quadratic extension F/F0 of a totally real extension
F0/Q. Let g0 = [F0 : Q] and g = [F : Q], so that g = 2g0.
(2) The non-trivial element ∗ of Gal(F/F0).
(3) An n-dimensional F -vector space V .
(4) The symplectic form (·, ·) : V × V → Q on the underlying Q-vector
space of V constructed as follows: Fix once and for all a ∗-skew-
hermitian form (·, ·)′ : V × V → F (i.e. (av, bw)′ = ab∗ (v, w)′
and (v, w)′ = − (w, v)′∗ for v, w ∈ V, a, b ∈ F ). Define (·, ·) =
trF/Q ◦ (·, ·)′.
(5) The element J ∈ EndB⊗R(V ⊗ R) to be specified below.
Remark 7.1.1. The reductive Q-group G associated with the above PEL
datum is described in Remark 6.1.1.
We assume that pOF0 = (P0)e for a single prime P0 of OF0 and that P0OF =
P for a single prime P of OF . Denote by f0 = [kP0 : Fp] and f = [kP : Fp]
the corresponding inertia degrees, so that f = 2f0. We fix once and for all a
uniformizer pi of OF0 ⊗ Z(p). Then pi is also a uniformizer of OF ⊗ Z(p).
Denote by C = COFP |Zp the corresponding inverse different. Choose a
generator δ of C satisfying δ∗ = −δ. Consequently the form δ−1 (·, ·)′Qp :
VQp × VQp → FP is ∗-hermitian and we assume that it splits, i.e. that there
is a basis (e1, . . . , en) of VQp over FP such that (ei, en+1−j)
′
Qp = δδij for
1 ≤ i, j ≤ n.
Let 0 ≤ i < n. We denote by Λi the OFP -lattice in VQp with basis
Ei = (pi
−1e1, . . . , pi−1ei, ei+1, . . . , en).
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For k ∈ Z we further define Λnk+i = pi−kΛi and we denote by Enk+i the
corresponding basis obtained from Ei. Then L = (Λi)i is a complete chain of
OFP -lattices in VQp . For i ∈ Z, the dual lattice Λ∨i := {x ∈ VQp | (x,Λi)Qp ⊂
Zp} of Λi is given by Λ−i. Consequently the chain L is self-dual.
Let i ∈ Z. We denote by ρi : Λi → Λi+1 the inclusion, by ϑi : Λn+i → Λi
the isomorphism given by multiplication with pi and by (·, ·)i : Λi×Λ−i → Zp
the restriction of (·, ·)Qp . Then (Λi, ρi, ϑi, (·, ·)i)i is a polarized chain of
OFP -modules of type (L), which, by abuse of notation, we also denote by
L = Linert.
Denote by 〈·, ·〉i : Λi × Λ−i → OFP the restriction of the ∗-hermitian form
δ−1 (·, ·)′Qp . It is the ∗-sesquilinear form described by the matrix I˜n with
respect to Ei and E−i.
Denote by Σ0 the set of all embeddings F0 ↪→ R and by Σ the set of all
embeddings F ↪→ C. Also write S = Gal(kP/Fp) and S0 = Gal(kP0/Fp).
Let E′ be the Galois closure of F inside C and choose a prime Q′ of E′
over P. Consider the maps γ : Σ → S and γ0 : Σ0 → S0 of Proposition
4.4.1. For each σ ∈ S0 we denote by τσ,1, τσ,2 ∈ S the two elements with
τσ,j
∣∣
kP0
= σ.
Let σ ∈ Σ0 and j ∈ {1, 2}. By Lemma 4.4.3(2) there is a unique τσ,j ∈ Σ
with τσ,j
∣∣
F0
= σ satisfying
(7.1.2) γ(τσ,j) = τγ0(σ),j .
Exactly as in Section 6, we define for each σ ∈ Σ0 integers rσ, sσ with
rσ + sσ = n, and using these the element J ∈ EndB⊗R(V ⊗ R). Denote by
V−i the (−i)-eigenspace of JC. As before, we construct an OF ⊗OE′-module
M0 which is finite locally free over OE′ , such that M0 ⊗OE′ C = V−i asOF ⊗ C-modules.
7.2. The special fiber of the determinant morphism. Let σ ∈ S0. We
define
rσ =
∑
σ′∈γ−10 (σ)
rσ′ and sσ =
∑
σ′∈γ−10 (σ)
sσ′ .
As the fibers of γ0 have cardinality e, it follows that rσ + sσ = ne.
We fix once and for all an embedding ιQ′ : kQ′ ↪→ F. We consider F as an
OE′-algebra with respect to the composition OE′
ρQ′−−→ kQ′
ιQ′
↪→ F. Also ιQ′
induces an embedding ιP : kP ↪→ F and thereby an identification of the set
of all embeddings kP ↪→ F with S.
Consider the isomorphism
(7.2.1) OF ⊗ F =
∏
σ∈S0
F[u]/(ue)× F[u]/(ue)
from Section 4.3. Here in the component F[u]/(ue)×F[u]/(ue) corresponding
to σ ∈ S0, the first factor is supposed to correspond to τσ,1 and the second
factor is supposed to correspond to τσ,2.
KOTTWITZ-RAPOPORT AND p-RANK STRATA 69
Proposition 7.2.2. Let x ∈ OF and let
(
(qτσ,1 , qτσ,2)
)
σ
∈∏σ∈S0 F[u]/(ue)×
F[u]/(ue) be the element corresponding to x⊗ 1 under (7.2.1). Then
χF(x|M0 ⊗OE′ F) =
∏
σ∈S0
(
T − qτσ,1(0)
)sσ(T − qτσ,2(0))rσ
in F[T ].
Proof. The definition of M0 gives
χOE′ (x|M0) =
∏
σ∈Σ0
(
T − τσ,1(x)
)sσ(T − τσ,2(x))rσ .
Using (7.1.2) we obtain
(χOE′ (x|M0))ρQ′ =
∏
σ∈S0
(
T − τσ,1(ρP(x))
)sσ · (T − τσ,2(ρP(x)))rσ .
The claim then follows from the equality qτσ,j (0) = (ιP ◦ τσ,j)(ρP(x)), σ ∈
S0, j = 1, 2. 
Denote by E = Q(trC(x ⊗ 1|V−i); x ∈ F ) the reflex field and define
Q = Q′ ∩OE . By Proposition 2.3.5 the morphism detV−i is defined over OE ,
and we also denote by detV−i the corresponding morphism over OE .
7.3. The local model. For the chosen PEL datum, Definition 3.3.2 amounts
to the following.
Definition 7.3.1. The local model M loc = M loc,inert is the functor on the
category of OEQ-algebras with M loc(R) the set of tuples (ti)i∈Z of OF ⊗R-
submodules ti ⊂ Λi,R, satisfying the following conditions for all i ∈ Z.
(a) ρi,R(ti) ⊂ ti+1.
(b) The quotient Λi,R/ti is a finite locally free R-module.
(c) We have an equality
detΛi,R/ti = detV−i ⊗OER
of morphisms VOF⊗R → A1R.
(d) Under the pairing (·, ·)i,R : Λi,R × Λ−i,R → R, the submodules ti and
t−i pair to zero.
(e) ϑi(tn+i) = ti.
Corollary 7.3.2. Condition 7.3.1(d) can be equivalently replaced by the
following condition.
(d’) t
⊥,〈·,·〉i,R
i = t−i.
Proof. Identical to the proof of Corollary 5.3.2. 
7.4. The special fiber of the local model. For i ∈ Z, denote by Λi the
free F[u]/ue-module (F[u]/ue)n and by Ei its canonical basis. Denote by
ϑi : Λn+i → Λi the identity morphism. Consider the map ∗ : F[u]/ue ×
F[u]/ue → F[u]/ue × F[u]/ue, (a, b) 7→ (b, a). Let Λi,1 and Λi,2 be two
copies of Λi and denote by 〈·, ·〉i,1 : Λi,1 × Λ−i,2 → F[u]/ue (resp. 〈·, ·〉i,2 :
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Λi,2 × Λ−i,1 → F[u]/ue) the perfect bilinear map described by the matrix I˜n
with respect to Ei,1 and E−i,2 (resp. Ei,2 and E−i,1). Consider the pairing
〈·, ·〉i : (Λi,1 × Λi,2)× (Λ−i,1 × Λ−i,2)→ F[u]/ue × F[u]/ue,(
(x1, x2), (y1, y2)
) 7→ (〈x1, y2〉i,1 , 〈x2, y1〉i,2).
It is a perfect ∗-sesquilinear pairing.
For k ∈ Z and 0 ≤ i < n, let ρnk+i : Λnk+i → Λnk+i+1 be the morphism
described by the matrix diag(1(i), u, 1(n−i−1)) with respect to Enk+i and
Enk+i+1.
Definition 7.4.1. Let r, s ∈ N with r + s = ne. Define a functor M e,n,r on
the category of F-algebras with M e,n,r(R) the set of tuples (ti)i∈Z of R[u]/ue-
submodules ti ⊂ Λi,R satisfying the following conditions for all i ∈ Z.
(a) ρi,R(ti) ⊂ ti+1.
(b) The quotient Λi,R/ti is a finite locally free R-module.
(c) For all p ∈ R[u]/ue, we have
χR(p|Λi,R/ti) =
(
T − p(0))s
in R[T ].
(d) ϑi(tn+i) = ti.
Corollary 7.4.2. Assume that R is reduced. Then condition 7.4.1(c) is
equivalent to the following condition.
(c’) rkR Λi,R/ti = s.
Proof. See Lemma 2.3.9. 
Let i ∈ Z. From (7.2.1) we obtain an isomorphism
(7.4.3) Λi,F =
∏
σ∈S0
Λi,1 × Λi,2
by identifying the basis Ei,F with the product of the bases Ei. Under this
identification, the morphism ρi,F decomposes into the morphisms ρi, the
pairing 〈·, ·〉i,F decomposes into the pairings 〈·, ·〉i and the morphism ϑi,F
decomposes into the morphisms ϑi.
Let R be an F-algebra and let (ti)i∈Z be a tuple of OF ⊗R-submodules
ti ⊂ Λi,R. Then (7.4.3) induces decompositions ti =
∏
σ∈S0 ti,τσ,1 × ti,τσ,2
into R[u]/ue-submodules ti,τσ,j ⊂ Λi,j,R.
Proposition 7.4.4. The morphism Φ1 : M
loc
F →
∏
σ∈S0 M
e,n,rσ given on
R-valued points by
M locF (R)→
∏
σ∈S0
M e,n,rσ(R),
(ti) 7→
(
(ti,τσ,1)i
)
σ
is an isomorphism of functors on the category of F-algebras. M loc
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Proof. It follows from Propositions 2.3.7 and 7.2.2 that the map in question
is well-defined. Conversely, Corollary 7.3.2 (and repeated applications of
Lemma 4.2.1) imply that the map∏
σ∈S0
M e,n,rσ(R)→M locF (R),
((ti,σ)i)σ 7→
 ∏
σ∈S0
(ti,σ × t⊥,〈·,·〉−i,1,R−i,σ )

i
is well-defined and inverse to the map in question. Details left to the
reader. 
Remark 7.4.5. For symmetry reasons, also the morphism Φ2 : M
loc
F →∏
σ∈S0 M
e,n,sσ given on R-valued points by
M locF (R)→
∏
σ∈S0
M e,n,sσ(R),
(ti) 7→
(
(ti,τσ,2)i
)
σ
is an isomorphism of functors on the category of F-algebras.
The morphism
∏
σ∈S0 M
e,n,rσ →∏σ∈S0 M e,n,sσ making commutative the
diagram ∏
σ∈S0 M
e,n,rσ

M locF
Φ1
88
Φ2 &&∏
σ∈S0 M
e,n,sσ
is given by on R-valued points by
(7.4.6)
∏
σ∈S0
M e,n,rσ(R)→
∏
σ∈S0
M e,n,sσ(R),
((ti,σ)i)σ 7→ ((t⊥,〈·,·〉−i,1,R−i,σ )i)σ.
7.5. The affine flag variety. This section deals with the affine flag variety
for the general linear group. Our discussion loosely follows the one in [26,
§4].
Let R be an F-algebra. Recall from Section 4.5 the standard lattice chain
L˜ = (Λ˜i)i in R((u))n.
Definition 7.5.1 (Cf. [32, p. 131]). Let F[[u]] → R be an F[[u]]-algebra. A
chain of R-modules of type (L˜) is a tuple
M = (Mi, %i : Mi →Mi+1, θi : Mn+i ∼−→Mi)i∈Z,
where the Mi are R-modules, the %i are R-linear maps and the θi are R-linear
isomorphisms, such that for all i ∈ Z the following conditions hold.
(1) Locally on R, there are isomorphisms Mi ' Λ˜i,R and Mi+1/%i(Mi) '
(Λ˜i+1/Λ˜i)R of R-modules.
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(2) The diagram
Mn+i
%n+i //
θi

Mn+i+1
θi+1

Mi
%i // Mi+1
commutes.
(3) The composition Mn+i
θi−→ Mi
∏n−1
j=0 %i+j−−−−−−→ Mn+i is multiplication by
u.
Let
M = (Mi, %i : Mi →Mi+1, θi : Mn+i ∼−→Mi)i,
M′ = (M ′i , %′i : M ′i →M ′i+1, θ′i : M ′n+i ∼−→M ′i)i
be chains of R-modules of type (L˜). A morphism ϕ : M→M′ is a tuple
(ϕi)i∈Z of isomorphisms of R-modules ϕi : Mi →M ′i such that the following
diagrams commute for all i ∈ Z.
Mi
%i //
ϕi

Mi+1
ϕi+1

M ′i
%′i // M ′i+1,
Mi
ϕi

Mn+i
ϕn+i

θioo
M ′i M
′
n+i.
θ′ioo
We denote by Isom(M,M′) the functor on the category of R-algebras with
Isom(M,M′)(R′) the set of morphisms M⊗R R′ →M′ ⊗R R′ of chains of
R′-modules of type (L˜). We also write Aut(M) = Isom(M,M).
Proposition 7.5.2. Let R be an F[[u]]-algebra such that the image of u in
R is nilpotent. Then any two chains M,N of R-modules of type (L˜) are
isomorphic locally for the Zariski topology on R. Furthermore the functor
Isom(M,N ) is representable by a smooth affine scheme over R.
Proof. The proof of [32, Proposition A.4] carries over to this situation without
any changes. 
Proposition 7.5.3. Let R be an F-algebra and let M,N be chains of
R[[u]]-modules of type (L˜). Then the canonical map Isom(M,N )(R[[u]]) →
Isom(M,N )(R[[u]]/um) is surjective for all m ∈ N≥1. In particular M and
N are isomorphic locally for the Zariski topology on R.
Proof. Analogous to the proof of Proposition 5.5.3, referring to Proposition
7.5.2 in place of Proposition 5.5.2. 
Remark 7.5.4. Let R be an F-algebra and let (Li)i ∈ F(R). For i ∈ Z
denote by %i : Li → Li+1 the inclusion and by θi : Ln+i → Li the isomorphism
given by multiplication with u. Then (Li, %i, θi) is a chain of R[[u]]-modules
of type (L˜). Here we use Proposition 4.5.5 to verify condition 7.5.1(1).
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Proposition 7.5.5. Let R be an F-algebra. Recall from Remark 4.5.13 the
injective map
L GLn(R)/I(R)
φ(R)−−−→ F(R),
g 7−−−→ g · L˜.
The morphism φ identifies F with both the Zariski and the fpqc sheafification
of the presheaf L GLn/I.
Proof. Similar to the proof of Proposition 5.5.8, referring to Remark 7.5.4
and Proposition 7.5.3 in place of Remark 5.5.7 and Proposition 5.5.3. 
7.6. Embedding the local model into the affine flag variety. Let R
be an F-algebra. We consider an R[u]/ue-module as an R[[u]]-module via the
canonical projection R[[u]]→ R[u]/ue. For i ∈ Z, denote by αi : Λ˜i → Λi,R
the morphism described by the identity matrix with respect to E˜i and Ei.
It induces an isomorphism Λ˜i/u
eΛ˜i
∼−→ Λi,R. Clearly the following diagrams
commute.
Λ˜i
αi

⊂ Λ˜i+1
αi+1

Λi,R
ρi,R // Λi+1,R,
Λ˜i
αi

Λ˜n+i
αn+i

u·oo
Λi,R Λn+i,R.
ϑi,Roo
Let r, s ∈ N with r+ s = ne. The following proposition allows us to consider
M e,n,r as a subfunctor of F .
Proposition 7.6.1 ([26, §4]). There is an embedding α : M e,n,r ↪→ F given
on R-valued points by
M e,n,r(R)→ F(R),
(ti)i 7→ (α−1i (ti))i.
It induces a bijection from M e,n,r(R) onto the set of those (Li)i ∈ F(R)
satisfying the following conditions for all i ∈ Z.
(1) ueΛ˜i ⊂ Li ⊂ Λ˜i.
(2) For all p ∈ R[u]/ue, we have
χR(p|Λ˜i/Li) =
(
T − p(0))s
in R[T ]. Here Λ˜i/Li is considered as an R[u]/u
e-module using (1).
Proof. Analogous to the proof of Proposition 5.6.1. 
Let R be an F-algebra. Denote by 〈˜·, ·〉 : R((u))n × R((u))n → R((u)) the
bilinear form described by the matrix I˜n with respect to the standard basis of
R((u))n over R((u)). Further denote by 〈˜·, ·〉i : Λ˜i×Λ˜−i → R[[u]] the restriction
of 〈˜·, ·〉. Note that the diagram
Λ˜i × Λ˜−i
〈˜·,·〉i //
αi×α−i

R[[u]]

Λi,1,R × Λ−i,2,R
〈·,·〉i,1,R // R[u]/ue
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commutes. For a lattice Λ in R((u))n we define Λ∨ := {x ∈ R((u))n | 〈˜x,Λ〉 ⊂
R[[u]]}.
As in Remark 7.6.11, the morphism Ψ : M e,n,r →M e,n,s given on R-valued
points by
M e,n,r(R)→M e,n,s(R),
(ti)i 7→ (t⊥,〈·,·〉−i,1,R−i )i
is an isomorphism.
Proposition 7.6.2. The following diagram commutes.
M e,n,r 
 α //
Ψ

F
(Li)i 7→(ueL∨−i)i

M e,n,s 
 α // F .
Proof. Similar to the proof of the duality statement in the proof of Proposition
3.7.10. 
Note that L = (Λi, ρi, ϑi) is a chain of F[u]/ue-modules of type (L˜). In fact
L = L˜ ⊗F[[u]] F[u]/ue. Let R be an F-algebra. There is an obvious action of
Aut(L)(R[u]/ue) on M e,n,r(R), given by (ϕi) · (ti) = (ϕi(ti)). The canonical
morphism R[[u]]→ R[u]/ue induces a map Aut(L˜)(R[[u]])→ Aut(L)(R[u]/ue)
and we thereby extend this Aut(L)(R[u]/ue)-action on M e,n,r(R) to an
Aut(L˜)(R[[u]])-action.
Lemma 7.6.3. Let R be an F-algebra and let t ∈ M e,n,r(R). We have
Aut(L˜)(R[[u]]) · t = Aut(L)(R[u]/ue) · t.
Proof. The map Aut(L˜)(R[[u]])→ Aut(L)(R[u]/ue) is surjective by Proposi-
tion 7.5.3. 
Lemma 7.6.4. Let g ∈ I(F). Then g restricts to an automorphism gi :
Λ˜i
∼−→ Λ˜i for each i ∈ Z. The assignment g 7→ (gi)i defines an isomorphism
I(F) ∼−→ Aut(L˜)(F[[u]]).
Proof. Clear (cf. the proof of Lemma 3.7.15). 
Proposition 7.6.5. Let t ∈M e,n,r(F). Then α induces a bijection
Aut(L)(F[u]/ue) · t ∼−→ I(F) · α(t).
Consequently we obtain an embedding
Aut(L)(F[u]/ue)\M e,n,r(F) ↪→ I(F)\F(F).
Proof. Analogous to the proof of Proposition 5.6.7. 
Consider α′ : M e,n,r(F) ↪→ F(F) φ(F)
−1
−−−−→ L GLn(F)/I(F).
Proposition 7.6.6. Let t ∈M e,n,r(F). Then α′ induces a bijection
Aut(L)(F[u]/ue) · t ∼−→ I(F) · α′(t).
Consequently we obtain an embedding
(7.6.7) Aut(L)(F[u]/ue)\M e,n,r(F) ↪→ I(F)\GLn(F((u)))/I(F).
KOTTWITZ-RAPOPORT AND p-RANK STRATA 75
Proof. Clear from Proposition 7.6.5, as the isomorphism φ(F) is in particular
I(F)-equivariant. 
Denote by τ the adjoint involution for 〈˜·, ·〉 on GLn(F((u))), so that for
g ∈ GLn(F((u))) we have 〈˜gx, y〉 = 〈˜x, gτ 〉, x, y ∈ F((u))n.
Proposition 7.6.8. The vertical maps in the following diagram are well-
defined bijections and the diagram commutes.
Aut(L)(F[u]/ue)\M e,n,r(F)  (7.6.7) //
Ψ

I(F)\GLn(F((u)))/I(F)
g 7→ue(gτ )−1

Aut(L)(F[u]/ue)\M e,n,s(F)  (7.6.7)// I(F)\GLn(F((u)))/I(F).
Proof. In view of Proposition 7.6.2 it suffices to note the following statement,
which follows from a short computation: Let Λ be a lattice in F((u))n and let
g ∈ GLn(F((u))). Then (gΛ)∨ = (gτ )−1(Λ∨). 
Let R be an F-algebra and ϕ = (ϕi)i ∈ Aut(L)(R). The decomposition
(7.4.3) induces for each i a decomposition of ϕi : Λi,R
∼−→ Λi,R into the
product of R[u]/ue-linear automorphisms ϕi,τσ,j : Λi,j,R
∼−→ Λi,j,R.
Proposition 7.6.9. Let R be an F-algebra. The following map is an iso-
morphism, functorial in R.
Aut(L)(R)→
∏
σ∈S0
Aut(L)(R[u]/ue),
(ϕi)i 7→ ((ϕi,τσ,1)i)σ.
Proof. Similar to the proof of Proposition 5.6.8. Details left to the reader. 
Consider the composition
α˜1 : M
loc(F) Φ1−→
∏
σ∈S0
M e,n,rσ(F)
∏
σ α
′
−−−−→
∏
σ∈S0
L GLn(F)/I(F).
For σ ∈ S0 denote by α˜1,σ : M loc(F) → L GLn(F)/I(F) the corresponding
component of α˜1.
Theorem 7.6.10. Let t ∈M loc(F). Then α˜1 induces a bijection
Aut(L)(F) · t ∼−→
∏
σ∈S0
I(F) · α˜1,σ(t).
Consequently we obtain an embedding
ι1 : Aut(L)(F)\M loc(F) ↪→
∏
σ∈S0
I(F)\GLn(F((u)))/I(F).
Proof. Identical to the proof of Theorem 5.6.10. 
Remark 7.6.11. In the same way, the composition
α˜2 : M
loc(F) Φ2−→
∏
σ∈S0
M e,n,sσ(F)
∏
σ α
′
−−−−→
∏
σ∈S0
L GLn(F)/I(F)
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induces an embedding
ι2 : Aut(L)(F)\M loc(F) ↪→
∏
σ∈S0
I(F)\GLn(F((u)))/I(F).
By Proposition 7.6.8 the following diagram commutes.∏
σ∈S0 I(F)\GLn(F((u)))/I(F)
(gσ)σ 7→(ue(gτσ)−1)σ

Aut(L)(F)\M loc(F)
ι1
44
ι2 **∏
σ∈S0 I(F)\GLn(F((u)))/I(F)
7.7. The extended affine Weyl group. Let T = Dn be the maximal
torus of diagonal matrices in GLn and let N be its normalizer. We denote by
W˜ = N(F((u)))/T (F[[u]]) the extended affine Weyl group of GLn with respect
to T . Setting W = Sn and X = Zn, the group homomorphism υ : W nX →
N(F((u))), (w, λ) 7→ Awuλ induces an isomorphism W nX ∼−→ W˜ . We use it
to identify W˜ with W nX and consider W˜ as a subgroup of GLn(F((u))) via
υ.
To avoid any confusion of the product inside W˜ and the canonical action
of Sn on Zn, we will always denote the element of W˜ corresponding to λ ∈ X
by uλ.
Recall from [7, §2.5] the notion of an extended alcove (xi)n−1i=0 for GLn.
Also recall the standard alcove (ωi)i. As in loc. cit. we identify W˜ with the
set of extended alcoves by using the standard alcove as a base point.
Let r, s ∈ N with r + s = ne and write e = (e(n)).
Definition 7.7.1 (Cf. [7, Definition 2.4]). An extended alcove (xi)
n−1
i=0
is called r-permissible if it satisfies the following conditions for all i ∈
{0, . . . , n− 1}.
(1) ωi ≤ xi ≤ ωi + e, where ≤ is to be understood componentwise.
(2)
∑n
j=1 xi(j) = s− i.
Denote by Permr the set of all r-permissible extended alcoves.
Proposition 7.7.2. The inclusion N(F((u))) ⊂ GLn(F((u))) induces a bijec-
tion W˜
∼−→ I(F)\GLn(F((u)))/I(F). In other words,
GLn(F((u))) =
∐
x∈W˜
I(F)xI(F).
Under this bijection, the subset
Aut(L)(F[u]/ue)\M e,n,r(F) ⊂ I(F)\GLn(F((u)))/I(F)
of (7.6.7) corresponds to the subset Permr ⊂ W˜ .
Proof. The first statement is the well-known Iwahori decomposition. The
second statement follows easily from the explicit description of the image of
α in Proposition 7.6.1, keeping in mind Corollary 7.4.2. 
KOTTWITZ-RAPOPORT AND p-RANK STRATA 77
Corollary 7.7.3. With respect to the embedding ι1 of Theorem 7.6.10, the
set
∏
σ∈S0 Permr¯σ constitutes a set of representatives of Aut(L)(F)\M loc(F).
The following lemma will be used below.
Lemma 7.7.4. Let x ∈ W˜ . Write x = wuλ with w ∈ W, λ ∈ X. Define
w′ ∈W and λ′ ∈ X by
w′(i) = n+ 1− w(n+ 1− i), 1 ≤ i ≤ n
and
λ′(i) = e− λ(n+ 1− i), 1 ≤ i ≤ n.
Let x′ = w′uλ′. Then x′ = ue(xτ )−1.
Proof. This is an easy computation. 
7.8. The p-rank on a KR stratum. We make Definitions 3.2.1 and 3.2.3
explicit for the chosen PEL datum.
Definition 7.8.1. Let R be an OEQ-algebra. A self-dual L-set of abelian
varieties of determinant detV−i over R is a commutative diagram
. . .
%−2 // A−1
%−1 //
λ−1

A0
%0 //
λ0

A1
%1 //
λ1

. . .
. . .
%∨1 // A∨1
%∨0 // A∨0
%∨−1 // A∨−1
%∨−2 // . . .
in AR ⊗ Z(p) satisfying the following conditions for all i ∈ Z.
(1) Ai is an abelian scheme over R equipped with an action κi : OF ⊗
Z(p) → EndR(Ai)⊗ Z(p).
(2) %i : Ai → Ai+1 is a Z(p)-isogeny of degree pf , compatible with κi and
κi+1.
(3) There is an isomorphism θi : An+i → Ai in AR ⊗ Z(p) such that the
composition
An+i
θi−→ Ai
∏n−1
j=0 %i+j−−−−−−→ An+i
is equal to κn+i(pi).
(4) λi : Ai → A∨−i is an isomorphism in AR ⊗ Z(p), compatible with κi
and κ∨−i. Here κ
∨
i : OF ⊗ Z(p) → EndR(A∨i ) ⊗ Z(p) is defined by
κ∨i (x) = κi(x
∗)∨, x ∈ OF ⊗ Z(p).
(5) λ0 is symmetric.
(6) detLie(Ai) = detV−i ⊗OER.
Remark 7.8.2. Let R be an OEQ-algebra and let A/R be an abelian scheme
equipped with an action κ : OF ⊗ Z(p) → EndR(A) ⊗ Z(p). Assume that
detLie(A) = detV−i ⊗OER. Then dimRAi = ng0 by Lemma 2.3.4.
Recall from Section 3.3 the diagram
A˜
ϕ˜
  
ψ˜
!!
A M loc
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of functors on the category of OEQ-algebras. Also recall the KR stratification
A(F) = ∐x∈Aut(L)(F)\M loc(F)Ax. We have identified the occurring index set
with
∏
σ∈S0 Permrσ in Corollary 7.7.3. We can then state the following
result.
Theorem 7.8.3. Let x = (xσ)σ ∈
∏
σ∈S0 Permrσ . Write xσ = wσu
λσ with
wσ ∈ W, λσ ∈ X and define elements w′σ ∈ W and λ′σ ∈ X as in Lemma
7.7.4. Then the p-rank on Ax is constant with value
g ·
∣∣∣∣∣
{
1 ≤ i ≤ n
∣∣∣∣∣∀σ ∈ S0
(
wσ(i) = w
′
σ(i) = i ∧
λσ(i) = λ
′
σ(i) = 0
)}∣∣∣∣∣ .
Proof. In view of Proposition 7.6.8 and Lemma 7.7.4, the statement is con-
tained in Theorem 3.8.3 and Proposition 3.9.7 (leaving the transition between
the equal and mixed characteristic situations to the reader). Alternatively
one can use Proposition 7.6.8 and Lemma 7.7.4 together with the arguments
of the proof of Theorem 5.8.3 to obtain a direct proof of the statement. 
8. The split unitary case
8.1. The PEL datum. Let n ∈ N≥1. We start with the PEL datum
consisting of the following objects.
(1) An imaginary quadratic extension F/F0 of a totally real extension
F0/Q. Let g0 = [F0 : Q] and g = [F : Q], so that g = 2g0.
(2) The non-trivial element ∗ of Gal(F/F0).
(3) An n-dimensional F -vector space V .
(4) The symplectic form (·, ·) : V × V → Q on the underlying Q-vector
space of V constructed as follows: Fix once and for all a ∗-skew-
hermitian form (·, ·)′ : V × V → F (i.e. (av, bw)′ = ab∗ (v, w)′
and (v, w)′ = − (w, v)′∗ for v, w ∈ V, a, b ∈ F ). Define (·, ·) =
trF/Q ◦ (·, ·)′.
(5) The element J ∈ EndB⊗R(V ⊗ R) to be specified below.
Remark 8.1.1. The reductive Q-group G associated with the above PEL
datum is described in Remark 6.1.1.
We assume that pOF0 = (P0)e for a single prime P0 of OF0 and that P0OF =
P+P− for two distinct primes P± of OF . Consequently P− = (P+)∗. Denote
by f0 = [kP0 : Fp] the corresponding inertia degree. We fix once and for all a
uniformizer pi0 of OF0 ⊗ Z(p).
For typographical reasons, we denote the ring of integers in (F0)P0 by OP0 .
The inclusion OF0 ↪→ OF induces identifications
(8.1.2)
OF ⊗ Zp = OP0 ×OP0 ,
F ⊗Qp = (F0)P0 × (F0)P0 .
Here the first (resp. second) factor is always supposed to correspond to P+
(resp. P−). Under (8.1.2), the base-change F ⊗Qp → F ⊗Qp of ∗ takes the
simple form (F0)P0 × (F0)P0 → (F0)P0 × (F0)P0 , (a, b) 7→ (b, a).
The identification (8.1.2) further induces a decomposition V ⊗ Qp =
V+ × V− into (F0)P0-vector spaces V±. The pairing (·, ·)′Qp decomposes
into its restrictions (·, ·)± : V± × V∓ → (F0)P0 . Both (·, ·)+ and (·, ·)−
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are perfect (F0)P0-bilinear pairings and they are related by the equation
(v, w)+ = − (w, v)− , v ∈ V+, w ∈ V−.
Denote by C0 = COP0 |Zp the corresponding inverse different and fix a
generator δ0 of C0. We fix bases (e1,±, . . . , en,±) of V± over (F0)P0 such that
(ei,+, en+1−j,−)+ = δ0δij for 1 ≤ i, j ≤ n.
Let 0 ≤ i < n. We denote by Λi,± the OP0-lattice in V± with basis
Ei,± = (pi−10 e1,±, . . . , pi
−1
0 ei,±, ei+1,±, . . . , en,±).(8.1.3)
For k ∈ Z we further define Λnk+i,± = pi−k0 Λi,± and we denote by Enk+i,±
the corresponding basis obtained from Ei,±. Then L± = (Λi,±)i is a complete
chain of OP0-lattices in V±.
Let i ∈ Z. We denote by ρi,± : Λi,± → Λi+1,± the inclusion and by
ϑi,± : Λn+i,± → Λi,± the isomorphism given by multiplication with pi0. Then
(Λi,±, ρi,±, ϑi,±) is a chain of OP0-modules of type (L±) which, by abuse of
notation, we also denote by L±.
For (i, j) ∈ Z×Z we define Λ(i,j) := Λi,+×Λj,−. Then Λ(i,j) is an OF ⊗Zp-
lattice in VQp . A basis E(i,j) of Λ(i,j) over OF ⊗Zp is given by the diagonal in
Ei,+×Ej,−. Then L = (Λi,j)(i,j) is a complete multichain ofOF⊗Zp-lattices in
VQp . For (i, j) ∈ Z×Z the dual lattice Λ∨(i,j) := {x ∈ VQp |
(
x,Λ(i,j)
)
Qp
⊂ Zp}
of Λ(i,j) is given by Λ(−j,−i). Consequently the multichain L is a self-dual.
Let (i, j) ∈ Z × Z. We denote by ρ(i,j),+ : Λ(i,j) → Λ(i+1,j), ρ(i,j),− :
Λ(i,j) → Λ(i,j+1) and ρ(i,j) : Λ(i,j) → Λ(i+1,j+1) the inclusions. We denote
by ϑ(i,j),+ : Λ(n+i,j) → Λ(i,j) (resp. ϑ(i,j),− : Λ(i,n+j) → Λ(i,j), resp. ϑ(i,j) :
Λ(n+i,n+j) → Λ(i,j)) the isomorphism given by multiplication with pi0 in the
first (resp. second, resp. first and second) component. We further denote by
(·, ·)(i,j) : Λ(i,j) × Λ(−j,−i) → Zp the restriction of (·, ·)Qp .
We find that (L+,L−), equipped with ((·, ·)(i,j))(i,j), is a polarized multi-
chain of OF ⊗ Zp-modules of type (L), which, by abuse of notation, we also
denote by L = Lsplit.
Denote by 〈·, ·〉(i,j) : Λ(i,j) × Λ(−j,−i) → OP0 ×OP0 the restriction of the
∗-hermitian form (δ−10 ,−δ−10 ) (·, ·)′Qp . It is the ∗-sesquilinear form described
by the matrix I˜n with respect to E(i,j) and E(−j,−i).
Denote by Σ0 the set of all embeddings F0 ↪→ R and by Σ the set of
all embedding F ↪→ C. The inclusion OF0 ↪→ OF induces an identification
of kP±/Fp with kP0/Fp. We write S0 = Gal(kP0/Fp) and also identify
Gal(kP±/Fp) with S0. Let E′ be the Galois closure of F inside C and choose
a prime Q′ of E′ over P+. Consider the decomposition Σ = Σ+qΣ− and the
maps γ0 : Σ0 → S0, γ± : Σ± → S0 of Section 4.4.1. For σ ∈ Σ0 we denote
by τσ,± the unique lift of σ to Σ±. Exactly as in Section 6, we define for
each σ ∈ Σ0 integers rσ, sσ with rσ + sσ = n,8 and using these the element
J ∈ EndB⊗R(V ⊗ R). Denote by VC,−i the (−i)-eigenspace of JC. As before,
we construct an OF ⊗OE′-module M0 which is finite locally free over OE′ ,
such that M0 ⊗OE′ C = VC,−i as OF ⊗ C-modules.
8In Section 6 we have written τσ,1 and τσ,2 instead of τσ,+ and τσ,−, respectively.
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8.2. The special fiber of the determinant morphism. For σ ∈ S0 we
write
rσ =
∑
σ′∈γ−10 (σ)
rσ′ and sσ =
∑
σ′∈γ−10 (σ)
sσ′ .
As the fibers of γ0 have cardinality e, it follows that rσ + sσ = ne.
We fix once and for all an embedding ιQ′ : kQ′ ↪→ F. We consider F as an
OE′-algebra with respect to the composition OE′
ρQ′−−→ kQ′
ιQ′
↪→ F. Also ιQ′
induces an embedding ιP0 : kP0 ↪→ F and thereby an identification of the set
of all embeddings kP0 ↪→ F with S0.
Consider the isomorphism
(8.2.1) OF ⊗ F =
∏
σ∈S0
F[u]/(ue)× F[u]/(ue)
obtained from (8.1.2) and the isomorphism from Section 4.3.
Proposition 8.2.2. Let x ∈ OF and let
(
(qσ,+, qσ,−)
)
σ
∈∏σ∈S0 F[u]/(ue)×
F[u]/(ue) be the element corresponding to x⊗ 1 under (8.2.1). Then
χF(x|M0 ⊗OE′ F) =
∏
σ∈S0
(
T − qσ,+(0)
)sσ(T − qσ,−(0))rσ
in F[T ].
Proof. The definition of M0 gives
χOE′ (x|M0) =
∏
σ∈Σ0
(
T − τσ,+(x)
)sσ(T − τσ,−(x))rσ .
By (4.4.7) we have
ρQ′(τσ,±(x)) = γ0(σ)(ρP±(x)).
Consequently
(χOE′ (x|M0))ρQ′ =
∏
σ∈S0
(
T − σ(ρP+(x))
)sσ · (T − σ(ρP−(x)))rσ .
The claim then follows from the equality qσ,±(0) = (ιP0 ◦ σ)(ρP±(x)), σ ∈
S0. 
Denote by E = Q(trC(x ⊗ 1|V−i); x ∈ F ) the reflex field and define
Q = Q′ ∩OE . By Proposition 2.3.5 the morphism detV−i is defined over OE ,
and we also denote by detV−i the corresponding morphism over OE .
8.3. The local model. For the chosen PEL datum, Definition 3.3.2 amounts
to the following.
Definition 8.3.1. The local model M loc = M loc,split is the functor on the
category of OEQ-algebras with M loc(R) the set of tuples (t(i,j))(i,j)∈Z×Z of
OF ⊗R-submodules t(i,j) ⊂ Λ(i,j),R satisfying the following conditions for all
(i, j) ∈ Z× Z.
(a) ρ(i,j),+,R(t(i,j)) ⊂ t(i+1,j) and ρ(i,j),−,R(t(i,j)) ⊂ t(i,j+1).
(b) The quotient Λ(i,j),R/t(i,j) is a finite locally free R-module.
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(c) We have an equality
detΛ(i,j),R/t(i,j) = detV−i ⊗OER
of morphisms VOF⊗R → A1R.
(d) Under the pairing (·, ·)(i,j),R : Λ(i,j),R × Λ(−j,−i),R → R, the submod-
ules t(i,j) and t(−j,−i) pair to zero.
(e) ϑ(i,j),+,R(t(n+i,j)) = t(i,j) and ϑ(i,j),−,R(t(i,n+j)) = t(i,j).
Remark 8.3.2. Let R be an OEQ-algebra and let (t(i,j))(i,j) ∈M loc(R). For
(i, j) ∈ Z × Z, the decomposition (8.1.2) induces a decomposition t(i,j) =
t(i,j),+ × t(i,j),− into OP0 ⊗Zp R-submodules t(i,j),+ ⊂ Λi,+,R and t(i,j),− ⊂
Λj,−,R. As in Remark 3.3.4 one sees that t(i,j),+ (resp. t(i,j),−) is independent
of j (resp. i). Writing ti,+ = t(i,j),+ and tj,− = t(i,j),−, the tuple (t(i,j))(i,j)
is determined by the pair of tuples ((ti,+)i, (tj,−)j).
Recall from Section 7 the chain Linert and the functor M loc,inert. The
identifications (7.2.1) and (8.2.1), together with our choices of bases, give rise
to a canonical identification of the tuple (Λ(i,i),F, ρ(i,i),F, ϑ(i,i),F, (·, ·)(i,i),F)i
with the chain Linert ⊗Zp F.
We can then state the following result.
Proposition 8.3.3. (1) The morphism M loc,splitF →M loc,inertF given on
R-valued points by
M loc,splitF (R)→M loc,inertF (R),
(t(i,j))(i,j) 7→ (t(i,i))i
is an isomorphism.
(2) The morphism Aut(Lsplit)F → Aut(Linert)F given on R-valued points
by
Aut(Lsplit)F(R)→ Aut(Linert)F(R),
(ϕ(i,j))(i,j) 7→ (ϕ(i,i))i
is an isomorphism.
Proof. Clear in view of Remark 8.3.2 and Propositions 2.3.7, 7.2.2 and
8.2.2. 
Consequently all the statements about M loc,inertF from Section 7 are also
valid for M loc,splitF .
8.4. The p-rank on a KR stratum. Let R be a Zp-algebra, let A and B
be abelian schemes over R with actions κA : OF ⊗ Z(p) → EndR(A)⊗ Z(p)
and κB : OF ⊗ Z(p) → EndR(B)⊗ Z(p) and let % : A→ B be a Z(p)-isogeny
compatible with κA and κB. As in Section 3.5, the identification (8.1.2)
induces a decomposition ker % = (ker %)+ × (ker %)− into finite locally free
group schemes (ker %)±. We define
deg± % := rk(ker %)±.
We make Definitions 3.2.1 and 3.2.3 explicit for the chosen PEL datum. To
make the notation more concise, define for (i, j) ∈ Z × Z tuples (i, j)+ =
(i+ 1, j), (i, j)− = (i, j + 1) and −(i, j) = (−i,−j).
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Definition 8.4.1. Let R be an OEQ-algebra. A self-dual L-set of abelian
varieties of determinant detV−i over R is a tuple
(A(i,j), %(i,j),±, λ(i,j))(i,j)∈Z×Z
satisfying the following conditions for all (i, j) ∈ Z× Z.
(1) A(i,j) is an abelian scheme over R equipped with an action κ(i,j) :
OF ⊗ Z(p) → EndR(A(i,j))⊗ Z(p),
(2) %(i,j),± : A(i,j) → A(i,j)± is a Z(p)-isogeny with deg± %(i,j),± = pf0 and
deg∓ %(i,j),± = 1, compatible with κ(i,j) and κ(i,j)± . Also the following
diagram commutes.
(8.4.2)
A(i,j)
%(i,j),+ //
%(i,j),−

A(i+1,j)
%(i+1,j),−

A(i,j+1)
%(i,j+1),+ // A(i+1,j+1).
(3) Denote by ν± the discrete valuation on F associated with P±. We
require that for each x ∈ OF ⊗ Z(p) there is an isomorphism θ(i,j),x :
A(i+ν+(x),j+ν−(x)) → A(i,j) in AR ⊗ Z(p), such that the composition
A(i+ν+(x),j+ν−(x))
θ(i,j),x−−−−→ A(i,j) %−→ A(i+ν+(x),j+ν−(x))
is equal to κ(i+ν+(x),j+ν−(x))(x). Here % is an appropriate composition,
independent of the ordering of the factors by the commutativity of
(8.4.2).
(4) λ(i,j) : A(i,j) → A∨(−j,−i) is an isomorphism in AR ⊗ Z(p), compatible
with κ(i,j) and κ
∨
(−j,−i). Here κ
∨
(i,j) : OF ⊗Z(p) → EndR(A∨(i,j))⊗Z(p)
is defined by κ∨(i,j)(x) = κ(i,j)(x
∗)∨, x ∈ OF ⊗Z(p). Also the following
diagram commutes.
A(i,j)
%(i,j),± //
λ(i,j)

A(i,j)±
λ(i,j)±

A∨−(j,i)
%∨−((j,i)∓),∓ // A∨−((j,i)∓).
(5) λ(0,0) is symmetric.
(6) detLie(A(i,j)) = detV−i ⊗OER.
Recall from Section 3.3 the diagram
A˜
ϕ˜
  
ψ˜
!!
A M loc
of functors on the category of OEQ-algebras. Also recall the KR stratification
A(F) = ∐x∈Aut(L)(F)\M loc(F)Ax. We have identified the occurring index set
with
∏
σ∈S0 Permrσ in Corollary 7.7.3. We can then state the following
result.
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Theorem 8.4.3. Let x = (xσ)σ ∈
∏
σ∈S0 Permrσ . Write xσ = wσu
λσ with
wσ ∈W, λσ ∈ X. Then the p-rank on Ax is constant with value
g0 · |{1 ≤ i ≤ n | ∀σ ∈ S0(wσ(i) = i ∧ λσ(i) = 0)}|
+ g0 · |{1 ≤ i ≤ n | ∀σ ∈ S0(wσ(i) = i ∧ λσ(i) = e)}|.
Proof. Define elements w′σ ∈W and λ′σ ∈ X as in Lemma 7.7.4. In view of
Proposition 7.6.8 and Lemma 7.7.4, applying Theorem 3.8.3, Proposition
3.9.7 and Lemma 3.9.9 (while again leaving the transition between the equal
and mixed characteristic situations to the reader) yields that the p-rank on
Ax is constant with value
g0 · |{1 ≤ i ≤ n | ∀σ ∈ S0(wσ(i) = i ∧ λσ(i) = 0)}|
+ g0 · |{1 ≤ i ≤ n | ∀σ ∈ S0(w′σ(i) = i ∧ λ′σ(i) = 0)}|.
This implies the statement in view of the explicit formulas of Lemma 7.7.4.
Let us also give a direct proof. Let t = (t(i,j))(i,j) ∈M loc(F) and let (ti,±)i
be the two associated tuples of Remark 8.3.2. Let (i, j) ∈ Z× Z. Then we
have the following equivalences.
Λ(i,j),F = im ρ(i−1,j),+,F + t(i,j) ⇔ Λi,+,F = im ρi−1,+,F + ti,+,
Λ(i,j),F = im ρ(i,j−1),−,F + t(i,j) ⇔ Λj,−,F = im ρj−1,−,F + tj,−.
Assume now that t lies in the Aut(Linert)(F)-orbit corresponding to x under
the identifications of Corollary 7.7.3. Consider the chain of neighbors
Λ(0,0) ⊂ Λ(1,0) ⊂ · · · ⊂ Λ(n,0) ⊂ Λ(n,1) ⊂ · · · ⊂ Λ(n,n) = pi−10 Λ(0,0),
and let 1 ≤ i ≤ n. By Propositions 3.5.4 and 3.5.5 the claim of the theorem
follows from the following equivalences, noting the explicit formulas in Lemma
7.7.4.
Λi,+,F = im ρi−1,+,F + ti,+ ⇔ ∀σ ∈ S0(wσ(i) = i ∧ λσ(i) = 0),
Λi,−,F = im ρi−1,−,F + ti,− ⇔ ∀σ ∈ S0(w′σ(i) = i ∧ λ′σ(i) = 0).
In view of Proposition 7.6.8 and Lemma 7.7.4, these equivalences are estab-
lished in the proof of Theorem 5.8.3. 
8.5. An application to the dimension of the p-rank 0 locus. Assume
from now on that F0 = Q, so that F/Q is an imaginary quadratic extension
in which p splits. We write r = ridQ and s = sidQ , so that n = r + s. Also
write In = {1, . . . , n}.
Fix a sufficiently small compact open subgroup Cp ⊂ G(Apf ). Exactly as in
Section 5.9 we define a new moduli problem ACp by adding a polarization and
a Cp-level structure to A. We obtain a corresponding local model diagram
A˜Cp
ϕ˜
||
ψ˜
""
ACp M loc
which induces the KR stratification
ACp(F) =
∐
x∈Permr
ACp,x.
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Note that the moduli problem ACp is a special case of the “fake” unitary
case considered in [13]. Concretely, the moduli problem defined in [13, §5.2]
specializes to ACp for D = F .
Denote by ` : W˜ → N the length function defined in [7, §2.1].
Lemma 8.5.1. Let x ∈ Permr. The subset ACp,x ⊂ ACp(F) is locally closed
and we equip it with the reduced scheme structure. Then ACp,x is a smooth
variety over F. It is equidimensional of dimension `(x).
Proof. We know from [13, Lemma 13.1] that ACp,x is non-empty. The rest
of the proof is identical to the one of Lemma 5.9.2, referring to Theorem
7.6.10 in place of Theorem 5.6.10. 
Let us state Theorem 8.4.3 in this special case.
Theorem 8.5.2. Let x ∈ Permr. Write x = wuλ with w ∈W,λ ∈ X. Then
the p-rank on Ax is constant with value |Fix(w)|, where Fix(w) = {i ∈ In |
w(i) = i}.
We want to use this result to compute the dimension of the p-rank 0 locus
in ACp,F. We do this by copying the approach of [8, §8].
Denote by Perm
(0)
r the subset of those x ∈ Permr such that the p-rank on
ACp,x is equal to 0. Denote by Wn,r the subset of those w ∈ W satisfying
Fix(w) = ∅ and
(8.5.3) |{i ∈ In | w(i) < i}| = r.
Lemma 8.5.4 (Cf. [8, Lemma 8.1]). The canonical projection W˜ → W
induces a bijection Perm
(0)
r →Wn,r. Its inverse is given by w 7→ uλ(w)w with
λ(w)(i) =
{
0, if w−1(i) > i
1, if w−1(i) < i
, i ∈ In.
Proof. This is an easy combinatorial consequence of Theorem 8.5.2 and the
interpretation of Permr in terms of extended alcoves, see Section 7.7. 
Define for σ ∈ Sn the following sets and natural numbers.
Aσ = {(i, j) ∈ (In)2 | i < j < σ(j) < σ(i)}, aσ = |Aσ|,
A˜σ = {(i, j) ∈ (In)2 | σ(j) < σ(i) < i < j}, a˜σ = |A˜σ|,
Bσ = {(i, j) ∈ (In)2 | σ(i) < i < j < σ(j)}, bσ = |Bσ|,
B˜σ = {(i, j) ∈ (In)2 | i < σ(i) < σ(j) < j}, b˜σ = |B˜σ|,
Nσ = aσ + a˜σ + bσ + b˜σ.
Note that Nσ = Nσ−1 in view of the obvious identities aσ = a˜σ−1 and
bσ = b˜σ−1 .
Proposition 8.5.5. Let uλw ∈ Perm(0)r , w ∈ W,λ ∈ X. Then `(uλw) =
Nw.
Proof. Denote by ei the i-th standard basis vector of Zn. The positive roots
β > 0 of GLn are given by βij = ei − ej , 1 ≤ i < j ≤ n. Denote by 〈·, ·〉 the
standard symmetric pairing on Zn, determined by 〈ei, ej〉 = δij . We use the
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following version of the Iwahori-Matsumoto formula to compute the length
in question, see [8, (8.1)].
(8.5.6) `(uλw) =
∑
β>0
w−1β>0
| 〈β, λ〉 |+
∑
β>0
w−1β<0
| 〈β, λ〉+ 1|.
By Lemma 8.5.4 we have
(8.5.7) 〈βij , λ〉 =

〈(1,−1), (1, 0)〉 = 1, if w−1(i) < i and w−1(j) > j,
〈(1,−1), (0, 1)〉 = −1, if w−1(i) > i and w−1(j) < j,
〈(1,−1), (0, 0)〉 = 0, if w−1(i) > i and w−1(j) > j,
〈(1,−1), (1, 1)〉 = 0, if w−1(i) < i and w−1(j) < j.
The first sum in (8.5.6) runs over those βij with w
−1(i) < w−1(j) and we
see that we get a nonzero contribution of the summand corresponding to βij
if and only if (i, j) ∈ Bw−1 ∪ B˜w−1 . Each of these contributions is equal to 1.
The second sum in (8.5.6) runs over those βij with w
−1(i) > w−1(j) and
we see that we get a nonzero contribution of the summand corresponding to
βij if and only if (i, j) ∈ Aw−1 ∪ A˜w−1 . Each of these contributions is equal
to 1.
Thus `(uλw) = Nw−1 . The equality Nw−1 = Nw has already been noted
above. 
Define
Nn,r := min
(
(r − 1)(n− r), r(n− r − 1)) = {(r − 1)(n− r), if r ≤ n/2,
r(n− r − 1), if r ≥ n/2.
Proposition 8.5.8. Let σ ∈Wn,r. Then Nσ ≤ Nn,r.
Proof. Consider the set M = {(n, r, i0) ∈ N3 | 1 ≤ r ≤ n − 1, 2 ≤ i0 ≤ n}
and equip it with the lexicographical ordering <, which is a well-ordering
on M . For (n, r, i0) ∈ M we define Wn,r,i0 = {σ ∈ Wn,r | min{2 ≤ i ≤ n |
σ(i) < i} = i0}. Denote by P(n, r, i0) the following statement.
∀σ ∈Wn,r,i0 : Nσ ≤ Nn,r.
We will prove it by induction on (n, r, i0).
Let (n, r, i0) ∈ M, σ ∈ W(n,r,i0) and assume that P(n′, r′, i′0) is true for
all (n′, r′, i′0) ∈ M with (n′, r′, i′0) < (n, r, i0). Set σ′ = σ ◦ (i0 − 1, i0). We
distinguish four cases.
Case 1: σ(i0) < i0 − 1 and σ(i0 − 1) > i0.
In this case σ′ ∈W(n,r,i0−1) and it is easily checked that Nσ = Nσ′ , so that
the required inequality holds by induction hypothesis.
Case 2: σ(i0) = i0 − 1 and σ(i0 − 1) > i0.
We read off the following identities.
aσ = aσ′ ,
a˜σ = a˜σ′ + |{j ∈ In | σ(j) < i0 − 1 < i0 < j}|,
bσ = bσ′ + |{j ∈ In | i0 − 1 < i0 < j < σ(j)}|,
b˜σ = b˜σ′ + |{i ∈ In | i < σ(i) < i0 − 1 < i0}|.
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Identifying {1, . . . , î0 − 1, . . . , n} with {1, . . . , n− 1}, we consider the re-
striction σ′
∣∣
{1,...,î0−1,...,n} as an element of Wn−1,r−1,j0 for some j0. By induc-
tion hypothesis we know that Nσ′ = Nσ′|{1,...,î0−1,...,n}
≤ Nn−1,r−1. In view of
Nn,r −Nn−1,r−1 ≥ n− r − 1 it therefore suffices to show that the following
sum is bounded by n− r − 1.
(8.5.9)
|{j ∈ In | σ(j) < i0 − 1 < i0 < j}|
+ |{j ∈ In | i0 < j < σ(j)}|
+ |{i ∈ In | i < σ(i) < i0 − 1}|.
First note that
|{j ∈ In | σ(j) < i0 − 1 < i0 < j}|+ |{i ∈ In | i < σ(i) < i0 − 1}| ≤ i0 − 2,
as σ maps both sets in question into Ii0−2. By the definition of i0 we have
Ii0−1 ⊂ {i ∈ In | i < σ(i)}, so that (8.5.3) implies
|{j ∈ In | i0 < j < σ(j)}| ≤ n− r − (i0 − 1).
Combining these two inequalities, we obtain the desired bound for (8.5.9).
Case 3: σ(i0) < i0 − 1 and σ(i0 − 1) = i0.
We read off the following identities.
aσ = aσ′ + |{i ∈ In | i < i0 − 1 < i0 < σ(i)}|,
a˜σ = a˜σ′ ,
bσ = bσ′ ,
b˜σ = b˜σ′ + |{j ∈ In | i0 − 1 < i0 < σ(j) < j}|.
Identifying {1, . . . , î0, . . . , n} with {1, . . . , n− 1}, we consider σ′
∣∣
{1,...,î0,...,n}
as an element of Wn−1,r,j0 for some j0. By induction hypothesis we know
that Nσ′ = Nσ′|{1,...,î0,...,n}
≤ Nn−1,r. In view of Nn,r − Nn−1,r ≥ r − 1 it
suffices to show that
|{i ∈ In | i < i0 − 1 < i0 < σ(i)}|+ |{j ∈ In | i0 < σ(j) < j}| ≤ r − 1.
In view of (8.5.3) this is equivalent to
|{i ∈ In | i < i0 − 1 < i0 < σ(i)}| ≤ |{j ∈ In | σ(j) ≤ i0 − 1 < i0 < j}|.
We claim that even equality holds. Let us first look at the right-hand side.
The following equalities hold.
|{j ∈ In | σ(j) ≤ i0 − 1 < i0 < j}| = |{i ∈ In | i ≤ i0 − 1 < i0 < σ−1(i)}|
= |Ii0−1 − σ({i ∈ Ii0 | σ(i) ≤ i0 − 1})|
= |Ii0−1| − |{i ∈ Ii0 | σ(i) ≤ i0 − 1}|.
On the other hand we have
|{i ∈ In | i < i0 − 1 < i0 < σ(i)}| = |Ii0−1| − |{i ∈ Ii0−1 | σ(i) ≤ i0}|.
It thus suffices to note the equality
|{i ∈ Ii0−1 | σ(i) ≤ i0}| = |{i ∈ Ii0 | σ(i) ≤ i0 − 1}|.
Case 4: σ(i0) = i0 − 1 and σ(i0 − 1) = i0.
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We read off the following identities.
aσ = aσ′ + |{i ∈ In | i < i0 − 1 < i0 < σ(i)}|,
a˜σ = a˜σ′ + |{j ∈ In | σ(j) < i0 − 1 < i0 < j}|,
bσ = bσ′ + {j ∈ In | i0 − 1 < i0 < j < σ(j)},
b˜σ = b˜σ′ + |{j ∈ In | i0 − 1 < i0 < σ(j) < j}|
+ |{i ∈ In | i < σ(i) < i0 − 1 < i0}|.
Identifying {1, . . . , ̂i0 − 1, i0, . . . , n} with {1, . . . , n − 2}, we consider the
restriction σ′
∣∣
{1,..., ̂i0−1,i0,...,n} as an element of Wn−2,r−1,j0 for some j0. By
induction hypothesis we know that Nσ′ = Nσ′|{1,..., ̂i0−1,i0,...,n}
≤ Nn−2,r−1.
In view of Nn,r − Nn−2,r−1 = n − 2 it therefore suffices to show that the
following sum is bounded by n− 2.
|{i ∈ In | i < i0 − 1 < i0 < σ(i)}|
+ |{j ∈ In | σ(j) < i0 − 1 < i0 < j}|
+ {j ∈ In | i0 < j < σ(j)}
+ |{j ∈ In | i0 < σ(j) < j}|
+ |{i ∈ In | i < σ(i) < i0 − 1}|.
This is trivial as the sets in question are pairwise disjoint and their union is
equal to In − {i0 − 1, i0}. 
Proposition 8.5.10. We have
max
σ∈Wn,r
Nσ = Nn,r.
Proof. It suffices to show that there is a σ ∈Wn,r satisfying Nσ = Nn,r. As
Wn,r →Wn,n−r, σ 7→ σ−1 is a bijection and as Nσ = Nσ−1 , we may assume
that r ≤ n/2. One easily checks that
σ = (1, 2)(3, 4) · · · (2(r − 1)− 1, 2(r − 1))(2r − 1, 2r, 2r + 1, . . . , n) ∈Wn,r
satisfies Nσ = (r − 1)(n− r) = Nn,r. 
Denote by A(0)Cp ⊂ ACp(F) the subset where the p-rank of the underlying
abelian variety is equal to 0. It is a closed subset and we equip it with the
reduced scheme structure. From the discussion above we obtain the following
result.
Theorem 8.5.11. dimA(0)Cp = min
(
(r − 1)(n− r), r(n− r − 1)).
Appendix A. Isogenies of abelian schemes
Let S be any scheme. Denote by CS the category of abelian fppf sheaves
on S. If R is a ring we write CR instead of CSpecR. Let F ∈ ObCS and n ∈ N.
We denote by [n]F : F → F the multiplication by n. We set F [n] = ker[n]F
and F [n∞] = colimk∈NF [nk], where the transition map F [nk]→ F [nk+1] is
the natural inclusion of subsheaves of F .
All group schemes will be assumed to be commutative.
Theorem A.1 (Deligne, [41, Theorem, p.4]). Let G/S be a finite locally free
group scheme of rank n. Then [n]G = 0.
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Proposition A.2. Let G/S be a finite locally free group scheme with [n]G = 0
for some n ∈ N and let n = ∏ki=1 pdii be the prime factorization of n. Then
G =
∏k
i=1G[p
di
i ] and each G[p
di
i ] is finite locally free of rank a pi-power.
Proof. G represents a sheaf of Z/nZ-modules and the decomposition Z/nZ =∏k
i=1 Z/p
di
i Z induces a decomposition G =
∏k
i=1G[p
di
i ] into closed sub-
schemes. That G[pdii ] is finite locally free follows from Lemma A.3 below and
the statement about the rank follows from [3, II.9 Corollary]. 
Lemma A.3 (“Serre’s trick”). Let X and Y be S-schemes. If X ×S Y is
flat over S and if Y (S) 6= ∅, then X is flat over S.
Let A and B be abelian schemes over a S. Let f : A→ B be a homomor-
phism.
Lemma A.4. f is proper and of finite presentation.
Proof. As A→ S is proper and B → S is separated, f is proper. As A→ S
is locally of finite presentation and B → S is locally of finite type, f is locally
of finite presentation by [9, 1.4.3(v)]. 
Definition A.5. f is called an isogeny if it is finite and surjective.
Proposition A.6. f is an isogeny if and only if for all s ∈ S the base-change
fs is an isogeny.
Proof. As f is proper, it is finite if and only if it is quasi-finite, see [12,
18.12.4]. As f is of finite type, quasi-finiteness is a purely set-theoretic
condition which can be verified on fibers. Of course the same is true for
surjectivity. 
Corollary A.7. [n]A is an isogeny for each n ∈ N≥1.
Proof. By the preceding result it suffices to prove this over an algebraically
closed field. This is done in [22, §6]. 
Lemma A.8. If f is surjective, it is flat.
Proof. By [11, 11.3.10] we may assume that S is an algebraically closed field.
By [10, 6.9.1] the flat locus of f is non-empty and using translations one sees
that f is flat everywhere. 
Corollary A.9. An isogeny is finite locally free.
Proof. Follows from [6, Corollary 7.41] and [6, Proposition B.12]. 
Proposition A.10. An isogeny is both a mono- and an epimorphism in the
category of abelian schemes.
Proof. An isogeny is faithfully flat and locally of finite presentation and hence
even an epimorphism in the category of schemes. Assume that f : A→ B is
an isogeny and let g, h : C → A be two homomorphisms with f ◦ g = f ◦ h.
Replacing g by g − h we may assume that h = 0. Then g factors through
K = ker f . Working Zariski locally on S, we may assume that K has constant
rank n over S. Then [n]K = 0 by Theorem A.1, so that 0 = [n]K ◦g = g◦ [n]C .
This implies g = 0, as [n]C is an isogeny and hence an epimorphism by what
we have already seen. 
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Corollary A.11. The canonical map HomS(A,B)→ HomS(A,B)⊗Z Q is
injective.
Proposition A.12. Assume that f is an isogeny. Then it induces a short
exact sequence
0→ ker f → A f−→ B → 0
in CS. In other words, f identifies B with the fppf quotient A/ ker f .
Proof. The sequence is exact on the right as f is faithfully flat and locally of
finite presentation and thus a cover for the fppf topology. 
Proposition A.13. Assume that S is quasi-compact. Then f is an isogeny
if and only if there exist n ∈ N≥1 and a homomorphism g : B → A with
f ◦ g = [n]B and g ◦ f = [n]A.
Proof. Assume that n and g as above exist. As [n]B is surjective, f is
surjective. As [n]A has finite fibers, f has finite fibers.
Conversely assume that f : A→ B is an isogeny and let K = ker f . As S
is quasi-compact, Theorem A.1 implies that there is an n ∈ N with [n]K = 0.
Thus K ⊂ ker[n]A and consequently there is a morphism A/K → A such
that
A
[n]A //

A
A/K
==
commutes. But B = A/K by Proposition A.12, so that we have found a
morphism g : B → A with g ◦ f = [n]A. Then also (fg)f = f(gf) = f [n]A =
[n]Bf , and as f is an epimorphism we deduce f ◦ g = [n]B. 
Proposition A.14. Assume that f is an isogeny and let K = ker f . Then
the induced map A[p∞] f
′
−→ B[p∞] is surjective and ker f ′ = K[p∞] is a finite
locally free group scheme over S.
Proof. As filtered colimits in CS are exact, it is clear that ker f
′ = K[p∞]. We
may work Zariski locally on S and therefore assume that K has constant rank
n. Let d ∈ N be maximal with pd | n, say n = pdn′, n′ ∈ N. By Theorem
A.1 and Proposition A.2 we get a decomposition K = K[pd] ×K[n′], and
K[pd] is finite locally free.
[p]K[n′] is an isomorphism, as K[n
′] represents a sheaf of Z/n′Z-modules.
This first implies that K[p∞] = K[pd], which is therefore indeed a finite
locally free scheme over S. Secondly, it implies that im([pd+k]K) = im([p
d]K)
for all k ∈ N. From this one quickly deduces that a section of B[pk] locally
has a preimage in A[pd+k] under f ′. 
We close with the following trivial statements.
Lemma A.15. Let n,m ∈ N be coprime. Let F ∈ ObCS and assume that
F [n∞] = F . Then [m]F is an isomorphism.
Remark A.16. Let F ∈ CS with F = F [p∞]. There is the canonical
morphism Zp → End(F), given by limn Z/pnZ 3 (an)n 7→ colim(F [pn] ·an−−→
F [pn]).
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