In this paper, we use geometric tools to study the structure of asymptotic expanders and show that a sequence of asymptotic expanders always admits a "uniform exhaustion by expanders". It follows that asymptotic expanders cannot be coarsely embedded into any L p -space, and that asymptotic expanders can be characterised in terms of their Roe algebra. Moreover, we provide uncountably many new counterexamples to the coarse Baum-Connes conjecture. These appear to be the first counterexamples that are not directly constructed by means of spectral gaps. Finally, we show that vertex-transitive asymptotic expanders are actually expanders. In particular, this gives a C * -algebraic characterisation of expansion for vertex-transitive graphs.
Introduction
This paper is concerned with the structure theory of asymptotic expanders. The original motivation comes from the study of C * -algebras associated with metric spaces. Yet, the definition of asymptotic expanders is completely elementary, and of pleasingly geometric nature. In turn, many of the techniques employed in this paper have a graph-theoretic/coarse-geometric flavour.
1.1. Original C * -algebraic motivation. Asymptotic expanders were introduced in [17] . The driving motivation behind this definition was the study of the relation between the uniform Roe algebra C * u (X) and the uniform quasi-local algebra C * uq (X) for a metric space X (see Subsection 2.3 for precise definitions of these algebras). In short, the uniform Roe algebra of a metric space X with bounded geometry is a C * -algebra that carries a great deal of coarse geometric information about the underlying metric space X, and is a key component in a number of significant conjectures relating coarse geometric/topological properties with analytic ones (recall that a discrete metric space X has bounded geometry if there is, for every R > 0, a uniform upper bound on the cardinalities of all the R-balls in X).
Although the uniform Roe algebra C * u (X) plays a key role in many conjectures, it is usually difficult to determine whether a given operator belongs to C * u (X). In an attempt to find a more practical characterisation of elements in C * u (X), Roe introduced the notion of quasi-locality in [24, 25] . The quasi-local operators form an algebra-denoted C * uq (X)-that is somewhat easier to handle, and it follows from the definition that C * u (X) ⊆ C * uq (X). In some special cases, it has been proved that these two algebras coincide [8, 31, 32] , but it is not known whether this is always the case (we refer to [17, 32] and references therein for further discussion and motivation).
The idea in [17] was to focus on the study of the averaging protection P X , where X is a coarse disjoint union of a sequence of finite metric spaces (see Subsections 2.1 and 2.4). One of the main results in [17] is a complete characterisation of the metric spaces for which the averaging projection P X is quasi-local. Namely, if X = n∈N X n is the coarse disjoint union of a sequence of finite metric spaces {X n } with |X n | → ∞, then P X is a quasi-local operator if and only if the following condition is satisfied:
(AsEx) for every 0 < α ≤ 1 2 there exist 0 < c < 1 and R > 0 such that |∂ R A| > c|A| for every A ⊂ X n satisfying α|X n | ≤ |A| ≤ 1 2 |X n |; where ∂ R A is the R-boundary of A, i.e., the set of points in the complement of A that are at most at distance R from A (see [17, Theorem B] ). This characterisation led the authors of [17] to introduce the concept of asymptotic expanders:
Definition ([17, Definition 3.9]). A sequence {X n } n∈N of finite metric spaces with |X n | → ∞ is a sequence of asymptotic expanders if it satisfies the condition (AsEx).
Remark 1.1. The notion of asymptotic expanders is a weakening of the notion of expanders (Definition 2.3). This is of course no surprise, as it is well-known that the averaging protection P X is quasi-local when X is a coarse disjoint union of expanders (see for example the footnote in Subsection 2.3 or [17, Corollary 3.4] ).
The authors of [17] had excellent reasons to focus on averaging projections. In fact, if |X n | → ∞ then the projection P X is always a non-compact ghost operator (Definition 2.11). In particular, if P X is also quasi-local then we are in the following win-win situation:
• either P X does not belong to the uniform Roe algebra-in which case we just proved that C * u (X) C * uq (X); • or P X is in the uniform Roe algebra-in which case we are in a good position for providing further counterexamples to the coarse Baum-Connes conjecture. 1 One possible way to distinguish whether P X ∈ C * u (X) or not is based on a result by Finn-Sell [9] , from which one can deduce that P X C * u (X) if {X n } n∈N uniformly coarsely embeds into some Hilbert space (Subsection 2.1). This raises the question [17, Question 7.3] of whether there exist asymptotic expanders with bounded geometry that can be coarsely embedded into Hilbert spaces.
Initially, the above was our motivating question. In this work, we provide a negative answer to [17, Question 7.3] and various other more refined results.
Further motivation for asymptotic expanders.
In the previous subsection we explained the origin of the notion of asymptotic expansion, but we came to realise-a posteriori-that this notion should be much more useful and natural than it appears at first sight.
For one, asymptotic expanders turn out to behave very much like expanders, hence share several nice properties. At the same time, the notion of asymptotic 1 A key ingredient in the construction of counterexamples to the coarse Baum-Connes conjecture is the existence of a non-compact ghost projection in the (uniform) Roe algebra. expanders is more "robust". For example, they are invariant under "perturbations of linearly small scale". This is emphatically not the case for expanders (see Section 5 for more details).
Secondly, the notion of asymptotic expanders arises naturally in the context of C * -algebras as explained in the previous subsection, and in the context of dynamics since it captures exactly the notion of strong ergodicity (in a sense made precise in [18] ). The latter also provides more evidence to support the "robustness" of the notion of asymptotic expanders: it is well-known that strong ergodicity is invariant under fairly wild transformations (e.g. orbit equivalences).
We deem that this mixture of naturality, robustness and expander-like behaviour will turn out to have unexpected applications in subjects ranging from dynamics of group actions to operator algebras and coarse geometry.
1.3. The main structure results. We prove two structure theorems for asymptotic expanders: one for finite graphs with uniformly bounded degree (Theorem 3.5), and one in the more general setting of finite metric spaces (Theorem 3.7).
In the case of graphs we prove the following, showing that asymptotic expanders display expander-like behaviour in a certain precise sense (see Definition 3.3 for the definition of "uniform exhaustion by expanders").
Theorem A (Theorem 3.5). Let {X n } n∈N be a sequence of finite connected graphs with uniformly bounded degree and |X n | → ∞. Then it is a sequence of asymptotic expanders if and only if it admits a uniform exhaustion by expanders.
The proof of both theorems is actually elementary. At its heart is the following key observation: if F ⊂ X is a maximal (with respect to the inclusion) subset such that |∂ R F| ≤ c|F| and |F| ≤ 1 2 |X n |, then any other A ⊂ X n that is disjoint from F and has |A| ≤ 1 2 |X n | − |F| must have |∂ R A F| > c|A| (Lemma 3.1). The importance of this observation is that it implies that-if |F| is very small-the complement X n F must satisfy a linear isoperimetric inequality.
1.4. Consequences of the Structure Theorems. The Structure Theorems have a number of interesting applications. First of all, we are able to provide a strongly negative answer to [17, Question 7.3] :
Theorem B (Theorem 4.2). A sequence of asymptotic expanders with uniformly bounded geometry cannot be coarsely embedded into any L p -space for 1 ≤ p < ∞ nor any uniformly curved Banach space. Remark 1.2. Essentially, Theorem B is a consequence of the fact that inside any sequence {X n } n∈N of asymptotic expanders with uniformly bounded geometry we can find weakly embedded sequences of actual expanders. Expanders are known to not coarsely embed into L p or uniformly curved Banach spaces, and a standard argument shows that the existence of such a weak embedding is enough to prevent a coarse embedding into such Banach spaces (see Section 4 for a detailed explanation).
Theorem B implies that it is never possible to use the strategy outlined in [17, Section 7] to prove that an operator P X is quasi-local but does not belong to the uniform Roe algebra of X. This is no accident. In fact, our next theorem implies that it is impossible to use the averaging projection to distinguish the uniform Roe algebra from the uniform quasi-local algebra:
Theorem C (Theorem 6.1). Let {X n } n∈N be a sequence of finite metric spaces of uniformly bounded geometry with |X n | → ∞. Let X be their coarse disjoint union, and P X be the averaging projection. Then the following are equivalent:
(1) P X belongs to the uniform Roe algebra C * u (X); (2) P X belongs to the uniform quasi-local algebra C * uq (X); (3) {X n } n∈N is a sequence of asymptotic expanders.
Combining Theorem C with the work of Finn-Sell [9] , we also obtain the following:
Theorem D (Theorem 6.4). If a sequence of asymptotic expanders with uniformly bounded geometry admits a fibered coarse embedding into a Hilbert space, then it violates the coarse Baum-Connes conjecture.
Starting with a sequence of expanders of large girth, we use a geometric trick to construct a sequence of asymptotic expanders that are not expanders and have large girth (Example 5.4). This example satisfies the hypotheses of Theorem D (graphs with large girth do admit such a fibered coarse embedding) and hence provides new counterexamples to the coarse Baum-Connes conjecture. This answers affirmatively [17, Question 7.2] .
To the best of our knowledge, all the previously known counterexamples to the coarse Baum-Connes conjecture are based on some sort of spectral gap condition [13, 14, 34, 9, 27] . On the other hand, asymptotic expanders that are not expanders do not satisfy this spectral gap condition (see Remark 6.6 for a more in-depth discussion). Hence, we deduce our main corollary of this paper:
Corollary E (Corollary 6.5). There are counterexamples to the coarse Baum-Connes conjecture that do not have spectral gaps. In fact, there exist uncountably many such examples that are not coarsely equivalent to one another.
Asymptotic expanders that are not expanders cannot be "highly symmetric". More precisely, we can prove the following:
Theorem F (Theorem 7.2 and Remark 7.3). If {X n } n∈N is a sequence of finite connected vertex-transitive graphs with uniformly bounded degree, then they are a sequence of asymptotic expanders if and only if they are a sequence of expanders.
Note that the condition of being vertex-transitive is a rather generous hypothesis (Theorem 7.2 has a more refined statement).
Combining Theorem C and Theorem F we are able to obtain a C * -algebraic characterisation of expansion for finite vertex-transitive graphs:
Corollary G (Corollary 7.4). A sequence of finite connected vertex-transitive graphs with uniformly bounded degree (e.g. any box space) is a family of expanders if and only if the averaging projection belongs to the uniform Roe algebra.
Overview. This paper has two fairly distinct souls: on the one side there is a combinatorial/geometric approach that is used to prove the Structure Theorems and provide examples, on the other side most of the applications have a strong operator-algebraic flavour. This peculiarity is reflected throughout the text, as various elements are explained to a level of detail that would be ill-suited to a paper aimed at specialists in the field. The paper is structured as follows.
In Section 2, we recall the basic notions needed to discuss expanders, asymptotic expanders, Roe algebras and quasi-local operators, and averaging projections.
In Section 3, we establish the fundamental structure theorems for asymptotic expanders, showing that they can be "exhausted" by a sequence of spaces displaying expander behaviour. This is done first in the case of graphs, and then more generally for finite metric spaces.
In Section 4, we give a comprehensive account of the lack of coarse embeddings into Banach spaces for expanders and asymptotic expanders.
Section 5 is devoted to providing examples of asymptotic expanders that are not expanders. We also discuss how to adapt these examples to realise them as Schreier coset graphs, possibly with large girth. We also briefly discuss the existence of uncountably many such examples up to coarse equivalence.
In Section 6, we show that the averaging operator P X belongs to the uniform Roe algebra if and only if X is a sequence of asymptotic expanders (Theorem C). Thanks to the work of Finn-Sell, this is also the main step in the proof of Theorem D.
In Section 7, we show that a graph satisfying a weak symmetry conditionnamely, admitting more than one maximal subset realising the Cheeger constantmust have a sufficiently big subset realising the Cheeger constant. We use this to give a class of examples for which being an asymptotic expander is equivalent to being an expander.
In Section 8, we mention some questions arising from our work.
Preliminaries
This paper is aimed at a rather diverse audience. For this reason, and to fix the notation, we will now recall some very basic notions.
2.1. Basic Notation. Let (X, d) be a discrete metric space, x ∈ X and R > 0. Denote by B(x, R) the closed ball in X with centre x and radius R. For any A ⊆ X, denote by |A| the cardinality of A, and ∂ R A = {x ∈ X\A | d(x, A) ≤ R} the (outer) R-boundary of A. Recall that a discrete metric space (X, d) has bounded geometry if sup x∈X |B(x, R)| is finite for each R > 0. For A ⊆ X, we use χ A for the characteristic function of A and the symbol δ x for χ {x} for x ∈ X.
Let Y ⊆ X be a subset equipped with the induced metric. In order to avoid confusion, given a subset A ⊆ Y ⊆ X, we denote by ∂ X R A the R-boundary of A in X, and by ∂ Y
. When X is an unoriented simplicial graph-i.e., without loops and multiple edges, we always equip X with its path-metric. Note that to keep the notation simple, we identify graphs with their sets of vertices. For any vertex x ∈ X, we define its degree to be the number of points adjacent to x. A graph is said to have degree bounded by D for some D > 0 if any vertex has degree bounded by D. It is clear that a graph has bounded degree if and only if it has bounded geometry. For A ⊆ X, we write ∂A for the 1-boundary ∂ 1 A of A. A subset Y ⊂ X can be naturally seen as a (possibly disconnected) subgraph of X by keeping all the edges having both endpoints in Y (that is, we identify Y with the full subgraph spanned by it).
Remark 2.1. In the context of graphs there is a small subtlety. A subgraph Y ⊂ X comes with a natural path metric, which need not coincide with the induced metric from X. In particular, ∂ Y R A may change depending on the metric under consideration. Fortunately, this is not the case when R = 1 which we focus on, because Y is a full subgraph.
A sequence of graphs {X n } n∈N is said to have large girth if the length of the shortest closed loop in X n tends to infinity as n → ∞. If F d is the (non-abelian) free group on d generators and Γ < F d is a subgroup, then the Schreier coset graph is the graph having left cosets as vertices and edges of the form (gΓ, sgΓ) for s in the generating set of F d . The action of F d by right multiplication descends to a (vertex-transitive) action on the Schreier graph if and only if Γ is normal in F d . If {Γ n } n∈N is a sequence of finite index subgroups of F d so that the sequence of Schreier graphs has large girth then n∈N Γ n = ∅. If Γ n+1 ⊂ Γ n for every n, then the converse holds as well.
In this paper, we mainly focus on a sequence of finite metric spaces {(X n , d n )} n∈N with |X n | → ∞, and their coarse disjoint union (X, d). In other words, X = n∈N X n as a set, the restriction of the metric d on each X n coincides d n and it further satisfies:
Note that the coarse disjoint union n∈N X n has bounded geometry if and only if the metric spaces have uniformly bounded geometry.
A function f : X → Y between metric spaces is a coarse embedding if there are two unbounded increasing control functions ρ − , ρ + :
for every x, x ′ ∈ X. A coarse embedding f : X → Y is a coarse equivalence if there exists a coarse embedding g : Y → X such that f • g and g • f are at bounded distance from the identity function. If E is a Banach space, {X n } n∈N a sequence of finite metric spaces and X their coarse disjoint union, then X admits a coarse embedding in E if and only if the spaces X n uniformly coarsely embed into E-that is, there are coarse embeddings f n : X → E having the same control functions ρ − , ρ + for every n ∈ N. 
Følner sets, expanders and asymptotic expanders.
Equivalently, h(X) = sup{c | X is a c-expander} 2 .
2 To be precise, if X is a disconnected graph then it is not a c-expander for any c, and we are hence taking the supremum of the empty set. In this case, we declare such a supremum to be 0.
Definition 2.3.
A sequence of graphs {X n } n∈N with uniformly bounded degrees and increasing cardinalities is a sequence of expander graphs if there exists a c > 0 such that they are all c-expanders. That is, there is a c > 0 small enough so that every X n does not have non-empty c-Følner sets (this condition can be rephrased as 'X n satisfies a linear isometric inequality with constant c').
Remark 2.4. In order to avoid trivialities, one would usually insist that Følner sets are non-empty. We decided not to do so because this way every finite graph has a (possibly empty) maximal c-Følner set.
Recall the definition of asymptotic expanders (condition (AsEx) in the introduction); this notion admits two equivalent formulations, as follows.
Definition 2.5 ([17, Definition 3.9]). A sequence of finite metric spaces {X n } n∈N with |X n | → ∞ is said to be a sequence of asymptotic expanders (or asymptotic expander graphs when the X n 's are connected graphs) if the following (equivalent [17, Theorem 3.8]) conditions hold:
for every α ∈ (0, 1 2 ], there exist c α ∈ (0, 1) and R α > 0 such that for any n ∈ N and A ⊆ X n with α|X n | ≤ |A| ≤ |X n |/2, we have |∂ R α A| > c α |A|.
(AsEx')
there exists c ∈ (0, 1), such that for any α ∈ (0, 1 2 ], there exists R α > 0 such that for any n ∈ N and A ⊆ X n with α|X n | ≤ |A| ≤ |X n |/2, we have |∂ R α A| > c|A|. Remark 2.6. A sequence of expander graphs is obviously a sequence of asymptotic expanders (graphs are seen as metric spaces when equipped with the path metric). As a matter of fact, the notion of asymptotic expanders is a substantial relaxation of that of expander in at least three respects. Firstly, the metric spaces under consideration need not be graphs (they need not even be geodesic metric spaces). Secondly, the X n need not have uniformly bounded geometry (so that, even if the X n were finite graphs, they could have increasing degrees). Finally, and perhaps most obviously, we are not requiring that the metric spaces satisfy a linear isoperimetric inequality on the nose, but we allow some room for linearlysmall subsets.
In the case of graphs with uniformly bounded degrees, asymptotic expansion is equivalent to the following condition. Lemma 2.7. Let X n be a sequence of connected graphs with degrees uniformly bounded by D and |X n | → ∞. Then it is a sequence of asymptotic expander graphs if and only if the following condition holds:
for every α ∈ (0, 1 2 ], there exists c α ∈ (0, 1) such that for every n ∈ N and every subset A ⊂ X n with α|X n | ≤ |A| ≤ 1 2 |X n |, we have |∂A| > c α |A|.
Proof. We only need to show necessity. By Definition 2.5, for any α ∈ (0, 1 2 ], there exist c ′ α ∈ (0, 1) and R α > 0 such that for any n ∈ N and A ⊆ X n with α|X n | ≤ |A| ≤ |X n |/2, we have |∂ R α A| > c ′ α |A|. Note that for every subset A ⊂ X we have |∂(A ∪ ∂A)| ≤ D|∂A| because every vertex adjacent to ∂(A ∪ ∂A) must in fact be adjacent to ∂A. Therefore we have
Taking c α ≔ c ′ α D −R α , we finish the proof.
Roe algebras and quasi-local algebras.
Let X be a discrete metric space with bounded geometry, and H be a Hilbert space. An operator T ∈ B(ℓ 2 (X; H )) can be viewed as an X-by-X matrix [T x,y ] x,y∈X with T x,y ∈ B(H ). We say that T ∈ B(ℓ 2 (X; H )) has finite propagation if there exists some constant R > 0 such that
The smallest number R satisfying this condition is called the propagation of T. We say that T is locally compact if T x,y is a compact operator on H for every x, y ∈ X.
There is a natural multiplication representation ρ :
is the identity operator and δ(x, y) = 1 if x = y and 0 otherwise. In what follows, we will identify ℓ ∞ with its image in B(ℓ 2 (X; H )) and simply write f instead of ρ( f ). In particular, given T ∈ B(ℓ 2 (X; H )), the operator χ A Tχ B is the composition ρ(χ A )Tρ(χ B ). In matrix form, the element in position (x, y) of χ A Tχ B coincides with T x,y if x ∈ A and y ∈ B, and it is the zero operator otherwise.
When we take H to be the complex numbers C, it is clear that each operator is locally compact, and the set of all finite propagation operators in B(ℓ 2 (X)) is a * -algebra, called the algebraic uniform Roe algebra of X and denoted by C u [X]. Its operator-norm closure in B(ℓ 2 (X)) is called the uniform Roe algebra of X, denoted by C * u (X). Similarly, when we take H to be the infinite-dimensional separable Hilbert space, the set of all finite propagation locally compact operators in B(ℓ 2 (X; H )) (i.e operators such that T xy is compact for every x, y ∈ X) is a * -algebra. Its operatornorm closure in B(ℓ 2 (X; H )) is called the Roe algebra of X, denoted by C * (X).
Remark 2.8. It is clearly possible to isometrically embed B(C) into the space of compact operators K(H ) ⊂ B(H ) (for example, by tensoring with a rank-1 projection P 0 : H → C). In turn, this gives us a (non-canonical) isometric embedding ι : C * u (X) → C * (X) of the uniform Roe algebra into the Roe algebra. In matrix form, one such embedding can be described as sending T = [T x,y ] x,y∈X to ι(T) ≔ [T x,y ⊗ P 0 ] x,y∈X , where P 0 is a fixed rank one projection. Definition 2.9 ([24, 26] ). Let R, ε > 0, and H be a Hilbert space. An operator T ∈ B(ℓ 2 (X; H )) is said to have (R, ε)-propagation if for any A, B ⊆ X such that d(A, B) ≥ R, we have χ A Tχ B ≤ ε. If for all ε > 0, there exists R > 0 such that T has (R, ε)-propagation, then we say that T is quasi-local (this definition makes sense also when X has does not have bounded geometry).
It is routine to check that the set of all locally compact quasi-local operators in B(ℓ 2 (X; H )) form a C * -subalgebra. When H = C this C * -algebra is called the uniform quasi-local algebra of X, denoted by C * uq (X); when H is the infinitedimensional separable Hilbert space, it is called quasi-local algebra of X, denoted by C * q (X). Since finite propagation operators are quasi-local, the (uniform) Roe algebra is contained in the (uniform) quasi-local algebra. It is an open question whether these containments are equalities (equality is known to hold in some special cases, e.g. if X has Property A [32] ).
2.4. Averaging projections. Given a finite subset F ⊂ Y, the averaging projection of F is the operator P F ∈ B(ℓ 2 (Y)) obtained as the orthogonal projection onto the span of χ F ∈ ℓ 2 (Y). In matrix form, it can be represented by:
Definition 2.10. If (X, d) is a coarse disjoint union of a sequence of finite metric spaces {(X n , d n )} n∈N we define the averaging projection of X to be P X ≔ n∈N P X n .
Definition 2.11 (G. Yu). Let X be a discrete metric space and T ∈ B(ℓ 2 (X)). We say T is a ghost operator if for any ε > 0, there exists a finite F ⊆ X such that for any
Remark 2.12. It is clear that the projection P X in Definition 2.10 is a non-compact ghost operator in B(ℓ 2 (X)) provided that |X n | → ∞.
It is well-known that if X is a sequence of expander graphs then P X is in the uniform Roe algebra C * u (X). 3 In particular, the (uniform) Roe algebra of a sequence of expanders contains a non-compact ghost projection-this fact was the key to producing counterexamples to the coarse Baum-Connes conjecture.
Remark 2.13. It is beyond the scope of this paper to enter into the statement of the coarse Baum-Connes conjecture. For us, it will be enough to say that it is a coarse analogue of the classical Baum-Connes conjecture and that it predicts that some assembly maps are isomorphisms. This conjecture has been proven for various classes of metric space and disproven for a few others, most notably expanders and warped cones [14, 27] . The interested reader is referred to [2] and references therein for more information about the conjecture.
We already remarked that elements of the (uniform) Roe algebra are quasi-local operators. It follows that P X is quasi-local if X consists of a sequence of expanders. Furthermore, as already anticipated in the introduction, we have the following:
. Let {X n } n∈N be a sequence of finite metric spaces with |X n | → ∞ and let X be their coarse disjoint union. Then the associated averaging projection P X is quasi-local if and only if {X n } n∈N is a sequence of asymptotic expanders.
Structure theorem for asymptotic expanders
In this section, we establish the fundamental structure theorem for asymptotic expanders, showing that they can be "exhausted" by a sequence of spaces with expander behaviour. We start with the graph case, which may be more intuitive, and then move on to the general case. 3 One way to see that P X ∈ C * u (X) goes as follows: recall that the discrete Laplacian ∆ Y of a graph Y = (V, E) is a V-by-V matrix, with degrees of vertices on the diagonal, −1 at (x, y)-entry whenever there is an edge connecting x and y, and 0 otherwise. We denote by ∆ X the X-by-X block-diagonal matrix with blocks being ∆ X n . Since degrees in the X n are uniformly bounded, this defines a (self-adjoint) bounded operator on ℓ 2 (X). The propagation of ∆ X is 1, and hence ∆ X ∈ C u [X].
It is well-known that a sequence of graphs with bounded degree is a family of expanders if and only if the matrices ∆ X n satisfy a uniform spetral gap. Equivalently, the X n are expanders if and only if there exists c > 0 such that the spectrum σ(∆ X ) is contained in {0} ∪ [c, ∞). In particular, χ {0} is a continuous function on σ(∆ X ). It follows from the Gelfand-Naimark Theorem that χ {0} (∆ X ) is in the C * -algebra generated by ∆ X , which is contained in the uniform Roe algebra C * u (X). A straightforward calculation shows that χ {0} (∆ X ) is nothing but the averaging projection P X .
3.1. Graph case. As mentioned in the introduction, the key observation that will enable us to prove the structure result is the following simple lemma: Lemma 3.1. Let X be a finite graph and fix c > 0. If F ⊂ X is a maximal c-Følner set (with respect to inclusion), then for every non-empty subset A ⊂ X F such that
. On the other hand, we have:
Putting the two inequalities together we obtain that |∂ Y A| > c|A|, as desired. Proof. This follows immediately from Lemma 3.1 because
and hence a set with |A| ≤ 1−2α 2 |Y| cannot be a c-Følner set for Y.
Corollary 3.2 really shines when one is provided with maximal Følner sets of very small size. In fact, when this is the case, Følner sets in the complement Y = X F must be very large and are hence easier to control. This is the basic strategy at the heart of the Structure Theorem for asymptotic expander graphs. Before delving into the proof it is convenient to introduce some extra notation. Definition 3.3. Let {X n } n∈N be a sequence of finite graphs with uniformly bounded degrees and |X n | → ∞. We say that it admits a uniform exhaustion by expanders if there exist sequences α k , c k such that c k > 0 and α k → 0, and subsets Y n,k ⊆ X n such that Y n,k is a c k -expander and |Y n,k | ≥ (1 − α k )|X n | for every n ∈ N.
Remark 3.4. A few comments:
(1) For fixed k, the sequence {Y n,k } n∈N is a sequence of expander graphs.
(2) For fixed k, the inclusions Y n,k ֒→ X n need not be uniform coarse embeddings (but they are "weak embeddings". See the discussion in Section 4). (3) For fixed n, there is a k large enough so that α k < 1 |X n | . In that case Y n,k must be the whole X n .
it is easy to show that Y ∪ Y ′ is going to be a c ′ -expander for some constant c ′ depending only on c and α. Using this observation and considering unions of the Y n,k , one can always assume that Y n,k ⊆ Y n,k ′ for every k ′ > k. This justifies the usage of the term "exhaustion".
Let {X n } n∈N be a sequence of graphs with uniformly bounded degree and |X n | → ∞. Since the X n have uniformly bounded degree, it follows from Lemma 2.7 that {X n } n∈N is a sequence of asymptotic expanders if and only if there is a function c : (0, 1 2 ] → [0, ∞) such that for every α ∈ (0, 1 2 ] the cardinality of anyc(α)-Følner set in X n is at most α|X n | (in the notation of Lemma 2.7,c can be defined asc(α) ≔ c α ).
Since c-Følner sets are c ′ -Følner sets for every c ′ > c, we can assume that the functionc is an increasing function.
For every c > 0, let F c,n be the family of c-Følner sets in X n , i.e.
By our choice of conventions, F c,n is always non-empty, as it contains the empty set. Further, since X n is a finite graph, F c,n always admits some (possibly more than one) element that is maximal with respect to inclusion. Note that, if {X n } n∈N is a sequence of asymptotic expanders, then every F n ∈ Fc (α),n has cardinality at most |F n | ≤ α|X n |. We are now ready to prove the following: Proof. Assume that {X n } n∈N is a sequence of asymptotic expanders with function c : (0, 1 2 ] → (0, ∞). Ifc is bounded away from 0 then {X n } n∈N is a sequence of expanders and there is nothing to prove. We thus assume thatc(α) → 0 as α → 0. Fix α (small) and let F n,α be a maximalc(α)-Følner set (i.e. a maximal element in Fc (α),n ). By definition, |F n,α | < α|X n | and hence Y n,α ≔ X n F n,α has cardinality at least ( 
where D is the bound on the degrees. Whence
Sincec is a strictly positive non-decreasing function, the functionc 1 2 − α − Dc(α) 2α 1−2α increases as α gets smaller and its limit as α goes to 0 is strictly positive. On the other hand, we are assuming thatc(α) converges to 0 as α → 0 and hence there exists an α 0 small enough such that for every α < α 0 we havē
Hence, we deduce from (3.1) that for any given α < α 0 the graphs Y n,α -arec(α)-expanders.
Choosing a decreasing sequence {α k } k∈N tending to 0 with α k < α 0 and letting Y n,k ≔ Y n,α k yields a uniform exhaustion by Følner sets.
For the converse implication, assume that (Y n,k ) n,k∈N is a uniform exhaustion by expanders for {X n } n∈N . Then for every α there is a k large enough so that |Y n,k | > (1 − α 2 )|X n | for every n.
Since Y n,k is a c k -expander, for every subset A ⊂ X n such that α|X n | ≤ |A| ≤ 1 2 |X n | and |A ∩ Y n,k | ≤ 1 2 |Y n,k | we have
It only remains to deal with the case of A ⊂ X n such that α|X n | ≤ |A| ≤ 1 2 |X n | and 1 2 |Y n,k | < |A ∩ Y n,k |. In this case we look at the complement in Y and we have: α) satisfies the requirements of the definition of asymptotic expander graphs.
Remark 3.6. Theorem 3.5 holds with the same proof when {X n } n∈N is a sequence of finite metric spaces that are uniformly quasi-geodesic (i.e. so that any two points can be joined by an (L, A)-quasi-geodesic for some fixed L and A) and have uniformly bounded geometry.
General case.
The proof of Theorem 3.5 made substantial use of the characterisation of asymptotic expansion in terms of condition (AsEx"). In the general setting of families of metric spaces, condition (AsEx") ceases to be equivalent to asymptotic expansion and we are thus forced to revert to using condition (AsEx') instead. That is, we use that a sequence of finite metric spaces {X n } n∈N with |X n | → ∞ is a sequence of asymptotic expanders if and only if there exists some c > 0, such that for any α ∈ (0, 1 2 ], there exists R α > 0 such that for any n ∈ N and A ⊆ X n with α|X n | ≤ |A| ≤ 1 2 |X n |, we have |∂ R α A| > c|A|. The essential difference between conditions (AsEx') and (AsEx") is the order of the quantifiers: in (AsEx") there is a fixed radius R = 1 so that for every α there is a c α such that |∂A| > c α |A|; while in (AsEx') there is a fixed c > 0 so that for every α there is a radius R α such that |∂ R α A| > c|A| (with the necessary restrictions to the subsets A under consideration). This difference is reflected in the statement of the Strucure Theorem: the analogue of Theorem 3.5 in the general metric case becomes the following: Theorem 3.7 (Structure Theorem for general asymptotic expanders). Let {X n } n∈N be a sequence of finite metric spaces with |X n | → ∞. Then the following are equivalent:
(1) {X n } n∈N is a sequence of asymptotic expanders;
(2) there exist c > 0, a positive decreasing sequence {α k } k∈N with α k → 0, a positive sequence {R k } k∈N , and for each n ∈ N a sequence of subsets {Y n,k } k∈N in X n , satisfying: for each n, k ∈ N,
Proof. "(1) ⇒ (2)": A large portion of the proof is very similar to the proof of Theorem 3.5: we consider for every c, R > 0 and n ∈ N the family F c,R,n of subsets in X n given by
Again, F c,R,n is always non-empty, as it contains the empty set and it always admits some (possibly more than one) element that is maximal with respect to inclusion.
We can now fix a constant c > 0 as by condition (AsEx') and for each α ∈ (0, 1 2 ] and n ∈ N, we consider the set F c,R α ,n defined above. Take F n,α to be a maximal element in F c,R α ,n , and set Y n,α ≔ X n \ F n,α . It follows by the assumption that |F n,α | ≤ α|X n | for each n ∈ N.
For any non-empty A ⊆ Y n,α with |A| ≤ 1 2 |X n | − |F n,α |, clearly |A ⊔ F n,α | ≤ 1 2 |X n |. We also have:
On the other hand, by the maximality of F n,α we have
For any non-empty A ⊆ Y n,α with 1 2 |X n | − |F n,α | < |A| ≤ 1 2 |Y n,α |, we take a subset A ′ ⊆ A with |A ′ | = 1 2 |X n | − |F n,α |. Then from the above analysis, we have
Hence for α ≤ c 2(2c+1) , we have |∂ Y n,α R α A| > c 2 |A|. 4 Combining the above two paragraphs together, we showed: if α ≤ c 2(2c+1) , then for any non-empty A ⊆ Y n,α with |A| ≤ 1 2 |Y n,α |, we have |∂ Y n,α R α A| > c 2 |A|. Therefore, we take a positive decreasing sequence {α k } k∈N with α ≤ c 2(2c+1) and α k → 0, and take R k ≔ R α k . For each k, n ∈ N, we take Y n,k ≔ Y n,α k . Then clearly condition (2) holds for c 2 .
"(2) ⇒ (1)": We assume condition (2) holds with the constants therein. Given α > 0, we take α k < min{ α 2 , c 2(1+c) }. Given any n ∈ N and a non-empty subset A ⊆ X n with α|X n | ≤ |A| ≤ 1 2 |X n |, we consider the following two cases: If |A ∩ Y n,k | ≤ 1 2 |Y n,k |: by assumption, we have |∂ X n R k A| ≥ |∂
Hence combining them together, we obtain: |∂ X n R k A| > c 2 |A|. If |A ∩ Y n,k | > 1 2 |Y n,k |: we take a subset A ′ ⊆ A ∩ Y n,k with |A ′ | = 1 2 |Y n,k |. Then combining the above analysis, we have:
Combining the above two cases together, we have shown condition (1) holds. 4 This is the main point where this proof diverges from the proof of Theorem 3.5. In fact, when choosing α ≤ c 2(2c+1) we are making use of the fact that the constant c is fixed. On the other hand, in Theorem 3.5 c depends on α.
Lack of coarse embeddings
This section is concerned with coarse embeddings into Banach spaces. Since we are only interested in metric properties, it is natural to focus on real Banach spaces. In particular, we will treat complex Banach spaces as if they were real by ignoring the extra complex structure (i.e. C is isometric to R 2 ). Before stating the main result we need to introduce some terminology.
Given a (possibly infinite) measure space (Ω, µ) and a Banach space E, we denote by L p (Ω; E) the set of measurable functions f : Ω → E such that f (ω) p is integrable. Taking the pth root of this integral defines a norm that makes L p (Ω; E) into a Banach space. This is the space of p-Bochner integrable functions. We denote by ℓ We will make use of the notion of uniformly curved Banach spaces as a black box. We will just say that uniformly curved Banach spaces were defined by Pisier in [23] . In a sense, this is an optimal class of (complex) Banach spaces for which one can immediately produce good bounds on operator norms using complex interpolation.
Finally, two Banach spaces E 1 and E 2 are sphere equivalent if their unit spheres S(E 1 ) and S(E 2 ) are homeomorphic via a homeomorphism φ such that both φ and φ −1 are uniformly continuous.
Let C 0 be the smallest class of Banach spaces such that:
• R, C, ℓ Let {X n } n∈N be a sequence of finite metric spaces with |X n | → ∞ and uniformly bounded geometry and X be their coarse disjoint union. If {X n } n∈N is a sequence of asymptotic expanders, then X cannot be coarsely embedded into any Banach space in the class C 0 .
Since Theorem 3.7 is established, the proof of Theorem 4.2 is more or less folklore. In fact, it follows from Theorem 3.7 that the spaces X n contain weakly embedded expanders and it is well-known to experts that this is an obstruction to the existence of such coarse embeddings. For the convenience of the reader, we record here a more detailed proof. The techniques are by now fairly standard, and are used e.g. in [3, 7, 11, 19, 20, 21, 29] .
Let E be a (real) Banach space and fix p ∈ [1, ∞). Following [21] , we say that the (E, p)-spectral gap of a finite graph G is
where x ∼ y means that x, y ∈ G are joined by an edge, m( f ) = 1 |G| x∈G f (x) is the mean value of f and the infimum is taken over all non-constant functions f : G → E. Equivalently, λ 1 (G; E, p) is the largest constant ǫ so that G satisfies an E-valued (linear) 5 p-Poincaré inequality
The importance of Poincaré inequalities in the context of coarse embedding is given by the following observation: if G has degree bounded by D and satisfies an E-valued (linear) p-Poincaré inequality with constant ǫ, then for every L-Lipschitz
2ǫ
That is, there is an upper bound on the expected value of (the p-th power of) f (x) which does not depend on |G|. If one knows that the expected distance between pairs of vertices of G is very large, then (4.3) implies that any L-Lipschitz function to E is far from being bi-Lipschitz.
Back to Theorem 4.2, if {X n } is a sequence of asymptotic expanders it follows from Theorem 3.7 that there exist c > 0, R > 0, and a sequence of subspaces {Y n ⊆ X n } n∈N with |Y n | ≥ 3 4 |X n | and such |∂ Y n R A| > c|A| for every A ⊆ Y n with |A| ≤ 1 2 |Y n |. For each n, we consider the finite graph G n whose vertex set is Y n , and where x, y ∈ Y n are connected by an edge if and only if d(x, y) ≤ R. Since the X n have uniformly bounded geometry, the graphs G n have uniformly bounded degree (and hence they are expanders).
Note that the inclusion Y n ⊂ X n need not induce a coarse embedding G n ֒→ X n , it is therefore not possible to directly conclude that whenever the G n do not uniformly coarsely embed into a Banach space E neither do the X n . On the other hand, the existence of Poincaré inequalities for G n does provide us with an obstruction to the existence of uniform coarse embeddings of the X n .
In fact, if there exists a p ∈ [1, ∞) and an ǫ > 0 such that λ 1 (G n ; E, p) > ǫ for every n ∈ N, then X cannot coarsely embed into E. This can be shown with the following simple argument: assume by contradiction that there exist coarse embeddings f n : X n → E with uniform control functions ρ − and ρ + . Then the 5 There is a competing notion of Poincaré inequality. That is, we say that G satisfies an E-valued metric p-Poincaré inequality if 1
) p it is easy to show that linear p-Poincaré inequalities imply metric p-Poincaré inequalities (possibly with a different constant). On the other hand, the converse implication is not clear in general.
In order to find obstructions to coarse embeddability into Banach spaces, it is sufficient to have metric Poincaré inequalities. Further, metric Poincaré inequalities can be defined also when the target space E is a general metric space (as opposed to Banach space). For this reason they are used e.g. in [20] .
As a last remark, it can be shown that linear p-Poincaré inequalities are well-behaved under change of p (see below). It is not clear whether the same holds for metric p-Poincaré inequalities. restriction of f n to G n is ρ + (R)-Lipschitz. Subtracting the mean if necessary, we can further assume that m( f n ) = 0 for all n. Let D be the uniform bound on the degrees of G n , it follows from 4.3 that the average 1
.
In particular, f (x) p ≤ 2C for at least half of the vertices x ∈ G n . Therefore, at least half of the vertices of G n are within distance 2ρ −1 − (2C) from one another. On the other hand, the G n have degree bounded by D and hence the ball of radius r in G n has cardinality at most D r+1 . This brings us to a contradiction as |G n | → ∞. Remark 4.3. The above argument is nothing but the proof of the well-known fact that Poincaré inequalities provide obstructions to the existence of weak embeddings (see [3, 11] ). Here, a sequence of finite metric spaces Y n admits a weak embedding in a metric space X if there are L-Lipschitz functions f n : Y n → X such that for every R > 0,
If X = n∈N X n is as by Theorem 4.2, it follows from the bounded geometry assumption that the inclusions Y n ⊆ X n yield a weak embedding G n → X. Further, if f : X → E was a coarse embedding, then the compositions G n → X → E would again be a weak embedding. The above argument proves that such a weak embedding cannot exist.
As already remarked, the graphs G n appearing in the above argument are a sequence of expanders. Therefore, all that remains to do to prove Theorem 4.2 is to show that expanders satisfy the relevant Banach-valued (linear) p-Poincaré inequalities. For sake of brevity, we will use Mimura's notation and say that a sequence of graphs G n is a sequence of (E, p)-anders 6 if they have uniformly bounded degree, |G n | → ∞ and there is a ǫ > 0 such that λ 1 (G n ; E, p) > ǫ for every n. Theorem 4.2 will be proved when we show that expanders are (E, p)-anders for every E ∈ C 0 and some p ∈ [1, ∞). The following discussion is basically an illustration of [21, Corollary C] and [6, Section 4] .
It is classical that a sequence of graphs is a sequence of expanders if and only if they are (R, 2)-anders (the proof is fairly simple, and it can be extrapolated e.g. from the arguments in [19] ). It is also easy to prove the analogous statement for (R, 1)-anders.
Matoušek proved in [19] that being (R, p)-anders does not depend on p (his strategy is often called Matoušek extrapolation [20, 21] ). This was greatly generalized in [21] , and finally Cheng proved in [6, Theorem 4.9 ] that for any fixed Banach space E the property of being an (E, p)-ander does not depend on p ∈ [1, ∞). In particular, one could in principle avoid considering p-Poincaré inequalities and just focus on, say, 2-Poincaré inequalities. Yet, considering general p has its own advantages. In fact, noting that
it is easy to show that λ 1 (G n ; R, p) = λ 1 (G n ; L p R , p). This proves that asymptotic expanders cannot coarsely embed into ℓ p R and L p R . 6 In [21] , Banach spaces are usually denoted by X. The nomenclature (X, p)-ander is a pun.
More generally, the same argument applies to every p-Bochner space and shows that λ 1 (G n ; E, p) = λ 1 (G n ; L p (Ω; E) R , p) for every measure space (Ω, µ) and Banach space E. In particular, if the G n are (E, p)-anders then they are also (L p (Ω; E), p)-anders. Since C is isometric to R 2 ⊂ ℓ 2 R , this also implies that asymptotic expanders do not coarsely embed into ℓ p C and L p C . The fact that expanders are (E, 2)-anders for every uniformly curved Banach space E follows from the discussion in [23, Chapter 3] .
All that remains to show is that the property of being an (E, p)-ander is stable under sphere equivalence of Banach spaces. This is proved in [21, Theorem A] and [6, Theorem 4.9 ] (see also [22, Appendix A] ). This concludes the proof of Theorem 4.2.
Some examples
In this section we are mostly interested in producing examples of families of graphs with uniformly bounded degree that are asymptotic expanders but nonexpanders.
A Foreword. The examples that we are going to discuss are obtained via simple geometric tricks and they are more of a proof-of-concept rather then actual examples. The bad news is that Theorem 3.5 implies that, in some sense, every asymptotic expanders can be obtained from actual expanders by using similar tricks. The good news is that asymptotic expanders are not a mere artificial construction, but they appear quite naturally. A prime "natural" source of examples of asymptotic expanders that are not expanders is provided in [18] , where it is proved that families of graphs approximating a strongly ergodic action are asymptotic expanders. On the other hand, it is known that such graphs are a sequence of expanders if and only if the action is expanding in measure [30] . In particular, graphs obtained by approximating a measure-preserving action that is strongly ergodic but does not have a spectral gap, are asymptotic expanders without being expanders. One explicit example of such an action is given in [28] .
Example 5.1. As already remarked in [17] (see also [33] ), an obvious example of sequences of asymptotic expander graphs that are not expanders is as follows: let {Y n } n∈N be a sequence of expanders and let {Z n } n∈N be any sequence of graphs such that |Z n | |Y n | → 0. Let X n be a connected graph obtained by joining arbitrarily Y n and Z n with some edges. Then {X n } n∈N is an asymptotic expander. Furthermore, if |Z n | → ∞ and the graphs Y n and Z n are connected via a single edge, then {X n } n∈N is not a sequence of expanders. In [33] , sequences of graphs obtained as above are called perturbed expanders.
Remark 5.2. Since it is known that there exist uncountably many families of expanders that are pairwise not coarsely equivalent [10] , it is then very easy to show that the above construction can be used to produce uncountably many non-coarsely-equivalent classes of asymptotic expanders that are not expanders.
For example, assume that we are given for every i ∈ I two families of expanders {Y n with a single edge. Let X (i) be a coarse disjoint union. Up to reindexing over n, a coarse equivalence f : X (i) → X ( j) must come from uniform coarse equivalences f n : X
n [15] . The edge joining Y (i) n to Z (i) n is a bottleneck that "coarsely disconnects" X n -it is in fact the unique bottleneck. It is then easy to deduce that the f n must restrict to uniform coarse equivalences between Y (i) n and Y ( j) n . If the {Y (i) n } n∈N are assumed to be non-coarsely-equivalent then no such f can exist. Remark 5.3. It may be interesting to note that it is possible to realize asymptotic expanders that are not expanders as a sequence of Schreier coset graphs. This is in fact very easily done using "Gross Trick" [12] : one can use Petersen 2-factor Theorem to deduce that every finite 2d-regular graph (possibly with loops and multiple edges) is a Schreier graph. One can always turn a graph of degree at most d into a 2d regular graph by doubling all the edges and adding loops at every vertex having degree less than 2d.
Example 5.4. Recall that a sequence of graphs is said to have large girth if the length of the smallest cycle in the graphs tends to infinity. One can construct large girth examples of asymptotic expanders that are not expanders using the following modification of the above example. Let {Y n } n∈N be a large girth sequence of expanders and let {Z n } n∈N be any large girth sequence of graphs such that |Z n | |Y n | → 0. Let X n be the connected graph obtained by deleting the edges (y, y ′ ) in Y n and (z, z ′ ) in Z n , and adding two new edges (y, z) and (y ′ , z ′ ). It is clear that this will be a large girth sequence of asymptotic expanders that are not expanders. Taking the Y n and Z n to be 2d-regular graphs, the resulting X n will be Schreier coset graphs of the free group F d with respect to a sequence of finite-index subgroups with trivial intersection, thanks to the large girth condition. Note that by arguments similar to those above, one can construct uncountably many such examples up to coarse equivalence.
Remark 5.5. If Γ 1 , Γ 2 , . . . are the finite index subgroups of F 2 obtained in Example 5.4, one can show that Γ n < F 2 cannot be a normal subgroup when n is large enough (this will follow from Theorem 7.2). Furthermore, one can not expect that Γ n+1 < Γ n , in general.
On the other hand, Abért and Elek managed to use random methods to show ([1, Theorem 5] ) that there exist chains of nested subgroups F 2 > Γ 1 > Γ 2 > · · · with trivial intersection such that the associated Schreier coset graphs are not expanders but the "boundary action is strongly ergodic" (see [1] for the relevant definitions). One can then show that these Schreier graphs are a sequence of asymptotic expanders [18] .
The following example is somewhat more technical, and it shows that asymptotic expanders need not be perturbed expanders in the sense of [33] . The idea is inspired from [28] .
Example 5.6. Choose for every n ∈ N and k ≤ n a positive number 0 < a n,k ∈ N such that:
(1) for every fixed k, we have a n,k → ∞ as n → ∞;
(2) for every fixed n, we have a n,k ≥ a n,k ′ for every k < k ′ ≤ n.
(3) for every α > 0 there exists ak such that ∞ i=k a n,i < α ∞ i=0 a n,i for every n ≥ k; (4) for every c > 0 there exists ak such that a n,k < c ∞ i=k a n,i for every n large enough.
For example, letting a n,k ≔ ⌈ n 2 k 2 ⌉ satisfies all the above requirements.
For every k, let {Z n,k } n≥k be a sequence of expanders with |Z n,k | = a n,k (it is possible to produce sequences of expanders with arbitrarily prescribed cardinalities, see e.g. [7, Corollary 17] ). For every n and 0 < k ≤ n, choose injective functions f n,k : Z n,k → Z n,k−1 . Let X n be the graph obtained by taking k≤n Z n,k and adding all the edges of the form (v, f n,k (v)) as v varies in Z n,k and 0 < k ≤ n. Finally, for every fixed k let Y n,k ⊂ X n be the full subgraph having vertices i≤max{k,n} Z n,i .
For every fixed k, it is easy to show that the sequence {Y n,k } n∈N is a family of expanders. Condition (3) implies that the Y n,k form an exhaustion by expanders. It therefore follows from Theorem 3.5 that {X n } n∈N is a sequence of asymptotic expanders. On the other hand, it follows from condition (4) that for every c > 0 these is a k so that the sets X n Y n,k are c-Følner sets for every n large enough. Hence {X n } n∈N is not a sequence of expanders.
If the a n,k are chosen so that for every fixed k there is a β < 1 such that |Y n,k | ≤ β|X n | for every n large enough, then the Følner sets are "linearly big" (this is the case for a n,k ≔ ⌈ n 2 k 2 ⌉). In this case it follows that {X n } n∈N is not even a sequence of perturbed expanders.
Ghost projections and the coarse Baum-Connes conjecture
In this section, we will use Theorem 3.7 to show that the averaging projection P X belongs to the uniform Roe algebra C * u (X) if and only if X is a sequence of asymptotic expanders. This will allow us to apply results from [9] to produce uncountably many new counterexamples to the coarse Baum-Connes conjecture in the sense that they need not have spectral gaps. Theorem 6.1. Let {X n } n∈N be a sequence of finite metric spaces of uniformly bounded geometry with |X n | → ∞. Let X be their coarse disjoint union, and P X be the averaging projection. Then the following are equivalent:
(1) P X belongs to the uniform Roe algebra C * u (X); (2) P X is quasi-local;
(3) {X n } n∈N is a sequence of asymptotic expanders.
Proof. Recall that Theorem B of [17] states that X is a coarse disjoint union of a sequence of asymptotic expanders if and only if P X is quasi-local. Recall also that any element of the uniform Roe algebra must be quasi-local (Subsection 2.3). It is thus enough to show "(3) ⇒ (1)". From Theorem 3.7, there exist c > 0, a positive decreasing sequence {α k } k∈N with α k → 0, a positive sequence {R k } k∈N , and for each n ∈ N a sequence of subsets {Y n,k } k∈N in X n , satisfying: for each n, k ∈ N,
Let d be the metric on X and fix a k ∈ N. For each n ∈ N, we can proceed as in the proof of Theorem B and make Y n,k into a graph G n,k by connecting vertices v, w ∈ Y n.k with an edge if and only if d(v, w) ≤ R k . It follows from the assumption that {G n,k } n∈N is a sequence of expanders.
We denote by d n,k the edge-path metric induced on Y n.k from G n,k , and we let (Y k , d k ) be a coarse disjoint union of {(Y n,k , d n,k )} n∈N . Then the averaging projection P Y k belongs to the uniform Roe algebra C * u (Y k ). Furthermore, since d(v, w) ≤ R k · d n,k (v, w) for every v, w ∈ Y n,k , we can assume that the metric d k satisfies
for every v, w ∈ Y k . Now consider the inclusion i k : Y k ֒→ X. It induces an isometric embedding V k : ℓ 2 (Y k ) → ℓ 2 (X), and we consider the adjoint homomorphism
) is the adjoint of V k (which turns out to be the orthogonal projection).
From Inequality (6.1), we have
. Since Ad V k preserves operator norms, we obtain a C * -monomorphism
We can write Q k as a block-diagonal matrix Q k = (Q k,n ) n∈N where Q k,n ∈ B(ℓ 2 (Y n,k )). Direct calculation shows that for each n and x, y ∈ X n :
Since each operator P X n − Q k,n is represented by a finite matrix, from linear algebra we know that its operator norm does not exceed its Frobenius norm:
Since P X and Q X are block-diagonal, this implies that
By the assumption that α k → 0, we have Q k → P X in the operator norm as k → ∞. Since Q k ∈ C * u (X) for every k, we have proved that P X ∈ C * u (X). Remark 6.2. We restricted the statement of Theorem 6.4 to sequences of spaces of uniformly bounded geometry because we defined the (uniform) Roe algebra only for spaces with bounded geometry.
The following follows directly from Remarks 2.8 and 2.12 and Theorem 6.1: Corollary 6.3. Let {X n } n∈N be a sequence of asymptotic expanders of bounded geometry, and X be their coarse disjoint union. Then there exists a non-compact ghost projection in the Roe algebra C * (X).
Using the work of Martin Finn-Sell in [9] , it is now easy to prove the following: Theorem 6.4. Let {X n } n∈N be a sequence of asymptotic expanders and X be their coarse disjoint union. If X has bounded geometry and admits a fibered coarse embedding into a Hilbert space, then the following statements hold:
(1) The coarse Baum-Connes assembly map µ for X is injective but non-surjective.
(2) The induced map ι * : K * (K) → K * (I G ) is injective but non-surjective, where ι : K ֒→ I G is the inclusion of the compact ideal K into the ghost ideal I G of the Roe algebra C * (X). (3) The induced map π * : K * (C * max (X)) → K * (C * (X)) is injective but non-surjective, where π : C * max (X) ։ C * (X) is the canonical surjection from the maximal Roe algebra onto the Roe algebra. In particular, π is not injective. (3): Let µ max be the maximal coarse Baum-Connes assembly map for X. In particular, we have that π * • µ max = µ. From [5, Theorem 1.1] or [9, Theorem 30] we conclude that µ max is an isomorphism. Since µ is injective, π * is injective as well. The non-surjectivity of π * follows easily from the non-surjectivity of µ.
One can show that if {X n } n∈N is a sequence of graphs with large girth, then X admits a fibered coarse embedding into a Hilbert space [5, Example 2.5]. Then the following is a consequence of Theorem 6.4 and Example 5.4, which also answers Question 7.2 in [17] . Corollary 6.5. There are uncountably many non-coarsely-equivalent families of asymptotic expander graphs that are not expanders and violate the coarse Baum-Connes conjecture. Remark 6.6. Just as in Corollary 6.5, all the previously known counterexamples to the coarse Baum-Connes conjecture are based on the existence of a non-compact ghost projection P in the Roe algebra C * (X), which violates the surjectivity of the assembly map. Yet, in those examples the strategy to show that P does indeed belong to C * (X) is very different from ours.
In fact, they always need to realise P as the projection to the 0-eigenspace of an operator ∆ ∈ C u (X) that has a spectral gap (similarly to Footnote 3, in Subsection 2.4). In contrast, if X is not a sequence of expanders then the Laplacian ∆ X does not have a spectral gap, and in order to show that the averaging projection P X belongs to C * u (X) we had to show explicitly that P X is a limit of operators in C * u (X). In this sense we can say that, Corollary 6.5 provides the first counterexamples to the coarse Baum-Connes conjecture that do not have a spectral gap.
Asymptotic expanders in the case of homogeneity
The aim of this section is to show that if all subsets realising the Cheeger constant in a graph are "small", then the graph must be highly dishomogeneous. In the case of Cayley graphs, similar observations were made by Marc Lackenby (Lemma 2.1 of [16] ). We prove the following: Lemma 7.1. Let X be a finite graph. Then one of the following must hold:
• there exists a subset A ⊂ X with |X|/4 < |A| ≤ |X|/2 realising the Cheeger constant of X; • there exists a unique maximal (with respect to inclusion) subset A ⊂ X with |A| ≤ |X|/2 realising the Cheeger constant of X.
Proof. Let A ⊂ X be a subset satisfying |A| ≤ |X|/2 realising h(X) that is maximal with respect to inclusion. Suppose that there exists another subset B A with |B| ≤ |X|/2, realising the Cheeger constant (if there is no such B, then we are done).
If |A ∪ B| > |X|/2, then one of |A| or |B| must be > |X|/4, and so we are done.
Suppose that |A ∪ B| ≤ |X|/2. Let us first remark the following two equalities:
Combining these, we have
We must have equality throughout, by the definition of the Cheeger constant. By the maximality of A, we must have A ∪ B = A. Thus B ⊂ A and so A is the unique maximal subset with |A| ≤ |X|/2 realising the Cheeger constant of X.
We can thus deduce that a very weak symmetry condition-that of having more than one maximal subset realising the Cheeger constant-is sufficient for asymptotic expanders to be equivalent to expanders: Theorem 7.2. Let {X n } n∈N be a sequence of finite connected graphs with uniformly bounded degree and |X n | → ∞ such that each X n admits more than one maximal (with respect to inclusion) subset realising the Cheeger constant h(X n ). Let {Y n } n∈N be a sequence of finite connected graphs with uniformly bounded degree which is uniformly coarsely equivalent to {X n } n∈N . Then {Y n } n∈N is a sequence of asymptotic expanders if and only if it is a sequence of expanders.
Proof. Since both the properties of "being a sequence of expanders" and "being a sequence of asymptotic expanders" are invariant under uniform coarse equivalence ([17, Theorem 3.11 and Proposition A.2]), we may in the sequel assume that X n = Y n is a finite graph for every n ∈ N.
The "if" implication is obvious. For the other implication, by Lemma 7.1, for every n ∈ N, we can choose a maximal subset A n ⊂ X n realising h(X n ) such that |X n |/4 < |A n | ≤ |X n |/2. If X n is a sequence of asymptotic expander graphs, then there is a constant c 1/4 > 0 such that X n has no c 1/4 -Følner sets of cardinality greater than |X n |/4. It follows that A n cannot be a c 1/4 -Følner set, and hence h(X n ) > c 1/4 for every n. Remark 7.3. We can apply Theorem 7.2 when {X n } n∈N is a sequence of vertextransitive graphs 7 , such as Cayley graphs. Indeed, it is clear that such graphs 7 Recall that a graph is vertex-transitive if for every pair of vertices x, y ∈ X there is a graph automorphism φ ∈ Aut(X) such that φ(x) = y. always admit more than one maximal subset realising the Cheeger constant (by simply taking images of such a subset under graph automorphisms).
In particular, this immediately applies in the case of a box space with respect to a nested sequence of normal finite-index subgroups. That is, if Γ = S is a finitely generated infinite group and N 1 , N 2 , . . . is a sequence of finite index normal subgroups of Γ such that n∈N N n = {e}, then the box space of Γ with respect to (N n ) is the sequence of Cayley graphs X n ≔ Cay(Γ/N n ,S) (whereS is the image of S under the quotient map). It is worth to noticing that the normality of the subgroups is essential for this conclusion to hold, as evidenced by Example 5.4.
It may be interesting to note that, under some assumption of homogeneity, we can now produce a C * -algebraic characterisation of expanders: Corollary 7.4. Let {X n } n∈N be a sequence of finite connected graphs with uniformly bounded degree and |X n | → ∞ such that each graph X n admits more than one maximal (with respect to inclusion) subset realising the Cheeger constant h(X n ). If X is their coarse disjoint union, then the following are equivalent:
(1) {X n } n∈N is a sequence of expander graphs;
(2) the averaging projection P X belongs to the uniform Roe algebra C * u (X).
Questions and comments
As already mentioned, we feel that the notion of asymptotic expansion will end up playing some role in a rather diverse array of topics. This is mostly due to the fact that this notion seems to encapsulate many good properties of genuine expanders into a robust framework. One advantage that expanders have over asymptotic expanders is that they already have many different characterisations. One characterisation that has proved to be particularly useful is given in terms of spectral gap of the averaging operator. This raises the following: Question 8.1. In analogy to the characterisation of expanders in terms of the spectral gap of the Laplacian, is there a characterisation of asymptotic expanders in terms of spectra?
A positive answer to the above question could also be useful in the setting of dynamical systems, as asymptotic expansion is equivalent to strong ergodicity [18] .
Going in the opposite direction of Question 8.1 we have: Question 8.2. Is there a C * -algebraic characterisation of expanders?
One partial result in this direction follows from Corollary 7.4, and shows that under additional homogeneity assumptions expanders are characterised by the property of P X belonging to the uniform Roe algebra. In general, if {X n } n∈N is a sequence of uniformly bounded degree graphs and P X is in the uniform Roe algebra then we know from Theorem 6.1 that all the "linearly large" subsets of X n must have large boundary. It would then remain to find a C * -algebraic condition that imply that "linearly small" subsets have large boundary.
In view of Theorem 7.2, it would be interesting to know for which classes of graphs the notions of asymptotic expansion and usual expansion are equivalent. Question 8.3. Which properties would guarantee that for a sequence of graphs, being an asymptotic expander is equivalent to being an expander? Can one give a complete characterisation of such graphs?
To our knowledge, all the proofs that expanders do not coarsely embed into a Banach space E make use of Poincaré inequalities. It follows from the discussion in Section 4 that these proofs also imply that bounded geometry asymptotic expanders cannot coarsely embed into such E. On the other hand, it is conceivable that there exists a Banach space E where expanders cannot coarsely embed even if they do not satisfy an E-valued Poincaré inequality. In this case, the arguments in Section 4 would not prove that asymptotic expanders cannot coarsely embed in E.
It may thus be of interest to investigate the following. 
