where the (A ,B ) ~ (A,B) are independent and independent of XO' Iteration n n of the special case (I.2) x = pX 1 + B , n nn with p E [0,1) a constant, yields (1.2) is solved by (I .4) Under the condition (cf. [10J) that E log (1 + IBI) < "" there is a limit X"" with X and X independent, Le. X is "incompletely self-decomposable"
"" c 00 (see e.g. Urbanik [9J; X is called (completely) self-decomposable if (1. 7) ""
holds for all c e: (0,1».
Wolfe [11] considers the continuous-time analogue of (1 :2), formally described by the stochastic differential equation (1.8) dX(t) = -0 X(t)dt + dB(t) , with 0 a positive constant and B(t) a Levy process. In analogy to (1. 3) and (1.4) one has '(all integrals exist in the sense of convergence in probability, c;nd pathwise ien the sense of formal integration by parts (cf.
Jurek and Vervaat [6] ».
( 1 .9) (s E (O,tJ) , with B(s)(t) = t_s ft exp{-o(t -u)}dB(u) ~ oIs exp(-ou)dB(u), and specially
If X(t) has a limit in distribution X (00) , then analogous to (1.6) we have
w~t ~ an 1n epen ent, ~.e., contrary to t e 1screte-t~me case, X(",,) is (completely) self-decomposable. This is one of the results in the following theorem of Wolfe [II] .
Theorem 1.1. Let X(t) be as in (1.10). Then
There is a random variable X(~) such that X(t) ~ X(~) if and only if E log (l + I B (l) I) < "".
(ii) The distribution of X(m) is self-decomposable (class L), and hence is infinitely divisible and unimodal.
(iii) If a random variable X has a self-decomposable distribution then X is the weak limit a of process X(t) as in (1.10).
In this paper we consider integer-valued analogues of X(t) in connection with recent results on decomposability and stability for distributions on NO as given in [4] and [8] . The discrete-time analogue, i.e. the NO-valued analogue of ~ in (1.2) is less interesting as it lacks the complete self-
In Section 2 we give a brief review of results on discrete self-decomposable distributions; these are then used to prove analogues of Theorem 1.1 in Section 3. Section 4 contains an application of Theorem 1.1 on a special case of the stochastic difference equation (1.1). In Section 5 we give the analogues of a result by Wolfe [II] on stable distributions, and in Section 6 some extensions and analogues of limit theorems by Yamazato [11] for supercritical branching processes.
2. Self-decomposability and stability on NO and branching processes.
We need some of the ideas and results from [8] and [4] for the analogues on NO of (l.10) and Theorem 1. • and let X be an EO-valued random va~iab Ie. Then for 0 < P ::; 1 the ]NO -valued mUltiple p @ X is defined (in distribution) by its p g f as follows (2.3) One easily verifies that, quite analogous to scalar multiplication, the operation @ has the following properties:
For other properties we refer to (4J, where it is shown that (2.3) provides all possible multiplications that satisfy (2.4) plus a linearity condition for the p.g.t's.
..... -6 - We now define self-decomposability and stability with respect to @.
As the operation @ depends on the specific semigroup F = (Ft)~O under consideration we use the terms F-self-decomposable and F-stable.
Remark. Equivalently, (2.5) and (2.6) can be written in terms of (F t ) as
We shall need a number of results from [4J.
Theorem 2.
3. An WO-valued rv X is F-self-decomposable if and only if its p g f P satisfies (2.7) n n for some 6 > 0, and (2.14)
Finally, we need Of the four (discrete/continuous time/space) poss ib Ie variants of ( 1.2) the discrete-time, discrete-space variant:
(3.1 )
n nn with EO-valued B ha~ properties similar to (1.2), and is not very interesting from our point of view. We shall concentrate on the EO-valued analogues of (1.8) and (1.10), and we write (taking X(O) = a without essential restriction)
where B(u) now is a compound Poisson process:
with ~ iid and EO-valued and independent of the Poisson process generated by (T k ). Now X(t) can be written explicitly as is equal to the latter of these, we proceed as indicated on p. 118 in [5J.
Conditioning on the number of Tk with a < Tk ~ b we obtain using (2.3)
. [5] one liecognizes PX(t) , as the pg f of t~e number of individuals present at time t in (sub-)critical continuous-time branching· process with batch immigration, and batch size p g fPC'
We now formulate the analogue of Theorem I. I • Theorem 3.2. Let X(t) be a (sub-)critical branching process with immigration as given by (3.2) and (3.4). Then
There is a rv X(oo) such that X(t) i X(oo) if and only if (ii) The distribution of X(oo) is F-self-decomposable and hence infinitely divisible.
.:: 11 -(iii) If a rv X has an F-self-decomposahle distribution, then X is the weak limit of a branching process with immigration as given by (3.4).
Proof. From (3.6) and (2.9) we deduce, using (2.2),
and ( ·-12 -Remark 2. If X(t) is subcritical, then the condition (3.7) is equivalent to E log (1 + C) < co.
Remark 3. Theorem 1.1 together with the concepts of self-decomposability and stability for non-lattice rv's could be generalized in a similar way;
this would require detailed results on continuous-time branching processes with continuous state space.
Embedded discrete-time processes.
In this section we use Theorem 1.1 to give a probabilistic proof of a theorem by Vervaat [)OJ, which he proved analytically. We then give the corresponding result for EO-valu,ed variables.
Throughout this section U, U are'uniformly distributed on (0,1) and n C, C are nonnegative with E log (1 + C) < co; all these rv's are independent. 
where in the right-hand side U, X and C are independent, and U and Care as above. Then X is self-decomposable. It'now follows from Theorem 3.2 that X is F-self-decomposable.
Remark. Another way of looking at X(oo) in Theorem 4.1 is to regard it as the limit of the embedded discrete-time process (Y )00, with Y = X(T ) and n n n X(t) as in (1.9). Now take s = TI and put C n In this section we obtain the analogue for NO-valued processes of the following result of Wolfe [11J.
Theorem 5.1. Let X(t) be as in (1.10) and let to > O. Then 6. Some analogies for supercritical branching processes.
In the present section we derive a discrete-state analogue of the following result which slightly generalizes a theorem of Yamazato [12J. which has probability zero since P(X 1 > 0) == 1. Hence peW > 0) == I. Since P(X ~ I) == I for all u € T we have for fixed u
where X t
and X"(X -I) are independent branching processes with the same exists with probability one, with W, g W. Moreover, by (6.1) x' (I) 1 im ---,_t_-.
exists with probability one, and consequently so does
. . :. 17 -We conclude that a rv R exists such that
which is equivalent to (6.3).
Remark. If EX} logX 1
< "", then we may take c(t) = mt in Theorem 6.1 (cf.
[IJ, Theorem I.IO.I).
We now formulate our discrete-state analogue. We now apply Theorem 2.4 (to an arbitrary sequence t + "", t € T), and it n n follows that we can choose c such that (cf. (2.11) and (2.13» (6.5) lim c(t)V «C(t»l/o) = 1, 
