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Introduction
The Shimura correspondence, assigning to certain cusp forms of half-integral
weight k + 12 a modular form of weight 2k, was initially defined in [Sh]. The
papers [DN] and [Ng] discuss a relation, now referred to as the Doi–Naganuma
lifting, between cusp forms of weight k and Hilbert modular forms of weight k
over a real quadratic field. There is a map defined by Maaß, which takes cusp
forms of weight k − 12 to Siegel modular forms of degree 2 and weight k. The
latter map was generalized in [G] to a correspondence sending modular forms
of weight k + 1 − n2 to automorphic forms on O2,n. Later, [B] used the theta
lift in order to unify all these maps into one concept: Given an even lattice L of
signature (2, b−), an integral against the theta function of the lattice attached to
a certain harmonic homogenous polynomial on LR maps vector-valued modular
forms of weight 1 − b−2 +m with the Weil representation ρL associated to the
discriminant form of L to automorphic forms of weightm on the symmetric space
G(LR) of O
+
2,b−
with respect to the discriminant kernel of Aut+(L). A certain
regularization process appearing in [B] allows one to lift weakly holomorphic
modular forms. The resulting automorphic forms have poles of order m along
rational quadratic divisors.
The main goal of this paper is to obtain a new lift of this type. In this paper
we present this new lift in the case in which the dimension b− is even. Recall
that given a primitive isotropic vector z ∈ L, the Grassmannian G(LR) may
be identified (as a complex manifold) with KR + iC, where K = z
⊥/Zz is a
Lorentzian lattice and C is a cone of positive vectors in KR. The main result
can now be stated.
Theorem. Let L be an even lattice of signature (2, b−) containing isotropic
vectors, and assume that b− is even. Given a weakly holomorphic modular form
f(τ) =
∑
γ∈L∗/L
∑
n>>−∞ cγ,nq
neγ of weight 1 −
b−
2 − m and representation
∗This work was Replace has been carried out at TU Darmstadt and supported by the
Minerva Fellowship (Max-Planck-Gesellschaft).
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ρL, and a primitive isotropic vector z ∈ L, the Fourier-type expansion
∑
ρ∈K∗,(ρ,W )>0
2m
[ ∑
n>0, ρn∈L∗
∑
γ|
z⊥
= ρn
c
γ, ρ
2
2n2
nm+1
e
(
n(γ, ζ)
)]
(ρ2)m+
b−
2 e
(
(ρ, Z)
)
around z can be analytically continued to a meromorphic automorphic form Ψ
on KR + iC, which is of weight m+ b− with respect to the discriminant kernel
Γ of L. Ψ has poles of order m + b− along the rational quadratic divisors µ⊥
defined by elements µ ∈ L∗ of negative norm, and the total singularity of Ψ is
∑
µ∈L∗,µ2<0
im+b−(m+ b− − 1)!
22m+b−+1pim+b−
c
µ+L,µ
2
2
·
(µ2)m+b−/2
(µ, ZV,Z)m+b−
∣∣∣∣∣
µ⊥
.
The special case in which L is unimodular of signature (2, 2) is of particular
interest, as then we can lift scalar valued weakly holomorphic modular forms
to (degenerate) meromorphic Hilbert modular forms. Our main result then
specializes to
Theorem. Let f =
∑
n>>−∞ cnq
n be a weakly holomorphic modular form of
even weight −m with respect to SL2(Z)
)
. Then the Fourier expansion
22m+1
[ ∑
a>0,b>0
∑
n|(b,a)
c ab
n2
(
ab
n
)m+1
qapb −
∞∑
d=1
dm+1c−d
∑
kl=d
ϕm+1(q
k, pl)
(qk − pl)m+2
]
describes a meromorphic Hilbert modular form Ψ on H ×H, which has weight
(m+ 2,m+ 2) with respect to SL2(Z)× SL2(Z), with known poles.
Here ϕm+1 is a certain homogenous polynomial in two variables associated
with the expansion
∑∞
n=1 n
m+1wn—see Lemma 3.1. Such a degenerate Hilbert
modular form can be presented as the quotient of a symmetric holomorphic
modular form of parallel weight m+2+12n for some n divided by ∆(τ)n∆(σ)n
and a product of expressions of the sort Φd
(
j(τ), j(σ)
)m+2
, where Φd is the
classical modular polynomial. Meromorphic Hilbert modular forms for Hilbert
modular groups arising from real quadratic number fields are obtained from
appropriate signature (2, 2) lattices which are not unimodular, but their explicit
description is somewhat more involved.
The main tool used to construct this lift is the Borcherds-like singular theta
lift constructed by the author in [Ze]. This lift takes a vector-valued modular
form of weight 1− b−2 −m, and produces an automorphic form of weightm which
instead of being meromorphic, it is an eigenfunction of the weight m Laplacian
operator on G(LR) with eigenvalue −2mb−. As already observed in [Ze], for
b− = 1 (a case not considered here since the main result is asserted only for
even b−) this property suffices for the image of this lift under the Shimura–Maaß
weight raising operator to be a meromorphic modular form of weight 2m+2 on
H (i.e., an automorphic form of weight m+ 1 on the symmetric space of O+2,1)
2
with poles of order m + 1 at points of arithmetic significance. For even b− we
show that applying an appropriate operator to the theta lift of [Ze] yields the
desired meromorphic automorphic form Ψ.
The first task is therefore to find which kind of operators must be applied
to the theta lift of [Ze] in order to obtain a meromorphic image. For this
purpose we develop the theory of weight raising operators, denoted R
(b−)
m , and
the weight lowering operator L(b−), for automorphic forms on Grassmannians in
arbitrary dimension (either even or odd), a theory which is interesting in its own
right. This is done by interpolating known operators for signatures (2, 1), (2, 2),
and (2, 3). The former two symmetric spaces admit operators which are based
on the Shimura–Maaß operators, while for the latter case, i.e., the Siegel upper
half-space of degree 2, one uses certain operators which are defined in [Ma1] and
[Ma2]. The operators R
(b−)
m and L(b−) share many properties with the Shimura–
Maaß operators, though in our case the theory is more complicated due to the
fact that the Shimura–Maaß operators are order 1 differential operators, while
we consider differential operators of order 2. The operator which we apply to
the theta lift from [Ze] is the weight raising operator R
(b−)
m taken to the power
b−
2 —this is why we need b− to be even. As [Ze] already provides a similar result
for b− = 1, we conjecture that appropriate operators should exist for other odd
values of b− as well. In addition, as the result of [Ze] about b− = 1 does not
require the existence of the isotropic vector z, we conjecture that applying R
(2)
m
to the theta lift of [Ze] yields a meromorphic Hilbert modular form also when
the signature (2, 2) lattice is non-isotropic (this is the only remaining case in
which L may not contain isot,ropic vectors, by Meyer’s Theorem).
The first half of the paper contains numerous statements whose proofs are
delayed to later sections. We choose this way of presentation since most of the
proofs consist of direct calculations, which may divert the reader’s attention
from the main ideas. We mention at this point that the main feature of all
the calculations is the eigenvalue under the appropriate Laplacian operator.
Specifically, the paper is divided into 5 sections. In Section 1 we define the
weight raising and weight lowering operators and state their properties. Section
2 presents the images of certain functions under the weight raising operators,
and proves the main theorem. In Section 3 we present the interesting special case
of a unimodular lattice of signature (2, 2) in detail, and pose some conjectures
regarding whether our results might be extended to cases for which a proof is
not yet available. Section 4 presents the proofs for the assertions of Section 1,
while Section 5 contains the missing proofs of Section 2.
I would like to thank J. Bruinier for numerous suggestions which improved
the presentation of the results of this paper. Special thanks are due to S.
Ehlen and F. Werner for their help with the computer-based evaluation of some
examples of the meromorphic theta lift.
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1 Weight Changing Operators for Automorphic
Forms on Orthogonal Groups
In this Section we present automorphic forms on complex manifolds arising as
orthogonal Shimura varieties of signature (2, b−), introduce the weight raising
and weight lowering operators on such forms, and give some of their properties.
The proofs of most assertions are postponed to Section 4.
Let V be a real vector space with a non-degenerate bilinear form of signature
(b+, b−). The pairing of x and y in V is written (x, y), and x2 stands for the norm
(x, x) of x. For S ⊆ V , S⊥ denotes the subspace of V which is perpendicular to
S. The Grassmannian G(V ) of V is defined to be the set of all decompositions
of V into the orthogonal direct sum of a positive definite space v+ and a negative
definite space v−. In the case b+ = 2 (which is the only case we condsider in
this paper), it is shown in Section 13 of [B], Sections 3.2 and 3.3 of [Bru], or
Subsection 1.2 of [Ze] (among others), that G(V ) carries a complex structure
and has several equivalent models, which we now briefly present. Let
P =
{
ZV = XV + iYV ∈ VC = V ⊗R C
∣∣Z2V = 0, (ZV , ZV ) > 0}.
ZV ∈ VC lies in P if and only if XV and YV are orthogonal and have the same
positive norm. P has two connected components (which are interchanged by
complex conjugation), and let P+ be one component. The map
P+ → G(V ), ZV 7→ RXV ⊕ RYV
is surjective, and multiplication from C∗ acts freely and transitively on each
fiber of this map. This realizes G(V ) as the image of P+ in the projective space
P(LC), which is an analytically open subset of the (algebraic) quadric Z
2
V = 0
yielding a complex structure on G(V ). This is the projective model of G(V ).
Let z be a non-zero vector in V which is isotropic, i.e., z2 = 0. The vector
space KR = z
⊥/Rz is non-degenerate and Lorentzian of signature (1, b− − 1).
Choosing some ζ ∈ V with (z, ζ) = 1 and restricting the projection z⊥ → KR
to {z, ζ}⊥ gives an isomorphism. We thus write V as KR × R× R, in which
(α, a, b) = aζ + bz +
(
α ∈ {z, ζ}⊥ ∼= KR
)
, (α, a, b)2 = α2 + 2ab+ a2ζ2.
A (holomorphic) section s : G(V )→ P+ is defined by the pairing with z being 1.
Subtracting ζ from any s-image and taking the KC-image of the result yields a
biholomorphism between G(V ) ∼= s
(
G(V )
)
and the tube domain KR+iC, where
C is a cone of positive norm vectors in the Lorentzian space KR. C is called
the positive cone, and it is determined by the choice of z and the connected
component P+. The inverse biholomorphism takes Z = X + iY ∈ KC to
ZV,Z =
(
Z, 1,
−Z2 − ζ2
2
)
=
(
X, 1,
Y 2 −X2 − ζ2
2
)
+ i
(
Y, 0,−(X,Y )
)
,
with the real and imaginary parts denoted XV,Z and YV,Z respectively. They are
orthogonal and have norm Y 2 > 0. This identifies G(V ) with the tube domain
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model KR + iC. Taking the other connected component of P corresponds to
taking the other cone −C to be the positive cone, and to complex conjugation.
The subgroup O+(V ) consisting of elements of O(V ) preserving the ori-
entation on the positive definite part acts on P+ and G(V ), respecting the
projection. Elements of O(V ) \ O+(V ) interchange the connected components
of P . The action of O+(V ) (and also of the connected component SO+(V )) on
G(V ) is transitive, with the stabilizer K (or SK ≤ SO+(V )) of a point being
isomorphic to SO(2) × O(n) (resp. SO(2) × SO(n)). Therefore G(V ) is isom-
rphic to O+(V )/K and to SO+(V )/SK. Given an isotropic z as above, the
action of O+(V ) transfers to KR + iC, and for M ∈ O
+(V ) and Z ∈ KR + iC
we have
MZV,Z = J(M,Z)ZV,MZ , with J(M,Z) = (MZV,Z, z) ∈ C
∗.
J is a factor of automorphy, namely the equality
J(MN,Z) = J(M,NZ)J(N,Z)
holds for all Z ∈ KR + iC and M and N in O
+(V ). For such M we define the
slash operators of weight m, and more generally of weight (m,n), by
Φ[M ]m,n(Z) = J(M,Z)
−mJ(M,Z)
−n
Φ(MZ), [M ]m = [M ]m,0.
The fact that (ZV , ZV ) = 2Y
2 and the definition of J(M,Z) yield the equalities
(
ℑ(MZ)
)2
=
Y 2
|J(M,Z)|2
and
(
F (Y 2)t
)
[M ]m,n = F [M ]m+t,n+t(Y
2)t (1)
the latter holding for every m, n, t, and function F on KR + iC (see Lemma
3.20 of [Bru] for the first equality in Equation (1), and the second one follows
immediately).
The invariant measure on KR + iC is
dXdY
(Y 2)b−
(see Section 4.1 of [Bru], but
one can also prove this directly, using the generators of O+(V ) considered in
Section 4 below). Note that this measure depends on the choice of a basis for
KR+iC, but changing the basis only multiplies this measure by a positive global
scalar. Let Γ be a discrete subgroup Γ of O+(V ) of cofinite volume. In most of
the interesting cases Γ will be either the O+ or the SO+ part of the orthogonal
group of an even lattice L in V , or the discriminant kernel of such a group.
Given m ∈ Z, an automorphic form of weight m with respect to Γ is defined to
be a (complex valued) function Φ on KR + iC for which the equation
Φ(MZ) = J(M,Z)mΦ(Z), or equivalently Φ[M ]m(Z) = Φ(Z),
holds for all M ∈ Γ and Z ∈ KR + iC. Using the standard argument, such
a function is equivalent to a function on P+ which is −m-homogenous (with
respect to the action of C∗) and Γ-invariant, as considered, for example, in [B].
We now consider some differential operators on functions on KR+ iC. Given
a basis for KR, we write ∂xk for
∂
∂xk
(for 1 ≤ k ≤ b−). Similarly, ∂yk stands for
5
the coordinates of the imaginary part from C. The notation for the derivatives
∂zk =
1
2 (∂xk − i∂yk) and ∂zk =
1
2 (∂xk + i∂yk) will be further shortened to ∂k and
∂k respectively.
The operator I =
∑
k xk∂xk multiplies a homogenous function on KR by its
homogeneity degree, and is thus independent of the choice of basis (indeed, it
has an intrinsic Lie-theoretic description). The operators
D∗ =
∑
k
yk∂k and D∗ =
∑
k
yk∂k
from [Na] are intrinsic as well, and they are also invariant under translations in
the real part ofKR+iC. If the basis for KR is orthonormal, i.e., orthogonal with
the first vector having norm 1 and the rest having norm −1, then the Laplacian
of KR, denoted ∆KR , is defined to be ∂
2
x1 −
∑b−
k=2 ∂
2
xk
. It is independent of the
choice of the orthonormal basis (though using a basis which is not orthonormal
it takes different forms), and it is invariant under the action of O(KR) as well as
under translations in KR. With complex coordinates it has three counterparts,
∆hKC = ∂
2
1 −
b−∑
k=2
∂2k, ∆
h
KC = ∂
2
1
−
b−∑
k=2
∂2
k
, and ∆RKC = ∂1∂1 −
b−∑
k=2
∂k∂k,
which we call the holomorphic Laplacian of KC (of Hodge weight (2, 0)), the
anti-holomorphic Laplacian of KC (of Hodge weight (0, 2)), and the real Lapla-
cian of KC (of Hodge weight (1, 1)), respectively. These operators have the
same invariance and independence properties as ∆KR . Note that the appropri-
ate combinations appearing in [Bru] and [Na] can be identified as our operators
1
2∆
h
KC
, 12∆
h
KC
, and ∆RKC respectively, expressed in a basis which is not orthonor-
mal. We shall indeed discuss and generalize the operators ∆1 and ∆2 of [Na] in
Proposition 1.5 below.
The weight changing operators and their defininig property are given in
Theorem 1.1. For any integer m define R
(b−)
m to be the operator
(Y 2)
b−
2 −m−1∆hKC(Y
2)m+1−
b−
2 = ∆hKC −
i(2m+ 2− b−)
Y 2
D∗ −
m(2m+ 2− b−)
2Y 2
.
In addition, define
L(b−) = (Y 2)2R0 = (Y
2)
b−
2 +1∆hKC(Y
2)1−
b−
2 = (Y 2)2∆hKC + iY
2(2− b−)D∗.
Then the equalities
(R(b−)m F )[M ]m+2 = R
(b−)
m
(
F [M ]m), (L
(b−)F )[M ]m−2 = L(b−)
(
F [M ]m)
hold for every C2 function F on KR + iC and any M ∈ O
+(V ).
The different descriptions of R
(b−)
m and L(b−) coincide by Lemma 4.1 below.
Theorem 1.1 has the following standard
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Corollary 1.2. If Φ is an automorphic form of weight m on G(V ) ∼= KR + iC
then R
(b−)
m Φ and L(b−)Φ are automorphic forms on KR+ iC which have weights
m+ 2 and m− 2 respectively.
In correspondence with Theorem 1.1 and Corollary 1.2 we call R
(b−)
m and
L(b−) the weight raising operator of weight m and the weight lowering operator
for automorphic forms on Grassmannians of signature (2, b−).
We shall make use of the operator
D∗D∗ −
D∗
2i
= D∗D∗ +
D∗
2i
=
∑
k,l
ykyl∂k∂l,
which we denote |D∗|2. Lemma 1.2 of [Ze] shows that
∆(b−)m,n = 8|D
∗|2 − 4Y 2∆RKC − 4imD
∗ + 4inD∗ + 2n(2m− b−)
is the weight (m,n) Laplacian on KR+ iC, and the weight m Laplacian ∆
(b−)
m is
just ∆
(b−)
m,0 (this extends the corresponding assertion of [Na], since his operator
∆1 is our ∆
(b−)
0 divided by 8). The constants are normalized such that
∆(b−)m,n (Y
2)t = (Y 2)t∆
(b−)
m+t,n+t (2)
holds for every m, n, and t (see the remark after Lemma 4.1 below). The
relations between R
(b−)
m , L(b−), and the corresponding Laplacians are given by
Proposition 1.3. The equalities
∆
(b−)
m+2R
(b−)
m −R
(b−)
m ∆
(b−)
m = (2b− − 4m− 4)R
(b−)
m
and
∆
(b−)
m−2L
(b−) − L(b−)∆(b−)m = (4m− 2b− − 4)L
(b−)
hold for every m ∈ Z.
We recall that an automorphic form of weight m on KR+ iC is said to have
eigenvalue λ if it is annihilated by ∆
(b−)
m + λ (i.e., eigenvalues are of −∆
(b−)
m ).
Hence Proposition 1.3 has the following
Corollary 1.4. If F is an automorphic form of weight m on KR+iC which has
eigenvalue λ then the automorphic forms R
(b−)
m F and L(b−)F have eigenvalues
λ+ 4m− 2b− + 4 and λ− 4m+ 2b− + 4 respectively.
By evaluating compositions of the weight changing operators one shows
Proposition 1.5. The combination
Ξ(b−)m = (Y
2)2∆hKC∆
h
KC
− iY 2(2m+ 2− b−)D∗∆hKC + iY
2(2− b−)D∗∆hKC+
7
+
(2− b−)(2m+ 2− b−)
2
Y 2∆RKC −
m(2m+ 2− b−)
2
Y 2∆hKC
commutes with all the weight m slash operators as well as with the Laplacian
∆
(b−)
m . The commutator of the global weight raising operator and the weight
lowering operator is
[
R(b−), L(b−)
]
m
= R
(b−)
m−2L
(b−) − L(b−)R(b−)m =
m∆
(b−)
m
2
−
mb−(2m− 2− b−)
4
.
Proposition 1.5 provides another proof to Lemma 1.2 of [Ze] about ∆
(b−)
m .
It also implies that Ξ
(b−)
m preserves the spaces of automorphic forms of weight
m for all m ∈ Z and for every discrete subgroup Γ of cofinite volume in O+(V ).
It also commutes with ∆
(b−)
m , hence preserves eigenvalues of such automorphic
forms. By rank considerations, one can probably show that the ring of dif-
ferential operators which commute with all the slash operators of weight m is
generated by ∆
(b−)
m and Ξ
(b−)
m , hence is a polynomial ring in two variables (if
b− > 1). As ∆
(b−)
0 is 8∆1 and Ξ
(b−)
0 is 16∆2 in the notation of of [Na], Proposi-
tion 1.5 generalizes the main result of that reference to other weights. A similar
argument yields results of the same sort for (m,n), where a possible normaliza-
tion for Ξ
(b−)
m,n is (Y 2)−nΞ
(b−)
m−n(Y
2)n for which an equality similar to Equation
(2) holds. We shall not need these results in what follows.
We shall also need compositions of the weight raising operators. The natural
lth power of R
(b−)
m is the composition
(R(b−)m )
l = R
(b−)
m+2l−2 ◦ . . . ◦R
(b−)
m .
The general formulae for the resulting operator seems too complicated to write
as a combination of ∆hKC , D
∗, and 1Y 2 with explicit coefficients, but for our
applications it will suffice to know the properties given in the following
Proposition 1.6. (i) The operator (R
(b−)
m )l takes automorphic forms of weight
m on G(LR) to automorphic forms of weight m + 2l. (ii) In case the former
automorphic form is an eigenfunction with eigenvalue λ, the latter is also an
eigenfunction, and the corresponding eigenvalue is λ + l(4m+ 4l − 2b−). (iii)
The operator (R
(b−)
m )l can be written as
(R(b−)m )
l =
l∑
c=0
c∑
a=0
A(l)a,c
(iD∗)c−a(∆hKC)
l−c
(−Y 2)c
,
where A
(0)
0,0 = 1 and given the coefficients A
(l)
a,c for given l, the coefficient A
(l+1)
a,c
of the next power l+ 1 is defined recursively as
a∑
s=0
(
c− s
a− s
)
A(l)s,c + (2m+4l− 2c+4− b−)
(
A
(l)
a,c−1+
m+ 2l− c+ 1
2
A
(l)
a−1,c−1
)
.
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(iv) For a = 0 the coefficients A
(l)
0,c are given by the explicit formula
A
(l)
0,c =
l! · 2c
(l − c)!
(
m+ l − b−2
c
)
.
The binomial symbol appearing in part (iv) of Proposition 1.6 is the extended
binomial coefficient : Indeed, for two non-negative integers x and n we have(
x
n
)
=
1
n!
n−1∏
j=0
(x− j),
a formula which makes sense for x ∈ R (and more generally). We discuss some
simple properties of these extended binomial coefficients in Lemma 5.3 below.
Part (i) of Proposition 1.6 follows immediately from Corollary 1.2. For part
(ii) Corollary 1.4 shows that the application of Rm+2r (for 0 ≤ r ≤ l− 1) to an
eigenfunction adds 4m+8r+4− 2b− to the eigenvalue, so the assertion follows
from evaluating
l−1∑
r=0
(4m+ 8r + 4− 2b−) = l(4m+ 4l − 2b−).
The proofs of parts (iii) and (iv) are given in Section 4.
We recall that M =
(
a b
c d
)
∈ SL2(R) defines the holomorphic map
M : τ ∈
[
H =
{
τ = x+ iy ∈ C
∣∣y > 0}] 7→ aτ + b
cτ + d
, with j(M, τ) = cτ + d,
the latter being the factor of automorphy of this action. Modular forms of
weight (k, l) (or just weight k if l = 0) with respect to a discrete subgroup Γ of
SL2(R) with cofinite volume (with respect to the invariant measure
dxdy
y2 ) are
functions f : H → C which are invariant under the corresponding weight (k, l)
slash operators for elements of Γ. The weight (k, l) Laplacian is
∆k,l = 4y
2∂τ∂τ − 2iky∂τ + 2ily∂τ + l(k − 1),
normalized such that ∆k = ∆k,0 annihilates holomorphic functions and the
Laplacians commute with powers of y as in Equation (2). The Shimura–Maaß
operators
δk = y
−k∂τyk = ∂τ +
k
2iy
and y2∂τ
(note the different normalization from [Bru] and [Ze]!) take modular forms of
weight k to modular forms of weight k + 2 and k − 2 respectively, or more
precisely, satisfy an appropriate commutation relation with the slash operators
for all the elements of SL2(R). They also change Laplacian eigenvalues (again,
with respect to −∆k rather than ∆k): δk adds k to the eigenvalue, while y
2∂τ
9
subtracts k − 2 from it. Moreover, the powers of the Shimura–Maaß operators
are given by, e.g., Equation (56) in [Za], stating that
δlk = δk+2l−2 ◦ . . . ◦ δk =
l∑
r=0
l!
(l − r)!
(
k + l − 1
r
)
∂l−rτ
(2iy)r
(for arbitrary k, not necessarily integral and non-negative). Theorem 1.1 and
Proposition 1.3 show that our weight changing operators R
(b−)
m and L(b−) have
similar properties. However, our operators are differential operators of order 2
while the Shimura–Maaß operators are of order 1. This is why the results of
Propositions 1.5 and 1.6 are more complicated than the fact that δk−2y2∂τ is
just ∆k4 , the commutator [δ, y
2∂τ ]k is simply
k
4 , and Equation (56) of [Za].
Nonetheless, the operators R
(b−)
m and L(b−) for small values of b− are closely
related to the Shimura–Maaß operators. Indeed, for b− = 1 the group SO+2,1 is
PSL2(R) and the tube domain KR + iC is just H. We have
J(M, τ) = j2(M, τ), hence [M ]m = [M ]
H
2m and ∆
(1)
m = ∆2m.
The same assertions hold for the operators involving anti-holomorphic weights).
Our operatorsR
(1)
m and L(1) are squares of the Shimura–Maaß operators, namely
R(1)m = δ
2
2m = δ2m+2δ2m and L
(1) = (y2∂τ )
2.
Note that in this case
Ξ(1)m =
(∆2m)
2
16
−
m∆2m
8
∈ C[∆(1)m = ∆2m],
in accordance with the rank of the group being 1 rather than 2 (in particular,
in the notation of [Na] we have ∆2 =
∆1
4 in this case).
For b− > 1 many authors (including [Bru] and [Na]) take the basis for KR
as two elements spanning a hyperbolic plane together with an orthogonal basis
of elements of norm −2. In elements of the positive cone C, the first two
coordinates are positive. In particular, for b− = 2 we have KR + iC ∼= H ×H,
with τ = x + iy and σ = s+ it being the two coordinates. The group SO+2,2 is
an order 2 quotient of SL2(R)× SL2(R), acting on G(V ) ∼= H×H through
(M,N) : (τ, σ) 7→ (Mτ,Nσ) with J
(
(M,N), (τ, σ)
)
= j(M, τ)j(N, σ).
It follows that
[M,N ]m = [M ]
H
m,τ [N ]
H
m,σ and ∆
(2)
m = 2∆m,τ + 2∆m,σ
(which extend to the operators with anti-holomorphic weights as well). Our
operators are
R(2)m = 2δm,τδm,σ, L
(2) = 8y2t2∂τ∂σ and Ξ
(2)
m = ∆m,τ∆m,σ.
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In both cases b− = 1 and b− = 2 the assertions of this Section follow from
properties of the Shimura–Maaß operators (note that Y 2 is 2y2 for b− = 1).
When b− = 2 the special orthogonal group of a negative definite subspace is
also SO(2), which makes the theory of automorphic forms more symmetric.
Working with b− = 3 in this model yields another coordinate z = u + iv.
The positivity of y, t, and yt− v2 is equivalent to
Π =
(
τ z
z σ
)
being in H2 =
{
Π = X + iY ∈M2(C)
∣∣Π = Πt, Y >> 0}.
Hence KR + iC is identified with the Siegel upper half-plane of degree 2. The
group SO+2,3 is PSp4(R), with the symplectic action and the factor of automor-
phy (hence the slash operators) from the theory of Siegel modular forms. In
this case
R(3)m = −
Mm
Y 2
, L(3) = −Y 2N0, and ∆
(3)
m = 2Tr(Ωm,0)
in the notation of [Ma1] and [Ma2] for degree 2 (for weight (m,n) the latter
assertion extends to the modified Laplacian ∆˜
(3)
m,n of Section 4). The operator
∆hKC is also a constant multiple of the operator D considered, for example, in
[CE] and [Ch].
2 Meromorphic Images of Theta Lifts
The main technical result of [Ze] concerns certain theta lifts of weakly holomor-
phic modular forms of weight 1 − b−2 − m (or, in fact, of their images under
the order m Shimura–Maaß operator 1(2pii)m δ
m
1− b−2 −m
). For b− = 1 the image
of such a theta lift under 12piiδ2m yields a meromorphic modular form of weight
2m+2 on H (i.e., a meromorphic automorphic form of weight m+1 on SO+2,1).
Our main goal is to prove that for even b−, the image of these theta lifts under
(R
(b−)
m )b−/2 also yields meromorphic automorphic forms on SO
+
2,b−
. We achieve
this goal by evaluating the images of the various parts of the Fourier expansion
of the theta lift of [Ze] under this operator. Again, we leave detailed proofs and
derivations to Section 5.
We start with functions onG(V ) ∼= KR+iC depending only on the imaginary
part of the variable. Let ω : C → C be a smooth function, and by a slight abuse
of notation denote ω also the function taking Z = X + iY ∈ KR + iC to ω(Y ).
For such functions we have
Lemma 2.1. Assume that Z = X+iY 7→ ω(Y ) is an eigenfunction with respect
to (minus) ∆
(b−)
n with the eigenvalue λ, and that ω is homogenous of degree d.
Then
R(b−)n ω = [2(d+ n)(d+ 2n+ 2− b−)− 2d+ λ] ·
ω
−4Y 2
.
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We remark that one can verify Corollary 1.4 directly for the functions con-
sidered in Lemma 2.1, as D∗ +D∗ annihilates functions of Y . In any case, for
multiple applications Lemma 2.1 has the following
Corollary 2.2. The composition (R
(b−)
m )l takes the function ω of Lemma 2.1
to
l−1∏
r=0
[2(d+m+ r)(d + 2m+ 2r + 2− b−)− 2d(r + 1) + λ] ·
ω
(−4Y 2)l
.
Proof. The case l = 0 is trivial. If the assertion holds for l then for l+1 we apply
Lemma 2.1 for R
(b−)
m+2l operating on a function of homogeneity degree d − 2l.
As part (ii) of Proposition 1.6 shows that the latter function has eigenvalue
λ+ l(4m+4l−2b−), the assertion for l+1 follows. This proves the corollary.
We now consider functions of Z ∈ KR + iC which involve the functions
f
(p)
k,h,ρ : C → R, f
(p)
k,h,ρ(Y ) =
(ρ2)p−k(ρ, Y )k−h
pik+h(Y 2)k
for 0 6= ρ ∈ KR and integers h, k, and p such that 0 ≤ h ≤ k ≤ p. In fact, the
functions of which we have to analyze
g
(p),+
k,h,ρ (Z) = f
(p)
k,h,ρ(Y )e
(
(ρ, Z)
)
and g
(p),−
k,h,ρ (Z) = f
(p)
k,h,ρ(Y )e
(
(ρ, Z)
)
,
where e(w) is a shorthand for e2piiw for w ∈ C. Theorem 2.7 of [Ze] constructs
a theta lift whose Fourier expansion involves linear conbinations of the func-
tions g
(p),±
k,h,ρ , which are eigenfunctions for (minus) the Laplacian ∆
(b−)
m with the
eigenvalue −2mb−. Observe that for b− > 1 the functions f
(p)
k,h,ρ are linearly
independent for fixed p, while for b− = 1 all the functions with the same value
of k + h are multiples of 1yk+h . However, as the case b− = 1 is already dealt
with in [Ze], we assume b− > 1 in what follows (in fact, from some point on
we shall assume that b− is even). As we consider only functions f
(p)
k,h,ρ with
0 ≤ h ≤ k ≤ p, we shall assume in what follows that any coefficient with indices
k and h vanishes unless these inequalities between k, h, and p hold. These
statements extend to the functions g
(p),±
k,h,ρ .
Knowing that a linear combination of the functions g
(p),±
k,h,ρ is an eigenfunction
of a Laplacian ∆
(b−)
n with a given eigenvalue determines in some cases (perhaps
with some additional conditions) the combination up to a multiplicative scalar.
We shall need this fact in two cases. The first one is
Proposition 2.3. For any b− ≥ 2 and m ∈ N, if the function defined by∑
k,h B
−
k,hg
(m),−
k,h,ρ has eigenvalue −2mb− under ∆
(b−)
m then it is a constant mul-
tiple of e((ρ,Z))(Y 2)m , namely B
−
k,h = 0 unless k = h = m.
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Note that the assertion of Proposition 2.3 extends to the case b− = 1, since
δ2m = y
−2m∂τy2m annihilates q
r
yt only for t = 2m. We also remark that the
combination
∑
k,hB
+
k,hg
(m),+
k,h,ρ is uniquely determined by the eigenvalue −2mb−
as well, though it is in general a more complicated combination. Now, the
second linear combination which we wish to determine is
Proposition 2.4. Let b− and m be as above, let p ∈ N, and assume that the
function
∑
k,h B
+
k,hg
(m+p),+
k,h,ρ is harmonic (i.e., has eigenvalue 0) with respect to
the operator ∆
(b−)
m+b−
. Assume further that B+k,0 = 0 for all k > m. Then only
B+0,0 may not vanish, namely this function is a constant times e
(
(ρ, Z)
)
.
We now consider the action of powers of our weight raising operators on
linear combinations of the functions g
(p),+
k,h,ρ . Evaluating the full result is difficult,
but it will suffice to determine the coefficients in front of f
(q)
k,0,ρ (for any k and
the appropriate q) in this image. This is done in the following
Proposition 2.5. We can write
1
(−4pi2)l
(R(b−)m )
l
∑
k,h
B+k,hg
(p),+
k,h,ρ as
∑
k,h
C+k,hg
(p+l),+
k,h,ρ ,
where for all k ≥ 0 we have
C+k,0 =
l∑
r=0
l!
(l − r)!
(−1)r
(
m+ l + r − b−2 − k
r
)
B+k−r,0.
Given Z ∈ KR + iC ∼= G(V ), let ZV,Z be s(Z) ∈ P
+, and for µ ∈ V we
define
Pr,s,t(µ, Z) =
(µ, ZV,Z)
r(µ, ZV,Z)
t
(Y 2)s
(as in Subsection 1.2 of [Ze]). These expressions are smooth if r, s, and t are
in N, but the singularities of the theta lift from Theorem 2.7 of [Ze] (which is
cited as Theorem 2.11 in this paper) and its images under our weight raising
operators involve these functions with negative r as well. We shall treat Pr,s,t
as a function of Z ∈ KR + iC, with µ ∈ V playing the role of a parameter. We
shorthand the pairing (µ, z) to µz, and start our analysis with
Lemma 2.6. For every integers r, s, t, m, and n and element µ ∈ V , the
function ∆
(b−)
m,nPr,s,t (with parameter µ) equals
−4rtµ2Pr−1,s−1,t−1 + 2r(t− s+ n)
(
Pr,s,t − Pr−1,s,t+1 + 2µzPr−1,s−1,t
)
+
+2t(r−s+m)
(
Pr,s,t−Pr+1,s,t−1+2µzPr,s−1,t−1
)
+2(s−n)
(
2(s−m)+b−
)
Pr,s,t.
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Equation (3) of [Ze] shows that the function Pr,s,t is automorphic of weight
(s−r, s−t). Indeed, with these parameters Lemma 2.6 is substantially simplified:
∆
(b−)
s−r,s−tPr,s,t = −4rtµ
2Pr−1,s−1,t−1 + 2t(2r + b−)Pr,s,t.
Moreover, the two remaining terms have the same value of s− r and s− t.
When the operator in question is ∆
(b−)
n , we should concentrate on linear
combinations of the quotients Pk−n,k,k for k ∈ Z. We shall take only k < n (to
consider singularities) but k ∈ N (to have only (µ, ZV,Z) in the denominator but
not (µ, ZV,Z)). It is obvious that if a function h describes the singularities of
some function F which is annihilated by ∆
(b−)
n +λ then (∆
(b−)
n +λ)h is smooth.
As in Propositions 2.3 and 2.4, this property determines the linear combination
describing the singularity up to a scalar multiple, as is shown in
Corollary 2.7. Assume that
∑
k ak(µ
2)n−kPk−n,k,k is an eigenfunction for
(minus) ∆
(b−)
n , with eigenvalue λ, up to smooth functions. Then for every index
0 ≤ k ≤ n− 1 we have
ak =
k−1∏
r=0
(
2r(2n− 2r − b−)− λ
)
·
(n− k − 1)!
4k(n− 1)!k!
· a0.
Proof. Comparing −λ
∑
k ak(µ
2)n−kPk−n,k,k with the image
n−1∑
k=0
ak(µ
2)n−k
[
4k(n− k)µ2Pk−n−1,k−1,k−1 + 2k(b− − 2n+ 2k)Pn−k,k,k
]
of our combination under ∆n using (the simplified) Lemma 2.6 yields the equal-
ity (
2k(2n− 2k − b−)− λ
)
ak = 4(k + 1)(n− k − 1)ak+1
for all 0 ≤ k ≤ n− 2. A simple inductive argument completes the proof.
The proof of Corollary 2.7 implies that for such a (non-trivial) combination
to exist, the eigenvalue λ must come from a finite set of values 2r(2n− 2r− b−)
for some 0 ≤ r ≤ n− 1 (see also the remark after the proofs of Propositions 2.3
and 2.4 in Section 5 below). A similar assertion holds for singularities as the
one from Theorem 2.11 below, after a little extra work.
We now examine the images of Pr,s,t under the weight raising operators:
Lemma 2.8. The function R
(b−)
n Pr,s,t equals
r
(
(r − 1)µ2Pr−2,s,t +
2n− 2s+ 2− b−
2
Pr−1,s+1,t+1
)
+
−(r + n− s)
(
2rµzPr−1,s,t +
2n− 2s+ 2− b−
2
Pr,s+1,t
)
.
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Taking the correct weight of automorphy of Pr,s,t reduces Lemma 2.8 to
R
(b−)
s−r Pr,s,t = r
(
(r − 1)µ2Pr−2,s,t +
2− b− − 2r
2
Pr−1,s+1,t+1
)
(with the same differences between the indices). Write s = k and r = k −m,
and divide by m− k. The natural extension of the result to k = m appears in
Lemma 2.9. We have
R(b−)m P0,m,t · − ln
|(λ, ZV,Z)|
2
Y 2
= µ2P−2,m,t −
2− b−
2
P−1,m+1,t+1.
In addition, the simplified Lemma 2.8 has the following
Corollary 2.10. We can write
(R(b−)m )
l
m−1∑
k=0
ak(µ
2)m−kPk−m,k,k+t as
m+l−1∑
k=0
bk(µ
2)m+l−kPk−m−2l,k,k+t,
where the coefficient b0 is
(m+2l−1)!
(m−1)! a0.
Proof. We argue by induction on l, the case l = 0 being trivial. If the assertion
holds for l, then the simplified Lemma 2.8 shows that applying Rm+2l to the
kth term in the result for l contributes to the terms with indices k and k+1 in
the asserted expression for l+ 1. Hence only images the term with a0 affect b0,
and the multiplier is easily seen to be (m+2l−1)!(m−1)! . This proves the corollary.
We now quote the main technical result of [Ze]. Let L be an even lattice
of signature (2, b−) with dual L∗, and let ρL be the Weil representation of the
metaplectic double cover Mp2(Z) of SL2(Z) on the space C[L
∗/L] (see [B] or
Section 2 of [Ze]) for the details). We denote the discriminant kernel, consisting
of those elements of SO+(L) operating trivially on L∗/L, by Γ. Given a modular
form F of weight 1− b−2 +m (with m ∈ N) and representation ρL, the regularized
theta lift of F is the integral
ΦL,m,m,0(Z, F ) =
∫
Mp2(Z)/H
〈F (τ),ΘL,m,m,0(τ, Z)〉y
b−
2 −2dxdy
regularized in the sense of [B]. Theorem 2.7 of [Ze] investigates the result for F
being the image of a weakly holomorphic modular form f of weight 1− b−2 −m
and representation ρL under the mth power of the Shimura–Maaß operator.
The space of such weakly holomorphic modular forms f , which means modular
forms of weight 1− b−2 −m and representation ρL which are holomorphic on H
but may have poles at the cusps, is denoted M !
1− b−2 −m
(ρL).
15
Theorem 2.11. If
f =
∑
γ∈L∗/L
∑
n>>−∞
cγ,nq
neγ ∈M
!
1− b−2 −m
(ρL) and F =
1
(2pii)m
δm
1− b−2 −m
f
then i
m
2 ΦL,m,m,0 is an automorphic form of weight m with respect to Γ which
is an eigenfunction of (minus) ∆
(b−)
m with eigenvalue −2mb−. Every negative
norm µ ∈ L∗ contributes a singularity of
1
2
c
µ+L,µ
2
2
imm!
(4pi)m
m∑
k=0
(−1)k
(
− b−2
k
)
(µ2)m−kPk−m,k,k ·
{
1
m−k k < m
− ln
|(µ,Zv,V )|2
Y 2 k = m
along the divisor µ⊥ =
{
v ∈ G(LR)
∣∣µ ∈ v−}, and these are the only singularities
of i
m
2 ΦL,m,m,0. If L contains a (primitive) isotropic vector z, K is the lattice
z⊥/Zz, and we identify G(LR) with KR + iC using this vector z, then for any
Z ∈ KR + iC which lies in a Weyl chamber W containing z in its closure,
im
2 ΦL,m,m,0 admits the Fourier expansion of the sort
im
2
ΦL,m,m,0(Z, F ) =
ψ
(
Y
|Y |
)
|Y |m−1
+
Λ
(Y 2)m
+
∑
ρ∈K∗
∑
k,h
Bk,h,ρg
(m),ε
k,h,ρ (Z).
Here ψ is a polynomial in Y|Y | , Λ is some constant, ε = sgn(ρ,W ), and
Bk,h,ρ = ak,h,ε
∑
n>0, ρn∈L∗
∑
γ|
z⊥
= ρn
c
γ, ρ
2
2n2
nm+1
e
(
n(γ, ζ)
)
where ak,h,ε are rational numbers with a0,0,+1 = 2
m.
Note that the coefficients Ak,h,ρ from Theorem 2.7 of [Ze] were replaced
here by ρm−kBk,h,ρ. We also decomposed
√
2ϕ
pim−1 as ψ +
Λ
|Y |m+1 , and the two
expressions for the singularity are the same by the definition of
(
x
n
)
for real x
and part (i) of Lemma 5.3.
We can now state and prove the main result of this paper.
Theorem 2.12. Let
f =
∑
γ∈L∗/L
∑
n>>−∞
cγ,nq
neγ ∈M
!
1− b−2 −m
(ρL)
for some lattice L of signature (2, b−) with even b−, and let z ∈ L be a primitive
isotropic vector. There exists an automorphic form Ψ on KR + iC, of weight
m+ b− with respect to Γ, whose Fourier expansion around z is
∑
ρ∈K∗,(ρ,W )>0
2m
[ ∑
n>0, ρn∈L∗
∑
γ|
z⊥
= ρn
c
γ, ρ
2
2n2
nm+1
e
(
n(γ, ζ)
)]
(ρ2)m+
b−
2 e
(
(ρ, Z)
)
.
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The singularities of Ψ are poles of order m+b− along the divisors µ⊥ for negative
norm elements µ ∈ L∗, where each such element contributes to the pole along
µ⊥ a singularity of the sort
(−i)m(m+ b− − 1)!
22m+b−+1pim+b−
c
µ+L,µ
2
2
·
|µ2|m+b−/2
(µ, ZV,Z)m+b−
.
Proof. Apply 1
(−4pi2)b−/2 (R
(b−)
m )b−/2 to the function
im
2 ΦL,m,m,0 from Theorem
2.11. The result is an an automorphic form Ψ of weightm+b− with respect to Γ
by Part (i) of Proposition 1.6, and part (ii) of that Proposition shows that it is
harmonic since λ+l(4m+4l−2b−) vanishes for l =
b−
2 and λ = −2mb−. We can
analyze the 1
(−4pi2)b−/2 (R
(b−)
m )b−/2-image of each part of the Fourier expansion
of i
m
2 ΦL,m,m,0 separately.
Each Fourier term with g
(m),−
k,h,ρ satisfies the conditions of Proposition 2.3.
Therefore these functions and the term Λ(Y 2)m sum to an anti-holomorphic
function divided by (Y 2)m. As R
(b−)
m = (Y 2)−mR
(b−)
0 (Y
2)m and R
(b−)
0 an-
nihilates anti-holomorphic functions, these parts do not contribute to Ψ. As
ψ depends only on Y|Y | , we find that ω =
ψ
|Y |m−1 is homogenous of degree
1−m. Corollary 2.2 shows that this function is also annihilated after applying
1
(−4pi2)b−/2 (R
(b−)
m )b−/2, since the multiplier
2(d+m+ r)(d + 2m+ 2r + 2− b−)− 2d(r + 1) + λ
vanishes for d = 1−m, λ = −2mb−, and r =
b−
2 − 1. Consider now the Fourier
term involving g
(m),+
k,h,ρ . Proposition 2.5 shows that its image takes the form∑
k,h C
+
k,hg
(m+b−/2),+
k,h,ρ , with C
+
k,0 explicitly evaluated in terms of the coefficients
Bk,0,ρ. We claim that C
+
k,0 = 0 for all k > m. Indeed, for 0 ≤ r < k −m the
coefficient Bk−r,0,ρ vanishes as k − r > m (this covers the case k > m +
b−
2 ).
On the other hand, as l = b−2 the binomial coefficient from Proposition 2.5 is(
m−k+r
r
)
, which vanishes for k −m ≤ r ≤ b−2 as 0 ≤ m− k + r < r. Thus, the
combination in question satisfies the conditions of Proposition 2.4, which yields
the holomorphicity and the desired Fourier expansion of Ψ after substituting
f
m+b−/2
0,0,ρ and the values of B0,0,ρ and a0,0,+1.
The singular part of Ψ is the image of the singularity type of i
m
2 ΦL,m,m,0 un-
der 1
(−4pi2)b−/2 (R
(b−)
m )b−/2. Successive applications of Lemma 2.8, together with
Lemma 2.9 for the index k = m in the first step, show that the resulting singular
part is a linear combination of terms of the sort (µ2)m−k+b−/2Pk−m−b−,k,k, and
this combination must be harmonic up to smooth functions. But Corollary 2.7
now implies that this sum contains only the term with k = 0, as the multiplier
with r = 0 in that corollary is −λ = 0. The remaining coefficient is determined
in Corollary 2.10 using the value of a0 from Theorem 2.11 (recall that µ
2 < 0
and the coefficient 1
(−4pi2)b−/2 !). This completes the proof of the theorem.
17
3 A Special Case and Conjectural Generaliza-
tions
This Section discusses the special case of unimodular L of signature (2, 2) of
Theorem 2.12, and poses conjectures for odd b− and lattices without isotropic
vectors.
A special case of interest involves b− = 2 and a unimodular lattice L. There
exists only one such lattice (up to isomorphism), which can be realized asM2(Z)
with the norm of a matrix being −2 times its determinant. In this case
KR + iC = H×H and Γ = SO
+(L) =
[
SL2(Z)× SL2(Z)
]
/〈(−I,−I)〉,
and automorphic forms are Hilbert modular forms of parallel weight. The lat-
tice K is Z2, in which (b, a) has norm 2ab and its pairing with Z ∈ KR + iC
corresponding to (τ, σ) ∈ H×H gives aτ + bσ. Hence e
(
(ρ, Z)
)
= qapb for such
ρ ∈ K∗ = K, where p = e(σ).
Our modular form f should have weight 1 − b−2 − m = −m and trivial
representation, so that m is even (otherwise f = 0). The Fourier expansion of
the function Ψ(τ, σ) from Theorem 2.12 is
1
2
∑
((b,a),W )>0
∑
n|(b,a)
c ab
n2
(
4
ab
n
)m+1
qapb =
1
2
∑
((k,l),W )>0
(4kl)m+1ckl
∞∑
n=1
nm+1qnkpnl.
As small zv+ means large Y
2 = 2yt, the Weyl chambers containing z in their
closure are characterized by large y and t, and are separated by the real curves
defined by the equations of the sort dy = et for positive integers d and e with
c−de 6= 0. The condition (ρ,W ) > 0 is equivalent to ay + bt > 0, a condition
which is satisfied for all such Weyl chambers if a ≥ 0 and b ≥ 0 (but excluding
a = b = 0). In addition, any ρ ∈ K with norm 0 does not contribute to
the Fourier expansion because of the positive power of ρ2. The vectors in K
which remain to be considered have negative norms, and which one of (a,−b) or
(−a, b) (with a and b positive) satisfies (ρ,W ) > 0 depends on the Weyl chamber
(though it is irrelevant for the final formula for Ψ—see below). It turns out more
convenient to write the contribution from positive norm vectors (b, a) using the
expression with
∑
n|(b,a), while for the negative norm vectors we use the infinite
sum over n. In order to analyze the latter part we shall need the following
Lemma 3.1. Let r ∈ N and w ∈ C with |w| < 1 be given. Then the series
hr(w) =
1
2
δr0 +
∞∑
n=1
nrwn equals
ϕr(w, 1)
(1− w)r+1
,
where ϕr+1 is a polynomial in two variables which is homogenous of degree r+1
and satisfies ϕr(w, u) = ϕr(u,w).
A polynomial ϕr satisfying the latter property will be called symmetric. δr0
is the Kronecker delta symbol, and it is required for the symmetry of ϕ0.
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Proof. For r = 0 the series converges to 1+w2(1−w) , hence the assertion holds with
ϕ0(w, u) being
w+u
2 . Assume now that the result holds for r. The series with
r+1 is obtained from the series with r through the operator w ddw , which yields
ϕr+1(w, 1) = w
[
(1− w)∂wϕr(w, 1) + (r + 1)ϕr(w, 1)
]
.
Here ∂w =
∂
∂w is the partial derivative, and ∂u =
∂
∂u will be the derivative
with respect to the other variable. Homogenizing to degree r+ 2 and using the
fact that w∂w + u∂u multiplies ϕr by its degree of homogeneity r+1 yields the
equality
ϕr+1(w, u) = wu
[
∂wϕr(w, u) + ∂uϕr(w, u)
]
,
from which the assertion for r + 1 follows. This proves the lemma.
It follows from Lemma 3.1 that the expression ϕr(w,1)(1−w)r+1 is the substitution
u = 1 in the function (w, u) 7→ ϕr(w,u)(u−w)r+1 , which is homogenous of degree 0 on the
subset of C2 consisting of elements with unequal coordinates. As interchanging
u and w multiplies the expression by (−1)r+1, we find that the function hr from
Lemma 3.1 satisfies h
(
1
w
)
= (−1)r+1h(w) for all 1 6= w ∈ C∗. In particular, if
r is odd and α 6= β are two non-zero complex numbers then h
(
α
β
)
and h
(
β
α
)
coincide, and the common value can be written as ϕr(α,β)(α−β)r+1 . Hence given k and
l with negative product, the equality
∞∑
n=1
nm+1qnkpnl =
ϕm+1(q
|k|, p|l|)
(q|k| − p|l|)m+2
holds either if k < 0 < l or if k > 0 > l.
Given a matrixM ∈ L of determinant d > 0 and Z ∈ KR+iC corresponding
to (τ, σ) ∈ H×H we find that
(M,ZV,Z) = j(M,σ)
m+2(τ −Mσ)m+2.
Substituting this into the singularity, Theorem 2.12 takes the form
Theorem 3.2. If f =
∑
n>>−∞ cnq
n ∈ M !−m
(
SL2(Z)
)
then the function
Ψ(τ, σ) on H×H whose Fourier expansion is given for large y and t by
22m+1
[ ∑
a>0,b>0
∑
n|(b,a)
c ab
n2
(
ab
n
)m+1
qapb −
∞∑
d=1
dm+1c−d
∑
kl=d
ϕm+1(q
k, pl)
(qk − pl)m+2
]
(the sum over d being essentially finite) is a meromorphic Hilbert modular form
of weight (m+ 2,m+ 2) with respect to SL2(Z)× SL2(Z). Its poles arise from
positive determinant matrices M ∈ M2(Z), where such matrix gives a pole of
the sort
im(m+ 1)!
(2pi)m+2
·
(detM)m+1c− detM
j(M,σ)m+2(τ −Mσ)m+2
.
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In order to evaluate the Hilbert modular form obtained from Theorem 3.2,
one first observes that if Φd is the dth modular polynomial defining the modular
curve X0(d) then Φd
(
j(τ), j(σ)
)
vanishes precisely along the divisors M⊥ for
primitive M of determinant d > 0. Hence multiplying Ψ by such expressions
raised to the power m+ 2 removes the singularities on H×H, and multiplying
by an appropriate power of ∆(τ)∆(σ) (where ∆ is the normalized cusp form
of weight 12 for SL2(Z)) removes the poles which this operation created at the
cusps of Γ (in fact, this is the only class of orthogonal Shimura varieties of dimen-
sion > 1 for which the Koecher principle fails). The resulting function is holo-
morphic, but of some higher weight k, hence lies inMk
(
SL2(Z)
)
⊗CMk
(
SL2(Z)
)
.
One can evaluate the Fourier expansion of this function and determine it using
a convenient basis for Mk
(
SL2(Z)
)
. Unfortunately the expressions tend to be
complicated rather quickly: The simplest possible case is m = −2 with f(τ)
being of the form 1q +O(1), hence f =
E10
∆ where Ek is the weight k Eisenstein
series for SL2(Z) normalized to attain 1 at the cusp. In this case
Ψ(τ, σ)
(
j(τ)− j(σ)
)4
∆(τ)3∆(σ)3
is holomorphic of weight 40. We take the basis for M40
(
SL2(Z)
)
consisting of
the functions Fk = E
10−3k
4 ∆
k with 0 ≤ k ≤ 3, and write Fkl(τ, σ) = Fk(τ)Fl(σ)
for k and l between 0 and 3. Evaluating the Fourier coefficients one can show
that the holomorphic weight 40 Hilbert modular form thus obtained is
−F20 − 4F11 − F02 + 984F30 + 9384F21 + 9384F12 + 984F03+
−2654208F31 − 12607488F22− 2654208F13.
Meromorphic Hilbert modular forms for Hilbert modular groups associated
with arbitrary real quadratic fields can also be obtained from Theorem 2.12,
using appropriate (non-unimodular) signature (2, 2) lattices. The Fourier ex-
pansion of these Hilbert modular forms will be a more complicated variant of
the ones given in Theorem 3.2, and the singularities will be along Hirzebruch–
Zagier divisors. On the other hand, these Hilbert modular varieties cannot have
poles at cusps by to the Koecher principle, so that the determination of Ψ may
be possible after multiplying by an appropriate Borcherds product. It is rea-
sonable to expect that Ψ can be represented as the quotient of two holomorphic
Borcherds products of large weights.
Returning to the general case, Theorem 2.12 shows that for any even b−,
the image of i
m
2 ΦL,m,m,0 under
1
(−4pi2)b−/2
(
R
(b−)
m
)b−/2
is automorphic of weight
m + b−, admitting a Fourier expansion in which the coefficient of the term
e
(
(ρ, Z)
)
is some global constant times |ρ|2m+b− (where |ρ| stands for
√
|ρ2|)
times a combination of Fourier coefficients of the weakly holomorphic modular
form f of weight 1 − b−2 −m. The singularity along υ
⊥ with υ2 = −2 is some
global constant times
(m+ b− − 1)!
pim+b−
∑
αυ∈L∗
αmcαυ,−α2 ·
1
(υ, ZV,Z)m+b−
.
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Theorem 2.8 of [Ze] shows that for b− = 1 applying 12piiδ2m to
im
2 ΦL,m,m,0
yields a meromorphic modular form of weight 2m + 2, whose singularity at
σ = s+ it ∈ H is a global constant times
m!
pim+1
∑
αυ∈L∗
αmcαυ,−α2
(
−t
(τ − σ)(τ − σ)
)m+1
.
Now, 12piiδ2m is the “power
b−
2 ” of
1
−4pi2R
(1)
m =
δ22m
−4pi2 , a modular form of weight
2m + 2 is an automorphic form of weight m + b−, {σ} is υ⊥ for the norm −2
vector υ = Jσ =
1
t
(
s −|σ|2
1 −s
)
, and
( −t
(τ−σ)(τ−σ)
)m+1
is 1
(υ,ZV,Z)
m+b−
. Moreover, if
the signature (2, 1) lattice L contains an isotropic vector then the rth term in
the Fourier expansion of Ψ around it is r2m+1 times the same combination of
the Fourier coefficient of the modular form f mentioned above (up to a global
constant). As K∗ is cyclic and r = |ρ| (up to a constant again), the analogy
between the two cases is clear and leads us to formulate the following
Conjecture 3.3. For any dimension b− and any weight m there exists an
operator S
(b−)
m satisfying the following properties: (i) S
(b−)
m takes automorphic
forms of weight m on KR + iC to automorphic forms of weight m + b− on
that manifold. (ii) S
(b−)
m increases Laplacian eigenvalues by 2mb−. (iii) S
(b−)
m
is a differential operator of order b− such that the combination S
(b−)
m+b−
S
(b−)
m
equals 1
(−4pi2)b−
(
R
(b−)
m
)b−
. (iv) We have S
(b−)
m = (Y 2)−mS
(b−)
0 (Y
2)m and S
(b−)
0
eliminates anti-holomorphic functions. (v) S
(b−)
m takes the unique combination∑
k,h B
+
k,hg
(m),+
k,h,ρ with the eigenvalue −2mb− to i
aB+0,0(ρ
2)m+b−/2e
(
(ρ, Z)
)
for
some a. (vi) S
(b−)
m takes the singularity type
m−1∑
k=0
ak(µ
2)m−kPk−m,k,k + amP0,m,m · − ln
|(µ, ZV,Z)|
2
Y 2
having Laplacian eigenvalue −2mb− to
c
(m+ b− − 1)!
(−4pi2)b−/2(m− 1)!
a0
|µ|2m+b−
(µ, ZV,Z)m+b−
for some constant c. (vii) If b− > 1 then S
(b−)
m annihilates functions of Y alone
which are homogenous of degree 1−m.
Indeed, we have proved that the operator S
(b−)
m =
1
(2pii)b−
(
R
(b−)
m )b−/2 satisfies
all the properties stated in Conjecture 3.3 if b− is even, while for b− = 1 it follows
from [Ze] that δ2m2pii bears these properties. The proof of Theorem 2.12 shows
that if such operators S
(b−)
m do exist for odd b− then the assertion of Theorem
2.12 will extend to the odd b− case.
The proof of the meromorphicity in Theorem 2.12 depends strongly on the
Fourier expansion, hence on the existence of isotropic vectors in L. However, in
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Theorem 2.8 of [Ze] the meromorphicity follows from simple properties of δ2m,
hence is independent of the existence of such elements. By Meyer’s Theorem,
isotropic vectors must exist for all b− ≥ 3, so that the only case in which
meromorphicity is not guaranteed is where b− = 2 and L has no isotropic
vectors. We thus pose also
Conjecture 3.4. The image of the weight m automorphic form i
m
2 ΦL,m,m,0 on
KR + iC ∼= H × H (with b− = 2) under 1−4pi2R
(2)
m (namely
δm,τ δm,σ
−2pi2 ) is mero-
morphic with the singularities given in Theorem 2.12 also when the signature
(2, 2) lattice L contains no isotropic vectors.
The parts of Theorem 2.12 concerning the weight, the harmonicity, and
the singularities of Ψ do not depend on the the existence of isotropic vectors
in L, hence hold also in the case considered in Conjecture 3.4. Thus only
meromorphicity is not yet established. We mention that the eigenvalue −4m
property of i
m
2 ΦL,m,m,0 implies that Ψ must be annihilated by the operator
∂τ∂σ (which is
L(2)
8y2t2 ), which may be another hint suggesting that Ψ is indeed
meromorphic (though this assertion holds also when the modular form f of
weight −m is a harmonic weak Maaß form, a case in which we do not expect Ψ
to be meromorphic).
4 Proofs of the Properties of R
(b−)
m and L
(b−)
In this Section we include the proofs of the properties of the weight raising and
weight lowering operators appearing in Section 1.
We first introduce (following [Na]) a convenient set of generators for O+(V ).
For ξ ∈ KR we define the element pξ ∈ SO
+(V ) whose action is
[
µ ∈ KR = {z, ζ}
⊥] 7→ µ− (µ, ξ)z, ζ 7→ ζ + ξ − ξ2
2
z, z 7→ z.
Furthermore, given an element A ∈ O(KR) and a scalar a ∈ R
∗ such that a > 0
if A ∈ O+(KR) and a < 0 otherwise, we let ka,A ∈ O
+(V ) be the element acting
as [
µ ∈ KR = {z, ζ}
⊥] 7→ Aµ, ζ − ζ2
2
7→
1
a
(
ζ −
ζ2
2
)
, z 7→ az.
For any Z ∈ KR + iC we have
pξZ = Z + ξ, J(pξ, Z) = 1, ka,AZ = aAZ, and J(ka,A, Z) =
1
a
.
Note that the relation between A and the sign of a is equivalent to preserving
C rather than mapping Z into KR − iC—it appears that [Na] ignored this
point. Choose now an element of G(KR) in which the positive definite space is
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generated by the norm 1 vector u1, and consider the involution w ∈ SO
+(KR)
defined by
[
µ ∈ KR = {z, ζ}
⊥] 7→ µ− 2(µ, u1)u1, ζ − ζ2
2
7→ −z, z 7→ −
(
ζ −
ζ2
2
)
(w inverts the positive definite space Ru1). Its action on KR + iC is through
wZ =
2
Z2
[
Z − 2(Z, u1)u1
]
with J(w,Z) =
Z2
2
.
The elements ka,A with (a,A) in the index 2 subgroup of R
∗ × O(KR) thus
defined and pξ for ξ ∈ KR generate the stabilizer StO+(V )(Rz) of the isotropic
space Rz in O+(V ) as the semi-direct product of these groups. The fact that
adding w to StO+(V )(Rz) generates O
+(V ) is now easily verified by considering
the action on isotropic 1-dimensional subspaces of V .
Some useful relations are derived in the following
Lemma 4.1. Let KR be a non-degenerate vector space of dimension b−, fix
α ∈ C, and let F be a C2 function which is defined on a neighborhood of a point
Z = X + iY ∈ KC with Y
2 > 0. Then the following relations hold:
(Y 2)−α∆hKC
(
(Y 2)αF
)
(Z) = ∆hKCF (Z)−
2iα
Y 2
D∗F (Z)−
α(α + 1− b−2 )
Y 2
F (Z)
and
(Y 2)−α∆hKC
(
(Y 2)αF
)
(Z) = ∆hKCF (Z) +
2iα
Y 2
D∗F (Z)−
α(α+ 1− b−2 )
Y 2
F (Z).
We remark that Lemma 4.1 holds forKR of arbitrary arbitrary signature (not
necessarily Lorentzian), but not negative definite (for Y 2 > 0 to be possible).
Proof. The proof is obtained by a straightforward calculation, using an or-
thonormal basis for KR and the action of ∂k and ∂k on functions of Y alone.
We remark that the third operator ∆RKC bears a property similar to Lemma
4.1, which is used implicitly to prove Equation (2) in Section 2 of [Ze].
We can now present the
Proof of Theorem 1.1. Multiply both sides of the desired assertion for R
(b−)
m , as
well as the function F there, by Y m. Lemma 4.1, the first definition of R
(b−)
m ,
and Equation (1) show that this yields the equivalent equality
(R
(b−)
0 F )[M ]2,−m = R
(b−)
0
(
F [M ]0,−m).
Observe that conjugating the latter equation and multiplying by (Y 2)2 yields the
required equality for L(b−). Hence we are reduced to proving only this equality.
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Moreover, R
(b−)
0 involves only holomorphic differentiations, which means that it
commutes with the power of J(M,Z) coming from the anti-holomorphic weights.
Hence we can take m = 0, which implies that proving the equation
(R
(b−)
0 F )[M ]2 = R
(b−)
0
(
F [M ]0)
(which the assertion for R
(b−)
0 in the formulation of the theorem) suffices for
proving the theorem. Writing the arguments as M−1(Z) in both sides and
using the cocycle condition brings the latter equation to the form
(R
(b−)
0 F )(Z)J(M
−1, Z)2 = (R(b−)0 )
M−1F (Z). (3)
By a standard argument it suffices to verify Equation (3) for M−1 being one of
the generators of O+(V ) considered above. Equation (3) withM−1 = pξ follows
from the invariance of both ∆hKC and D
∗ under translations of X = ℜZ and the
fact that J(pξ, Z) = 1. The action ofM
−1 = ka,A divides ∆hKC by a
2, leaves D∗
invariant, and divides Y 2 by a2 (since A ∈ O(KR)), which proves Equation (3)
since J(ka,A, Z) =
1
a . Finally, for M
−1 = w we have the equalities
(∆hKC)
w =
(
Z2
2
)2
∆hKC − (b− − 2)
Z2
2
D, (D∗)w =
Z2
Z
2D
∗ −
2iY 2
Z
2 D
with D =
∑
k zk∂k from [Na] (the corresponding operator from [Na] is
1
2∆
h
KC
rather than ∆hKC , while δ =
Z2
2 , δ =
Z
2
2 , and d =
Y 2
2 there). Using Equation
(1) we thus find that applying M−1 to the sum of ∆hKC and
i(b−−2)
Y 2 D
∗ (which
is R
(b−)
0 ) multiplies it by
(
Z2
2
)2
(as the coefficients in front of D cancel), which
establishes Equation (3) also using the value of J(w,Z). This completes the
proof of the theorem.
For calculational purposes it turns out convenient to introduce the operator
∆˜(b−)m,n = ∆
(b−)
m,n − 2n(2m− b−),
on which complex conjugation interchanges the indices m and n. The operator
(D∗)2 −
D∗
2i
=
∑
k,l
ykyl∂k∂l
will also show up, so we denote it (˜D∗)2. We now turn to the
Proof of Proposition 1.3. Conjugating the desired equality for R
(b−)
m by (Y 2)m,
applying Equation (2), and taking the differences between the operators ∆˜
(b−)
m,n
and ∆
(b−)
m,n into consideration, we see that the asserted equality for R
(b−)
m is
equivalent to
∆˜
(b−)
2,−mR
(b−)
0 −R
(b−)
0 ∆˜
(b−)
0,m = (2b− + 4m− 4)R
(b−)
0 .
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Moreover, multiplying the complex conjugate of the latter equation by (Y 2)2
and comparing ∆˜
(b−)
2,−m with ∆
(b−)
2,−m yields the required property for L
(b−) (with
the index m replaced by −m). Hence, as in the proof of Theorem 1.1, we are
reduced to proving this single equation. In addition, the dependence onm of the
left hand side enters only through the difference −4imD∗ between the operators
∆˜
(b−)
l,−m and ∆
(b−)
l with l ∈ {0, 2}. As a simple calculation yields
[
D∗,∆hKC
]
= i∆hKC and
[
D∗,
D∗
Y 2
]
=
iD∗
Y 2
,
it suffices to prove the equality for m = 0 (i.e., the original assertion for R
(b−)
0 ):
∆
(b−)
2 R
(b−)
0 −R
(b−)
0 ∆
(b−)
0 = (2b− − 4)R
(b−)
0 .
The commutator of ∆
(b−)
0 and R
(b−)
0 is evaluated using the equalities
[
|D∗|2,∆hKC
]
= iD∗∆hKC + iD
∗∆RKC +
∆RKC
2
,
[
|D∗|2,
D∗
Y 2
]
=
3i|D∗|2 − i(˜D∗)2 +D∗
2Y 2
,
[
Y 2∆RKC ,∆
h
KC
]
= 2iD∗∆RKC+
b−
2
∆RKC ,
and
[
Y 2∆RKC ,
D∗
Y 2
]
=
2i|D∗|2 − 2i(˜D∗)2 + i∆hKC + i∆
R
KC
+ (2− b−)D∗
2Y 2
(which all follow from straightforward calculations). Using the equalities
∆
(b−)
2 = ∆
(b−)
0 − 8iD
∗ and D∗ ◦
(D∗
Y 2
)
=
2|D∗|2 − iD∗
2Y 2
and putting in the appropriate scalars now establishes the proposition.
Our next task is the
Proof of Proposition 1.5. We begin by evaluating R
(b−)
m−2L
(b−) written as
R
(b−)
m−2(Y
2)2∆hKC+R
(b−)
m−2i(2−b−)Y
2D∗ = (Y 2)2R(b−)m ∆
h
KC+i(2−b−)Y
2R
(b−)
m−1D∗.
Using the equalities
[
∆hKC , D
∗] = −i∆RKC and D∗D∗ = |D∗|2 + D∗2i
we establish the equation
R
(b−)
m−2L
(b−) = Ξ(b−)m +
(2− b−)(2m− b−)
8
∆(b−)m ,
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where Ξ
(b−)
m is defined in the formulation of the proposition. We now decompose
R
(b−)
m in L(b−)R
(b−)
m (which is (Y 2)2R
(b−)
0 R
(b−)
m ), yielding
(Y 2)2R
(b−)
0 ∆
h
KC − i(2m+ 2− b−)Y
2R
(b−)
−1 D
∗ −
m(2m+ 2− b−)
2
Y 2R
(b−)
−1 .
The formulae [
∆hKC , D
∗] = i∆RKC and D∗D∗ = |D∗|2 − D∗2i
now show that
L(b−)R(b−)m = Ξ
(b−)
m −
b−(2m+ 2− b−)
8
∆(b−)m +
mb−(2m+ 2− b−)
4
.
The required commutation relation follows. As Theorem 1.1 shows that the
compositions R
(b−)
m−2L
(b−) and L(b−)R
(b−)
m commute with all the slash operators
of weightm, and Proposition 1.3 implies that these operators commute with ∆m,
the assertion about Ξ
(b−)
m is also established. This proves the proposition.
Finally, we come to the
Proof of parts (iii) and (iv) of Proposition 1.6. We prove part (iii) by induc-
tion (the case l = 0 being trivial). If (R
(b−)
m )l is presented by the asserted
formula then (R
(b−)
m )l+1, which is R
(b−)
m+2l(R
(b−)
m )l, equals
R
(b−)
m+2l
l∑
c=0
c∑
s=0
A(l)s,c
(iD∗)c−s(∆hKC)
l−c
(−Y 2)c
=
∑
s,c
A(l)s,c
R
(b−)
m+2l−c(iD
∗)c−s(∆hKC)
l−c
(−Y 2)c
.
For each c, the term involving D
∗
Y 2 (resp.
1
Y 2 ) in R
(b−)
m+2l−c takes the term with
indices c and s (for l) to a multiple of the term with corresponding to c+1 and
s (resp. c+ 1 and s+ 1) for l + 1. For ∆hKC we have
[
∆hKC , iD
∗] = ∆hKC hence ∆hKC(iD∗)c−s = c∑
a=s
(
c− s
a− s
)
(iD∗)c−a∆hKC ,
and we multiply the latter sum by
(∆hKC
)l−c
(−Y 2)c . This shows that (R
(b−)
m )l+1 can be
expressed by the asserted formula. Putting in the multipliers A
(l)
s,c from (R
(b−)
m )l
and the coefficients of D
∗
Y 2 and
1
Y 2 in R
(b−)
m+2l−c, summing over c and s, and taking
the coefficient in front of the term with indices c and a (and l+1) in the result,
we obtain the recursive relation asserted in part (iii). We now observe that for
a = 0 the recursive formula reduces to
A
(l+1)
0,c = A
(l)
0,c + (2m+ 4l − 2c+ 4− b−)A
(l)
0,c−1.
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Denote the asserted value of A
(l)
0,c by B
(l)
0,c. As A
(0)
0,0 = 1 = B
(0)
0,0 , it suffices to show
that the numbers B
(l)
0,c satisfy the latter recursive formula. But the equality
2(l−c+1)
(
m+l−c−
b−
2
+1
)
+c(2m+4l−2c+4−b−) = 2(l+1)
(
m+l−
b−
2
+1
)
holds for every l and c (and m and b−), and multiplication by l!·2
c−1
c(l+1−c)! and
the binomial coefficient
(m+l− b−2
c−1
)
yields the required recursive relation for the
numbers B
(l)
0,c. This completes the proof of the proposition.
5 Proofs: Actions on Functions
This Section provides proofs for the claims of Section 2 which are used to prove
Theorem 2.12.
We begin with the
Proof of Lemma 2.1. On functions onKR+iC depending only on the imaginary
part of the variable, the operators D∗ and D∗ become I2i and −
I
2i respectively,
while ∆hKC , ∆
R
KC
, and ∆hKC reduce to −
1
4∆KR , +
1
4∆KR , and −
1
4∆KR respectively.
Hence the action of |D∗|2 coincides with that of I
2−I
4 , so that
∆(b−)n ω(Y ) =
[
2I2 + 2(n− 1)I − Y 2∆KR
]
ω(Y )
and
R(b−)n ω(Y ) =
[
−
1
4
∆KR −
2n+ 2− b−
2Y 2
I −
n(2n+ 2− b−)
2Y 2
]
ω(Y ).
If ω is homogenous of degree d then 2I2+2(n−1)I multiplies ω by 2d(d+n−1).
Hence the eigenfunction property shows that ∆RKC multiplies ω by
2d(d+n−1)+λ
Y 2 .
Divide this result by −4, and as the multiples of IY 2 and
1
Y 2 from R
(b−)
n multiply
ω by 2(d+n)(2n+2−b−)−4Y 2 , the lemma follows.
For analyzing eigenfunctions of Laplacians which are linear combinations of
the functions g
(p),±
k,h,ρ we shall use
Lemma 5.1. Fix n ∈ Z, p ∈ N, and an element 0 6= ρ ∈ KR, and assume that
the functions
ϕ+(Z) =
∑
k,h
B+k,hg
(p),+
k,h,ρ (Z) and ϕ
−(Z) =
∑
k,h
B−k,hg
(p)m−
k,h,ρ (Z)
on the Grassmannian of signature (2, b−) with b− ≥ 2 are eigenvalues of (minus)
the weight n Laplacian with some eigenvalue λ. Then the equations
(k + 1− h)(k + 2− h)B+k+1,h−1 − 4(k + 1− h)B
+
k+1,h =
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= [2k(k − 1− n+ b−) + 2h(h+ 1− n) + λ]B+k,h + 8(h+ 1)B
+
k,h+1
and
(k + 1− h)(k + 2− h)B−k+1,h−1 + 4(k + 1− h)B
−
k+1,h =
= [2k(k − 1− n+ b−) + 2h(h+ 1− n) + λ]B−k,h + 8(n− h− 1)B
−
k,h+1
hold for every k and h.
Recall that the sums are finite, since we assume that only coefficients B±k,h
with 0 ≤ h ≤ k ≤ p may not vanish.
Proof. We begin by evaluating the result of applying ∆n to g
(p),+
k,h,ρ and to g
(p),−
k,h,ρ .
We write ε ∈ {±1} for the sign and let δ ∈ {0, 1} be such that (−1)δ = ε, and
we carry out both evaluations together. Observe that
f
(p)
k,h,ρ(Y )
Y 2
= pi2ρ2f
(p)
k+1,h+1,ρ(Y ) and (ρ, Y )f
(p)
k,h,ρ(Y ) =
f
(p)
k,h−1,ρ(Y )
pi
,
and note that Leibniz’s rule implies
|D∗|2(g · h) = (|D∗|2g)h+ (D∗g)(D∗h) + (D∗g)(D∗h) + g(|D∗|2h).
Moreover, D∗ and D∗ multiply one of e
(
(ρ, Z)
)
and e
(
(ρ, Z)
)
by 2pii(ρ, Y ) and
annihilate the other one, and f
(p)
k,h,ρ is homogenous of degree −k − h. It follows
that 8|D∗|2 and −4inD∗ take g(p),εk,h,ρ to
2(k + h)(k + h+ 1)g
(p),ε
k,h,ρ + 8ε(k + h)g
(p),ε
k,h−1,ρ
and
−2n(k + h)g
(p),ε
k,h,ρ + 8δng
(p),ε
k,h−1,ρ
respectively, while a straightforward evaluation of −4Y 2∆RKCg
(p),ε
k,h,ρ yields
4k(k − h)g
(p),ε
k,h,ρ − 4k(k + 1)g
(p),ε
k,h,ρ + 4ε(k − h)g
(p),ε
k−1,h,ρ − 8εkg
(p),ε
k,h−1,ρ+
−(k − h)(k − h− 1)g
(p),ε
k−1,h+1,ρ + 2kb−g
(p),ε
k,h,ρ.
Multiplying the sum of these three expressions by Bεk,h, summing over k and h,
and comparing the result with −λ
∑
k,hB
ε
k,hg
(p),ε
k,h,ρ, we obtain the equality∑
k,h
Bεk,h
[(
2k(k − 1− n+ b−) + 2h(h+ 1− n) + λ
)
g
(p),ε
k−1,h,ρ+
+4ε(k − h)g
(p),ε
k−1,h,ρ − (k − h)(k − h− 1)g
(p),ε
k−1,h+1,ρ + 8(δn+ εh)g
(p),ε
k,h−1,ρ
]
= 0.
Gathering the coefficients of each g
(p),ε
k,h,ρ and using the linear independence of
the functions g
(p),ε
k,h,ρ implies, after substituting the values of ε and δ, the asserted
equalities. This proves the lemma.
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Lemma 5.1 allows us to give the
Proof of Proposition 2.3. Assume first that B−m,m = 0, and we claim that all
the other coefficients B−k,h also vanish. We work by decreasing induction on k,
so that assume now that B−l,h = 0 for all l > k (which holds for k = m), and
consider the equation from Lemma 5.1 with our index k and index h. It reads
[2k(k − 1−m) + 2h(h+ 1−m)− 2b−(m− k)]B−k,h + 8(m− h− 1)B
−
k,h+1 = 0
after substituting n = m and the value of λ. For any pair of h and k with
0 ≤ h ≤ k ≤ m excluding the case k = h = m, the coefficient of B−k,h is strictly
negative, as all three terms are non-positive and the two terms involving k
cannot vanish together. Hence the vanishing of B−k,h+1 implies the vanishing of
B−k,h for every such k and h. As B
−
k,k+1 = 0 we deduce that Bk,h = 0 for all
h, establishing the induction step. This proves our claim. But we now observe
that g
(m),−
m,m,ρ(Z), namely
e((ρ,Z))
(Y 2)m , has eigenvalue −2mb− under (minus) ∆
(b−)
m .
Indeed, e
(
(ρ, Z)
)
is annihilated by ∆˜
(b−)
0,−m, hence (minus) the operator ∆
(b−)
0,−m
(which is ∆˜
(b−)
0,−m+2mb−) multiplies it by −2mb−, and we can transform to ∆
(b−)
m,0
using Equation (2). Now, given a function as in the proposition, subtracting an
appropriate multiple of g
(m),−
m,m,ρ yields again such a function but with vanishing
B−m,m. As the latter function vanishes by our claim, the original function must
be a multiple of g
(m),−
m,m,ρ. This proves the proposition.
We remark that a small variant of the latter proof establishes the uniqueness
assertion regarding the combination
∑
k,hB
+
k,hg
(m),+
k,h,ρ with eigenvalue −2mb− as
well. Another application of Lemma 5.1 gives us the
Proof of Proposition 2.4. We shall prove by decreasing induction on k that
B+k,h = 0 for all k > 0. If this assertion holds for any l > k, then for any
h the equality from Lemma 5.1 with n = m+ b− and λ = 0 becomes
[2k(k − 1−m) + 2h(h+ 1−m− b−)]B+k,h + 8(h+ 1)B
+
k,h+1 = 0. (4)
We shall use Equation (4) to show that B+k,h must vanish for all h if k > 0, under
our assumptions. We begin with the case k > m. In this case we have B+k,0 = 0
by assumption, and as the coefficient h+ 1 never vanishes for h ≥ 0, Equation
(4) implies that if B+k,h vanishes then so does B
+
k,h+1. The verifies our assertion
for k > m. For 0 < k ≤ m we argue in decreasing order of h (as in Proposition
2.3). The basis for this argument is the fact that B+k,k+1 = 0 for all k, and the
fact that B+k,h+1 = 0 implies B
+
k,h = 0 follows from the fact that the coefficient
of B+k,h in Equation (4) does not vanish for 0 < k ≤ m and 0 ≤ h ≤ k. Indeed,
the product which is based on k is negative and the one which is based on h is
non-positive for such k and h. Hence all the coefficients B+k,h vanish for k > 0,
leaving only B+0,0 to (possibly) be non-zero. This proves the proposition.
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As the holomorphic function e
(
(ρ, Z)
)
is harmonic with respect to the Lapla-
cian of every weight, the remaining coefficient B+0,0 may indeed not vanish. One
can also show that for given p and n there are only finitely many λ such that
non-zero functions ϕ± as in Lemma 5.1 are eigenfunctions for (minus) ∆(b−)n
with eigenvalue λ. This extends the well-known result that an almost holomor-
phic function on H of (exact) depth d can be an eigenfunction for (minus) the
modular Laplacian ∆k only with the unique eigenvalue λ = d(k − d− 1).
For the proof of Proposition 2.5 we shall need the following
Lemma 5.2. The operators 1pi2∆
h
KC
, iD
∗
−pi2Y 2 , and
1
−pi2Y 2 take g
(p),+
k,h,ρ to
−4g
(p+1),+
k,h,ρ − 4kg
(p+1),+
k+1,h,ρ +G1, 2g
(p+1),+
k,h,ρ +G2, and 0 +G3
respectively, where the Gj are rational linear combinations of the functions
g
(p+1),+
l,j,ρ with j > h.
Proof. The proof of Lemma 5.1 shows that 1Y 2 takes g
(p),+
k,h,ρ to pi
2g
(p+1),+
k+1,h+1,ρ,
proving the assertion for 1Y 2 . We also obtain
iD∗g(p),+k,h,ρ = −
k + h
2
g
(p),+
k,h,ρ − 2g
(p),+
k,h−1,ρ
(homogeneity), from which the assertion for this operator follows using the
action of 1Y 2 . One now evaluates
1
pi2∆
h
KC
g
(p),+
k,h,ρ as
k(k − h)g
(p+1),+
k+1,h+1,ρ − k(k + 1)g
(p+1),+
k+1,h+1,ρ −
(k − h)(k − h− 1)
4
g
(p+1),+
k,h+2,ρ+
+
kb−
2
g
(p+1),+
k+1,h+1,ρ + 2(k − h)g
(p+1),+
k,h+1,ρ − 4kg
(p+1),+
k+1,h,ρ − 4g
(p+1),+
k,h,ρ
(straightforward), which implies the remaining assertion of the lemma. This
completes the proof.
We shall also use properties the extended binomial expressions
(
x
n
)
:
Lemma 5.3. For real x and y and natural n ∈ N we have the equalities
(i)
(
x
n
)
= (−1)n
(
n− 1− x
n
)
and (ii)
(
x+ y
n
)
=
n∑
s=0
(
x
s
)(
y
n− s
)
.
Proof. Part (i) follows from inserting a minus sign in front of all the multipliers
in the expression defining
(
x
n
)
. For part (ii) (which extends a well-known bino-
mial identity) we work by induction on n, the case n = 0 being trivial. If the
equality holds for n, then for n+ 1 we write
(
x+y
n+1
)
as x+y−nn+1
(
x+y
n
)
, which using
the induction hypothesis equals
x+ y − n
n+ 1
n∑
s=0
(
x
s
)(
y
n− s
)
=
n∑
s=0
[
x− s
n+ 1
+
y − n+ s
n+ 1
](
x
s
)(
y
n− s
)
=
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=
1
n+ 1
n∑
s=0
[
(s+ 1)
(
x
s+ 1
)(
y
n− s
)
+ (n− s+ 1)
(
x
s
)(
y
n− s+ 1
)]
.
Change the summation index in the first term from s to s− 1 easily yields the
desired result
∑n+1
s=0
(
x
s
)(
y
n−s
)
. This proves the lemma.
We are now ready for the
Proof of Proposition 2.5. As R
(b−)
m is a linear combination of the operators con-
sidered in Lemma 5.2, it follows that R
(b−)
m takes the sum
∑
k,hB
+
k,hg
(p),+
k,h,ρ to a
linear combination of the functions g
(p+1),+
k,h,ρ . The image under
1
(−4pi2)l (R
(b−)
m )l is
thus of the desired form, and it remains to prove that the coefficients C+k,0 have
the asserted value. Now, part (iii) of Proposition 1.6 shows that (R
(b−)
m )l is a
linear combination of products of 1(−Y 2)a ,
(
iD∗
−Y 2
)c−a
, and (∆hKC)
l−c for integers
0 ≤ a ≤ c ≤ l. By Lemma 5.2, none of these operators reduces the second
index h, whereas if a > 0 then this product actually increases this index. Hence
the coefficient C+k,0 is constructed only from terms g
(p),+
j,h,ρ with h = 0, and only
from operators
(iD∗)c−a(∆hKC
)l−c
(−Y 2)c with a = 0. Moreover, when we evaluate the
coefficient C+k,0 in the remaining expression
1
(−4pi2)l
l∑
c=0
A
(l)
0,c
(
iD∗
−Y 2
)c
(∆hKC)
l−c∑
j
B+j,0f
(p)
j,0,ρ(Y )e
(
(ρ, Z)
)
we can use the expressions from Lemma 5.2 with the functions Gj omitted. We
call the resulting operations the modified operators.
Now, simple induction on the power l − c shows that the modified operator
1
(−4pi2)l−c (∆
h
KC
)l−c takes g(p),+j,0,ρ to
l−c∑
t=0
(l − c)!
(l − c− t)!
(
j + t− 1
t
)
g
(p+l−c),+
j+t,0,ρ ,
and the action of the modified operator
(
iD∗
4pi2Y 2
)c
sends this expression to
1
(−2)c
l−c∑
t=0
(l − c)!
(l − c− t)!
(
j + t− 1
t
)
f
(p+l),+
j+t+c,0,ρ.
Putting in the coefficients, we find that this operator takes∑
j
B+j,0g
(p),+
j,0,ρ to
∑
k
1
(−2)c
l−c∑
t=0
(l − c)!
(l − c− t)!
(
k − c− 1
t
)
B+k−c−t,0g
(p+l),+
k,0,ρ .
Multiplying by the coefficients A
(l)
0,c, which are evaluated in part (iv) of Propo-
sition 1.6, and summing over c establishes the formula
C+k,0 =
l∑
c=0
(−1)c
l−c∑
t=0
l!
(l − c− t)!
(
m+ l − b−2
c
)(
k − c− 1
t
)
B+k−c−t,0
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(after canceling (l − c)! and 2c), which a summation index change takes to
C+k,0 =
l∑
r=0
l!
(l − r)!
[ ∑
c+t=r
(−1)c
(
m+ l− b−2
c
)(
k − c− 1
t
)]
B+k−r,0.
Write now (−1)c
(
k−c−1
t
)
as (−1)r
(
r−k
t
)
using part (i) of Lemma 5.3 and the
condition c+ t = r. The inner sum now equals (−1)r
(
m+l+r− b−2 −k
r
)
by part (ii)
of Lemma 5.3. This completes the proof of the proposition.
When evaluating the action of our operators on the quotients Pr,s,t we shall
need the projection of µ ∈ V to {z, ζ}⊥ ∼= KR, denoted µKR for short. In the
coordinates given above, µ is
(
µKR , µz, (µ, ζ) − ζ
2µz
)
, from which the equality
µ2 = µ2KR + 2µz(µ, ζ)− ζ
2µ2z (5)
easily follows. We now turn to the
Proof of Lemma 2.6. We first observe that D∗ annihilates (µ, ZV,Z) and D∗
eliminates (µ, ZV,Z), while the equalities
D∗(µ, ZV,Z) = (µ, YV,Z)− iY 2µz and D∗(µ, ZV,Z) = (µ, YV,Z) + iY 2µz
hold. As 2iYV,Z is ZV,Z − ZV,Z and multiplication by Y
2 reduces the middle
index by 1, we find that
−4imD∗Pr,s,t = 2m(t− 2s)Pr,s,t − 2mtPr+1,s,t−1 + 4mtµzPr,s−1,t−1
and
+4inD∗Pr,s,t = 2n(r − 2s)Pr,s,t − 2nrPr−1,s,t+1 + 4nrµzPr−1,s−1,t.
Using Leibniz’ rule and these considerations we now evaluate 8|D∗|2Pr,s,t as
4[s(2s+ 1)− rs− st+ rt]Pr,s,t + 2t(2s− r)Pr+1,s,t−1 + 2r(2s− t)Pr−1,s,t+1+
−8stµzPr,s−1,t−1 − 8rsµzPr−1,s−1,t + 8rtµ2zPr−1,s−2,t−1.
A straightforward calculation (using any orthonormal basis for KR and the same
considerations again) shows that the remaining term −4Y 2∆RKCPr,s,t equals
2s(r + t− 2s− 2 + b−)Pr,s,t − 2stPr+1,s,t−1 + 2stµzPr,s−1,t−1 − 2rsPr−1,s,t+1
+4rsµzPr−1,s−1,t − 4rt
[
µ2KR − (µ, Z)µz − (µ, Z)µz + (Z,Z)µ
2
z
]
Pr−1,s−1,t−1.
By Equation (5) and the formulae for ZV,Z and ZV,Z , the last term here can be
replaced by
−4rtµ2Pr−1,s−1,t−1 + 4rtµzPr,s−1,t−1 + 4rtµzPr−1,s−1,t − 8rtµ2zPr−1,s−2,t−1.
Summing all the terms together with 2n(2m− b−)Pr,s,t now yields the asserted
expression. This completes the proof of the lemma.
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The next step is the
Proof of Lemma 2.8. Write R
(b−)
n Pr,s,t as
R
(b−)
n−s Pr,0,t
(Y 2)s . We have the equality
−2iD∗Pr,0,t = −rPr,0,t + rPr−1,0,t+1 − 2rµzPr−1,−1,t
from the proof of Lemma 2.6. In addition, arguments similar to the evaluation
of ∆RKC in the proof of that lemma (using Equation (5) again) show that
∆hKCPr,0,t = r(r − 1)µ
2Pr−2,0,t − r(2r − 2 + b−)µzPr−1,0,t.
The assertion of the lemma now follows from simple algebra.
A similar argument gives us the
Proof of Lemma 2.9. As in the proof of Lemma 2.8 we write
R(b−)m
[
P0,m,t · − ln
|(λ, ZV,Z)|
2
Y 2
]
= P0,m,tR
(b−)
0
(
lnY 2 − ln(λ, ZV,Z)
)
(we also used the fact that R
(b−)
0 eliminates anti-holomorphic functions). As
2iD∗ ln Y 2 = 2, 2iD∗ ln(λ, ZV,Z) = 1− P−1,0,1 + 2µzP−1,−1,0,
∆hKC lnY
2 =
2− b−
2Y 2
, and ∆hKC ln(λ, ZV,Z) = −µ
2P−2,0,0+(2− b−)µzP−1,0,0
(the latter equality uses Equation (5) as before), we obtain the desired result.
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