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Re´sume´
Cette the`se porte sur des algorithmes efficaces pour la re´solution de proble`mes d’optimisation
combinatoires NP-difficiles, avec deux contributions.
La premie`re contribution consiste en la proposition d’un nouvel algorithme multiob-
jectif hybride combinant un algorithme ge´ne´tique avec un ope´rateur de recherche base´ sur
l’optimisation par essaims de particules. L’objectif de cette hybridation est de surmonter
les situations de convergence lente des algorithmes ge´ne´tiques multiobjectifs lors de la re´-
solution de proble`mes difficiles a` plus de deux objectifs. Dans le sche´ma hybride propose´,
un algorithme ge´ne´tique multiobjectif Pareto applique pe´riodiquement un algorithme d’op-
timisation par essaim de particules pour optimiser une fonction d’adaptation scalaire sur
une population archive. Deux variantes de cet algorithme hybride sont propose´es et adap-
te´es pour la re´solution du proble`me du sac a` dos multiobjectif. Les re´sultats expe´rimentaux
prouvent que les algorithmes hybrides sont plus performants que les algorithmes standards.
La seconde contribution concerne l’ame´lioration d’un algorithme heuristique de recherche
locale dit PALS (pour l’anglais Problem Aware Local Search) spe´cifique au proble`me d’as-
semblage de fragments d’ADN, un proble`me d’optimisation combinatoire NP-difficile en
bio-informatique des se´quences. Deux modifications a` PALS sont propose´es. La premie`re
modification permet d’e´viter les phe´nome`nes de convergence pre´mature´e vers des optima lo-
caux. La seconde modification conduit a` une re´duction significative des temps de calcul tout
en conservant la pre´cision des re´sultats. Apre`s des expe´rimentations re´alise´es sur les jeux
de donne´es disponibles dans la litte´rature, nos nouvelles variantes de PALS se re´ve`lent tre`s
compe´titives par rapport aux variantes existantes et a` d’autres algorithmes d’assemblage.
Mots cle´s : Algorithmes ge´ne´tiques multiobjectifs Pareto, Optimisation par
essaims de particules, Hybridation, Proble`me du sac a` dos multiobjectif, As-
semblage de fragments d’ADN, Recherche locale spe´cifique.
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Abstract
The purpose of this thesis is to suggest efficient algorithms for solving NP-hard combinatorial
optimization problems. We proposed two major contributions.
The first contribution is the development of a new hybrid multiobjective algorithm by
combining a genetic algorithm (GA) with particle swarm optimization (PSO). The goal of
this hybridization is to avoid the problem of the slow convergence of multiobjective GAs
when solving optimization problems with more than two objectives. In the proposed syn-
ergetic hybrid scheme, a multiobjective GA does the multiobjective search, and activates
periodically a PSO algorithm to optimize a scalar-valued fitness on its current archive pop-
ulation. Two combinatorial variants of this hybrid algorithm are developed and adapted to
the multiobjective binary knapsack problem. Computational experiments manifest that our
hybrid algorithms are more effective and efficient than the standard algorithms.
The second part of this thesis deals with the DNA fragment assembly problem, a NP-
hard combinatorial optimization problem in bio-informatics. In this part we thought to
fill the gaps of the most efficient heuristic algorithm for this problem in the literature,
called the Problem Aware Local Search (PALS). Two modifications to the PALS heuristic
are proposed in order to ameliorate its performance. The first modification enables the
algorithm to improve the tentative solutions in a more appropriate and beneficial way.
The second modification permits a significant reduction in the computational demands of
the algorithm without significant accuracy loss. Computational experiments performed on
available benchmark datasets show very competitive results when compared to other existing
PALS variants and other assemblers.
Keywords: Pareto Multiobjective Genetic Algorithm, Particle Swarm Opti-
mization, Hybridization, Multiobjective 0/1 Knapsack problem, DNA fragment
assembly, Problem Aware Local Search.
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Introduction ge´ne´rale
Les travaux de cette the`se s’inte´ressent a` la re´solution des proble`mes d’optimisation
mono-objectifs et multiobjectifs difficiles.
Contexte de recherche
L’optimisation combinatoire est un domaine de recherche tre`s actif et tre`s impor-
tant. Elle couvre un large e´ventail des techniques et s’appuie particulie`rement sur la
recherche ope´rationnelle, les mathe´matiques et l’informatique. Elle s’applique a` des
domaines extreˆmement varie´s de la vie courante : inge´nierie, te´le´communications, bio-
informatique, logistique, transport, environnement, surveillance, data mining, e´ner-
gie, commerce, finance, etc. Elle consiste, pour un proble`me donne´, a` chercher une
meilleure configuration de l’ensemble de variables parmi un ensemble fini de confi-
gurations admissibles. En effet, une grande partie des proble`mes du monde re´el sont
caracte´rise´s par des espaces de recherche complexes et tre`s larges. Ces sont les pro-
ble`mes d’optimisation dits difficiles. Les me´thodes de re´solution exactes, qui font des
recherches exhaustives de l’ensemble de solutions possibles, deviennent rapidement
inutilisables avec la complexite´ du proble`me, au regard des temps de calcul qu’elles
ne´cessitent.
Les algorithmes (me´ta)heuristiques sont largement adopte´s pour la re´solution ap-
proche´e de proble`mes d’optimisation difficiles. Ne´anmoins, les approches standards
sont peu satisfaisantes sur de nombreux proble`mes, soit parce qu’elles posent des
difficulte´s de convergence lente sur des proble`mes de grandes dimensions, soit parce
qu’elles souffrent des phe´nome`nes de convergence pre´mature´e vers des solutions sous-
optimales sur des proble`mes caracte´rise´s par des espaces de recherche complexes. Les
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travaux de recherche re´cents se concentrent sur la conception des algorithmes hybrides
combinant des e´le´ments et concepts issus d’algorithmes d’optimisation diffe´rents, et
sur l’exploitation des connaissances des proble`mes traite´s pour concevoir des heuris-
tiques de recherche. Les travaux re´alise´s au cours de cette the`se de doctorat s’inscrivent
dans ces lignes de recherche. Les principales contributions sont pre´sente´es brie`vement
ci-dessous.
Contributions de la the`se
Les travaux pre´sente´s dans la premie`re partie de cette the`se (les deuxie`me et troi-
sie`me chapitres) se concentrent sur la proposition d’un nouvel algorithme me´taheuris-
tique hybride pour la re´solution de proble`mes d’optimisation multiobjectifs. Il s’agit
d’un algorithme combinant un algorithme ge´ne´tique multiobjectif avec un algorithme
d’optimisation par essaims de particules. L’objectif de cette hybridation entre deux
algorithmes me´theuristiques est de s’affranchir des situations de convergence lente des
algorithmes ge´ne´tiques multiobjectifs lors de la re´solution de proble`mes complexes a`
plus de deux objectifs contradictoires. Nous avons conc¸u un algorithme ge´ne´tique mul-
tiobjectif appliquant un ope´rateur de recherche base´ sur l’optimisation par essaims de
particules pour exploiter l’information d’une population d’e´lites. La recherche effectue´e
par l’algorithme ge´ne´tique se base sur une approche de Pareto, tandis que l’ope´rateur
de recherche par essaims de particules utilise une approche d’agre´gation des objectifs
pour transformer le proble`me multiobjectif en un proble`me mono-objectif. Le choix de
l’algorithme d’optimisation par essaims de particule est justifie´ principalement par le
fait qu’il permet d’exploiter rapidement l’information d’un ensemble de solutions pour
trouver de nouvelles solutions ame´liore´es. Deux variantes de cet algorithme hybride
sont propose´es et adapte´es pour la re´solution d’un proble`me d’optimisation combina-
toire bien connu, le proble`me du sac a` dos multiobjectif. Les re´sultats expe´rimentaux
prouvent que les algorithmes hybrides teste´s sont beaucoup plus performants que les
algorithmes de base. Les re´sultats pre´liminaires de cette forme d’hybridation ont fait




Nous nous sommes inte´resse´s dans la deuxie`me partie de cette the`se (les qua-
trie`me et cinquie`me chapitres) a` l’utilisation des algorithmes (me´ta)heuristiques pour
la re´solution du proble`me d’assemblage de fragments d’ADN. C’est un proble`me d’op-
timisation combinatoire NP-difficile en bio-informatique des se´quences. Il consiste a`
de´terminer la se´quence comple`te d’un ge´nome a` partir d’une collection d’un nombre
tre`s grand de petites se´quences (appele´es fragments). L’objectif est de minimiser le
nombre de contigs (sous-se´quences se´pare´es) dans la se´quence construite. Dans notre
travail, nous nous sommes inte´resse´s a` l’ame´lioration des performances d’un algo-
rithme heuristique de re´fe´rence de la litte´rature, appele´ PALS (de l’anglais, Problem
Aware Local Search). Cet algorithme de recherche locale exploite les longueurs de
chevauchement entre paires de fragments pour construire une se´quence minimisant le
nombre de contigs. En fait, l’algorithme PALS souffre des situations de convergence
vers des optima locaux sur les proble`mes de grande taille. Dans cette the`se, deux
modifications a` cet algorithme sont propose´es pour reme´dier a` ce proble`me de conver-
gence. La premie`re modification concerne la fac¸on dont cet algorithme ame´liore les
solutions au cours d’ite´rations successives. Plus pre´cise´ment, les crite`res de se´lection
de mouvements a` appliquer aux solutions candidates sont reformule´s. La seconde mo-
dification concerne l’exploitation des invariants pour ame´liorer le temps de calcul. En
comparaison avec l’algorithme de base et les variantes existantes, les variantes propo-
se´es se sont re´ve´le´es eˆtre de loin le plus performantes. Cette e´tude a fait l’objet d’une
publication dans une revue internationale (Ben Ali et al., 2017).
Organisation de la the`se
Ce manuscrit est organise´ de la manie`re suivante :
Le premier chapitre est de´die´ a` la pre´sentation des notions et outils ne´cessaires a` la
bonne compre´hension de cette the`se. Nous pre´sentons tout d’abord les principales de´-
finitions et notions lie´es a` la the´orie de la complexite´ et a` l’optimisation combinatoire.
Nous pre´sentons ensuite un e´tat de l’art des algorithmes me´taheuristiques de manie`re
ge´ne´rale. Nous ferons en particulier une description de´taille´e de deux me´taheuristiques
a` base de population principales : les algorithmes ge´ne´tiques et l’optimisation par es-
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saims de particules. Enfin, un e´tat de l’art des algorithmes me´taheuristiques hybrides
est de´crit.
Le deuxie`me chapitre pre´sente, dans un premier temps, les concepts de base lie´s
a` l’optimisation multiobjectif, ainsi que les principales de´finitions. Dans un deuxie`me
temps, nous pre´sentons une ge´ne´ralisation des approches de re´solution de proble`mes
l’optimisation multiobjectifs. Un troisie`me volet sera consacre´ a` l’e´tude des algo-
rithmes ge´ne´tiques comme des techniques performantes qui posse`dent des caracte´-
ristiques inte´ressantes pour re´soudre les proble`mes multiobjectifs difficiles. Nous en
pre´senterons deux algorithmes ge´ne´tiques multiobjectifs de re´fe´rence de la litte´ra-
ture : NSGA-II et SPEA2. Ces algorithmes sont choisis pour servir de base a` notre
algorithme multiobjectif hybride pre´sente´ dans le troisie`me chapitre. Nous terminons
en pre´sentant deux me´triques permettant d’e´valuer le niveau de performance des en-
sembles de solutions.
Le troisie`me chapitre pre´sente un nouvel algorithme hybride incorporant un ope´ra-
teur de recherche base´ sur l’optimisation par essaims de particules dans un algorithme
ge´ne´tique multiobjectif base´ sur une approche Pareto. Apre`s avoir motive´ notre travail
et nos choix, les diffe´rents e´le´ments et e´tapes de cet algorithme multiobjectif hybride
sont de´crits. Deux variantes de cet algorithme hybride et une phase d’expe´rimenta-
tion sont propose´es pour re´soudre le proble`me du sac a` dos multiobjectif. Les re´sultats
obtenus sont compare´s aux re´sultats d’algorithmes standards.
Le quatrie`me chapitre est consacre´ a` une e´tude bibliographique du proble`me d’as-
semblage de fragments d’ADN. Ce chapitre fournit en particulier les e´le´ments permet-
tant d’appre´hender le travail pre´sente´ dans le cinquie`me chapitre. Nous pre´senterons
d’abord un aperc¸u ge´ne´ral de ce qu’est la bio-informatique des se´quences. Nous nous
focaliserons par la suite sur le proble`me d’assemblage de fragments d’ADN, en pre´-
sentant l’approche habituelle de sa re´solution et en de´crivant ses diffe´rents mode`les
formels. Trois types de graphes et leur lien a` l’assemblage de ge´nomes sont e´galement
de´crits. Nous ferons ensuite un e´tat de l’art des diffe´rents algorithmes heuristiques
et me´taheuristiques propose´s pour re´soudre le proble`me d’assemblage de fragments
d’ADN. Cet e´tat de l’art permet de de´crire le contexte dans lequel se situent nos al-
gorithmes d’assemblage de´veloppe´s au cours du cinquie`me chapitre. En dernier lieu,
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nous pre´senterons les jeux de donne´es les plus utilise´s dans la litte´rature pour tester
les algorithmes d’assemblage.
Le cinquie`me et dernier chapitre est consacre´ a` la pre´sentation de nos nouvelles
variantes de l’algorithme PALS. Nous formulons d’abord les motivations et les objectifs
de cette e´tude. Ensuite, apre`s avoir de´crit les variantes propose´es, nous e´tudions leurs
performances et comportements de fac¸on comparative. Nous comparerons les re´sultats
obtenus avec les re´sultats des variantes existantes et les re´sultats d’autres algorithmes
d’assemblage de la litte´rature, sur les meˆmes jeux de donne´es.
Nous terminons cette the`se par une conclusion ge´ne´rale dans laquelle nous re´capi-
tulerons nos contributions, puis nous proposerons des perspectives pour la poursuite





Nous pre´sentons dans ce premier chapitre les notions et les outils ne´cessaires a` la
bonne compre´hension de cette the`se. Nous introduisons d’abord les concepts de base
en the´orie de la complexite´ des algorithmes et des proble`mes. Puis, nous donnons les
principales de´finitions et notions lie´es a` l’optimisation combinatoire. Nous de´crivons
ensuite les me´taheuristiques les plus importantes pour la re´solution de proble`mes d’op-
timisation difficiles. On distingue entre deux grandes classes de me´taheuristiques : les
me´thodes de recherche locale qui font e´voluer ite´rativement une seule solution (dont
les exemples typiques sont le recuit simule´, la recherche tabou, la recherche a` voisinage
variable, la recherche locale ite´re´e et la me´thode GRASP) et les me´thodes qui ma-
nipulent une population de solutions (dont les algorithmes ge´ne´tiques, l’optimisation
par colonie de fourmis et l’optimisation par essaims de particules sont les repre´sen-
tant les plus ce´le`bres). A la fin du chapitre, nous pre´sentons un e´tat de l’art des
algorithmes me´taheuristiques hybrides, qui ont e´te´ de´veloppe´es pour s’affranchir des
limitations des me´taheuristiques standards, en les combinant avec d’autres techniques
d’optimisation ou en les optimisant par d’autres concepts.
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1.1 The´orie de la complexite´
La the´orie de la complexite´ a e´te´ introduite afin de re´pondre a` des questions
centrales de l’informatique the´orique : Quelles sont les limites des ordinateurs ? Quelles
sont les limites fondamentales qui sont inde´pendantes de la technologie ? Quels sont
les proble`mes de calcul qui sont hors de porte´e ? La the´orie de la complexite´ permet
de de´terminer et qualifier la difficulte´ intrinse`que des proble`mes et fournit les outils
mathe´matiques ne´cessaires a` l’analyse des performances des algorithmes.
Les de´finitions donne´es dans cette section sont inspire´es du livre (Talbi, 2009).
1.1.1 Complexite´ des algorithmes
Un algorithme conc¸u pour re´soudre un proble`me donne´ ne´cessite deux ressources
importantes lorsqu’il s’exe´cute sur une machine : le temps CPU et l’espace me´moire.
L’e´tude de la complexite´ des algorithmes (Papadimitriou, 2003) correspond a` l’e´tude
de l’efficacite´ compare´e des algorithmes en termes de consommation de ces ressources
de calcul. On parle ainsi de complexite´ temporelle (plus importante) et de complexite´
spatiale. L’e´valuation de la complexite´ algorithmique peut se faire de fac¸on expe´ri-
mentale ou formelle. La complexite´ temporelle expe´rimentale consiste a` mesurer le
temps requis par un algorithme (imple´mente´ sur une machine) lors de son exe´cution.
Bien entendu, le temps d’exe´cution de´pond des facteurs mate´riels et du langage de
programmation utilise´. La de´marche formelle est inde´pendante de ces caracte´ristiques
techniques. Il s’agit d’estimer le couˆt d’un algorithme en fonction du nombre d’instruc-
tions ne´cessaires pour que l’algorithme retourne la solution du proble`me. La mesure
de couˆt est donne´e en termes de la taille des donne´es, note´e n, du proble`me en ques-
tion. En d’autres termes, la fonction de complexite´, note´e f(n), d’un algorithme fait
correspondre pour des donne´es de taille n le nombre d’ope´rations fondamentales qui
lui est ne´cessaire pour re´soudre une instance quelconque de cette taille. La complexite´
est ge´ne´ralement e´value´e dans le pire cas.
L’objectif lors de la de´termination de la complexite´ en temps d’un algorithme
n’est pas d’obtenir une quantite´ exacte, mais une borne asymptotique sur le nombre
d’ope´rations. En effet, e´valuer la complexite´ d’un algorithme consiste a` donner l’ordre
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de grandeur du nombre d’ope´rations qu’il effectue lorsque la taille du proble`me qu’il
re´sout augmente. Plusieurs notations asymptotiques sont utilise´es pour donner des
bornes sur l’ordre de grandeur et comparer les taux d’accroissement de diffe´rentes
fonctions de couˆt. Le symbole asymptotique “O” (lit ‘est grand oh de’) est la plus
populaire.
De´finition 1.1 (Notation O) Un algorithme a une complexite´ f(n) ∈ O(g(n)) s’il
existe deux constantes positives c et n0, tels que ∀n > n0, f(n) ≤ c · g(n).
On dit que la fonction f(n) est asymptotiquement majore´e (ou domine´e) par la
fonction g(n). La notation “O” est utilise´e pour exprimer une borne supe´rieure sur la
complexite´ des algorithmes.
La distinction entre algorithmes polynomiaux et algorithmes exponentiels est es-
sentielle pour qualifier la difficulte´ intrinse`que des proble`mes.
De´finition 1.2 (Algorithme polynomial) Un algorithme est dit en temps polyno-
mial si sa complexite´ est en O(p(n)), ou` p(n) est une fonction polynomiale par rapport
a` la taille des donne´es n.
Une fonction polynomiale de degre´ k = 1, 2, . . . peut eˆtre de´finie comme suit :
p(n) = ak · nk + ak−1 · nk−1 . . . a1 · n+ a0
ou` ak > 0. L’algorithme correspondant a une complexite´ O(n
k).
De´finition 1.3 (Algorithme exponentiel) Un algorithme est dit en temps expo-
nentiel si sa complexite´ est en O(cn), ou` c est une constante strictement supe´rieure a`
1.
Les algorithmes de complexite´ polynomiale sont re´alisables, tandis que les algo-
rithmes de complexite´ exponentielle sont ge´ne´ralement irre´alisables.
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1.1.2 Complexite´ des proble`mes
La complexite´ d’un proble`me est e´quivalente a` la complexite´ du meilleur algorithme
(en termes de rapidite´ d’exe´cution) connu pouvant re´soudre ce proble`me. On distingue
ainsi des proble`mes traitables (ou relativement faciles a` re´soudre) pour lesquels il existe
des algorithmes de complexite´ polynomiale les re´solvant et des proble`mes intraitables
(ou difficiles a` re´soudre) pour lesquels il n’existe aucun algorithme de complexite´
polynomiale1.
La the´orie de la complexite´ des proble`mes concerne les proble`mes de de´cision2.
Certaines e´tudes l’ont e´tendu aux proble`mes d’optimisation3 (citons par exemple,
(Cook, 1971, Garey et Johnson, 1979, Karp, 1972)). L’aspect important de la the´orie
de la complexite´ est de cate´goriser les proble`mes en des classes de complexite´ selon
leur complexite´ en temps. Il y a deux grandes classes de proble`mes de de´cision : la
classe P (Polynomial) et la classe NP (Non-de´terministe Polynomial).
• La classe P repre´sente tous les proble`mes de de´cision qui peuvent eˆtre re´solus
par une machine4 de´terministe en un temps polynomial. Un algorithme (de´ter-
ministe) est polynomial si sa complexite´ en cas pires est borne´e par une fonction
polynomiale par rapport a` la taille de l’instance du proble`me traite´. Ainsi, la
classe P correspond a` l’ensemble des proble`mes pour lesquels des algorithmes
polynomiaux existent pour les re´soudre.
• La classeNP contient tous les proble`mes de de´cision qui peuvent eˆtre re´solus par
une machine non de´terministe5 en un temps polynomial (i.e., on peut tester la
1Il faut distinguer entre les proble`mes intraitables pour des donne´es de grande taille en raison de
la croissance exponentielle de leur complexite´ en temps, des proble`mes insolubles algorithmiquement.
Ces derniers, dits inde´cidables, ne pourraient jamais avoir aucun algorithme pour les re´soudre, meˆme
avec des ressources de calcul illimite´es (Sudkamp, 2006). L’exemple le plus ce´le`bre de proble`mes
inde´cidables est le proble`me d’arreˆt ou “Halting problem” (Turing, 1937).
2Un proble`me de de´cision est un proble`me dont la re´ponse est “oui” ou “non”.
3Un proble`me d’optimisation, c’est-a`-dire dont la re´ponse est de type nume´rique, peut toujours
eˆtre re´duit a` un proble`me de de´cision.
4En the´orie de la complexite´, les machines de Turing et les Random Access Machines servent
d’e´talon a` la mesure des complexite´s en temps et en espace.
5Une machine non de´terministe, contrairement a` une machine de´terministe, a plusieurs transitions
possibles a` partir desquelles plusieurs continuations diffe´rentes sont possibles sans aucune spe´cifica-
tion de la transition qui sera prise.
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validite´ d’une solution propose´e (certificat) en un temps polynomial par rapport
a` la taille du proble`me).
La question de savoir si“P = NP”est centrale et ouverte en complexite´. Elle prend
de l’importance de`s 1971 avec l’article (Cook, 1971). La re´ponse a` cette question
revient a` savoir si trouver une solution est aussi efficace que de ve´rifier sa validite´.
Autrement dit, la re´ponse positive par “oui” revient a` monter que tous les proble`mes
de de´cision de la classe NP sont aussi dans la classe P . Bien e´videmment, la classe
NP englobe la classe P , c’est-a`-dire pour chaque proble`me de de´cision dans P il
existe un algorithme non de´terministe le re´solvant. Alors, P ⊆ NP . Cependant, la
conjecture NP ⊂ P reste une question ouverte, qui re´siste depuis plusieurs de´cennies.
Une autre question fondamentale en complexite´ consiste a` savoir si un proble`me
de NP est plus difficile que tous les autres. De tels proble`mes de´finissent la classe
NP-complet .
De´finition 1.4 (NP-complet) Un proble`me de de´cision Π est dit NP-complet s’il
appartient a` la classe NP, et tous les proble`mes de la classe NP peuvent eˆtre re´duits
a` Π en un temps polynomial.
Un proble`me de de´cision Π se re´duit a` un proble`me de de´cision Π′ s’il existe un
algorithme polynomial qui transforme toute entre´e u de Π en une entre´e u′ de Π′,
telle que u correspond a` une instance positive (dont la re´ponse est “oui”) de Π si et
seulement si u′ est une instance positive de Π′.
La classe NP-complet fait re´fe´rence aux proble`mes les plus difficiles de NP , pour
lesquels on ne trouve jamais d’algorithmes polynomiaux pour les re´soudre a` l’opti-
malite´ avec une machine de´terministe. Les proble`mes NP-complets sont e´quivalents
par transformation polynomiale, ce qui implique la proprie´te´ inte´ressante suivante :
si l’on trouvait un algorithme polynomial pour re´soudre un proble`me NP-complet
quelconque, on pourrait en de´duire des algorithmes polynomiaux pour tous les autres
proble`mes de cette classe, et on pourrait alors conclure que P = NP (Solnon, 2005).
De´finition 1.5 (NP-difficile) Les proble`mes NP-difficiles sont les proble`mes d’op-
timisation dont les proble`mes de de´cision associe´s sont NP-complets.
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En fait, la plupart de proble`mes d’optimisation re´els sont NP-difficiles et n’ad-
mettent pas des solutions algorithmiques efficaces valables pour re´soudre des instances
de grande taille (Talbi, 2009). La recherche de solutions exactes de ces proble`mes
requie`re des temps exponentiels. Les algorithmes me´taheuristiques constituent une
alternative importante pour la re´solution approche´e des proble`mes NP-difficiles.
1.2 Optimisation combinatoire
Dans cette section, nous donnons les notions de base en optimisation combinatoire,
puis nous pre´sentons une ge´ne´ralisation des diffe´rentes approches de re´solution des
proble`mes d’optimisation difficiles.
1.2.1 Proble`me d’optimisation combinatoire
De nombreux proble`mes d’optimisation pratiques et the´oriques, consistent dans
un ensemble de solutions admissibles, a` trouver une meilleure solution (ou un en-
semble de meilleures solutions). Une solution correspond a` une configuration faisable
de l’ensemble de variables du proble`me. L’ensemble de toutes les solutions possibles
correspond a` l’espace de recherche . L’optimalite´ de solutions est de´finie en terme
de minimisation (ou maximisation) d’une fonction (e´quation mathe´matique) quanti-
fiant le couˆt (ou la qualite´) d’une solution. Cette fonction est appele´e fonction de
couˆt , fonction objectif ou fitness. Les proble`mes d’optimisation se re´partissent
naturellement en deux grandes cate´gories : les proble`mes a` variables re´elles et les pro-
ble`mes a` variables discre`tes. Parmi les proble`mes d’optimisation discre`te, il y a une
sous-cate´gorie de proble`mes appele´e optimisation combinatoire . Les proble`mes
combinatoires sont caracte´rise´s par des espaces e´nume´rables de solutions possibles
(Papadimitriou et Steiglitz, 1982). La solution de ce type de proble`mes pourra eˆtre
aussi bien un nombre entier, une chaˆıne de bits, un vecteur d’entiers, une structure
de graphe, qu’une combinaison de ces repre´sentations dans des structures complexes.
De manie`re tre`s formelle, un proble`me d’optimisation combinatoire (mono-objectif)
peut eˆtre de´fini de la manie`re suivante (inspire´e de (Blum et Roli, 2003)) :
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De´finition 1.6 (Proble`me d’optimisation combinatoire) Un proble`me d’optimi-
sation combinatoire (S, f) est de´fini par :
• n variables de de´cision X = (x1, x2, . . . , xn) ∈ Zn ;
• le domaine de variation (bornes explicites) de chaque variable de de´cision : xi ∈
Di = [xi min, xi max] (i = 1, 2, . . . , n) ;
• contraintes a` satisfaire par les variables de de´cision ;
• une fonction objectif f a` minimiser6, ou` f : D1 × · · · ×Dn → R ;
L’espace de recherche (appele´ aussi l’espace des parame`tres, l’espace des configura-
tions ou l’environnement) correspond a` l’ensemble des valeurs qui peuvent eˆtre prises
par les variables de de´cision :
Ω = {s = ((x1, v1), . . . , (xn, vn)) | vi ∈ Di} .
L’ensemble de toutes les configurations re´alisables (appele´ aussi l’espace re´alisable
ou l’espace de de´cision ou l’espace des solutions) est :
S = {s ∈ Ω | s respecte toutes les contraintes} .
La re´solution du proble`me (S, f) consiste a` trouver une solution s∗ ∈ S tel que
f(s∗) soit minimal.
s∗ = arg min{f(s) | s ∈ S}
La fonction objectif f permet de de´finir une relation d’ordre total entre les solutions
de S. La meilleure solution possible s∗ est appele´ l’optimum7 global ou la solution
optimale du proble`me.
6Notons que la recherche des solutions qui minimisent la fonction objectif est e´quivalente a` la
recherche des solutions qui maximisent l’inverse de la fonction objectif : min{f(x)} = max{−f(x)}.
Pour cette raison, nous parlerons par la suite, sans perte de ge´ne´ralite´, que de proble`mes de minimi-
sation.
7On dit aussi minimum (maximum) si le proble`me est pose´ en terme de minimisation (maximi-
sation) d’une fonction objectif.
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De´finition 1.7 (Optimum global) Une solution s∗ ∈ S est globalement optimale
ssi ∀s ∈ S : f(s∗) ≤ f(s). On parle d’un optimum global strict si f(s∗) < f(s) ∀s ∈ S.
La solution qui est meilleure localement dans une re´gion restreinte de l’espace de
recherche est appele´e un optimum local ou une solution sous-optimale . La figure

















Figure 1.1 – Illustration de la diffe´rence entre un optimum global et un optima local.
s∗1 est un optimum local de la re´gion de solutions A ; s
∗
2 est un optimum local de la
re´gion de solutions B ; s∗3 est un optimum global.
En fait, la de´finition de la notion d’optima locaux ne´cessite que l’espace de solutions
S soit topologique, i.e., sur lequel on peut de´finir des relations de voisinage . Le
voisinage d’une solution englobe les solutions voisines qui peuvent eˆtre ge´ne´re´es en
proce´dant de petits changements sur cette solution. Plus formellement, la notion de
voisinage se de´finit de la manie`re suivante (en inspirant de (Blum et Roli, 2003)).
De´finition 1.8 (Structure de voisinage) Une structure (ou une relation) de voi-
sinage est une fonction N : S → 2|S| qui assigne a` chaque solution s ∈ S un ensemble
de voisins N (s) ⊆ S. N (s) est dit le voisinage de s.
Comme de´ja` mentionne´, le plus souvent, les structures de voisinage sont impli-
citement de´finies par la spe´cification des changements qui doivent eˆtre applique´s a`
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une solution s pour ge´ne´rer toutes ses voisines. L’application d’un tel ope´rateur pour
produire une solution voisine s′ ∈ N (s) d’une solution s est commune´ment appele´e
mouvement .
La notion d’optimum local (ou de solution sous-optimale) relativement a` un voisi-
nage peut eˆtre de´finie formellement de la manie`re suivante.
De´finition 1.9 (Optimum local) Une solution sˆ ∈ S est localement optimale rela-
tivement a` une relation de voisinage N ssi ∀s ∈ N (sˆ) ⊂ S : f(sˆ) ≤ f(s). On parle
d’un optimum local strict si f(sˆ) < f(s) ∀s ∈ N (sˆ).
Notons que tout optimum global est e´videment e´galement un optimum local rela-
tivement a` toute relation de voisinage.
On distingue ge´ne´ralement deux familles de proble`mes d’optimisation combina-
toire : les proble`mes de permutation dont les solutions peuvent eˆtre mode´lise´es
par des permutations, et les proble`mes binaires dont les solutions peuvent eˆtre
mode´lise´es a` l’aide des structures binaires. On peut citer comme exemple de ces deux
familles le proble`me du voyageur de commerce (Travelling Salesman Problem : TSP)8,
dans le premier cas, et, dans le second cas, le proble`me du sac a` dos binaire (Knapsack
Problem : KS)9. Les solutions du TSP peuvent eˆtre code´es par des permutations (cir-
culaires) de {1, 2, . . . n}, ou` n est le nombre de villes a` parcourir. Chaque e´le´ment dans
la permutation identifie une ville, tandis que l’ordre des e´le´ments de la permutation
donne directement l’ordre dans lequel les villes sont parcourues. Pour un proble`me du
TSP syme´trique, |S| = (n− 1)!/2 correspond au nombre de tous les trajets possibles.
Les solutions du KS peuvent eˆtre code´es sous la forme des chaˆınes de bits de longueur
de n, ou` n est le nombre d’objets. Le bit i dans la chaˆıne indique l’e´tat de l’objet
i ; 0 signifie que cet objet est se´lectionne´, 1 qu’il est e´carte´. La taille de l’espace de
recherche du KS est |S| = 2n.
8Le proble`me du voyageur de commerce est un proble`me caracte´ristique d’optimisation combina-
toire qui consiste a` trouver le trajet de longueur minimale passant par toutes les villes et revenant
au point de de´part (distance euclidienne).
9Le proble`me du sac a` dos binaire est un proble`me acade´mique d’optimisation combinatoire qui
consiste a` remplir un sac d’une capacite´ limite´e, par une partie d’un ensemble donne´ d’objets ayant
chacun un poids et une valeur (prix ou profit). L’objectif est de maximiser la valeur totale des objets
mis dans le sac, sans de´passer la capacite´.
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Une instance d’un proble`me d’optimisation est obtenue en donnent des valeurs
nume´riques a` tous les parame`tres. En d’autres termes, la notion de proble`me re´fe`re a`
une taˆche abstraite ge´ne´rale a` traiter, tandis que l’instance correspond a` une instan-
ciation concre`te possible de cette taˆche avec des donne´es entie`rement spe´cifie´es. Par
exemple, une instance du TSP est une liste de villes (une liste de points du plan).
Une instance du KS correspond a` un ensemble d’objets (poids et valeurs) avec une
capacite´ du sac a` dos.
1.2.2 Re´solution des proble`mes combinatoires difficiles
Les proble`mes d’optimisation combinatoire sont le plus souvent tre`s difficiles a` re´-
soudre de manie`re exacte en termes de temps de calcul. Pour de nombreux proble`mes
pratiques, la difficulte´ majeure est lie´e a` l’explosion combinatoire des solutions pos-
sibles a` explorer. En termes the´oriques, comme nous avons vu dans la section 1.1.2,
ces proble`mes sont NP-difficiles, pour lesquels on ne connaˆıt pas d’algorithmes exacts
en temps polynomial (Garey et Johnson, 1979). La ce´le`bre conjecture P 6= NP nous
indique qu’il est peu probable que de tels algorithmes existent. La complexite´ en taille
de l’espace de recherche peut aussi eˆtre due a` de tre`s grosses instances d’un proble`me
facile (appartenant a` la classe P). En outre, la difficulte´ de re´solution d’un proble`me
a` traiter pourrait aussi eˆtre lie´e a` une structure complexe de l’espace de recherche et
a` une e´valuation couˆteuse de la fonction objectif. Ces difficulte´s excluent l’e´nume´ra-
tion exhaustive comme me´thode de recherche de la solution. Pour cela, une grande
varie´te´ d’approches mathe´matiques et d’algorithmes ont e´te´ propose´s pour re´soudre
les proble`mes d’optimisation combinatoires difficiles efficacement.
La litte´rature classe les me´thodes d’optimisation en deux grandes familles : les
me´thodes exactes et les me´thodes approche´es. Les me´thodes exactes garantissent de
trouver des solutions optimales pour des instances de taille finie dans un temps li-
mite´, mais elles deviennent rapidement impraticables pour des instances de grande
taille. Elles se basent sur la programmation dynamique ou utilisent des techniques
d’e´nume´ration implicite comme les techniques de se´paration et e´valuation, aussi dites
me´thodes de Branch & Bound. Elles requie`rent un temps exponentiel dans le pire des
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cas. Les me´thodes approche´es constituent une alternative tre`s inte´ressante lorsqu’on
est confronte´ a` des proble`mes complexes de taille importante. Contrairement aux me´-
thodes exactes, les me´thodes approche´es permettent d’obtenir des solutions de “bonne
qualite´” (dites approche´es) en un temps de calcul raisonnable.
Les me´thodes approche´es sont classe´es dans la litte´rature selon deux grandes ca-
te´gories : les heuristiques et les me´taheuristiques. Les heuristiques sont des me´thodes
de´die´es a` un type de proble`me. Les me´taheuristiques10 sont des me´thodes approxi-
matives ge´ne´riques, pouvant eˆtre adapte´es et applique´es a` diffe´rents proble`mes d’op-
timisation. Il existe deux types de me´taheuristiques : les me´taheuristiques a` base de
solution unique, aussi appele´es les me´thodes de recherche locale, et les me´taheuris-
tiques a` base de population de solutions. Dans la suite de ce chapitre, nous donnons
une description simplifie´e des me´taheuristiques les plus importantes de chaque classe.
Pour une pre´sentation de´taille´e de ces me´taheuristiques (et d’autres encore), voir par
exemple (Blum et Roli, 2003, Boussa¨ıd et al., 2013, Gendreau et Potvin, 2010a, Talbi,
2009).
Deux concepts fondamentaux dans le de´veloppement des me´taheuristiques sont les
notions de diversification (ou exploration) et d’intensification (ou exploitation) (Blum
et Roli, 2003). La diversification consiste a` e´chantillonner convenablement les diffe´-
rentes re´gions de l’espace de solutions, alors que l’intensification consiste a` concentrer
la recherche dans une re´gion pre´cise afin de trouver un optimum local. Ainsi, les al-
gorithmes d’optimisation doivent assurer un bon e´quilibre entre l’intensification et la
diversification de la recherche.
1.3 Me´taheuristiques a` solution unique
Les me´taheuristiques a` base de solution unique manipulent une seule solution du-
rant le processus de recherche. Ces me´taheuristiques sont aussi appele´es les me´thodes
de recherche locale ou les me´thodes de trajectoire. L’ide´e ge´ne´rale d’une recherche lo-
cale consiste a` lancer un processus de recherche avec une seule solution initiale, puis a`
10Le terme me´taheuristique est de´rive´ de la composition de deux mots grecs. Le mot heuristique
est de´rive´ du mot grec ancien heuriskein qui signifie “de´couvrir”, tandis que le suffixe me´ta, qui vient
aussi d’un mot grec ancien, signifie “au-dela`” ou “a` un plus haut niveau”.
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ame´liorer sa qualite´ au cours d’ite´rations successives, en se de´plac¸ant dans un voisinage
pre´de´fini de la solution courante.
E´tant donne´e une relation de voisinage N , une me´thode de recherche locale simple
est de´finie de la manie`re suivante (voir l’algorithme 1.1). Dans un premier temps,
une solution initiale est ge´ne´re´e soit de manie`re ale´atoire ou en utilisant une heuris-
tique gloutonne ; voir fonction GenererSolutionInitiale(). Puis, a` chaque ite´ra-
tion de l’algorithme, une solution s′ ∈ N (s) meilleure que s est choisie ; voir fonction
SelectionnerVoisinAmeliore(N (s)). Cette nouvelle solution ame´liore´e remplace
la solution courante et on commence une nouvelle ite´ration. La recherche continue
jusqu’a` ce qu’aucune ame´lioration ne soit plus possible. Ce proce´de´ correspond a` la
me´thode de recherche locale la plus simple, appele´e dans la litte´rature la me´thode de
descente. Elle est e´galement appele´e hill climbing dans le contexte de proble`mes pose´s
en terme de maximisation.
Algorithme 1.1 : Algorithme de recherche locale
1 s← GenererSolutionInitiale()
2 tant que Un optimum local relativement a` N n’est pas atteint faire
3 s← SelectionnerVoisinAmeliore(N (s))
4 fin
5 retourner s
Dans la litte´rature, il y a principalement deux fac¸ons d’imple´menter la fonction
SelectionnerVoisinAmeliore(N (s)). La premie`re fac¸on, appele´e par la suite “best-
improvement”, consiste a` choisir le meilleur voisin :
s′ = arg min{f(s′′) | s′′ ∈ N (s)}
Ce qui ne´cessite la ge´ne´ration et l’e´valuation de fitness de tous les voisins possibles.
La seconde fac¸on, appele´e par la suite “first-improvement”, consiste a` ge´ne´rer les
voisins, un par un, et a` retourner le premier voisin qui ame´liore la qualite´ de la
solution. Cette politique de recherche est utilise´e lorsque la taille de voisinage est tre`s
importante et/ou l’e´valuation de tous les voisins est tre`s couˆteuse en termes de temps
de calcul.
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En ge´ne´ral, la performance d’une me´thode de recherche locale de´pend fortement
de la structure de voisinage N utilise´e. En fait, un algorithme de recherche locale
partitionne l’espace de recherche en plusieurs bassins d’attractions d’optima locaux
relativement au voisinage utilise´. Un bassin d’attraction B(ŝ) d’un optimum local
ŝ ∈ S est un sous-ensemble de l’espace de recherche, i.e., B(ŝ) ⊂ S, tel que ∀s ∈
B(ŝ), f(s) ≥ f(ŝ). Lorsqu’on lance une me´thode de recherche locale a` partir d’une
solution s ∈ B(ŝ), cette me´thode retournera ŝ a` la fin de recherche (si cette me´thode
n’est pas e´quipe´e d’un me´canisme d’e´chappement d’optima locaux).
Un autre concept fondamental utilise´ dans l’e´tude et l’analyse du comportement
des me´thodes de recherche locale est la notion de paysage de fitness (ou, en anglais,
fitness landscape) (Watson, 2010). Cette notion re´fe`re a` la structure topologique sur
laquelle la recherche est exe´cute´e. Etant donne´ une structure de paysage spe´cifique,
de´finie a` partir d’un espace de recherche, d’une fonction objectif, et d’un ope´rateur de
voisinage, une me´thode de recherche locale peut eˆtre vue comme une strate´gie pour
parcourir cette structure afin de trouver des solutions optimales ou sous-optimales.
Dans ce qui suit, nous pre´sentons les me´taheuristiques de recherche locale les plus
importantes : le recuit simule´, la recherche locale ite´re´e, la recherche a` voisinage va-
riable, la recherche tabou, et la me´thode GRASP. Chacune de ces me´taheuristiques
posse`de son propre me´canisme pour e´chapper aux optima locaux (i.e., un me´canisme
permettant de diversifier l’exploration de l’espace de recherche et d’augmenter la
chance de rencontrer un optimum global).
1.3.1 Recuit simule´
Le recuit simule´ (Simulated Annealing : SA) (Nikolaev et Jacobson, 2010) est une
me´taheuristique classique de recherche locale. Il trouve ses origines dans le formalisme
de me´canique statistique (le crite`re d’acceptation de Metropolis (Metropolis et al.,
1953)). Il a e´te´ pre´sente´ comme une me´thode pour la re´solution des proble`mes d’op-
timisation combinatoires pour la premie`re fois dans (Cˇerny`, 1985, Kirkpatrick et al.,
1983). Le principe de base de SA est inspire´ du processus de recuit physique utilise´ en
me´tallurgie pour ame´liorer la qualite´ d’un solide. Lors du passage d’un me´tal de l’e´tat
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liquide a` l’e´tat solide, le me´tal perd de l’e´nergie et prend finalement une structure cris-
talline. La perfection ou l’optimalite´ de cette structure cristalline de´pond de la vitesse
de refroidissement. Une diminution progressive de la tempe´rature permet d’obtenir
un minimum absolu d’e´nergie et donc un cristal bien structure´. En optimisation, la
fonction objectif du proble`me traite´ est assimile´e a` l’e´nergie du mate´riau.
SA -est la premie`re me´taheuristique qui- applique une strate´gie explicite afin d’e´vi-
ter les optima locaux. Il s’agit d’une strate´gie stochastique permettant le parcours d’un
voisinage de qualite´ infe´rieure lorsqu’un optimum local est atteint. L’ide´e est d’effec-
tuer un mouvement (i.e., de´placement dans le voisinage de la solution courante) selon
une distribution de probabilite´ qui de´pend de la qualite´ des diffe´rents voisins : les
meilleurs voisins ont des probabilite´s plus e´leve´es, tandis que les moins bons ont des
probabilite´ plus faibles. L’algorithme de SA utilise un parame`tre, appele´ la tempe´ra-
ture (par analogie avec l’inspiration naturelle), qui joue un roˆle important. A haute
tempe´rature, toutes les solutions voisines ont a` peu pre`s la meˆme probabilite´ d’eˆtre
accepte´es. A basse tempe´rature, les mouvements qui de´te´riorent la solution ont des
faibles probabilite´s d’eˆtre applique´s. Alors que pour une tempe´rature nulle, aucune
de´gradation de la qualite´ de solution n’est accepte´e. Ainsi, la tempe´rature est e´leve´e
au de´but de la recherche, puis diminue progressivement pour tendre vers 0 a` la fin.
De cette fac¸on, la probabilite´ de de´gradation de la solution diminue avec le temps.
Le pseudo-code de SA est donne´ dans l’algorithme 1.2. L’algorithme commence
par ge´ne´rer une solution de de´part et par initialiser la tempe´rature (lignes 1 a` 3).
A chaque ite´ration k de la boucle (lignes 4 a` 13), une solution s′ est ge´ne´re´e dans le
voisinage N (s) de la solution courante s (ligne 5) soit de fac¸on ale´atoire ou en utilisant
une re`gle pre´de´finie. Si s′ est de meilleure qualite´ que s, alors s′ devient la nouvelle
solution courante (ligne 7). Sinon, si s′ est moins bonne que s, s′ sera accepte´e avec
une probabilite´ qui de´pend de la tempe´rature courante Tk, et de la diffe´rence entre les
valeurs de fitness de s et s′ (f(s′)− f(s) ; c’est le degre´ de de´gradation de la solution)
(ligne 9). Cette probabilite´ est usuellement calcule´e conforme´ment a` une distribution
de Boltzmann exp(−f(s′)−f(s)
Tk
). La tempe´rature diminue apre`s chaque ite´ration de
l’algorithme (ligne 11). Elle est controˆle´e au cours de la recherche par une fonction
de´croissante qui de´finit un sche´ma de refroidissement.
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Algorithme 1.2 : Algorithme de recuit simule´
1 s← GenererSolutionInitiale()
2 k ← 0
3 Tk ← TemperatureInitiale()
4 tant que La condition d’arreˆt n’est pas ve´rifie´e faire
5 s′ ← GenererSolutionVoisine(N (s))
6 si (f(s′) < f(s)) alors
7 s← s′
8 sinon







11 Tk+1 ← Refroidissement(Tk, k)
12 k ← k + 1
13 fin
14 retourner s
Le processus de recherche de l’algorithme de SA (i.e., la se´quence des solutions
ge´ne´re´es) peut eˆtre mode´lise´ par une chaˆıne de Markov (non homoge`nes) (Romeo et
Sangiovanni-Vincentelli, 1991). Cela est duˆ au fait que la solution suivante est choisie
en fonction uniquement de la solution courante. Ce qui signifie que l’algorithme de
SA de base est de´pourvu de me´moire.
1.3.2 Recherche locale ite´re´e
La recherche locale ite´re´e (Iterated Local Search : ILS) (Lourenc¸o et al., 2010) est
une me´taheuristique de recherche locale. Le principe de cette algorithme ite´ratif est
simple : au lieu d’appliquer de fac¸on re´pe´titive une proce´dure de recherche locale a`
des solutions ge´ne´re´es inde´pendamment les unes des autres, ILS ge´ne`re les solutions
de de´part pour une proce´dure de recherche locale en perturbant ale´atoirement les so-
lutions sous-optimales trouve´es pre´ce´demment. Cela veut dire que cet algorithme est
plus performant qu’une recherche locale multi-de´parts utilisant la meˆme heuristique
ou proce´dure de recherche locale. L’e´tape de perturbation joue un roˆle important,
car elle permet d’explorer diffe´rentes re´gions de l’espace de solutions. Elle consiste a`
fournir une nouvelle solution initiale pour la recherche locale, afin de s’e´chapper des
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bassins d’attraction d’optima locaux. Le me´canisme de perturbation doit respecter les
exigences suivantes. La solution perturbe´e doit eˆtre situe´e dans un bassin d’attrac-
tion diffe´rent de celui de l’optimum local actuel. En d’autres termes, le me´canisme
de perturbation doit assurer que la proce´dure de recherche locale utilise´e ne revient
pas a` l’optimum local actuel a` partir de la solution perturbe´e. Cependant, dans le
meˆme temps, la solution perturbe´e doit eˆtre plus proche de la solution sous-optimale
pre´ce´dente que d’une solution ge´ne´re´e de manie`re ale´atoire. Ceci est pour e´viter une
recherche locale multi-de´parts a` partir de solutions initiales ge´ne´re´es ale´atoirement.
Algorithme 1.3 : Algorithme de recherche locale ite´re´e
1 s← GenererSolutionInitiale()
2 s← RechercheLocale(s)
3 tant que La condition d’arreˆt n’est pas satisfaite faire
4 s′ ← Perturbation(s, histoire)
5 s′ ← RechercheLocale(s′)
6 s← CritereAcceptation(s, s′, histoire)
7 fin
8 retourner s
Le pseudo-code de la recherche ILS est de´crit par l’algorithme 1.3. L’algorithme
commence par cre´er une solution initiale s ; voir fonction GenererSolutionIni-
tiale(). Cette solution est ensuite ame´liore´e via la proce´dure de recherche locale
utilise´e ; voir fonction RechercheLocale(s). Apre`s cette initialisation, l’optimisation
se fait par ite´ration de trois e´tapes. La premie`re e´tape consiste a` appliquer une proce´-
dure de perturbation sur l’optimum local actuel s pour obtenir une solution perturbe´e
s′ ; voir fonction Perturbation(s, histoire). Le parame`tre histoire re´fe`re a` l’influence
possible de l’historique de recherche dans le processus. Comme de´ja` mentionne´ plus
haut, le me´canisme de perturbation doit empeˆcher les cycles dans la recherche, c’est-
a`-dire, le retour a` des optima locaux de´ja` visite´s. De plus, le degre´ de perturbation
(i.e., la quantite´ de changement) doit eˆtre bien choisi. Ceci est duˆ au fait que, d’une
part, une faible perturbation pourrait ne pas permettre a` l’algorithme de s’e´chapper
du bassin d’attraction actuel, et d’autre part, une forte perturbation pourrait rendre
l’algorithme semblable a` une recherche locale multi-de´parts a` partir des solutions ale´a-
toires. La deuxie`me e´tape consiste a` appliquer la proce´dure de recherche locale sur la
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solution perturbe´e pour obtenir un nouvel optimum local, stocke´ dans s′. La dernie`re
e´tape consiste a` choisir entre l’optimum local courant s et le nouvel optimum trouve´
s′ ; voir fonction Acceptation(s, s′, histoire). Plus usuellement, l’algorithme ILS choi-
sit la meilleure solution entre s et s′. Ne´anmoins, d’autres crite`res d’acceptation qui
exploitent l’historique de recherche peuvent eˆtre utilise´s.
1.3.3 Recherche a` voisinage variable
La recherche a` voisinage variable (Variable Neighborhood Search : VNS) (Hansen
et al., 2010) est une me´taheuristique propose´e par Mladenovic´ et Hansen en 1995 dans
(Mladenovic, 1995, Mladenovic´ et Hansen, 1997). VNS est fonde´ sur l’ide´e de change-
ment syste´matique de structure de voisinage. Le changement de voisinage intervient
dans deux phases, dans une phase de recherche locale -qui choisit le meilleur voisin
ame´liorant la solution courante (best improvement)- pour trouver des optima locaux,
et dans une phase de perturbation pour s’e´chapper des valle´es qui les contiennent.
Le pseudo-code de l’algorithme de VNS de base est de´crit dans l’algorithme 1.4.
L’algorithme travaille sur un ensemble pre´fini de structures de voisinage, souvent
range´es par ordre croissant de leur cardinalite´ : |N1| < |N2| < · · · < |Nkmax|. On
de´signe par k l’indice du voisinage courant Nk. L’algorithme part par une solution
initiale s en ligne 1. Le voisinage est initialise´ a` N1 en ligne 3. Chaque ite´ration de
la boucle interne (des lignes 4 a` 13) consiste en l’application d’une perturbation a`
s dans le kie`me voisinage (ligne 5), suivie d’une proce´dure de recherche locale (best-
improvement) applique´e a` la solution perturbe´e s′ (ligne 6). La recherche locale peut
utiliser n’importe quelle structure de voisinage et n’est pas limite´e a` l’ensemble de
voisinages Nk (k = 1, 2, . . . kmax). Si la nouvelle solution obtenue s′′ est de meilleure
qualite´ que s, s′′ remplace s (ligne 8) et le voisinage est re´initialise´ a` N1 (ligne 9).
Sinon, l’algorithme conside`re le voisinage suivant Nk+1 (ligne 11).
Le processus de changement de structure de voisinage en cas d’absence d’ame´lio-
ration correspond a` un me´canisme de diversification de la recherche. Comme de´crit
dans (Blum et Roli, 2003), l’efficacite´ de cette strate´gie de changement syste´matique
de voisinage peut s’expliquer par le fait qu’une “mauvaise” place sur le paysage de
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Algorithme 1.4 : Algorithme de recherche a` voisinage variable
Soit Nk (k = 1, 2, . . . , kmax) un ensemble pre´fini de structures de voisinage
1 s← GenererSolutionInitiale()
2 tant que La condition d’arreˆt n’est pas ve´rifie´e faire
3 k ← 1
4 tant que (k < kmax) faire
5 s′ ← SelectionAleatoire(s,Nk)
6 s′′ ← RechercheLocale(s′)
7 si (f(s′′) < f(s)) alors
8 s← s′′
9 k ← 1
10 sinon





recherche donne´ par un voisinage pourrait une “bonne”’ place sur le paysage de re-
cherche donne´ par un autre voisinage. En d’autres termes, des voisinages diffe´rents
ne donneront pas force´ment les meˆmes paysages de recherche, et en conse´quence une
strate´gie de recherche locale se comporte diffe´remment sur chacun d’eux. Ainsi, le
choix des structures de voisinage est un point critique de l’algorithme de VNS. Les
structures de voisinage doivent exploiter les diffe´rentes proprie´te´s et caracte´ristiques
de l’espace de recherche, c’est-a`-dire, elles doivent fournir des abstractions diffe´rentes
de l’espace de recherche.
1.3.4 Recherche tabou
La me´thode de recherche tabou (Tabu Search : TS) fait partie des algorithmes
me´taheuristiques les plus utilise´s en optimisation combinatoire. Le premier article dans
la litte´rature introduisant l’ide´e de base de TS a e´te´ publie´ en 1986 (Glover, 1986).
Une pre´sentation de´taille´e de cette me´thode et de ses concepts fondamentaux peut eˆtre
trouve´e, par exemple, dans (Gendreau et Potvin, 2010b, Glover et Laguna, 1997, 2013).
L’algorithme de TS exploite explicitement l’historique de la recherche, a` la fois pour
e´viter les optima locaux, et pour mettre en œuvre une strate´gie d’exploration de
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l’espace de recherche. Comme l’algorithme de recuit simule´, TS accepte des solutions
de qualite´ infe´rieure lorsqu’un optimum local est obtenu. Dans ce qui suit, nous nous
inspirons surtout de (Blum et Roli, 2003) pour de´crire cette me´thode.
L’algorithme de TS simple applique une recherche locale de type best-improvement
pour ame´liorer la solution courante, et utilise une me´moire -a` court-terme- pour
s’e´chapper des optima locaux et empeˆcher les cycles dans la recherche. Cette me´-
moire est mise en œuvre par une liste appele´e liste tabou qui conserve les solu-
tions les plus re´cemment visite´es et interdit le retour a` ces dernie`res. Les voisines
de la solution courante sont donc limite´es aux solutions qui n’appartiennent pas a`
la liste tabou, c’est-a`-dire, les solutions qui n’ont pas encore e´te´ visite´es. Dans ce
qui suit, on utilise l’expression ensemble autorise´ pour se re´fe´rer a` l’ensemble de so-
lutions non visite´es. Plus formellement, le fonctionnement canonique de la me´thode
de TS est de´crit par l’algorithme 1.5. L’algorithme commence par ge´ne´rer une so-
lution de de´part s, initialiser la meilleure solution obtenue sopt par s, et inse´rer s
dans la liste tabou ListeTabou (lignes 1-3). A` chaque ite´ration de l’algorithme, la
meilleure solution voisine dans l’ensemble autorise´ (N (s) \ ListeTabou) est choisie,
meˆme si elle est moins bonne, comme la nouvelle solution courante s (voir fonction
MeilleurVoisin(N (s) \ ListeTabou)). Ensuite, cette solution est ajoute´e a` la liste
tabou (voir fonction MettreAJour(ListeTabou, s)). Si la lite tabou est pleine, elle
remplace un de ses e´le´ments (ge´ne´ralement dans l’ordre FIFO, c’est-a`-dire, la liste
tabou est imple´mente´e en utilisant une file).
Algorithme 1.5 : Algorithme de recherche tabou
1 s← GenererSolutionInitiale()
2 sopt ← s
3 ListeTabou← {s}
4 tant que La condition d’arreˆt n’est pas satisfaite faire
5 s← MeilleurVoisin(N (s) \ ListeTabou)
6 MettreAJour(ListeTabou, s)
7 si (f(s) < f(sopt)) alors
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Comme de´ja` mentionne´ plus haut, l’utilisation d’une liste tabou interdit les de´pla-
cements vers des solutions re´cemment visite´es ; donc elle empeˆche les cycles et force
l’algorithme a` accepter les de´placements non ame´liorants. La taille de la liste tabou
(ou, en anglais, the tabu tenure) peut influencer fortement la recherche : d’un part,
une taille trop petite forcera l’algorithme a` explorer des re´gions plus vastes de l’espace
de recherche ; d’autre part, une taille trop grande peut amener l’algorithme a` exploi-
ter une re´gion locale, puisqu’elle interdit les de´placements vers un tre`s grand nombre
de solutions. La taille de la liste tabou peut e´voluer au cours du temps de manie`re
dynamique (Battiti et Tecchiolli, 1994). Cette strate´gie diminue la taille de la liste
tabu lorsque des cycles ont e´te´ de´tecte´s (pour apporter plus de diversification), et la
augmente en cas d’absence d’ame´lioration (pour favoriser l’intensification).
Pour une imple´mentation plus pratique et efficace, les attributs des solutions visi-
te´es sont conserve´s au lieu des solutions comple`tes. Les attributs sont ge´ne´ralement des
composants de solution, des mouvements, des diffe´rences entre solutions, etc. Puisque
plus d’un attribut peut eˆtre conside´re´, une liste tabou est introduite pour chacun
d’eux. L’ensemble autorise´ est donc ge´ne´re´ selon les conditions tabou de´finies par
l’ensemble des attributs et les listes tabou correspondantes. Cette strate´gie est plus
efficace, mais entraine une perte d’information, car interdire un attribut implique pro-
bablement l’exclusion de plusieurs solutions. Ainsi, il est possible que des solutions
non visite´es de bonne qualite´ soient exclues de l’ensemble autorise´. Pour s’affranchir
de ce proble`me, des crite`res dits d’aspiration sont de´finis pour autoriser l’acceptation
d’une solution meˆme si elle est interdite par les conditions tabou. Le crite`re d’aspi-
ration le plus commune´ment utilise´ accepte les solutions qui sont meilleures que la
solution optimale courante.
1.3.5 Me´thode GRASP
La me´thode GRASP (Greedy Randomized Adaptive Search Procedure : GRASP)
(Resende et Ribeiro, 2010) est une technique de recherche locale conceptuellement
simple, mais souvent efficace. Elle a e´te´ propose´e dans (Feo et Resende, 1989, 1995).
Cette me´taheuristique ite´rative ou a` de´parts multiples combine des heuristiques de
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construction avec une e´tape de recherche locale. Chaque ite´ration consiste en la
construction d’une solution suivie d’une recherche locale applique´e a` cette solution.
La meilleure solution obtenue est retourne´e a` la fin du processus de recherche. Un
sche´ma ge´ne´ral de la me´thode GRASP est pre´sente´ dans l’algorithme 1.6.
Algorithme 1.6 : Algorithme GRASP
1 tant que La condition d’arreˆt n’est pas satisfaite faire
2 s← ConstructionGloutonneAleatoire()
3 s← RechercheLocale(s)
4 si (f(s) < f(sopt)) alors




La proce´dure principale de l’algorithme GRASP est la construction probabiliste
de solutions. C’est une construction ite´rative, i.e., en partant d’une solution vide,
et en ajoutant des composants de solution jusqu’a` obtenir une solution comple`te.
Cette construction qui n’utilise pas de me´moire11 s’appuie sur une strate´gie gloutonne
ale´atoire. A chaque e´tape de construction, les composants de solution a` ajouter a` la
solution en cours de construction (i.e., une solution partielle) sont choisis a` partir
d’une liste appele´e la liste de candidats restreints (de l’anglais Restricted Candidate
List : RCL). Cette liste contient a` chaque e´tape de construction un sous-ensemble
de composants de solution qui peuvent eˆtre utilise´s pour e´tendre la solution partielle.
Les e´le´ments de la liste RCL sont se´lectionne´s en fonction d’un crite`re heuristique
qui estime localement la qualite´ des composants de solution. Apre`s la de´termination
de la liste RCL, un composant de solution est choisi uniforme´ment au hasard. Un
parame`tre important de l’algorithme GRASP est la taille de la liste RCL, note´e α. Si
α = 1, la construction de solutions est de´terministe et les solutions construites sont
gloutonnes. Dans l’autre cas extreˆme, -c’est-a`-dire, si la liste RCL contient toujours
tous les composants de solution qui peuvent eˆtre ajoute´s aux solutions partielles,- une
11En revanche, les algorithmes de colonies de fourmis (Ant Colony optimization : ACO), voir la
section 1.4.3, construisent e´galement des solutions de fac¸on incre´mentale, mais ils me´morisent et
utilisent l’historique de la recherche.
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solution ale´atoire est ge´ne´re´e sans aucune influence de la re`gle heuristique. De ce fait,
α est un parame`tre critique qui ne´cessite un re´glage fin.
La seconde phase de la me´thode GRASP consiste en l’application d’une proce´dure
de recherche locale sur la solutions construite. Ceci peut eˆtre une recherche locale de
base comme la descente, ou plus avance´e comme un algorithme de recuit simule´ ou
une recherche tabou. D’apre`s (Blum et Roli, 2003), l’algorithme GRASP peut eˆtre
plus efficace si deux conditions sont satisfaites : (1) la strate´gie de construction de
solutions e´chantillonne des re´gions prometteuses de l’espace de recherche, et (2) les
solutions construites sont de bons points de de´part pour la recherche locale utilise´e,
i.e., les solutions construites sont situe´es dans des bassins d’attraction d’optima locaux
de qualite´ e´leve´e.
1.4 Me´taheuristiques a` population de solutions
Les me´taheuristiques a` base de population travaillent sur un ensemble (dit popula-
tion) de solutions (on dit aussi individus). Comme elles manipulent une population de
solutions, elles fournissent une capacite´ naturelle et intrinse`que pour l’exploration de
l’espace de recherche. Leurs performances de´pondent fortement de la fac¸on dont la po-
pulation est manipule´e. Elles sont divise´es principalement en deux grandes cate´gories :
les algorithmes e´volutionnaires et les algorithmes d’intelligence en essaim.
Les algorithmes e´volutionnaires (Evolutionary algorithms : EAs) Ces al-
gorithmes sont inspire´s de la the´orie darwinienne e´volutionniste (Ne´odarwinisme ou
the´orie synthe´tique de l’e´volution), i.e., la capacite´ d’une population biologique a`
s’adapter a` son environnement complexe et ge´ne´ralement dynamique. Divers EAs ont
e´te´ propose´s dans la litte´rature. Cette grande cate´gorie comprend principalement la
programmation e´volutionnaire (Evolutionary Programming : EP) (Fogel et al., 1966),
les strate´gies d’e´volution (Evolutionary Strategies : ES) (Rechenberg, 1973) et les al-
gorithmes ge´ne´tiques (Genetic Algorithms : GAs) (Goldberg, 1989, Holland, 1975).
La EP a e´te´ originalement propose´e pour faire e´voluer des repre´sentations discre`tes
d’automates a` e´tat fini. Les ES ont e´te´ de´veloppe´es pour la re´solution des proble`mes
27
1.4. Me´taheuristiques a` population de solutions
d’optimisation en variables continues. Les GAs, qui seront de´taille´s dans la section
1.4.1, ont e´te´ applique´s principalement pour la re´solution de proble`mes d’optimisa-
tion combinatoires. D’autres techniques e´volutionnaires ont e´te´ de´veloppe´s, comme la
programmation ge´ne´tique (Genetic programming : GP) (Koza, 1992) et la recherche
disperse´e (Scatter Search : SS) (Glover et al., 2000). Malgre´ la diversite´ des EAs, ils
sont tous fonde´s sur les principes de l’e´volution naturelle des eˆtres vivants, via les pro-
cessus de se´lection, recombinaison et mutation pour ge´ne´rer de nouveaux individus de
bonne qualite´.
Les algorithmes d’intelligence en essaim Ce type d’algorithmes s’inspire des
comportements collectifs observe´s chez les insectes sociaux et certains animaux, qui
e´mergent des comportements simples des individus. Les algorithmes d’intelligence en
essaim mettent en jeu une population d’agents simples (petites entite´s homoge`nes
capables de faire certaines ope´rations simples) en interaction locale l’un avec l’autre
et avec leur environnement. Ces entite´s avec leurs capacite´s individuelles tre`s limi-
te´es peuvent accomplir, conjointement, des taˆches complexes ne´cessaires a` leur survie.
Bien qu’il n’existe aucune entite´ de controˆle centralise´e qui distribue le travail entre
les agents du syste`me et surveille le processus de recherche, les interactions locales
entre les agents conduisent souvent a` l’e´mergence d’un comportement global organise´
et adapte´. Plusieurs me´taheuristiques base´es sur l’intelligence en essaim existent. Les
deux principaux types sont l’optimisation par colonies de fourmis et l’optimisation
par essaims de particules, qui seront de´taille´es dans les sections 1.4.2 et 1.4.3, respec-
tivement. D’autres algorithmes ont e´te´ de´veloppe´s, comme l’algorithme de colonies
d’abeilles, l’algorithme inspire´ du syste`me immunitaire et l’algorithme de l’optimisa-
tion par coucou. Pour une pre´sentation des diffe´rentes me´taheuristiques relavant de
l’intelligence en essaim, nous re´fe´rons le lecteur inte´resse´ a` (Blum et Li, 2008, Boussa¨ıd
et al., 2013, Engelbrecht, 2006).
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1.4.1 Algorithmes ge´ne´tiques (GAs)
1.4.1.1 Description
Les GAs sont les repre´sentants les plus connus des me´thodes e´volutionnaires. Ils
ont e´te´ popularise´s par John Holland et ses colle`gues de l’universite´ du Michigan
(Goldberg, 1989, Holland, 1975) comme des me´thodes fonde´es sur une analogie entre
la re´solution d’un proble`me d’optimisation et l’e´volution d’une population biologique.
Les individus d’une population biologique n’ont pas e´te´ “programme´s” pour re´soudre
un proble`me spe´cifique, mais ils changent continuˆment en s’adaptant a` leur environne-
ment. La the´orie de ne´odarwinisme a montre´ que cette caracte´ristique (d’adaptation a`
l’environnement ou d’e´volution naturelle) des eˆtres vivants re´sulte de la combinaison
d’une ge´ne´ration de diversite´ et du me´canisme de se´lection naturelle. La diversite´ (i.e.,
variation ou diffe´rence entre individus) provient des mutations du caracte`re ge´ne´tique
et du me´canisme de la reproduction sexue´e. Le me´canisme de se´lection naturelle avan-
tage les individus qui sont “le plus adapte´s” dans le me´canisme de reproduction. Les
GAs ont e´te´ construits sur la base de ce mode`le biologique.
Maintenant, nous expliquons le sche´ma ge´ne´ral de fonctionnement d’un GA. Apre`s
cre´ation d’une population initiale d’individus codant des solutions possibles pour le
proble`me traite´, un GA fait ensuite e´voluer les individus par ope´rateurs d’e´volution
et se´lection selon une fonction d’adaptation (fitness), jusqu’a` produire une po-
pulation d’individus codant de bonnes solutions. Le pseudo-code d’un GA est illustre´
dans l’algorithme 1.7. La population initiale constitue le point de de´part de l’algo-
rithme (ligne 1). Elle est usuellement ge´ne´re´e ale´atoirement, bien que des connais-
sances du domaine du proble`me traite´ puissent mener au de´veloppement de GAs
efficaces (par exemple, en injectant des solutions gloutonnes dans la population ini-
tiale). Apre`s ge´ne´ration de la population initiale, les valeurs d’adaptation de tous les
individus sont e´value´es (ligne 2). L’e´tape d’e´valuation consiste a` calculer la valeur
d’adaptation de chaque individu de la population en fonction de son chromosome12.
Le cycle de reproduction (boucle des lignes 3 a` 9) est lie´ a` la ge´ne´ration d’une nou-
12Pour les proble`mes mono-objectifs, les valeurs d’adaptation sont le plus souvent donne´es par la
fonction objectif du proble`me traite´.
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velle population. Cette phase comprend la se´lection des parents ge´niteurs (ligne 4),
leur combinaison (ligne 5), la mutation des enfants obtenus (ligne 6) et, ensuite, l’e´va-
luation de ces derniers (ligne 7). L’ope´rateur de se´lection et les ope´rateurs d’e´volution
(croisement et mutation) sont typiques dans les GAs. La nouvelle population
ge´ne´re´e (enfants) dans ce cycle de reproduction est utilise´e en combinaison avec la po-
pulation courante (P ) pour de´terminer la population de la ge´ne´ration suivante (ligne
8). L’algorithme retourne a` la fin de recherche la meilleure solution trouve´e.
Algorithme 1.7 : Pseudo-code d’un algorithme ge´ne´tique
1 P ← GenererPopulationInitiale(N)
2 Evaluation(P)
3 tant que La condition d’arreˆt n’est pas ve´rifie´e faire
4 parents← SelectionParents(P)
5 enfants← Croisement(parents, P c)




10 retourner la meilleure solution trouve´e
Dans les paragraphes suivants, nous reviendrons plus en de´tail sur les e´le´ments
essentiels d’un GA ainsi que ses principaux parame`tres de re´glage.
1.4.1.2 Codage de la solution
La repre´sentation des solutions (ou le codage) est la premie`re e´tape dans la re´so-
lution d’un proble`me d’optimisation en utilisant les GAs. Chaque solution possible au
proble`me traite´ doit eˆtre code´e (de manie`re univoque, si c’est possible) en une chaˆıne
de longueur finie, appele´e chromosome , ge´notype ou individu. Le chromosome
pourra eˆtre aussi bien une liste d’entiers, un vecteur de nombres re´els ou une chaˆıne
de bits, qu’une combinaison de ces repre´sentations dans des structures complexes. Le
choix du type de codage a` utiliser de´pend des caracte´ristiques du proble`me traite´.
Les e´le´ments du chromosome (i.e., les variables de de´cision du proble`me traite´) sont
appele´s les ge`nes. Les valeurs possibles des ge`nes sont appele´es les alle`les.
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Pour les proble`mes d’optimisation en variables discre`tes, on distingue deux types
principaux de repre´sentation :
• la repre´sentation binaire : pour de nombreux proble`mes d’optimisation com-
binatoires la solution peut eˆtre repre´sente´e par une chaˆıne de bits, ou` chaque
ge`ne prend seulement les valeurs 0 ou 1. Par exemple, les solutions du proble`me
du sac a` dos binaire peuvent eˆtre mode´lise´es par une chaˆıne de bits. Chaque
bit dans la chaˆıne indique l’e´tat d’un objet particulier de l’ensemble d’objets. 1
signifie que cet objet est se´lectionne´, 0 qu’il est e´carte´. La figure 1.2 illustre une
solution possible de ce proble`me avec un ensemble de 10 objets. Cette solution
prend les objets 1, 4, 6, 7 et 9 et e´carte les objets 2, 3, 5, 8, 10.
1 0 0 1 0 1 1 0 1 0
Figure 1.2 – Codage binaire.
• la repre´sentation par permutation : ici, les ge`nes sont des nombres ou des
lettres, mais la valeur de chaque ge`ne dans le chromosome doit eˆtre unique.
L’ordre dans la se´quence de ge`nes est signicatif. Ce type de codage est beau-
coup plus efficace pour certain type de proble`mes discrets, comme les proble`mes
d’ordonnancement (ou scheduling problems), le proble`me du voyageur de com-
merce (ou Travelling Salesman Problem : TSP) et le proble`me de tourne´es de
ve´hicules (ou Vehicle Routing Problem : VRP). La figure 1.3 illustre une repre´-
sentation chromosomique par une liste d’entiers caracte´risant l’ordre de parcours
des diffe´rentes villes pour TSP avec 12 villes.
10 4 6 11 9 1 7 2 8 3 12 5
Figure 1.3 – Codage de permutation.
1.4.1.3 Se´lection
L’ope´rateur de se´lection consiste a` choisir, en fonction de leur valeur d’adaptation
respective, les individus qui survivent a` la ge´ne´ration suivante. Autrement dit, les
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individus inadapte´s a` l’environnement ne survivent pas a` la ge´ne´ration suivante. La
se´lection s’intervient aussi au de´but de la ge´ne´ration pour se´lectionner les meilleurs
individus, appele´s parents ge´niteurs (ou Pool mating), en vue d’un croisement puis
d’une mutation.
La se´lection a pour but d’orienter la recherche vers les solutions les mieux adapte´es.
Nous citons ci-dessous quelques strate´gies de se´lection plus connues (Mais et al., 2010).
1. Se´lection de la roulette (Roulette Wheel Selection) La population est
repre´sente´e comme une roue de roulette, ou` chaque individu occupe un secteur dont
l’angle est proportionnel a` sa valeur de fitness. La largueur du secteur pour un individu
sera d’autant plus importante que la valeur de fitness le sera ; plus le secteur est
important plus l’individu aura de chance d’eˆtre se´lectionne´. La se´lection d’un individu
se fait en tournant la roue en face d’un pointeur fixe. La se´lection est re´pe´te´e jusqu’a`
l’obtention du nombre d’individus requis.
Concre`tement, la probabilite´ de se´lection d’un individu i = 1, 2, . . . , N (ou` N est






Un individu i = 1, 2, . . . , N est se´lectione´ si un nombre ale´atoire tire´ de l’intervalle







Lorsque la fonction objectif a une amplitude (i.e., distance entre ses valeurs ex-
treˆmes) tre`s e´leve´e, cet ope´rateur de se´lection risque d’e´carter les individus de mau-
vaise qualite´.
2. Se´lection par rang (Ranking selection) Tous les individus sont d’abord ran-
ge´s par ordre croissent (au cas de proble`me de minimisation) selon leurs valeurs de
fitness. Les rangs premiers (a` partir de 1) seront attribue´s aux individus de meilleure
qualite´. Le rang N sera alors attribue´ au mauvais individu. Les probabilite´s de se´lec-
tion des individus sont donne´es par leur rang dans le classement. Concre`tement, la
13Au cas de proble`me de maximisation, on utilise la meˆme formule mais sans inverser la fonction
de fitness.
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probabilite´ de se´lection d’un individu i = 1, 2, . . . , N peut eˆtre donne´e par (Alba et
Dorronsoro, 2009a) :
pi =
2 · (N − j)
N · (N − 1) (1.2)
ou` j = 1, 2, . . . , N est le rang dans le classement. Par exemple, pour N = 5, les
probabilite´s de se´lection sont 0.4, 0.3, 0.2, 0.1 et 0.0 pour les individus de rang 1, 2,
3, 4, et 5, respectivement. Cette me´thode de se´lection augmente un peu la chance de
se´lectionner les individus de mauvaise qualite´.
3. Se´lection par e´litisme Seuls les meilleurs individus seront se´lectionne´s (i.e., la
partie supe´rieure de la population). Cette me´thode pose comme inconve´nient le risque
de convergence rapide.
4. Se´lection par tournoi (Tournament selection) Cette me´thode consiste a`
choisir, le meilleur individu parmi deux ou plusieurs individus se´lectionne´s ale´atoi-
rement de la population. Cette se´lection est re´pe´te´e jusqu’a` l’obtention du nombre
d’individus requis.
1.4.1.4 Croisement
L’ope´rateur de croisement (crossover ou recombinaison) permet de produire, a`
partir de deux individus “parents” se´lectionne´s par un ope´rateur de se´lection, un ou
deux nouveaux individus “enfants” par e´change de sous-chaˆınes de ge`nes. En d’autres
termes, cet ope´rateur permet aux enfants d’he´riter une partie de chromosome du pre-
mier parent et l’autre partie du deuxie`me parent. Cet ope´rateur d’e´volution, dont le
roˆle est de favoriser l’e´mergence de nouveaux individus de bonne qualite´, est ge´ne´ra-
lement applique´ avec une probabilite´ e´leve´e (donne´e par le parame`tre Pc dans l’al-
gorithme 1.7). Plusieurs me´thodes de croisement ont e´te´ de´finies dans la litte´rature,
qui de´pendent essentiellement du type du codage utilise´ et de la nature du proble`me
traite´. Nous illustrons ci-dessous quelques types de croisement plus utilise´s pour la
repre´sentation binaire et la repre´sentation de permutation (Mais et al., 2010).
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1. Ordre Crossover (OX) L’ope´rateur OX est utilise´ pour le codage de permu-
tation. Il choisit deux points ale´atoires de croisement. Le premier enfant he´rite les
e´le´ments situe´s entre les deux locus de croisement de la permutation du premier pa-
rent. Ces e´le´ments occupent les meˆmes positions dans l’enfant et donc apparaissent
dans le meˆme ordre que dans le parent. Les e´le´ments restants sont he´rite´s du second
parent dans l’ordre dans lequel ils apparaissent dans ce dernier, en commenc¸ant par
la premie`re position suivant le deuxie`me point de croisement et en omettant tous les
e´le´ments de´ja` pre´sents dans l’enfant. Le deuxie`me enfant est construit de manie`re sy-
me´trique en inversant le roˆle des parents. La figure 1.4 illustre un exemple de ce type
de croisement.
parent 1 4 7 5 2 8 6 3 1
parent 2 2 8 4 1 6 5 7 3
enfant 1 5 2 8
parent 2 2 8 4© 1© 6© 5 7© 3©
parent 1 4 7© 5© 2© 8© 6 3© 1
enfant 2 4 1 6
enfant 1 1 6 5 2 8 7 3 4
enfant 2 2 8 4 1 6 3 7 5
Figure 1.4 – Codage de permutation — Croisement OX.
2. One point Crossover (1X) Le croisement en un point repre´sente l’ope´rateur
de croisement le plus simple. Cet ope´rateur a e´te´ applique´ initialement pour le codage
binaire. Il choisit dans un premier temps un seul point de croisement ale´atoirement
pour couper le chromosome de chaque parent en deux parties. Puis, le premier en-
fant est construit en combinant la premie`re partie du premier parent avec la seconde
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partie du second parent. A l’inverse, le deuxie`me enfant est la concate´nation de la
premie`re partie du second parent et de la seconde partie du premier parent. Comme
le montre figure 1.5, cette ope´ration est simple pour le codage binaire. Pour produire
des solutions valides pour le codage de permutation, cet ope´rateur est adapte´ comme
suit. Pour construire le premier enfant, la premie`re partie du premier parent est reco-
pie´e, puis ensuite les e´le´ments de la seconde partie de ce parent sont re´ordonne´s selon
leur ordre d’apparition dans le second parent. Le second enfant est ge´ne´re´ de manie´re´
syme´trique, en e´changeant le roˆle des parents, comme le montre le figure 1.6.
parent 1 1 1 0 1 0 0 0 1
parent 2 0 1 1 0 0 1 1 1
enfant 1 1 1 0 0 0 1 1 1
enfant 2 0 1 1 1 0 0 0 1
Figure 1.5 – Codage binaire — Croisement 1X.
parent 1 4 7 5 2 8 6 3 1
parent 2 3 8 4 1 6 5 7 2
enfant 1 4 7 5 3 8 1 6 2
enfant 2 3 8 4 7 5 2 6 1
Figure 1.6 – Codage de permutation — Croisement 1X.
3. N point Crossover (nX) Cet ope´rateur applique la meˆme re`gle du croisement
1X mais pour n points de croisement. Ces derniers sont choisis ale´atoirement pour
couper chaque parent en n+1 parties. Pour le codage binaire, le premier enfant he´rite
les e´le´ments des parties impaires du premier parent et les e´le´ments des parties paires
du second parent. Pour construire le second enfant, les roˆles des parents sont inverse´s.
La figure 1.7 illustre un exemple d’un croisement a` deux points binaire, qui consiste
a` e´changer simplement les sous-chaˆınes des chromosomes parents situe´es entre les
deux locus de croisement. Dans le cas d’un codage de permutation, pour construire
le premier enfant, les e´le´ments des parties impaires du premier parent sont recopie´s,
puis ensuite les e´le´ments restants de chaque partie paire sont re´ordonne´s dans le meˆme
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ordre que dans le second parent. De meˆme, pour le second enfant, les roˆles des parents
sont inverse´s, comme le montre la figure 1.8.
parent 1 1 1 0 1 0 0 0 1
parent 2 0 1 1 0 0 1 1 1
enfant 1 1 1 0 0 0 1 0 1
enfant 2 0 1 1 1 0 0 1 1
Figure 1.7 – Codage binaire — Croisement 2X.
parent 1 4 7 5 2 8 6 3 1
parent 2 2 8 4 1 6 5 7 3
enfant 1 4 7 3 1
parent 2 2© 8© 4 1 6© 5© 7 3
parent 1 4© 7 5© 2 8 6© 3 1©
enfant 2 2 8 7 3
enfant 1 4 7 2 8 6 5 3 1
enfant 2 2 8 4 5 6 1 7 3
Figure 1.8 – Codage de permutation — Croisement 2X.
4. Edge Recombination Crossover (ERX) L’ope´rateur de croisement ERX
a e´te´ e´tabli pour la repre´sentation par permutation (Whitley et al., 1989). Il utilise
les listes d’adjacences pour construire un enfant qui he´rite la meilleure information
possible des structures des parents. Ces listes stockent les relations d’adjacences entre
les e´le´ments des deux parents. Pour le proble`me du TSP (syme´trique), ces relations
repre´sentent les arcs entrants ou sortants dans une ville. Puisque la distance entre
deux villes est inde´pendante du sens de parcours, chaque ville aura deux relations
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d’adjacences au minimum et quatre au maximum (deux par parent). L’exemple donne´
ci-apre`s a e´te´ fourni dans (Whitley et al., 1991) pour illustrer la construction des
listes d’adjacences et l’ope´ration de recombinaison, dans le cadre de la re´solution
du proble`me TSP. Les deux trajets parents conside´re´s sont : [A B C D E F ] et
[B D C A E F ]. Les listes d’adjacences pour les e´le´ments de ces trajets sont :
A a la liste : B F C E D a la liste : C E B
B a la liste : A C D F E a la liste : D F A
C a la liste : B D A F a la liste : E A B
L’algorithme d’ERX est le suivant (Whitley et al., 1991) :
1. Choisir une ville parmi les deux premie`res villes des parents (Elle peut eˆtre
se´lectionne´e ale´atoirement ou selon des crite`res de´crits dans l’e´tape 4). Cette
ville est la ville courante.
2. Supprimer toutes les occurrences de la ville courante de toutes les listes d’adja-
cence.
3. Si la ville courante a des relations d’adjacence dans sa liste, passer a` l’e´tape 4 ;
sinon aller l’e´tape 5.
4. Parmi les villes dans la liste d’adjacences de la ville courante, de´terminer la ville
qui a le moins de relations d’adjacence dans sa propre liste. Cette ville devient la
ville courante. Dans le cas ou` il y a deux ou plusieurs villes ont le meˆme nombre
minimum de relations, se´lectionner une ville au hasard parmi les candidates.
Retourner a` l’e´tape 2.
5. Si il y n’a aucune ville non visite´e, arreˆter. Sinon, se´lectionner une ville non-
visite´e ale´atoirement et retourner a` l’e´tape 2.
Sur l’exemple propose´, l’ope´rateur ERO proce`de comme suit :
1. Puisque les deux premie`res villes A et B des trajets parents ont chacune quatre
relations d’adjacence, la premie`re ville de l’enfant doit eˆtre choisie ale´atoirement
parmi ces deux villes. On suppose que la ville B est choisie et supprime´e de toutes
les listes.
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2. A partir de la liste d’adjacences de la ville B, les villes candidates pour la ville
suivante sont A, C, D et F . Chacune de trois villes C, D, et F a deux relations
dans sa liste. La ville A est e´carte´e puisqu’elle a trois relations dans sa liste. On
suppose que la ville C est choisie ale´atoirement.
3. La ville C a dans sa liste les deux villes A et D. La ville D est ajoute´e a` l’enfant
puisqu’elle a le moins de relations.
4. Puisque la ville D a une seule relation d’adjacence avec E, cette dernie`re est
choisie comme l’e´le´ment suivant de l’enfant.
5. La ville E a deux villes voisines dans sa liste, qui sont A et F . Ces deux villes ont
chacune une seule ville voisine. On suppose que la ville A est choisie au hasard.
6. La seule ville qui reste, F , est ajoute´e au trajet enfant.
Le nouveau trajet obtenu est [B C D E A F ] qui se compose comple´tement de
relations issues des deux trajets parents.
1.4.1.5 Mutation
L’ope´rateur de mutation est applique´, lors de la phase de reproduction, aux enfants
produits par l’ope´rateur de croisement avec une certaine probabilite´ (donne´e par le
parame`tre Pm dans l’algorithme 1.7). La mutation a pour but de faire e´merger de
nouvelles informations dans la population. En d’autres termes, elle a pour but de
ge´ne´rer des enfants dont certains ge`nes ne sont pas he´rite´s de la population initiale,
ce qui n’est pas atteint par le croisement. Cet ope´rateur consiste donc a` modifier
le´ge`rement un ou plusieurs ge`nes du chromosome, choisis ale´atoirement. La probabilite´
de changement de chaque ge`ne est donne´e par un parame`tre de controˆle de l’algorithme
(parame`tre Pmg dans l’algorithme 1.7). L’ope´rateur de mutation de´pond du type
de codage utilise´. Nous illustrons par la suite quelques ope´rateurs de mutation plus
commune´ment utilise´s pour le codage binaire et le codage de permutation.
La figure 1.9 donne un exemple de mutation Bit-flip sur un codage binaire. Cet
ope´rateur consiste a` inverser certains bits dans la chaˆıne binaire.
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Avant 0 0 1 0 1 1 1 0
Apre`s 0 1 1 0 0 1 1 0
Figure 1.9 – Ope´rateur de mutation binaire Bit-flip.
La figure 1.10 donne des exemples de trois types de mutation pour le codage de
permutation : e´change (2-opt ou swap), insertion et inversion. La mutation
e´change consiste a` se´lectionner ale´atoirement deux e´le´ments de la permutation et a`
les permuter. L’ope´rateur d’insertion choisit un e´le´ment au hasard et l’inse`re dans une
autre position de la permutation. L’inversion consiste a` inverse l’ordre des e´le´ments
entre deux positions choisies ale´atoirement. Alba et Dorronsoro ont combine´ ces trois
ope´rateurs dans un seul ope´rateur de mutation dans le cadre de la re´solution d’un
proble`me de VRP (Alba et Dorronsoro, 2006).
Echange Insertion
Inversion
Avant 4 7 5 2 8 6 3 1
Apre`s 4 7 5 2 3 6 8 1
Avant 4 7 5 2 8 6 3 1
Apre`s 4 7 3 5 2 8 6 1
Avant 4 7 5 2 8 6 3 1
Apre`s 4 7 6 8 2 5 3 1
Figure 1.10 – Codage de permutation — Ope´rateurs d’e´change, insertion et inversion.
1.4.1.6 Remplacement
La phase de reproduction (par l’application des ope´rateurs de croisement et de
mutation) cre´e une grande population compose´e des anciens individus (les parents)
et des nouveaux individus (les enfants). La phase de remplacement consiste alors a`
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se´lectionner les survivants de la ge´ne´ration suivante (i.e., la nouvelle population). On
distingue deux types d’algorithmes ge´ne´tiques :
1. Algorithme ge´ne´tique ge´ne´rationnel (Generational Genetic Algorithm :
gGA) : les enfants remplac¸ant purement et simplement leurs parents pour cre´er
la population suivante. Les enfants sont place´s dans une population axillaire qui
remplacera la population courante apre`s avoir comple´te´ la reproduction, i.e.,
quand le nombre de nouveaux individus est e´gal a` la taille de la population.
2. Algorithme ge´ne´tique quasi-stationnaire ou e´litiste (Steady-State Genetic
Algorithm : ssGA) : une seule partie de la population est renouvele´e a` chaque
ge´ne´ration. Un cas particulier est le cas ou` un seul individu est renouvele´ a`
chaque ge´ne´ration. Dans ce cas, a` chaque ge´ne´ration, deux parents sont choisis
en utilisant un ope´rateur de se´lection. Ensuite, ces deux individus subissent
des ope´rateurs de croissement et de mutation. Puis, un des deux enfants est
inse´re´ dans la population ; typiquement, le nouvel individu remplace le mauvais
individu de la population (s’il est de meilleure qualite´).
La plupart des algorithmes ge´ne´tiques re´cents sont quasi-stationnaires.
1.4.1.7 Parame`tres de controˆle
Un GA ne´cessite l’ajustement de certains parame`tres de controˆle (voir l’algorithme
1.7) :
• la taille de la population (N) : de´finit le nombre d’individus de la population
initiale.
• le crite`re d’arreˆt : un GA est un algorithme ite´ratif, il faut donc de´finir
un crite`re d’arreˆt tel que par exemple un nombre maximal de ge´ne´rations, des
valeurs seuils, l’absence d’ame´lioration et d’e´volution des meilleurs individus ou
l’absence de diversite´ dans la population.
• le taux de croisement (Pc) : intervient au niveau de la population, il repre´-
sente le pourcentage de chance de croisement de deux parents.
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• le taux de mutation (Pm) : intervient au niveau de la population, il repre´sente
le pourcentage de chance de mutation d’un enfant.
• le taux de mutation des ge`nes (Pmg) : intervient au niveau de la repre´-
sentation chromosomique, il repre´sente le pourcentage de chance de changement
d’un ge`ne dans le chromosome d’un individu.
• Clonage : cette option permet d’accepter ou non la pre´sence de plusieurs indi-
vidus repre´sentant la meˆme solution dans la population.
1.4.2 Optimisation par essaim de particules (PSO)
1.4.2.1 Origines et principes
L’optimisation par essaim de particules (Particle Swarm Optimization : PSO)
est une technique d’intelligence en essaim, originalement introduite par Kennedy et
Eberhart en 1995 (Eberhart et Kennedy, 1995, Kennedy et Eberhart, 1995). Cette
me´taheuristique s’inspire des phe´nome`nes de rassemblement et de nue´e observe´es chez
les animaux qui se de´placent et se groupent en essaim, tels que les oiseaux migrateurs et
les poissons. De tels animaux adoptent ces comportements intelligents pour surmonter
leurs capacite´s individuelles tre`s limite´es et pour avoir une capacite´ collective leur
permettant de faire face a` leurs pre´dateurs ou rechercher la nourriture.
L’algorithme PSO correspond a` une strate´gie d’optimisation ge´ne´rique et relati-
vement simple a` imple´menter. Il a e´te´ propose´ premie`rement pour la re´solution des
proble`mes d’optimisation en variables continues. Pour l’optimisation en variables dis-
cre`tes, une premie`re version binaire de l’algorithme a e´te´ propose´e dans (Kennedy
et Eberhart, 1997). Par ailleurs, une adaptation de l’algorithme pour l’optimisation
multiobjectif a e´te´ aussi propose´e (Hu et Eberhart, 2002). En fait, depuis l’apparition
de cet algorithme, plusieurs travaux ont e´te´ effectue´s afin d’ame´liorer sa performance
(Poli et al., 2007). Il a e´te´ applique´ avec succe`s pour la re´solution d’une large varie´te´
de proble`mes d’optimisation (Davoud et Ellips, 2009).
Dans cet algorithme a` base de population de solutions, la population est appele´e
essaim et les individus, qui repre´sentent chacun une solution potentielle au proble`me
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traite´, sont appele´s particules. Le processus de recherche d’une solution de bonne
qualite´ consiste a` mettre en jeu des groupes de particules sous forme de vecteurs
qui se de´placent dans l’espace des solutions. Chaque particule est caracte´rise´e par un
vecteur dit de position (i.e., la repre´sentation effective de la solution) et un vecteur de
changement de position appele´ ve´locite´. Ces deux vecteurs de´terminent la trajectoire
de la particule dans l’espace de recherche. L’optimisation par essaim particulie`re repose
sur la re`gle suivante :
• Chaque particule se souvient de la meilleure position par laquelle elle est de´ja`
passe´e au cours de ses de´placements dans l’espace de recherche et tend a` y
retourner.
• Chaque particule est avertie de la meilleure position de´couverte par son voisinage
(particules voisines) et tend a` s’y rendre.
1.4.2.2 Mode`le de base et formules
Une topologie de voisinage N est de´finie sur l’essaim. Les particules a` l’inte´rieur
d’un voisinage communiquent entre-elles. Un voisinage est conside´re´ en fonction des
identificateurs des particules et non des informations topologiques comme les distances
euclidiennes entre des points dans l’espace de recherche.
Soit M la taille de l’essaim, et soit n la dimension de l’espace de recherche (i.e.,
nombre de variables de de´cision). Chaque particule i = 1, 2, . . . ,M a deux variables
d’e´tat :
• la position courante : Xi = (Xi,1, Xi,2, . . . , Xi,n) ;
• la vitesse courante : Vi = (Vi,1, Vi,2, . . . , Vi,n).
et une variable auxiliaire lui permettant de me´moriser la meilleure position par laquelle
elle est de´ja` passe´e, note´e Pi = (Pi,1, Pi,2, . . . , Pi,n), dont la valeur de fitness (f(Pi))
est note´e pbest. La particule est aussi informe´e de la meilleure position connue au sein
de son voisinage, note´e Pg = (Pg,1, Pg,2, . . . , Pg,n), dont la valeur de fitness (f(Pg)) est
note´e gbest. L’adaptation des particules (i.e., la qualite´ de ses positions de recherche)
est donne´e par la fonction objectif du proble`me traite´.
42
1.4. Me´taheuristiques a` population de solutions
La premie`re e´tape de l’algorithme de PSO consiste a` initialiser l’essaim. La position
et la vitesse de chaque particule de l’essaim initial sont ge´ne´re´es ale´atoirement et/ou
de fac¸on heuristique dans les intervalles de variation permises. Pour chaque particule
i = 1, 2, . . . ,M , la position initiale est place´e a` Pi. La meilleure position Pi de toutes
les particules est ensuite place´e a` Pg. Apre`s l’initialisation, l’algorithme accomplit une
proce´dure d’e´volution ite´rative. A chaque nouvelle ite´ration (t + 1) de l’algorithme,
on modifie l’e´tat (position et vitesse de recherche) de chaque particule dans l’essaim.
Cette modification est re´alise´e en fonction de l’e´tat courant (Xi(t) et Vi(t)) de la
particule, de sa meilleure position courante (Pi(t)) et de la meilleure position globale
courante (Pg(t)), suivant les formules -de base- suivantes, pour chaque dimension de
l’espace de recherche j = 1, 2, . . . , n :
Vi,j(t+ 1) = Vi,j(t) + r1c1(Pi,j(t)−Xi,j(t)) + r2c2(Pg,j(t)−Xi,j(t)) (1.3)
Xi,j(t+ 1) = Xi,j(t) + Vi,j(t+ 1) (1.4)
ou` c1 et c2 sont deux parame`tres de´terminant l’influence de Pi et Pg dans la formule
de mise a` jour de vitesse, et r1 et r2 sont des nombres ale´atoires choisis uniforme´ment
dans l’intervalle [0, 1]. L’algorithme PSO de base utilise un autre parame`tre : Vmax > 0,
pour limiter chaque coordonne´e de Vi a` l’intervalle [−Vmax, Vmax]. Cette condition est
ajoute´e pour assurer que les particules ne se de´placent pas en dehors de l’espace de
recherche.
Une illustration graphique de la modification de la position de recherche d’une
particule est donne´e dans la figure 1.11.
Apre`s le de´placement des particules a` leurs nouvelles positions, leurs nouvelles
valeurs de fitness sont e´value´es. Par la suite, la variable Pi pour chaque particule et la
variable globale Pg sont mises a` jour en fonction de la qualite´ des nouvelles positions
des particules. Si la nouvelle position d’une particule est meilleure que son Pi courant,
Pi prend cette nouvelle position et pbest prend la valeur de fitness correspondante.
De meˆme, si le meilleur Pi de toutes les particules est de meilleure qualite´ que Pg
courant, Pg est remplace´e par ce Pi et gbest prend la valeur de fitness correspondante.
Le processus de de´placement et e´valuation se re´pe`te jusqu’a` satisfaction d’un certain
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x(t)
X(t) : point de recherche courante
Pg(t)
Pi(t)
Pi(t) : meilleur point de la particule




V (t + 1)
x(t + 1)
X(t + 1) : nouveau point de la particule
Figure 1.11 – Modification de la position de recherche d’une particule.
crite`re d’arreˆt. La figure 1.12 illustre l’organigramme de fonctionnement global de
l’algorithme de PSO.
C’est le vecteur de vitesse qui dirige le processus de recherche vers des re´gions pro-
metteuses dans l’espace des solutions, et refle´te´ la “sociabilite´” des particules. La for-
mule de changement de la vitesse comporte trois composants : le premier, dit d’inertie,
correspond a` la valeur courante de vitesse, le deuxie`me, dit de l’influence cognitive,
donne la contribution des expe´riences re´alise´es par la particule individuellement et,
le troisie`me, dit de l’influence sociale, donne la contribution des expe´riences re´alise´es
collectivement par l’essaim. Ces trois composants sont illustre´s dans la figure 1.11 par
les vecteurs V (t), ∆V c(t) et ∆V s(t) respectivement.
1.4.2.3 Variantes de l’algorithme PSO
L’algorithme PSO pre´sente l’avantage d’eˆtre simple a` imple´menter, raison pour
laquelle il est rapidement devenu tre`s populaire et largement applique´ pour la re´solu-
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De´but
Initialisation de l’essaim de particules
Evaluation de la position de chaque particule
Modification de la position de chaque particule




Figure 1.12 – Organigramme global de l’algorithme PSO.
tion d’une grande varie´te´ de proble`mes pratiques. Un autre avantage principal est qu’il
ne´cessite peu de parame`tres de re´glage. Malgre´ ses avantages, il souffre du phe´nome`ne
de la convergence pre´mature´e vers des solutions sous-optimales. Plusieurs e´tudes ont
e´te´ mene´es afin de reme´dier ce proble`me et ame´liorer la performance de l’algorithme
de base (Poli et al., 2007). Par la suite, nous pre´sentons brie`vement les deux premiers
changements propose´s a` l’algorithme PSO de base.
Shi et Eberhart ont propose´ dans (Shi et Eberhart, 1998) le mode`le du poids
d’inertie. Cette modification consiste, pour chaque particule i = 1, 2, . . . ,M et chaque
dimension j = 1, 2, . . . , n, a` multiplier la vitesse du pas de temps t avec un facteur
(poids d’inertie) w :
Vi,j(t+ 1) = w × Vi,j(t) + r1c1(Pi,j(t)−Xi,j(t)) + r2c2(Pg,j(t)−Xi,j(t)) (1.5)
Le roˆle du parame`tre w est de balancer entre exploration et exploitation. Il est
initialise´ a` une grande valeur (proche de 1) afin de favoriser l’exploration globale
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de l’espace de recherche. Une diminution graduelle (dans l’intervalle [0.2, 0.5]) de w
permet d’obtenir des solutions plus fines (Eberhart et Shi, 2000, Shi et Eberhart,
1998).
Clerc a pre´sente´ dans (Clerc, 1999, Clerc et Kennedy, 2002) le mode`le de facteur
de constriction afin de re´aliser un controˆle entre la diversification et l’intensification.
Cette extension consiste, pour chaque particule i = 1, 2, . . . ,M et chaque dimension
j = 1, 2, . . . , n, a` multiplier la vitesse par un facteur de constriction χ avant de mettre
a` jour la position de la particule :
Vi,j(t+ 1) = χ (Vi,j(t) + r1c1(Pi,j(t)−Xi,j(t)) + r2c2(Pg,j(t)−Xi,j(t))) (1.6)
Des petites valeurs de χ acce´le`rent la convergence et donnent peu d’exploration,
tandis que des valeurs e´leve´es ralentissent la convergence et donnent beaucoup d’ex-
ploration.
Une autre variante modifiant de meˆme la formule de changement de la vitesse dans
le but de controˆler la convergence a e´te´ propose´e dans (He et al., 2004).
1.4.2.4 L’algorithme binaire de PSO
Diffe´rentes variantes de l’algorithme PSO ont e´te´ propose´es pour l’optimisation a`
variables discre`tes. La premie`re version binaire a e´te´ propose´e par Kennedy et Ebe-
rhart en 1997 dans (Kennedy et Eberhart, 1997). Dans cette version, note´e BPSO
(de l’anglais, Binary Particule Swarm Optimisation), pour chaque particule i =
1, 2, . . . ,M de l’essaim et chaque dimension de l’espace de recherche j = 1, 2, . . . , n, la
valeur de position Xi,j prend la valeur 0 ou 1, et la valeur de ve´locite´ Vi,j est interpre´-
te´e comme la probabilite´ de l’e´le´ment Xi,j de prendre la valeur 0 ou 1. Il y a plusieurs
fonctions qui peuvent ve´rifier cette condition, c’est-a`-dire des fonctions peuvent trans-
former la valeur de ve´locite´ Vi,j en une probabilite´ dans l’intervalle [0, 1]. La fonction




1 + exp (−Vi,j) (1.7)
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L’algoritme BPSO utilise cette fonction pour modifier la position de recherche
d’une particule i = 1, 2, . . . ,M comme suit :
Xi,j =
 1 si ρ < sig(Vi,j)0 sinon j = 1, 2, . . . , n (1.8)
ou` ρ est un nombre ale´atoire choisi uniforme´ment entre 0.0 et 1.0.
La formule de mise a` jour de la vitesse (de l’e´quation 1.3) reste inchange´e, sauf
que Xi,j est maintenant une valeur binaire 0 ou 1 et, par conse´quent, (Pi,j −Xi,j) et
(Pg,j −Xi,j) prendront −1, 0 ou +1.
L’algorithme PSO pour l’optimisation a` variables continues utilise le parame`tre
Vmax > 0 pour limiter Vi,j a` l’intervalle [−Vmax, Vmax]. Ce parame`tre est e´galement
utilise´ dans l’algorithme BPSO, cependant, comme nous pouvons le voir, c’est simple-
ment pour limiter la probabilite´ extreˆme que Xi,j prend la valeur 0 ou 1. Par exemple,
pour Vmax = 6.0 (voir figure 1.13), les probabilite´s seront comprises entre 0.9975 et
0.0025. De ce fait, de nouvelles chaˆınes binaires seront encore teste´es, meˆme apre`s que
chaque bit a pris sa meilleure valeur. Pour de grandes valeurs de Vmax, par exemple
10.0, il est peu probable que de nouvelles chaˆınes binaires apparaissent. Ainsi le roˆle de
Vmax dans l’algorithme BPSO est de fixer une limite pour l’exploration supple´mentaire
apre`s la convergence de l’algorithme ; on pourrait dire, dans un sens, que ce parame`tre
controˆle le taux de mutation final du vecteur binaire. Il est a` noter aussi que, bien
qu’une grande valeur de Vmax pour l’optimisation continue e´largit la re´gion explore´e
par une particule, le cas contraire se produit dans la version BPSO, une petite valeur
pour Vmax permet un taux de mutation plus e´leve´.
Plusieurs autres versions discre`tes de l’algorithme PSO ont e´te´ pre´sente´es dans la
litte´rature ; voir par exemple (Duran et al., 2008, Xu et al., 2008, Yu et al., 2008, Zhan
et Zhang, 2009, Zhong et al., 2007, Zhou et al., 2007).
1.4.2.5 L’algorithme PSO pour les proble`mes de permutation
Dans l’algorithme PSO de base, les particules sont repre´sente´es comme des points
dans l’espace de recherche. Toutes les dimensions de l’espace de recherche sont inde´-
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Figure 1.13 – La fonction Sigmoid.
pendantes l’une de l’autre et, par conse´quent, les modifications de la position et de
la ve´locite´ sont re´alise´es de fac¸on inde´pendante pour chaque dimension. Cependant,
cette formule n’est pas applicable aux proble`mes dont les solutions sont mode´lise´es
sous forme de permutations parce que les dimensions ne sont pas inde´pendantes. Il est
possible de produire de cette fac¸on des solutions invalides, par duplication et/ou omis-
sion de certains e´le´ments de la permutation. Pour re´soudre ces conflits, des strate´gies
de mise a` jour de la particule ont e´te´ propose´es dans la litte´rature pour le codage de
permutation.
Dans la strate´gie propose´e dans (Hu et al., 2003), comme dans l’algorithme PSO de
base, la ve´locite´ repre´sente la possibilite´ que la particule se de´place vers une nouvelle
position dans l’espace de recherche ; il est tre`s probable que si la ve´locite´ est grande,
la particule se change vers une nouvelle permutation. La formule de changement de
la ve´locite´ reste inchange´e. Cependant, la ve´locite´ est limite´e a` des valeurs absolues
car elle repre´sente seulement la diffe´rence entre les particules. La mise a` jour d’une
particule se re´alise de la manie`re suivante : le vecteur de ve´locite´ est d’abord normalise´
en la divisant par le plus grand e´le´ment. Les e´le´ments de ve´locite´ sont alors compris
entre 0.0 et 1.0 et, par conse´quent seront interpre´te´s comme des probabilite´s. Puis,
pour chaque dimension de l’espace de recherche, on de´termine de fac¸on ale´atoire s’il
y a un e´change de positions (swap) avec une probabilite´ donne´e par la ve´locite´. Si un
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e´change est ne´cessaire, la position prendra la valeur de la meˆme position de la meilleure
particule dans l’essaim, Pg, en permutant les valeurs. Ce processus est illustre´ dans la
figure 1.14 (tire´e de (Hu et al., 2003)).
V . . . 50 5 10 40 25 . . .
|V | . . . 1.0 0.1 0.2 0.8 0.5 . . .
Pg . . . 1 11 3 17 6 . . .
X . . . 17 11 3 7 9 . . .
X + V . . . 7 11 3 17 9 . . .
Figure 1.14 – Changement de position pour la repre´sentation de permutation.
Comme nous pouvons le constater, avec cette strate´gie de modification, la particule
poursuit toujours la meilleure position dans l’essaim, Pg ; elle pourrait rester a` sa
position courante pour toujours si elle est identique a` Pg. Afin de pallier ce proble`me,
les auteurs ont propose´ l’e´change ale´atoire (mutation) d’une paire de positions dans
la permutation si la particule est identique a` Pg.
Tasgetiren et al. dans (Tasgetiren et al., 2004a, b) ont propose´ une re`gle heuristique
appele´e plus petite valeur de position (de l’anglais, Smallest Position Value : SPV )
pour transformer la repre´sentation re´elle du vecteur de position en une permutation.
Cette re`gle est base´e sur la repre´sentation par cle´s ale´atoires (Bean, 1994). Afin de
simplifier la description de cette transformation, nous illustrons dans la figure 1.15,
pour une particule i, la repre´sentation re´elle de position Xi et la permutation corres-
pondante pii (une illustration tire´e de (Tasgetiren et al., 2004b)). Dans cet exemple,
selon la re`gle de SPV, la plus petite valeur de position est Xi,5 = −1.20, alors la
dimension j = 5 est affecte´e au premier e´le´ment pii,1 de la permutation ; la deuxie`me
plus petite valeur de position est Xi,2 = −0.99, alors la dimension j = 2 est affecte´e
au deuxie`me e´le´ment pii,2 de la permutation, et ainsi de suite. En d’autres termes, les
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dimensions sont trie´es selon la re`gle de SPV, i.e., selon les valeurs de position pour
construire la permutation.
Dimension, j 1 2 3 4 5 6
Valeur de position, Xi,j 1.8 −0.99 3.01 −0.72 −1.20 2.15
Element de permutation, pii,j 5 2 4 1 6 3
Figure 1.15 – Transformation de la repre´sentation re´elle en une permutation selon la
re`gle de SPV.
1.4.3 Optimisation par colonies de fourmis (ACO)
L’optimisation par colonies de fourmis (Ant Colony Optimization : ACO) est une
me´taheuristique pour les proble`mes d’optimisation a` varibles discre`tes, qui a e´te´ pre-
mie`rement introduite par Marco Dorigo et ses colle`gues au de´but des anne´es 1990
(Dorigo, 1992, Dorigo et al., 1996, 1991). Cette me´taheuristique a` base de population
s’inspire du comportement collectif des fourmis re´elles a` trouver les chemins les plus
courts entre leur nid et des sources de nourriture. Lors de la recherche de leur nourri-
ture, les fourmis explorent d’abord leur environnement au hasard. Quand une fourmi
trouve une source de nourriture, elle e´value sa qualite´ et sa quantite´ et porte une partie
des aliments trouve´s au nid. Le long de son chemin de retour au nid, elle de´pose sur le
sol une substance chimique appele´e phe´romone. La quantite´ de phe´romone de´pose´e,
qui peut de´pendre de la qualite´ et de la quantite´ de la nourriture, attirera les autres
fourmis et les guidera vers cette source de nourriture. Cette communication indirecte
entre les fourmis via les pistes de phe´romone leur permet de trouver le chemin le plus
court entre leur nid et la source de nourriture, i.e., le chemin qui pre´sente la plus
forte concentration de phe´romone. Cette strate´gie des colonies de fourmis re´elles est
exploite´e dans les colonies de fourmis artificielles pour re´soudre plusieurs proble`mes
d’optimisation combinatoires difficiles (Dorigo et Blum, 2005).
Les algorithmes de ACO sont des extensions des heuristiques constructives. Une
solution valide pour le proble`me traite´ est assemble´e comme un sous-ensemble de l’en-
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semble C de tous les composants de solution14. La construction de solutions se base
sur deux types d’informations nume´riques (Lo´pez-Iba´nez et al., 2015) : l’information
heuristique, qui est de´rive´e de l’instance a` traiter15, et les pistes de phe´romone arti-
ficielles (i.e., l’e´quivalent nume´rique de pistes de phe´romone volatiles), qui sont mis
a` jour en fonction de la performance de la recherche pour guider la construction de
solution vers des solutions de bonne qualite´. Dans le cas standard, pour chaque com-
posant de solution c ∈ C, l’algorithme conside`re une valeur de phe´romone τc ∈ T et
une valeur heuristique ηc ∈ H, ou` T (resp. H) est l’ensemble de toutes les valeurs de
phe´romone (resp. les valeurs heuristiques). La structure T est commune´ment appele´e
le mode`le de phe´romone, qui repre´sente l’e´le´ment central de tout algorithme de ACO.
Les e´tapes principales des algorithmes de ACO sont donne´es dans l’algorithme
1.8 (Lo´pez-Iba´nez et al., 2015). Apre`s l’initialisation des structures de donne´es et des
parame`tres de controˆle, un algorithme de ACO ge´ne`rent des solutions candidates par
l’application re´pe´te´e d’une proce´dure de construction probabiliste de solution (fonction
ConstruireSolutions()) suivie d’une proce´dure de mise a` jour des pistes de phe´-
romone (fonction MettreAJourPheromones()). De plus, une proce´dure de recherche
locale peut eˆtre applique´e pour ame´liorer une ou plusieurs solutions construites dans
l’ite´ration courante.
Algorithme 1.8 : Optimisation par colonie de fourmis
1 InitialiserPheromones()





Construction de solutions A chaque ite´ration de l’algorithme, des fourmis arti-
ficielles construisent chacune une solution. La construction d’une solution part d’une
14La de´finition des composants de solution de´pend du proble`me traite´. Dans le cas du proble`me du
TSP, par exemple, C correspond a` l’ensemble de tous les arcs du graphe en entre´e, i.e., les relations
d’adjacence entre les villes.
15Pour le proble`me du TSP, l’information heuristique correspond aux distances entre paires de
villes.
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solution vide Sp = 〈〉. Puis, a` chaque e´tape de construction, le composant de solution
suivant c′ a` ajouter a` la solution partielle courante Sp ⊆ C est choisi parmi l’ensemble
de composants candidats N (Sp) ⊆ C en fonction d’une probabilite´ Pr(c′|Sp). Cette
probabilite´ de´pend de la quantite´ de phe´romone τc′ , et de la valeur heuristique ηc′ ,
associe´es aux e´le´ments de N (Sp). Plusieurs algorithmes de ACO utilisent la re`gle de
probabilite´ qui a e´te´ initialement propose´e pour Ant System (AS) (Dorigo et al., 1996)





∀c′ ∈ N (Sp). (1.9)
ou` α et β sont des parame`tres qui de´terminent respectivement les influences des
valeurs de phe´romone et des valeurs heuristiques sur les probabilite´s de choix. Si α est
proche de ze´ro, la proce´dure de construction de solutions correspond a` un algorithme
glouton a` de´parts multiples ; si β est proche de ze´ro, la construction de solutions
est guide´e uniquement par les pistes de phe´romone, et l’information heuristique est
ne´glige´e.
Mise a` jour des pistes de phe´romone Les valeurs de phe´romones sont mise
a` jour durant l’exe´cution d’un algorithme de ACO pour orienter la recherche vers
de bonne solutions. Cela se fait en deux e´tapes comple´mentaires : e´vaporation de
phe´romone et de´poˆt de phe´romone. L’e´vaporation de phe´romone consiste, dans la
plupart des algorithmes de ACO, a` re´duire toutes les valeurs de phe´romone par un
certain facteur. Elle peut eˆtre de´finie par l’e´quation suivante (Lo´pez-Iba´nez et al.,
2015) :
τc = (1− ρ) · τc ∀c ∈ C. (1.10)
ou` ρ ∈ [0, 1] est le taux d’e´vaporation.
Le de´poˆt de phe´romone consiste a` augmenter les valeurs de phe´romone des compo-
sants de solution qui apparaissent dans un ensemble de bonnes solutions construites
dans cette ite´ration ou dans les ite´rations pre´ce´dentes. La forme ge´ne´rale de cette
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ope´ration s’exprime par l’e´quation suivante (Lo´pez-Iba´nez et al., 2015) :
τc = τc +
∑
sk∈Supd|c∈sk
wk · F (sk), (1.11)
ou` Supd est l’ensemble de bonne solutions choisies pour de´poser le phe´romone,
wk repre´sente le poids affecte´ a` la solution sk ∈ Supd, et F (sk) est une fonction
proportionnelle a` la quantite´ de sk, c’est-a`-dire, si f(s) < f(s
′) au cas de proble`me
de minimisation, alors cette fonction assure que F (s) ≥ F (s′). La quantite´ wk · F (sk)
correspond alors a` la quantite´ de phe´romone qui est de´pose´e par la solution sk.
Plusieurs ame´liorations ont e´te´ apporte´es a` l’algorithme de ACO initial (Ant Sys-
tem (AS)), donnant naissance a` diffe´rentes variantes : Elitist Ant System (EAS) (Do-
rigo et al., 1996), Ant Colony System (ACS) (Dorigo et Gambardella, 1997), Max-Min
Ant System (MMAS) (Stu¨tzle et Hoos, 2000), Rank-based Ant System (RAS) (Bulln-
heimer et al., 1999), Best-Worst Ant System (BWAS) (Cordon et al., 2000). Pour plus
d’informations, nous re´fe´rons le lecteur inte´resse´ a` (Dorigo et Stu¨tzle, 2010, Lo´pez-
Iba´nez et al., 2015).
1.5 Me´taheuristiques hybrides
Quand les me´taheuristiques de base ont atteint leurs limites, depuis deux de´cen-
nies, la recherche a e´te´ oriente´e vers la combinaison de diffe´rents algorithmes d’op-
timisation. Un nombre assez impressionnant d’algorithmes re´cents ne suivent pas le
paradigme d’une seule me´taheuristique traditionnelle. Ils combinent plusieurs compo-
sants/concepts algorithmiques, souvent issus d’algorithmes de domaines d’optimisa-
tion diffe´rents. Ces approches sont commune´ment appele´es me´taheuristiques hybrides.
Le but est d’exploiter le caracte`re comple´mentaire de diffe´rentes strate´gies d’optimi-
sation, c’est-a`-dire que les approches hybrides sont cense´es be´ne´ficier d’une synergie
(Blum et al., 2011). En ge´ne´ral, les me´taheuristiques hybrides sont de´veloppe´es pour
fournir un bon e´quilibre entre l’intensification et la diversification de la recherche. En
fait, une combinaison ade´quate d’e´le´ments/concepts algorithmiques comple´mentaires
peut produire un algorithme plus performant pour la re´solution de plusieurs proble`mes
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d’optimisation difficiles. Ne´anmoins, le de´veloppement des me´taheuristiques hybrides
efficaces est en ge´ne´ral une taˆche difficile qui demande une bonne maˆıtrise de diffe´rents
domaines d’optimisation. En outre, la litte´rature a montre´ qu’un algorithme hybride
pourrait s’ope´rer bien pour des proble`mes spe´cifiques mais moins bien pour d’autres
(Blum et al., 2011). Cependant, il existe des types d’hybridation qui se sont re´ve´le´s
efficaces pour plusieurs applications.
Une premie`re taxonomie de l’hybridation des me´taheuristiques a e´te´ propose´e dans
(Talbi, 2002). Le premier livre dans la litte´rature spe´cifiquement de´die´ aux me´taheu-
ristiques hybrides a e´te´ publie´ en 2008 (Blum et al., 2008). Dans (Blum et al., 2011),
Blum et al. ont pre´sente´ un e´tat de l’art des me´taheuristiques hybrides conc¸ues pour
les proble`mes d’optimisation combinatoires (mono-objectifs) ; ils ont illustre´ surtout
des exemples marquants. D’autres revues de litte´rature et me´ta-analyses peuvent eˆtre
trouve´es dans (Blum et Raidl, 2016, Raidl, 2006, Raidl et al., 2010, Talbi, 2013).
Les me´taheuristiques hybrides peuvent se distinguer en deux grands types d’hy-
bridation : hybridation des me´taheuristiques avec des me´taheuristiques ou des heuris-
tiques et hybridation des me´taheuristiques avec des me´thodes comple`tes. Une grande
partie de l’e´tat de l’art de ces hybridations pre´sente´ par la suite est notamment inspire´e
de la revue de la litte´rature (Blum et al., 2011).
1.5.1 Hybridation me´taheuristiques/(me´ta)heuristiques
Algorithmes me´me´tiques Quand les chercheurs se sont d’abord inte´resse´s a` l’hy-
bridation de leurs me´taheuristiques pre´fe´re´es avec d’autres techniques d’optimisation,
la plupart ont commence´ a` envisager des combinaisons possibles avec des heuristiques
ou d’autres me´taheuristiques. En fait, la forme d’hybridation la plus re´pondue est
l’incorporation de techniques de recherche locale dans des me´thodes a` base de popula-
tion. En fait, les EAs et les algorithmes de ACO appliquent souvent une proce´dure de
recherche locale pour ame´liorer les solutions trouve´es au cours de la recherche. Nous
pouvons citer, par exemple, les algorithmes hybrides pre´sente´s dans (Alba et Luque,
2008, Elbenani et al., 2012) qui remplacent l’ope´rateur de mutation d’un GA par une
proce´dure de recherche locale, et les algorithmes hybrides propose´s dans (Azimi, 2005,
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Gambardella et al., 2012, McKendall et Shang, 2006) qui incorporent une me´thode de
recherche locale dans un algorithme de ACO. Ces tendances peuvent eˆtre attribuables
au fait que les me´taheuristiques a` base de population permettent une meilleure di-
versification de la recherche et une meilleure identification des re´gions de solutions
prometteuses. Lors de l’initialisation, ces me´taheuristiques essayent ge´ne´ralement de
percevoir d’information globale sur l’espace des solutions. Puis, elles concentrent au
cours d’ite´rations successives la recherche dans les re´gions prometteuses. Cependant,
elles ne sont pas ge´ne´ralement efficaces en ce qui concerne l’exploitation de l’expe´rience
de recherche, c’est-a`-dire la localisation des meilleures solutions dans les re´gions de
bonne qualite´. D’autre part, les me´thodes de recherche locale permettent une bonne
exploitation du voisinage d’une solution initiale. En re´sume´, les me´taheuristiques a`
population sont efficaces en ce qui concerne l’identification des re´gions de solutions
prometteuses, dans lesquelles les me´thodes de recherche locale peuvent rapidement
localiser de bonnes solutions. Ce type d’hybridation est, habituellement, tre`s efficace.
Les EAs qui appliquent des me´thodes de recherche locale sont connus dans la litte´ra-
ture sous le nom de “algorithmes me´me´tiques” (Krasnogor et Smith, 2005, Moscato,
1999). La structure d’un algorithme me´me´tique est sche´matise´e dans la figure 1.16,











Figure 1.16 – La forme ge´ne´rique d’un algorithme me´me´tique.
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Recherche locale a` base de population Contrairement a` l’application des me´-
thodes de recherche locale comme des ope´rateurs dans les me´thodes a` base de po-
pulation, ces dernie`res anne´es ont vu l’apparition des me´thodes de recherche locale
optimise´es par des concepts issus des approches a` base de population. Un exemple de
ce type d’hybridation est l’application de la recherche locale ite´re´e sur une population
de solutions −au lieu d’une seule solution−, pre´sente´e dans (Stu¨tzle, 2006, Thierens,
2004). Cet algorithme hybride est plus efficace pour la re´solution du proble`me d’af-
fectation quadratique (ou Quadratic Assignment Problem : QAP). Un autre exemple
similaire a e´te´ donne´ dans (Lozano et Garc´ıa-Mart´ınez, 2010), ou` les auteurs ont utilise´
un algorithme e´volutionnaire comme une proce´dure de perturbation pour la recherche
locale ite´re´e. Dans (Resende et Ribeiro, 2010), les authors ont conc¸u plusieurs algo-
rithmes hybrides combinant la me´thode GRASP avec des techniques de Path-relinking
(techniques de recherche locale) pour le proble`me de la diversite´ maximale/minimale
(ou max-min devrsity problem en anglais). Un exemple parmi ces algorithmes hybrides
est un algorithme e´volutionnaire de Path-relinking qui fait e´voluer une population de
solutions pour eˆtre a` la fois diversifie´e et de bonne qualite´.
Techniques d’optimisation multiniveaux Les techniques d’optimisation multi-
niveaux (Walshaw, 2004, 2008) sont une autre forme d’hybridation des me´taheuris-
tiques avec des concepts heuristiques, qui ont e´te´ introduites en particulier pour traiter
les proble`mes de grande taille. Ces approches heuristiques sont base´es sur une ide´e
simple : partitionner progressivement la structure de l’instance originale de proble`me
en sous-instances de plus en plus petites, jusqu’a` ce qu’une condition d’arreˆt soit
ve´rifie´e. Cette de´composition fournit une hie´rarchie d’instances de proble`me. La sous-
instance d’un certain niveau est toujours plus petit que (ou de meˆme taille que) la
sous-instance du niveau supe´rieur suivant. Apre`s de´composition, une technique d’op-
timisation (comme, par exemple, un algorithme me´taheuristique) est applique´e pour
construire une solution a` la plus petite sous-instance. Cette solution est successive-
ment transforme´e en une solution a` la sous-instance du niveau suivant jusqu’a` obtenir
une solution pour l’instance comple`te. La solution obtenue a` chaque niveau peut eˆtre
ame´liore´e en utilisant, souvent, un algorithme me´taheuristique.
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Hyper-heuristiques Les hyper-heuristiques (Burke et al., 2003, 2010) sont des ap-
proches de haut niveau qui ont pour objectif commun l’automatisation de la concep-
tion et de l’adaptation des me´thodes heuristiques pour la re´solution de proble`mes
d’optimisation difficiles. La motivation derrie`re ces approches est d’augmenter le ni-
veau de ge´ne´ralite´ auquel les me´thodologies d’optimisation peuvent fonctionner. Dans
un contexte d’adaptation, une hyper-heuristique est une approche de haut niveau
qui, pour une instance particulie`re d’un proble`me et a` partir d’un ensemble d’heuris-
tiques spe´cifiques de bas niveau, peut choisir et appliquer les heuristiques approprie´s
a` chaque point de de´cision (Burke et al., 2003, Pisinger et Ropke, 2007). Une autre
tendance de recherche consiste a` ge´ne´rer automatiquement des heuristiques ade´quates
pour un proble`me spe´cifique ou une classe de proble`mes. Ceci est typiquement fait
en combinant, graˆce a` l’utilisation de la programmation ge´ne´tique, par exemple, des
composants d’heuristiques (Burke et al., 2007).
Optimisation des me´taheuristiques par des techniques additionnelles Une
autre approche d’hybridation consiste a` optimiser les me´taheuristiques par des tech-
niques additionnelles pour ame´liorer le temps de calcul et/ou les re´sultats. Dans (Mon-
temanni et Smith, 2010), les auteurs ont propose´ une approche base´e sur la recherche
tabou pour la re´solution du proble`me d’affectation de fre´quences (ou frequency assi-
gnment problem en anglais). Dans cette approche, la recherche tabou est combine´e
avec un principe heuristique fonde´ sur l’addition des contraintes au proble`me traite´
afin de re´duire l’espace de recherche. Un autre exemple est la proposition donne´e dans
(Chaves et al., 2007), qui consiste a` de´tecter des re´gions de recherche prometteuses
en se fondant sur la recherche par clustering. Cette approche consiste a` re´pe´ter de
manie`re ite´rative les trois e´tapes suivantes : d’abord un algorithme me´taheuristique
est utilise´ pour ge´ne´rer de nouvelles solutions. Ces dernie`res sont ensuite regroupe´es
en clusters. Enfin, une recherche locale est applique´e pour ame´liorer les solutions dans
le cluster juge´ prometteur.
Une autre approche heuristique pour ame´liorer la performance des me´taheuris-
tiques est le principe d’optimalite´ proche (de l’anglais proximate optimality princi-
pale) qui a e´te´ introduit par Glover et Laguna dans le cadre de la recherche tabou
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(Glover et Laguna, 1993, Glover et Taillard, 1993). Cette approche se fonde sur l’in-
tuition que de bonnes solutions sont susceptibles d’avoir des e´le´ments en commun et
peuvent donc eˆtre trouve´es proches les unes des autres dans l’espace de recherche.
Dans (Fleurent et Glover, 1999), ce principe a e´te´ utilise´ dans le cadre des solutions
partielles ge´ne´re´es par la me´thode GRASP. L’ide´e e´tait que les mauvaises de´cisions
prises durant le processus de construction peuvent eˆtre e´limine´es par une proce´dure
de recherche locale durant (et non pas seulement a` la fin de) la phase de construction.
EAs structure´s et EAs quantiques Pour ame´liorer les capacite´s d’exploration
des EAs, les EAs structure´s ont e´te´ de´veloppe´s. Ce type d’algorithme introduit une
structure de voisinage sur la population de solutions. Parmi les EAs structure´s, les EAs
distribue´s et les EAs cellulaires sont les plus connus. Dans le cas des EAs distibue´s
(Alba et Tomassini, 2002), la population est divise´e en sous-populations dans chacune
un EA isole´ est exe´cute´. Des individus migrent entre les sous-populations pour offrir
une certaine diversite´ dans ces dernie`res et ainsi e´viter les optima locaux. Les EAs
cellulaires (Alba et Dorronsoro, 2009a) utilisent le concept de voisinage de la meˆme
manie`re que les automates cellulaires, de sorte que les individus ne peuvent interagir
qu’avec leurs voisins les plus proches dans la population.
Une limitation majeure des EAs re´side dans le fait que leurs espaces de recherche
ne repre´sentent pas tous les solutions possibles. Cela a conduit a` la conception des AEs
exploitant des concepts quantiques (en particulier pour les proble`mes d’optimisation
en variables binaires). Les EAs quantiques exploitent le principe de l’informatique
quantique de la superposition d’e´tats : les bits usuels sont remplace´s par des bits
quantiques. Un bit quantique peut avoir les deux valeurs binaires 0 et 1 en meˆme
temps. Il est repre´sente´ par deux valeurs re´elles α et β chacune variant dans l’intervalle
[0, 1] ; il vaut 0 avec une probabilite´ α2 et 1 avec β2 (ce qui implique que α2 +β2 = 1).
Avec le codage quantique, qui offre plus de diversite´, les EAs peuvent travailler sur un
nombre re´duit des individus sans perdre la performance. Pour de plus amples de´tails
sur les EAs quantiques, nous renvoyons le lecteur a` (Han et Kim, 2002, Zhang, 2011).
D’ailleurs, la me´taheuristique PSO a e´te´ aussi optimise´e par des concepts quantiques ;
voir par exemple (Sun et al., 2004, Yang et al., 2004).
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Hybridations inusuelles Pour conclure cette section, il convient de mentionner
certaines hybridations inusuelles entre diffe´rents algorithmes me´taheuristiques.
Il faut tout d’abord mentionner le travail re´cent de Villagra et al. qui ont propose´
une me´thodologie ge´ne´rale d’hybridation des me´taheuristiques avec les composants
actifs (ou essentiels) d’autres me´taheuristiques. Dans (Villagra et al., 2015), ces au-
teurs ont optimise´ les algorithmes ge´ne´tiques cellulaires par les composants actifs du
recuit simule´ et de l’algorithme de PSO. Dans (Villagra et al., 2016), ils ont optimise´
les meˆmes algorithmes par les composants actifs de la recherche disperse´e.
Un exemple de l’hybridation des algorithmes me´taheuristiques est l’algorithme
de´crit dans (Lin et al., 2009) qui hybride le recuit simule´ avec la recherche tabou
pour re´soudre le proble`me de VRP. De manie`re similaire, dans (Minetti et al., 2014)
les auteurs ont combine´ le recuit simule´ avec un algorithme de recherche locale pour
re´soudre le proble`me d’assemblage de fragments d’ADN. Pour la re´solution de ce
meˆme proble`me, un algorithme de PSO en combinaison avec la recherche tabou, le
recuit simule´ et la recherche a` voisinage variable a e´te´ propose´ dans (Huang et al.,
2015). Un autre exemple est le travail propose´ dans (Nemati et al., 2009), ou` les
auteurs ont propose´ une hybridation co-e´volutionnaire entre un GA et un algorithme
de ACO pour le proble`me de se´lection de caracte´ristiques a` partir d’une base de
donne´es de prote´ines. On peut citer e´galement l’algorithme hybride propose´ dans (Shi
et al., 2005) qui combine un GA avec algorithme de PSO. Un dernier exemple est
l’algorithme propose´ dans (Greistorfer, 2003) qui optimise la recherche tabou par les
principes de la recherche disperse´e. Cependant, il convient de noter que ces algorithmes
hybrides sont juste quelques exemples repre´sentatifs de nombreuses diffe´rentes formes
de combinaison de diffe´rentes me´taheuristiques.
1.5.2 Hybridation me´taheuristiques/me´thodes comple`tes
L’hybridation englobe aussi la combinaison des me´thodes exactes avec les algo-
rithmes me´taheuristiques. Au cours de ces dernie`res anne´es, de nombreux travaux
ont montre´ l’utilite´ de cette combinaison. Comme les me´thodes exactes ne sont pas
capables de re´soudre les proble`mes de grandes tailles, elles ont e´te´ combine´es avec des
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me´taheuristiques pour re´soudre des sous-proble`mes de petites tailles ou pour exploiter
les expe´riences re´alise´es par les algorithmes me´taheuristiques comme une information
heuristique pour faire une recherche non exhaustive.
Les algorithmes me´taheuristiques ont e´te´ hybride´s notamment avec quatre cate´-
gories importantes de me´thodes exactes (Blum et al., 2011) : (i) la programmation
par contraintes, (ii) les me´thodes de recherche arborescente, (iii) les techniques de
relaxation, et (iv) la programmation dynamique. Nous de´crivons brie`vement par la
suite chaque cate´gorie et mentionnons quelques exemples. Nous reportons le lecteur a`
(Blum et al., 2011) pour une revue de la litte´rature sur ces cate´gories d’hybridation.
1.5.2.1 Hybridation des me´taheuristiques avec la programmation par
contraintes
En programmation par contraintes (ou CP pour Constraint Programming en an-
glais), chaque contrainte du proble`me traite´ est utilise´e par un algorithme de filtrage
(ou propagation) pour supprimer les valeurs de variables qui ne peuvent pas prendre
part a` des solutions re´alisables. Le processus de recherche de solution est caracte´rise´
par la succession d’une phase de propagation de contraintes, pour re´duire l’espace des
solutions, et d’une phase de recherche syste´matique durant laquelle des affectations
possibles de chacune des variables sont effectue´es. Lorsque le filtrage de´tecte qu’une
affectation partielle de variables viole une contrainte, un me´canisme de retour sur trace
(ou backtracking en anglais) est utilise´ afin de remettre en cause la dernie`re affectation
e´le´mentaire (d’une seule variable) effectue´e. Dans le cas de re´solution d’un proble`me
d’optimisation, une contrainte est ajoute´e a` la fonction objectif chaque fois qu’une
nouvelle solution ame´liore´e est trouve´e. Les me´taheuristiques explorent usuellement
un espace de recherche dans laquelle les configurations sont de´finies par des affecta-
tions comple`tes de variables, et sont ge´ne´ralement guide´es par une information locale
sur la fonction objectif. Elles ne sont pas usuellement assez puissantes pour traiter
les proble`mes de satisfaction de contraintes. En revanche, l’importance des techniques
de CP re´side dans leurs capacite´s d’explorer un espace d’affectations partielles et de
trouver une solution respectant les contraintes du proble`me, mais elles ne sont pas ca-
pables de re´soudre les proble`mes d’optimisation de grande taille. Ces deux me´thodes
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tre`s diffe´rentes sont comple´mentaires et il est donc tout a` fait naturel d’essayer de les
combiner afin d’exploiter des synergies possibles (Blum et al., 2011).
Un premier exemple de ce type d’hybridation concerne la recherche a` voisinage
large base´e sur CP (CP-based large neighborhood search : LNS) qui utilise une tech-
nique de CP pour explorer un voisinage typiquement tre`s large. En d’autres termes,
une technique de CP est applique´e pour trouver une affectation optimale d’un sous-
ensemble de variables. Cette hybridation combine l’avantage de LNS, qui ame´liore
souvent la capacite´ d’exploration de la recherche locale, avec une exploration exhaus-
tive par CP qui est plus rapide qu’une e´nume´ration. LNS a e´te´ propose´e pour la
premie`re fois dans (Shaw, 1998).
Un deuxie`me exemple est la combinaison de ACO avec CP (Solnon, 2013), qui
sont des techniques constructives comple´mentaires : ACO est caracte´rise´e par sa ca-
pacite´ d’apprentissage par renforcement, tandis que CP est efficace pour traiter les
contraintes. Dans (Meyer, 2008) une combinaison ACO-CP a e´te´ propose´ pour un
proble`me d’ordonnancement. Dans cette combinaison, CP est utilise´e par les four-
mis artificielles durant la phase de construction de solutions pour viser des solutions
re´alisables. En d’autres termes, CP joue le roˆle de filtrage, tandis que ACO par son
me´canisme de construction probabiliste joue le roˆle de se´lection de valeurs/variables.
Une autre algorithme ACO-CP a e´te´ pre´sente´ dans (Khichane et al., 2010). Il comporte
en deux phases. Dans la premie`re phase, une recherche par ACO typique est effectue´e
et la matrice de phe´romones est sauvegarde´e. Dans la seconde phase, un algorithme de
CP effectue une recherche comple`te en exploitant la structure de phe´romones comme
une information heuristique pour l’affectation de valeurs aux variables.
1.5.2.2 Hybridation des me´taheuristiques avec les techniques de recherche
arborescente
L’hybridation des me´taheuristiques avec les techniques de recherche arborescente
est parmi les formes les plus populaires de combinaison de diffe´rents algorithmes d’op-
timisation. C’est parce que plusieurs me´taheuristiques ainsi que certains des algo-
rithmes complets les plus importants effectuent des de´placements (dans l’espace des
solutions) de type recherche arborescente. Ces techniques conside`rent l’espace de re-
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cherche d’un proble`me d’optimisation sous forme d’un arbre. Un tel arbre est de´fini
(parfois seulement implicitement) par un me´canisme d’extension de solutions par-
tielles. Chaque chemin allant de la racine jusqu’a` une des feuilles correspond a` la
construction d’une solution candidate. Les nœuds internes de l’arbre correspondent a`
des solutions partielles. Le de´placement d’un nœud interne a` un de ses descendants
est une extension de la solution partielle correspondante.
Comme de´ja` mentionne´, la classe de techniques de recherche arborescente englobe
des me´taheuristiques et des algorithmes complets. La me´taheuristique ACO (voir sec-
tion 1.4.3) et la me´thode GRASP (voir section 1.3.5) sont des exemples spe´cifiques des
me´taheuristiques qui appliquent une recherche arborescente. Ces algorithmes construc-
tifs ge´ne`rent des solutions candidates par l’application re´pe´te´e d’une proce´dure de
construction probabiliste. Un exemple important d’algorithmes complets de la classe
de techniques de recherche arborescente est la me´thode de Branch & Bound, qui peut
eˆtre e´galement applique´e dans plusieurs variantes heuristiques comme, par exemple,
sous forme de recherche par faisceau (de l’anglais beam search). Alors que la me´thode
de Branch & Bound conside`re (implicitement) tous les nœuds d’un certain niveau de
l’arbre de recherche, la recherche par faisceau explore un nombre limite´ de nœuds.
Les me´taheuristiques constructives, comme les algorithmes de ACO et la me´thode
GRASP, pre´sentent deux inconve´nients. D’une part, meˆme elles prennent des de´cisions
probabilistes pour construire des solutions, elles n’e´vitent pas des actions gloutonnes,
ce qui augmente le risque de converger vers des re´sultats moins pre´cis. D’autre part,
en comparaison avec les algorithmes complets, ces deux me´taheuristiques n’appliquent
pas des me´canismes pour re´duire l’espace de recherche. Afin de reme´dier a` ces incon-
ve´nients, plusieurs travaux re´cents ont conside´re´ l’incorporation de proprie´te´s de la
me´thode Brand & Bound dans des me´taheuristiques constructives. Un exemple re-
pre´sentatif est les algorithmes propose´s dans (Blum, 2010, 2005, 2008, Blum et al.,
2013, Lo´pez-Iba´n˜ez et Blum, 2010) qui utilisent des concepts de la recherche par fais-
ceau pour optimiser la construction de solutions dans un algorithme de ACO. L’ide´e
principale de cet algorithme hybride, nomme´ Beam-ACO, est que, a` chaque ite´ra-
tion, plusieurs solutions sont construites en paralle`le de manie`re non inde´pendante,
comme c’est le cas dans la recherche par faisceau (En revanche, a` chaque ite´ration
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d’un algorithme de ACO, des fourmis artificielles construisent des solutions de ma-
nie`re inde´pendante les unes des autres). Cependant, contrairement a` la recherche par
faisceau qui e´tend les solutions partielles de manie`re de´terministe en utilisant des in-
formations heuristiques, dans Beam-ACO le choix d’extensions re´alisables est effectue´
de manie`re probabiliste de la meˆme manie`re qu’un algorithme de ACO. En plus des
traces de phe´romones et des informations heuristiques qui sont utilise´es pour guider
la recherche, Beam-ACO calcule aussi des bornes pour e´valuer les solutions partielles
et, ainsi, pour couper des branches de l’arbre de recherche.
Les solveurs MIP (pour Mixed Integer Programming) sont en ge´ne´ral base´s sur
des techniques de recherche arborescente et appliquent la programmation line´aire sur
des relaxations continues du proble`me traite´ afin d’obtenir des bornes infe´rieurs et
supe´rieurs de la fonction objectif. De tels solveurs peuvent eˆtre utiles pour explorer des
voisinages tre`s larges dans le cadre de re´solution de proble`mes d’optimisation difficiles
par algorithmes me´taheuristiques, e´tant donne´ que le proble`me en question peut eˆtre
exprime´ par un mode`le MIP. Un exemple de telles applications est le voisinage large
de´crit dans (Prandtstetter et Raidl, 2008) dans le cadre de la re´solution du proble`me
de se´quenc¸age de voitures (ou, en anglais, car sequencing problem). L’objectif est de
de´terminer une bonne se´quence (i.e., une permutation) d’un ensemble de voitures a`
assembler, c’est-a`-dire une se´quence permettant d’e´galiser la charge de travail des
postes de la ligne d’assemblage. Dans cette application, un solveur MIP est applique´
pour repositionner a` l’optimalite´ un certain nombre de voitures.
1.5.2.3 Hybridation des me´taheuristiques avec les tehniques de relaxation
L’ame´lioration des performances des algorithmes me´taheuristiques par des infor-
mations provenant de relaxations du proble`me initial repre´sente un type d’hybridation
tre`s populaire au cours des dernie`res anne´es. Une version relaxe´e d’un proble`me donne´
est obtenue en simplifiant et/ou en supprimant des contraintes. Lorsqu’on supprime
des contraintes, elles peuvent soit eˆtre abandonne´es, soit eˆtre inte´gre´es dans la fonc-
tion objectif. Dans le cas ou` le proble`me relaxe´ peut eˆtre re´solu efficacement, l’espoir
est que la structure de la solution du proble`me relaxe´ en combinaison avec la valeur
de la fonction objectif peuvent faciliter d’une fac¸on ou d’une autre la re´solution du
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proble`me initial. La relaxation est e´galement fortement utilise´e, par exemple, dans les
techniques exactes comme la me´thode de Branch & Bound. C’est parce que la valeur
de fitness de la solution optimale du proble`me relaxe´ peut eˆtre conside´re´e comme une
borne pour la valeur de fitness de la solution optimale du proble`me initial et, par conse´-
quent, peut eˆtre utilise´e pour e´laguer l’arbre de recherche. Un type tre`s important de
relaxation dans l’optimisation combinatoire concerne la suppression des contraintes
d’inte´gralite´ sur les variables entie`res d’un mode`le MIP. La version relaxe´e obtenue,
qui est un programme line´aire (ou linear program), peut eˆtre re´solue a` l’optimalite´
par une me´thode efficace comme l’algorithme du simplexe.
Un premier exemple de ce type d’hybridation est une approche me´taheuristique
base´e sur la relaxation lagrangienne (Boschetti et Maniezzo, 2009, Boschetti et al.,
2010). Une relaxation lagrangienne est obtenue en inte´grant des contraintes dans la
fonction objectif. A chaque ite´ration du processus d’optimisation, la solution opti-
male de la relaxation courante est utilise´e pour la ge´ne´ration des solutions re´alisables
au proble`me initial. Ces solutions sont utilise´es pour de´finir une nouvelle relaxation
ame´liore´e. Cela peut se faire au moyen des heuristiques simples ou au moyen des
concepts me´taheuristiques. Le processus de recherche peut s’arreˆter lorsque les bornes
infe´rieures et supe´rieures de la fonction objectif co¨ıncident.
Dans (Wilbaut et Hanafi, 2009), plusieurs heuristiques base´es sur des relaxations
ite´ratives ont e´te´ pre´sente´es pour la re´solution de proble`mes de programmation mixte
en nombres binaires (ou, en anglais, 0-1 mixed integer programming problems). Les au-
teurs ont combine´ deux techniques de relaxation dans un ensemble d’algorithmes heu-
ristiques : une relaxation line´aire (ou continue) qui consiste a` supprimer les contraintes
d’inte´gralite´ sur les variables entie`res, et une relaxation dite MIP qui impose des
contraintes d’inte´gralite´ sur un sous-ensemble de variables binaires. Les solutions ob-
tenues par les deux relaxations sont exploite´es ite´rativement pour re´duire l’espace de
recherche du proble`me initial.
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1.5.2.4 Hybridation des me´taheuristiques avec la programmation dyna-
mique
La programmation dynamique (ou DP pour Dynamic Programming en anglais)
(Bertsekas, 2017) est une me´thode algorithmique d’optimisation qui re´sout un pro-
ble`me combinatoire comme suit. Tout d’abord, le proble`me a` traiter est divise´ en
sous-proble`mes. Ensuite, la (ou une) solution du proble`me est obtenue en combinant
les solutions de sous-proble`mes re´solus pre´ce´demment en des solutions a` des pro-
ble`mes plus grands jusqu’a` ce que le proble`me initial soit re´solu. Un point cle´ de DP
re´side dans le fait qu’elle re´sout chaque sous-proble`me une seule fois et me´morise le
re´sultat, e´vitant ainsi le recalcul (lorsque les sous-proble`mes comportent des parties
communes). En fait, un proble`me d’optimisation doit pre´senter deux proprie´te´s pour
eˆtre re´solu par DP (Blum et al., 2011) :
1. Les solutions optimales du proble`me doivent contenir des solutions optimales
de sous-proble`mes. Cette caracte´ristique garantit qu’il existe une formule per-
mettant de de´duire la (ou une) solution optimale du proble`me en combinant les
solutions optimales d’une se´rie de sous-proble`mes.
2. L’espace de sous-proble`mes doit eˆtre relativement petit. Typiquement, le nombre
total de sous-proble`mes distincts est polynomial en la taille de l’entre´e.
Dans (Congram et al., 2002), DP est utilise´e comme une strate´gie d’exploration de
voisinage dans une proce´dure de recherche locale ite´re´e. Dans cette approche propo-
se´e pour la re´solution d’un proble`me d’ordonnancement, un algorithme d’e´nume´ration
re´cursif base´ sur DP explore un voisinage de taille exponentielle en un temps polyno-
mial.
Une me´taheuristique hybride inspire´e de DP, appele´e en anglais “Corridor Meh-
tod”, a e´te´ pre´sente´e dans (Sniedovich et Viß, 2006). Cette me´thode a e´te´ conc¸ue
dans le but d’appliquer DP d’une manie`re heuristique pour la re´solution de proble`mes
de grande taille. Elle applique ite´rativement DP sur des sous-espaces de recherche
construits a` partir de la solution courante.
Une autre application a e´te´ pre´sente´e dans (Juang et Su, 2008) pour l’alignement
multiple de se´quences en bio-informatique. Le processus d’alignement multiple de
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se´quences par DP fonctionne comme suit. Tout d’abord, deux se´quences sont aligne´es
a` l’optimalite´. Puis, la se´quence obtenue est aligne´e avec une troisie`me se´quence. Ce
processus est re´pe´te´ jusqu’a` ce que toutes les se´quences soient conside´re´es. A la fin de
chaque e´tape, un algorithme de PSO est applique´ pour optimiser le re´sultat.
1.6 Conclusion
Ce chapitre dresse un e´tat de l’art de l’optimisation combinatoire par algorithmes
me´taheuristiques. Nous avons rappele´ dans un premier temps quelques notions de
base de l’optimisation combinatoire et de la the´orie de complexite´. Puis, dans un
deuxie`me temps, nous avons de´crit les principales me´taheuristiques. On distingue les
me´taheuristiques a` base de solution unique et les me´taheuristiques a` base de popu-
lation de solutions. Les me´taheuristiques a` base de solution unique se basent sur la
notion de voisinage et sur la recherche locale pour trouver des solutions sous-optimales
du proble`me traite´. Elles permettent en ge´ne´ral l’exploitation des re´gions de l’espace
de recherche. Par contre, les me´taheuristiques a` base de population se fondent sur une
recherche globale et, par conse´quent, permettent une meilleure exploration de l’espace
de recherche. Un inte´reˆt particulier a e´te´ porte´ aux GAs et a` PSO, puisque nous avons
conc¸u, durant cette the`se, un algorithme hybride combinant les composants de ces me´-
taheuristiques pour la re´solution efficace de proble`mes combinatoires multiobjectifs,
que nous allons pre´senter dans le chapitre 3.
A la fin du chapitre, nous avons de´crit un e´tat de l’art des me´taheuristiques hy-
brides. L’hybridation consiste a` combiner des me´taheuristiques avec d’autres tech-
niques d’optimisation pour tirer profit des avantages cumule´s de diffe´rentes me´thodes.
Durant ces dernie`res anne´es, les me´taheuristiques hybrides sont devenues tre`s popu-
laires en raison de leurs bons re´sultats pour un grand nombre de proble`mes d’optimi-
sation combinatoires.
Le chapitre suivant est consacre´ a` la pre´sentation de l’optimisation combinatoire






L’optimisation multiobjectif consiste a` optimiser plusieurs objectifs souvent contra-
dictoires en meˆme temps. Elle fait depuis plusieurs de´cennies l’objet de recherches
intensives et s’applique a` de nombreux domaines (finance, inge´nierie, te´le´communi-
cations, environnement, e´nergie, bio-informatique, surveillance, transport, logistique).
Par exemple, les proble`mes de tourne´s multiobjectifs comme TSP et VRP sont lar-
gement e´tudie´s en raison de leurs nombreuses applications re´elles dans le domaine du
transport et de la logistique (Jozefowiez et al., 2008). Pour ces proble`mes, les objec-
tifs les plus communs comprennent la minimisation de la distance totale traverse´e,
du temps total ne´cessaire, du couˆt total de la tourne´e, et/ou du nombre de ve´hicules
de manutention utilise´s, et la maximisation de la qualite´ de service et/ou du profit
collecte´. Par la suite, sans perte de ge´ne´ralite´, nous conside´rons la minimisation de
toutes les fonctions objectifs.
Contrairement a` l’optimisation mono-objectif, la solution optimale d’un proble`me
d’optimisation multiobjectif (MOP par la suite, de l’anglais Multiobjective Optimi-
zation Problem) n’est pas une solution unique, mais une varie´te´ de solutions, appele´
l’ensemble des solutions Pareto optimales ou le front Pareto. L’optimalite´ des solutions
n’est pas de´finie en termes de minimisation simultane´e des fonctions objectifs, mais
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en termes de compromis vis-a`-vis des objectifs du proble`me. Toute solution de com-
promis est optimale dans le sens qu’aucune ame´lioration ne peut eˆtre re´alise´e sur une
fonction objectif sans de´gradation d’au moins une autre fonction objectif. Cet aspect
provient du fait de la pre´sence de conflits entre les divers objectifs du proble`me.
Organisation. Ce chapitre est consacre´ a` l’optimisation multiobjectif par les algo-
rithmes ge´ne´tiques (GAs) utilisant une approche de Pareto. Dans la premie`re section,
nous introduisons les principales de´finitions et notions de base lie´es a` l’optimisation
multiobjectif. Puis, nous pre´sentons dans la deuxie`me section une ge´ne´ralisation des
approches de re´solution de MOPs. La troisie`me section pre´sente le principe de fonc-
tionnement et les me´canismes de recherche notables des GAs multiobjectifs (Mul-
tiobjective Genetic Algorithms : MOGAs1) base´s sur une approche Pareto. Dans la
quatrie`me section, nous portons notre attention sur deux MOGAs base´s sur une ap-
proche Pareto de re´fe´rence de la litte´rature (a` savoir le NSGA-II et le SPEA2). Enfin la
dernie`re section est consacre´e a` la description de deux me´triques comple´mentaires uti-
lise´es dans la litte´rature pour e´valuer la qualite´ d’une approximation du front Pareto
pour un MOP.
2.2 Concepts de base et de´finitions
L’objectif de cette section est de pre´senter les principales de´finitions et les concepts
de base rencontre´s dans le domaine de l’optimisation multiobjectif, comme la domi-
nance, l’optimalite´ au sens de Pareto, l’ensemble Pareto optimal et le front Pareto.
Tout comme pour l’optimisation mono-objectif, les MOPs se divisent principale-
ment en deux grandes cate´gories : ceux dont les solutions peuvent eˆtre code´es par
des variables re´elles, appele´s aussi les proble`mes continus, et ceux dont les solutions
peuvent eˆtre code´es a` l’aide des variables discre`tes comme les proble`mes combina-
toires. Dans le reste ce chapitre et de cette the`se, nous nous inte´ressons aux proble`mes
combinatoires multiobjectifs.
De´finition 2.1 (Proble`me d’optimisation combinatoire multiobjectif) Un
1Le MOGA est un GA multiobjectif spe´cifique dans la litte´rature (Fonseca et al., 1993). Nous
utilisons l’abre´viation “MOGA” dans cette the`se pour de´signer un GA multiobjectif ge´ne´ral.
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proble`me d’optimisation combinatoire multiobjectif (S, F ) peut eˆtre formule´ par :
min {F (X) = (f1(s), f2(s), . . . , fm(s)), s ∈ S} (2.1)
ou` m ≥ 2 est le nombre de fonctions objectifs, s ∈ Zn est une instanciation des
variables de de´cision (x1, x2, . . . , xn), S est l’ensemble des points re´alisables (associe´
a` des contraintes d’e´galite´, d’ine´galite´ et des bornes explicites), et F : Zn → Rm est
le vecteur des objectifs a` optimiser.
L’espace de recherche ou l’espace des parame`tres, note´ Ω, correspond a` l’ensemble
des valeurs pouvant eˆtre pris par les variables. L’ensemble S ⊂ Ω repre´sente l’espace de
de´cision ou l’espace des solutions du proble`me. On note par Λ = F (S) := {F (s), s ∈
S} ⊆ Rm l’ensemble des points re´alisables dans l’espace des objectifs. La figure 2.1
illustre les diffe´rents espaces pour un proble`me bi-objectifs a` deux parame`tres.
S
Ω











Figure 2.1 – Espace de recherche, espace re´alisable et espace des objectifs.
Les proble`mes d’optimisation combinatoires multiobjectifs sont caracte´rise´s par un
ensemble de solutions re´alisables et un ensemble de solutions optimales finis.
L’optimisation combinatoire multiobjectif constitue depuis les anne´es 1990 un do-
maine de recherche d’un grand inte´reˆt, comme montre´ dans (Ehrgott et Gandibleux,
2000, 2003). De nombreux proble`mes re´els et acade´miques populaires ont e´te´ formule´s
comme des proble`mes d’optimisation combinatoires multiobjectifs (par exemple : le
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proble`me du TSP, le proble`me de VRP, le proble`me du sac a` dos, le proble`me du QAP,
des proble`mes d’ordonnancement). La plupart des mode`les multiobjectifs concernent
des proble`mes d’optimisation NP-difficiles.
Pour un proble`me mono-objectif, la solution optimale est clairement de´finie : celle
qui minimise la fonction objectif. Dans le cas de l’optimisation multiobjectif, il n’est
pas usuel d’avoir une solution s∗ ∈ S qui est optimale pour tous les objectifs, c’est-a`-
dire :
∀s ∈ S, fi(s∗) ≤ fi(s), i = 1, . . . ,m (2.2)
Comme cette situation arrive rarement dans les proble`mes re´els ou` les objectifs
sont en conflit, l’identification des meilleurs compromis entre tous les objectifs ne´ces-
site la de´finition d’une relation d’ordre partiel entre les points re´alisables dans l’espace
des objectifs, appele´e relation de dominance. La plus utilise´e est la relation de do-
minance au sens de Pareto, formule´e par l’e´conomiste Vilfredo Pareto a` la fin du 19ie`me
sie`cle (Pareto, 1896). De manie`re a` de´finir formellement cette notion, les relations de
comparaison =, >,< usuelles sont e´tendues aux vecteurs.
De´finition 2.2 (Dominance au sens de Pareto) Un vecteur des objectifs u =
(u1, . . . , um) domine un autre vecteur des objectifs v = (v1, . . . , vm) (on note u ≺ v)
ssi u est partiellement infe´rieure a` v, c’est-a`-dire,
∀i ∈ {1, . . . ,m} , ui ≤ vi ∧ ∃i ∈ {1, . . . ,m} : ui < vi.
Les vecteurs des objectifs qui ne se dominent pas entre eux sont dits e´quivalents
ou incomparables. La figure 2.2 illustre, sur un exemple en deux dimensions, la
relation de dominance au sens de Pareto. Pour un point y dans l’espace des objectifs,
on distingue trois zones :
• la zone de pre´fe´rence qui contient les points domine´s par le point y ;
• la zone de dominance qui contient les points dominant le point y ;
• la zone d’e´quivalence qui contient les points incomparables avec le point y.
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Figure 2.2 – Dominance au sens de Pareto.
Le concept ge´ne´ralement utilise´ est la notion d’optimalite´ Pareto. La de´finition de
solution Pareto optimale de´coule directement de la notion de dominance.
De´finition 2.3 (Optimalite´ globale au sens Pareto) Une solution s∗ ∈ S est
globalement Pareto optimale ssi ∀s′ ∈ S, F (s′) ⊀ F (s∗).
De´finition 2.4 (Optimalite´ locale au sens Pareto) Une solution sˆ ∈ S est loca-
lement Pareto optimale ssi ∀s′ ∈ (N (sˆ) ⊆ S), F (s′) ⊀ F (sˆ), ou` N (sˆ) est un ensemble
de solutions voisines de sˆ.
Les notions d’optimalite´ au sens de Pareto sont illustre´es graphiquement dans la
figure 2.3, en deux dimensions.
Nous rappelons que la solution d’un MOP n’est pas une solution unique mais un
collection de solutions appele´ l’ensemble de meilleurs compromis. La de´finition de
cet ensemble de´coule directement du concept de dominance au sens de Pareto. Nous
de´finissons d’abord formellement cet ensemble dans l’espace de de´cision.
De´finition 2.5 (Ensemble de Pareto optimal) Pour un MOP donne´ (S, F ), l’en-
semble de Pareto optimal correspond a` l’ensemble des solutions non domine´es de S :
P∗ = {s ∈ S|¬∃s′ ∈ S, F (s′) ≺ F (s)}.
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Figure 2.3 – Optimalite´ globale et optimalite´ locale au sens de Pareto.
L’ensemble de Pareto optimal regroupe tous les points de l’espace des solutions qui
dominent les autres mais ne se dominent pas entre eux. Le front de Pareto de l’espace
des objectifs est de´fini de manie`re analogue.
De´finition 2.6 (Front de Pareto global) Pour un MOP donne´ (S, F ), le front
Pareto correspond a` l’image dans l’espace des objectifs de son ensemble Pareto op-
timal P∗ : FP∗ = {F (s), s ∈ P∗}.
Le front de Pareto global regroupe tous le meilleurs compromis possibles au MOP.
Cet ensemble est aussi appele´ le front optimal de Pareto, ou plus ge´ne´ralement la
surface de compromis pour des proble`mes de dimension plus e´leve´e. En pratique,
puisque le front de Pareto optimal peut contenir un nombre tre`s grand de points, les
me´thodes de re´solution doivent localiser un assortiment de solutions proches du front
Pareto global.
2.3 Approches de re´solution
Le but de re´solution des MOPs est d’aider le de´cideur (une personne ou un groupe
de personnes) dans le choix d’une solution parmi l’ensemble Pareto optimal. Une des
questions fondamentales en optimisation multiobjectif est lie´e a` l’interaction entre la
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me´thode de re´solution et le de´cideur. En fait, les solutions Pareto optimales ne peuvent
eˆtre range´es globalement. Le roˆle de de´cideur est de spe´cifier ses pre´fe´rences afin d’in-
duire un ordre total entre les solutions Pareto, puis, se´lectionner sa solution pre´fe´re´e.
Selon le moment ou` les pre´fe´rences du de´cideur sont incorpore´es dans le processus de
re´solution, trois grandes cate´gories d’approches utilise´es pour la re´solution d’un MOP
sont distingue´es (Miettinen, 1999) :
• Me´thodes a priori (Pre´fe´rences → Recherche) : Ces approches ne´cessitent
pour le de´cideur de de´finir le compromis qu’il de´sire atteindre avant de lancer
l’optimisation. Diffe´rentes formes peuvent remplir ce roˆle. Dans de nombreux
cas, les approches sugge´re´es consistent a` transformer le proble`me multiobjectif
en un proble`me a` un objectif en combinant les diffe´rentes fonctions objectifs en
une seule fonction objectif (me´thodes d’agre´gation des objectifs). Le proble`me
re´duit a` re´soudre sera :
min v(F (s)), s ∈ S
ou` v est la fonction d’utilite´ qui exprime les pre´fe´rences du de´cideur. Elle agre`ge
le vecteur des objectifs en une seule fonction scalaire : v : Rm → R.
La fonction d’utilite´ de´finira un ordre total dans l’ensemble Pareto optimal. Par





le de´cideur doit e´valuer a priori le poids λi ≥ 0 de chaque fonction objectif
i = 1, . . . ,m, avec
∑m
i=1 λi = 1. Cependant, dans de nombreux cas, il est tre`s
difficile de de´finir la fonction d’utilite´ avant le processus d’optimisation. Ces
approches ne´cessitent alors pour le de´cideur d’avoir une bonne connaissance de
son proble`me.
• Me´thodes progressives ou interactives (Recherche ↔ Pre´fe´rences) : Dans
ce cas, le de´cideur affine progressivement son choix des compromis au cours
de l’optimisation. A partir des connaissances extraites durant la re´solution du
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proble`me, le de´cideur peut de´finir ses pre´fe´rences de manie`re claire et compre´-
hensible. Ces pre´fe´rences sont prises en compte par la me´thode de re´solution
durant les e´tapes de recherche suivantes. Ce processus est re´pe´te´ plusieurs fois
jusqu’a` la satisfaction du de´cideur.
• Me´thodes a posteriori (Recherche → Pre´fe´rences) : Ces me´thodes ne ne´ces-
sitent ni la spe´cification des pre´fe´rences, ni l’interaction avec le de´cideur. Elles
fournissent a` la fin de recherche au de´cideur un ensemble de solutions de com-
promis plutoˆt qu’un unique compromis lui laissant un choix a` faire a posteriori.
Cette approche est pratique si le nombre d’objectifs est petit et la cardinalite´
de l’ensemble Pareto optimal est re´duite. En termes de re´solution de proble`me,
cette approche est plus complexe dans le sens qu’une varie´te´ de solutions Pareto
optimales doit eˆtre fournie.
En effet, chaque approche de re´solution a ses avantages et ses inconve´nients. Le
choix d’une me´thode de´pond des proprie´te´s du proble`me a` traiter et des compe´tences
du de´cideur.
Les me´thodes a priori ne sont efficaces que lorsque l’espace des objectifs pre´sente
des proprie´te´s de convexite´2.
Les me´thodes progressives sont limite´es par le fait qu’elles monopolisent l’attention
du de´cideur tout au long du processus d’optimisation. Comme signale´ dans (Regnier,
2003), cet aspect peut eˆtre pe´nalisant si l’e´valuation des fonctions objectifs ne´cessite
un temps de calcul important et que les interventions du de´cideur sont fre´quentes.
L’avantage majeur des me´thodes a posteriori est la reproduction d’un ensemble
de solutions optimales. Ne´anmoins, cela impose le choix d’une solution a` partir de
cet ensemble selon des pre´fe´rences choisies par le de´cideur. Ce choix peut eˆtre guide´
par la prise en compte de crite`res supple´mentaires (Regnier, 2003). La plupart de
ces me´thodes utilisent des algorithmes me´taheuristiques capables d’explorer plusieurs
solutions en paralle`le et permettant l’imple´mentation d’approches Pareto. En particu-
lier, les algorithmes e´volutionnaires multiobjectifs de type GAs rencontrent ces deux
2Un front Pareto est dit convexe si, e´tant donne´ deux points distincts quelconques de ce front, le
segment de droite qui relie ces deux points est toujours contenu dans l’ensemble des points re´alisables
de l’espace des objectifs.
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dernie`res de´cennies un succe`s grandissant en raison de leur bonne ade´quation avec les
MOPs (Coello et al., 2007, Deb, 2001). Ces algorithmes a` base de population de solu-
tions sont tre`s recommande´s pour les proble`mes d’optimisation re´els dont les espaces
des objectifs pre´sentent des proprie´te´s de non-convexite´, multimodalite´, discontinuite´,
etc.
Dans le reste ce chapitre et de cette the`se, nous nous inte´resserons aux MOGAs
utilisant des approches Pareto. L’aspect d’aide a` la de´cision pour le choix d’une solu-
tion de compromis parmi les solutions Pareto fournies, n’est pas aborde´ (Miettinen,
1999).
2.4 Principaux composants de recherche d’un lo-
garithme ge´ne´tique multiobjectif
L’objectif qui doit eˆtre pris en compte dans la re´solution Pareto d’un MOP par un
GA est : converger vers des solutions diversifie´es dans le front Pareto. Pour re´pondre
a` cet objectif, en plus de concepts communs des GAs mono-objectifs (voir chapitre 1),
les MOGAs base´s sur des approches Pareto contiennent trois composants de recherche
essentiels (Talbi, 2009) :
• Affectation de fitness (ou ranking) : Le roˆle de cette proce´dure est de guider
la recherche vers des solutions Pareto optimales. Elle permet de quantifier le
compromis entre toutes les objectifs. Elle calcule pour chaque nouvelle solution
(un vecteur des objectifs) une valeur scalaire pour former son adaptation.
• Maintien de la diversite´ (ou nichage) : Le but ici est de ge´ne´rer un ensemble
de solutions Pareto optimales diversifie´es dans l’espace des parame`tres et/ou
dans l’espace des objectifs.
• Elitisme : L’ide´e est de re´server les meilleures solutions (Pareto optimales) pour
acce´le´rer la convergence et ame´liorer les performances de l’algorithme.
Par ailleurs, si les MOGAs sont combine´s avec d’autres techniques d’optimisation
-pour ame´liorer leurs performances-, on parle des MOGAs hybrides.
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La figure 2.4 illustre la structure d’un MOGA inte´grant ces me´canismes. Les dif-
fe´rences entre les MOGAs re´cents re´sident principalement dans ces me´canismes et
la manie`re de se´lection de parents ge´niteurs. Nous de´crivons par la suite comment
ces me´canismes peuvent eˆtre de´finis inde´pendamment pour concevoir un MOGA. Les
techniques utilise´es par les algorithmes NSGA-II (Nondominated Sorting Genetic Al-
gorithm) et SPEA2 (Strength Pareto Evolutionary Algorithm), pre´sente´s dans les sec-









Ranking + Nichage + Mise a` jour de l’archive Pareto
Se´lection
A B A : se´lection a` partir de l’archive
B : se´lection a` partir de l’ensemble Archive + Population
Figure 2.4 – Structure d’un MOGA e´litiste avec nichage (inspire´e de (Regnier, 2003)).
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2.4.1 Proce´dures de ranking
Une proce´dure de se´lection Pareto utilise directement la notion d’optimalite´ Pa-
reto pour ranger les individus de la population, contrairement aux autres approches
(non Pareto) qui transforment le MOP en un proble`me mono-objectif ou qui traitent
se´pare´ment les diffe´rents objectifs. Cette ide´e a e´te´ initialement propose´e par Goldberg
dans (Goldberg, 1989). En effet, l’avantage majeur des approches Pareto est qu’elles
sont capables de ge´ne´rer des solutions Pareto optimales dans les portions concaves du
front Pareto. Plusieurs me´thodes de ranking ont e´te´ utilise´es dans la litte´rature (Zitz-
ler et al., 2004). La plus commune´ment utilise´e est la technique NSGA qui de´compose
une population de solutions en plusieurs fronts de Pareto (voir paragraphe 2.4.1.1).
Puisqu’une valeur unique de fitness (rang ou score) est affecte´e a` chaque solution
de la population, tout composant de recherche d’une me´taheuristique mono-objectif
peut eˆtre utilise´ pour la re´solution de MOPs. Par exemple, le me´canisme de se´lection
de parents ge´niteurs dans les MOGAs peut eˆtre de´rive´ des me´canismes de se´lection
utilise´s dans l’optimisation mono-objectif. En comparaison avec les approches qui
utilisent des fonctions d’utilite´, l’inte´reˆt des approches Pareto est qu’elles e´valuent la
qualite´ d’une solution par rapport a` la population entie`re ; pas de valeurs absolues
affecte´es aux solutions.
2.4.1.1 Proce´dure de ranking NSGA
La proce´dure de ranking NSGA a e´te´ initialement propose´e par Goldberg dans
(Goldberg, 1989) et imple´mente´e par Srinivas et Deb dans (Srinivas et Deb, 1994). Elle
est applique´e pour e´tablir un ordre entre les solutions d’une population. Initialement,
tous les individus non domine´s de la population rec¸oivent le rang 1 et forment le
premier front F1. Puis, les individus qui ne sont domine´s que par les individus de
F1 rec¸oivent le rang 2 ; ils forment le deuxie`me front F2. D’une manie`re ge´ne´rale,
un individu rec¸oit un rang k si et seulement si il n’est domine´ que par les individus
appartenant a` l’union F1∪F2 · · ·∪Fk−1. Le processus est re´ite´re´ jusqu’a` ce que tous les
individus de la population aient un rang. La figure 2.5 illustre graphiquement la notion
de rang de dominance dans le cas de proble`mes bi-objectifs. La figure 2.6 illustre le
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Figure 2.5 – Ranking de Goldberg (NSGA), pour un MOP bi-objectifs.
L’algorithme 2.1 donne le pseudo-code de l’algorithme d’affectation du rang de
Pareto. Dans cet algorithme, la variable P de´signe l’ensemble de points (pi) dont on
de´sire identifier les diffe´rents rangs. Cet algorithme intuitif a une complexite´ moyenne
en O(mN3), ou` m correspond au nombre de fonctions objectifs et N a` la taille de la
population. Les auteurs de NSGA-II (Deb et al., 2002) ont ame´liore´ cet algorithme et
re´duit sa complexite´ a` O(mN2).
2.4.2 Nichage
Nous rappelons que l’objectif qui doit eˆtre pris en compte dans la re´solution Pareto
d’un MOP est d’obtenir des solutions diversifie´es sur le sous-espace Pareto optimal.
Les me´thodes de ranking, comme la me´thode NSGA pre´sente´e dans le paragraphe
pre´ce´dent, assurent la convergence vers des solutions Pareto optimales. Cependant,
la diversification des solutions n’est pas prise en compte, ce qui rend impossible la
de´couverte de l’inte´gralite´ du front Pareto. Pour obtenir une population diversifie´e,
dans l’espace des parame`tres et/ou dans l’espace des objectifs, il faut combiner les
me´thodes de ranking avec les techniques de formation et de maintien de niches. En
ge´ne´ral, les techniques de diversification pe´nalisent les solutions a` forte densite´ de
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Ensemble de solutions
s1 : (8, 11)
s2 : (5, 14)
s3 : (9, 12)
s4 : (1, 16)
s5 : (14, 1)
s6 : (13, 9)
s7 : (10, 6)
s8 : (12, 7)
s9 : (5, 13)
s10 : (10, 4)
s11 : (6, 15)
s12 : (2, 13)
s2 : (5, 14)
s3 : (9, 12)
s6 : (13, 9)
s7 : (10, 6)
s8 : (12, 7)
s9 : (5, 13)
s11 : (6, 15)
Se´parer les solutions de Rang 1
s2 : (5, 14)
s6 : (13, 9)
s8 : (12, 7)
s11 : (6, 15)
Se´parer les solutions de Rang 2
s6 : (13, 9)
s11 : (6, 15)
Se´parer les solutions de Rang 3
Se´parer les solutions
de Rang 4
Figure 2.6 – Illustration de la proce´dure de ranking NSGA pour un MOP bi-objectifs
(inspire´e de (Talbi, 2009)).
Algorithme 2.1 : Affectation du rang de Pareto (Ranking NSGA)
1 RangCourant← 1
2 tant que (|P | 6= 0) faire
3 pour chaque pi ∈ P faire




8 pour chaque pi ∈ P faire
9 si (Rang(pi) = RangCourant) alors
10 Enlever temporairement pi de P
11 fin
12 fin
13 RangCourant← RangCourant+ 1
14 fin
solutions autour d’elles. Elles peuvent eˆtre classe´es en trois cate´gories (Talbi, 2009,
Zitzler et al., 2004) :
• Me´thodes de voisinage : Comme nous allons le voir dans la suite de ce cha-
pitre, les algorithmes SPEA2 et NSGA-II sont caracte´rise´s par des estimations
de la densite´ base´es sur le principe de voisinage. SPEA2 prend en compte la
79
2.4. Principaux composants de recherche d’un logarithme ge´ne´tique multiobjectif
distance entre une solution si et son k
ie`me voisin le plus proche pour estimer la
densite´. NSGA-II est caracte´rise´ par une estimation de la densite´ lie´e a` l’envi-
ronnement de chaque solution, appele´e distance de crowding.
• Me´thodes de partage de performance : Ces me´thodes de´finissent le voisi-
nage d’une solution selon une fonction kernel K, appele´e fonction de partage,
qui a comme parame`tre d’entre´e la distance entre deux solutions. Pour chaque
solution si, les distances d(si, sj) entre si et toutes les autres solutions sj de
la population pop sont calcule´es. Ensuite, la densite´ estime´e de la solution si,
appele´e compte de niche, est donne´e par la somme des valeurs de la fonction de





Les valeurs de la fonction m doivent eˆtre e´leve´es pour les solutions qui sont
proches les unes des autres et faibles pour les solutions isole´es.
Ainsi, la performance partage´e f ′ d’une solution si est e´gale a` la valeur de fitness
originale f(si) (i.e., la valeur scalaire retourne´e par une me´thode de ranking)




De cette manie`re, la performance d’une solution va eˆtre de´grade´e en fonction de
la densite´ de solutions se trouvant a` proximite´.
Une des fonctions de partage les plus utilise´es est celle propose´e par Goldberg





si d(si, sj) < σ
0 sinon
Cette fonction retourne une valeur dans l’intervalle ]0, 1] si les deux solutions
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sont proches, 0 si la distance entre les deux de´passe un certain seuil σ. Une telle
me´thode de partage a e´te´ utilise´e dans l’algorithme NSGA (Srinivas et Deb,
1994), le pre´curseur de NSGA-II.
• Histogrammes : Cette approche consiste a` partitionner l’espace de recherche
en plusieurs hypergrilles de´finissant les voisinages. La densite´ de la population
autour d’une solution est estime´e par le nombre de solutions occupant le meˆme
hypercube.
Il est a` noter que l’une des questions les plus importantes dans les approches de
maintien de la diversite´ concerne la mesure de distance. Plusieurs mesures peuvent
eˆtre utilise´es, comme la distance de Hamming ou les distances Euclidiennes. D’ailleurs,
la distance peut eˆtre calcule´e dans l’espace des parame`tres et/ou dans l’espace des
objectifs. En ge´ne´ral, la formation et le maintien des niches se font dans l’espace des
objectifs en raison de leur simplicite´.
2.4.3 Elitisme
Dans le cas mono-objectif, l’e´litisme consiste a` conserver le meilleur individu pour
les ge´ne´rations futures afin d’e´viter sa perte e´ventuelle au cours de l’application des
ope´rateurs ge´ne´tiques de croisement et de mutation. Re´aliser un GA e´litiste dans le
cadre de re´solution de MOPs est plus difficile que pour le cas mono-objectif. Cette
difficulte´ re´side dans le fait que la meilleure solution n’est pas une solution unique,
mais un ensemble de solutions. L’ide´e consiste donc a` conserver un nombre limite´
de ces solutions optimales dans une population secondaire, appele´e archive, de taille
constante associe´e a` la population courante (Zitzler et al., 2000).
Comme de´crit dans (Talbi, 2009), si l’e´litisme est utilise´ uniquement pour e´viter la
perte e´ventuelle des solutions Pareto optimales obtenues, on parle d’une strate´gie d’e´li-
tisme passif. Dans ce cas, l’archive est conside´re´e comme une population secondaire
se´pare´e qui n’a aucun impact sur le processus de recherche. L’e´litisme passif ne garan-
tira qu’une performance non de´gradante de l’algorithme en termes d’approximation
du front Pareto. En revanche, si l’e´litisme est utilise´ dans le processus de recherche,
c’est-a`-dire les solutions e´lites sont utilise´es pour ge´ne´rer de nouvelles solutions, on
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parle d’une strate´gie d’e´litisme actif. Cet e´litisme permet une convergence rapide et
robuste vers une bonne approximation du front Pareto (Zitzler et al., 2000). La plu-
part des MOGAs re´cents appliquent un e´litisme actif. Comme le montre la figure 2.4,
les parents ge´niteurs peuvent eˆtre se´lectionne´s a` partir de l’archive (comme c’est le
cas pour NSGA-II et SPEA2) ou a` partir de la population forme´e par les membres
de l’archive et les enfants de la ge´ne´ration pre´ce´dente. Il est a` noter que les tailles des
populations archive, de ge´niteurs et d’enfants, peuvent eˆtre identiques ou distinctes.
A chaque ge´ne´ration, l’archive est mise a` jour en fonction des nouvelles solutions
explore´es. En ge´ne´ral, les membres de l’archive sont choisis a` l’aide d’une me´thode
de nichage qui pre´serve les solutions les plus diversifie´es sur l’ensemble du front Pa-
reto. L’archive conserve donc les solutions Pareto optimales les plus repre´sentatives
obtenues tout au long de la recherche.
2.4.4 Hybridation
Tout comme pour le cas mono-objectif, un autre me´canisme important afin ame´-
liorer les performances d’une me´taheuristique multiobjectif consiste a` l’hybrider avec
d’autres me´thodes d’optimisation. Les me´taheuristiques multiobjectifs hybrides sont
reconnues depuis plus d’une de´cennie comme des approches compe´titives pour traiter
les MOPs de grande taille (Ehrgott et Gandibleux, 2008, Talbi, 2015). Talbi dans
(Talbi, 2015) a classe´ les me´taheuristiques hybrides dans le domaine de la re´solution
des MOPs en trois grandes cate´gories :
• Hybridation des me´taheuristiques avec des (me´ta)heuristiques : C’est
la forme d’hybridation la plus re´pondue. Elle consiste a` combiner des concepts
et composants de recherche de (me´ta)heuristiques diffe´rentes pour produire un
algorithme performant.
• Hybridation des me´taheuristiques avec les me´thodes exactes : Dans ce
cas, des me´taheuristiques pures sont combine´es avec des me´thodes de program-
mation mathe´matiques, comme la me´thode branch and bound et la me´thode
branch and cut, pour explorer des voisinages tre`s larges ou pour comple´ter des
solutions partielles.
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• Hybridation des me´taheuristiques avec les techniques de data mining
et d’apprentissage : Cette cate´gorie englobe les approches qui choisissent et
adaptent les parame`tres de controˆle d’un algorithme sans intervention de l’utili-
sateur, les approches qui appliquent les ope´rateurs de recherche (par exemple, les
ope´rateurs de recombinaison des me´taheuristiques a` population, les structures de
voisinage des me´taheuristiques a` solution unique) de manie`re adaptative, et les
approches qui transforment le MOP initial a` un MOP re´duit en le de´composant
en plusieurs sous-proble`mes ou en ajoutant de nouvelles contraintes.
Pour les MOGAs, l’hybridation consiste souvent a` substituer l’ope´rateur de muta-
tion par une proce´dure de recherche locale (i.e., algorithmes me´me´tiques). Celle-ci est
applique´e pour ge´ne´rer un (ou le) ensemble de voisins de l’individu qui va subir une
mutation. Parmi plusieurs algorithmes multiobjectifs me´me´tiques propose´s dans la
litte´rature, nous pouvons citer : l’algorithme pre´sente´ dans (Barichard et Hao, 2003)
qui combine un MOGA et une recherche taboue (applique´ au proble`me du sac a` dos
multiobjectif), et l’algorithme propose´ dans (Meunier et al., 2000) qui applique une
proce´dure de recherche locale pour ame´liorer la population d’un MOGA (applique´ au
proble`me du design de re´seaux).
2.5 Deux algorithmes ge´ne´tiques multiobjectifs per-
formants
Les deux MOGAs base´s Pareto choisis pour servir de base a` notre approche hybride
pre´sente´ dans le chapitre 3 sont NSGA-II et SPEA2. Ces deux algorithmes (classiques)
de re´fe´rence de la litte´rature servent de guide pour le de´veloppement de nouveaux
algorithmes multiobjectifs depuis leur apparition.
Notons que NSGA-II et SPEA2 serviront non seulement a` construire la partie
ge´ne´tique de notre approche hybride, mais e´galement pour fournir des e´le´ments de
comparaison afin d’e´valuer les performances de l’hybridation propose´e.
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2.5.1 Le NSGA-II
L’algorithme NSGA-II (Deb et al., 2002) est une version e´litiste de NSGA (Srini-
vas et Deb, 1994) qui est une imple´mentation directe de la technique de ranking de
Goldberg (Goldberg, 1989). Pour maintenir la diversite´ et forcer le nichage, NSGA-II
utilise un ope´rateur de se´lection (d’individus e´lites), base´ sur un calcul de la distance
de “crowding” dans l’espace des objectifs, diffe´rent de celui de son pre´curseur.
2.5.1.1 Principe ge´ne´ral de fonctionnement
Comme le montre la figure 2.7, NSGA-II manipule deux populations de meˆme taille
N : La population Pt (archive) qui contient les meilleurs individus rencontre´s jusqu’a`
la ge´ne´ration t, et la population Qt (d’enfants) qui contient les individus ge´ne´re´s a`
partir des individus de Pt. La premie`re e´tape d’une ge´ne´ration t consiste a` fusionner
ces deux populations Rt = Pt ∪Qt et a` classer tous les individus selon le front Pareto














Figure 2.7 – Fonctionnement ge´ne´ral de l’algorithme NSGA-II (d’apre`s (Deb et al.,
2002)).
La deuxie`me phase consiste a` construire l’archive diversifie´e Pt+1 qui contient les N
meilleurs individus de la population Rt. Il faut pour cela inse´rer dans Pt+1 les individus
84
2.5. Deux algorithmes ge´ne´tiques multiobjectifs performants
de fronts successifs de Rt tant que le nombre d’e´le´ments inse´re´s reste infe´rieur a` la
taille limite´e N . Lorsqu’il n’est pas possible d’inse´rer tous les individus d’un meˆme
front dans l’archive, le choix se fait par troncation a` partir de la distance de crowding
(de´crite ci-dessous).
La dernie`re phase consiste a` cre´er une nouvelle population d’enfants Qt+1 en ap-
pliquant les ope´rateurs de se´lection, de croisement et de mutation sur les individus de
Pt+1. L’algorithme 2.2 regroupe ces e´tapes.
Algorithme 2.2 : Pseudo-code de l’algorithme NSGA-II (Deb et al., 2002)
1 – Initialiser l’archive P0 de taille N
2 – Cre´er la population Q0 de taille N a` partir de P0 par application des
3 ope´rateurs de se´lection, de croisement et de mutation
4 – Initialiser le compteur du temps t← 0
5 tant que (La condition d’arreˆt n’est pas ve´rifie´e) faire
6 – Cre´ation de Rt = Pt ∪Qt
7 – Calculer les fronts F = {F1,F2, . . .} de Rt par un algorithme de
8 ranking (voir algorithme 2.1)
9 – Vider Pt+1 et initialiser i = 0
10 tant que (|Pt+1|+ |Fi| ≤ N) faire
11 Pt+1 = Pt+1 ∪ Fi
12 i = i+ 1
13 fin
14 – Calculer la distance de crowding pour chaque individu dans Fi
15 – (voir algorithme 2.3)
16 – Trier les individus du front Fi selon la distance de crowding
17 par ordre de´croissant
18 – Choisir les N − |Pt+1| premiers e´le´ments de Fi :
19 Pt+1 = Pt+1 ∪ Fi[1 : N − |Pt+1|]
20 – Se´lection des ge´niteurs a` partir de Pt+1 et cre´ation d’une nouvelle
21 population Qt+1 par application des ope´rateurs de croisement et de
22 mutation
23 – Incre´menter le compteur du temps t← t+ 1
24 fin
2.5.1.2 Nichage : calcul de la distance de “crowding”
L’algorithme NSGA-II est enrichi par une me´thode permettant de partager l’adap-
tation entre les individus d’un meˆme front, appele´e la distance de crowding (Deb et al.,
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2002). L’algorithme 2.3 pre´sente le pseudo-code de l’algorithme d’affectation de cette
distance. Dans cet algorithme, I(i).k de´signe la valeur de la kie`me fonction objectif
de l’individu i appartenant au front I. La complexite´ de cette proce´dure de´pend de
l’algorithme de tri. Dans le pire cas (tous les individus de la population forment un
seul front), le tri fonctionne en O(mN logN) e´tapes.
Algorithme 2.3 : Pseudo-code de l’algorithme d’affectation de la distance de
crowding (Deb et al., 2002)
1 pour chaque individu i appartenant au front I faire
2 Idistance(i) = 0
3 l = |I|
4 pour chaque fonction objectif k = 1, . . . ,m faire
5 – Trier les l individus du front I selon la valeur de la fonction
6 objectif k par ordre croissant
7 – Imposer Idistance(1) = Idistance(l) =∞ (de sorte que les points
extreˆmes du front soient toujours se´lectionne´s)
8 pour i← 2 a` (l − 1) faire




La distance de crowding associe´e au point i est e´gale a` la somme sur toutes les
fonctions objectifs de l’e´cart entre les deux points qui de´limitent ce point. Cette mesure
privile´gie d’abord les points extreˆmes, puis les plus isole´s. La figure 2.8 illustre, pour
un MOP bi-objectifs, le calcul associe´ au point i.
La distance de crowding n’intervient pas uniquement dans la se´lection de membres
de l’archive, mais sert aussi a` la se´lection de parents ge´niteurs. Elle est utilise´e comme
un crite`re de choix lorsque les individus en compe´tition font partie d’un meˆme front.
Reposant sur le principe de formation de l’adaptation de SPEA2 (voir section 2.5.2),
nous pouvons former l’adaptation (fitness scalare) de l’algorithme NSGA-II comme
suit :
FitnessNSGA−II(i) = I(i) + 1.0Idistance(i) + 2.0 (2.3)
ou` I(i) correspond au front de l’individu i et Idistance(i) a` sa distance de crowding.
Dans le de´nominateur, la valeur 2.0 est ajoute´e pour s’assurer que ses valeurs soient
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Figure 2.8 – Illustration du calcul de la distance de crowding (d’apre`s (Deb et al.,
2002)). Les points marque´s par des cercles noirs correspondent a` des solutions du
meˆme front.
supe´rieures a` 0 et que les valeurs du second terme de la somme soient infe´rieures a`
1. De cette manie`re, les valeurs d’adaptation des individus du kie`me front sont dans
l’intervalle ]k, k + 0.5].
2.5.2 Le SPEA2
Zitzler et al. ont aussi apporte´ des modifications a` leur algorithme SPEA (Zitzler
et Thiele, 1999) pour ame´liorer ses performances (Zitzler et al., 2001).
2.5.2.1 Principe ge´ne´ral de fonctionnement
La premie`re e´tape consiste a` cre´er une population initiale P0 de taille N et a`
initialiser l’archive externe P0 de taille N a` l’ensemble vide. L’algorithme SEPA2 va
mettre a` jour re´gulie`rement cette archive en fonction des nouveaux individus non
domine´s.
A chaque ge´ne´ration, l’archive est diversifie´e et remplie en gardant les N individus
non domine´s de l’archive et de la population pre´ce´dentes. Lorsqu’il n’est pas possible
d’inse´rer tous les individus non domine´s, le choix se fait par troncation base´e sur une
relation de dominance prenant en compte les distances (dans l’espace des objectifs)
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entre les individus. Par contre, si le nombre des individus non domine´s est infe´rieur a`
N , l’archive est comple´te´e avec les individus les moins domine´s parmi l’archive et la
population, relativement a` l’adaptation de´crite ci-apre`s.
La dernie`re phase d’une ge´ne´ration consiste a` cre´er la population Pt+1. Il suffit
pour cela d’appliquer les ope´rateurs de croisement et de mutation sur des individus
se´lectionne´s a` partir de Pt+1, et d’inse´rer les enfants dans Pt+1.
La figure 2.9 et l’algorithme 2.4 illustrent le sche´ma du fonctionnement global de
SPEA2.
Calcul de la valeur
d’adaptation
Se´lection + Reproduction





Figure 2.9 – Illustration du fonctionnement global de l’algorithme SPEA2.
2.5.2.2 Affectation de la valeur d’adaptation
Le calcul de la valeur d’adaptation de SPEA2 s’effectue en trois e´tapes. Initiale-
ment, chaque individu i de l’ensemble P∪P rec¸oit une force (strength) S(i) e´gale au
nombre total d’individus qu’il domine :
S(i) =
∣∣{j|j ∈ Pt ∪Pt ∧ i ≺ j}∣∣ (2.4)
ou` |.| correspond a` la cardinalite´ d’un ensemble et le symbole ≺ a` la relation de do-
minance au sens de Pareto. Ensuite, chaque individu rec¸oit un score (raw fitness) e´gal
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Algorithme 2.4 : Pseudo-code de l’algorithme SPEA2 (Zitzler et al., 2001)
1 – Ge´ne´rer la population initiale P0 de taille N
2 – Cre´er l’archive externe vide P0 de taille N
3 tant que (La condition d’arreˆt n’est pas ve´rifie´e) faire
4 – Calculer la valeur d’adaptation pour tous les individus de Pt ∪Pt
5 (voir paragraphe 2.5.2.2)
6 – Inse´rer tous les individus non domine´s de Pt ∪Pt a` Pt+1.
7 • Si la taille de Pt+1 exce`de N , re´duire Pt+1 par l’ope´rateur de
8 troncation (voir paragraphe 2.5.2.3)
9 • Sinon, si la taille de Pt+1 est infe´rieure a` N , l’archive Pt+1 est
10 remplie en inse´rant les N − ∣∣Pt+1∣∣ meilleurs individus domine´s
11 de Pt ∪Pt
12 – Se´lection des parents ge´niteurs a` partir de Pt+1 et cre´ation de la
13 population Pt+1 par application des ope´rateurs de croisement et de
14 mutation
15 – Incre´menter le compteur du temps t← t+ 1
16 fin
La figure 2.10 illustre, sur un exemple en dimension 2, la proce´dure d’affectation
des scores.
Enfin, pour distinguer les individus ayant un meˆme score, une information D(i)
estimant la densite´ de solutions autour d’un individu, est ajoute´e au score pour former
l’adaptation :
FitnessSPEA2(i) = R(i) +D(i) (2.6)





ou` σki correspond a` la distance (dans l’espace des objectifs) entre l’individu i et
son kie`me voisin le plus proche. Plus pre´cise´ment, pour chaque individu i, les distances
a` tous les individus j de l’ensemble P ∪ P sont calcule´es et stocke´es dans une liste.
Apre`s avoir trie´ cette liste par ordre croissant, le kie`me e´le´ment donne la distance
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Figure 2.10 – Proce´dure d’affectation des scores (strength, raw fitness) de SPEA2.
2.5.2.3 Proce´dure de troncation de l’archive
Lorsque l’ensemble non domine´ courant exce`de la taille limite´e de l’archive (N),
une proce´dure de troncation est invoque´e pour supprimer
∣∣Pt+1∣∣ − N individus. A
chaque ite´ration, l’individu i pour lequel i ≤d j pour tous les individus j de P t+1 est
supprime´, avec :
i ≤d j ∀ 0 < k <
∣∣Pt+1∣∣ : σki = σkj ∨ (2.8)
∃ 0 < k < ∣∣Pt+1∣∣ : [(∀ 0 < l < k : σli = σlj) ∧ σki < σkj ] (2.9)
ou` σki correspond a` la distance entre l’individu i et son k
ie`me voisin le plus proche
dans Pt+1. En d’autres termes, l’individu qui a une distance minimale a` un autre
individu est choisi a` chaque e´tape ; s’il y a plusieurs individus avec la meˆme distance
minimale le choix se fait a` partir de la deuxie`me distance et ainsi de suite. La figure
2.11 illustre la technique de troncation de l’archive. Il est a` noter enfin que cette
proce´dure de troncation a une complexite´ moyenne en O(M2 logM), ou` M = N +N
(Zitzler et al., 2001).
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Figure 2.11 – Illustration de la proce´dure de troncation de l’archive utilise´e dans
l’algorithme SPEA2 (d’apre`s (Zitzler et al., 2001)). La partie gauche de la figure donne
le front Pareto. La partie droite illustre l’ordre dans lequel l’ope´rateur de troncation
e´limine des solutions. Notons que le front est de´fini ici en terme de maximisation et
que la taille de l’archive est N = 5.
2.6 Evaluation d’un ensemble de solutions
Les algorithmes multiobjectifs doivent retourner a` la fin de recherche un ensemble
de solutions (usuellement re´alisables) pour le proble`me traite´. D’apre`s (Ehrgott et
Gandibleux, 2007), cet ensemble de solutions de´finit des bornes supe´rieures sur le front
Pareto du proble`me. Mais comment peut-on e´valuer la qualite´ d’une approximation de
l’ensemble Pareto optimal pour un MOP ? Plusieurs me´triques pour la comparaison
entre des ensembles de solutions ont e´te´ propose´es dans la litte´rature (Zitzler et al.,
2000). Elles e´valuent la qualite´ et/ou la distribution d’un ensemble de solutions. Ce-
pendant, d’apre`s (Ehrgott et Gandibleux, 2008), aucune me´trique n’e´te´ adopte´e uni-
versellement dans la litte´rature d’optimisation multiobjectif. Actuellement, il n’existe
aucune me´trique qui garantit la supe´riorite´ d’un algorithme multiobjectif par rapport
un autre pour des proble`mes particuliers. De ce fait, il est essentiel d’utiliser deux ou
plusieurs me´triques se focalisant sur divers aspects de la qualite´ des solutions pour
comparer les algorithmes multiobjectifs. Nous pre´sentons par la suite les deux me´-
triques que nous avons utilise´es dans les travaux re´alise´s durant cette the`se (pre´sente´s
dans le chapitre 3). Ces me´triques (comple´mentaires, d’apre`s (Zitzler et Thiele, 1999))
conside`rent que l’ensemble Pareto optimal (the´orique) est inconnu.
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2.6.1 Me´trique d’hypervolume
La me´trique d’hypervolume introduite dans (Zitzler et Thiele, 1999) prend en
compte la qualite´ et la diversite´ des solutions. Soient S ′ = {x1, x2, . . . , xk} ⊆ S un
ensemble de k solutions et Y = {y1, y2, . . . , yk} ⊆ Λ son image dans l’espace des
objectifs, i.e., yi = F (xi) = (f1(xi), f2(xi), . . . , fm(xi)), i = 1, 2, . . . , k. La fonction
HV(S ′) calcule le volume de l’union des polytopes p1, p2, . . . , pk,






ou` chaque pi est forme´ par les intersections des hyperplans re´sultants de chaque
point yi ∈ Y et d’un point de re´fe´rence yˆ (yˆ peut eˆtre constitue´, par exemple, par la
plus mauvaise valeur pour chaque fonction objectif ; avec ce choix le meilleur ensemble
de solutions est celui de plus grand score, i.e., la mesure d’hypervolume est de´finie
en terme de maximisation) : pour chaque axe dans l’espace des objectifs, il y a un
hyperplan perpendiculaire a` l’axe et passe par le point yi. Dans le cas d’un proble`me
bi-objectifs, chaque pi repre´sente un rectangle de´fini par les deux points yi et yˆ comme








Front Pareto optimale Y = {y1, y2, y3, y4}
Figure 2.12 – L’hypervolume dans le cas d’un proble`me bi-objectifs de minimisation.
La zone entoure´e par les lignes discontinues correspond a` l’union des rectangles de´finis
par les points Y = {y1, y2, y3, y4} et le point de re´fe´rence yˆ.
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Cette mesure est tre`s utilise´e en raison de sa bonne proprie´te´ de monotonie par
rapport a` la qualite´ de chaque solution trouve´e. Elle a aussi l’avantage que chaque
algorithme peut eˆtre e´value´ inde´pendamment d’autres algorithmes. Cependant, son
inconve´nient re´side dans le fait que les re´gions convexes peuvent eˆtre pre´fe´re´es aux
re´gions concaves, avec le risque de rater certaines solutions (Zitzler et al., 2003).
2.6.2 Me´trique de couverture
Cette mesure a e´te´ aussi introduite dans (Zitzler et Thiele, 1999). Pour deux
ensembles de solutions S ′,S ′′ ⊆ S, la fonction C donne a` la paire ordonne´e (S ′,S ′′)
une valeur dans l’intervalle [0, 1] :
C(S ′,S ′′) = |{s
′′ ∈ S ′′;∃s′ ∈ S ′ : s′ ≺ s′′}|
|S ′′| (2.11)
Le cas C(S ′,S ′′) = 1 signifie que tous les points de S ′′ sont domine´s par des
points dans S ′. Dans le cas contraire, C(S ′,S ′′) = 0, aucun point de S ′′ n’est domine´
par des points de S ′. Cette mesure donne le pourcentage de points de S ′′ qui sont
domine´s par au moins un point de S ′. Les deux valeurs C(S ′,S ′′) et C(S ′′,S ′) doivent
eˆtre conside´re´s, puisque C(S ′,S ′′) n’est pas ne´cessairement e´gal a` C(S ′′,S ′), i.e., si S ′
domine S ′′ alors C(S ′,S ′′) = 1 et C(S ′′,S ′) = 0.
Cette mesure permet de s’affranchir de l’inconve´nient de la me´trique d’hypervo-
lume. Elle peut eˆtre utilise´e pour de´montrer que les re´sultats d’un algorithme do-
minent les re´sultats d’un autre algorithme. Cependant, elle peut retourner des scores
peu concluants si les deux ensembles compare´s se croisent.
2.7 Conclusion
Nous avons pre´sente´ dans ce chapitre les principales de´finitions et notions de base
rencontre´es dans le domaine de la re´solution d’un MOP. Le concept de dominance et
la notion d’optimalite´, au sens de Pareto, ont e´te´ de´veloppe´s. Apre`s un bref aperc¸u
des approches de re´solution pour traiter un MOP, un inte´reˆt particulier est apporte´
aux MOGAs utilisant une approche Pareto. Lorsqu’ils sont associe´s a` une strate´gie
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d’e´litisme et couple´s avec une technique de maintien de la diversite´, les MOGAs ut-
lisant une approche Pareto fournissent souvent des performances satisfaisantes. Nous
avons vu aussi que la combinaison d’un MOGA avec une autre technique d’optimisa-
tion pourrait ame´liorer son efficacite´ sur les MOPs de grande taille. Parmi plusieurs
MOGAs utilisant des approches Pareto dans la litte´rature, les algorithmes NSGA-II
et SPEA2, que nous avons pre´sente´s, tiennent une place tre`s importante. A la fin du
chapitre, nous avons pre´sente´s deux me´triques d’e´valuation de la qualite´ d’une ap-
proximation du front Pareto : le me´trique d’hypervolume et la mesure de couverture.
Nous avons conc¸u, durant cette the`se, un algorithme me´taheuristique multiob-
jectif combinant un algorithme MOGA base´ sur une approche Pareto e´litiste avec
un composant de recherche base´ sur l’algorithme de PSO, que nous allons pre´senter







Dans ce chapitre nous pre´sentons et e´valuons un nouvel algorithme hybride pro-
pose´ pour re´soudre les proble`mes d’optimisation multiobjectifs difficiles. Il combine
deux algorithmes me´taheuristiques a` base de populations de solutions, un algorithme
ge´ne´tique et un algorithme d’optimisation par essaim de particules.
Les re´sultats pre´liminaires de l’algorithme hybride propose´ ont fait l’objet d’une
communication en anglais lors de la confe´rence CTAACS’13, a` Skikda (Ben Ali et
Melkemi, 2013).
Dans un premier temps, nous fournissons la motivation principale de notre tra-
vail. Ensuite, nous de´taillons les e´le´ments et le sche´ma de fonctionnement global de
l’algorithme hybride propose´. Dans la troisie`me section, nous e´tudions deux variantes
de cet algorithme. Dans cette section sont pre´sente´s les algorithmes imple´mente´s, les
parame`tres de controˆle associe´s, le proble`me de test et les re´sultats expe´rimentaux
obtenus. Nous terminons le chapitre par une conclusion.
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3.1 Constat et Objectifs
Pour les MOPs qui sont caracte´rise´s par des espaces de recherche larges et com-
plexes, la pre´sence de plus de deux objectifs contradictoires a un grand impact sur
leur re´solution par les MOGAs. Ces derniers rencontrent des situations de convergence
lente tout au long du processus de re´solution. Apre`s l’exploitation d’une population
initiale de solutions, les MOGAs restent coince´s longtemps dans les sous-espaces des
solutions qui pre´sentent des compromis partiels par rapport aux objectifs du proble`me
traite´. Cette constatation oriente, depuis plus de quinze anne´es, la recherche princi-
palement vers le de´veloppement d’algorithmes me´taheuristiques hybrides. Ce type
d’algorithmes incorpore des techniques/composants de recherche ou des me´canismes
de guidance dans des algorithmes me´taheuristiques. Les algorithmes me´taheuristiques
hybrides sont reconnus comme des approches compe´titives pour traiter les proble`mes
d’optimisation difficiles, et c’est dans les deux cas mono-objectif (voir section 1.5)
et multiobjectif (voir section 2.4.4). Des revues de litte´rature et me´ta-analyses lie´es
aux algorithmes me´taheuristiques multiobjectifs hybrides peuvent eˆtre trouve´s dans
(Ehrgott et Gandibleux, 2008, Talbi, 2015).
Deux concepts fondamentaux dans le de´veloppement des algorithmes d’optimisa-
tion sont les notions de diversification (ou exploration) et d’intensification (ou exploi-
tation) de la recherche (Blum et Roli, 2003). La diversification re´fe`re a` la capacite´
de l’algorithme a` e´chantillonner convenablement diffe´rentes re´gions de l’espace des
solutions, alors que l’intensification re´fe`re a` sa capacite´ a` concentrer la recherche dans
une re´gion pre´cise. Un algorithme d’optimisation efficace devrait assurer un bon e´qui-
libre entre ces deux capacite´s de recherche comple´mentaires. La forme d’hybridation
d’algorithmes la plus re´pondue dans la litte´rature pour atteindre cet objectif consiste
a` incorporer des techniques de recherche locale dans des algorithmes a` base de popu-
lation de solutions. Dans ces algorithmes hybrides, connus dans la litte´rature sous le
nom de “algorithmes me´me´tiques”, les algorithmes a` base de population accomplissent
l’exploration de l’espace de recherche alors que les ope´rateurs de recherche locale sont
responsables de l’ame´lioration des solutions de´couvertes. Pour les proble`mes d’opti-
misation a` (un ou) deux objectifs, ce type d’algorithmes hybrides a e´te´ applique´ avec
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succe`s a` des proble`mes varie´s et a montre´ son efficacite´ (Knowles et Corne, 1999, La-
comme et al., 2006, Liefooghe et al., 2014, Tan et al., 2007, 2006a, b, T’kindt et al.,
2002, Yapicioglu et al., 2007). Cependant, pour les proble`mes a` trois objectifs ou
plus, il est difficile d’avoir avec cette forme d’hybridation un bon e´quilibre entre la
diversification et l’intensification de la recherche.
Dans la vaste litte´rature des algorithmes e´volutionnaires multiobjectifs (Coello
et al., 2007), les MOGAs sont connus par leur capacite´ d’exploration globale de l’es-
pace des solutions, mais souffrent des situations de convergence lente sur les proble`mes
a` plus de deux objectifs de grande taille. Dans la litte´rature de l’algorithme de PSO
(Davoud et Ellips, 2009, Poli et al., 2007), la version standard (mono-objectif) est
connue par sa capacite´ d’exploiter rapidement une population initiale de solutions.
Inspire´ par l’ide´e d’hybridation d’algorithmes, nous proposons un algorithme combi-
nant un algorithme MOGA avec un algorithme de PSO afin d’exploiter leurs capacite´s
de recherche comple´mentaires et s’affranchir des situations de convergence lente des
MOGAs sur les proble`mes complexes a` plus de deux objectifs. Pour re´sumer en une
phrase, l’algorithme hybride propose´ correspond a` un MOGA qui applique pe´riodi-
quement un ope´rateur de recherche base´ sur l’algorithme de PSO pour ame´liorer une
population archive sur la base d’une fonction d’utilite´ combinant tous les objectifs
du proble`me traite´. Cet algorithme hybride ge´ne´ral, appele´ MOGA-PSO, est de´taille´
dans la section suivante.
3.2 MOGA-PSO : un algorithme me´taheuristique
multiobjectif hybride
La pseudo-code de l’algorithme MOGA-PSO est de´crit par l’algorithme 3.1.
Comme nous avons de´ja` mentionne´, l’algorithme MOGA-PSO combine deux al-
gorithmes me´taheuristiques a` base de population : un algorithme MOGA et un algo-
rithme de PSO. L’algorithme MOGA utilise une approche de Pareto pour classer et
comparer les solutions, tandis que l’algorithme de PSO utilise une me´thode d’agre´-
gation des objectifs pour transformer le proble`me multiobjectif en un proble`me a`
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objectif unique. En d’autres termes, notre algorithme hybride combine a` la fois deux
algorithmes me´taheuristiques (MOGA et PSO) et deux paradigmes de re´solution d’un
MOP (une approche Pareto et une me´thode d’agre´gation). L’ide´e consiste a` appliquer
pe´riodiquement un algorithme de PSO pour optimiser une fonction d’utilite´ sur la
population archive d’un MOGA.
Algorithme 3.1 : Pseudo-code de l’algorithme hybride MOGA-PSO
1 – Initialiser et e´valuer l’archive P0 de taille N
2 – Cre´er la population Q0 de taille N a` partir de P0 par application des
3 ope´rateurs de se´lection, de croisement et de mutation
4 – Initialiser le compteur du temps t = 0
5 tant que t < T faire
6 si t mod Ig = 0 alors
7 – Initialiser l’essaim Et de taille NE a` partir de Pt






λk · fk(s), s ∈ Ω
11 sur Et en effectuant un nombre maximal d’ite´rations nIPSO
12 sinon
13 – Initialiser l’essaim Et a` l’ensemble vide
14 fin
15 – Cre´ation de Rt = Pt ∪Qt ∪ Et
16 – Appliquer une proce´dure de ranking base´e sur une relation de
17 dominance au sens de Pareto pour ranger les individus de Rt, puis
18 former les niches
19 – Invoquer un ope´rateur de troncation utilisant les rangs et les
20 densite´s d’individus pour re´duire la taille de Rt a` N
21 – Former l’adaptation des individus de Rt
22 – Copier Rt dans Pt+1
23 – Se´lection des parents a` partir de Pt+1 et cre´ation d’une nouvelle
24 population Qt+1 par application des ope´rateurs de croisement et de
25 mutation
26 fin
L’algorithme MOGA-PSO fonctionne de la fac¸on suivante : dans un premier temps,
une population de parents P0 de taille N est ge´ne´re´ ale´atoirement (ou en utilisant une
heuristique). Cette population est trie´e par une proce´dure de ranking Pareto. Puis,
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une population d’enfants Q0 est ge´ne´re´e a` partir de P0 par application des ope´rateurs
de se´lection, de croisement et de mutation. La taille commune des populations P et Q
est note´e N . Comme l’e´litisme est proce´de´ par la comparaison des nouveaux individus
avec les individus e´lites, la proce´dure est diffe´rente apre`s la ge´ne´ration initiale. Apre`s
cette phase d’initialisation, l’algorithme entre dans une boucle d’optimisation pour
un nombre maximal de ge´ne´rations T . Nous de´crivons ci-apre`s une ge´ne´ration t de
l’algorithme MOGA-PSO.
Aux ge´ne´rations t = 0, Ig, 2Ig, 3Ig, . . . (i.e., des intervalles re´gulie`res de ge´ne´ra-
tions), un algorithme de PSO est applique´ sur un essaim de de´part Et de taille NE
initialise´ a` partir de l’archive courante Pt. La fitness de cet algorithme correspond a`
une fonction d’utilite´ combinant (line´airement) toutes les objectifs du proble`me traite´.
Cette ope´ration est pour un nombre maximal d’ite´rations nIPSO. Pour toutes les autres
ge´ne´rations, Et est vide. Une population combine´e est ensuite cre´e´e Rt = Pt∪Qt∪Et.
La taille de cette population est NR = 2N si Et = φ et NR = 2N + NE sinon. La
deuxie`me phase consiste a` classer tous les individus de Rt (ranking Pareto) et a` es-
timer la densite´ des solutions autour de chaque individu (nichage). Une proce´dure
de troncation est ensuite invoque´e pour re´duire la taille de Rt a` N en se basant sur
les rangs des individus et sur leurs densite´s. Apre`s troncation, Rt constitue l’archive
Pt+1. A partir de cette nouvelle archive, une nouvelle population d’enfants Qt+1 est
produite par application des ope´rateurs de se´lection, de croisement et de mutation.
La proce´dure de MOGA-PSO est illustre´e aussi dans la figure 3.1.
3.3 Re´sultats expe´rimentaux
Dans cette section, nous e´valuons la performance de l’algorithme MOGA-PSO.
Nous commenc¸ons par pre´senter, dans la section 3.3.1, les variantes que nous avons
imple´mente´es. Puis, dans la section 3.3.2, nous pre´sentons le proble`me de test utilise´
avec les de´tails d’imple´mentation associe´s. Nous fixons ensuite dans la section 3.3.3
les parame`tres de controˆle, qui sont communs a` tous les algorithmes teste´s. Dans la
section 3.3.4 nous analysons les comportements des algorithmes hybrides teste´s et












Ranking, Nichage et Troncation de l’archive Pareto
Se´lection, croisement et
mutation
Optimisation d’une fonction d’utilite´ sur une
partie de l’archive par un algorithme de PSO
Figure 3.1 – Diffe´rentes populations manipule´es par l’algorithme hybride propose´
(MOGA-PSO).
Tous les algorithmes sont code´s en C++ et tous les tests ont e´te´ effectue´s sur une
machine standard dote´e d’un processeur Intel Core i5 (2.5 GHz, 4 GB), sous Windows
10.
Afin d’obtenir des re´sultats significatifs, nous avons exe´cute´ chaque algorithme
30 fois par proble`me de test. Une autre population initiale ge´ne´re´e ale´atoirement
est prise a` chaque exe´cution, et pour chaque proble`me de test tous les algorithmes
commencent par les meˆmes 30 populations initiales. En outre, nous avons proce´de´ a` des
tests statistiques pour comparer les re´sultats obtenues. Pour tous les tests statistiques
effectue´s, le niveau de signification de 0.05 (i.e., p-value < 0.05) a e´te´ conside´re´. Dans
un premier temps, pour ve´rifier la normalite´ de la distribution des donne´es (Gaussienne
ou non), nous avons utilise´ des tests statistiques de Kolmogorov-Smirnov. Tous les
tests de Kolmogorov-Smirnov effectue´s dans cette e´tude ont rejete´ l’hypothe`se nulle
(i.e., les re´sultats n’e´taient pas normalement distribue´s), et par conse´quent, des tests




Deux variantes de l’algorithme MOGA-PSO ont e´te´ imple´mente´es. La premie`re
variante utilise l’algorithme NSGA-II (voir section 2.5.1) pour de´finir l’ope´rateur ge´-
ne´tique, tandis que la seconde utilise l’algorithme SPEA2 (voir section 2.5.2). Ces deux
variantes sont note´es respectivement NSGA-PSO et SPEA-PSO. Pour le composant
de recherche base´ sur l’algorithme de PSO, nous avons utilise´ l’algorithme binaire de
PSO, BPSO (pre´sente´e dans la section 1.4.2.4), puisque nous avons teste´ les algo-
rithmes sur un proble`me a` variables binaires (le proble`me du sac-a`-dos binaire). Les
de´tails d’imple´mentation lie´s a` ce proble`me sont pre´sente´s dans le paragraphe 3.3.2.
Nous avons utilise´s deux mesures comple´mentaires pour e´valuer la qualite´ des ap-
proximations du front Pareto fournies par les algorithmes : la me´trique d’hypervolume
et la mesure de couverture, pre´sente´es respectivement dans les sections 2.6.1 et 2.6.2.
La premie`re mesure quantifie le volume de l’espace couvert par l’ensemble de solu-
tions Pareto retourne´ par un algorithme, tandis que la seconde donne le pourcentage
de solutions d’un ensemble qui sont domine´es par au moins une solution d’un autre
ensemble. Nous avons choisi de normaliser les valeurs de la premie`re mesure, pour eˆtre
varie´es dans l’intervalle [0, 1], en divisant les e´le´ments des vecteurs des objectifs par
les valeurs d’un point ide´al the´orique (les valeurs de la seconde mesure sont par de´fini-
tion dans l’intervalle [0, 1]). Nous avons utilise´ ces crite`res d’e´valuation pour comparer
uniquement NSGA-PSO avec NSGA et SPEA-PSO avec SPEA, car notre objectif
est de de´monter la supe´riorite´ de l’algorithme hybride (NSGA-PSO respectivement
SPEA-PSO) sur l’algorithme de base (NSGA respectivement SPEA).
3.3.2 Proble`mes de test
Nous avons choisi le proble`me du sac-a`-dos multiobjectif en 0/1 (Multiobjective
0/1 Knapsack Problem) comme un proble`me de test. Ce proble`me d’optimisation
combinatoire NP-difficile a e´te´ fre´quemment utilise´ pour e´valuer les performances
de nouveaux algorithmes multiobjectifs (Sato et al., 2013, 2010, Zitzler et Thiele,
1998, 1999). Il est facile a` comprendre et a` formuler. Il permet aussi des expe´riences




Le proble`me du sac-a`-dos binaire consiste a` remplir un sac d’une capacite´ limite´e
par une partie d’un ensemble donne´ d’objets ayant chacun un poids et une valeur
(profit). L’objectif est de trouver un sous-ensemble d’objets qui maximise le total de
profits dans le sous-ensemble sans de´passer la capacite´ maximale du sac (Silvano et
Paolo, 1990).
Le proble`me mono-objectif peut eˆtre directement e´tendu au cas multiobjectif en
permettant un nombre arbitraire de sacs. Formellement, le proble`me du sac-a`-dos
multiobjectif conside´re´ dans cette e´tude peut eˆtre de´fini de la manie`re suivante : e´tant
donne´ un ensemble de n objets et un ensemble de m sacs, avec
wj,i = poids de l’objet i dans le sac j
pj,i = profit de l’objet i dans le sac j
cj = capacite´ du sac j
trouver un vecteur binaire x = {x1, x2, . . . , xn} ∈ {0, 1}n, avec
∀j ∈ {1, 2, . . . ,m} :
n∑
i=1
wj,i · xi ≤ cj (3.1)




pj,i · xi (3.2)
ou` xi = 1 signifie que l’objet i est se´lectionne´ (xi = 0 qu’il est e´carte´).
L’importance du proble`me du sac-a`-dos multiobjectif re´side dans le fait que plu-
sieurs proble`mes pratiques peuvent eˆtre formule´s de la meˆme fac¸on. Par exemple, les
proble`mes de budgets d’investissement et les proble`mes d’allocation de ressources dans
un syste`me informatique distribue´ (Chu et Beasley, 1998).
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3.3.2.2 Jeux de tests
Afin d’obtenir des re´sultats plus robustes, nous avons utilise´ 16 proble`mes de test
diffe´rents ou` le nombre d’objets (n) et le nombre de sacs (m) sont varie´s. Deux, trois,
quatre et cinq objectifs ont e´te´ conside´re´s en combinaison avec 250, 500, 750 et 1000
objets. Pour de´noter les proble`mes, on utilise les valeurs de n et de m se´pare´es par un
tiret (n-m).
Comme utilise´ dans (Zitzler et Thiele, 1999) et comme sugge´re´ dans (Michalewicz
et Arabas, 1994, Silvano et Paolo, 1990), des poids et des profits non corre´le´s ont e´te´
choisis, ou` wj,i et pj,i sont des nombres entiers choisis ale´atoirement dans l’intervalle
[10, 100]. La capacite´ de chaque sac j = 1, 2, . . . ,m a e´te´ fixe´e a` la moitie´ du total des





Avec ce type de sac, la solution optimale (du proble`me mono-objectif) tiendra la
moitie´ des objets (Silvano et Paolo, 1990).
3.3.2.3 Imple´mentation
Une chaˆıne de nombres binaires s de longueur correspondant au nombre d’objets
(n) est utilise´e pour coder la solution x ∈ {0, 1}n. Puisque plusieurs configurations
conduisent a` des solutions non re´alisables violant une ou plusieurs contraintes de
capacite´, des me´canismes ont e´te´ utilise´s pour ge´rer celles-ci.
Dans tous les algorithmes d’e´tude, dans le cas d’une comparaison multiobjectif
de solutions (principalement au niveau de la proce´dure de ranking), la gestion des
contraintes est inte´gre´e dans la proce´dure de test de dominance Pareto : un individu
a domine (meilleur que) un autre individu b s’il viole moins de contraintes ou si les
deux individus violent le meˆme nombre de contraintes et le vecteur des objectifs F (a)
est partiellement supe´rieur au vecteur des objectifs F (b).
Dans le cas mono-objectif, au niveau de l’algorithme de PSO qui agre`ge le vecteur
des objectifs en une seule fonction d’utilite´, une technique base´e sur le principe de pe´-
nalisation est utilise´e pour e´valuer les solutions non re´alisables. Il s’agit de transformer
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le proble`me sous contraintes en un proble`me sans contrainte en associant a` chaque
fonction objectif une pe´nalite´ de`s que la contrainte de capacite´ correspondante est vio-
le´e1. Chaque fonction objectif fj (j = 1, 2, . . .m) est alors remplace´e par la fonction
suivante :
f ′j(x) = fj(x)− Penj(x) (3.4)
ou` Penj est la fonction de pe´nalite´ associe´e au sac j, donne´e par :
Penj(x) = ρj × (
n∑
i=1
wj,i − cj) (3.5)









La valeur de la fonction Penj sera nulle pour une solution respectant la contrainte
de capacite´ du sac j.
La fitness (i.e., la fonction d’utilite´ a` optimiser) de l’algorithme de PSO est de´finie





3.3.3 Parame`tres de controˆle
Dans tous nos algorithmes, la se´lection de parents ge´niteurs est base´e sur un tournoi
binaire combine´ avec les valeurs d’adaptation (NSGA et SPEA forment l’adaptation
des individus selon les formules 2.6 et 2.6 respectivement). Un ope´rateur de croisement
a` deux points a e´te´ utilise´ avec une probabilite´ Pc = 1.0. Cet ope´rateur garde la plus
grande partie du meilleur parent (comparaison sur la base des valeurs d’adaptation).
Une mutation binaire (Bit-Flip) a e´te´ applique´e avec une portabilite´ Pmg = 1/n.
Le nombre de ge´ne´rations (T ) a e´te´ fixe´ a` 250 pour les deux algorithmes standards
NSGA et SPEA. Pour que la comparaison soit e´quitable, nous avons attribue´ le meˆme




nombre d’e´valuations comple`tes de solution (i.e., e´valuations de toutes les fonctions
objectifs) que pour NSGA et SPEA aux deux algorithmes hybrides NSGA-PSO et
SPEA-PSO. Ainsi 250 × N e´valuations comple`tes de solution sont effectue´es dans
chaque exe´cution de chaque algorithme, ou` N est la taille commune de la population
et de l’archive. Suivant les directives fournies dans (Zitzler et Thiele, 1999), cette taille
(N) et la taille de l’essaim (NE) de l’algorithme PSO ont e´te´ choisies en fonction de la
complexite´ du proble`me a` traiter, comme illustre´ dans le tableau 3.I : plus le nombre
d’objets et le nombre de sacs augmentent, plus ces tailles sont grandes. De meˆme,
le nombre d’ite´rations (nIPSO) effectue´ par l’algorithme de PSO a e´te´ fixe´ aussi en
fonction de la complexite´ du proble`me (voir tableau 3.I). Les deux parame`tres c1 et
c2 de l’algorithme PSO, qui sont utilise´s dans la formule de mise a` jour de vitesse 1.3,
ont e´te´ fixe´s les deux a` 1.49618, comme sugge´re´ dans (Eberhart et Shi, 2000). Pour
ce meˆme algorithme, aucune limitation n’a e´te´ impose´e sur les cordonne´es de vitesse,
i.e., Vmax =∞, ce qui permet un taux de mutation plus faible. Enfin, le parame`tre Ig,
qui de´termine l’intervalle de ge´ne´rations pour faire intervenir l’ope´rateur de recherche
base´ sur l’algorithme PSO, a e´te´ fixe´ dans toutes les expe´rimentations re´alise´es a` 100.
Tableau 3.I – Parame`tres de controˆle qui ont e´te´ choisis en fonction de la complexite´
du proble`me : la taille commune de la population et de l’archive (N), la taille de
l’essaim (NE), et le nombre maximal d’ite´rations de l’algorithme PSO (nIPSO).
Nombre de sacs Parame`tres Nombre d’objets
250 500 750 1000
2 N 100 150 200 250
NE 20 30 40 50
3 N 150 200 250 300
NE 30 40 50 60
4 N 200 250 300 350
NE 40 50 60 70
5 N 250 300 350 400
NE 50 60 70 80
2, 3, 4, et 5 nIPSO 50 100 150 200
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3.3.4 Re´sultats et comparaison de performances
Les tableaux 3.II et 3.III pre´sentent les re´sultats expe´rimentaux moyens et les
re´sultats de la comparaison des algorithmes : NSGA oppose´ a` NSGA-PSO et SPEA
oppose´ a` SPEA-PSO, respectivement. Ils contiennent les valeurs moyennes de VH et
de C. Dans ces tableaux, pour chaque proble`me de test, les meilleurs re´sultats sont
indique´s en gras. Les diffe´rences statistiquement significatives entre les re´sultats des
algorithmes compare´s sont note´es par le signe “+”, tandis que la non-significativite´ est
note´e par le signe “•”.
Pour chaque algorithme (respectivement paire ordonne´e d’algorithmes), il y a un
e´chantillon de 30 valeurs de VH (respectivement de C) par proble`me de test confor-
me´ment aux 30 exe´cutions effectue´es. Des boites a` moustaches2 sont utilise´es pour
visualiser les distributions des e´chantillons de VH (voir figure 3.2) et les distributions
des e´chantillons de C (voir figures 3.3 et 3.4).
Les re´sultats expe´rimentaux pre´sente´s dans les tableaux 3.II et 3.III montrent que
pour les proble`mes de test de 500, 750 et 1000 objets les performances des algorithmes
hybrides de´passent celles des algorithmes standards en termes des valeurs moyennes
de VH et de C. Pour ces proble`mes, les diffe´rences entre les valeurs de VH et entre les
valeurs de C pour chaque paire d’algorithmes compare´s sont statistiquement significa-
tives dans tous les cas, sauf sur les proble`mes 500-2, 500-3 et 500-4 en termes de VH et
le proble`me 500-2 en termes de C. Pour les proble`mes de 250 objets la supe´riorite´ des
algorithmes hybrides n’est pas claire, sauf dans quelques cas en termes de la mesure
C : NSGA-PSO est plus performant que NSGA sur les proble`mes 250-4 et 250-5, et
SPEA-PSO est plus performant que SPEA sur le proble`me 250-4.
En ce qui concerne la distribution de VH, comme nous pouvons le voir dans la
figure 3.2, les me´dianes des valeurs des algorithmes hybrides sont supe´rieures aux
me´dianes des valeurs lie´es aux algorithmes standards par plus de 50 quartiles sur la
plupart des proble`mes de 750 et 1000 objets. Pour la plupart des proble`mes de 250
et 500 objets, les distributions de VH sont proches ; cependant, comme nous verrons
2Une boite a` moustache re´sume 50% de donne´es. Leur bordures supe´rieure et infe´rieure (ou gauche
et droite, si l’orientation de la boite´ est horizontale) sont les 25ie`me et 75ie`me quartiles, tandis que la
ligne (rouge) a` l’inte´rieur de la boite repre´sente la me´diane. Les segments discontinus informent sur






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































par la suite, la mesure C indique une supe´riorite´ claire des algorithmes hybrides sur
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Figure 3.2 – Distribution des valeurs de VH de tous les algorithmes sur toutes les
instances.
Quant a` la distribution des valeurs de la mesure C, comme nous pouvons le consta-
ter dans les figures 3.3 et 3.4, les algorithmes hybrides couvrent en moyenne plus de
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90% des fronts Pareto calcule´s par les algorithmes standards sur les proble`mes de 1000
objets, plus de 80% sur les proble`mes de 750 objets, et plus de 50% sur les proble`mes
de 500 objets. Par contre, les algorithmes standards couvrent en moyenne moins de
20% des fronts Pareto retourne´s par les algorithmes hybrides sur les proble`mes de 500
objets. Pour les instances de 750 et 1000 objets, les algorithmes standards ne couvrent
aucune solution des fronts Pareto des algorithmes hybrides dans plus de 99% d’exe´cu-
tions. Pour les instances de 250 objets, les fronts Pareto calcule´s par chaque paire d’al-
gorithmes compare´s se croisent. Un aspect de convergence important re´side dans le fait
que plus la taille du proble`me est grande (en termes de nombre d’objets et de nombre
de sacs), plus les valeurs de quartiles de C(nsga-pso, nsga) et de C(spea-pso, spea) sont
grandes (vers 1) et proches. Par contre plus la complexite´ du proble`me augmente, plus
les valeurs de quartiles de C(nsga, nsga-pso) et de C(spea, spea-pso) sont petites (vers
0) et proches. Ceci montre la domination et la robustesse des algorithmes hybrides.
La figure 3.5 illustre aussi la supe´riorite´ des algorithmes hybrides sur les algorithmes
standards, dans laquelle les fronts Pareto calcule´s pour les proble`mes a` deux objectifs
sont trace´s.
Afin de comprendre l’impact de l’intervention de l’ope´rateur de recherche base´ sur
l’algorithme de PSO sur la convergence des algorithmes hybrides, nous avons trace´
les courbes de convergence des valeurs de VH de tous les algorithmes pendant des
exe´cutions typiques de 500 × N e´valuations comple`tes de solutions. Les courbes de
convergence lie´es aux proble`mes de 500, 750 et 1000 sont pre´sente´es dans les figures
3.6, 3.7 et 3.8 respectivement (Les courbes de convergence lie´es aux proble`mes de 250
objets ne sont pas conside´re´es dans ces figures car tous les algorithmes pre´sentent
des comportements similaires). Comme nous pouvons le voir dans ces figures, les
algorithmes hybrides commencent par des archives Pareto ayant des valeurs de VH
plus grandes que les archives de de´part des algorithmes standards. Ceci montre que
l’application de l’algorithme de PSO au de´but de re´solution est tre`s pratique. Les
autres interventions de l’algorithme de PSO sont apre`s 100, 200 et 300 ge´ne´rations.
Ces interventions acce´le`rent ge´ne´ralement la convergence des algorithmes hybrides ;
voir les petits sauts dans la plupart des courbes des algorithmes hybrides notamment
apre`s 100 et 200 ge´ne´rations.
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Du point de vue du couˆt en temps d’exe´cution, le tableau 3.IV reporte les temps
d’exe´cution moyens en secondes de tous les algorithmes sur chaque proble`me de test.
Comme nous pouvons l’observer, bien que tous les algorithmes fassent le meˆme nombre
d’e´valuations de solutions, dans tous les cas les algorithmes hybrides prennent en
moyenne moins de temps que les algorithmes standards. Les diffe´rences entre les temps
d’exe´cution des algorithmes compare´s sont statistiquement significatives dans tous les
cas (pour cette raison les re´sultats des tests statistiques ne sont pas inclus dans le
tableau). Pour comprendre les raisons derrie`re cette re´duction du temps d’exe´cution,
nous avons mesure´ le temps pris par la proce´dure de gestion de l’archive (ranking,
nichage et troncation) de chaque algorithme. Les pourcentages de temps moyens des
30 exe´cutions pris par cette proce´dure dans chaque cas sont donne´s aussi dans le
tableau 3.IV. Comme nous pouvons le voir, la proce´dure de gestion de l’archive pour
les algorithmes hybrides prend toujours moins de temps que pour les algorithmes
standards. Cela provient principalement a` la qualite´ et a` la densite´ des solutions de
l’archive tout au long du processus de recherche. Ainsi, les solutions manipule´es par les
algorithmes hybrides re´duisent la complexite´ de la proce´dure de gestion de l’archive.
Une question ouverte est de savoir les caracte´ristiques pre´cises de ces solutions en
termes de rang Pareto et de densite´ de la population autour d’elles en comparaison
avec les solutions manipule´es par les algorithmes standards. Cette question fera l’objet
d’une prochaine e´tape de recherche.
En conclusion, les re´sultats expe´rimentaux obtenus montrent que nos algorithmes
hybrides sont plus performants que les algorithmes standards. En fait, les fronts Pareto
calcule´s par les algorithmes hybrides sont significativement meilleurs en termes des
me´triques VH et C que ceux obtenus par les algorithmes standards. En outre, les
algorithmes hybrides consomment moins de temps de calcul.
3.4 Conclusion
Dans ce chapitre nous avons propose´ un nouvel algorithme multiobjectif hybride,
MOGA-PSO. L’algorithme MOGA-PSO est une hybridation d’un algorithme ge´ne´-





















































































































































































































































































































































































































































































































































































































un algorithme ge´ne´ral) avec un algorithme d’optimisation par essaims de particule
(PSO). Alors que les MOGAs sont directement pre´vus de fonctionner sur les proble`mes
multiobjectifs, l’algorithme PSO standard est adapte´ aux proble`mes mono-objectifs.
Pour cause, l’algorithme de PSO est capable d’exploiter rapidement un ensemble de
solutions dans un contexte mono-objectif. Pour incorporer cet algorithme a` base de
population dans un MOGA comme un ope´rateur de recherche supple´mentaire, nous
avons choisi de proce´der a` une agre´gation de fonctions objectifs pour combiner tous
les objectifs en une seule fonction scalaire. Cet ope´rateur base´ sur l’algorithme de
PSO est applique´ a` des intervalles de temps re´guliers pour exploiter l’information de
la population archive d’un MOGA, et ainsi acce´le´rer la convergence.
Pour e´valuer les performances de l’algorithme hybride propose´, nous avons de´fini
deux variantes en choisissant NSGA-II et SPEA2, deux algorithmes plus re´pondus
dans la litte´rature, pour de´finir sa partie ge´ne´tique, et l’algorithme binaire de PSO.
Nous avons choisi le proble`me du sac a` dos multiobjectif comme un proble`me de test.
Pour la comparaison des algorithmes teste´s, nous avons utilise´ l’indicateur hypervo-
lume VH et la mesure de couverture C, qui permettent d’e´valuer la qualite´ des fronts
Pareto obtenus et quantifier le gain apporte´ par un algorithme sur un autre. Sur la
base des valeurs de ces me´triques, les algorithmes hybrides sont significativement plus
performants que les algorithmes standards. Ils se sont re´ve´le´s eˆtre de loin les plus
performants. Plus la taille du proble`me traite´ augmente, en termes de nombre de













































Figure 3.3 – Boˆıtes a` moustaches des valeurs de C. Chaque rectangle contient quatre
boˆıtes a` moustaches repre´sentant la distribution des valeurs de C pour une paire
ordonne´e d’algorithmes ; les rectangles de gauche sont lie´s a` (NSGA, NSGA-PSO)
tandis que les rectangles de droite sont lie´s a` (NSGA-PSO, NSGA) ; les boˆıtes a`
moustaches de chaque rectangle sont, de plus bas au plus haut, pour les nombres de
sacs 2, 3, 4 et 5 respectivement ; les quatre lignes de rectangles, sont respectivement,












































Figure 3.4 – Boˆıtes a` moustaches des valeurs de C. Chaque rectangle contient quatre
boˆıtes a` moustaches repre´sentant la distribution des valeurs de C pour une paire or-
donne´e d’algorithmes ; les rectangles de gauche sont lie´s a` (SPEA, SPEA-PSO) tandis
que les rectangles de droite sont lie´s a` (SPEA-PSO, SPEA) ; les boˆıtes a` moustaches
de chaque rectangle sont, de plus bas au plus haut, pour les nombres de sacs 2, 3, 4 et
5 respectivement ; les quatre lignes de rectangles, sont respectivement, du plus haut
au plus bas, pour les instances de 250, 500, 750 et 1000 objets.
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Figure 3.5 – Fronts Pareto pour deux sacs : ici, toutes les points des fronts Pareto
retourne´s de cinq premie`res exe´cutions sont trace´s.
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Figure 3.6 – Courbes de convergence des valeurs de VH en fonction de nombre de
ge´ne´rations pour une exe´cutuoon typique sur les instances de 500 objets.
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Figure 3.7 – Courbes de convergence des valeurs de VH en fonction de nombre de
ge´ne´rations pour une exe´cutuoon typique sur les instances de 750 objets.
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Figure 3.8 – Courbes de convergence des valeurs de VH en fonction de nombre de




fragments d’ADN : e´tat de l’art
Dans le pre´sent chapitre, nous abordons le proble`me d’assemblage de fragments
d’ADN (ou DNA Fragment Assembly Problem : DNA FAP), qui se pose au niveau du
se´quenc¸age des ge´nomes. Nous commenc¸ons, dans la premie`re section, par pre´senter
brie`vement la bio-informatique des se´quences. Puis, dans la deuxie`me partie, nous
nous focalisons sur le proble`me de DNA FAB. Nous portons ensuite, dans la troisie`me
section, notre attention sur trois types de graphes et leur lien a` l’assemblage de ge´-
nomes. Dans la quatrie`me section, nous passons en revue les travaux portant sur les
algorithmes heuristiques et me´taheuristiques pour re´soudre le proble`me de DNA FAB.
Enfin, dans la cinquie`me section, nous pre´sentons les benchmarks (jeux de donne´es)
les plus utilise´s dans la litte´rature pour tester les algorithmes d’assemblage.
4.1 Bio-informatique
La bio-informatique est un domaine de recherche tre`s actif depuis plusieurs dizaines
d’anne´es (Hesper et Hogeweg, 1970, Hogeweg, 2011, Moody, 2004). Ce domaine in-
terdisciplinaire s’appuie essentiellement sur la biologie, l’informatique, les statistiques
et les mathe´matiques. Elle e´te´ mis en place dans le but de re´soudre les proble`mes
scientifiques pose´s par la biologie. Il s’agit en fait de rassembler, comparer, analy-
ser ou mode´liser les donne´es biologiques caracte´rise´es par leurs tre`s grandes tailles.
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Le roˆle de l’informatique est de de´velopper les me´thodes et les outils logiciels ne´ces-
saires au stockage, a` l’analyse, a` l’interpre´tation et a` la mode´lisation de l’information
biologique.
4.1.1 Structure de L’ADN
Le mate´riel ge´ne´tique permet le de´veloppement, le fonctionnement et la repro-
duction des eˆtres vivants. Cette substance, appele´e ge´nome, est stocke´e au niveau
de toutes les cellules vivantes sous la forme d’une mole´cule, appele´e l’ADN (Acide
de´soxyribonucle´ique). L’ADN peut eˆtre code´ par des chaˆınes de caracte`res, ce qui
permet ainsi le traitement automatique de l’information biologique.
L’ADN est un acide nucle´ique forme´ de deux brins polyme`res enroule´s l’un autour
de l’autre pour former une double he´lice (voir figure 4.1). Les deux brins sont appele´s
polynucle´otides et les e´le´ments simples qui les constituent sont appele´s nucle´otides.
Chaque nucle´otide est compose´ d’une base nucle´ique (ou base azote´e) et d’un sucre,
le de´soxyribose, attache´ a` un groupe phosphate. Les quatre bases nucle´iques (par la
suite bases) sont l’Ade´nine (A), la Cytosine (C), la Guanine (G), et la Thymine (T ).
Chaque brin d’ADN est une se´quence de nucle´otides qui sont relie´s entre eux par des
liaisons covalentes entre le sucre d’un nucle´otide et le groupe phosphate du nucle´otide
suivant. Cette succession de nucle´otides forme une chaˆıne alternant des sucres et des
phosphates, avec des bases lie´es chacune a` un sucre. De plus, les bases d’un brin sont
attache´es aux bases de l’autre brin a` travers des liaisons hydroge`nes. Les deux brins
sont comple´mentaires due a` l’appariement des bases A avec T et G avec C (voir figure
4.1). Ces paires de bases comple´mentaires sont appele´s paires de bases, note´s pb.
Puisque l’appariement des bases est bien de´fini, seule la se´quence de bases conse´cu-
tives d’un brin est utilise´e (la se´quence de l’autre brin est facilement de´ductible). Ainsi,
une mole´cule d’ADN est code´e par une suite de lettres sur l’alphabet Σ = {A,C,G, T},
qui repre´sente un des deux brins comple´mentaires.
De fac¸on similaire, la plupart de prote´ines peut eˆtre repre´sente´e par une suite sur
un alphabet de 20 lettres, repre´sentant les 20 acides amine´s (succession des bases) qui
constituent la plupart de prote´ines issues des ge`nes (Attwood et al., 2011).
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Figure 4.1 – Structure de l’ADN (image tire´e de Wikipe´dia)
4.1.2 Proble`mes combinatoires en bio-informatique des se´-
quences
La bio-informatique des se´quences traite de l’analyse de donne´es biologiques is-
sues du ge´nome et repre´sente´es par des se´quences d’ADN ou par des se´quences de
prote´ines. Elle s’inte´resse en particulier a` la recherche des ressemblances entre les se´-
quences (Gusfield, 1997, Rajasekaran et al., 2001a, b), a` la recherche de motifs ou
structures consensus pour caracte´riser les se´quences (Meneses et al., 2005, Mousavi
et al., 2012, Pappalardo et al., 2013), a` l’assemblage de fragments d’ADN pour de´ter-
miner la se´quence comple`te du ge´nome (Kececioglu et Myers, 1995, Myers Jr, 2016), a`
l’identification des ge`nes ou de re´gions pertinentes dans les se´quences (Burge et Kar-
lin, 1998, Claverie, 1992, Mathe´ et al., 2002), en se basant sur la succession de bases
nucle´otides ou d’acides anime´s.
Plusieurs proble`mes biologiques de se´quences peuvent eˆtre mode´lise´s sous la forme
d’un proble`me d’optimisation combinatoire. Pour les mode`les (NP)-difficiles de ces
proble`mes, les me´thodes exacts, et donc de complexite´ exponentielle, base´s sur la pro-
grammation dynamique ou utilisant des techniques de recherche arborescence (comme
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la technique de Branch & Bound), deviennent rapidement inutilisables pour les ins-
tances de grande taille. Les algorithmes (me´ta)heuristiques sont donc ine´vitables pour
calculer des solutions approche´es en des temps raisonnables.
Plus re´cemment, Blum et Festa ont publie´ un livre sur les proble`mes d’optimisa-
tion combinatoires (NP-)difficiles en bio-informatique des se´quences (Blum et Festa,
2016). Ce livre se focalise sur les re´cents travaux portant sur les algorithmes heuris-
tiques et me´taheuristiques pour la re´solution d’une collection de ces proble`mes.
4.2 Assemblage de fragments d’ADN
La premie`re e´tape dans l’e´tude du ge´nome d’un organisme spe´cifique est la de´ter-
mination de la se´quence comple`te d’ADN : c’est le processus de se´quenc¸age d’ADN .
Les informations fournies par cette e´tape servent a` identifier les fonctions des ge`nes
dans le ge´nome (i.e., la pre´diction des ge`nes).
4.2.1 De´finitions et notations
Nous donnons ici quelques de´finitions et notations relatives aux se´quences, qui sont
ne´cessaires a` la compre´hension de la suite de cette the`se.
Une se´quence d’ADN est une suite finie non vide de lettres sur l’alphabet Σ =
{A,C,G, T}. La longueur d’une se´quence s est note´ |s| et s[i], i = 1, 2, . . . , |s|, de´signe
sa i-e`me lettre.
De´finition 4.1 (Comple´ment inverse) Etant donne´e une se´quence d’ADN s =
s[1]s[2] . . . s[|s| − 1]s[|s|], son comple´ment inverse (“reverse complement” en anglais),
note´
←

















Soit l un entier positif. Le pre´fixe (resp. suffixe) de s de longueur l est note´ pref l(s)
(resp. suff l(s)).
Etant donne´ deux se´quences d’ADN s et t tel que suff l(s) = pref l(t), nous no-
tons par s|lt la se´quence obtenue par la concate´nation de s avec les |t| − l dernie`res
lettres de t : s|lt = s[1] . . . s[|s|]t[l + 1] . . . t[|t|]. Par exemple, si s = ATGCCTGG et
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t = CTGGATT alors s|4t = ATGCCTGGATT . La notation s1|l1s2|l2 . . . |lm−1sm est
utilise´e pour de´noter la se´quence s′m−1 obtenue de la manie`re suivante. Dans un pre-
mier temps, nous obtenons la se´quence s′1 = s1|l1s2, puis, pour chaque i = 2, 3, . . .m−1
nous posons s′i = s
′
i−1|lisi+1. Donc, pour les deux se´quences s et t pre´ce´dentes, et une
troisie`me se´quence x = ATTGACT , la notation s|4t|3x se donne pour la se´quence
ATGCCTGGATTGACT .
Soient k un entier positif et L une collection de se´quences d’ADN.
De´finition 4.2 (Contig) (inspire´e de (Ferreira et al., 2002)) Si une suite de se´-
quences s = 〈s1, s2, . . . sm〉 dans L ve´rifie pour toutes deux se´quences successives, sj
et sj+1, il existe un entier positif lj ≥ k tel que preflj(sj) = sufflj(sj+1), et ni sj
est une sous-se´quence de sj+1 ni sj+1 est une sous-se´quence de sj, alors la se´quence
z = s1|l1s2|l2 . . . |lm−1sm est appele´e un k-contig dans L.
4.2.2 Se´quenc¸age shotgun
Toutes les machines de se´quenc¸age imposent une longueur de lecture maximale
et produisent des erreurs (Myers Jr, 2016). C’est-a`-dire, un se´quenceur d’ADN peut
de´terminer la se´quence des bases A, C, T et G, de gauche a` droite le long d’un
brin d’une double he´lice d’ADN jusqu’a` une longueur moyenne typique, et a un taux
d’erreur typique. La courte se´quence fournie par le se´quenceur est appele´e une lecture
(issue du terme anglais read).
A cause de cette limitation technologique, un ge´nome qui comporte ge´ne´ralement
plusieurs tre`s longs chromosomes est typiquement de´termine´ par la me´thode shot-
gun introduite en 1982 par Sanger (Sanger et al., 1982). Comme il est illustre´ dans
la figure 4.2, tout d’abord, plusieurs copies purifie´es de la se´quence cible (i.e., le ge´-
nome ou son segment clonal) sont cre´e´es. Puis, les copies sont de´coupe´es (au moyen
de substances chimiques) en un nombre tre`s important de petits fragments en des
positions ale´atoires. Un se´quenceur d’ADN est ensuite utilise´ pour se´quencer chaque
fragment1. Ces trois premie`res e´tapes se de´roulent en laboratoire. Afin de s’assurer que
1Un se´quenceur d’ADN donne des fichiers e´lectroniques contenant des se´quences nume´riques
d’ADN.
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suffisamment de fragments se chevauchent, la lecture de fragments se poursuit jusqu’a`
ce qu’une couverture soit suffisante. Les chevauchements entre les fragments sont
utilise´s pour former des contigs (voir de´finition 4.2) qui repre´sentent des portions du











Figure 4.2 – Illustration graphique de la se´quenc¸age shotgun d’ADN (Modification de
l’illustration donne´e dans (Myers Jr, 2016))
La couverture a` une position particulie`re le long de la se´quence cible indique le
nombre de fragments dans cette position. Elle mesure la redondance d’information
des fragments, et indique le nombre de fragments, en moyenne, dans lequel une mole´-
cule donne´e dans la se´quence cible est pre´vue d’apparaitre. Cette mesure est calcule´e
comme le nombre de bases lu a` partir des fragments divise´ par la longueur de la
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ou` L est la collection de fragments d’ADN, |f | est la longueur du fragment f ∈ L,
et G est la longueur de la se´quence cible. La distribution de la couverture sert a`
mesurer la qualite´ de la se´quence consensus. Plus la couverture est grande, moins
il y a de gaps, et meilleur est le re´sultat.
Apre`s l’obtention d’une collection de fragments d’ADN (L = {f1, . . . , fn}), la
se´quence comple`te du ge´nome peut eˆtre reconstruite par assemblage de fragments.
Le proble`me d’assemblage est ge´ne´ralement traite´ selon une approche tradition-
nelle de´signe´e par le signe “OLC” pour Overlap-Layout-Consensus. De grands
ge´nomes eucaryotes (ceux des animaux, ve´ge´taux et protozoaires) ont e´te´ assemble´s
avec succe`s par cette approche (Adams et al., 2000, Chinwalla et al., 2002, Venter
et al., 2001). Nous de´crivons l’approche OLC dans le paragraphe suivant.
La me´thode paired-end shotgun , propose´e premie`rement dans (Weber et Myers,
1997) en 1997, utilise un type de se´quenc¸age dit paired-end. Le se´quenc¸age paired-end
ge´ne`re a` partir d’un fragment (suffisamment long) une paire de lectures e´loigne´s d’une
certaine longueur (de centaines bp) au maximum. Autrement dit, les deux extre´mite´s
d’un meˆme fragment sont se´quence´es par un se´quenceur. Ces lectures en paired-end
servent a` connecter les contigs, obtenus a` partir de courtes lectures, entre eux. Si on
repe`re un certain nombre de paires de lectures pre´sents dans deux contigs (chaque
lecture est dans un contig), on peut conside´rer que ces paires de lectures forment la
jointure entre les deux contigs. Une collection de contigs ordonne´s et connecte´s par
paires de lectures est appele´e scaffold (Paszkiewicz et Studholme, 2010).
4.2.3 L’approche OLC et difficulte´s d’assemblage
Selon l’approche OLC, le processus d’assemblage se de´roule en trois phases (Myers Jr,
2016) : (1) recherche des chevauchements approximatifs, (2) de´termination de l’aligne-
ment, et (3) construction de la se´quence consensus. Dans ce qui suit, nous de´crivons
chaque phase.
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Phase 1 : Recherche des chevauchements (Overlap) Cette phase consiste a`
chercher le bon ou le plus long alignement entre le suffixe d’une lecture et le pre´fixe
d’une autre lecture. Dans cette e´tape, on conside`re toutes les paires de lectures et
leurs comple´ments inverses (voir de´finition 4.1) pour de´terminer leur similarite´. Ha-
bituellement, un algorithme d’alignement semi-global par programmation dynamique
est utilise´ dans cette e´tape. L’intuition derrie`re la recherche des chevauchements entre
paires de lectures est que deux lectures suffisamment chevauchantes se retrouvent tre`s
probablement l’une a` coˆte´ de l’autre dans la se´quence cible.
Phase 2 : Alignement (Layout) Cette phase consiste a` chercher un ordre plau-
sible de fragments en se basant sur les chevauchements calcule´s. En d’autres termes,
le chevauchement est utilise´ pour organiser les fragments l’un a` coˆte´ de l’autre pour
reconstituer la se´quence originale dont ils sont issus. C’est la plus difficile e´tape parce
que la de´cision d’assembler deux fragments se base sur leur chevauchement qui peut
eˆtre approximatif du fait des erreurs de se´quenc¸age. Les difficulte´s auxquelles on doit
porter attention sont (Alba et Luque, 2007, Myers Jr, 2016) :
1. Orientation inconnue. Apre`s le de´coupage de la se´quence originale en un tre`s
grand nombre de fragments, l’orientation est oublie´e (i.e., on ne sait pas lequel
des deux brins d’une double he´lice d’ADN on se´quence). Si une lecture ne se
chevauche pas avec toute autre lecture, il est encore possible que son comple´ment
inverse ait un tel chevauchement. Pour n fragments, il y a 2n combinaisons
possibles en termes d’orientation (pour un seul arrangement de fragments).
2. Erreurs de se´quenc¸age. Les erreurs de se´quenc¸age peuvent survenir sous plu-
sieurs formes : substitutions, insertions et de´le´tions. Elles sont dues a` des erreurs
expe´rimentales dans la proce´dure e´lectrophore`se (une technique de laboratoire
utilise´e pour la lecture des se´quences d’ADN). Elles peuvent biaiser la de´tec-
tion des chevauchements entre paires de lectures. De ce fait, la de´termination
de la se´quence consensus ne´cessite des alignements multiples dans les re´gions
fortement couvertes.
3. Manque de couverture. Cette difficulte´ est due a` la couverture insuffisante ou a`
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l’e´chantillonnage non ale´atoire de fragments. Elle apparait quand l’algorithme
d’assemblage ne peut assembler la collection de fragments dans un seul contig.
Un contig est une se´quence continue et ordonne´e dans laquelle le chevauchement
entre les fragments successifs est supe´rieur un seuil pre´de´fini appele´ cutoff (le
parame`tre k dans la de´finition 4.2).
4. Re´gions re´pe´te´es. Les re´pe´titions sont des se´quences qui apparaissent plusieurs
fois dans la se´quence cible. Elles repre´sentent l’une des sources les plus impor-
tantes de difficulte´s de tout projet de se´quenc¸age. On ne sait pas si une se´quence
est re´pe´te´e, combien de fois elle est re´pe´te´e, ou si une re´pe´tition est son comple´-
ment inverse. En effet, aucun assembler existant ne traite de manie`re parfaite
les re´pe´titions.
5. Se´quences chime´riques et Contamination. Deux ou plusieurs fragments se´pare´s
sont chime´riques s’ils se fusionnent pour former un seul fragment. On parle de
contamination lorsque la purification des fragments, apre`s clonage, de l’ADN du
vecteur est incomple`te. Les fragments contamine´s doivent eˆtre e´limine´s avant
l’assemblage.
Apre`s avoir de´termine´ l’ordre d’assemblage de fragments d’ADN, un algorithme
d’alignement progressif est applique´ pour combiner tous les alignements par paire
calcule´s dans la premie`re phase.
Phase 3 : Ge´ne´ration d’une se´quence consensus (Consensus) Cette phase
consiste a` produire une se´quence d’ADN a` partir du re´sultat de la phase d’alignement.
La technique la plus utilise´e dans cette phase consiste a` appliquer une re`gle de majorite´
pour construire la se´quence consensus.
Une simple illustration des trois phases de l’approche OLC est donne´e dans la
figure 4.3. A partir d’un ensemble de cinq fragments, dans un premier temps les che-
vauchements maximaux (exacts) entre les paires de fragments sont calcule´s. Puis, un
ordre d’assemblage de fragments est de´termine´. Enfin, une se´quence consensus est
construite en assemblant les cinq fragments. Le proble`me re´el est certainement plus
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complique´ que cette illustration, puisque il comporte, comme nous avons de´ja` dis-
cute´, des comple´ments inverses, des erreurs de se´quenc¸age, des re´pe´titions, et d’autres
difficulte´s.
Une collection de fragments
f1 A C C T G T G A G
f2 C G G C T G
f3 G A G T T A T C
f4 T G A C G A C
f5 A T C A G A C C C
1. Recherche de chevauchements
f1 A C C T G T G A G
f2 C G G C T G
f3 G A G T T A T C
f4 T G A C G A C
f5 A T C A G A C C C
2. Alignement
f2 C G G C T G
f4 T G A C G A C
f1 A C C T G T G A G
f3 G A G T T A T C
f5 A T C A G A C C C
3. Se´quence consensus
f6 C G G C T G A C G A C C T G T G A G T T A T C A G A C C C
Figure 4.3 – Illustration des trois phases de l’approche OLC.
Par la suite de ce chapitre et de cette the`se, nous adressons le proble`me d’aligne-
ment de la deuxie`me phase, qui est connu dans la litte´rature sous le nom, en anglais,
“DNA fragment assembly problem” - litte´ralement, “proble`me d’assemblage de frag-
ments d’ADN”. Ce proble`me a e´te´ montre´ NP-difficile par Pevzner (Pevzner, 2000),
par re´duction au proble`me de chemin hamiltonien, ce qui signifie que des algorithmes
(me´ta)heuristiques sont ne´cessaires pour calculer des solution approche´es.
Aux difficulte´s mentionne´es plus haut Kim et Mohan (Kim et Mohan, 2003) ont
ajoute´ une autre difficulte´ majeure : l’absence d’un mode`le formel pleinement satis-
faisant pour le proble`me d’assemblage de fragments d’ADN. Dans la section suivante,
nous pre´sentons les mode`les formels existants.
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4.2.4 Mode`les formels existants
Quatre mode`les formels ont e´te´ propose´s pour le proble`me d’assemblage de frag-
ments d’ADN (Kim et Mohan, 2003) :
• Plus courte “super-chaˆıne” commune (en anglais Shortest Common Super-
string : SCS) : Dans ce mode`le, le proble`me d’assemblage de fragments d’ADN
consiste a` chercher la plus courte chaˆıne qui contient chaque fragment comme
une sous-chaˆıne. Ce proble`me est connu comme e´tant NP-difficile (Kececioglu
et Myers, 1995, Kececioglu, 1993, Ra¨iha¨ et Ukkonen, 1981). Il a e´te´ simplifie´ et
conside´re´ e´quivalent a` chercher le chemin hamiltenien de poids minimum dans le
graphe de chevauchement (voir section 4.3.1 pour une repre´sentation de ce type
de graphe) (Parsons et al., 1993). Ce qui ne re´pond pas toujours aux besoins des
biologistes dans le cas de re´pe´titions.
• Reconstruction : Dans ce mode`le, le proble`me est de chercher la plus courte
chaˆıne dont la distance (d’e´dition) a` tout fragment ou a` son comple´ment inverse
est infe´rieure a` un seuil donne´. Ce mode`le traite la difficulte´ lie´e a` l’orienta-
tion inconnue des fragments et les erreurs de se´quenc¸age, mais pas le cas de
re´pe´titions et le cas de faible couverture.
• Multicontig : L’objectif est de chercher une partition de la collection de frag-
ments en un nombre minimal de sous-ensembles tel que chaque sous-ensemble
admet un “t-contig” pour un “-consensus”, ou` :
– Un “t-contig” est un alignement d’un sous-ensemble de fragments avec le
lien la plus faible (i.e., le plus court chevauchement entre deux fragment
successifs) est supe´rieur ou e´gal un seuil t (voir de´finition 4.2) ;
– Un “-consensus” est une se´quence consensus qui ve´rifie la condition sui-
vante : la distance entre chaque fragment f et sa projection dans cette
se´quence est au plus  |f |, ou` |f | est la longueur de f .
Le proble`me a e´te´ de´montre´ NP-difficile dans (Ferreira et al., 2002). L’incon-
ve´nient majeur de ce mode`le re´side dans le fait que le re´sultat d’assemblage est
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une collection de contigs avec plusieurs gaps entre eux due a` la faible couverture
ou au taux e´leve´ d’erreurs.
• Approche du chemin Eule´rien : Ce mode`le transforme le proble`me a` un
proble`me de chemin Eule´rien apre`s la construction d’un graphe a` chaˆınes ou
d’un graphe de de Bruijn (voir sections 4.3.2 et 4.3.3 pour une description de
ces types de graphes). Il a e´te´ de´veloppe´ afin de re´soudre les re´pe´titions. Son
inconve´nient est qu’il ne traite pas les autres difficulte´s. Parmi les premiers
travaux qui ont utilise´ ce mode`le on peut citer par exemple (Pevzner et al.,
2001).
Dans la section suivante, nous pre´sentons le lien entre l’assemblage de ge´nomes et
trois principaux graphes, qui sont : le graphe de chevauchement, le graphe a` chaˆınes
et le graphe de de Bruijn.
4.3 Assemblage de ge´nomes
Les assembleurs existants (dont certains ont e´te´ utilise´s par les biologistes dans
des projets d’assemblage de ge´nome) utilisent diffe´rentes heuristiques et structures de
donne´es. Les trois principaux graphes sont : le graphe de chevauchements, le graphe
a` chaˆınes, et le graphe de de Bruijn. La description donne´e ci-apre`s de ces structures
s’inspire essentiellement de (Myers Jr, 2016).
4.3.1 Graphe de chevauchements
Le graphe de chevauchements (en anglais overlap graph) est un graphe oriente´ pon-
de´re´ ou` les sommets repre´sentent les fragments d’ADN et les areˆtes repre´sentent les
chevauchements entre ces fragments. Ce type de graphe a e´te´ de´crit pour la premie`re
fois dans la litte´rature en 1983 par Gallant (Gallant, 1983). La premie`re formula-
tion mathe´matique a e´te´ propose´e dans (Myers, 1995). Par souci de simplicite´, toutes
les areˆtes dont l’un de ses fragments est inclus dans l’autre sont supprime´es. Soient
seq(f) la se´quence du fragment f , et seq(f → g) la suffixe du fragment g qui n’est pas
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en chevauchement avec le fragment f . Alors, le chemin f1 → f2 → f3 → . . . fn
repre´sente l’ordre d’assemblage de n fragments dans un contig qui a la se´quence
seq(f1)seq(f1 → f2)seq(f2 → f3) . . . seq(fn−1 → fn). Intuitivement, un ensemble
de chemins parcourant le graphe donne une collection de contigs qui peut constituer
un assemblage. En effet, un chemin Hamiltonien repre´sente un assemblage de tous les
fragments dans un seul contig.
Les premiers travaux ont conside´re´ le proble`me d’assemblage de fragments d’ADN
comme une ge´ne´ralisation du proble`me de plus courte“super-chaˆıne”commune (SCS),
comme suit : e´tant donne´ n fragments f1, f2, . . . , fn, chercher la plus courte chaˆıne S
telle que chaque fragment ou son comple´ment inverse est inclus comple`tement dans
S. Ce proble`me a e´te´ conside´re´ e´quivalent a` chercher le chemin Hamiltonien dans
le graphe de chevauchements, i.e., plus les fragments se chevauchent, plus courte
est la chaˆıne de´rive´e par le chemin. C’est un proble`me NP-difficile (Hoffman et al.,
1986), pour lequel des heuristiques gloutonnes ont e´te´ utilise´es. Ce type d’algorithmes
ajoute progressivement les areˆtes de chevauchements maximaux au chemin solution en
construction (tout en e´vitant la cre´ation de cycles). Les solutions fournies par ce type
d’algorithmes ne sont pas toujours optimales. Les tous premiers travaux ont utilise´
des variations de cette approche gloutonne qui conside`re le chevauchement pour l’in-
corporation des areˆtes dans le chemin partiel selon un certain ordre, ou` la diffe´rence
entre les variantes re´side principalement dans l’ordre utilise´.
Ce mode`le formel (de SCS) e´choue dans le cas de re´pe´titions dans les longues se´-
quences. L’objectif e´tait e´ventuellement de construire des solutions dans lesquelles les
re´pe´titions sont surcomprime´es en pliant les copies de chaque re´pe´tition. Par ailleurs,
le graphe de chevauchements consomme trop d’espace me´moire et un temps de calcul
tre`s important lorsque le nombre de fragments d’ADN est assez grand, comme c’est
le cas avec la technologie de se´quenc¸age a` haut de´bit (Next Generation Sequencing,
NSG)2 (Church, 2006, Hall, 2007). Plusieurs e´tudes ont e´te´ mene´es afin de re´duire
ces couˆts. Des me´thodes pour e´liminer les mauvais chevauchements ont e´te´ propose´es
(Margulies et al., 2005, Rasmussen et al., 2006). Des techniques pour re´duire le temps
2Les se´quenceurs de nouvelle ge´ne´ration sont des appareils massivement paralle`les et produisent
beaucoup de courtes lectures.
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de calcul des chevauchements ont e´te´ aussi propose´s (Malle´n-Fullerton et al., 2013,
Myers, 2014).
4.3.2 Graphe a` chaˆınes
Le premier article dans la litte´rature pre´sentant l’ide´e de graphe a` chaˆınes (string
graph) a e´te´ publie´ en 1995 par Eugene Myers (Myers, 1995). Ce type de graphe a e´te´
introduit afin de faciliter l’assemblage des re´pe´titions du ge´nome.
En fait, le graphe a` chaˆınes est obtenu en compressant le graphe de chevauche-
ments, dans l’optique de diminuer l’espace me´moire occupe´ par la structure. La com-
pression se fait comme suit : on effectue dans un premier temps les re´ductions tran-
sitives (une areˆte a → b est transitivement re´ductible, et par conse´quent peut eˆtre
supprime´e, s’ils existent une lecture c et deux areˆtes a → c et c → b telle que le
chevauchement entre les lectures a et b est implique´ par les chevauchements avec c),
puis dans un deuxie`me temps on compresse les chaˆınes de sommets de degre´ entrant et
sortant 1 en une seule areˆte compose´e. Avec cette construction, les se´quences uniques
dans l’e´chantillon biologique se re´duisent en des areˆtes compose´es uniques. De meˆme,
les copies de chaque re´pe´tition forment aussi une areˆte compose´e unique, mais si celle-
ci est suffisamment longue (en termes des sommets qu’elle regroupe), le taux d’arrive´e
sert a` distinguer clairement les areˆtes compose´es repre´sentant des se´quences uniques
de celles repre´sentant des re´pe´titions.
Le graphe a` chaˆınes a e´te´ utilise´ premie`rement pour l’assemblage paired-end du
ge´nome complet dans l’assembleur Celera (Myers et al., 2000). Les algorithmes de´-
veloppe´s pour cet assemblage fonctionnent en trois e´tapes : (1) construction d’un
graphe a` chaˆınes a` partir de courtes lectures, puis de´termination de toutes les areˆtes
compose´es (contigs) qui repre´sentent des se´quences uniques ; (2) jonction de contigs en
utilisant des lectures paired-end ; (3) fermeture de gaps entre les contigs en assemblant
uniquement les longes se´quences paired-end utilise´es pour connecter les contigs.
Comme dans le cas du graphe a` chevauchements, le proble`me d’assemblage de
fragments d’ADN peut eˆtre conside´re´ comme le proble`me de chercher un chemin par-
courant le graphe a` chaˆınes, ou` celui-ci a l’avantage d’eˆtre plus simple et n’e´limine
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aucune solution potentielle. En effet, un assemblage correct correspond a` un chemin
Eulerien ge´ne´ralise´ respectant le nombre de copies de chaque areˆte compose´e. En
d’autres termes, dans ce chemin, chaque areˆte compose´e repre´sentant une se´quence
unique doit eˆtre traverse´e une seule fois, tandis que chaque areˆte compose´e repre´sen-
tant une re´pe´tition doit eˆtre traverse´e autant de fois que le nombre de copies de la
re´pe´tition dans la se´quence cible. Une analyse de flot sert a` infe´rer le nombre de copies
des re´pe´titions (Myers, 2005).
4.3.3 Graphe de de Bruijn
Le graphe de de Bruijn (Idury et Waterman, 1995) et le graphe a` chaˆınes ont e´te´
pre´sente´s au meˆme colloque (DIM, 1994). Toutefois le graphe de de Bruijn reste in-
utilise´ jusqu’a` l’arrive´e de la technologie de se´quenc¸age de nouvelle ge´ne´ration (depuis
2002). Les approches gloutonnes et les strate´gies utilisant ce type de graphe sont deve-
nues populaires pour cette technologie (Miller et al., 2010). Cela inclut par exemple les
applications d’assemblage Velvet (Zerbino et Birney, 2008), Edena (Hernandez et al.,
2008), ABySS (Simpson et al., 2009), et SOAPdenovo (Li et al., 2010).
Pour un entier k > 0, le graphe de de Bruijn pour une collection de lectures
d’ADN est construit a` partir de toutes les sous-se´quences de longueur k de chaque
lecture. Ces sous-se´quences sont appele´es k-mers. Dans ce graphe, les sommets sont
les k-mers possibles et les areˆtes (oriente´es) se pre´sentent entre chaque paire de k-
mers ayant un chevauchement de k − 1 nucle´otides. Il est clair que le graphe de de
Bruijn est transitivement re´duit par construction (i.e., les chevauchements de moins
de k − 1 nucle´otides ne sont pas conside´re´s pour les areˆtes, puisqu’ils sont implique´s
par les chevauchements de k − 1 nucle´otides). D’autre part, par une analogie avec la
construction du graphe a` chaˆınes, les chaˆınes de sommets de degre´ entrant et sortant 1
dans le graphe de de Bruijn peuvent eˆtre regroupe´es pour former des areˆtes compose´es.
En effet, il y a une similarite´ de´ja` remarquable entre le graphe de de Bruijn et le graphe
a` chaˆınes ; dans un cas les sommets sont des k-mers et les arreˆtes repre´sentent des
chevauchements exacts de k − 1 nucle´otides, et dans l’autre cas les sommets sont des
lectures et les areˆtes correspondent a` des chevauchements approximatifs. Cependant,
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il y a des diffe´rences algorithmiques significatives en raison de la diffe´rence entre ce
qu’un sommet repre´sente (i.e., une lecture versus un k-mer), comme suit.
La chaˆıne de k-mers d’une des lectures correspond a` un chemin dans le graphe.
Ce chemin est appele´ l’image de la lecture. Soit cnt(a → b) le nombre de lectures
dont l’image passe par l’areˆte (a→ b). Si la majorite´ des k-mers dans le graphe sont
corrects (i.e., ils ne contiennent pas des erreurs de se´quenc¸age) et la couverture de la
se´quence cible´e est e´leve´e, alors les areˆtes ayant de tre`s faibles valeurs de cnt sont tre`s
probablement dues a` des erreurs de se´quenc¸age. En effet, la majorite´ des assembleurs
de de Bruijn e´liminent ces areˆtes. Supposons que les areˆtes correctes sont conserve´es.
Alors le graphe pourrait contenir uniquement les areˆtes dans l’image de la se´quence
cible inconnue et, par conse´quent, un certain chemin Eurlien pourrait la produit. Ainsi,
le proble`me d’assemblage avec un graphe de de Bruijn est de chercher un chemin qui
est cohe´rant avec les images de toutes les lectures, en ignorant les areˆtes e´carte´es et
en traversant les areˆtes correctes autant de fois que leur nombre de re´pe´titions dans
la se´quence cible.
Pour finir, il est a` noter que le choix optimal de la longueur de sommets (k) repose
sur deux crite`res contradictoires : k doit eˆtre assez grand de sorte que chaque k-
mer ne se produit qu’une seule fois dans la se´quence cible (sauf les re´pe´titions), mais
en contrepartie, il doit eˆtre suffisamment petit pour qu’une majorite´ significative de
k-mers d’une des lectures soit correcte.
4.4 Etat de l’art en assemblage de fragments
d’ADN par (me´ta)heuristiques
Comme la taˆche d’assemblage de fragments d’ADN (plus pre´cise´ment la phase
d’alignement de fragments) se rame`ne a` un proble`me d’optimisation combinatoire
NP-difficile, depuis trois de´cennies, de nombreux chercheurs ont applique´ diffe´rents
algorithmes heuristiques et me´taheuristiques pour sa re´solution en des temps rai-
sonnables (Indumathy et Maheswari, 2012, Luque et Alba, 2005). Les algorithmes
exacts, base´s sur la programmation line´aire ou utilisant par exemple la technique
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par se´paration et e´valuation “Branch & Bound” (Ferreira et al., 2002, Jing et Khuri,
2003), deviennent rapidement inutilisables avec la complexite´ du proble`me. Le choix
d’algorithmes (me´ta)heuristiques inclut une varie´te´ d’algorithmes : algorithmes de re-
cherche locale, algorithmes e´volutionnaires et algorithmes bio-inspire´s. Cette voie de
recherche reste encore expe´rimentale et peu investie en raison du fait que ces types
d’algorithmes n’ont pas encore rec¸u d’application re´elle (les applications d’assemblage
populaires utilisent des approches gloutonnes).
Dans cette partie, nous pre´sentons une revue de la litte´rature portant sur l’appli-
cation des algorithmes heuristiques et me´taheuristiques pour la re´solution approche´e
du proble`me d’assemblage de fragments d’ADN. Toutes les techniques expose´es consi-
de`rent le proble`me selon l’approche OLC. Nous commenc¸ons par pre´senter les crite`res
utilise´s pour quantifier la qualite´ d’un re´sultat d’assemblage de fragments d’ADN.
Puis, nous pre´sentons brie`vement un assembleur heuristique tre`s connu dans la lit-
te´rature et mentionnons ses variantes existantes. Nous passons ensuite en revue les
diffe´rents travaux portant sur l’application des algorithmes ge´ne´tiques (GAs). Nous
abordons par la suite les diffe´rentes techniques base´es sur l’intelligence en essaim.
Enfin, nous pre´sentons brie`vement les travaux portant sur l’utilisation d’autres algo-
rithmes me´taheuristiques.
4.4.1 Evaluation d’un re´sultat d’assemblage de fragments
d’ADN
L’objectif est de chercher un ordre total des fragments donne´s qui aboutit a` une
se´quence consensus refle´tant avec pre´cision la se´quence parent. Si la se´quence parent
est pre´alablement connue, on peut juger la qualite´ d’un re´sultat d’assemblage par
une mesure de ressemblance entre la se´quence consensus finale et la se´quence parent
connue. Cependant, en pratique, l’ensemble de fragments d’ADN est ge´ne´re´ pour
trouver la se´quence parent. Ainsi, d’autres crite`res doivent eˆtre de´finis pour quantifier
la qualite´ d’un re´sultat d’assemblage de fragments d’ADN.
Les algorithmes pre´sente´s par la suite conside`rent le proble`me d’assemblage de
fragments d’ADN comme un proble`me combinatoire de permutation. Ils travaillent
sur une matrice de score w, ou` chaque e´le´ment wi,j contient le chevauchement entre
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les deux fragments i et j, 1 ≤ i, j ≤ n (i.e., un graphe a` chevauchements). Nous
pre´sentons ci-dessous trois fonctions objectifs qui ont e´te´ utilise´s par la plupart de ces
algorithmes.
4.4.1.1 Maximiser les chevauchements entre les fragments successifs
La fonction objectif la plus utilise´e dans la litte´rature est formule´e en analogie avec
la fonction objectif du proble`me TSP (Parsons et al., 1995). Elle est calcule´e comme





ou` s[i] = j indique que le fragment j est apparu dans la position i dans la per-
mutation -de taille n- s. Cette fonction objectif a pour but d’orienter le processus
de recherche vers les configurations qui pre´sentent de forts chevauchements entre les
fragments successifs (ce qui donne un proble`me de maximisation). L’e´valuation de
cette fonction demande un temps en O(n).
4.4.1.2 Minimiser les chevauchements entre les fragments distants
Une autre fonction objectif conside`re les chevauchements entre toutes les paires
de fragments non successifs (Parsons et al., 1995). Elle permet de pe´naliser les confi-
gurations qui pre´sentent de forts chevauchements entre les fragments non successifs.






|i− j| × ws[i],s[j] (4.3)
utilise la valeur absolue de la distance entre deux fragments dans la permutation
comme un poids associe´ a` leur chevauchement. Le proble`me consiste donc a` minimiser
cette fonction. La complexite´ en temps de cette fonction est en O(n2), parce que toutes
les paires de fragments doivent eˆtre conside´re´s.
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4.4.1.3 Minimiser le nombre de contigs
Alba et Luque ont de´clare´ dans (Alba et Luque, 2007) que l’objectif primordial de
l’assemblage de fragments d’ADN consiste a` minimiser le nombre de contigs, avec le
but d’atteindre un seul contig. Dans (Parsons et al., 1995), les auteurs ont e´carte´ ce
choix pour la raison suivante : plusieurs permutations extreˆmement diffe´rentes peuvent
pre´senter le meˆme nombre de contigs, ce qui empeˆche la distinction entre eux dans un
processus de recherche d’une bonne solution. Pour re´gler ce proble`me, Alba et Luque
ont utilise´ dans leur algorithme de recherche locale, nomme´ PALS (voir section 5.2
pour une pre´sentation de´taille´e), la fonction objectif F1 comme un crite`re secondaire
pour parfaire la comparaison dans le cas ou` il y a plusieurs solutions candidates
avec le meˆme nombre de contigs. On note par cutoff le chevauchement minimal pour
conside´rer que deux fragments successifs sont dans le meˆme contig. Le nombre de




σs[i],s[i+1] + 1 (4.4)
ou` σs[i],s[i+1] vaut 1 si le chevauchement entre les fragments des positions successives
i et i+ 1 est infe´rieur cutoff, et 0 sinon. L’e´valuation du nombre de contigs demande
un temps line´aire avec le nombre de fragments (O(n)).
4.4.2 L’algorithme PALS et ses variantes
L’algorithme PALS (pour Problem Aware Local Search) a e´te´ propose´ par Alba et
Luque en 2007 (Alba et Luque, 2007). C’est une me´thode de recherche locale qui fait
e´voluer une seule solution en utilisant la notion de voisinage et des crite`res permettant
de de´finir le sous-ensemble de solutions acceptables parmi toutes les solutions voisines
d’une solution courante. La solution (un ordre de fragments) est code´e en repre´senta-
tion par permutation. L’algorithme PALS modifie ite´rativement la solution courante
par l’application de mouvements d’une manie`re bien structure´e. A chaque ite´ration de
l’algorithme, le voisinage complet de la solution courante, de´fini par le mouvement, est
ge´ne´re´. Le meilleur mouvement ame´liorant est ensuite applique´ a` la solution courante.
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Ce processus est re´pe´te´ jusqu’aucune ame´lioration n’est pas possible. Le point cle´ de
l’algorithme PALS re´side dans la manie`re avec laquelle il e´value les mouvements et la
qualite´ des solutions. Il utilise le nombre de contigs comme un premier crite`re pour
ordonner les mouvements et pour juger la qualite´ des solutions. Dans le cas d’e´galite´,
il conside`re le niveau de chevauchement maximal entre les fragments successifs pour
parfaire l’e´valuation. Nous reviendrons plus en de´tail au chapitre 5 sur cet algorithme
heuristique.
La limitation majeure de l’algorithme PALS est la forte de´pendance de ses re´sul-
tats de la configuration initiale et sa convergence rapide vers des optimums locaux.
En effet, cet algorithme souffre de l’instabilite´ de ses re´sultats, notamment sur les
instances de grande taille. Pour re´soudre ces proble`mes de convergence, des approches
combinant l’algorithme PALS avec des algorithmes me´taheuristiques ont e´te´ de´velop-
pe´es. Nous pre´sentons ci-dessous ces approches hybrides. Il est a` noter que dans tous
ces algorithmes hybrides la solution est code´e en repre´sentation par permutation.
L’algorithme PALS a e´te´ applique´ dans (Alba et Luque, 2008) comme un ope´rateur
de recherche additionnel dans un GA. Dans cette approche hybride, les nouveaux
chromosomes, ne´s par l’ope´rateur de croissement et l’ope´rateur de mutation, sont
exploite´s pour fournir des configurations initiales pour PALS. L’ide´e derrie`re ce type
d’hybridation (un algorithme me´me´tique) est que, apre`s que l’algorithme GA localise
une bonne re´gion de solutions dans l’espace de recherche (exploration), PALS permet
l’ame´lioration (exploitation) de cette re´gion via la recherche locale. Un ope´rateur de
croisement OX et un ope´rateur de mutation e´change (1-Opt ou Swap mutation) ont
e´te´ utilise´s dans cet algorithme hybride.
Dans deux autres e´tudes, (Alba et Dorronsoro, 2009b, Dorronsoro et al., 2008),
l’algorithme PALS a e´te´ applique´ aussi comme un ope´rateur de recherche additionnel
dans un algorithme ge´ne´tique cellulaire (Cellular Genetic Algorithm : cGA). Dans les
deux algorithmes cGAs, la population est structure´e en une grille bidimensionnelle, de
sorte que les individus ne peuvent interagir qu’avec leurs voisins les plus proches. La
diffe´rence principale entre ces deux approches re´side dans le fait que la premie`re utilise
un cGA canonique, tandis que la seconde posse`de un me´canisme d’auto-adaptation
des parame`tres de contoˆrle. Ce me´canisme d’auto-adaptation a pour but de maintenir
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un bon e´quilibre entre l’exploration et l’exploitation de l’espace des solutions, en
donnant a` la population une forme plus rectangulaire pour favoriser l’exploration
et une forme plus carre´e pour favoriser l’exploitation. Les deux algorithmes cGAs
utilisent un ope´rateur de croisement OX et un ope´rateur de mutation e´change.
Minetti et al. dans (Minetti et al., 2014) ont propose´ re´cemment une combinaison
de l’algorithme PALS avec un algorithme de recuit simule´ (voir section 1.3.1 pour une
description de cette me´taheuristique) pour pouvoir traiter les donne´es bruite´es. Dans
cette approche hybride, l’algorithme de recuit simule´ est applique´ pour diversifier la
recherche et ainsi e´viter la convergence pre´mature´e. Plus pre´cise´ment, il est applique´
lorsque l’algorithme PALS n’accepte aucun nouveau mouvement (pour ame´liorer la
solution courante) pendant un certain nombre d’ite´rations. Ceci permet de produire
de nouveaux points de de´part pour l’algorithme PALS, vu que l’algorithme de recuit
simule´ accepte des solutions de qualite´ infe´rieure avec une grande probabilite´ pendant
la premie`re phase de recherche (dans laquelle la tempe´rature est faible). Le test de cette
approche hybride a e´te´ e´tabli sur des instances bruite´es et non bruite´es. Les instances
de test bruite´es ont e´te´ ge´ne´re´es selon trois sources de bruit : bases mole´culaires,
fonction objectif et chevauchements.
Comme il a e´te´ constate´ par leurs de´veloppeurs, ces approches hybrides ame´liorent
la qualite´ de re´sultats, mais augmentent conside´rablement le temps de calcul par
rapport l’algorithme PALS.
4.4.3 Approches base´es sur les GAs
Dans cette section, nous passons en revue plusieurs travaux utilisant les GAs (voir
section 1.4.1 pour une pre´sentation de GAs et ses ope´rateurs) pour re´soudre le pro-
ble`me d’assemblage de fragments d’ADN.
Les e´tudes pre´sente´es dans (Parsons et Johnson, 1995, Parsons et al., 1993, 1995)
e´taient parmi les premiers travaux qui ont applique´ un GA pour la re´solution du pro-
ble`me d’assemblage de fragments d’ADN. Dans (Parsons et al., 1995), les auteurs ont
compare´ deux codages par permutation et les ope´rateurs ge´ne´tiques associe´s. Les deux
fonctions d’e´valuation F1 et F2 ont e´te´ conside´re´es dans cette e´tude. Les expe´riences
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re´alise´es ont montre´ que le GA donne des re´sultats plus performants qu’une technique
de recherche gloutonne.
Li et Khuri dans leur e´tude comparative (Li et Khuri, 2004) ont imple´mente´ un
GA et ont conside´re´ aussi ces deux meˆmes fonctions objectifs. Deux ope´rateurs de
croisement OX et ERX, et un ope´rateur de mutation e´change ont e´te´ applique´s dans
le GA e´tudie´.
Dans (Kim et Mohan, 2003) une approche d’assemblage hie´rarchique utilisant un
GA distribue´ adaptatif a e´te´ pre´sente´e. Dans cette approche, le chromosome des indi-
vidus est repre´sente´ par une liste doublement chaˆıne´e de se´quences, ou` chaque e´le´ment
repre´sente la se´quence d’un fragment unique ou la se´quence re´sultant de l’assemblage
de deux ou plusieurs fragments. Le mode`le hie´rarchique consiste a` assembler un cer-
tain nombre de fragments pour former un seul bloc (ceci est base´ sur la qualite´ de
leur alignement) pour les ite´rations futures de l’AG. L’algorithme s’ope`re donc se-
lon une se´rie de niveaux, re´duisant l’espace de recherche, et travaillant avec les blocs
de fragments de´ja` identifie´s. Le mode`le adaptif consiste a` ge´ne´rer les parame`tres de
controˆle (le nombre d’individus et le nombre de sous-populations) en fonction des
donne´es en entre´e. La distribution re´side dans le fait que plusieurs sous-populations
e´voluent selon un mode`le insulaire avec e´changes de solutions. Une proce´dure de re-
cherche locale de type “Hill-climbing” a e´te´ applique´e pour ame´liorer la qualite´ de la
meilleure solution obtenue. Cette solution ame´liore´e est utilise´e ensuite pour changer
le niveau de repre´sentation du chromosome, ce qui implique la re´initialisation de toutes
les sous-populations. La fonction objectif utilise´e pour e´valuer la qualite´ des solutions
correspond a` une combinaison line´aire de plusieurs crite`res : le nombre de contigs, la
longueur de la super-chaˆıne obtenue, le nombre de bases ambigue¨s, la longueur de che-
vauchement de la super-chaˆıne obtenue avec des motifs de ge`nes, et la correspondance
d’orientation entre fragments conse´cutifs. Cette approche d’assemblage hie´rarchique
a montre´ sa bonne performance en comparaison avec l’assembler CAP3 (Huang et
Madan, 1999).
Dans (Minetti et al., 2008b) les auteurs ont pre´sente´ un GA appliquant une re-
cherche a` voisinage variable (voir section 1.3.3 pour une description de cette me´thode
de recherche locale) pour ame´liorer les individus de la population. L’objectif e´tait de
141
4.4. Etat de l’art en assemblage de fragments d’ADN par (me´ta)heuristiques
maximiser la fonction objectif F1. Les re´sultats obtenus par cet algorithme hybride
sont comparables aux re´sultats obtenus par l’algorithme heuristique PALS.
Dans le but de concevoir un GA plus adapte´ au proble`me, Minetti et al. dans
(Minetti et al., 2008a) ont e´tudie´ deux e´le´ments algorithmiques essentiels de GA : la
proce´dure d’initialisation de la population et l’ope´rateur de croissement. Les auteurs
ont conside´re´ le proble`me de maximiser la fonction objectif F1. Ils ont compare´ plu-
sieurs variantes de chaque e´le´ment d’e´tude. Cette e´tude a montre´ que la combinaison
d’un tirage ale´atoire et d’une heuristique pour ge´ne´rer la population de de´part avec
l’utilisation d’un ope´rateur de croissement ERX conduisent a` un GA plus efficace pour
approcher la solution optimale du proble`me.
Nebro et al. ont pre´sente´ dans (Nebro et al., 2008) un GA distribue´. L’objectif
est de minimiser le nombre de contigs dans la se´quence de fragments. Pour cela, ils
ont de´fini une fonction objectif prenant en compte une approximation du nombre de
contigs. Le but principal des auteurs e´tait de re´duire le temps de calcul face a` des
instances de grande taille en distribuant un GA. Cette distribution est re´alise´e selon
un mode`le maitre-esclave et re´side dans le fait que plusieurs individus de la population
sont e´value´s en paralle`le d’une manie`re asynchrone. Un ope´rateur de croissement OX
et une mutation e´change ont e´te´ applique´s dans ce GA. Les expe´riences ont montre´
que cette approche distribue´e ame´liore conside´rablement la performance de GA pour
le proble`me d’assemblage de fragments d’ADN.
Kikuchi et Chakraborty (Kikuchi et Chakraborty, 2006, 2012) ont propose´ un GA
pour approximer le proble`me de maximiser la fonction objectif F1. Deux points cle´s
de cette approche sont : (1) re´duction de l’espace de recherche et, en conse´quence, du
temps de calcul ; (2) application d’une heuristique gloutonne pour ame´liorer la qualite´
des solutions obtenues. La re´duction de l’espace de recherche se fait en re´duisent la
taille du chromosome (permutation d’entiers) pe´riodiquement. Pour cela, on identifie
les fragments successifs formant un contig dans le meilleur chromosome, puis on sup-
prime cet ensemble de fragments successifs de tous les chromosomes de la population
(une re´duction similaire a` celle applique´e dans (Kim et Mohan, 2003), de´crit plus
haut). Apre`s avoir ajoute´ ce contig se´pare´ a` un ensemble de contigs, on ve´rifie si on
peut l’assembler avec les contigs existants. Si c’est le cas, on re´duit encore une fois
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le chromosome des individus en supprimant les fragments affecte´s par la combinai-
son. L’e´tape d’ame´lioration est de´clenche´e pe´riodiquement et s’ope`re seulement sur
les meilleurs individus de la population. Elle consiste en des ope´rations d’e´change de
ge`nes successifs. Un ope´rateur de croisement OX et un ope´rateur de mutation e´change
ont e´te´ utilise´ dans ce GA.
Plus re´cemment, Hughes et al. dans (Hughes et al., 2016) ont combine´ un GA avec
plusieurs strate´gies pour maximiser la fonction objectif F1.
• Tout d’abord, ce GA utilise une strate´gie des variations clonales (en anglais,
“ring species” - litte´ralement, “espe`ces en anneau”). Cette strate´gie permet de
restreindre l’e´volution entre les individus. Elle consiste a` arranger les individus
de la population dans un anneau (arrangement line´aire) en fonction des distances
entre eux dans l’espace des parame`tres, de telle fac¸on que les individus les plus
isole´s seront contigus. Ulte´rieurement, selon cet arrangement, les individus voi-
sins uniquement peuvent se reproduire entre eux. De ce fait, cette strate´gie a
e´te´ adopte´e pour faire apparaitre de nouvelles espe`ces dans la population.
• Deuxie`mement, ce GA e´volue selon un mode`le insulaire. Il manipule plusieurs
sous-populations se´pare´es concurremment dans le but de maintenir la diversite´
dans la population.
• Troisie`mement, ce GA nomme´ “Recentering-Restarting Genetic Algorithm” re-
de´marre pe´riodiquement a` partir d’une nouvelle population centre´e autour d’une
solution dite de centre. La population de de´part de chaque rede´marrage est ge´-
ne´re´e a` partir de la solution de centre courante en la modifiant pour la ge´ne´ra-
tion de chaque individu par une suite de mouvements diffe´rente. La solution de
centre du premier de´marrage est obtenue de fac¸on ale´atoire et/ou heuristique.
A chaque rede´marrage (apre`s avoir e´volue´ la population un certain nombre de
ge´ne´rations), la meilleure solution de la population est compare´e avec la solu-
tion de centre courante. Si cette meilleure solution est meilleure que la solution
de centre courante, elle devient la nouvelle solution de centre et le processus
complet est re´pe´te´ mais avec des suites de mouvements diffe´rentes. Sinon, la
solution de centre courante reste inchange´e et le processus est re´pe´te´ avec des
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suites de mouvements modifie´es. Cette strate´gie de rede´marrage-recentrage a e´te´
applique´e pour e´viter la convergence pre´mature´e vers des optimums locaux.
De plus, deux codages du chromosome ont e´te´ teste´s dans cette e´tude. Le premier
codage est direct et consiste en une repre´sentation par permutation (codage usuel).
Le second codage est indirect et consiste en une suite de mouvements de taille va-
riable a` appliquer a` la solution de centre courante pour en obtenir une permutation
de fragments modifie´e. Les expe´riences pre´sente´es ont montre´ la capacite´ de cette com-
binaison de plusieurs strate´gies a` e´viter la convergence pre´mature´e vers des optima
locaux.
D’autres travaux base´s sur les GAs ont e´te´ publie´s dans (Alba et Luque, 2006,
Alba et al., 2005, Fang et al., 2005, Luque et Alba, 2011, Rathee et Kumar, 2014).
4.4.4 Algorithmes base´s sur l’intelligence en essaim
Dans ce paragraphe, nous passons en revue les travaux portant sur les algorithmes
qui s’inspirent de l’intelligence en essaim (Blum et Li, 2008). Ce type d’algorithmes
s’inspire des comportements collectifs de certaines espe`ces qui se de´placent ou e´voluent
en groupes, comme : l’optimisation par colonies de fourmis, par la suite ACO (voir
section 1.4.3), l’optimisation par essaims de particules, par la suite PSO (voir section
1.4.2), l’optimisation par colonie d’abeilles, la recherche coucou, etc.
Un algorithme de ACO pour re´soudre le proble`me d’assemblage de fragments
d’ADN a e´te´ pre´sente´ dans (Meksangsouy et Chaiyaratana, 2003). L’objectif e´tait
de maximiser la fonction objectif F1. Les auteurs ont justifie´ le choix de cet algo-
rithme me´taheuristique par la similarite´ de ce proble`me avec le proble`me du TSP, le
proble`me ordinaire d’illustration des algorithmes de ACO (Lo´pez-Iba´nez et al., 2015) ;
c’est par analogie que, le chevauchement entre deux fragments peut eˆtre vu comme
l’inverse de la distance entre deux sites. Ils ont propose´ une repre´sentation asyme´trique
pour coder les solutions, en conside´rant l’orientation de chaque fragment dans la per-
mutation (sens de lecture, gauche-a`-droite ou droite-a`-gauche) et le brin (ordinaire ou
son comple´mentaire) d’ou` ce fragment vient. Ce codage a e´te´ justifie´ principalement
par le fait qu’il repre´sente univoquement toute solution possible (En revanche, avec la
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repre´sentation usuelle par permutation simple, des permutations diffe´rentes peuvent
produire la meˆme solution). Les auteurs ont compare´ leur algorithme avec l’heuris-
tique constructive “voisin le plus proche”. Les re´sultats expe´rimentaux ont montre´
que l’algorithme de ACO a donne´ des re´sultats plus performants que les re´sultats de
l’algorithme heuristique pour les instances multicontigs.
Dans (Verma et al., 2012) un algorithme de PSO a e´te´ propose´ pour maximiser
le chevauchement entre les fragments successifs (i.e., fonction objectif F1). Comme
l’algorithme de PSO manipule les solutions sous forme de vecteurs re´els (vecteurs de
positions des particules), il est ne´cessaire de transformer la repre´sentation re´elle en
une permutation de fragments. Pour cela, les auteurs ont utilise´ la re`gle de SPV (voir
section 1.4.2.5 pour une pre´sentation de cette re`gle heuristique). Tous les travaux
portant sur des algorithmes de PSO de´crits ci-apre`s ont utilise´ cette meˆme re`gle pour
transformer les vecteurs de position en permutations de fragments.
Malle´n-Fullerton et Ferna´ndez-Anaya ont pre´sente´ un algorithme distribue´ com-
binant un algorithme de PSO et l’e´volution diffe´rentielle (ED) pour optimiser F1
(Malle´n-Fullerton et Ferna´ndez-Anaya, 2013). La distribution re´side dans le fait que
la population de particules est divise´e en petites sous-populations e´voluant se´pare´ment
sur diffe´rents processeurs. A chaque ite´ration de l’algorithme, pour chaque particule
de chaque sous-population, un vecteur dit de perturbation est calcule´ a` partir des
vecteurs de positions de trois particules se´lectionne´es de fac¸on ale´atoire de la meˆme
sous-population. Ensuite, ce vecteur de perturbation est croise´ avec le vecteur de
position de la particule courante pour substituer certains e´le´ments. En outre, deux
ope´rateurs d’e´change ont e´te´ applique´s : un e´change au niveau de fragments pour
ame´liorer le vecteur de perturbation, et un e´change au niveau de contigs (successions
de fragments) pour ame´liorer le vecteur de position de la particule courante apre`s
modification par l’ope´rateur de croisement.
Les auteurs de (Huang et al., 2015) ont propose´ un algorithme de PSO en com-
binaison avec des algorithmes de recherche locale pour re´soudre ce meˆme proble`me.
La recherche locale a e´te´ applique´e a` deux niveaux : pour ge´ne´rer une population
initiale et pour ame´liorer la qualite´ de la meilleure solution obtenue apre`s l’arreˆt de
l’algorithme. Un algorithme de recuit simule´ et une recherche tabu ont e´te´ applique´s
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pour l’initialisation, et une recherche a` voisinage variable a e´te´ utilise´e pour l’ame´lio-
ration (voir sections 1.3.1, 1.3.4 et 1.3.3 pour des descriptions ge´ne´rales de ces trois
me´thodes de recherche locale, respectivement). Apre`s le test de cette approche hy-
bride, les auteurs ont constate´ qu’elle est lente et ne´cessite un temps de calcul tre`s
important.
Dans (Rajagopal et Maheswari Sankareswaran, 2015), les auteurs ont e´tudie´ trois
variantes de l’algorithme de PSO pour re´soudre le proble`me de maximiser le che-
vauchement. L’objectif e´tait d’e´tudier l’impact du poids d’inertie et des composants
cognitif et social dans la formule de changement de vitesse (voir e´quation 1.3). Deux
variantes du mode`le de poids d’inertie, dans lequel la vitesse d’un pas de temps est
multiplie´e avec un facteur (poids d’inertie), ont e´te´ conside´re´es : dans la premie`re
variante le poids d’inertie est constant pendant toute la dure´e de l’algorithme, tandis
que dans la deuxie`me variante il diminue graduellement. Dans une troisie`me variante
dite adaptative, les deux coefficients (c1 et c2) qui de´terminent les influences cognitive
et sociale dans la formule de mise a` jour de vitesse sont modifie´s graduellement chacun
dans un intervalle spe´cifique (ces coefficients sont fixes dans l’algorithme de base). Au
de´but de la recherche, pour une bonne exploration de l’espace des solutions, l’influence
cognitive est e´leve´e tandis que l’influence sociale est faible. En contrepartie, a` la fin de
recherche, pour intensifier la recherche autour de la meilleure particule dans l’essaim,
l’influence cognitive est faible tandis que l’influence sociale est e´leve´e. Cette e´tude a
montre´ la bonne performance de la variante adaptive.
Plus re´cemment, Huang et al. ont propose´ un algorithme hybride combinant un
nouvel algorithme me´taheuristique base´ sur l’intelligence en essaim et quelques al-
gorithmes de recherche locale (Huang et al., 2016). L’objectif e´tait de maximiser le
chevauchement entre les fragments successifs. L’algorithme d’intelligence en essaim
utilise´ s’inspire des lois de la gravitation de Newton, appele´ en anglais “Gravitation
Search Algorithm (GSA)”. En fait, ce travail est similaire au travail pre´ce´dent de ces
meˆmes auteurs (Huang et al., 2015), que nous avons de´crit plus haut. La diffe´rence
entre les deux e´tudes re´side principalement dans l’algorithme d’intelligence en essaim
utilise´ (PSO vs GSA). A la diffe´rence de l’algorithme de PSO, dans l’algorithme de
GSA les interactions entre les particules sont commande´es par les forces gravitation-
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nelles et les lois de mouvement. Les algorithmes de recherche locale ont e´te´ applique´s
dans les deux e´tudes de la meˆme fac¸on. De meˆme, les auteurs ont conclu que leur
approche hybride ne´cessite un temps de calcul e´leve´ en comparaison avec quelques
algorithmes d’assemblage existants.
Dans (Firoz et al., 2012) les auteurs ont propose´ de re´soudre ce meˆme proble`me
par des algorithmes de colonie d’abeilles artificielles. Ils ont conside´re´ la pre´sence de
bruits perturbant les donne´es. Pour ge´ne´rer des donne´es bruite´es, ils ont introduit des
erreurs dans le me´canisme de fragmentation et de clonage en conside`rent plusieurs
configurations de parame`tres. Apre`s le test, les auteurs ont constate´ que leurs algo-
rithmes garantissent une certaine robustesse vis-a`-vis du bruit en comparaison avec
quelques algorithmes standards.
Un autre algorithme re´cent d’intelligence en essaim a e´te´ aussi adapte´ avec suc-
ce´s pour maximiser la fonction objectif F1 (Ezzeddine et al., 2014). Cet algorithme
(nomme´ en anglais, firefly algorithm) s’inspire du comportement des lucioles lors-
qu’elles produisent des lumie`res pour devenir attractives. Ces insectes cole´opte`res lu-
mineux sont attire´s par les lumie`res aux fins de la reproduction entre maˆles et femelles.
Cette approche repose sur deux re`gles principales : (1) l’attractivite´ est proportion-
nelle a` l’intensite´ de la lumie`re produite par la luciole ; les lucioles moins lumineuses
se meuvent vers les lucioles plus lumineuses ; (2) l’intensite´ de la lumie`re de´croit pro-
portionnellement avec la distance entre deux lucioles, a` cause de l’absorption de lu-
mie`re. Dans cet algorithme, chaque luciole repre´sente une solution (permutation de
fragments), et l’intensite´ de la lumie`re est quantifie´e par la mesure de qualite´ de la
solution. La distance entre les solutions est calcule´e dans l’espace de de´cision (distance
entre permutations). Deux mouvements dans l’espace de recherche entre les couples de
solutions qui s’attirant deux a` deux (i.e., reproduction de nouvelles solutions) ont e´te´
applique´s : un mouvement purement ale´atoire et un mouvement qui cre´e de nouvelles
solutions en combinant des parties des deux solutions. Les auteurs ont compare´ les
re´sultats obtenus avec les re´sultats de plusieurs algorithmes existants.
Indumathy et al. ont adapte´ dans (Indumathy et al., 2015) un algorithme tre`s
re´cent inspire´ des phe´nome`nes naturels dit l’algorithme de la recherche coucou (en
anglais, Cuckoo Search Algorithm) pour maximiser la fonction objectif F1. Cet algo-
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rithme a` base de population s’inspire du comportement de reproduction intelligent des
oiseaux parasites appele´s “Coucous”et du comportement du vol de Le´vy (marche ale´a-
toire). La population de l’algorithme est forme´e par un ensemble de solutions possibles
appele´es “nids” ou “coucous”. Au cours du processus de la recherche, de nouveaux nids
sont cre´e´s en fonction des nids courants et du vol Le´vy. L’e´valuation de la qualite´ de
nouveaux nids sert a` se´lectionner certains d’entre eux et, en contrepartie, a` abandon-
ner certains nids courants. Les auteurs ont compare´s leur algorithme me´taheuristique
avec quelques variantes de l’algorithme PSO.
Tre`s re´cemment, Gheraibia et al. ont adapte´ un algorithme me´taheuristique tre`s
re´cent pour maximiser le chevauchement entre les fragments successifs dans l’ordre
d’assemblage (Gheraibia et al., 2016). Cet algorithme qui appele´ PeSOA (de l’an-
glais, Penguins Search Optimisation Algorithm) s’inspire du comportement de chasse
collective observe´ chez les pingouins. Il commence par la ge´ne´ration d’une popula-
tion ale´atoire de solutions. Ensuite, cette population initiale est subdivise´e de fac¸on
ale´atoire en plusieurs groupes de meˆme taille. A chaque ite´ration d’algorithme, les
solutions de chaque groupe sont ame´liore´es se´pare´ment en autorisant la modification
des positions d’un sous-ensemble de fragments uniquement, appele´s fragments actifs.
La division de l’ensemble de fragments en plusieurs petits sous-ensembles est re´alise´e
de fac¸on ale´atoire. Chaque solution (pingouin) dans chaque groupe est ame´liore´e par
une proce´dure de recherche locale en conside`rent ses propres fragments actifs unique-
ment. A la fin chaque ite´ration, pour chaque groupe, les nouvelles solutions obtenues
sont combine´es pour construire une seule solution locale ame´liore´e. Dans cette e´tape,
chaque pingouin associe´ a` chaque solution dans les groupes est mis a` jour, en fonction
de l’ame´lioration re´alise´e et d’un parame`tre dit re´serve d’oxyge`ne. Celui-ci aide le pin-
gouin a` de´cider de quitter ou bien rester dans son groupe, et a` de´terminer le nombre
de transitions a` effecteur par ite´ration durant la recherche locale. La solution globale
est construite en combinant les meilleures parties des solutions locales des groupes.
Un autre algorithme fonde´ sur l’intelligence en essaim a e´te´ propose´ dans (al Rifaie
et al Rifaie, 2015) pour maximiser les chevauchements entre fragments successifs. Cet
algorithme (dit, en anglais, Stochastic Diffusion Search) s’inspire du comportement
de recherche de nourriture d’une espe`ce spe´cifique de fourmis.
148
4.4. Etat de l’art en assemblage de fragments d’ADN par (me´ta)heuristiques
4.4.5 Autres techniques
Dans (Kubalik et al., 2010) une approche ite´rative a e´te´ applique´e pour maxi-
miser la fonction objectif F1. Cette approche utilise un algorithme e´volutionnaire
pour chercher, a` chaque ite´ration d’optimisation, une bonne modification de la so-
lution courante. Une modification repre´sente une suite de mouvements primitifs (a`
appliquer a` la solution courante) de´finis spe´cialement pour le proble`me d’assemblage
de fragments d’ADN. Une modification est e´value´e en conside´rant le degre´ d’ame´-
lioration/de´gradation qu’elle re´alise sur la solution courante. Apre`s l’arreˆt de l’al-
gorithme e´volutionnaire, si la modification retourne´e est ame´liorante ou (au moins)
non-de´gradante, la solution modifie´e par cette modification est conside´re´e comme la
nouvelle solution courante de l’ite´ration suivante. Pour ame´liorer la performance de
l’algorithme e´volutionnaire, le nichage de la population dans l’espace des parame`tres
est force´ a` deux niveaux : au niveau de la se´lection de parents ge´niteurs et au niveau
de la se´lection de survivants d’une ge´ne´ration (remplacement). Les niches sont for-
me´es en fonction du nombre de mouvements e´le´mentaires dans les modifications. Les
strate´gies de se´lection/remplacement utilise´es servent a` orienter la recherche vers des
modifications avec des nombres de mouvements maximaux. Les expe´riences re´alise´es
ont montre´ la bonne performance de cette approche en comparaison avec d’autres
assembleurs.
Dans (Minetti et al., 2012) une technique combinant un algorithme de recuit si-
mule´ avec des ope´rateurs ge´ne´tiques de croisement a e´te´ propose´e. L’objectif e´tait de
maximiser la fonction objectif F1 et en meˆme temps minimiser le nombre de contigs.
Dans cette approche, les solutions voisines a` la solution courante de l’algorithme de re-
cuit simule´ sont ge´ne´re´es par l’application d’ope´rateurs ge´ne´tiques. A chaque ite´ration
d’algorithme, deux solutions modifie´es sont obtenues par l’application d’un ope´rateur
d’inversion a` la solution courante, puis une troisie`me solution est ge´ne´re´e par l’appli-
cation d’un ope´rateur de croissement OX sur ces deux solutions modifie´es. A la fin de
l’ite´ration, cette troisie`me solution remplace la solution courante si elle est meilleure




Plus re´cemment, un nouvel algorithme me´taheuristique dit l’algorithme de re-
cherche par harmonies (en anglais, Harmony search algorithm) a e´te´ adapte´ dans
(U¨lker, 2016) pour re´soudre le proble`me d’assemblage de fragments d’ADN. Cet al-
gorithme s’inspire du comportement des musiciens de jazz pour ge´ne´rer la meilleure
harmonie musicale. Il manipule une population d’harmonies repre´sentant des solutions
possibles sous forme de vecteurs re´els. Afin de transformer la repre´sentation re´elle en
une permutation de fragments, comme pour les approches appliquant l’algorithme de
PSO de´crites dans la section pre´ce´dente, la re´gle´ de SPV est utilise´e dans cette adap-
tation. La premie`re e´tape de l’algorithme consiste a` ge´ne´rer une population initiale
d’harmonies. Ensuite, l’algorithme ge´ne`re de nouvelles harmonies par l’application de
ses ope´rateurs. Ces ope´rateurs conside`rent la se´lection d’harmonies courantes a` partir
de la population, des harmonies ge´ne´re´es ale´atoirement, et une re`gle de modification
de variables d’harmonies. L’e´tape suivante consiste a` remplacer la mauvaise harmonie
dans la population par la meilleure harmonie obtenue. Les e´tapes de modification et
replacement sont re´pe´te´es jusqu’a` satisfaire un certain crite`re d’arreˆt. Cet algorithme
a e´te´ teste´ sur un petit jeu de donne´es re´els.
4.5 Benchmarks
Dans cette section, nous pre´sentons les de´tails lie´s aux benchmarks (jeux de tests)
les plus connus du proble`me d’assemblage de fragments d’ADN.
Une collection de quinze (15) instances simule´es a e´te´ utilise´e avec succe`s pour tes-
ter de nombreux algorithmes d’assemblage dans la litte´rature. Ces proble`mes bench-
marks ont e´te´ ge´ne´re´s a` partir de se´quences obtenues du site web NCBI : National
Center for Biotechnology Information3. Cette collection et d’autres sont pre´sente´es
dans (Malle´n-Fullerton et al., 2013), et disponibles en ligne a` l’adresse suivante :
http://chac.sis.uia.mx/fragbench/.
Le premier ensemble d’instances (instances GenFrag) a e´te´ ge´ne´re´ par une appli-
cation UNIX/C dite GenFrag (Engle et Burks, 1993). Cette application permet de




certain nombre de parame`tres (la langueur moyenne de fragments et la couverture de
la se´quence cible´e). Quatre se´quences cibles ont e´te´ utilise´es pour ge´ne´rer cet ensemble
d’instances :
1. Une re´pe´tition de type II de la fibronectine appartenant au complexe majeur
d’histocompatibilite´ humain de classe II (HUMMHCFIB), avec le nume´ro d’ac-
cession X60189, qui a une longueur de 3,835 bases.
2. Une apolipoprote´ine humaine HUMAPOBF, avec le nume´ro d’accession M15421,
qui a une longueur de 10,089 bases.
3. Le ge´nome complet du bacte´riophage lambda, avec le nume´ro d’accession J02459,
qui a une longueur de 20k bases.
4. Neurospora crassa (une espe`ce de champignon), avec le nume´ro d’accession
BX842596, qui a une longueur de 77,292 bases.
Le second ensemble d’instances (instances DNAgen) a e´te´ ge´ne´re´ par une autre ap-
plication dite DNAgen (Minetti et al., 2012). Les se´quences cible´es de cette collection,
qui ont e´te´ aussi obtenues du site web NBCI, correspondent a` une bacte´rie humaine
ATCC 49176, avec des nume´ros d’accession de ACIN02000001 a` ACIN02000026.
Le tableau 4.I contient les caracte´ristiques des ensembles de fragments ge´ne´re´s
pour chaque se´quence cible.
Il est a` noter que les instances avec les nume´ros d’accession BX842596 et ACIN sont
tre`s difficiles a` re´soudre, puisqu’elles sont ge´ne´re´es a` partir de se´quences tre`s longues
en utilisant de petites/moyennes valeurs de couverture et une coupure (parame`tre
cutoff ) tre`s restrictive.
Calcul de chevauchements entre fragments Apre`s la ge´ne´ration d’un ensemble
de fragments, l’e´tape suivante consiste a` calculer les chevauchements approximatifs
entre les fragments. La recherche des chevauchements se fait par un algorithme base´
sur la programmation dynamique pour l’alignement semi-global de se´quences. L’algo-
rithme de Smith-Waterman (Smith et Waterman, 1981) est usuellement utilise´ pour












































































































































































































































































































































































suit : 2 pour un match, −3 pour un mismatch, et −2 pour un gap. Un exemple de
l’alignement semi-global avec cette configuration est donne´ dans la figure 4.4. Dans
cet exemple, le score final d’alignement des deux fragments d’ADN S et T est de´ter-
mine´, et la se´quence T est change´e a` “CCT T” ou` le symbole ‘ ’ repre´sente un gap.
L’alignement doit eˆtre applique´ sur toutes les paires de fragments et leurs comple´-
mentaires, duˆ au fait que l’orientation d’un fragment n’est pas pre´alablement connue.
Les longueurs de plus longs chevauchements sont collecte´es dans une matrice de sorte
que l’on peut ensuite chercher le chevauchement entre deux fragments quelconques.
La proce´dure entie`re est facile a` imple´menter, mais ne´cessite un temps de calcul rela-
tivement important pour les instances de grande taille. Beaucoup de recherche a e´te´
fait pour ame´liorer le temps de calcul de chevauchements (Myers, 2014).
Parame`tres :
math = +2, mismath = −3, gap = −2
↖ (math/mismath) ; ↑ et ← (indel)


















C 0 2 2 0 -2 -2
C 0 2 4 2 0 -2
T 0 0 2 6 4 2
T 0 -2 0 4 3 6





Nous avons pre´sente´ dans ce chapitre un e´tat de l’art sur le proble`me d’assemblage
de fragments d’ADN et les me´thodes de re´solution de ce proble`me. Nous avons in-
troduit dans un premier temps les principales de´finitions et notions bio-informatique
ne´cessaires a` la compre´hension de l’assemblage des se´quences. Puis, dans un deuxie`me
temps, nous avons aborde´s brie`vement le lien entre l’assemblage de ge´nomes et cer-
tains types de graphes. Ensuite, nous avons passe´ en revue les travaux portant sur les
algorithmes (me´ta)heuristiques pour la re´solution approche´e de ce proble`me d’opti-
misation combinatoire NP-difficile. Ces algorithmes d’assemblage ont e´te´ regroupe´s
en quatre cate´gories : l’algorithme heuristique PALS et ses variantes, les approches
base´es sur les algorithmes ge´ne´tiques, les approches base´es sur l’intelligence en essaim,
et d’autres techniques. Enfin, nous avons pre´sente´ le jeu de donne´es artificiel principa-
lement utilise´ dans la litte´rature pour tester les nouveaux algorithmes d’assemblage.
Nous avons de´veloppe´, durant cette the`se, de nouveaux algorithmes d’assemblage
qui correspondent a` des variantes de l’algorithme PALS, que nous allons pre´senter dans
le chapitre 5 suivant. Ces variantes ont e´te´ conc¸ues pour ame´liorer les performances de
cet algorithme heuristique. Elles ont e´te´ teste´es en utilisant le jeu de donne´es pre´sente´




l’assemblage de fragments d’ADN
Dans ce chapitre nous proposons et e´valuons deux modifications a` l’algorithme
heuristique PALS, une me´thode de recherche locale spe´cifique au proble`me d’assem-
blage de fragments d’ADN. Les travaux pre´sente´s dans ce chapitre ont fait l’objet
d’une publication dans le journal Soft Computing (Ben Ali et al., 2017).
La structure de ce chapitre est la suivante. Tout d’abord, nous formulons les mo-
tivations et les objectifs de ce travail dans la section 5.1. Ensuite, dans la section
5.2, nous pre´sentons en de´tail l’algorithme PALS original. Nos propositions en vue
d’ame´liorer la performance de cet algorithme sont pre´sente´es dans la section 5.3.
Dans la section 5.4, nous analysons et comparons les re´sultats expe´rimentaux ob-
tenus. Finalement, dans la section 5.5, nous concluons en re´sumant les avantages de
nos propositions.
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5.1 Proble´matique et Objectifs
Comme nous l’avons vu dans le chapitre pre´ce´dent, la de´termination de la se´quence
d’ADN d’un organisme (ou le processus de se´quenc¸age d’ADN) repre´sente une e´tape
cruciale dans tout projet de ge´nomique. En effet, cette e´tape conditionne fortement
les succe`s des taˆches poste´rieures (i.e., l’identification des re´gions codantes et la pre´-
diction des ge`nes). La se´quenc¸age shotgun est la strate´gie la plus utilise´e dans les
projets de se´quenc¸age de ge´nomes (Pop, 2004). Cette strate´gie cre´e d’abord plusieurs
copies de l’ADN initial. Puis, elle coupe de fac¸on ale´atoire chaque copie en plusieurs
fragments, suffisamment courts pour eˆtre se´quence´s par un se´quenceur. Ensuite, tous
les fragments se´quence´s (ou lectures) sont assemble´s l’un avec l’autre pour construire
la se´quence parent initiale. Cependant, apre`s le de´coupage de la se´quence initiale du
ge´nome en un nombre tre`s grand de fragments, la position et la copie de ge´nome de
chaque fragment sont oublie´es. De plus, du fait qu’un brin d’ADN peut eˆtre lu dans
les deux sens, on ne connait pas aussi l’orientation du fragment. La de´termination de
l’ordre et de l’orientation de chaque fragment conduit au proble`me connu dans la lit-
te´rature sous le nom de proble`me d’assemblage de fragments d’ADN. En fait, il s’agit
donc d’un proble`me d’optimisation combinatoire, connu comme e´tant NP-difficile
(Pevzner, 2000) : pour n fragments, il y a 2nn! configurations possibles, ou` 2n est le
nombre de toutes les combinaisons possibles en termes d’orientation de fragments, et
n! est le nombre de toutes les permutations possibles des fragments.
Le proble`me d’assemblage de fragments d’ADN a e´te´ traite´ par plusieurs ap-
proches. Les approches les plus communes sont base´es sur des heuristiques gloutonnes
et utilisent des structures de donne´es de type graphe. Les algorithmes gloutons ont
e´te´ utilise´s dans la plupart des packages les plus populaires, comme PHRAP (Green,
1994), Celera assembler (Myers, 1995), TIGR assembler (Sutton et al., 1995), STROLL
(Chen et Skiena, 1997), CAP3 (Huang et Madan, 1999), et EULER (Pevzner, 2000).
D’autres approches utilisent des algorithmes heuristiques et me´taheuristiques pour
pouvoir traiter des instances plus difficiles et de grande taille. L’algorithme heuris-
tique la plus connu dans la litte´rature est l’algorithme PALS (Alba et Luque, 2007),
qui est tre`s performant pour trouver des solutions pre´cises et est plus rapide que les
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techniques pre´ce´demment existantes. Dans la section 4.4, nous avons passe´ en revue
plusieurs travaux dans la litte´rature portent sur les algorithmes heuristiques et me´ta-
heuristiques. Cette revue de la litte´rature pre´sente plusieurs types d’algorithmes : des
algorithmes ge´ne´tiques (Hughes et al., 2016, Kikuchi et Chakraborty, 2006, 2012, Li
et Khuri, 2004, Minetti et al., 2008a, b, Nebro et al., 2008, Parsons et al., 1995), des
algorithmes base´s sur l’intelligence par essaim (Ezzeddine et al., 2014, Firoz et al.,
2012, Gheraibia et al., 2016, Huang et al., 2015, 2016, Indumathy et al., 2015, Malle´n-
Fullerton et Ferna´ndez-Anaya, 2013, Meksangsouy et Chaiyaratana, 2003, Rajagopal
et Maheswari Sankareswaran, 2015, Verma et al., 2012), des me´taheuristiques hy-
brides (Alba et Dorronsoro, 2009b, Alba et Luque, 2008, Dorronsoro et al., 2008,
Minetti et al., 2014), et d’autres techniques (Kubalik et al., 2010, Minetti et al., 2012,
U¨lker, 2016).
Comme nous l’avons de´ja` mentionne´, l’algorithme heuristique de recherche locale
PALS est bien connu dans la litte´rature. Bien que cet algorithme soit plus perfor-
mant que plusieurs autres assembleurs, sa performance peut eˆtre ame´liore´e, surtout
sur des instances de grande taille. En fait, la strate´gie de recherche de l’algorithme
PALS conduit a` une convergence rapide vers des optimums locaux. Effectivement,
l’algorithme doit eˆtre capable de diversifier la recherche pour trouver des solutions
beaucoup plus pre´cises. Pour offrir cette capacite´ d’exploration, des variantes ont e´te´
propose´es pour cet algorithme. Alba et Luque ont propose´ dans (Alba et Luque, 2008)
d’appliquer l’algorithme PALS comme ope´rateur de mutation dans un GA. Dans ce
sche´ma hybride, la population de GA est exploite´e pour fournir a` l’algorithme PALS
de multiples configurations de de´part. Deux autres approches similaires ont e´te´ pre´-
sente´es dans (Alba et Dorronsoro, 2009b, Dorronsoro et al., 2008). Pour le meˆme but,
Minetti et al. ont re´cemment propose´ dans (Minetti et al., 2014) une me´thode dis-
tribue´e combinant l’algorithme PALS avec un algorithme de recuit simule´. L’objectif
e´tait de pouvoir traiter les donne´es bruite´es. Dans cette approche hybride, l’algorithme
de recuit simule´ est utilise´ pour fournir des configurations de de´part pour l’algorithme
PALS, tandis que le mode`le distribue´ est adopte´ afin de promouvoir la diversifica-
tion de recherche. Ces approches hybrides qui combinent l’algorithme PALS avec des
algorithmes me´taheuristiques ont e´te´ de´crites dans la section 4.4.2. Elles ame´liorent
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la qualite´ des re´sultats, mais en contrepartie elles augmentent fortement le temps de
calcul par rapport a` l’algorithme PALS.
Dans ce travail, nous proposons deux modifications a` l’algorithme PALS original
afin d’ame´liorer sa performance. Le but vise´ par la premie`re modification est d’e´viter
les phe´nome`nes de convergence pre´mature´e vers des optima locaux. La strate´gie de
se´lection de mouvements a` appliquer a` la solution courante est modifie´e de manie`re
a` ce qu’une grande ame´lioration soit subse´quemment acheve´e. L’objectif vise´ par la
seconde modification est de re´duire le temps de calcul. Cette modification consiste
a` appliquer a` chaque ite´ration de l’algorithme plusieurs mouvements (au lieu d’un
seul mouvement) pour ame´liorer la solution courante. Nous proposons aussi quelques
alternatives possibles a` cette approche et les comparons afin de tirer des conclusions.
5.2 Pre´sentation de´taille´e de l’algorithme PALS
L’algorithme PALS (de l’anglais Problem Aware Local Search) est une me´thode
de recherche locale plus rapide et plus compe´titif, de´veloppe´ pour re´soudre le pro-
ble`me d’assemblage de fragments d’ADN par Alba et Luque (Alba et Luque, 2007).
L’algorithme 5.1 repre´sente le pseudo-code de cette me´thode heuristique.
L’algorithme PALS ame´liore de fac¸on ite´rative une seule solution. La solution est
code´e par une permutation d’entiers repre´sentant les nume´ros des fragments, ou` tous
deux fragments successifs se chevauchent. Cette repre´sentation ne´cessite une liste de
fragments assigne´s chacun a` un identificateur (nombre entier) unique. A chaque ite´ra-
tion de l’algorithme, la solution courante s est remplace´e par une bonne solution dans
son voisinage N (s). La ge´ne´ration de solutions voisines se fait en conside´rant l’applica-
tion de mouvements a` la solution courante. Un mouvement consiste a` inverser l’ordre
des fragments situe´s entre deux positions distinctes i et j dans la permutation s (i.e.,
inversion d’une sous-permutation). Ainsi, l’ensemble complet des solutions voisines est
de´fini par la conside´ration de tous les mouvements possibles (pour tout 1 ≤ i < j ≤ n,
ou` n est le nombre de fragments).
Le point cle´ de l’algorithme PALS est l’utilisation du nombre de contigs comme un
crite`re principal pour juger la qualite´ d’un re´sultat d’assemblage de fragments d’ADN.
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Algorithme 5.1 : PALS
1 s← generateInitialSolution() {cre´er une solution de de´part}
2 re´pe´ter
3 L ← φ
4 pour i← 1 a` n− 1 faire
5 pour j ← i+ 1 a` n faire
6 〈∆f ,∆c〉 ← calculateDelta(s, i, j) {voir algorithme 5.2}
7 si (∆c < 0) ou (∆c = 0 et ∆f > 0) alors





12 si L 6= φ alors
13 〈i, j,∆f ,∆c〉 ← selectMovement(L) {Se´lectionner un mouvement}
14 applyMovement(s, 〈i, j,∆f ,∆c〉) {Ame´liorer la solution}
15 fin
16 jusqu’a` pas de changement
17 retourner s
En revanche, les assembleurs classiques utilisent le niveau de chevauchement entre les
fragments successifs comme mesures de qualite´, en utilisant des fonctions comme celle
donne´e dans l’e´quation 4.2. L’utilisation de telles fonctions pourrait conduire a` des
situations inde´sirables dans lesquelles une solution obtenue peut eˆtre meilleure qu’une
autre solution, avec un grand nombre de contigs (une mauvaise solution). Face a` des
situations ou` plusieurs solutions diffe´rentes pre´sentant un meˆme nombre de contigs, les
auteurs de PALS ont utilise´ le niveau de chevauchement comme un crite`re secondaire
pour e´valuer la qualite´ des solutions. Une solution s est conside´re´ meilleure qu’une
autre solution s′ si et seulement si les conditions suivantes sont ve´rifie´es :
nContigs(s) < nContigs(s′) ou (nContigs(s) = nContigs(s′) et F1(s) > F1(s′)).
(5.1)
ou` la fonction nContigs, donne´e dans l’e´quation 4.4, calcule le nombre de contigs,
et la fonction F1, donne´e dans l’e´quation 4.2, calcule le niveau de chevauchement entre
les fragments successifs.
159
5.2. Pre´sentation de´taille´e de l’algorithme PALS
Comme l’ope´ration de calcul du nombre de contigs de chaque solution modifie´e
est couˆteuse en temps de calcul, l’algorithme PALS fait appel a` une e´valuation in-
cre´mentale mesurant le nombre de contigs qui ont e´te´ cre´e´s ou supprime´s pendant
la manipulation des solutions tentatives. Pour chaque mouvement possible, la varia-
tion de la longueur totale de chevauchement, note´e ∆f , et la variation du nombre de
contigs, note´e ∆c, entre la solution courante et la solution modifie´e apre`s l’applica-
tion du mouvement sont calcule´es (voir algorithme 5.2). Le calcul de ces variations
-exploite les invariants et- ne´cessite l’analyse des fragments affecte´s par le mouvement
uniquement (i.e., fragments i, j, i − 1 et j + 1). La valeur de ∆f est calcule´e par la
soustraction de la longueur de chevauchement des fragments affecte´s de la solution
courante de celle de la solution modifie´e (instructions des lignes 3-4 de l’algorithme
5.2). La valeur de ∆c est calcule´e en testant, apre`s l’application d’un mouvement, si
un contig courant est coupe´ ou non (les deux premie`res conditionnelles de l’algorithme
5.2) ou si deux contigs ont e´te´ assemble´s ou non (les deux dernie`res conditionnelles
de l’algorithme 5.2). Ce calcul de ∆c est base´ sur la valeur d’un parame`tre dit cu-
toff, qui repre´sente la longueur de chevauchement minimale pour conside´rer que deux
fragments adjacents e´tant dans le meˆme contig.
A chaque ite´ration de l’algorithme, on calcule les deux crite`res ∆f et ∆c pour tous
les mouvements possibles et stocke les mouvements accepte´s dans une liste L. On
conside`re uniquement les mouvements qui ame´liorent la qualite´ de la solution : ceux
qui re´duisent le nombre de contigs et ceux qui maintiennent le nombre de contigs et ne
diminuent pas le niveau de chevauchement entre les fragments adjacents (la condition
de la ligne 7 de l’algorithme 5.1). Apre`s avoir stocke´ les mouvements candidates dans
la liste L, on se´lectionne un mouvement spe´cifique et l’applique a` la solution courante
pour produire une nouvelle solution ame´liore´e. Ce processus est re´pe´te´ jusqu’a` aucune
ame´lioration sera possible (i.e., la liste L est vide).
Deux choses restent a` de´terminer pour comple´ter la description de l’algorithme
PALS : comment ge´ne´rer la solution de de´part (la proce´dure generateInitialSo-
lution), et comment se´lectionner un mouvement de la liste L a` chaque ite´ration (la
proce´dure selectMovement). Les auteurs de l’algorithme PALS, ont conclu, apre`s
avoir compare´ plusieurs choix possibles, que la bonne configuration est de ge´ne´rer la
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Algorithme 5.2 : calculateDelta(s, i, j) function
1 ∆c ← 0
2 ∆f ← 0
{Calculer la variation du score de chevauchement :}
{Ajouter le score de chevauchement des fragments affecte´s de la
solution modifie´e}
3 ∆f ← ws[i−1]s[j] + ws[i]s[j+1]
{Supprimer le score de chevauchement des fragments affecte´s de la
solution courante}
4 ∆f ← ∆f − ws[i−1]s[i] − ws[j]s[j+1]
{Calculer la variation du nombre de contigs :}
{Incre´menter le nombre de contigs si un contig est coupe´}
5 si ws[i−1]s[i] > cutoff alors
6 ∆c = ∆c + 1
7 fin
8 si ws[j]s[j+1] > cutoff alors
9 ∆c = ∆c + 1
10 fin
{Decre´menter le nombre de contigs si deux contigs sont fusionne´s}
11 si ws[i−1]s[j] > cutoff alors
12 ∆c = ∆c − 1
13 fin
14 si ws[i]s[j+1] > cutoff alors
15 ∆c = ∆c − 1
16 fin
17 retourner (∆f , ∆c)
solution initiale de fac¸on ale´atoire et d’appliquer le mouvement ayant la plus petite
valeur de ∆c. Dans le cas ou` il y a plusieurs mouvements avec la meˆme valeur mini-
male de ∆c, on parfait le choix avec le mouvement ayant la plus grande valeur de ∆f
(ce qui donne une recherche agressive). Plus formellement, un mouvement m donne´
par 〈i, j,∆c,∆f〉 est conside`re´ meilleur (en termes de degre´ d’ame´lioration a` re´aliser
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5.3 Deux modifications a` l’algorithme PALS
Les inconve´nients majeurs de l’algorithme PALS sont la de´pendance de ses re´sul-
tats a` la configuration de de´part et sa convergence pre´mature´e vers des optimums
locaux. Dans cette section, nous pre´sentons nos propositions pour re´duire ces phe´no-
me`nes et ainsi ame´liorer la performance de l’algorithme.
5.3.1 Premie`re modification : PALS2
L’ide´e principale de l’algorithme PALS est base´e sur une double observation. D’une
part, l’optimisation de la fonction objectif F1 n’est pas e´quivalente a` l’optimisation du
nombre de contigs (l’objectif re´el du proble`me). Les deux objectifs sont comple´men-
taires dans un certain sens, mais maximiser la fonction objectif F1 n’est pas toujours
corre´le´ avec minimiser le nombre de contigs. D’autre part, l’objectif de minimiser le
nombre de contigs de´finit pour toute instance de proble`me un paysage de recherche
(search landscape) caracte´rise´ par plusieurs solutions avec le meˆme nombre de contigs,
parce qu’il y a 2nn! points dans l’espace de recherche avec seulement n nombres de
contigs diffe´rents. Par conse´quent, la recherche locale est susceptible de visiter de
nombreux optima locaux. Pour ces raisons, Alba et Luque ont combine´ dans leur
algorithme PALS le nombre de contigs avec la fonction objectif F1 pour e´valuer les
solutions voisines durant la recherche locale. Afin d’orienter la recherche vers des so-
lutions minimisant le nombre de contigs, l’algorithme PALS choisit a` chaque ite´ration
le mouvement avec la plus petite valeur de ∆c, i.e., le mouvement qui re´duit (∆c est
e´gal −2 ou −1) ou maintient (∆c est e´gal 0) le nombre de contigs. Dans le cas ou` il
y a plusieurs mouvements avec la meˆme valeur minimale de ∆c, l’algorithme choisit
le mouvement avec la valeur maximale de ∆f (i.e., celui qui augmente au maximum
le chevauchement entre les fragments successifs). Cependant, cette se´lection stricte de
mouvements conduit a` une convergence rapide vers une solution sous-optimale ferme´e
pour laquelle aucune ame´lioration supple´mentaire n’est possible.
Pour e´viter ce genre de situation, nous proposons de modifier la strate´gie de se´lec-
tion d’un mouvement ame´liorant a` appliquer a` la solution courante a` chaque ite´ration
de l’algorithme. Dans le nouveau l’algorithme, note´ PALS2, on choisit toujours le
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meilleur mouvement en termes d’ame´lioration du nombre de contigs, mais contrai-
rement a` l’algorithme PALS, on pre´fe`re le mouvement avec la plus petite valeur de
∆f dans le cas ou` il y a plusieurs mouvements avec la meˆme valeur minimale de ∆c.
De manie`re formelle, un mouvement m donne´ par 〈i, j,∆c,∆f〉 est conside`re´ meilleur






si et seulement si les conditions
suivantes sont satisfaites :
∆c < ∆
′
c ou (∆c = ∆
′
c et ∆f < ∆
′
f ). (5.3)
En d’autres termes, dans le cas ou` le crite`re d’e´valuation principal n’est pas discri-
minant, on discrimine les mouvements en termes de degre´ de susceptibilite´ de la solu-
tion apre`s la modification a` des ame´liorations supple´mentaires en termes de nombre
de contigs au cours d’ite´rations futures. Cette susceptibilite´ sera e´leve´e par la se´lection
du mouvement re´alisant la plus faible ame´lioration en termes de chevauchement. La
strate´gie avec laquelle l’algorithme PALS original applique les mouvements ame´lio-
rants oriente rapidement la recherche vers une re´gion prometteuse dans l’espace de
solutions et, par la suite permet l’exploitation cette re´gion. Tandis que la se´lection
moins stricte propose´e lance dans un premier temps une exploitation de la re´gion
courante, oriente ensuite la recherche vers la re´gion prometteuse suivante, et re´pe`te
l’e´volution.
Avec cette nouvelle strate´gie de se´lection de mouvements l’algorithme va exami-
ner plus de solutions potentielles, et par conse´quent, sa convergence sera plus lente
qu’avec la strate´gie originale. Nous avons besoin alors d’un me´canisme additionnel
pour ame´liorer le temps de calcul, ce qui constitue notre deuxie`me objectif.
5.3.2 Seconde modification : PALS2-many
L’algorithme PALS applique a` chaque ite´ration un seul mouvement pour ame´liorer
la solution courante. En effet, de cette manie`re, une grande quantite´ de calculs est
refait a` chaque ite´ration. En d’autres termes, on re´e´value les meˆmes mouvements pour
un certain nombre d’ite´rations successives. La plupart de ces mouvements candidats
ont de grandes chances d’eˆtre applique´s dans les prochaines ite´rations. Pour e´viter
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la re´e´valuation de meˆmes mouvements, nous proposons d’appliquer plusieurs mou-
vements en meˆme temps a` chaque ite´ration de l’algorithme. Nous avons de´veloppe´
cette variante pour ame´liorer le temps de calcul de notre nouvel algorithme PALS2. A
chaque ite´ration, on se´lectionne plusieurs mouvements non conflictuels (i.e., leurs frag-
ments affecte´s sont diffe´rents) a` partir de la liste L de tous les mouvements candidats,
puis on les applique tous a` la solution courante. Nous notons l’algorithme ge´ne´ral par
PALS2-many. Nous proposons quelques strate´gies pour se´lectionner un sous-ensemble
de mouvements non conflictuels, qui sont :
• Se´lection de´terministe . Les mouvements dans la liste L sont d’abord trie´s
par ordre croissant selon la valeur de ∆c, puis par ordre croissant selon la valeur
de ∆f . Suivant cet ordre, chaque mouvement est applique´ s’il n’est pas en conflit
avec les mouvements pre´ce´demment applique´s. Cette variante de l’algorithme est
note´e PALS2-many*.
• Se´lection probabiliste. Selon l’ordre pre´ce`dent, chaque mouvement est appli-
que´ s’il n’est pas en conflit avec les mouvements pre´ce´demment applique´s et un
nombre ale´atoire ge´ne´re´ dans l’intervalle [0, 1] est supe´rieur a` 0.5. Cette variante
est note´e PALS2-many(prob).
• Se´lection N-probabiliste . Comme la se´lection pre´ce´dente est non de´termi-
niste, plusieurs sous-ensembles de mouvements non conflictuels peuvent eˆtre
ge´ne´re´s, puis on se´lectionne le meilleur sous-ensemble selon les deux crite`res de
se´lection ∆c et ∆f en conside´rant leurs sommes sur tous les mouvements dans
le sous-ensemble. Cette variante est note´ PALS2-many(N-prob).
• Se´lection exacte . En utilisant une me´thode exacte pour re´soudre le proble`me
de se´lection d’un sous-ensemble (en anglais, subset selection problem : SSP),
le meilleur sous-ensemble est applique´. Le proble`me de SSP est connu comme
NP-difficile, et par conse´quent la recherche du meilleur sous-ensemble est assez
couteuse en temps de calcul. La taille de l’espace de recherche a` examiner est
2|L|−1, ou` |L| est la taille de l’ensemble L a` une certaine ite´ration de l’algorithme.
Cependant, les re´sultats de cette variante de PALS2-many peuvent eˆtre utilise´s
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pour analyser la qualite´ des re´sultats obtenus par les autres variantes. Cette
variante est note´e PALS2-many(exact).
Chacune de ces variantes de l’algorithme PALS2-many continue jusqu’a` ce qu’au-
cune ame´lioration ne peut eˆtre re´alise´ sur la solution. Dans la section suivante, nous
comparons leurs performances.
5.4 Re´sultats expe´rimentaux
Dans cette section, nous analysons l’impact de nos propositions pre´sente´es dans la
section pre´ce´dente. Nous commenc¸ons par pre´senter les jeux de donne´es d’entraine-
ment. Puis, nous e´tudions l’influence des deux modifications propose´es sur la perfor-
mance de l’algorithme PALS. Nous comparons ensuite les re´sultats obtenus avec les
re´sultats des variantes de PALS existantes ainsi qu’avec les re´sultats d’autres assem-
bleurs.
L’algorithme original et les algorithmes modifie´s sont programme´s en C++ et
toutes les expe´riences ont e´te´ conduites sur un ordinateur standard e´quipe´ d’un pro-
cesseur Intel Core i5 (2.5 GHz, 4 GB) avec Windows 8.1 comme syste`me d’exploitation.
Du fait de la nature stochastique de nos algorithmes, nous avons exe´cute´ chaque
algorithme 30 fois par instance de test pour obtenir des re´sultats significatifs. Une
autre solution de de´part ge´ne´re´e ale´atoirement est prise a` chaque exe´cution, et pour
chaque instance de test tous les algorithmes commencent par les meˆmes 30 solutions
de de´part. Pour comparer les re´sultats de diffe´rents algorithmes, nous avons proce´de´
a` des tests statistiques. Pour tous les tests statistiques effectue´s, le niveau de signifi-
cation de 0.05 (p-value < 0.05) a e´te´ conside´re´. Dans un premier temps, nous avons
utilise´s des tests statistiques de Kolmogorov-Smirnov pour ve´rifier la normalite´ de la
distribution des donne´es (Gaussienne ou non). Pour tous les tests de Kolmogorov-
Smirnov effectue´s dans notre e´tude, l’hypothe`se nulle a e´te´ rejete´e (i.e., les re´sultats
n’e´taient pas normalement distribue´s), et par conse´quent, des tests de Kruskal-Wallis
ont e´te´ applique´s pour comparer les re´sultats de diffe´rents algorithmes.
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5.4.1 Instances de test
Pour tester nos algorithmes d’assemblage, nous choisissions une collection de 15
instances artificielles connues dans la litte´rature, que nous avons pre´sente´e dans la
section 4.5. Il est a` noter que les instances avec les nume´ros d’accession BX842596 et
ACIN sont tre`s difficiles a` re´soudre, puisqu’elles sont ge´ne´re´es a` partir de se´quences
tre`s longues en utilisant de petites/moyennes valeurs de couverture et une coupure
(parame`tre cutoff ) tre`s restrictive. La combinaison de tels parame`tres produit des
instances tre`s difficiles. En revanche, des se´quences tre`s longues ont e´te´ utilise´es dans la
litte´rature (Huang et Madan, 1999), mais elles ont e´te´ se´quence´es avec des couvertures
e´leve´es. La couverture mesure la redondance de l’information ; plus elle est grande,
plus le proble`me d’assemblage est facile.
Dans toutes les expe´riences, nous fixons le parame`tre de coupure a` 30 (une valeur
tre`s e´leve´e), ce qui fournit un filtre pour les chevauchements controuve´s dues a` des
erreurs expe´rimentales.
Nous de´crivons par la suite comment nous avons calcule´ la matrice de score qui as-
socie des scores d’alignement (niveaux de chevauchement) a` chaque parie de fragments.
Notre me´thode de calcul a donne´ les meˆmes jeux de donne´es sur lesquels l’algorithme
PALS original et ses variantes existantes (pre´sente´es dans la section 4.4.2) ont e´te´
teste´s.
5.4.1.1 Alignement par paire
L’alignement par paire se base sur un algorithme utilisant la programmation dy-
namique. Pour chaque paire de fragments (r, s), cet algorithme retourne le meilleur
chevauchement entre un suffixe de r et un pre´fixe de s. Rappelons que l’orientation
de fragments est inconnue (i.e., les fragments d’ADN peuvent provenir de n’importe
quelle des brins). De ce fait, si un fragment ne se chevauche pas avec tout autre frag-
ment, il est encore possible que son comple´ment inverse ait un tel chevauchement.
D’ailleurs, nous supposons qu’un brin est lu dans un seul sens (les deux sens de lec-
ture sont appele´s forward et reverse). Donc, quatre scores d’alignement sont calcule´s





• Overlap(←r , s),
• Overlap(←r ,←s ).
ou`
←
r de´signe le comple´ment inverse du fragment r. D’ou` les e´galite´s suivantes :
• Overlap(r, s) = Overlap(←s ,←r ),
• Overlap(r,←s ) = Overlap(s,←r ).
En profitant de ces relations d’appariement de fragments, comme illustre´ sur la fi-
gure 5.1, nous avons calcule´ les chevauchements entre les fragments d’une manie`re plus
efficace. Pour n fragments, l’algorithme d’alignement est applique´ sur 4× n(n− 1)/2
paires, qui sont pour les quatre cas d’alignement par paire d’une matrice triangulaire
supe´rieure. Il s’agit d’une matrice de score syme´trique. Donc, apre`s avoir comple´te´
une matrice triangulaire supe´rieure, sa transpose´e (avec l’e´change du premier score
avec le quatrie`me score) donne une matrice triangulaire infe´rieure, d’ou` on de´duit une
matrice de score comple`te.
Le chevauchement peut eˆtre e´value´ par plusieurs crite`res (Pop, 2004). Dans notre
e´tude, nous avons utilise´ la longueur de la re´gion de chevauchement (i.e., chevauche-
ment exact, voir figure 5.1).
5.4.2 Analyse des re´sultats expe´rimentaux
Dans ce paragraphe, nous analysons l’impact de nos propositions sur la perfor-
mance de l’algorithme PALS en termes de pre´cision et d’efficacite´. Pour ce faire, nous
e´tudions dans un premier temps se´pare´ment la premie`re modification (i.e., l’algorithme
PALS2). Puis, dans un deuxie`me temps, nous comparons les quatre variantes de l’al-
gorithme ge´ne´ral PALS2-many, pre´sente´es dans la section 5.3.2. Enfin, nous e´valuons
la performance de la seconde modification.
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Quatre scores d’alignement pour la paire de fragments (r, s)
A A T T T G G C C r
T T G G C C T A s
score = 6, pre´fixe = 3, suffixe = 2
A A T T T G G C C r
AACCGGAT ←s
score = 0, pre´fixe = 9, suffixe = 8
TTAAACCGG ←r
T T G G C C T A s
score = 2, pre´fixe = 7, suffixe = 6
TTAAACCGG ←r
AACCGGAT ←s
score = 1, pre´fixe = 8, suffixe = 7
Quatre scores d’alignement pour la paire de fragments (s, r)
T T G G C C T A s
A A T T T G G C C r
score = 1, pre´fixe = 7, suffixe = 8
T T G G C C T A s
TTAAACCGG ←r
score = 0, pre´fixe = 8, suffixe = 9
T A G G C C A A ←s
CCGGTTTAA r
score = 2, pre´fixe = 6, suffixe = 7
T A G G C C A A ←s
TTAAACCGG ←r
score = 6, pre´fixe = 2, suffixe = 3
Figure 5.1 – Diffe´rentes cas de l’alignement de deux fragments d’ADN ; les scores
correspondent aux longueurs de chevauchement.
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Nous avons applique´ tous les algorithmes aux 15 instances de test liste´es dans
le tableau 4.I. Nous avons compare´ les algorithmes en termes de pre´cision moyenne
(i.e., solution moyenne : valeur moyenne de fitness et nombre moyen de contigs) et
d’efficacite´ moyenne (i.e., temps de calcul moyen). Les tableaux 5.I, 5.II, 5.III et
5.IV regroupent les re´sultats expe´rimentaux moyens et les re´sultats de comparaison.
Dans ces tableaux, pour chaque instance de test, les re´sultats qui sont statistiquement
meilleurs (meilleurs que les autres et similaires entre eux) sont marque´s en gras. Les
diffe´rences statistiquement significatives entre les re´sultats dans tous ces tableaux sont
note´es par le signe “+”, tandis que la non-significativite´ est note´e par le signe “•”.
Le tableau 5.I contient les re´sultats moyens en termes de pre´cision de l’algorithme
PALS original, de l’algorithme PALS2 et de la meilleure variante de l’algorithme
PALS2-many (la variante note´e PALS2-many*), tandis que le tableau 5.II pre´sente
leurs temps de calcul moyens. Les colonnes intitule´es “Test” dans ces deux tableaux
donnent le re´sultat de la comparaison par paires d’algorithmes, ou`“P”,“P2”et“P2m*”
sont des abre´viations respectivement pour PALS, PALS2 et PALS2-many*. Les solu-
tions moyennes des quatre variantes de l’algorithme PALS2-many sont affiche´es dans
le tableau 5.III, tandis que leurs temps de calcul moyens sont donne´s dans le tableau
5.IV. Les tableaux 5.II et 5.IV indiquent e´galement, entre crochets, le nombre total
moyen de mouvements applique´s par chaque algorithme sur chaque instance de test.
Pour une illustration visuelle des comportements des algorithmes PALS, PALS2
et PALS2-many*, nous avons trace´ les courbes de convergence du nombre de contigs
et de la valeur de fitness en fonction du nombre d’ite´rations. Les figures 5.2 et 5.3 pre´-
sentent ces courbes pour les instances les plus difficiles. Ces courbes sont des exemples
repre´sentatifs pour le reste d’instances.
5.4.2.1 Impact de la premie`re proposition
D’abord, nous analysons l’impact de la nouvelle strate´gie de se´lection d’un mouve-
ment ame´liorant en comparant l’algorithme PALS original avec l’algorithme PALS2.
Comme nous pouvons le voir dans le tableau 5.I, l’algorithme PALS2 donne les re´-
sultats les plus pre´cis en termes de nombre de contigs par rapport a` l’algorithme





















































































































































































































































































































































































































































































































































































































































































































































le nouveau sche´ma d’exploration/exploitation de l’espace des solutions, promu par la
nouvelle strate´gie de se´lection, est ade´quat pour le proble`me d’assemblage de frag-
ments d’ADN. D’apre`s les tests statistiques re´alise´s sur les nombres de contigs des
deux algorithmes, des diffe´rences significatives en faveur de l’algorithme PALS2 sont
note´es dans tous les cas (sauf pour les deux instances faciles, X60189(4) et X60189(6),
pour lesquelles les deux algorithmes donnent le meilleur re´sultat).
Quant aux valeurs de fitness de solutions, nous pouvons voir dans le tableau 5.I
que pour la collection d’instances GenFrag, l’algorithme PALS est le´ge`rement plus
performant que l’algorithme PALS2 pour les instances X60189(7) et M15421(7), mais
l’algorithme PALS2 donne les meilleurs re´sultats pour les instances M15421(5) et
BX842596(4). Pour le reste d’instances GenFrag, les deux algorithmes retournent des
re´sultats similaires. Sur la collection d’instances ACIN, les valeurs de fitness retourne´es
par l’algorithme PALS sont significativement plus grandes que celles obtenues par
l’algorithme PALS2 dans tous les cas, sauf pour l’instance ACIN1.
Les re´sultats des valeurs de fitness et les re´sultats des nombres de contigs confirment
que dans certains cas il y a une corre´lation ne´gative entre les deux fonctions d’e´va-
luation de qualite´ : fitness (chevauchement) versus contigs. A ce stade, nous notons
que l’objectif final est la minimisation du nombre de contigs, tandis que l’utilisation
du niveau de chevauchement est un moyen indirect pour atteindre cet objectif, qui,
d’apre`s ces re´sultats, n’est pas approprie´ pour tous les cas.
Du point de vue de la convergence des solutions, d’apre`s les courbes des figures 5.2
et 5.3, nous pouvons observer que les deux algorithmes PALS et PALS2 ont la meˆme
vitesse de convergence du nombre de contigs dans la premie`re phase de recherche, mais
apre`s cette phase l’algorithme PALS s’arreˆte tandis que l’algorithme PALS2 continue
l’ame´lioration lentement. Quant a` la convergence de la valeur de fitness, nous pouvons
constater que l’algorithme PALS converge plus rapidement que l’algorithme PALS2.
En re´sume´, les courbes de convergence de l’algorithme PALS2 montrent clairement le
comportement attendu de la me´thode propose´e. Dans la premie`re phase de recherche,
pendant que l’algorithme cherche des solutions avec des nombres minimaux de contigs,
les valeurs de fitness se croissent rapidement. Mais, dans la seconde phase, quand
l’algorithme ne peut plus eˆtre guide´ par le nombre de contigs (les nouvelles solutions
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Figure 5.2 – Courbes de convergence du nombre de contigs et de la valeur de fit-































































Figure 5.3 – Courbes de convergence du nombre de contigs et de la valeur de fitness
(a` l’inte´rieur) pendant une exe´cution typique sur les instances ACIN7 et ACIN9.
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ont les meˆmes nombres de contigs que les solutions courantes), l’algorithme effectue
une recherche profonde dans le voisinage (il se´lectionne des solutions ayant des valeurs
de fitness similaires aux valeurs de fitness des solutions courantes), ce qui permet une
bonne (mais plus lente) exploration de cette re´gion.
Le contenu du tableau 5.II confirme nume´riquement le fait que notre premie`re
proposition (la se´lection moins stricte de mouvements) conduit a` une convergence plus
lente. Nous pouvons voir dans ce tableau que le nombre total moyen de mouvements
applique´s par l’algorithme PALS2 est beaucoup plus grand que celui applique´ par
l’algorithme PALS dans tous les cas. En conse´quence, comme le confirment les re´sultats
des tests statistiques re´alise´s sur les temps d’exe´cution moyens, l’algorithme PALS2
est plus lent que l’algorithme PALS, notamment sur les instances de grande taille.
5.4.2.2 Impact de la seconde proposition
Pour ame´liorer le temps de calcul de l’algorithme PALS2, comme pre´sente´ dans la
section 5.3.2, nous proposons d’appliquer plusieurs mouvements ame´liorants en meˆme
temps a` chaque ite´ration d’algorithme (ce qui donne l’algorithme ge´ne´ral PALS2-
many). Avant de confirmer l’efficacite´ de cette ide´e, nous comparons d’abord les quatre
variantes propose´es. Le tableau 5.III contient les re´sultats moyens de ces variantes. Il
contient aussi les re´sultats des tests statistiques effectue´s pour comparer les re´sultats
(fitness/contigs) de chaque variante avec les meilleurs re´sultats obtenus.
Vu que les quatre variantes de l’algorithme ge´ne´ral PALS2-many s’ope`rent sui-
vant la nouvelle strate´gie de se´lection de mouvements, d’apre`s le tableau 5.III, il n’y
a pas des diffe´rentes statistiquement significatives entre leurs re´sultats, sauf dans le
cas de la variante PALS2-many(prob) pour les instances J02459(7), BX842596(4),
BX842596(7), ACIN2, ACIN5, et ACIN7 en termes de nombre de contigs. Cette va-
riante n’a pas obtenu les meilleurs re´sultats pour ces instances parce qu’avec sa se´lec-
tion non-de´terministe d’un sous-ensemble de mouvements non-conflictuels la probabi-
lite´ de se´lectionner un sous-ensemble de qualite´ infe´rieure est grande. Pour surmonter
cet inconve´nient, la variante PALS2-many(N-prob), qui applique aussi une se´lection
non-de´terministe, ge´ne`re plusieurs sous-ensemble de mouvements non-conflictuels, puis

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































En termes de temps de calcul (voir tableau 5.IV), nous pouvons observer que pour
les instances de plus petite taille (x60189), les re´sultats sont statistiquement similaires
sauf dans le cas de la variante PALS2-many(exact) qui consomme plus de temps. Pour
les instances de moyenne et grande tailles, nous pouvons voir que la variante PALS2-
many* ne´cessite moins de temps de calcul que les autres variantes, avec des diffe´rences
statistiquement significatives dans la plupart de cas.
Comme attendu, la variante PALS2-many(exact), qui applique une technique
d’e´nume´ration pour trouver le meilleur sous-ensemble de mouvements non-conflictuels,
demande beaucoup de temps de calcul. Rappelons que nous ne conside´rons cette va-
riante que pour e´valuer les performances des autres variantes, pas comme une tech-
nique approprie´e pour le proble`me a` cause de sa tre`s grande exigence en temps de
calcul. En de´pit de cela, afin d’obtenir quelques re´sultats dans des temps raisonnables,
nous avons re´duit la complexite´ du proble`me de se´lection d’un sous-ensemble en li-
mitant la taille de l’ensemble L de tous les mouvements non de´te´riorants a` √n (ce
qui re´duit le nombre de sous-ensembles envisageables). Lorsque l’ensemble L courant
exce`de la taille limite´e, le nouveau mouvement candidat remplace le plus mauvais
mouvement dans L s’il est le meilleur en termes de nombre de contigs et de che-
vauchement. Avec cette re´duction, une seule exe´cution sur l’instance BX842596(4)
atteint 1371.44 secondes. Pour les instances les plus difficiles BX842596(7) et la col-
lection ACIN, meˆme pour re´aliser une seule exe´cution, c’est un de´fi e´norme (ce qui
ne´cessitera plusieurs heures de calcul). Comme nous avons de´ja` indique´, sur les ins-
tances de petite et moyenne tailles, les re´sultats de la variante PALS2-many(exact) et
les re´sultats de la variante la plus rapide PALS2-many* sont statistiquement similaires
en termes de pre´cision.
Puisque la variante PALS2-many* (par la suite PALS2-many) est plus rapide que
les autres variantes a` plusieurs mouvements, nous comparons ses re´sultats avec les
re´sultats de l’algorithme PALS2. Afin de faciliter la comparaison, nous avons pre´sente´
les re´sultats de comparaison dans les tableaux 5.I et 5.II. Nous avons affiche´ aussi les
courbes de convergence de cette variante dans les figures 5.2 et 5.3.
Conside´rons d’abord l’influence de l’application de plusieurs mouvements sur la





















































































































































































































































































































































































































































































































































































































































































































































nous pouvons observer qu’il n’y a pas des diffe´rences statistiquement significatives
entre les re´sultats de l’algorithme PALS2-many et les re´sultats de l’algorithme PALS2
en termes de pre´cision (fitness/contigs) dans tous les cas. De plus, d’apre`s les courbes
de convergence des deux algorithmes pre´sente´s dans les figures 5.2 et 5.3, nous pou-
vons constater que, pour les deux types d’instances de test, l’algorithme PALS2-many
montre une convergence similaire a` celle de l’algorithme PALS2, mais d’une manie`re
compacte. De ce fait, nous pouvons conclure que les deux algorithmes ont des com-
portements similaires et obtiennent des re´sultats similaires en termes de qualite´ des
solutions.
En termes d’efficacite´, d’apre`s les re´sultats pre´sente´s dans le tableau 5.II, nous
pouvons remarquer que les nombres totaux de mouvements applique´s par les deux
algorithmes PALS2 et PALS2-many sont similaires dans la plupart de cas. Cependant,
l’algorithme PALS2-many est beaucoup plus rapide que l’algorithme PALS2 puisqu’il
exploite, a` chaque ite´ration, le meˆme calcul des variations des crite`res d’e´valuation
de qualite´ (∆f et ∆c) pour appliquer plusieurs mouvements ame´liorants a` la solution
courante. La dernie`re colonne du tableau 5.II contient les facteurs de re´duction des
temps de calcul de l’algorithme PALS2-many par rapport l’algorithme PALS2. Comme
nous pouvons le voir, la re´duction des couˆts de calcul est spectaculaire, avec un facteur
de re´duction supe´rieur a` 0.5 sur les instances de grande taille. Les diffe´rences entre les
temps d’exe´cution des deux algorithmes sont statistiquement significatives dans tous
les cas, sauf pour les instances de plus petite taille pour lesquelles les temps d’exe´cution
sont ne´gligeables. En outre, en comparant l’algorithme PALS et l’algorithme PALS2-
many, e´tonnamment, l’algorithme PALS2-many pre´sente des temps de calcul similaires
a` ceux pre´sente´s par l’algorithme PALS, et meˆme il est significativement plus rapide
sur certaines instances de grande taille, bien qu’il applique des nombres de mouvements
beaucoup plus grands (voir colonne intitule´e “Test/(P, P2m*)” du tableau 5.II). En
conclusion, l’ide´e d’appliquer plusieurs mouvements a` chaque ite´ration de l’algorithme




5.4.2.3 Combinaison des deux propositions
En re´sume´, les re´sultats expe´rimentaux prouvent que les deux modifications ap-
porte´es a` l’algorithme PALS ame´liorent la qualite´ des solutions et le temps de cal-
cul. D’une part, la nouvelle strate´gie de se´lection de mouvements permet d’e´viter les
optima locaux et d’envisager beaucoup plus de solutions possibles, mais ralentit le
processus de recherche. D’autre part, l’application de plusieurs mouvements a` chaque
ite´ration de l’algorithme re´duit le temps de calcul tout en conservant la qualite´ e´leve´e.
5.4.3 Comparaison de PALS2-many avec la litte´rature
Dans cette section, nous comparons le nouvel algorithme d’assemblage PALS2-
many avec les variantes de l’algorithme PALS existantes et avec quelques assembleurs
existants dans la litte´rature. Il est a` noter que toutes les me´thodes compare´es ici
utilisent la meˆme valeur du parame`tre cutoff (30).
La premie`re comparaison est re´alise´e avec le quatre variantes de PALS existantes
dans la la litte´rature (de´crites dans la section 4.4.2), qui sont : GAPALS (Alba et
Luque, 2008), SACMA (Dorronsoro et al., 2008), cGA-PALS (Alba et Dorronsoro,
2009a), et PHPALS (Minetti et al., 2014). Chacune des trois premie`res variantes com-
bine un algorithme ge´ne´tique avec l’algorithme PALS. La principale diffe´rence entre
eux re´side principalement dans le type d’algorithme ge´ne´tique adopte´. GAPALS utilise
un algorithme ge´ne´tique standard, SACMA utilise un algorithme ge´ne´tique cellulaire,
et cGA-PALS ajoute un me´canisme d’auto-adaptation a` un algorithme ge´ne´tique cel-
lulaire. La variante PH-PALS combine l’algorithme PALS avec un algorithme de recuit
simule´, qui est en plus e´volue selon un mode`le en ıˆles. Cet algorithme hybride a e´te´
de´veloppe´ principalement pour pouvoir traiter les donne´es bruite´es. Nous conside´rons
ici ses re´sultats pour des donne´es non bruite´es. La comparaison est expose´e dans le
tableau 5.V, ou` seules les plus grandes instances de test sont conside´re´es, parce que,
les trois premie`res variantes ont e´te´ teste´es uniquement sur les deux instances avec le
nume´ro d’accession BX842596, et la quatrie`me variante a e´te´ teste´e en plus sur la col-
lection d’instances ACIN. Dans ce tableau, la colonne intitule´e “Avg Contigs” contient
































































































































































































































































































































































calcul moyens. En ce qui concerne la variante PH-PALS, les re´sultats correspondent
aux moyennes par groupe d’instances. Chacune des trois premie`res variantes a e´te´
code´e en Java et exe´cute´e sur un ordinateur e´quipe´ d’un processeur Pentium IV 2.8
GHz, tandis que la quatrie`me variante a e´te´ programme´e en C++ et exe´cute´ sur un
cluster de 12 ordinateurs dote´s chacun d’un processeur Intel Core 2 Duo 3 GHz.
Comme nous pouvons le voir dans le tableau 5.V, les deux algorithmes hybrides
SACMA et PH-PALS ont e´te´ capables de construire un seul contig presque dans toutes
les exe´cutions pour les instances BX842596. Pour la collection d’instances ACIN,
nous pouvons observer que notre algorithme PALS2-many donne des solutions avec
des nombres de contigs plus petits en comparaison avec l’algorithme PH-PALS. Du
point de vue de temps de calcul, les variantes de l’algorithme PALS de´ja` existantes
sont tre`s couteuses, en raison des multiples exe´cutions de l’algorithme PALS dans le
sche´ma hybride. Quoi qu’il en soit, les re´sultats de notre algorithme PALS2-many
sont vraiment bons, car ils ame´lioreront conside´rablement le temps d’exe´cution de ces
algorithmes hybrides si on utilise l’algorithme PALS2-many au lieu de l’algorithme
PALS original (Ceci pourrait constituer une prochaine e´tape de recherche).
Maintenant, nous comparons notre algorithme PALS2-many avec quelques assem-
bleurs de la litte´rature : une me´thode d’optimisation ite´rative note´e POEMS (Kubalik
et al., 2010), un algorithme base´ sur l’appariement de motifs (ou, en anglais, pattern
matching) note´ PMA (Li et Khuri, 2004), et deux packages commercialement dispo-
nibles : CAP3 (Huang et Madan, 1999) et PHRAP (Green, 1994). La comparaison
est faite en termes de meilleur re´sultat obtenu (et de re´sultat moyen, si disponible).
Les re´sultats de ces algorithmes d’assemblage sont disponibles uniquement sur la pre-
mie`re collection d’instances (GenFrag). D’apre`s le contenu du tableau 5.VI, pour les
instances de petite taille, tous les algorithmes compare´s construisent un seul contig.
Pour les instances de moyenne et grande tailles, nous pouvons remarquer une tre`s
petite diffe´rence entre les nombres moyens de contigs de l’algorithme PALS2-many et
ceux de l’algorithme POEMS. Dans tous les cas, l’algorithme PALS2-many obtient
le meˆme (meilleur) nombre de contigs que les autres algorithmes. Nous n’avons pas
inclus les temps d’exe´cution dans le tableau car, en ge´ne´ral, ils ne sont pas fournis par












































































































































































































































d’exe´cution de ces assembleurs vont de dizaines de secondes pour les instances les plus
faciles a` plusieurs heures pour les instances les plus difficiles. Comme indique´ dans la
section 5.4.2.2, l’algorithme PALS2-many prend bien moins d’une seule seconde pour
les instances les plus faciles et quelques secondes seulement pour les instances les plus
difficiles.
Pour finir, il est a` noter que nous n’avons pas compare´ notre algorithme avec l’al-
gorithme propose´ re´cemment dans (Huang et al., 2015). La principale raison est que
les objectifs sont diffe´rents : notre objectif est de minimiser le nombre de contigs tan-
dis que l’objectif de ce travail est de maximiser le chevauchement entre les fragments
successifs. Comme nous l’avons de´ja` dit, ces deux objectifs ne sont pas e´quivalents,
et dans la plupart de cas ne sont pas corre´le´s. D’autre part, le calcul de chevauche-
ments dans cette e´tude est effectue´ d’une manie`re diffe´rente et, par conse´quent, les
chevauchements ne sont pas comparables.
5.5 Conclusion
L’assemblage de fragments d’ADN conduit a` un proble`me d’optimisation combina-
toire tre`s important dans le domaine de la bio-informatique des se´quences. Il repre´sente
un de´fi stimulant, non seulement des points de vue applicatif et technique mais aussi
de part les difficulte´s algorithmiques qu’il pose. Comme ce proble`me est NP-difficile,
des assembleurs plus performants sont ne´cessaires pour traiter des instances de grande
taille. Pour la re´solution approche´e de ce proble`me, l’algorithme heuristique PALS est
connu dans la litte´rature en raison de sa pre´cision et son efficacite´.
Dans cette e´tude, nous avons propose´ deux modifications a` l’algorithme PALS afin
d’ame´liorer ses performances sur les instances complexes. D’abord, les crite`res de se´-
lection d’un mouvement ame´liorant a` appliquer a` chaque ite´ration sont reformule´s de
manie`re a` ce qu’une grande ame´lioration soit poste´rieurement obtenue. Il s’agit d’une
se´lection moins stricte de mouvements. Les re´sultats obtenus avec la nouvelle strate´-
gie de se´lection sont plus pre´cis, mais en contrepartie la convergence de l’algorithme
devient plus lente. La seconde proposition consiste a` appliquer a` chaque ite´ration de
l’algorithme, au lieu d’un seul mouvement, plusieurs mouvements non conflictuels.
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Les re´sultats expe´rimentaux ont montre´ que cette approche re´duit conside´rablement
le temps de calcul tout en conservant la pre´cision des re´sultats. En re´sume´, la combi-
naison des deux modifications produit un nouvel algorithme plus performant, appele´
PALS2-many, ame´liorant a` la fois la pre´cision et le temps de calcul. En comparaison
avec la litte´rature, l’algorithme PALS2-many se re´ve`le tre`s comple´tif par rapport aux
variantes existantes et a` d’autres algorithmes d’assemblage.
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Cette the`se porte sur des algorithmes efficaces pour la re´solution de proble`mes
d’optimisation combinatoires NP-difficiles, avec deux contributions essentielles. La
premie`re contribution consiste a` proposer un algorithme me´taheuristique hybride pour
la re´solution efficace de proble`mes multiobjectifs de grandes dimensions. Une hybrida-
tion entre un algorithme ge´ne´tique multiobjectif et un algorithme d’optimisation par
essaims de particules a e´te´ propose´e. La seconde contribution concerne la re´solution
efficace du proble`me d’assemblage de fragments d’ADN. De nouvelles variantes d’un
algorithme heuristique spe´cifique a` ce proble`me ont e´te´ de´veloppe´es.
Principales contributions
Une me´taheuristique multiobjectif hybride combinant un MOGA avec un
algorithme de PSO Dans la premie`re partie de ce me´moire nous nous sommes
inte´resse´s a` l’optimisation multiobjectif par algorithmes ge´ne´tiques. Nous avons vu
dans le chapitre 2 que les algorithmes ge´ne´tiques multiobjectifs (MOGAs) utilisant
des approches Pareto et e´litistes fournissent souvent des performances satisfaisantes.
En particulier, nous avons vu que la combinaison d’un MOGA avec une autre tech-
nique d’optimisation peut conduire a` un algorithme performant capable d’e´viter les
situations de convergence lente lors de la re´solution de proble`mes complexes a` plus de
deux objectifs. L’algorithme MOGA-PSO propose´ dans cette the`se (pre´sente´ dans le
chapitre 3) fait partie de ces algorithmes hybrides. Il combine un MOGA base´ sur une
approche Pareto et e´litiste avec un ope´rateur de recherche base´ sur l’algorithme de
PSO. Dans cet algorithme hybride, l’ope´rateur base´ sur l’algorithme de PSO est ap-
plique´ pe´riodiquement sur une partie de la population archive de l’algorithme MOGA
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pour optimiser une fonction d’utilite´ agre´geant tous les objectifs du proble`me traite´.
Deux variantes de l’algorithme MOGA-PSO ont e´te´ propose´es et adapte´es pour la
re´solution du proble`me du sac a` dos multiobjectif. Les re´sultats expe´rimentaux ont
montre´ une nette supe´riorite´ des algorithmes hybrides teste´s sur les algorithmes stan-
dards.
Algorithmes performants pour la re´solution du proble`me d’assemblage de
fragment d’ADN Dans la deuxie`me partie de ce me´moire nous nous sommes inte´-
resse´s au proble`me d’assemblage de fragments d’ADN. Afin de re´soudre ce proble`me
d’optimisation combinatoire NP-difficile, nous avons vu dans l’e´tat de l’art pre´sente´
dans le chapitre 4 que les algorithmes heuristiques et me´taheuristiques apportaient des
solutions satisfaisantes a` ce proble`me du monde re´el. Dans cet e´tat de l’art, quatre
classes de me´thodes ont e´te´ se´pare´es : l’algorithme heuristique PALS et ses variantes,
les approches base´es sur les algorithmes ge´ne´tiques, les algorithmes base´s sur l’intelli-
gence en essaim, et d’autres techniques. Des variantes ame´liore´es de l’algorithme PALS
ont e´te´ propose´es dans cette the`se (pre´sente´es dans le chapitre 5). Elles reposent sur
une se´lection moins stricte de mouvements a` appliquer a` la solution courante. Nous
avons propose´ aussi des strate´gies permettant la diminution du temps de calcul de
l’algorithme. Des expe´rimentations ont e´te´ re´alise´es sur les jeux de donne´es les plus
utilise´s dans la litte´rature. Les re´sultats nume´riques ont montre´ de tre`s bonnes perfor-
mances en comparaison avec l’algorithme de base, les variantes existantes et d’autres
algorithmes d’assemblage.
Perspectives
Les travaux re´alise´s au cours de cette the`se nous permettent d’ouvrir plusieurs pers-
pectives pour ame´liorer les performances obtenues ou pour solutionner les questions
restant pose´es. Nous envisageons quelques aspects qui nous semblent particulie`rement
inte´ressants a` poursuivre et a` approfondir. Ces perspectives sont pre´sente´es autour de
deux axes correspondant aux deux principales contributions pre´sente´es.
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Validation et adaptation de l’algorithme MOGA-PSO De point de vue va-
lidation, il nous semble tre`s inte´ressant de de´velopper d’autres variantes de MOGA-
PSO pour la re´solution d’autres proble`mes combinatoires acade´miques ou re´els. Pour
ce faire, un nombre tre`s important de fonctions combinatoires multiobjectifs de test
sont disponible dans la litte´rature. Il serait e´galement inte´ressant d’adapter et tes-
ter l’algorithme MOGA-PSO sur des proble`mes d’optimisation a` variables continues
ou re´elles. Plusieurs fonctions ont e´te´ propose´es dans la litte´rature pour tester les
performances des algorithmes multiobjectifs (Deb, 1999, Deb et al., 2005, Fonseca et
Fleming, 1995, Vlennet et al., 1996, Zitzler et al., 2000).
Etude de la structure de paysage de recherche donne´e par l’algorithme
MOGA-PSO Comme nous avons de´ja` constate´ dans la section 3.3.4, la proce´dure
de gestion de l’archive pour les algorithmes hybrides (NSGA-PSO et SPEA-PSO) de-
mande toujours moins de temps que pour les algorithmes standards (NSGA et SPEA).
Ainsi, les structures de paysage de recherche donne´es par les algorithmes hybrides sont
plus faciles que celles donne´es par les algorithmes standards. En d’autres termes, cette
diminution du temps de calcul provient principalement aux caracte´ristiques des solu-
tions e´lites : leurs rangs Pareto et les densite´s de la population autour d’elles. Une
question restant ouverte est de savoir ces caracte´ristiques pre´cises des solutions e´lites
des algorithmes hybrides au cours de ge´ne´rations successives en comparaison aux so-
lutions e´lites des algorithmes standards.
Extension de MOGO-PSO sur les proble`mes d’optimisation a` objectifs mul-
tiples Il nous semble inte´ressant d’e´tendre la strate´gie hybride MOGA-PSO pour
re´soudre les proble`mes d’optimisation a` objectifs multiples (en anglais, Many-objective
optimization problems) (Brockhoff et Zitzler, 2009, Singh et al., 2011). Ces sont les
proble`mes a` plus de trois objectifs. Bien que nous ayons montre´ la supe´riorite´ de nos
algorithmes hybrides sur des proble`mes a` quatre et a` cinq objectifs, nous n’avons pas
e´tudie´ leur comportement face a` des proble`mes complexes a` plus de cinq objectifs.
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Test et adaptation de l’algorithme PALS2-many Il nous semble tre`s inte´res-
sant de test l’algorithme PALS2-many sur des proble`mes artificiels ou re´els de grandes
dimensions (Malle´n-Fullerton et al., 2013). Il nous paraˆıt aussi inte´ressant de l’adapter
pour pouvoir traiter les donne´es bruite´es, comme c’est le cas dans (Firoz et al., 2012,
Minetti et al., 2014).
Hybridation de l’algorithme PALS2-many avec des algorithmes me´taheu-
ristiques Il serait certainement possible de combiner l’algorithme PALS2-many avec
un algorithme me´taheuristique. L’objectif de cette hybridation est d’e´viter les situa-
tions de de´pendance de re´sultats aux configurations initiales, et ainsi de fournir des
re´sultats beaucoup plus pre´cis sur des instances de grande taille.
Multiobjectivation du proble`me d’assemlage de fragments d’ADN Les re´-
sultats expe´rimentaux de l’algorithme PALS2-many ont montre´ que la minimisation
du nombre de contigs et la maximisation du niveau de chevauchements ne sont pas
souvent corre´le´es : un nombre minimal de contigs n’implique pas force´ment un niveau
maximal de chevauchement, et inversement. De ce fait, il nous semble tre`s inte´ressant
de multiobjectiver la formulation du proble`me, en minimisant le nombre de contigs et
maximisant le niveau de chevauchement en meˆme temps. L’objectif de cette multiob-
jectivation (multiobjectivization, (Jensen, 2003, Neumann et Wegener, 2006)) serait
double. D’une part, la re´solution du nouveau proble`me bi-objectif fournissait des so-
lutions qui pre´sentent le nombre minimal de contigs et maximisent le plus possible le
niveau de chevauchement (i.e., une ame´lioration en termes de pre´cision de re´sultats).
D’autre part, cette multiobjectivation transformerait le paysage de recherche en un
autre paysage plat dans laquelle les comportements d’algorithmes me´taheuristiques
seraient plus performants (i.e., une re´duction de la complexite´ du proble`me original).
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