We give an original analytic construction of hyperkähler ALF metrics on some ALE spaces of dihedral type, namely the spaces corresponding to minimal resolutions of C 2 /D k , with D k the binary dihedral group of order 4k for an integer k ≥ 2.
Introduction
The aim of this paper is to construct ALF gravitational instantons from the data of ALE ones, on minimal resolutions of C 2 /Γ, for Γ some binary dihedral group. Let us start with a brief review on ALE gravitational instantons.
Basic material. Consider R 4 identified to C 2 by the standard canonical relation between coordinates, i.e. z 1 = x 1 + ix 2 , z 2 = x 3 + ix 4 .
One shall denote the associated complex structure by I 1 ; we also denote respectively by I 2 and I 3 the complex structures associated to the complex coordinates x 1 + ix 3 and x 4 + ix 2 on the one hand, and x 1 + ix 4 and x 2 + ix 3 on the other hand. This way, one has the quaternionic relations I 1 I 2 = −I 2 I 1 = I 3 , etc.
Let us take I 1 as a favorite complex structure, meaning that without further precisions, we refer implicitly to this complex structure. We define a family of finite subgroups of SU(2) acting on R 4 , the binary dihedral groups:
Definition 0.1 (Binary dihedral groups.) For k ≥ 2, let ζ k act on R 4 ≃ C 2 via ζ k (z 1 , z 2 ) = e iπ k z 1 , e − iπ k z 2 , and τ via τ (z 1 , z 2 ) = (z 2 , −z 1 ). We call the group ζ k , τ the dihedral group of order 4k, and denote it by D k .
Remark 0.2 We are focusing in what follows on the finite groups of this definition. In order to avoid confusion though, let us note that to these finite groups correspond some Lie groups and root systems. Notice the following shift: to the finite group D k corresponds the Lie groups "of type D k+2 ". This being precised, when using the notation D k , we will always refer to the finite group; one can thus forget about the Lie groups alluded here.
If Γ is one of the groups above, then the standard euclidean metric e on C 2 is clearly invariant under the action of Γ which acts freely outside of 0, hence descends to (R 4 \{0})/Γ. For the same reason, I 1 (but also I 2 and I 3 ) and r make sense on (R 4 \{0})/Γ; throughout the paper, we denote the projection R 4 → R 4 /Γ by π.
Let us fix k ≥ 2. Notice that the three polynomials are invariant under the action of D k , and verify the relation: u 2 + v 2 w + w k+1 = 0. Actually, one may also check that C[z 1 , z 2 ] D k = C [u, v, w] , and moreover that
as complex orbifolds. Now, ALE gravitational instantons can be defined as follows:
Definition 0.3 We say that (X, g) is an Asymptotically Locally Euclidean gravitational instanton, or ALE gravitational instanton for short, if it is a hyperkähler complete manifold of real dimension 4, of maximal volume growth, and with square integrable Riemannian curvature.
Notice that the Ricci-flatness of such spaces follows at once from the hyperkähler assumption. From the works [BKN] and [Kro2] , those spaces are completely classified -let us mention quickly a recent addition to this classification: if one drops the hyperkähler assumption (keeping the Ricci-flatness, the Kähler assumption and the ALE geometry), one has to add quotients of certain spaces from Kronheimer's list [Şuv] . We will not give here this classification, but instead underline some of its consequences.
To an ALE gravitational instanton (X, g) is attached a finite subgroup Γ of SU(2); then :
• X\K is diffeomorphic to (R 4 \B)/Γ, where K is some compact subset of X, B is a ball of R 4 centered at the origin;
• let g be the pull-back to the metric to (R 4 \B); then ∇ ℓ e (e − g) = O(r −4−ℓ ) for all ℓ ≥ 0, provided that the diffeomorphism above is well-chosen ;
• choose three complex structures I X j on X such that the data (g, I X j ) is a hyperkähler structure on X; then up to the action of SO(3) on the I X j , one has ∇ ℓ e (I j − I X j ) = O(r −4−ℓ ) for all ℓ ≥ 0. Here the underlining indicates the pulling-back to C 2 , for the same diffeomorphism as that of the previous point.
Example 0.4 (Eguchi-Hanson metric) The Eguchi-Hanson metric on the minimal resolution (for the complex structure I 1 ) T * P 1 C of C 2 /Z 2 is a standard example. If one identifies (C 2 \{0})/Z 2 and T * P 1 C \P 1 C , then the (pulled-back) metric can be written as e + g 1 + ε, with :
(dx 2(x 1 x 3 + x 2 x 4 ) r 6 (dx 1 · dx 3 + dx 2 · dx 4 )
where α · β = α ⊗ β + β ⊗ α, and (∇ e ) ℓ ε e = O(r −6−ℓ ) for all ℓ ≥ 0.
Here our identification plays the role of the diffeomorphism; the diffeomorphism is thus holomorphic for I 1 and I
In this statement,f m is a metric on X equal to the push-forward of the Taub-NUT metric of parameter m near infinity, andR plays the role of the distance to some point forf m .
Theorem 1 is proved by gluing a potential of the Taub-NUT metric outside a compact subset of X, so as to obtain a Kähler metric (for the favorite complex structure), which has a small Ricci curvature near infinity. One then has to correct the Ricci-form in order to get a Ricci-flat Kähler metric on the whole X; to this aim we use a Calabi-Yau type theorem, which we state:
Y , ω Y ) be an ALF Kähler 4-manifold of dihedral type. Given a C ∞ loc function f such that there exists some positive β ∈ (0, 1) such that (∇ g Y ) ℓ f = O(ρ −2−ℓ−β ) for all ℓ ≥ 0, there exists a unique ϕ ∈ C ∞ loc such that (∇ g Y ) ℓ ϕ = O(ρ −ℓ−β ) for all ℓ ≥ 0 and
(Theorem 2.14).
In this statement, ρ is a distance function for g Y . As is said above, an "ALF Kähler 4-manifold of dihedral type" is modeled on the Taub-NUT metric pushed-forward to C 2 /Γ; we are still vague about the meaning of this assertion, and will be clearer when using Theorem 2.
Organization of the article. In part 1, we give an original description of a 1-parameter family of Taub-NUT metrics on C 2 endowed with its usual complex structure I 1 ; this description is suggested by LeBrun in [LeB] . In particular, we give a rather explicit potential for any metric of this family in section 1.1. We also compare it to the standard euclidean metric e; we specify a mutual control between them, and express objects attached to euclidean geometry (such as the dx j ) with the help of 1-forms and vector fields better adapted to the Taub-NUT metric (section 1.2). Such a comparison is motivated by the computational considerations of the following parts.
In part 2, we apply the description of part 1 to the construction stated in Theorem 2.1. A gluing of the appropriate potential is performed in section 2.2. On the other hand, the correction of the Ricci form we alluded above needs several steps of analytic work, and is dealt with through sections 2.3 to 2.5.
The conclusion of this program relies on Theorem 2, which is proved in part 3, with a continuity method. The method is explained in section 3.1; the analysis it requires to work is done in the following section, and the conclusion is given in the last section.
Let us say now a few words about our construction. First, the objects we construct might not be new, see the constructions in [CkH] and [CkK] ; though, as illustrated by Theorem 1 and the idea of its proof we give, our analytic construction is quite explicit, and the models it relies on are quite close to the sought objects, which may ease their comprehension.
We moreover restrict to minimal resolutions; we do not explore the cases of other types of finite subgroups of SU(2), namely the cyclic groups, the tetrahedral group, the octahedral group and the dodecahedral group, and neither the general cases of dihedral ALE instantons. This because:
• our following construction will not be possible for tetrahedral, octahedral and dodecahedral groups (we will use Kähler potentials invariant under the actions of cyclic or dihedral groups, but not under those of tetrahedral, octahedral and dodecahedral groups);
• ALF spaces of cyclic types are very well understood: their classification has been completely established by Minerbe [Min2] , and these spaces are explicitly described by the Gibbons-Hawking's ansatz;
• in the general D k cases, one has to deal with perturbed complex structures, and the Kähler potentials we use behave badly with the error terms coming from this approximation. Though we do not circumvent this issue so far, we can at least focus on the case where one of the complex structures of the instanton agrees with one of those on C 2 . This corresponds to the situation where X is a minimal resolution of one of the orbifolds X D k , the general case corresponding to X being a deformation of a X D k , and we hope to deal with this general case in a future paper. The main difficulty here is to find a better potential for the rough metric, after what our method would apply globally unchanged; see section 2.2 for further details on this point.
Besides, a reading of part 2 may allow one to consider our gluing could have been better, e.g. using more closely algebraic properties of resolutions to get rid of some annoying error terms appearing in the process. Our choice of being non accurate at that point is nonetheless guided by the thought that the analytic work we lead in part 2 would be rather necessary in a similar construction on deformations of C/Γ.
Let us underline now the following about Theorem 1. First, the expected behaviour of the family (g RF,m ) when m goes to 0 is a convergence in C ∞ loc topology to the initial ALE metric g. This is quite obvious on the model C 2 , but because of our corrections, especially when using Theorem 2, it is not clear yet on the considered spaces. Notice also that we do not restrict to presumably "small" deformations of the initial ALE metric into ALF metrics. This would correspond to work only with m ∈ (0, m 0 ] for some finite m 0 ; instead we handle our construction for all m ∈ (0, +∞).
To conclude, we comment briefly Theorem 2. This result comes within the general scope of generalizing the celebrated Calabi-Yau theorem (see [Yau] ) to noncompact manifolds, initiated by Tian and Yau [TY1, TY2] . A statement similar to ours can be found in [Hei, Prop. 4 .1] (take the parameter β of this statement equal to 3), in a more general and abstract framework. One interest of our result nonetheless, simply lies in the fact that besides we ask more precise asymptotics on our data than Hein does, we get in compensation sharper asymptotics on our solution ϕ, which are useful in establishing Theorem 1.
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1 Taub-NUT metric on C
2
The Taub-NUT metric on C 2 , introduced by Hawking [Haw] , is a general prototype for metrics of ALF gravitational instantons, which are roughly speaking complete hyperkähler 4-manifolds of cubic volume growth and whose Riemannian curvature has faster than quadratic decay; precisions are made below.
To describe such a model, we solve an exercise in [LeB] , which is stated so as to provide a potential for the Taub-NUT metric for the standard complex structure I 1 on C 2 . We then compare the Taub-NUT and the euclidean metrics.
1.1 A potential for the Taub-NUT metric on C 2 In [LeB] C. LeBrun suggests the following exercise: let m be a positive parameter, and u and v implicitly defined on C 2 by formulas:
(we do not make the dependence on m appearent here, since for now we see this parameter as fixed; we shall only add m as an index if we need to emphasize this dependence). One has:
Proposition 1.1 (LeBrun) The metric f associated to the form
for the standard complex structure I 1 on C 2 is the Taub-NUT metric.
Recall briefly the following description for the Taub-NUT metric: it takes the form V (dy where
, η is a connection 1-form on a circle bundle over R 3 \{0} such that dη = * R 3 dV ; a complex structure is moreover given for example by V dy 1 → η, dy 2 → dy 3 , the other two being given by cyclic permutation of the y j ; see e.g. [LeB] for details. Remark 1.2 Notice that with the notations of Definition 0.1, u and v are invariant under the action of ζ k , whereas that of τ interchanges them. As a consequence,
is invariant under D k , and is smooth on (C 2 \{0})/D k . It is also invariant under the binary cyclic groups, but not anymore under the binary tetrahedral group -generated by D 2 and
, with ε = e iπ/4 -the binary octahedral group -generated by the binary tetrahedral group and ε 0 0 ε 7 -nor the binary icosahedral group -generated by
, with η = e 2iπ/5 .
As LeBrun leaves the proof to his reader, we shall give our own one here, relying on a sequence of basic lemmas. Before this, we shall mention that LeBrun's potential may be obtained by hyperkähler quotient considerations; we chose to give a less conceptual proof though since it exhibits several objects we shall need further.
Lemma 1.3
The metric f is Ricci-flat; more precisely, ω 2 f = 2Ω e , where we recall that Ω e is the standard volume form
Proof. We start by the computation of ω f , which goes through that of
One has:
Indeed, differentiating the relation |z 1 | = e m(u 2 −v 2 ) u with
, it follows that
. Similarly, applying
. Substituting in the previous equality, one has
and then
. The other two equalities are obtained by symmetry.
) (we will keep this notation throughout the paper). According to formulas (2), to those equalities, as well as the relation uv = |z 1 z 2 | and the formulas (2), it follows, setting R =
The conclusion follows from direct computation of ω 2 f , using uv = |z 1 z 2 | once more.
The infinitesimal action is given by the vector field
By invariance of u and v under this circle action, it is clear that ξ · u = ξ · v = ξ · ϕ = 0, and similarly that L ξ ω f = 0. Let us furthermore consider the (2, 0)-form Θ := dz 1 ∧ dz 2 , which is symplectic and holomorphic, so that Θ ∧ Θ = 4Ω e = 2ω 2 f . One moreover has L ξ Θ = 0.
We look for a complex hamiltonian H for the S 1 -action, relatively to the symplectic structure given by Θ. Now one has ι ξ Θ = (z 1 dz 2 + z 2 dz 1 ) = d(iz 1 z 2 ), which prompts us to set y 2 := Im(z 1 z 2 ) and y 3 := −Re(z 1 z 2 ), i.e. H = y 2 + iy 3 .
In the same way, one has L ξ d c ϕ = 0, and the right-hand-side member also equals, by Cartan's formula, Proof. According to the proof of Lemma (1.3),
hence the result from formula (1.1).
To get the equality y
Finally, let us set
, and hence V = 2m 1 + 1 4mR
. Proof. As I 1 is the standard complex structure of C 2 , I 1 ξ = −z 1
. The easy but tedious calculation of |ξ| 2 f = ω f (ξ, I 1 ξ) then follows. However, noticing that
makes easier the computation of
In order to get the Taub-NUT metric back under its classical form, we need finally a 1-form η, which would be a connection 1-form for the circle fibration
The natural candidate is given by
and η(ξ) = 1 outside of 0.
iV 2u(∂u − ∂u) − 2v(∂v − ∂v) . We then apply formula (2) which gives the first order derivatives of u and v, which can be rewritten (with the introduced notations) :
hence (for instance), the component of η in the direction of dz 1 is −iu
, and similarly for the other three components. A straightforward computation suffices to see that η(ξ) = 1.
We shall now recover the Taub-NUT metric under a more familiar shape: Lemma 1.7 Away from 0, ω f = dx 1 ∧ η + V dx 2 ∧ dx 3 , and thus f = V (dy
Proof. This is rather clear that the family formed by dy 2 and dy 3 is linearly independent away from 0 ∈ C 2 , and that those forms vanish against ξ because y 2 and y 3 are invariant under the action of S 1 . We see that they vanish as well against I 1 ξ, because for instance I 1 dy 2 = dy 3 . Since dy 1 vanishes against ξ (y 1 is S 1 -invariant) but not against I 1 ξ since I 1 dy 1 = V −1 η, and since η vanishes I 1 ξ but not against ξ, we deduce that {dy 1 , dy 2 , dy 3 , η} is free outside of 0.
Consequently, on C 2 \{0}, one has at any point the writing:
for some α, . . . , ζ (depending on the point). Now αdy 1 +βdy 2 +γdy 3 = −ι ξ ω f = dy 1 , thus α = 1 and β = γ = 0, and since ω is of type (1, 1), one also has δ = ε = 0. It remains to determine the coefficient ζ; we easily see that
= V , and the lemma is proved.
One easily checks that η is a connection 1-form away from 0 for the fibration given by ̟; it is S 1 -invariant (since R, u, v,
, etc. are so), and at any point p but 0 ∈ C 2 , since {η, dy 1 , dy 2 , dy 3 } is a basis of T * p C 2 and ̟ = (y 1 , y 2 , y 3 ), we necessarily have T p C 2 = ker η + ker T π. Finally, the differential of η has the expected shape: Lemma 1.8 The differential of η is given on C 2 \{0} by:
Proof. Our 1-form η is S 1 -invariant and η(ξ) is constant; by Cartan's formula, 0 = L ξ η = ι ξ dη + d(ι ξ η) = ι ξ dη, i.e.: the components of dη in direction of the dy j ∧ η vanish. Moreover dω f = 0 thus according to the latter proposition, dη = ∂V ∂y 1 dy 2 ∧ dy 3 + α 2 dy 3 ∧ dy 1 + α 3 dy 1 ∧ dy 2 . For the computation of α 2 and α 3 , we do not have such a direct method. However, in order to simplify an explicit computation of dη, we can observe the following:
by noticing simply that u 2 = R + y 1 and v 2 = R − y 1 . Since log(|z 1 | 2 ) and log(|z 2 | 2 ) are pluriharmonic outside of {z 1 = 0} and {z 2 = 0}, we thus have dη = hence, after computations, dη = −
The lemma is proved, at least outside of {z 1 z 2 = 0}, and there is no problem in extending the formula to C 2 \{0} by continuity.
1.2 Comparison of the Euclidean and the Taub-NUT metrics
Mutual control
Euclidean and Taub-NUT geometries on C 2 are radically different, in the sense that e and f are far from being globally mutually bounded. Indeed, euclidean balls volume grow proportionally to r 4 , whereas after noticing that the function R plays the role of the distance to 0 on (C 2 , f), we see that the volume of a big ball of radius R of (C 2 , f) is essentially proportional to R 3 . Another example of the geometric gap is given by the length of the circles of the S 1 -action we used to check that f was the Taub-NUT metric; a circle passing through some x ∈ C 2 \{0} has length 2πr(x) when measured by e, and length 2πV (x) −1/2 when measured by f; this length tends to π 2/m when R(x) goes ∞ -which gives us a geometric interpretation of the parameter m. We can nonetheless still compare the two metrics as follows: Proposition 1.9 There exists some constant C > 0 such that on C 2 minus its unit ball,
Proof. Since f = V (dy
, with η = I 1 V dy 1 and dy 3 = I 1 dy 2 , we shall first evaluate |dy 1 | e and |dy 2 | e . The latter one is immediate, from the identity dy 2 = i 2 (z 1 dz 2 + z 2 dz 1 − z 1 dz 2 − z 2 dz 1 ), which provides |dy 2 | e = cr. Now, we rearrange formulas (1) to write 
is obvious, and rearranging formulas (1) gives also λ, µ > 0. Since λµ = det e (f) = 1, one has min(λ, µ) = max(λ, µ) −1 in an obvious way. This allows us to convert the bound f ≤ Cr 2 e into a bound e ≤ Cr 2 f.
Remark 1.10 One can notice that with R fixed, the function y → R cosh(4my) + y sinh(4my) is convex and even on [−R, R], so that its minimum is R, and its maximum is Re mR . Consequently, we get from formula (3) the inequality on C 2 :
which implies, among others, that R is proper on C 2 . This latter inequality is sharp, in the sense that 2R = r 2 on {y 1 = 0} = {|z 1 | = |z 2 |}, and 2Re 4mR = r 2 on {y 1 = ±R} = {z 1 z 2 = 0}.
Expressing euclidean objects in Taub-NUT vocabulary
We give here some extra entries of the dictionary between the euclidean and the Taub-NUT settings on C 2 . More precisely, we give in Lemma 1.11 a vector field ζ helping to complete the dual frame of (
for f. Then in Lemma 1.12, we express the canonical frames of 1-forms and vector fields of e, i.e. the dx j and the
, in terms of those of f. The essential point in those expressions lies in their computational consequences; indeed, they allow to compute objects like ∇ f dx j , and estimate quantities like ∇ f dx j f . Such estimates will be needed in next part, when constructing rough models of Ricci-flat Kähler metrics on the ALE spaces X alluded to in Introduction.
In paragraph 1.1, we used the vector field ξ on C 2 , which verified η(ξ) = 1, dy j (ξ) = 0, j = 1, 2, 3, and dy 1 (
We shall complete our dual frame with the help of another vector field:
Then dy 2 (ζ) = 1 whereas η(ζ) = dy 1 (ζ) = dy 3 (ζ) = 0, and dy 3 (I 1 ζ) = 1 whereas
Proof. We only need to check the first list of equalities, since dy 3 = I 1 dy 2 and η = I 1 V dy 1 . Let us start with dy 2 (ζ) = 1. Since dy 2 = 1 2i
this readily gives dy 3 (ζ) = 0. Now for the equality dy 1 (ζ) = 0, we use formula (1.2.1) to write dy 1 (ζ) = 1 4iR(1+4mR) (z 1 z 2 − z 1 z 2 − z 1 z 2 + z 1 z 2 ) = 0. The equality η(ζ) = 0 follows in the same way, using the formula for η of Lemma 1.6.
To see that
are clearly invariant under this action, we get the result. Lemma 1.12 One has the following formulas for 1-forms:
and for vector fields:
Proof. We shall only see how those formulas arise for dx 1 and
. Indeed, one can find the other identities using that dx 2 = I 1 dx 1 , dx 3 = τ * dx 1 , dx 4 = I 1 dx 3 , etc., on the euclidean side, and τ
, on the Taub-NUT side.
Write dx 1 = αdy 1 + βη + γdy 2 + δdy 3 . According to the duality between
x 3 , hence the result. Similarly, write
Remark 1.13 With the previous formulas, it is easy to observe that
The reason for these identities is the following: one can check that the almost complex structures J 2 and J 3 defined by
Derivatives
Consider the orthonormal frame (e j ) j=0,...,3 of vector fields given by
In what follows, we will have to estimate the ∇ f e i e j . The following lemma will make the computations easier: Lemma 1.14 One has [e 0 , e i ] = y i 4R 3 V 3/2 e 0 for i = 1, 2, 3, and
for any triple (i, j, k) ∈ I = (1, 2, 3), (2, 3, 1), (3, 1, 2) . As a consequence,
with (e * 0 , e * 1 , e * 2 , e *
Remark 1.15 Since e 0 = J 1 e 1 = J 2 e 2 = J 3 e 3 and the (J j ) are parallel, an im-
) for every i ∈ {0, 1, 2, 3} and ℓ ≥ 1. One easily recovers from these estimates that
, which is one of the explanation for the terminology "Asymptotically Locally Flat" for f.
Proof of Lemma 1.14. Once the statement on the Lie brackets is proved, the formula for ∇ f e 0 follows from Koszul formula for the Levi-Civita connection ∇ f and the orthonormality of the frame (e i ). Moreover, because of the symmetric roles of e 1 , e 2 , e 3 , we shall only see how to compute [e 0 , e 1 ] and [e 1 , e 2 ].
• [e 0 , e 1 ]: this bracket is rather easy to compute. Recall that e 0 = V 1/2 ξ, e 1 = −V 1/2 I 1 ξ, and ξ is holomorphic for I 1 , so that [ξ,
. On the other hand,
hence the result, as
• [e 1 , e 2 ]: this bracket is more delicate than the previous one. We start with
We already know (I 1 ξ) · V , and similarly, ζ · V = ∂V ∂y 2
. We are thus left with the computation of
. From the explicit formula (1.11), a direct computation yields
using formulas (1), formulas from Lemma 1.12 and the identities y 2 = 1 2i
, this provides:
We can finally conclude that:
Application to D k ALE spaces (minimal resolutions)
As the Taub-NUT metrics of the previous part are D k -invariant, and since we have a biholomorphism between C 2 /D k and its minimal resolution X near infinity, a natural idea is to push-forward the potential of the Taub-NUT metric to X, compute the resulting (1,1)-form, and correct it into a global Ricci-flat Kähler form on X. We detail this program in the first section of this part; the following four sections are devoted to analytic considerations involved by the program.
Description of the program
In order to construct ALF metrics on ALE gravitational instantons of dihedral type, the study of the Taub-NUT metric on C 2 suggests the following program; here the positive parameter m is fixed:
1. push the Taub-NUT metric f forward on a neighbourhood of infinity to X; if one assumes moreover that X is the minimal resolution of C 2 /D k , one can identify I 1 and I X 1 , and then the pushed-forward metric is still Kähler where defined, and one can take for it the push-forward of ϕ as a potential.
2. glue this metric at infinity with the ALE metric to get a Kähler metric on the whole X (still with respect to I X 1 ), with moreover a small Ricci form at infinity.
3. correct the Ricci form on X to get a Ricci-flat metric with ALF type asymptotics, and conclude by saying it is hyperkähler.
In a nutshell, if (X, g) denotes an ALE gravitational instanton as above (minimal resolution) with volume form Ω g , and giving back its freedom to m ∈ (0, +∞), the result we get following this program is:
Theorem 2.1 There exists a one-parameter family of hyperkähler metrics g RF,m on X, with volume form Ω g , which are Kähler for I In this statement,f m is a smooth extension of the pull-back of π * f, with f computed with m, via the I X 1 -holomorphic identification between infinities of C 2 /D k and X; R is defined likewise.
Let us come back to the program itself; as suggested, we run it once m is fixed, so we omit this parameter if not needed. Point 1. is rather clear, and does not need further detailed explanations. The gluing (point 2.) will be performed in next section. The correction of the Ricci-form (point 3.), which requires several steps of extra analytic work, is finally dealt with in sections 2.3, 2.4 and 2.5.
Nonetheless, we shall explain first why we restrict ourselves to minimal resolutions from point 1, and do not deal with the general case of deformations. Assuming we are in this general situation, call π the projection C 2 → C 2 /D k and Φ an asymptotically tri-holomorphic diffeomorphism identifying C 2 /D k and X outside of compact subsets. We thus have three complex structures I X j , verifying the quaternionic relations, such that
and this is sharp in general. In order to make a rough prototype of a Ricci-flat Kähler metric near infinity on X, one would like to take
; we can think that for instance the estimate |ι
) is rather nice. On the other hand, the error term between (π • Φ) * f and one can interpret dI
One could think though that we should get and R −1 from the differentiation in (5); computations like those we make below (see e.g. the proof of Proposition 2.3) however show that hope is not justified, and that the regularity we have on objects like ι X 1 for e does not propagate for such objects when considered via f. These heuristic estimates are a bit rough; nonetheless, even a precise computation of the objects in play does not enable us to make them better. A way to bypass this difficulty may lie in the choice of the potential.
Gluing the Kähler metrics
In this section, we work both on X and on C 2 for convenience. Since we fix the dihedral group D k we work with, we fix the notation Γ = D k for the rest of the article. To simplify the notations, we will not write the pull-backs explicitly when there is no risk of confusion.
Volume forms on minimal resolutions. On minimal resolutions X of C 2 /Γ for the pair (I 1 , I X 1 ), endowed with their ALE metric g, one can assume that the volume form Ω g is the same as the volume form Ω e induced by the euclidean metric on X (this holds independently of the dihedral character of Γ); the volume form Ω g in Theorem 2.1 is thus well-known. This also tells us that the O(r −6 ) term in the volume form of the Eguchi-Hanson metric presented in Example 0.4 is only an artifact due to the non-exhaustive expansion we give for the metric (nonetheless, this error term seems to be the correct error term in the more general case of deformations).
The gluing. In order to make a global Kähler metric with f pushed-forward to X minus a compact subset, we shall work with Kähler forms and more precisely with potentials, and use the already global ω g . We will also need a cut-off smooth non-decreasing function, χ say, such that
We need a smooth nondecreasing convex function as well. We will denote by κ : R → R such a function, with the behaviour:
(and as a consequence, one can choose χ = κ ′ ). Moreover, we denote by ϕ 0 a smooth function on X such that
for all ℓ ≥ 1, where r is a smooth positive function on X extending the pushforward of the usual r of C 2 . In particular, dd c ϕ 0 ≥ 0 in the sense of I X 1 (1,1)-forms near infinity. Such a ϕ 0 can be chosen so that
Remark 2.2 Here one could have taken ϕ 0 so that the equality ω g = dd c ϕ 0 exactly holds outside of a compact subset of X; this would have allowed us to avoid the analytic machinery we use in the following two sections. We decided however to leave the error term α 0 , somehow artificially, because such a perturbation would have to be dealt with if performing our program in the case that X is a deformation of C 2 /Γ; we think indeed that the analytic considerations developed here would transpose nicely to that case, in order to get then a result generalizing Theorem 2.1 to any D k ALE instanton.
Recall that ϕ is the Taub-NUT potential with fixed mass parameter m. We state:
Proposition 2.3 Take K ≥ 0 so that the identification Φ between infinities of C 2 /D k and X is defined on ϕ ≥ K. Consider r 0 ≫ 1, β ∈ (0, 1] and set
whereφ 0 = χ(r − r 0 )ϕ 0 Then if the parameters K and r 0 (resp. β) are chosen big enough (resp. small enough), the symmetric 2-tensor g m associated to the (1, 1)-form
is well-defined on the whole X, is a Kähler metric, is ALF in the sense that
and its volume form Ω m verifies
for ℓ = 0, 1, 2, 3, where Ω g is the volume form of the ALE metric g.
Proof.
The proof splits into three steps, the first two corresponding to an analysis of each of the two components of the potential Φ m . In the first step, we deal with the component κ • (ϕ − K) and adjust K; roughly speaking, we add an ALF part to an ALE Kähler metric, and get a metric which is asymptotically a sum ALE+ALF. This is the easy part. In the second step, we deal with χ (r − r 0 ) β φ 0 ; this corresponds to killing the ALE part of the previous sum, in order to get an asymptotically ALF metric. Since we schematically subtract a metric to another one, this operation, where r 0 and β are adjusted, needs to be carried out carefully to guarantee that the result is still a metric; this is why this second step is a bit more delicate than the first one. In the third step, we deal with the asymptotics of g m and of its volume form.
First step. Take K as in the statement. A direct computation yields:
Now since κ is convex, κ ′′ • (ϕ −K)dϕ ∧d c ϕ is always nonnegative in the sense of I 1 (or I X 1 ) (1,1)-forms. Moreover, dd c ϕ is nothing but ω f , with ω f = f(I X 1 ·, ·) where this makes sense, so that finally, as soon as K is big enough, dd c κ • (ϕ − K) ≥ 0 on the whole X, and
≥ ω g on the whole X, and this (1,1)-form equals ω g + ω f near infinity, namely on {ϕ ≥ K + 1}. We fix K once for all.
Second step. Let us choose now r 0 so that {r ≥ r 0 } makes sense on X and is a subset of {ϕ ≥ K}. One has, if settingα 0 := ω g − dd cφ 0 , which equals α 0 defined in (2.2) on {r ≥ r 0 + 1}:
We deal separately with the different summands:
• 1 − χ (r − r 0 ) β ω g is everywhere nonnegative;
• χ (r − r 0 ) β α 0 is O(r −6 ) for g (or e) (independently of β) and is zero on {r ≤ r 0 }, so is bounded below by − 1 2 ω f on {r ≥ r 0 } provided that r 0 is fixed big enough; we fix such an r 0 once for all;
• by construction, there exists some constant C (depending on r 0 , which is fixed, but independent of β), such that:
taking a bigger constant (still independent of β) if necessary to take into account the contributions of dr = O(1), dd c r = O( 1 r ), χ ′ (r − r 0 ) β and so on, one thus has:
on the annulus where the left-hand side member may not vanish identically, i.e. {r 0 ≤ r ≤ r 0 + 1}. Now on this region (r − r 0 ) β ≤ 1, so the latter bound becomes C(β + β 2 ).
Take c > 0 small enough so that ω f ≥ c r ω g on {r ≥ r 0 }, and choose β small enough so that
on {r 0 ≤ r ≤ r 0 + 1}, and the left-hand side member vanishes elsewhere.
Finally, on X\{r > r 0 }, ω m := ω g + dd c Φ m ≥ ω g ; on the annulus {r 0 ≤ r ≤ r 0 + 1}, ω m ≥ 1 4 ω f ; on the neighbourhood of infinity {r ≥ r 0 + 1}, ω m ≥ 1 2 ω f . In other words, ω m is positive, hence Kähler, on the whole X.
Third step. Near infinity, namely on {r ≥ r 0 + 1}, ω m = dd c ϕ + α 0 = ω f + α 0 . We are thus left with proving that (∇ f ) ℓ α 0 f = O(R −3 ) for ℓ ∈ {0, . . . , 3}. The case ℓ = 0 does not require much work: write |α 0 | f ≤ |g| f |α 0 | g (α 0 is a (0, 2) tensor) and |g| f = O(r 2 ), since g ∼ e, so |α 0 | f = O(r −6 ), which is a O(R −3 ). In order to evaluate ∇ f α 0 , let us work on C 2 \B, where we use global coordinates adapted to e, and also of global coordinates and connection 1-from adapted to f. We still denote the pull-back of α 0 by α 0 . Let us write on C 2 \B
On the one hand,
) for e, i.e. dα jk are so. Since they are 1-forms, one gets that they are O(r −8 ) for f (we lose the r −1 we won by differentiating α jk ), and then that
On the other hand, we have to estimate the ∇ f dx j ; we state:
We show these estimates after the end of the current proof.
For now, we conclude from these estimates and formula (7) that |∇ f α 0 | f = O(r −6 ), which is a O(R −3 ), and we transpose this estimation on X near its infinity. It is an easy induction to prove that (∇ f ) ℓ α 0 f = O(R −3 ) for ℓ = 2, 3. Let us deal finally with the final on the volume form of ω m . One writes
Moreover, the central form Ω f − Ω e vanishes, and thanks to our assumption that X is a minimal resolution of C 2 /Γ, so does Ω e − Ω g .
Proof of Lemma 2.4. We shall only deal with the estimate on ∇ f dx 1 , since it will be rather clear from our computations that those of the (∇ f ) ℓ dx 1 , ℓ ≥ 2, would be established in a similar way. The estimates on the (∇ f ) ℓ dx j , j = 2, 3, 4, would furthermore be obtained by symmetry.
From Lemma 1.12, using the orthonormal frame (e * j ) given by in Lemma 1.14, one has
One handles this formula in the following way (estimations are made w.r.t. f):
• e 4my 1 2R
(V x 4 dy 1 + x 3 η) + x 1 dy 2 + x 2 dy 3 , so
since e 2my 1 = O( r R 1/2 ) from formula (4); similarly,
3 ) = O(r), and thus the first line of the RHS of (8) is a O(r) ;
2 ) from Lemma 1.14; x 1 , x 2 = O(r), and e 4my 1 2R
x 3 , e 4my 1 2R
. The second line of the RHS of (8) 
; the last line of the RHS of (8) 
is a O( r R
).
Collecting these estimates, we can conclude that
Making the metric Ricci-flat near infinity
We shall see now that we can correct our metric g m to a metric which is Ricci-flat in a neighbourhood of infinity. Indeed, before making the metric Ricci-flat on the whole X, which is the final aim of point 4. in the program sketched in paragraph 2.1, we need to control our metric up to higher orders. The price to pay to correct g m is a slight loss of accuracy in the asymptotics of the metric for low orders, which may seem paradoxical since we want to improve regularity. However, a way to obtain the regularity we need, which is local near infinity, once we have a Ricci-flat metric outside a compact subset, is putting it in an adequate gauge, which corresponds to looking at it with a better chart at infinity. This compensates the slight loss alluded to above, and provides actually asymptotics at any order.
For now, we settle the problem of getting Ricci-flatness outside of a compact subset of X; we perform the change of gauge in next section.
The first point uses a standard implicit functions theorem; in order to apply it properly, we have to introduce quickly weighted Hölder spaces. Notice that thanks to the asymptotics of Proposition 2.3, and since f has a nonnegative injectivity radius, so does the metric g m produced in this proposition; denote this injectivity radius by inj gm .
Definition 2.5 (Weighted Hölder spaces.) Let (k, α) ∈ N × [0, 1), and δ ∈ R. For any C 0,α tensor u, define
whereR is a positive smooth extension of R on X. We define the weighted Hölder space C k,α δ as the space of C k,α functions f such that
where the norms · C 0 are computed with g m . We endow this space with this
In the definition of [·] α δ (formula (9)), the difference u(x) − u(y) is interpreted in a usual way, i.e. bringing u(y) to x with the parallel transport along the minimizing geodesic joining y to x. Remark 2.6 Notice that in view of the asymptotics of ω m , one would have obtained the same C k,α δ if defined with (a smooth extension of ) f, as long as k+α+δ ≤ 3 (δ ≥ 0).
We recall that g is the original hyperkähler ALE metric on X.
Proposition 2.7 Take (α 1 , δ 1 ) ∈ (0, 1) 2 such that α 1 + δ 1 < 1. Then there exists R 0 = R 0 (α 1 , δ 1 ) and a smooth function ψ ∈ C Proof. Consider the cut-off function χ of the previous section (see equations (6)), take R 0 ≫ 1, set χ R 0 = χ(R − R 0 ) on {R ≥ R 0 } and extend it by 0 in elsewhere; this makes sense provided R 0 is large enough. If we solve the problem
with
where α 1 , δ 1 > 0 and α 1 + δ 1 < 1, such that ω m +dd c ψ > 0, then we are done up to the positivity assertion, since the smoothness of ψ, which is purely local, will follow at once from local ellipticity arguments. Now, we want to solve our problem (10) with the implicit function theorem. Indeed, the linearisation of the Monge-Ampère operator
is, up to the sign, the Laplacian operator ∆ gm of g m . Moreover, we know that g m is C 0,α
close to f, with α, δ ∈ (0, 1), α + δ ≤ 1 and α > α 1 , δ > δ 1 . Let us quote the following lemma:
is an isomorphism if ν ∈ (0, 1), and surjective with kernel reduced to the constants if ν ∈ (−2, 0).
We postpone the proof of this lemma below.
We get from this lemma isomorphisms ∆ gm :
, where E
• * (x 0 ) is the space of C
• * functions vanishing at some fixed point x 0 ∈ X.
So the last ingredient we need to apply the implicit function theorem to our Monge-Ampère operator is making the right-hand side member in (10) arbitrarily close to ω 
) and α 1 + δ 1 < 1, an easy interpolation provides this estimate for R 0 big enough.
We can thus apply simultaneously the implicit function theorem for our MongeAmpère operator, and get ψ 0 ∈ C 2,α 1 δ 1
δ 1 −2 satisfying problem (10). Before we see that ψ 0 = ψ 1 = ψ 2 , we shall check that the ω ψ j are positive.
In any cases, ω ψ j = ω m + o(1), this o(1) being computed with ω m , so that ω ψ j is positive near infinity. Now, its volume form, which we can interpret as det ωm (ω ψ j )ω 2 m , never vanishes, and hence neither do its eigenvalues with respect to ω m . Thus the ω ψ j are indeed positive as I X 1 (1,1)-forms on the whole X. To see that ψ 1 = ψ 2 , let us set ψ 12 = ψ 1 − ψ 2 , call g ψ 1 (resp. g ψ 2 ) the metric associated to ω ψ 1 (resp. ω ψ 2 ), and observe that
On the other hand, ω ψ 1 + ω ψ 2 is a Kähler form, namely that associated to g 12 := g ψ 1 + g ψ 2 , so actually (ω ψ 1 + ω ψ 2 ) ∧ dd c X ψ 12 = −∆ g 12 ψ 12 vol g 12 . In other words, ψ 12 is harmonic for g 12 . But ψ 12 = O(R 2−δ ), and g 12 is close enough to the Kähler metric 2g ψ 1 , which is itself close enough to 2g m say, so that we know that ψ 12 is constant. Since ψ 12 (x 0 ) = 0, ψ 12 ≡ 0, i.e. ψ 1 = ψ 2 . The identity ψ 0 = ψ 1 is deduced in the same way.
Notice however that the last argument in the latter proof works thanks to the complex dimension 2.
Proof of Lemma 2.8. The statement for ∆ gm :
with ν ∈ (0, 1) is done in the appendix of [BM] . Using the same techniques, and the facts that 0 is the first critical weight, authorizing constants, and −2 is the second critical weight, we get the assertion on ∆ gm :
with ν ∈ (−2, 0). The fact that the second critical weight is −2, and not −1, is due to the action of D k , which makes (C 2 /D k , f), hence (X,f ), into a circle fibration over R 3 /± at infinity.
Improvement of the asymptotics
When one has a Ricci-flat metric, it is a somehow usual trick to put it in an adequate gauge to improve the regularity we can state on it. Roughly speaking, this process corresponds to look at the metric in a better chart, in which the artifacts of its construction disappear, letting one use inductive ellipticity arguments to reach the desired regularity. We hence want to look at our metric g ψ pulled-back by some diffeomorphism, or, which is equivalent for our purpose, to look at its pull-back on C 2 pulled-back once more by a diffeomorphism of C 2 ; we work on this space instead of X for minor technical reasons. Before explaining what will guide us for the choice of such a diffeomorphism, let us specify the class we shall take it in.
The diffeomorphisms
We recall that the orthonormal frames (e i ) and (e * i ) are given in paragraph 1.2.3. Definition 2.9 Let (k, α) ∈ N * × (0, 1), and let ν > 0. We denote by Diff k,α ν the class of diffeomorphisms φ of C 2 such that:
• φ has regularity (k, α);
• there exists a constant C such that for any
• take R 0 ≥ 1 such that for any x ∈ {R ≥ R 0 }, then d f x, φ(x) ≤ inj f . Denote by γ x : [0, 1] → C 2 the minimizing geodesic for f joining φ(x) to x and by p γx the parallel transport along γ x . Consider the maps φ ij :
, and extend them smoothly to {R ≤ R 0 }. We then ask φ ij C k−1,α ν+1 to be finite. Proof. This statement is standard, so we will content ourselves with a word on the injectivity of the φ Y . Suppose Y C k,α ν ≤ 1. Take a triplet (y, x 1 , x 2 ) of points of X such that y = φ Y (x 1 ) = φ Y (x 2 ). With the estimate Rm
We endow Diff
one gets a constant C independent of the points and
. This can be made within two steps; first we call γ i the geodesic t → exp
2. interpolate between the geodesics γ 1 and γ 2 via a minimizing geodesic α = exp f x 1 (·Z) joining x 1 to x 2 to get
the interpolation can be written for example as γ s (t) = exp f α(s) tY α(s) .
The gauge and its consequences
We are now ready to put the metric g ψ , pulled-back to C 2 and extended smoothly, in so-called Bianchi-gauge with respect to f, at least outside a compact set. We denote by
d tr g the Bianchi operator of any Riemannian metric on C 2 . Recall that Φ is a holomorphic identification between infinities of C 2 /Γ and X, and that π is the projection C 2 → C 2 /Γ. We assume that the parameter δ 1 in Proposition 2.7 is fixed > 1 2 . We state:
Proposition 2.11 Let (α 2 , δ 2 ) ∈ (0, 1) 2 such that α 2 < α 1 , 1 2 < δ 2 < δ 1 , with (α 1 , δ 1 ) fixed in Proposition 2.7. There exists a smooth diffeomorphism φ ∈ Diff
near infinity on C 2 , where g ψ stands for the metric of Proposition 2.7. Moreover, φ can be chosen so as to commute with the action of Γ.
Before proving Proposition 2.11, we state the following consequence:
, 1) and φ as in Proposition 2.11, and denote byφ the diffeomorphism induced on the infinity of X by the diffeomorphism φ of Proposition 2.11.
Proof of Proposition 2.11. Recall that χ is the smooth nondecreasing cut-off function defined such that (6) holds. Now, for R 1 big enough,
is a well defined metric on X, and is in the set Met
δ 1 +1 close to f; it is moreover Γ-invariant. We want to find φ ∈ Diff 1,α 2 δ 2 such that B φ * f (g R 1 ) = 0, so that (11) will be verified on {R ≥ R 1 + 1}. Hence we are led to look at the operator Ψ : Diff
where of course, C 0,α 2 δ 2 +2 (T * C 2 ) denotes the space of C 0,α 2 δ 2 +2 1-forms on C 2 . Indeed, we want to use the implicit function theorem in a neighbourhood of (id, f) to find φ once g is fixed, and we are interested in choosing g = g R 1 . Now, this latter R 1 can be arbitrarily big, provided that g
is arbitrarily small. But this is precisely the case, since (g ψ −f ) ∈ C 1,α 1 δ 1 on X, and α 2 < α 1 , δ 2 < δ 1 (whereas we would have no mean to claim that
It only remains to observe that the derivative of Ψ at (id, f) with respect to its first argument is an isomorphism between C
f acting on vector fields, since f is Ricci-flat. It is precisely an isomorphism in our situation; until the end of this proof, since we do not use α 1 and δ 1 anymore, α and δ stand for α 2 and δ 2 .
• injectivity:
The boundary term is a O(t 2−δ−(δ+1) ) = O(t 1−2δ ) (the spheres of radius t have their volume in t 2 in Taub-NUT geometry), and hence
. Such a v is thus parallel, and since it tends to 0, we must have v = 0. Notice that since there is no critical value in (0, 1), the injectivity of (∇ f ) * ∇ f still holds when δ ∈ (0,
].
• surjectivity: according to the theory of elliptic operators in weighted spaces, the surjectivity of
we get by weighted elliptic estimates (see the techniques of [BM, App.] 
1−δ , and thus w = 0. Finally, we have to check that the vector field Y such that Ψ(φ Y , g R 1 ) = 0 given by the implicit function theorem is Γ-invariant; it is a direct consequence of its uniqueness (if chosen close enough to 0), and the Γ-invariance of the problem Ψ(φ · , g R 1 ) = 0. The smoothness of Y , and hence that of φ Y , is purely local.
Remark 2.13 We chose to work back on C 2 with f instead of staying on X with f to have exactly a rough Laplacian, and not (∇f ) * ∇f + Ricf . Indeed, since Ricf has no reason to be small where we extended f on X, we would not have been able to give an isomorphism statement for the latter operator. It reduces nonetheless to a rough Laplacian near infinity; an alternate proof could thus consist in working with diffeomorphism of X minus some compact set, and solve a Dirichlet problem as linearized problem.
Proof of Corollary 2.12. Take φ as in Proposition 2.11. Then since g ψ is Ricci-flat at infinity, one has, outside of a compact subset of X,
SetF :=φ * f where it makes sense, and extend it as a Riemannian metric on X. Set also
. Since ΦF is an operator of order 2, we can write schematically
where P ε, ∂ε, ∂ 2 ε is some combination of ε, its first and second derivatives, which is at least quadratic, and with coefficients depending on F. Now, in local coordinates,
where S ij means the symmetrization with respect to indexes i and j of its argument, and Γ(h) the Christoffel symbols of h.
The interest of this formula lies in the following: in P ε, ∂ε, ∂ 2 ε , 1. the only occurrence of the second derivatives of ε = g ψ −F, which we denote by ∂ 2 ε in (12), is via a tensor of type ε ⊙ ∂ 2 ε, where ⊙ is some algebraic operation with coefficients depending only on g ψ andF;
2. there is no appearance in (12) of terms of type ε ⊙ ε, unless through a term of type ε ⊙ ε ⊙ ∂ε;
3. the algebraic coefficients are controlled (forF say) in C 1,α 2 .
Let us sum up those three points by saying that
which provides us with control of
. On the other hand, sinceF is Ricci-flat in a neighbourhood of infinity, the derivative dFΦF there is well-known: it is nothing but 1 2 LF, where LF denotes the Lichnerowicz Laplacian associated toF. Now since ε ∈ C 1,α 2 1+δ 2 , the perturbed Laplacian
(where we emphasize that the bareheaded ε is seen as fixed ) is C 1,α 2 1+δ 2 close to 1 2 LF, and in particular is elliptic near infinity. The weighted estimates are thus the same for this operator as for 1 2 LF (at least near infinity). Since ε ∈ C 1,α 2 1+δ 2 , we get from (13), which we rewrite as L ε ε ∈ C 0,α 2 2δ 2 +3 , that ε ∈ C 2,α 2 1+δ 2 , near infinity and hence on X, since it is smooth.
Plugging back this estimate into (13), we get L ε ε ∈ C 1,α 2 2δ 2 +3 , with L ε C 2,α 2 δ 2 +1 close to 1 2 LF. It follows that ε ∈ C 3,α 2 1+δ 2 near infinity, and thus on the whole X. An immediate inductive repetition of these arguments provides finally that ε ∈ C ∞ δ 2 +1 .
Reformulation of Corollary 2.12. Set now (on C 2 ) y j = φ * (y j ) and η = φ * (η), and so on, so that near infinity on X,F = V (dy
Forgetting the projection π and the identification Φ, since I 1 is parallel for g ψ , in view of Corollary 2.12, it is a rather simple exercise to write
with ε ∈ C ∞ δ 2 +1 , and (I 1 V dy 1 − η) and
2.5 Making the metric Ricci-flat on the whole X.
We perform now the very last step of our program. For this we state a general Calabi-Yau theorem for Kähler ALF 4-manifolds of dihedral type -terminology is made clear right after the statement-, which we prove in next part:
4-manifolds of ALF dihedral type. Before applying this theorem to our construction, we shall define the terms it involves. In particular, let us make precise the
is a complete Kähler manifold of real dimension 4 such that:
• outside a compact subset, Y admits a holomorphic two-sheeted covering space (Y, J Y ) which is the total space of an S 1 -fibration ̟ = (y 1 , y 2 , y 3 ) over R 3 minus some ball;
• the fibration is covariant under the Z 2 -action on Y: if α generates the Z 2 -action, then ̟ τ (y) = −̟(y) for any y ∈ Y;
• g Y is asymptotic to some metric h adapted to the fibration; more precisely, there exists L > 0 and an
T is the infinitesimal generator of the S 1 -action on the fibers, then µ(T ) = 1, and
then for some ν > 0, if we still denote by h its push-forward to Y ,
We also assume the following decay condition on the connection form µ:
where D is the standard connection on R 3 and ρ is the radius on R 3 , transposed and extended smoothly on Y .
• the complex structure J Y and ̟ are compatible in the sense that:
Application of Theorem 2.14. Set Y = X, J Y = I X 1 , g Y = g ψ , and take the fibration induced by φ * (y 1 , y 2 , y 3 ) on (C 2 \B)/ < ζ k >, with φ the diffeomorphism involved in the gauge process (section 2.4). This provides (X, g ψ , I
X 1 , ω ψ ) the structure of an ALF 4-manifold of dihedral type. The parameter L, the geometric interpretation of which is the length of the fibers at infinity, becomes
Ωg vol g ψ , so that Ω g = e f vol g ψ ; since f is smooth and has compact support, it verifies the hypotheses of Theorem 2.14 for any β ∈ (0, 1).
The theorem now gives us a ϕ which is in C ∞ β for any β ∈ (0, 1) and such that
and ω RF := ω ψ + i∂∂ϕ is Kähler by the usual arguments (equivalent to ω ψ at infinity, nowhere-vanishing determinant). The associated Riemannian metric, g RF say, is thus Kähler for I X 1 and Ricci-flat, and
for any β ∈ (0, 1).
Conclusion of the program. The Ricci-flat metric g RF is also hyperkähler; indeed, set ω j = g(I X j ·, ·), j = 2, 3, and denote by θ the holomorphic (2,0)-form ω 2 + iω 3 . Then θ ∧ θ = 4Ω g . Hence θ has constant norm with respect to g RF and is thus parallel ; so are ω 2 and ω 3 . Define endomorphisms J X j of T X by ω j = g RF (J X j ·, ·), j = 2, 3. Elementary manipulations tell us these are almost-complex structures, that g RF is hermitian for them, and that J for any δ ∈ (0, 1); the naive prototype (Φ • π) * f on X is thus a rather good approximation to the desired Ricci-flat metric. Despite this though, let us observe that we have to make some detour by a diffeomorphic perturbation of f to perform the last step of our construction. This concludes the program we fixed at the beginning of this part, and completes the proof of Theorem 2.1.
Proof of Theorem 2.14
We shall use for proving Theorem 2.14 a classical method in the study of Monge-Ampère equations: the continuity method. This method was suggested by E. Calabi for the solution of the complex Monge-Ampère equation on compact Kähler manifolds. Since the successful use by Yau [Yau] of this method, it has been adapted to different non-compact settings; let us quote here the version by Joyce [Joy, ch. 8] for ALE manifolds, which greatly inspired ours. We also refer the reader to Tian and Yau's seminal work [TY1, TY2] , which pioneered the research on generalizing Calabi-Yau theorem to non-compact manifolds. We shall mention a result by Hein [Hei, Prop. 4 .1] too, very similar to ours if taking Hein's parameter β, but dealing with less precise asymptotics.
We hence start this part by describing the method, and follow by the analytic work (in particular, a priori estimates) it requires.
The continuity method.
The principle of this method is not to solve directly the Monge-Ampère equation (14), but to solve a one-parameter family of such equations in which the right-hand side term moves from ω
Y . Concretely, we consider the equations
for t ∈ [0, 1]. Now set S := {t ∈ [0, 1]| (E t ) has a unique solution ϕ t ∈ C ∞ β }; the weighted space involved in this definition is defined on Y in total analogy with those of section 2.3 (replace g m by g Y ,R by ρ, and so on), and we could express Theorem 2.14 by writing f ∈ C ∞ β+2 and ϕ ∈ C ∞ β . Up to the uniqueness of the solution 0 of (E 0 ), it is obvious that 0 ∈ S. We shall then prove:
1. the set S is closed (section 3.2); 2. the set S is open (section 3.3).
Theorem 2.14 then follows from an immediate connectedness argument.
In order to prove the openness of S, one observes that the linearisation of the Monge-Ampère operator is (nearly) a Laplacian, close enough to ∆ g Y ; this allows one to use the isomorphisms induced between some Hölder spaces, plus ellipticity of such an operator. This is done in section 3.3.
On the other hand, in order to prove the closedness of S (the hard part), we need some compactness properties for solutions of a family of (E t ), and this we get by establishing a priori estimates on such solutions. This is done in paragraph 3.2.5.
The easiest part is the uniqueness of the solution of any (E t ), and we shall deal with it now as a warm-up.
Lemma 3.1 Let t ∈ [0, 1], and let ϕ 1 , ϕ 2 be two solutions of (E t ). Assume that ϕ 1 and ϕ 2 ∈ C ∞ β . Then ϕ 1 = ϕ 2 .
Proof. This is essentially the same argument as that used to prove the uniqueness of g RF above, namely if for some t, ϕ 1 and ϕ 2 are C 2 β solutions of (E t ), then ω ϕ 1 = ω Y + i∂∂ϕ 1 is a Kähler form equivalent to ω Y , and denoting by ∆ 1 the Laplacian of its associated metric, one gets that ∆ 1 (ϕ 1 − ϕ 2 ) has constant sign. Since ϕ 1 − ϕ 2 tends to 0 at infinity, we thus have ϕ 1 = ϕ 2 .
3.2 Closedness of S: a priori estimates.
We are proving in this paragraph an a priori estimate on the C 0 norm of a solution of a Monge-Ampère equation on Y .
The estimates can already be deduced from [Hei, Prop. 4 .1]; we give our own proof though, because weighted C 0 estimates will be established below ( §3.2.3) in a very similar but slightly more complicated way.
The techniques used here are quite close to the ones used by Yau in the compact case, namely a recursive use of integration by parts giving a variation of Moser's iteration adapted to the Monge-Ampère equation, and their adaptation by Joyce for his version of the Calabi-Yau theorem on ALE manifolds. Nonetheless, because ALF geometry is quite different from ALE geometry, we write in detail the manipulations that need to be adapted to our framework. In particular, because of different measures on both sides of a Sobolev inequality (Lemma 3.3) we make a crucial use of, our system of weights in the following integrals is not the same as Joyce's.
We start with the following :
where both integrals are finite.
Notice that in this lemma f plays the role of tf in our problem, but this is not an issue since a C 0 β+2 bound on f gives uniform C 0 β+2 bounds on the tf .
Proof of Lemma 3.2. First, we set T = ω Y + ω ϕ , with ω ϕ = ω Y + i∂∂ϕ. Picking p > γ −1 and p > 2, we claim that
Indeed, for any real number R big enough, if B R denotes the set {ρ < R} and S R its boundary, Stokes' theorem asserts that
Now since the volume of S R according to g is O(R 2 ), since T is bounded with respect to g Y and since ϕ|ϕ| p−2 d c ϕ = O(R −pγ−1 ) on S R , we get that the righthand-side term is O(R 1−pγ ), and hence goes to 0 as R goes to ∞ by our choice of p > γ −1 . A little computation yields
and on the other hand |ϕ|
Finally, observe that 
This inequality can be compared to [Hei, Prop. 3 .2]; we postpone its proof at the end of the present paragraph. First we initiate the induction by estimating ϕ L
) for some p 0 independent of ϕ. It will be relevant to take ε = 2, and dλ = ρ −1 vol g Y in the following. Our initial estimation states: Proof. Apply inequality (15) to u = |ϕ| p 0 /2 to get:
By Lemma 3.2, we have
Write e f − 1 = e f − 1 a+b with a = . This yields:
Noticing that |e f − 1| = O(ρ −(β+2) ) (and more precisely that at any point,
for some C depending only on the parameters announced. Moreover, we have that (β + 2)bt =
bt is finite and equal to some constant, K t say, also independent of ϕ. So far, we obtain that:
, and the conclusion follows.
We fix now p 0 = 2 γ . Using the same techniques, we can prove a recursive control on ϕ
Lemma 3.5 Under the assumptions of Lemma 3.2, there exists a constant C 1 only depending on β, γ, f C 0 β+2 and g Y such that for any
Proof. The idea is the same as for the previous lemma: apply inequality (15) to u = |ϕ| p/2 , Lemma 3.2 and Hölder inequality (with well-chosen exponents). The first two give, for p > γ −1 , p > 2:
the Lemma will then follow at once. Let us start by the latter inequality. We prove it first for u with have compact support in {ρ ≥ ρ 0 }, where ρ 0 is chosen so that we have the two-sheeted cover Y described in section 2.5 over {ρ ≥ ρ 0 }; this way, we can replace Y by Y, g Y by h and u by its pull-back. Decompose u as u ⊥ + u 0 , with u 0 (x) the mean value of u along the fiber of ̟ passing by x. This makes u 0 a compactly supported function on R 3 \B (B the unit ball). Take spherical coordinates (ρ, θ, φ) on R 3 . Then
which we rewrite as
(Cauchy-Schwarz inequality), i.e.
Now for the component u ⊥ , after pulling it back on Y, one has Y u
Since u ⊥ has zero mean along the fibers, fiber u 2 ⊥ µ ≤ c fiber d|u ⊥ | 2 h µ for some c independent of the fiber, and thus Y u
we even have a ρ −2 factor in the RHS, which we can loosely get rid of. Adding these estimations on separate components, we get that
h vol h , which easily transposes on Y with g Y . Now, to extend this Hardy type inequality to a general u as in the statement, one may proceed as in [Auv, §1.4.1] ; the only point to be noticed is that the only integrable constant on Y for ρ −1 vol g Y is 0 (this replaces a zero mean assumption). We now prove the Sobolev type inequality (16). Since such an inequality is known on compact manifolds, we can assume that u has compact support on {ρ ≥ ρ 0 }. We pull-back u to Y once more, and split it again into u 0 + u ⊥ . We easily get the inequality on u ⊥ (and even a much better one) by using the standard Sobolev embedding on the circle. Now for the component u ⊥ , we write R 3 \B = ℓ≥0 A ℓ , where A ℓ is the annulus {2 ℓ ≤ ρ ≤ 2 ℓ+1 }. Denote by κ ℓ : A 1 → A ℓ the homothety of factor 2 ℓ , and write:
The norms here are taken for g R 3 . We used the Sobolev embedding
between the first and the second lines, and denoted its norm (to the power 4) by c.
Unweighted second order and third order estimates.
The technique we use here is really the same as that used by Joyce in the ALE case, and which is essentially the same as in the compact case. It is based on the following observation.
Y . Denote by F the function log(4 − ∆ϕ) − κϕ on Y where κ is any constant and ∆ the Laplacian of g Y , and by ∆ ′ the Laplacian operator with respect to ω ϕ . Then there exists a constant C depending only on Rm ω Y C 0 such that
We do not prove this proposition, because (up to some minor changes, like 4, which is the real dimension of Y , instead of its complex dimension because we use i∂∂ instead of dd c ) it all comes from a local formula, which is proved in [Yau] , [Aub] or [Joy] . Nevertheless, because the computation of this formula can be considered as a tour-de-force, we quote it now: in the conditions of the proposition, if g ′ is the metric ω ϕ (·, J Y ·), in local holomorphic coordinates and with Einstein's summation convention, one has
Here and in what follows, ∇ is the Levi-Civita connection of g Y . We bring also the precision that 4 − ∆ϕ is always positive: take the trace with respect to ω Y of ω ϕ , which is automatically positive as we saw when proving the uniqueness of the solution of (E t )), and even ≥ 4e f /2 , so that its inverse is a priori bounded above. Furthermore, it is not hard to deduce from Proposition 3.8 a second order estimate on ϕ:
Corollary 3.9 Under the assumptions of Proposition 3.8, there exists a constant Q ≥ 0 depending only on β, γ, f C 0 β+2 , ∆f C 0 , g, m and Rm ω Y C 0 such that ∆ϕ ≥ −Q.
Proof. Fix κ = C + 1 in Proposition 3.8. Two situations can occur: the function F of this proposition achieves its supremum or not. If not, since decay conditions imply that it tends to 2 log 2 at infinity, we get that 4 − ∆ϕ ≤ 4e κϕ , and conclude with Proposition 3.7.
If now F achieves its supremum, at a point p say, we have that ∆ ′ F (p) ≥ 0, and a little computation using this inequality shows that at p, tr
, and since F ≤ F (p) on Y , the conclusion follows, noticing that C ′ and ϕ C 0 only depend on the parameters announced in Propositions 3.7 and 3.8. Details can be found in [Joy] .
Using now the positivity condition on ω ϕ and the upper and lower estimates on ∆ϕ, one gets :
Y . Then there exist some constants Q 1 and Q 2 depending only on β, γ, f C 0 β+2 , ∆f C 0 , g Y , and Rm ω Y C 0 such that
Finally, we give a third order estimate :
Proof. Here again we do not give the complete proof because it is very similar to the one in [Joy] . We only say a few words about the main ingredients. Set S so that 4S 2 = ∇i∂∂ϕ 2 C 0 , with ∇ the Levi-Civita connection of g Y . Formula (17) tells us that ∆ ′ (∆ϕ) ≥ cS 2 − C for some constants c > 0 and C depending only on the parameters announced. Moreover, a hard but local computation shows that ∆ ′ (S 2 ) is equal to a nonpositive quantity plus a linear term (with coefficients that are polynomials in e f , ω ϕ , ∇ 2 f , Rm ω Y ) in ∇i∂∂ϕ and a quadratic term (with coefficients that are polynomials in e f , ω ϕ , ∇ 3 f , ∇R) in ∇i∂∂ϕ. This we can sum up by saying there exists a constant C ′ depending only on the parameters announced such that
C; one concludes according to (S 2 − 2c −1 CC ′ ∆ϕ) achieves its supremum at some point (and using its ∆ ′ is ≥ 0 at this point) or not (and using decay conditions).
3.2.3 C 0 δ estimates. We now prove an estimate on a weighted C 0 -norm of a solution of a complex Monge-Ampère equation on Y .
For this, we take a point of view close to that of paragraph 3.2.1 but we estimate ϕρ
, instead of ϕ C 0 with the same iteration. Of course, putting a weight ρ pδ makes the integrations by parts a bit more complicated, but the whole spirit of the proof remains the same. Here again we write the computations in detail since they differ at some points from Joyce's.
To begin with, we state the weighted integration by parts formula we are using in our iteration scheme:
Lemma 3.12 Let f ∈ C 0 β+2 , β ∈ (0, 1), and ϕ ∈ C other hand,
Comparing those identities one can write
Then conclude after dividing this by 2, integrating both sides over Y and noticing that i∂∂ϕ ∧ T = (e f − 1)ω 2 and T ≥ ω Y . Checking that all resulting integrals are finite is straightforward with the assumption pγ − q > 1. Now fix δ ∈ (0, γ); we take q in the latter lemma as pδ, so the condition pγ − q > 1 becomes p > 1 γ−δ . The following lemma initiates our sequence of recursive controls:
. Under the assumptions of Proposition 3.10, there exists a constant C 0 depending only on p
We recall that dλ is the measure ρ
Proof. From Lemma 3.12 and Proposition 3.10, and also the facts that dρ = O(1) and dd c ρ = O(ρ −1 ), we get two constants c 1 , c 2 depending only on the parameters announced such that for every p >
(18) We now play the same game of Hölder inequalities as in paragraph 3.2.1 for the first summand of the right-hand side. Indeed,
.
and b = p−1 2p , and tends to 2 as p goes to ∞), t = Proof. We saw in the beginning of the proof of Lemma 3.13 that there exist c 1 and c 2 depending only on the parameters announced such that for all p > Under the assumptions of Proposition 3.10 and the condition δ ∈ (0, γ), it is again an easy exercise, in view of Lemmas 3.13 and 3.14, to get two constants Q δ and C 3 depending only on the same parameters as those announced in Lemma 3.14 such that for every p ≥ p Then ϕ ∈ C k+2,α and there exists a constant Q k,α only depending on β, γ, k, α, f C 0 β+2 , f C k,α and g y C k,α such that ϕ C k+2,α ≤ Q k,α .
Proof. The theorem follows from an inductive use of the crucial Aubin-Yau formula (17), which we recall here:
(∆ ′ stands for the scalar Laplacian with respect to ω ϕ ).
To begin with, suppose k = 3. Then according to the assumptions on f and the conclusions of Propositions 3.10 and 3.11, we have for the moment a C 0 estimate in terms of the parameters announced on the right-hand side. Now the geometry of Y and the asymptotics of g Y allow us to take an atlas of Y of holomorphic balls with uniform radius, such that the pull-backs of g Y to these balls are uniformly bounded above and below, and so are the pull-backs of g ′ . As a consequence the Laplacian operators associated to these latter Kähler metrics are uniformly elliptic in C 0 sense. We can ask furthermore that the family of those balls with the half radius still gives an atlas.
To say this more precisely, we have a family of holomorphic charts π i : B(0, 1) → Y , i ∈ I, such that Y = i∈I π i B(0, 1) = i∈I π i B(0, 1 2 ) and such that there exist constants c > 0 and C depending on the parameters announced such that for all i ∈ I, ce ≤ π * i g ′ ≤ Ce. Then the π * i ∆ ′ are uniformly elliptic, in the C 0 sense. Pulling back the formula above by any π i , the right-hand side is bounded independently of i, and so is π * i (∆ϕ). The standard Morrey-Schauder's theorem tells us that the π * i (∆ϕ) is bounded in C 1,α on B(0, 3 4 ), again independently of i; a careful reading shows quickly that this uniform bound depends only on the parameters of the statement. We can reformulate all this saying that ∆ϕ is in C 1,α , and the corresponding norm is controlled in terms of the parameters. On the other hand, π * i (∆ϕ) = (π * i ∆)(π * i ϕ). We can also suppose our covering is taken so that there exist constants c > 0 and C depending only on the parameters announced such that for all i ∈ I, ce ≤ π * i g and g C 1,α ≤ C. This allows us to apply again a Schauder estimate, and conclude that we have a uniform bound on the π * i ϕ in C 3,α B(0, ) , that is: ϕ ∈ C 3,α and the corresponding norm is again controlled in terms of the parameters announced.
This settles the k = 3 case. Now observe that a C 3,α bound on ϕ together with the assumptions on f (at least, a C 2,α bound) give a C 0,α bound on the right-hand side of (17). Applying again twice the Schauder estimates (once with ∆ ′ which is uniformly elliptic in the C 0,α sense from the previous case, and once to ∆ which is uniformly elliptic in the C 2,α sense) after refining the covering if needed so, one gets the announced C 4,α estimate on ϕ. Following once more this scheme using in particular the C k,α bounds on f , and noticing the Schauder estimates include regularity before giving bounds on C ℓ,α norms, we get the result with k = 5. For the general case, just follow the initiated induction.
We state a similar result for the weighted higher order estimates : Proposition 3.17 Let f ∈ C k,α β+2 ∩ C, β ∈ (0, 1), k ≥ 3, α ∈ (0, 1) and ϕ ∈ C Proof. We use a technical lemma from [Joy] , (Proposition 8.6.12, p.197) , which remains true in our ALF setting; its utility lies in the rescaling process used in linearisation of the Monge-Ampère operator
with α ∈ (0, 1), at point ϕ t , is − e tf 2 ∆ t , where ∆ t is the Laplacian of ω t . Now ω t is C ∞ β+2 close to ω Y ; it follows that ∆ t , and hence − e tf 2 ∆ t , are isomorphisms C 5,α β → C 3,α β+2 . Consequently, (E s ) has a (necessarily unique) solution ϕ s ∈ C 5,α β for all s close to t. At last, we apply Proposition 3.17 to get that those ϕ s are in C ∞ β , which ends the proof of the openness of S, and that of Theorem 2.14.
