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Abstract
Among all simple nonbipartite 2-connected graphs and among all nonbipartite θ-graphs, the minimum least
Q-eigenvalues are completely determined, respectively.
AMS Classification: 05C50
Keywords: Signless Laplacian; Least Q-eigenvalue; 2-connected graph; Nonbipartite
1 Introduction
For a graph G with vertex set V (G) = {v0, v1, . . . , vn−1} and edge set E(G), denote by A(G) (or A for short) the
adjacency matrix andD(G) (orD for short) the diagonal matrix of degrees, whereD(G) = diag(degG(v0), degG(v1),
. . ., degG(vn−1)) with degG(vi) (or deg(vi) for short) denoting the degree of vertex vi. Q(G) = D(G)+A(G) is called
the signless Laplacian matrix. Note that a network can be looked as a graph. Thus we can study the property
of a network by study a graph including the algebraic or combinatoric optimal properties. Note that Q(G) is
symmetric, and positive semi-definite because XTQ(G)X =
∑
vivj∈E(G)
(x(vi) + x(vj))
2 ≥ 0 for any X = (x(v0),
x(v1), . . ., x(vn−1))
T ∈ Rn where x(vi) corresponds to vertex vi. Then the eigenvalues of Q(G) are all nonnegative
reals. The largest eigenvalue of Q(G), denoted by ρ(G), is called the Q-spectral radius of G; the least eigenvalue
of Q(G), denoted by q(G), is called the least Q-eigenvalue of G. From spectral graph theory, it is known that for
a system (multivariate function) fG(X) =
XTQ(G)X
XTX
=
∑
vivj∈E(G)
(x(vi) + x(vj))
2/
∑n−1
i=0 x
2(vi) based on a graph
G, under the condition x(vi) ∈ R for 0 ≤ i ≤ n− 1 and X 6= 0T (where 0T is the zero vector with all entries being
0), max fG(X) is the Q-spectral radius of Q(G); min fG(X) is the least Q-eigenvalue of Q(G). Also from spectral
graph theory, it is known that a vector X ∈ Rn satisfies that fG(X) ≥ ρ(G) if and only if X is an eigenvector of G
corresponding to ρ(G); a vector X ∈ Rn (X 6= 0T ) satisfies that fG(X) ≤ q(G) if and only if X is an eigenvector
of G corresponding to q(G). The eigenvalues of a graph (spectral radius and the least eigenvalue in particular)
are always used to study the properties of the communication in this graph [4]. Moreover, the least Q-eigenvalue
of a graph was used to study the impulsive cluster anticonsensus problem of discrete multiagent linear dynamic
systems [16, 17]. The least Q-eigenvalue of a graph is also looked as a measure to discriminate the bipartiteness
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of this graph because for a connected graph, its least Q-eigenvalue is zero if and only if it is bipartite [5]. These
make the study of least Q-eigenvalue of a graph as a nice topic in spectral research for graphs.
Given a graph G, the cardinality ‖V (G)‖ = n is always called the order, ‖E(G)‖ = m is always called the
size (in this paper, we denote ‖S‖ the cardinality of a set S). Throughout this paper, the graphs considered are
connected, simple (no loops and no multiple edges) and undirected.
There are a lot of results about the Q-spectral radius but much fewer about the least Q-eigenvalue of a graph.
Note again that for a connected graph, its least Q-eigenvalue is zero if and only if it is bipartite. Thus the
research on the least Q-eigenvalue focus mainly on the nonbipartite graphs. Some nice results about the least
Q-eigenvalue of a graph have been shown in [3], [5]-[17] and the references therein. In [10], the authors investigated
the least Q-eigenvalue among all the nonbipartite Hamiltonian graphs of given order and determined the least Q-
eigenvalue. With the motivation to investigate the least Q-eigenvalue about the more general graphs, we consider
the nonbipartite 2-connected graphs.
Now, we recall some notions and notations of a graph. For a graph G, denote by NG(u) the neighbor set of
vertex u. For two different vertices u, v in G, we denote by distG(u, v) the distance between u and v where the
distance is the length of the shortest path from u to v. We denote by L(P ), L(C) the length of a path P and a
cycle C respectively. A cycle with odd (even) length is called an odd (even) cycle. A graph is called complete if
its any two different vertices are adjacent; otherwise, it is called uncomplete. Given a connected uncomplete graph
G, if G has a vertex subset S ⊂ V (G) that G− S is not connected where G− S is the graph obtained from G by
deleting all the vertices in S and all the edges incident with the vertices in S, then S is called a vertex cut of G;
the cardinality ‖S‖ is called the capacity of vertex cut S. The smallest capacity among all the vertex cuts of G,
denoted by c(G), is called the connectivity of G. If G is a complete graph of order n ≥ 2, we define c(G) = n− 1.
A graph with order n ≥ k + 1 and connectivity k is called a k-connected graph. For a connected nontrivial graph
G and a vertex v in G, if G − v is disconnected where G − v is obtained from G by deleting vertex v and all the
edges incident with v, then v is called a cut vertex. Obviously, a connected graph of order n ≥ 3 is 1-connected
if and only if it has a cut vertex. In a graph, two paths P1 and P2 from vertex u to v are called inner disjoint if
V (P1)∩V (P2) = {u, v} (that is, no inner vertex in common). The local connectivity between two distinct vertices
u and v, denoted by p(u, v), is the maximum number of pairwise inner disjoint paths from u to v. The famous
Menger’s Theorem (see [1] and [2] for example) tells us that in a nontrivial connected graph G, p(u, v) ≥ c(G) for
any pair of distinct vertices u and v in G. Hence, in [2], a k-connected graph G is also defined to be the graph
in which p(u, v) ≥ k for its any two distinct vertices u and v. A θ-graph is a 2-connected graph which consists of
three pairwise inner disjoint paths with common initial and terminal vertices.
For a graph G, let G + uv denote the graph obtained from G by adding a new edge uv /∈ E(G) between two
nonadjacent vertices u, v in G; let G − uv denote the graph obtained from G by deleting an edge uv ∈ E(G); for
another graph K with ‖E(K)‖ ≥ 1, E(K) * E(G), let G + K denote the graph obtained from G and K with
new vertex set V (G+K) = V (G) ∪ V (K) and new edge set E(G+K) = E(G) ∪ E(K), where V (K) ∩ V (G) 6= ∅
2
and E(K) ∩ E(G) 6= ∅ possibly. In this paper, we let Cn = v0v1v2 · · · vn−1v0 be the cycle of order n, and let
H(i1, . . . , ik) = Cn + vi1vn−i1 + · · ·+ vikvn−ik where n ≥ 5 is odd, 1 ≤ k ≤
n−3
2 and 1 ≤ i1 ≤ · · · ≤ ik ≤
n−3
2 (for
example, see H(1, 2, . . . , n−32 ) in Fig. 1.1).
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Let n ≥ 4 be an positive even integer, C = v1v2 · · · vn−1v1 be an odd cycle. Let graph Θ(j, k) = C +v0vj+v0vk
where j, k are positive integers that 1 ≤ j < k ≤ n− 1, Θ = Θ(2, n− 1) (see Fig. 1.2). Denote by P1(Θ(j, k)) =
vjvj+1 · · · vk−1vk, P2(Θ(j, k)) = C −{vj+1, . . ., vk−1} = vjvη1vη2 · · · vηzvk if k− j < n− 2 where z = n− k+ j − 2;
P2(Θ(j, k)) = C − {vj+1, . . ., vk−1} = vjvk if k − j = n− 2 (in fact, j = 1 and k = n− 1 now).
In this paper, for determining the minimum least Q-eigenvalues among all the simple nonbipartite 2-connected
graphs and among all nonbipartite θ-graphs, we explore some new results on the structural characteristics, on the
characteristics of the eigenvector for a nonbipartite 2-connected graph, on the relation between the eigenvector and
the structure of a graph, and represent some new results on the influence of the least Q-eigenvalue under some
structural perturbations. Using these tool results, we determine the minimum least Q-eigenvalues among all simple
nonbipartite 2-connected graphs and among all nonbipartite θ-graphs as the following two theorems.
Theorem 1.1 Let G be a nonbipartite 2-connected graph of order n ≥ 3.
(i) If n is odd, then q(Cn) ≤ q(G). Moreover, if the equality holds, then G ∼= Cn or G ∼= H(i1, . . . , ik).
(ii) If n is even, then q(Θ) ≤ q(G) with equality if and only if G ∼= Θ.
Theorem 1.2 Let G be a nonbipartite θ-graph of order n ≥ 4.
(i) If n is odd, then q(Cn) ≤ q(G). Moreover, if the equality holds, then G ∼= Cn or G ∼= H(i) for some
1 ≤ i ≤ (n− 3)/2.
(ii) If n is even, then q(Θ) ≤ q(G) with equality if and only if G ∼= Θ.
2 Preliminary
In this section, three working lemmas in this paper are introduced.
Lemma 2.1 [7] Let G be a connected graph of order n. Then q < δ, where δ is the minimal vertex degree of G.
Lemma 2.2 [6] Let G be a connected graph of order n. Then q(G− e) ≤ q(G).
Lemma 2.3 [15] Let n be an odd positive integer, G be a nonbipartite Hamiltonian graph of order n. Then
q(G) ≥ q(Cn). Moreover, if the equality holds, then G ∼= Cn or G ∼= H(i1, . . . , ik).
3 Main results
Lemma 3.1 Let G be a 2-connected graph, C be a cycle in G, e = uv be an edge in C, ξ be a vertex not in C.
Then in G, there are two paths P1 which is from ξ to u and P2 which is from ξ to v that V (P1) ∩ V (P2) = {ξ}.
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Proof. Let P = uwv and G
′
= G− e+ P where w is a new vertex. Note that there is no cut vertex in G
′
. Thus
we get that G
′
is 2-connected.
By Menger’s Theorem mentioned in Section 1, it follows that in G
′
, there are two inner disjoint paths P
′
1 and
P
′
2 from ξ to w, where u is in P
′
1, v is in P
′
2. Then the lemma follows from letting P1 = P
′
1−w, P2 = P
′
2−w. ✷
Lemma 3.2 Let G be a 2-connected graph, C be a cycle in G, ξ be a vertex not in C. Then there are two different
paths P1 and P2 from ξ to C that ‖V (P1) ∩ V (C)‖ = 1, ‖V (P2) ∩ V (C)‖ = 1, V (P1) ∩ V (P2) = {ξ}.
Proof. By Lemma 3.1, for an edge e = uv in C, there are two paths P
′
1 which is from ξ to u and P
′
2 which is from
ξ to v that V (P
′
1) ∩ V (P
′
2) = {ξ}. From ξ to u along P
′
1, denote by w the first common vertex of C and P
′
1, and
denote by P1 the path from ξ to w along P
′
1 (P
′
1 = P1 possible, V (P1)∩ V (C) = {w}). Similarly, we get a path P2
from ξ to cycle C along P
′
2 that ‖V (P2) ∩ V (C)‖ = 1. Then the lemma follows. ✷
Lemma 3.3 Let G be a nonbipartite 2-connected graph with V (G) = {v0, v1, . . .}, X = (x(v0), x(v1), . . .)T be an
eigenvector of G corresponding to q(G) where x(vi) ∈ R corresponds to vertex vi, and |x(vµ)| = max{|x(vi)| | vi ∈
V (G)}. Then vµ must be in an odd cycle.
Proof. Suppose C is an odd cycle in G. The lemma holds naturally if vµ is in C. Suppose vµ is not in
C. Note that G is 2-connected. By Lemma 3.2, then there are two different paths P1 and P2 from vµ to C
that ‖V (P1) ∩ V (C)‖ = 1, ‖V (P2) ∩ V (C)‖ = 1, V (P1) ∩ V (P2) = {vµ}. Suppose V (P1) ∩ V (C) = {v1},
V (P2) ∩ V (C) = {v2}. Then by v1 and v2, C is parted into two paths W1, W2 that C = W1 ∪W2. Assume that
L(W1) is odd. Then L(W2) is even. If L(P1) + L(P2) is even, then P1 ∪ P2 ∪W1 is an odd cycle; if L(P1) + L(P2)
is odd, then P1 ∪ P2 ∪W2 is an odd cycle. This means that vµ must be in an odd cycle. ✷
Theorem 3.4 Let n ≥ 3 be a positive odd integer, G be a nonbipartite 2-connected graph of order n. Then
q(Cn) ≤ q(G). Moreover, if the equality holds, then G ∼= Cn or G ∼= H1(i1, . . . , ik).
Proof. Suppose V (G) = {v0, v1, . . . , vn−1},X = (x(v0), x(v1), . . ., x(vn−1))T be an eigenvector ofG corresponding
to q(G), and |x(vµ)| = max{|x(vi)| | vi ∈ V (G)}. Note that X is not a zero vector. It follows that x(vµ) 6= 0. By
Lemma 3.3, we know that vµ is in an odd cycle C.
If ‖V (C)‖ = n, then the lemma follows from Lemma 2.3 immediately. Next, we suppose ‖V (C)‖ < n.
Note that n is odd. It follows that ‖V (G) \ V (C)‖ ≥ 2 is even. Without loss of generality, suppose NC(vµ) =
{v0, v1}, and suppose that V (G)\V (C) = {vi1 , vi2 , . . ., vik} where k ≥ 2 is even. Now we let P = vµvi1vi2 · · · vikv1,
C = C − vµv1 + P , and Y be a vector satisfying that
{
y(vj) = x(vj), vj ∈ V (C);
y(vij ) = (−1)
jx(vµ), j = 1, 2, . . . , k.
Note that Y TQ(C)Y =
∑
vαvβ∈E(C)
(x(vα)+x(vβ))
2, Y TY ≥ XTX . Then q(C) ≤ Y
TQ(C)Y
Y TY
≤ X
TQ(G)X
XTX
= q(G).
We claim that q(C) < q(G). Otherwise, assume that q(C) = q(G). Then Y is an eigenvector of C corresponding
to q(C). Thus q(C)y(vi1 ) = 2y(vi1) + y(vµ) + y(vi2). Note y(vi1) = −x(vµ) = −y(vi2) 6= 0. Then q(C) = 0, which
contradicts q(C) > 0 because C is nonbipartite. Consequently, our claim holds.
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Note that C ∼= Cn. From the above discussion, we get that if ‖V (C)‖ < n, then q(Cn) < q(G). This implies
that if q(G) = q(Cn), then ‖V (C)‖ = n, and then G is Hamiltonian. Combined Lemma 2.3, the lemma follows.
✷
Next, we consider the least Q-eigenvalues of the nonbipartite 2-connected graphs of order n for the case that
n ≥ 4 is even. Denote by H = {G | G is a nonbipartite 2-connected graph of order n where n ≥ 4 is an positive
even integer}.
Lemma 3.5 Let G ∈ H, V (G) = {v0, v1, . . . , vn−1}, X = (x(v0), x(v1), . . ., x(vn−1))T ∈ Rn be an eigenvector of
G corresponding to q(G), and |x(vµ)| = max{|x(vi)| | vi ∈ V (G)}, vµ be in an odd cycle C. If n− L(C) ≥ 3, then
q(Θ) < q(G).
Proof. Suppose V (G) \ V (C) = {vi1 , vi2 , . . ., vik} where k ≥ 3 is odd, and suppose that NC(vµ) = {vj1 , vj2}.
Now we let P1 = vµvi1vi2 · · · vik−1vj1 , P2 = vµvikvi2 , G
′
= C − vµvj1 + P1 + P2, and Y be a vector satisfying that
{
y(vt) = x(vt), vt ∈ V (C);
y(vit) = (−1)
tx(vµ), t = 1, 2, . . . , k.
Thus y(vi1) = −x(vµ) = y(vik). Note that Y
TY ≥ XTX , Y TQ(G
′
)Y =
∑
vαvβ∈E(C)
(x(vα)+x(vβ))
2 ≤ XTQ(G)X .
Then q(G
′
) ≤ Y
TQ(G
′
)Y
Y TY
≤ X
TQ(G)X
XTX
= q(G).
As proved for q(C) < q(G) in the proof of Lemma 3.4 (by considering q(G
′
)y(vi1 )), we get that q(G
′
) < q(G).
Note that G
′ ∼= Θ. Then the lemma follows. ✷
Lemma 3.6 If in an eigenvector X = (x(v0), x(v1), . . ., x(vn−1))
T ∈ Rn of Θ(j, k) corresponding to q(Θ(j, k)),
there is a x(vi) for j ≤ i <
k+j
2 that x(vi) 6= x(vk+j−i), or there is a x(vηi ) for 1 ≤ i <
z+1
2 that x(vηi) 6= x(vηz−i+1),
then there is an eigenvector Y = (y(v0), y(v1), . . ., y(vn−1))
T ∈ Rn corresponding to q(Θ(j, k)) that
(1) y(v0) = 0;
(2) y(v k+j
2
) = 0 and y(v k+j
2
−1) 6= 0 if k + j is even;
(3) y(vη 1+z
2
) = 0 and y(vη 1+z
2
−1
) 6= 0 if z ≥ 3 is odd; y(vη1) = 0 and y(vj) 6= 0 if z = 1;
(4) y(vi) = −y(vk+j−i) for j ≤ i <
k+j
2 ;
(5) y(vηi) = −y(vηz−i+1) for 1 ≤ i <
z+1
2 if z ≥ 2.
Proof. Note that C = P1(Θ(j, k)) ∪ P2(Θ(j, k)) in Θ(j, k), and note that C is an odd cycle. Then one of
‖V (P1(Θ(j, k)))‖ and ‖V (P2(Θ(j, k)))‖ is odd. Without loss of generality, assume that ‖V (P1(Θ(j, k)))‖ is odd.
Then ‖V (P2(Θ(j, k)))‖, k − j, k + j and z (if z ≥ 2) are all even.
For proving this lemma, we employ a vector F = (f(v0), f(v1), . . ., f(vn−1))
T satisfying that


f(vi) = −x(vk+j−i), j ≤ i ≤
k+j
2 − 1;
f(vi) = −x(vj+k−i),
k+j
2 + 1 ≤ i ≤ k;
f(v k+j
2
) = −x(v k+j
2
);
f(v0) = −x(v0);
f(vηi) = −x(vηz−i+1), 1 ≤ i ≤
z
2 if z ≥ 2;
f(vηi) = −x(vη1+z−i),
z
2 + 1 ≤ i ≤ z if z ≥ 2.
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Let Y = (y(v0), y(v1), . . ., y(vn−1))
T = X + F . Then y(v0) = 0, y(v k+j
2
) = 0, y(vi) = x(vi) − x(vk+j−i) =
−(x(vk+j−i) − x(vi)) = −y(vk+j−i) for j ≤ i ≤
k+j
2 − 1, and y(vηi) = x(vηi) − x(vηz−i+1) = −(x(vηz−i+1) −
x(vηi)) = −y(vηz−i+1) for 1 ≤ i ≤
z
2 if z ≥ 2 now. Note the condition that there is a x(vi) for j ≤ i <
k+j
2 that
x(vi) 6= x(vk+j−i), or there is a x(vηi ) for 1 ≤ i <
z+1
2 that x(vηi ) 6= x(vηz−i+1). Thus Y 6= 0
T . Note the symmetry
of Θ(j, k). Thus F is also an eigenvector of Θ(j, k) corresponding to q(Θ(j, k)). Then Y is also an eigenvector of
Θ(j, k) corresponding to q(Θ(j, k)).
Now, we prove y(v k+j
2
−1) 6= 0. Otherwise, suppose that y(v k+j
2
−1) = 0. Thus if
k+j
2 ≥ j + 2, from
q(Θ(j, k))y(v k+j
2
−1) = 2y(v k+j
2
−1) + y(v k+j
2
−2) + y(v k+j
2
), then it follows that y(v k+j
2
−2) = 0. If
k+j
2 ≥ j + 3,
by induction, from q(Θ(j, k))y(vi) = 2y(vi) + y(vi−1) + y(vi+1) for j + 1 ≤ i ≤
k+j
2 − 2, then it follows that
y(vs) = 0 for j ≤ s ≤
k+j
2 − 3. From q(Θ(j, k))y(v0) = 2y(v0) + y(vj) + y(vk) and y(vj) = 0, then we have
y(v0) = 0. If k − j ≤ n − 4, from q(Θ(j, k))y(vj) = 3y(vj) + y(v0) + y(vj+1) + y(vη1), then y(vη1) = 0 follows.
Proceeding like this, we get that y(vηi) = 0 for 1 ≤ i ≤ z. Then y = 0
T , which contradicts that Y 6= 0T . Thus
y(v k+j
2
−1) 6= 0.
Consequently, Y makes the lemma hold. Similarly, if ‖V (P2(Θ(j, k)))‖ is odd, we can get an analogous eigen-
vector Y making the lemma hold. ✷
Lemma 3.7 Suppose both k and j are positive integers, and k + j ≥ 2 is even. If any eigenvector of Θ(j, k)
corresponding to q(Θ(j, k)) does not satisfy the conclusion in Lemma 3.6 (that is, there is no eigenvector of Θ(j, k)
corresponding to q(Θ(j, k)) satisfying the conclusion in Lemma 3.6), then any eigenvector W = (w(v0), w(v1), . . .,
w(vn−1))
T ∈ Rn of Θ(j, k) corresponding to q(Θ(j, k)) satisfies that
(1) w(vi) = w(vk+j−i) for j ≤ i <
k+j
2 ;
(2) w(vηi ) = w(vηz−i+1) for 1 ≤ i <
z+1
2 if z ≥ 2;
(3) w(vi) 6= 0 for 0 ≤ i ≤ n− 1;
(4) w(vi)w(vl) < 0 for any edge vivl 6= vη z
2
vη z
2
+1
;
(5) | w(vi)| >| w(vi−1)| for j + 1 ≤ i ≤
k+j
2 ;
(6) | w(v0)| >| w(vj)|;
(7) | w(vj)| >| w(vη1 )| if z ≥ 2;
(8) | w(vηi−1 )| >| w(vηi )| for 2 ≤ i ≤
z
2 if z ≥ 4.
Proof. Suppose W = (w(v0), w(v1), . . ., w(vn−1))
T ∈ Rn is an eigenvector corresponding to q(Θ(j, k)). (1),
(2) follow from Lemma 3.6 as corollaries directly. Note that deg(v0) = 2, Θ(j, k) is connected and nonbipartite.
Combining Lemma 2.1, we have 0 < q(Θ(j, k)) < 2. Next, we prove (3)- (6). Note that both n and k+ j are even.
Then k − j + 1 is odd, and ‖V (P2(Θ(j, k)))‖ is even.
Let H = Θ(j, k)− vη z
2
vη z
2
+1
if z ≥ 2, and H = Θ(j, k)− vjvk if P2(Θ(j, k)) = vjvk. Let F = (f(v0), f(v1), . . .,
f(vn−1))
T ∈ Rn be a new vector satisfying that f(vi) = (−1)
distH(vη z
2
,vi)
sgn(w(vη z
2
))|w(vi)| for any vi ∈ V (Θ(j, k))
if z ≥ 2; f(vi) = (−1)distH(vj ,vi)sgn(w(vj))|w(vi)| for any vi ∈ V (Θ(j, k)) if P2(Θ(j, k)) = vjvk. Then F satisfies
(i) f(vi) = f(vk+j−i) for j ≤ i ≤
k+j
2 ;
(ii) f(vηi) = f(vηz−i+1) for 1 ≤ i ≤
z
2 if z ≥ 2;
(iii) f(vi)f(vl) ≤ 0 for any edge vivl 6= vη z
2
vη z
2
+1
.
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F also satisfies that F
TQ(Θ(j,k))F
FTF
≤ W
TQ(Θ(j,k))W
WTW
= q(Θ(j, k)). Note that W is an eigenvector corresponding
to q(Θ(j, k)). Then both W and F are not zero vector. Thus F is also an eigenvector of Θ(j, k) corresponding to
q(Θ(j, k)).
Assertion 1 f(v k+j
2
) 6= 0. Otherwise, suppose that f(v k+j
2
) = 0. Then from q(Θ(j, k))f(v k+j
2
) = 2f(v k+j
2
) +
f(v k+j
2
−1) + f(v k+j
2
+1), it follows that f(v k+j
2
−1) = f(v k+j
2
+1) = 0. By induction, from q(Θ(j, k))f(vi) = 2f(vi) +
f(vi−1) + f(vi+1) for j + 1 ≤ i ≤
k+j
2 − 1, we get that f(vs) = 0 for j ≤ s ≤
k+j
2 − 2. From q(Θ(j, k))f(v0) =
2f(v0)+f(vj)+f(vk), we get f(v0) = 0. If k− j ≤ n−4, from q(Θ(j, k))f(vj) = 3f(vj)+f(v0)+f(vj+1)+f(vη1),
then it follows that f(vη1) = 0. Proceeding like this, we get that f(vηi) = 0 for 1 ≤ i ≤ z. Then F = 0
T , which
contradicts that F 6= 0T . Thus f(v k+j
2
) 6= 0. Then Assertion 1 follows.
Note that if f(v k+j
2
−1) = 0, from q(Θ(j, k))f(v k+j
2
) = 2f(v k+j
2
) + f(v k+j
2
−1) + f(v k+j
2
+1), we get f(v k+j
2
) = 0
which contradicts Assertion 1. Then we get the following Assertion 2.
Assertion 2 f(v k+j
2
−1) 6= 0.
Assertion 3 |f(v k+j
2
)| > |f(v k+j
2
−1)|. We prove it by contradiction. Suppose that | f(v k+j
2
)| ≤| f(v k+j
2
−1)|.
Note that from the above definition of F , Assertion 1 and Assertion 2, we have f(v k+j
2
−1) = f(v k+j
2
+1) 6= 0,
f(v k+j
2
) 6= 0 and f(v k+j
2
)f(v k+j
2
−1) < 0. From q(Θ(j, k))f(v k+j
2
) = 2f(v k+j
2
) + f(v k+j
2
−1) + f(v k+j
2
+1), we get that
q(Θ(j, k)) ≤ 0, which contradicts q(Θ(j, k)) > 0. Therefore, | f(v k+j
2
)| > |f(v k+j
2
−1)| follows.
Assertion 4 |f(vi)| > |f(vi−1)| and |f(vi) |> 0 for j + 1 ≤ i ≤
k+j
2 . Note that f(v k+j
2
−1) 6= 0, |f(v k+j
2
)| >
|f(v k+j
2
−1)|, and f(vi)f(vi−1) ≤ 0 for j + 1 ≤ i ≤
k+j
2 . If |f(v k+j
2
−1)| ≤ |f(v k+j
2
−2)|, from q(Θ(j, k))f(v k+j
2
−1) =
2f(v k+j
2
−1) + f(v k+j
2
) + f(v k+j
2
−2), then it follows that q(Θ(j, k)) < 0, which contradicts q(Θ(j, k)) > 0. Thus we
get |f(v k+j
2
−1)| > |f(v k+j
2
−2)|. Similarly, from q(Θ(j, k))f(vi) = 2f(vi)+ f(vi+1)+ f(vi−1) for j+1 ≤ i ≤
k+j
2 − 2,
by induction, we get that |f(vi)| > |f(vi−1)| and |f(vi) |> 0 for j + 1 ≤ i ≤
k+j
2 − 2. Combined Assertion 3,
Assertion 4 follows.
Assertion 5 If z ≥ 2, then f(vη z
2
) 6= 0. We prove it by contradiction. Note that z is even. Suppose f(vη z
2
) = 0.
Note that f(vη z
2
) = f(vη z
2
+1
), q(Θ(j, k))f(vη z
2
) = 2f(vη z
2
)+f(vη z
2
−1
)+f(vη z
2
+1
). Thus f(vη z
2
−1
) = 0. By induction,
from q(Θ(j, k))f(vηi ) = 2f(vηi)+f(vηi−1 )+f(vηi+1) for 2 ≤ i ≤
z
2−1 and q(Θ(j, k))f(vη1) = 2f(vη1)+f(vj)+f(vη2),
it follows that f(vηi) = 0 for 1 ≤ i ≤
z
2 −2 and f(vj) = 0. From q(Θ(j, k))f(v0) = 2f(v0)+f(vj)+f(vk), it follows
that f(v0) = 0. From q(Θ(j, k))f(vj) = 3f(vj) + f(vj+1) + f(v0) + f(vη1), we get f(vj+1) = 0, which contradicts
that |f(vj+1)| > 0 in Assertion 4. As a result, f(vη z
2
) 6= 0 follows.
Similarly, we get the following Assertion 6.
Assertion 6 If k − j = n− 2, then f(vj) 6= 0.
Assertion 7 If z ≥ 2, then f(vηi) 6= 0 for 1 ≤ i ≤
z
2 − 1. We prove this assertion by contradiction. Suppose
that f(vηs) = 0 for some 2 ≤ s ≤
z
2 − 1. From q(Θ(j, k))f(vηs ) = 2f(vηs) + f(vηs−1) + f(vηs+1), noting that
f(vηs−1)f(vηs+1) ≥ 0, we get f(vηs−1) = f(vηs+1) = 0. Similar to Assertion 5, we get that f(vηi) = 0 for 1 ≤ i ≤
z
2 ,
f(vj) = 0 and f(vj+1) = 0, which contradicts that |f(vj+1)| > 0 in Assertion 4. Thus the assertion holds.
Assertion 8 f(vj) 6= 0. Note that f(vj+1) 6= 0, f(vη1) 6= 0, f(vj+1)f(vj) ≤ 0, f(vη1)f(vj) ≤ 0 if z ≥ 2,
f(v0)f(vj) ≤ 0, f(vj+1)f(v0) ≥ 0, f(vj+1)f(vη1 ) ≥ 0 and f(v0)f(vη1) ≥ 0 if z ≥ 2. From q(Θ(j, k))f(vj) =
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3f(vj)+f(vj+1)+f(v0)+f(vη1) if z ≥ 2, we get f(vj) 6= 0; from q(Θ(j, k))f(vj) = 3f(vj)+f(vj+1)+f(v0)+f(vk)
if k − j = n− 2 and f(vj) = f(vk), we get f(vj) 6= 0. Then this assertion follows.
Assertion 9 |f(v0)| > |f(vj)|. This assertion follows from the facts that f(vj) = f(vk), f(v0)f(vj) ≤ 0,
q(Θ(j, k)) > 0 and q(Θ(j, k))f(v0) = 2f(v0) + f(vj) + f(vk).
Note that |f(v0)| > |f(vj)|, |f(vj+1)| > |f(vj)|. From that q(Θ(j, k))f(vj) = 3f(vj) + f(vj+1) + f(v0) + f(vη1)
if z ≥ 2, q(Θ(j, k))f(vη1 ) = 2f(vη1) + f(vj) + f(vη2) if z ≥ 4, q(Θ(j, k))f(vηi ) = 2f(vηi) + f(vηi−1) + f(vηi+1) for
2 ≤ i ≤ z2 − 1 if z ≥ 6, as Assertion 4, we get the following Assertion 10.
Assertion 10 |f(vj)| > |f(vη1)| if z ≥ 2, |f(vηi−1)| > |f(vηi)| for 2 ≤ i ≤
z
2 if z ≥ 4.
From the above Assertions 1-11, we get the following Assertion 11.
Assertion 11 f(vi) 6= 0 for 0 ≤ i ≤ n− 1.
Assertion 12 W = F . Note that |f(vi)| = |w(vi)| for 0 ≤ i ≤ n − 1, f(vj) = f(vk) = w(vj) = w(vk)
if P2(Θ(j, k)) = vjvk, and f(vη z
2
) = f(vη z
2
+1
) = w(vη z
2
) = w(vη z
2
+1
) if z ≥ 2. Assume that W 6= F . Then
there is sgn(w(vi)) 6= (−1)
disH(vη z
2
,vi)
sgn(w(vη z
2
)) for some vi 6∈ {vη z
2
, vη z
2
+1
} if z ≥ 2; there is sgn(w(vi)) 6=
(−1)disH(vj ,vi)sgn(w(vj)) for some vi 6∈ {vj , vk} if P2(Θ(j, k)) = vjvk. Suppose vs is the nearest vertex from
vη z
2
that sgn(w(vi)) 6= (−1)
disH (vη z
2
,vs)
sgn(w(vη z
2
)) if z ≥ 2; vs is the nearest vertex from vj that sgn(w(vi)) 6=
(−1)disH(vj ,vs)sgn(w(vj)) if P2(Θ(j, k)) = vjvk. And suppose Ps is a shortest path from vη z
2
to vs if z ≥ 2; Ps
is a shortest path from vj to vs if P2(Θ(j, k)) = vjvk. Furthermore, we suppose vα is the vertex adjacent to vs
along Ps. Then sgn(w(vs)) = sgn(w(vα)) and (f(vs) + f(vα))2 = (w(vs) − w(vα))2 < (w(vs) + w(vα))2. Thus
FTQ(Θ(j, k))F < WTQ(Θ(j, k))W . Note that FTF = WTW . Then we get a contradiction that q(Θ(j, k)) =
FTQ(Θ(j,k))F
FTF
< W
TQ(Θ(j,k))W
WTW
= q(Θ(j, k)). Thus the assertion holds.
Consequently, from Assertions 1-12, we get that W satisfies (3)-(8). Note the arbitrariness of W . Then the
lemma follows. ✷
Lemma 3.8 If there is an eigenvector Y = (y(v0), y(v1), . . ., y(vn−1))
T ∈ Rn corresponding to q(Θ(j, k)) satisfying
the conclusion in Lemma 3.6, then q(Θ) ≤ q(Θ(j, k)) with equality if and only if Θ(j, k) ∼= Θ.
Proof. Suppose |y(vµ)| = max{|y(vi)| | vi ∈ V (Θ(j, k))}. Note that y(v0) = 0. Then vµ is in the odd cycle
C . Note that one of ‖V (P1(Θ(j, k)))‖ and ‖V (P2(Θ(j, k)))‖ is odd. Without loss of generality, for convenience,
we suppose ‖V (P1(Θ(j, k)))‖ is odd (for the case that ‖V (P2(Θ(j, k)))‖ is odd, it is proved similarly). Then both
k + j and ‖V (P2(Θ(j, k)))‖ are even. If
k+j
2 = j + 1, then the lemma is trivial because Θ(j, k)
∼= Θ now. Thus we
suppose k+j2 ≥ j + 2 next. And then, we consider two cases.
Case 1 |y(v k+j
2
−1)| ≤| y(vj)|. Let G
′
= Θ(j, k) − v0vj − v0vk + v0v k+j
2
−1 + v0v k+j
2
+1. Note that y(v0) = 0.
Then Y TQ(G
′
)Y ≤ Y TQ(Θ(j, k))Y and q(G
′
) ≤ Y
TQ(G
′
)Y
Y TY
≤ Y
TQ(Θ(j,k))Y
Y TY
= q(Θ(j, k)).
We assert that q(G
′
) < q(Θ(j, k)). Otherwise, suppose q(G
′
) = q(Θ(j, k)). Then Y is also a eigenvector of G
′
.
By Lemma 3.6, we know that y(v k+j
2
−1) 6= 0. Note that q(G
′
)y(v k+j
2
−1) = 3y(v k+j
2
−1) + y(v k+j
2
) + y(v k+j
2
−2) +
y(v0), q(Θ(j, k))y(v k+j
2
−1) = 2y(v k+j
2
−1) + y(v k+j
2
) + y(v k+j
2
−2). Consequently, it follows that q(G
′
)y(v k+j
2
−1) 6=
q(Θ(j, k))y(v k+j
2
−1), and then q(G
′
) 6= q(Θ(j, k)), which contradicts the supposition q(G
′
) = q(Θ(j, k)). As a
result, we get that q(G
′
) < q(Θ(j, k)). Then our assertion holds.
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Case 2 |y(v k+j
2
−1)| >| y(vj)|. Then vµ 6= v k+j
2
, vµ 6= vj and vµ 6= vk follow immediately. Let G1 =
Θ(j, k) + v k+j
2
−1v k+j
2
+1 (see Fig. 3.1). Then q(G1) ≥ q(Θ(j, k)) by Lemma 2.2. Note that q(G1) ≤
Y TQ(G1)Y
Y TY
=
Y TQ(Θ(j,k))Y
Y TY
= q(Θ(j, k)). Then we get that q(G1) =
Y TQ(G1)Y
Y TY
= q(Θ(j, k)), and that Y is an eigenvector of G1
corresponding to q(G1).
Subcase 2.1 vµ is in P1(Θ(j, k)). Now, note that y(vi) = −y(vk+j−i) for j ≤ i ≤
k+j
2 − 1, y(v k+j
2
) = 0,
y(v k+j
2
−1) 6= 0. Thus without loss of generality, we can assume j < µ ≤
k+j
2 − 1.
q
q
q q
q
v k+j
2
v k+j
2
−1
vη2
v k+j
2
+1
G1 in Case 2
q
q
q
q
q
qv k+j
2
v k+j
2
−1
v0
v k+j
2
+1
G
′
in Subcase 2.1.1
G
′
in Subcase 2.2
Fig. 3.1. G1 and G
′
vj
q
q
q
q
q
vµ vµ−1 vj
vk
vη1
vηz
qv0
qq
vk
vµ vµ−1
q q
vη1 vηz
q
q
qq q
q
q
q q
qvη2
vηz
vj
vk
vη1 vj+1vk−1 v k+j
2
+1 v k+j
2
−1
q v0v k+j
2
Subcase 2.1.1 z ≥ 2. Then we let G
′
= G1 − v k+j
2
−1v k+j
2
− v k+j
2
+1v k+j
2
+ vjv k+j
2
+ vkv k+j
2
− vjvη1 − vηzvk −
vµvµ−1 + vµvη1 + vηzvµ−1 (see Fig. 3.1). Now, let F = (f(v0), f(v1), . . ., f(vn−1))
T be a vector satisfying that


f(vi) = y(vi), vi ∈ V (Θ(j, k)) \ {vη1 , vη2 , · · · , vηz};
f(vηi) = (−1)
iy(vµ), i = 1, 2, . . . , z.
Then FTF ≥ Y TY and FTQ(G
′
)F ≤ Y TQ(G1)Y = Y TQ(Θ(j, k))Y . As a result, we have q(G
′
) ≤ F
TQ(G
′
)F
FTF
≤
Y TQ(Θ(j,k))Y
Y TY
= q(Θ(j, k)). As proved for q(C) < q(G) in the proof of Lemma 3.4 (by considering q(G
′
)f(vη1)), we
get that q(G
′
) < q(Θ(j, k)).
Subcase 2.1.2 P2(Θ(j, k)) = vjvk. Then we let G
′
= G1 − v k+j
2
−1v k+j
2
− v k+j
2
+1v k+j
2
+ vjv k+j
2
+ vkv k+j
2
−
vjvk. Then Y
TQ(G
′
)Y ≤ Y TQ(G1)Y = Y TQ(Θ(j, k))Y and q(G
′
) ≤ Y
TQ(G
′
)Y
Y TY
≤ Y
TQ(G1)Y
Y TY
= Y
TQ(Θ(j,k))Y
Y TY
=
q(Θ(j, k)). Note that q(G1) = q(Θ(j, k)). As Case 1, by considering q(G
′
)y(v k+j
2
−1) and q(G1)y(v k+j
2
−1), we get
that q(G
′
) < q(G1), and q(G
′
) < q(Θ(j, k)) further.
Subcase 2.2 µ ∈ {η1, η2, . . ., ηz} and z ≥ 2. Without loss of generality, for convenience, suppose µ = η2.
Then we let G
′
= G1− v k+j
2
−1v k+j
2
− v k+j
2
+1v k+j
2
+ vjv k+j
2
+ vkv k+j
2
− vjvj+1− vk−1vk− vη2vη1 + vk−1vη1 + vj+1vη2
(where if µ = η1, we can let G
′
= G1 − v k+j
2
−1v k+j
2
− v k+j
2
+1v k+j
2
+ vjv k+j
2
+ vkv k+j
2
− vjvj+1 − vk−1vk − vη2vη1 +
vη1vj+1 + vk−1vη2) (see Fig. 3.1).
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Now, let F = (f(v0), f(v1), . . ., f(vn−1))
T be a vector satisfying that


f(vi) = y(vi), vi ∈ V (Θ(j, k)) \ {vj+1, vj+2, · · · , v k+j
2
−1, v k+j
2
+1, v k+j
2
+2, . . . , vk−1};
f(vi) = (−1)i−jy(vµ), i = j + 1, j + 2, . . . ,
k+j
2 − 1;
f(vi) = (−1)
i−j−1y(vµ), i =
k+j
2 + 1,
k+j
2 + 2, . . . , k − 1.
Note that k+j2 − 1 > j. As Subcase 2.1.1 (by considering q(G
′
)f(vj+1)), we get that q(G
′
) < q(Θ(j, k)).
Note that G
′ ∼= Θ for the above G
′
in Case 1 and Case 2. Consequently, this lemma follows from the above
discussion. ✷
Lemma 3.9 If any eigenvector of Θ(j, k) corresponding to q(Θ(j, k)) does not satisfy the conclusion in Lemma
3.6, then q(Θ) ≤ q(Θ(j, k)) with equality if and only if Θ(j, k) ∼= Θ.
Proof. Without loss of generality, for convenience, we suppose ‖V (P1(Θ(j, k)))‖ is odd (for the case that
‖V (P2(Θ(j, k)))‖ is odd, it is proved similarly). Then both k + j and ‖V (P2(Θ(j, k)))‖ are even. If
k+j
2 = j + 1,
then the lemma is trivial because Θ(j, k) ∼= Θ now. Thus we suppose k+j2 ≥ j + 2 next.
By Lemma 3.7, an eigenvector W = (w(v0), w(v1), . . ., w(vn−1))
T ∈ Rn of Θ(j, k) corresponding to q(Θ(j, k))
must satisfy the conclusions (1)-(8) of Lemma 3.7.
Let G
′
= Θ(j, k) − v0vj − v0vk + v0v k+j
2
−1 + v0v k+j
2
+1. Note that w(vi) 6= 0 for 0 ≤ i ≤ n − 1, w(v k+j
2
−1) =
w(v k+j
2
+1), w(vj) = w(vk), |w(v k+j
2
−1)| > |w(vj)|, |w(v0)| > |w(vj)|, w(v0)w(vj) < 0, and w(v k+j
2
)w(v k+j
2
−1) < 0.
Suppose |w(v0)| − |w(vj)| = α. Then w(v0) = −sgn(w(vj))(|w(vj )|+ α). Let F = (f(v0), f(v1), . . ., f(vn−1))T be
a vector satisfying that

f(vi) = w(vi), vi ∈ V (Θ(j, k)) \ {v0};
f(v0) = −sgn(w(v k+j
2
−1))(|w(v k+j
2
−1)|+ α).
Then |f(v0)| > |w(v0)|, FTQ(G
′
)F = WTQ(Θ(j, k))W , FTF > WTW , and then it follows that q(G
′
) ≤
FTQ(G
′
)F
FTF
< W
TQ(Θ(j,k))W
WTW
= q(Θ(j, k)). Note that G
′ ∼= Θ. Then q(Θ) < q(Θ(j, k)).
Consequently, this lemma follows from the above discussion. ✷
Lemma 3.10 Any eigenvector of Θ corresponding to q(Θ) does not satisfy the conclusion in Lemma 3.6.
Proof. We prove this lemma by contradiction. Suppose there is an eigenvector Y = (y(v0), y(v1), . . ., y(vn−1))
T ∈
Rn of Θ corresponding to q(Θ) satisfying the conclusion in Lemma 3.6. Then by Lemma 3.6, it is known that (1)
y(v0) = y(v1) = 0; (2) y(v2) 6= 0; (3) y(vi) = −y(vn+1−i) for 2 ≤ i ≤
n
2 .
Let G1 = Θ + v0v1. Note that Y
TQ(G1)Y = Y
TQ(Θ)Y . By Lemma 2.2, it follows that q(Θ) ≤ q(G1) ≤
Y TQ(G1)Y
Y TY
= Y
TQ(Θ)Y
Y TY
= q(Θ). Thus q(Θ) = q(G1) and Y is also an eigenvector of G1 corresponding to q(G1). Now,
we let G2 = G1− v0vn−1. Using Lemma 2.2 again gets that q(G2) ≤ q(G1). Note G2 = Θ(1, 2) now. Using Lemma
3.8 and Lemma 3.9 gets that q(Θ) < q(G2). Then we get a contradiction that q(Θ) < q(G2) ≤ q(G1) = q(Θ). This
makes the lemma hold. ✷
Lemma 3.11 Let G ∈ H, V (G) = {v0, v1, . . . , vn−1}, X = (x(v0), x(v1), . . ., x(vn−1))T ∈ Rn be an eigenvector
of G corresponding to q(G), and |x(vµ)| = max{|x(vi)| | vi ∈ V (G)}, vµ be in an odd cycle C. If L(C) = n − 1,
then q(Θ) ≤ q(G) with equality if and only if G ∼= Θ.
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Proof. Suppose that G ≇ Θ, C = v1v2 · · · vn−1v1. Then V (G) \ V (C) = {v0}. Note that G is 2-connected. By
Lemma 3.2, there are two edges v0vj and v0vk where 1 ≤ j < k ≤ n− 1. Then C + v0vj + v0vk is a Θ(j, k). Thus
we let Θ(j, k) = C + v0vj + v0vk here, and denote by P1(Θ(j, k)) = vjvj+1 · · · vk−1vk, P2(Θ(j, k)) = C − {vj+1,
. . ., vk−1} = vjvη1vη2 · · · vηzvk if k − j < n − 2; P2(Θ(j, k)) = vjvk if k − j = n − 2. By Lemma 2.2, we know
that q(Θ(j, k)) ≤ q(G). Note that C is an odd cycle. Then one of ‖V (P1(Θ(j, k)))‖ and ‖V (P2(Θ(j, k)))‖ is odd.
Without loss of generality, assume that ‖V (P1(Θ(j, k)))‖ is odd. Then k + j is even.
Case 1 k+j2 − 1 > j. Then Θ(j, k) ≇ Θ. Consequently, there are two cases to consider. One case is that
there is an eigenvector Y satisfying the conclusion in Lemma 3.6. The other one is that any eigenvector of Θ(j, k)
corresponding to q(Θ(j, k)) does not satisfy the conclusion in Lemma 3.6. For these two cases, q(Θ) < q(Θ(j, k))
follows from Lemma 3.8 and Lemma 3.9 respectively. Thus q(Θ) < q(G).
Case 2 k+j2 − 1 = j. Note that Θ(j, k)
∼= Θ, G 6= Θ. It follows that G 6= Θ(j, k). Then there is at
least one edge in G which is not in Θ(j, k). Suppose that vαvτ ∈ E(G) but vαvτ 6∈ E(Θ(j, k)). Assume that
q(Θ(j, k)) = q(G) and W = (w(v0), w(v1), . . ., w(vn−1))
T ∈ Rn is an eigenvector of G corresponding to q(G).
Note that q(Θ(j, k)) ≤ W
TQ(Θ(j,k))W
WTW
≤ W
TQ(G)W
WTW
= q(G). Thus it follows that WTQ(Θ(j, k))W = WTQ(G)W ,
W = (w(v0), w(v1), . . ., w(vn−1))
T ∈ Rn is also an eigenvector of Θ(j, k) corresponding to q(Θ(j, k)), and follows
that (w(vα) + w(vτ ))
2 = 0 further. Note that Θ(j, k) ∼= Θ. By Lemma 3.7 and Lemma 3.10, it follows that
w(vα) + w(vτ ) 6= 0 which contradicts that (w(vα) + w(vτ ))2 = 0. As a result, q(Θ(j, k)) < q(G) follows, and
furthermore, q(Θ) < q(G) follows.
Then the lemma follows from the above discussion. ✷
Theorem 3.12 Let G ∈ H. Then q(Θ) ≤ q(G) with equality if and only if G ∼= Θ.
Proof. This result follows from Lemma 3.5 and Lemma 3.11. ✷
Proof of Theorem 1.1 This theorem follows from Theorem 3.4 and Theorem 3.12. ✷
Theorem 1.2 follows from Theorem 1.1 as a corollary directly.
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