Abstract. We review recent results on the anomalous fluctuation theory of stochastic Burgers, KPZ and the continuum directed polymer in one space dimension, obtained through the weakly asymmetric limit of the simple exclusion process.
KPZ and asymmetric exclusion
We report on some progress on the behaviour of the Kardar-Parisi-Zhang equation (KPZ),
whereẆ (t, x) is Gaussian space-time white noise, E[Ẇ (t, x)Ẇ (s, y)] = δ 0 (t − s)δ 0 (y − x).
Like many stochastic partial differential equations, it was introduced in the hope that it would reflect the behaviour of a large class of discrete models, but also lead to some simplifications. In reality, the well-posedness became a stumbling block, and the recent advances have actually come through an improved understanding of one particular discretization, the asymmetric simple exclusion process (ASEP). Since the behaviour is also easier to understand in the discrete model, we start there. ASEP is a continuous time Markov process on the discrete lattice Z with state space {0, 1} Z : η(x) = 1 if there is a particle at x ∈ Z and η(x) = 0 if there is no particle at x. Each particle has an independent alarm clock which rings at exponentially distributed times, with rate one. When the alarm goes off the particle flips a biased coin to decide which way to jump. With probability p it chooses to attempt a jump one step to the right and with probability q = 1 − p it chooses to attempt a jump one step to the left. However, the jump is achieved only if there is no particle in the way; otherwise, the jump is suppressed. We will always assume that p < q so that the model is really asymmetric.
Besides the straighforwardness of its description, ASEP enjoys several convenient special properties: There is a simple family of invariant measures, the Bernoulli product measures, parametrized by ∈ [0, 1]: If one chooses initially η(0, x), x ∈ Z to be independent, with P (η(0, x) = 1) = = 1 − P (η(0, x) = 0) then one will see exactly the same distribution at a later time. One can also describe a special second class particle with a different rule than the others: It jumps to unoccupied sites as the others do, but if a particle wants to jump to where the second class particle is, the two particles exchange positions. If one watches the resulting process without distinguishing the second class particle from the others, it is the simple exclusion process with one extra particle. On the other hand, if one watches the resulting process without distinguishing the second class particle from a hole, it is the simple exclusion process without the extra particle.
The process of occupation variables η(t, x) can be thought of as a discretization of the stochastic Burgers equation,
formally satisfied by the derivative
of (1) . The invariant measure is supposed to be white noise. The object which is a discretization of KPZ itself is the associated height function,
whereη(x) = 2η(x) − 1 and N (t) = {# of particles which crossed 1 → 0} − {# of particles which crossed 0 → 1} up to time t. This just means that the height function takes a jump up wherever there is a particle, and a jump down wherever there is a hole. If we linearly interpolate the function h(x), then a configuration of particles 01 is represented by a ∨ in the height function, and a configuration 10 is represented by a ∧, and the entire dynamics (including the N (t)), is that ∧'s become ∨'s at rate p and ∨'s become ∧'s at rate q.
We will be interested in two special initial conditions for the process. The corner growth model corresponds to having initially sites {0, 1, 2, . . .} occupied and sites {. . . , −2, −1} unoccupied. The initial height function is |x| and as we watch, the corner starts to fill in as a little random parabola, still keeping h(t, x) = |x| for large x. At time t the particle initially at m will be at x(t, m) and the height function can be read off from
On the other hand, if we start ASEP in equilibrium, by which we will alway mean here with the Bernoulli product measure with density 1/2, then, modulo a global height shift, the height function will be at each time t a symmetric random walk in x. For different t, the walks are not independent of each other.
The equilibrium initial data corresponds in the continuum to starting KPZ (1) with a two-sided Brownian motion; h(0, x) = B(x). At a later time, one expects to see, besides the global height shift, a new, but not independent two-sided Brownian motion. Note that even if we start with a smooth initial data, what we expect to see at a small positive time is a version of the initial data which looks locally like a Brownian motion, and herein lies the problem of well-posedness for KPZ: The nonlinear term (∂ x h) 2 is clearly divergent since h as a function of x is supposed to have non-trivial quadratic variation. Naturally, one expects that an appropriate Wick ordering of the non-linearity can lead to well defined solutions, however, numerous attempts have led only to non-physical answers [9] .
The correct interpretation is that of L. Bertini and G. Giacomin [8] where h is simply defined through the Hopf-Cole transformation
where Z(t, x) is the well-defined [35] solution of the stochastic heat equation,
The key fact is that (8) is well-posed [35] . It is not known how to show directly that h defined through (7) satisfies (1), or, for that matter what it would mean to be a solution of (1) , so all our results will really be about (8) . What is known [8] , is that the solution of (1) with the noise smoothed out in space, converges to (7) as the smoothing is removed, after a subtraction of a large global height shift. Note that one expects in such problems to have to make such shifts in the reference frame in order to observe the universal nontrivial fluctuation behaviour.
A large class of one dimension random growth models are governed by (1) and we have chosen to concentrate on ASEP here only because its tractability has led to progress. Another special model which is to some extent solvable is the polynuclear growth model [23] . A model which is simple to describe and intriguing to watch on a computer, but not particularly tractable, is ballistic aggregation. Here one has a stack of particles n(x) ∈ {0, 1, 2, . . .} at each x ∈ Z. Each site now has an independent exponential alarmclock, rate one, and when the alarm rings the stack at x is increased to max{n(x − 1), n(x) + 1, n(x + 1)}. Unlike ASEP, the nonlinearity is not already quadratic, and the invariant measures are not well understood. The idea in the derivation of (1) is that if one writes very roughly F (∇h) for the net macroscopic effect of the nonlinearity, and expands F (∇h) =
2 + · · · , the first two terms can be absorbed in global shifts, and generically the quadratic term gives the main nontrivial macroscopic effect.
Directed random polymers
The problem of directed random polymers is closely related to (1) . The free energy of the discrete random polymer is
where W (i, j) are independent identically distributed random variables, and E x,0 is the expectation over a nearest neighbour random walk b i starting at x and conditioned to hit 0 at time n. Note that the directed polymer (9) also makes sense in higher dimensions. In d ≥ 3 there is a phase transition, with standard Gaussian behaviour in the weak coupling regime 0 < β < β c < ∞ [17] . This has led to a lot of work in probability (see [10] for a survey). Above β c we are in the poorly understood strong coupling regime, where the main effect is that the probability in (9) is concentrated or localized on favorite paths. In dimensions d = 1 and 2 the two sources of randomness, the random path, and the random environment, are strongly coupled for all β, ie. β c = 0. In one dimension, there is an associated continuum model. Let
where E x,0 is the expectation over the Brownian bridge b(t) with b(0) = x and b(T ) = 0. F β (t, x) is the free energy of the continuum directed random polymer. The Wick ordered exponential just means that one must order the times in the series expansion, ie. the expectation in (10) is defined by
where p t1,...,tn (x 1 , . . . , x n ) are the transition probabilities of the bridge and W (dtdx) refer to Wiener integrals with respect to the space-time white noise. In fact, if we let
with delta function initial data
To see this, note that (8) is really shorthand for the integral equation
Iterating the integral equation, we arrive at (11). It is not hard to see that at the continuum level we can rescale
so there it is enough to consider β = 1.
The t 1/3 law
We now turn to some of the physical predictions. The most important one is that the fluctuations at time t are supposed to be of nonstandard order t 1/3 . This was originally predicted for (8) by the dynamic renormalization group [13] , and later for the equivalent (1) by [21] . For ASEP it was predicted by mode coupling [34] , and for directed polymers by [16] .
About ten years ago, there was sudden, significant progress on two models, the totally asymmetric simple exclusion process (TASEP) where q = 1, p = 0, and the related polynuclear growth model, where one has determinental formulas [28] . Very precise results showed that the fluctuations are in some cases related to the universal distributions of eigenvalues of random matrices, and fit into various universality classes depending only on the type of initial data. For the corner growth initial conditions K. Johansson [18] (see also [4] , [23] , [19] , [7] ) proved for TASEP that
where ζ(x) is the Airy 2 process. In particular, it is stationary in x and has as its one-dimensional marginals the GUE Tracy-Widom distribution, i.e., the limiting distribution of the scaled and centered largest eigenvalue in the Gaussian unitary ensemble. The cumulative distribution function is
Here u is the unique solution of Painleve II equation, u = (y + 2u 2 )u satisfying u(y) ∼ Ai(y) as y → ∞, and K Ai is the operator with kernel
where Ai(x) is the Airy function and σ(v) = 1 if v ≥ 0 and 0 if v < 0 [30] . TASEP can also be mapped into a version of the discrete random polymer corresponding to β = ∞, with geometrically distributed W (i, j) [18] .
In equilibrium (ρ = 1/2), P. Ferrari and H. Spohn [12] proved that the spacetime correlation functions of TASEP satisfy
for a special universal Φ (see [12] for the very complicated formula). The limit process was studied in [3] .
These computations represented genuine breakthroughs, but their applicability was restricted to a few models where there is a determinental structure. The main goal now is to prove that these behaviours are universal, ie. find proofs that work for a broad class of models. At a more modest level, one can hope to show that (17) and (20) extend to ASEP or KPZ/Stochastic Burgers itself. In terms of the directed random polymer, the universality conjecture is that
where a β , b β are non-universal and ζ(x) is as above in (17) . Of course we have to assume that the tails of the common distribution of the W (i, j)'s decays fast enough that (9) makes sense.
Weakly asymmetric limit of simple exclusion
There are various scaling regimes for ASEP. Consider the process on εZ with scaling parameter 0 < ε < < 1. If one fixes the asymmetry and starts from a slowly varying initial profile, withη(0, x) independent with E[η(0, x)] = u(0, x), x ∈ εZ, then at a later time ε −1 t, the density profile ofη will have evolved according to the inviscid Burgers equation,
The initial fluctuations are transported along the characteristic lines. On the other hand, one can let the asymmetry depend on ε as ε 0. If one takes p = 1 2 (1 − ε), q = 1 2 (1 + ε) then one has to wait until time ε −2 t, and one sees the viscous Burgers equation,
The fluctuations associated to (23) are Gaussian, because the process has been steered too close to the symmetric case. In order to understand the intermediate scaling at which there are non-trivial fluctuations we use the stochastic Burgers (3) as a proxy for its discretization ASEP, and rescale it in equilibrium,
with the ε −1 corresponding to our rescaled lattice. To preserve the invariant white noise, we have to have σ = 1/2. The stochastic Burgers equation (3) becomes
A first guess is to take α = 3/2. The viscous and noise terms together represent a small Ornstein-Uhlenbeck perturbation, and the process appears to go to the renormalization fixed point ∂ t u = − 1 2 ∂ x (u 2 ). Whatever this limit is -and we do not understand it -it is not the inviscid limit ε 0 of ∂ t u ε = − x u ε , do preserve white noise [24] .
A more moderate approach is to take α = 2, and rescale the nonlinearity by ε 1/2 to compensate. KPZ/Stochastic Burgers is invariant under this rescaling, and hence one can anticipate an invariance principle under which it is the limit of processes like ASEP. Since the size of the nonlinearity is roughly q − p, it corresponds to taking
This is the weakly asymmetric limit. J. Gärtner [14] discovered that there is an exact discrete Hopf-Cole transformation for ASEP. Let
and z(t, x) = A exp{−ρh(t, x) + λt}.
Then
where ∆ is the lattice Laplacian ∆f (x) = 1 2 {f (x + 1) − 2f (x) + f (x − 1)}, andẆ refers to the derivative of certain jump martingales, which should be thought of as a messy version of space-time white noise. Now we can make the connection between the discrete model and the continuum equations precise. Consider ASEP with the weak asymmetry (26) . Corresponding to this process we have a z ε (t, x) as in (28) . Observe it at time ε −2 t and on space scale ε −1 x, so that rescaled
Assume that A and the initial data are chosen so that
in the sense of convergence in distribution.
The first result, due to L. Bertini and G. Giacomin [8] , is for initial data not far from equilibrium. Take A = 1 and assume that for each p = 2, 4, . . . there is
In the equilibrium situation log z ε (0, x) will be roughly Gaussian mean 0 and variance |x|, in which case we have (32) . So (32) is a way of saying that the initial data scales diffusively. Under these conditions, it is proved in [8] that
in the sense of distributional convergence of stochastic processes, where Z(t, x) is the solution of the stochastic heat equation (8) with initial data Z(0, x). The corner growth model does not satisfy (32) and the scaling is different. Since initially h(x) = |x| one has to take (34) and one ends up with delta function initial data,
It is shown in [1] that the method of [8] can be extended to prove that (33) holds in this case as well.
KPZ/Stochastic Burgers in equilibrium: The method of second class particles
The space-time correlation functions of the occupation variable for ASEP in equilibrium turn out to be equal to both the transition probabilities of the second class particle y(t) and the discrete Laplacian of the variance of the height function [23] .
After the weakly asymmetric rescaling, the identity for x ∈ εZ reads
where E ε , P ε , Var ε refer to the expectation, probability, and variance with respect to the weakly asymmetric process, ie. with p, q as in (26) 
M. Balázs,T. Seppäläinen and the author [6] then showed that for each 1 ≤ m < 3, there is a C = C(m) < ∞ such that for all t ≥ 1,
With some work we can pass to the limit ε 0 to conclude that the correlation functions of stochastic Burgers make sense, at least as a probability measure in the space variable, and satisfies
and the bounds obtained from the limit of (38),
which identifies the correct order of fluctuations.
One also might guess that there is a limiting y 0 (t) = lim ε 0 y ε (t) whose transition probabilities give the correlation functions E[u(t, x)u(0, 0)]. y 0 (t) would satisfy a stochastic differential equation,
where b is yet another Brownian motion. For each t, u(t, x) is a white noise in x. So y 0 (t) is a kind of dynamical version of the Sinai diffusion. Note that (41) does not really make sense: The field u(t, x) is just too wild, and y 0 (t) will not even be absolutely continuous with respect to b(t). But it does give a hint that many of the miracles of ASEP are actually inherited by KPZ/Stochastic Burgers, if only one could get the calculus right. We now give a brief hint at the proof of the key estimate (38). It is adapted from earlier work of [5] , which in turn goes back to [11] .
The main problem is to estimate the probability of an event like
in the weakly asymmetric simple exclusion process. We couple two copies of the process, one with density 1 2 with another with density
y, in such a way that all the extra particles in the first copy are second class particles. Let Curr t,ε be the net current of second class particles crossing the space-time line between (0, 0) and (t, −ε 1/3 t 2/3 ). Let
Then one can show that because of the ordering, P (A ε ) ∼ P (A ε ). The expectation of this current can be computed without much difficulty:
The key point is that there is a general fact [5] which relates the variance of the current back to the first moment of the second class particle,
This means that we can use Chebyshev's inequality to estimate
which miraculously gives (38). The reason we can only get moments m < 3 is the y 4 in the last denominator, which cannot be improved with these methods. It should be emphasized that many things are happening on the same scale t 1/3 in this problem, and the second class particle method is not necessarily identifying the exact source of the anomalous fluctuations.
Using related ideas, T. Seppäläinen [29] has recently shown that for the polymer where the W (i, j) have log-Gamma distribution, for 1 ≤ p < 3/2
which again identifies the correct order, but with fewer moments.
Tracy-Widom formula for ASEP
C. Tracy and H. Widom [31] , [32] discovered a formula for the probability distribution of the position at time t of the mth particle in the corner growth model. Let γ = q − p and τ = p/q.
where S τ + is a circle centered at zero of radius between τ and 1, and where the kernel of the determinant is given by
The variables η and η are on a circle Γ η centered at zero and of radius between τ and 1, and the ζ integral is on a circle Γ ζ centered at zero and of radius between 1 and τ −1 , and
There are also formulas for other initial data and for transition probabilities. However, they are extremely unwieldy, involving large numbers of contour integrations. Although the formula (42)-(44) looks pretty complicated, it is actually simple enough to start asymptotic analysis. In particular, in [33] , Tracy and Widom used the method of steepest descent on (42) to prove that (17) holds for ASEP, in the sense of one dimensional marginals.
The crossover distributions
From the weakly asymmetric limit in [1] , we learn that the distribution functions of F(t, x) = F 1 (t, x) from (10),
the crossover distributions, can be obtained from the limit
where γ = q − p = ε 1/2 and
The limit was computed independently by T. Sasamoto and H. Spohn [25] and by G. Amir, I. Corwin, and the author [1] using the method of steepest descent on the Tracy-Widom formula (43). There are however serious new complications because the poles of the function f from (44) are becoming dense about the saddle point (see [1] ). The exact formula for the distribution functions F t reads
where G(r) = e −e −r is the Gumbel distribution and
The operators are defined through their kernels: P Ai (x, y) = Ai(x)Ai(y) and
whereσ
is a smooth non-decreasing function with lim v −∞σt (v) = 0 and lim v ∞σt (v) = 1. G a (x) is a Hilbert transform of the product of Airy functions, which can be partially computed,
The formula can be variously interpreted as giving an exact formula for the one point distributions of the stochastic heat equation (8) with delta initial data, KPZ with narrow wedge initial conditions, or the distribution of the continuum random polymer free energy. It is not hard to check from the formula that
and from the series (11) that
Thus the family of distributions crosses over from Gaussian behaviour for small time, to GUE Tracy-Widom for large time. For each t, F(t, x) is a stationary process in x with one dimensional distributions given by the crossover formula. As t 0, one can obtain the full process level limit: It just comes from the first term (the Gaussian term) in the chaos expansion (11) . A natural conjecture is that as t ∞, t −1/3 F(t, x), converges to the process Airy 2 (x). Formula (49) is naturally compared to the determinental forumla (18) for F GU E . In [1] , there is also a version of the crossover formula generalizing the Painleve II representation for F GU E , reminiscent of inverse scattering theory: At this point we review what has been accomplished. Actually, all that we have done is show is that one more model, KPZ itself, belongs to the KPZ universality class. Despite the appearance of generality, KPZ is really no more fundamental than ASEP. So now KPZ and the continuum directed polymer (10) are added to the short list of models (TASEP, polynuclear growth, ASEP) for which one is able to rigorous establish some of the behaviour one expects to be universal. For generic models like ballistic aggregation one can still say essentially nothing.
The intermediate coupling regime for random polymers
On the other hand, for the discrete polymers (9) we can say something universal [2] . Here there is also a weakly asymmetric limit. Setting n ∼ ε −2 we take as asymmetry n −1/4 ∼ ε 1/2 . In other words we consider f βn −1/4 (n, x) = log E x,0 [e
Assume the common distribution of the W (i, j) has bounded moment generating function so that the discrete polymer makes sense and, for normalization, mean zero and variance one. Then it is not hard to check that as n ∞, f βn −1/4 (n, x)−c β n 1/2 converges in distribution to that of F β (t, x) given by (10) . This is proved by expanding the exponential on the left hand side of (55) and showing that the discrete chaos expansion converges term by term to the continuous chaos expansion (11) . Hence we can show for any such distribution on the W (i, j),
So there is a region intermediate between the weak coupling (β = 0) and the strong coupling (β > 0) regimes where we can universally observe rigorously the transition in behaviour from Gaussian to F GU E fluctuations, given by the crossover distributions (47). In particular, for any reasonable distribution of W (i, j) we have the following weak version of universality, 
