Activity in the mammalian thalamocortical system is often accompanied by a synchronous discharge of cortical and thalamic neurons. Although many functions have been attributed to such synchronous firing, it is not known whether or how synchrony of firing per se affects thalamocortical operations. Direct experimental tests of the consequences of neuronal synchronization in vivo are hard to carry out, whereas theoretical studies based on singleneuron models cannot reveal the effects of synchrony at the system level. To overcome these limitations, we have used a perturbational approach to test the causal efficacy of synchrony per se in large-scale simulations of the thalamocortical system. The test consists of selectively disrupting firing synchrony by 'jittering' the timing of action potentials in the simulations and determining whether firing rates are modified by this perturbation. The simulations are based in detail on the known anatomy and physiology of the thalamocortical visual system of the cat, and have been shown in a companion paper to produce episodes of fast synchronous activity at multiple levels. By carrying out the perturbation analysis, we established that neurons can have long membrane time constants (8-16 ms) and balanced synaptic activations, and yet function collectively in such a way that synchrony within a time window of 4 ms significantly affects the rates and selectivity of the responses to visual stimuli. The simulations also revealed a complex interplay, at the network level, between synchrony of firing and rate of firing. The dynamic consequences of firing synchrony were most evident when spike jittering was applied to specific polysynaptic loops involving corticocortical and corticothalamic connections. These results support the view that firing synchrony within thalamocortical and corticocortical loops plays a causal role in the cooperative and competitive neural interactions that produce pattern-selective responses in the cortex.
Introduction
Synchronous neural activity, often accompanied by fast oscillations, has been observed in the thalamocortical system of several species, including cat, monkey and humans (Gray and Singer, 1989; Murthy and Fetz, 1992; Singer, 1993; Sillito et al., 1994; Steriade et al., 1996) . A number of functions have been proposed for such synchronous activity, including serving as a temporal code (Singer, 1993) , representing the fundamental mode of information processing (Abeles, 1991) , and solving the binding problem (Milner, 1974; von der Malsburg, 1981; Damasio, 1989; Tononi et al., 1992; Singer, 1993) . However, there are still no convincing experimental demonstrations that synchrony per se plays a causal role in processes subserving perception and action. Even at its most fundamental level, it is still controversial as to whether firing synchrony makes any substantial difference to neural dynamics or whether it is merely an epiphenomenon of the organization of thalamocortical circuitry.
A standard way to evaluate the causal significance of a phenomenon is to perturb it selectively. For example, classical stimulation and lesion techniques have been used to assess the role of neural activity in specific brain structures (see e.g. Celebrini and Newsome, 1994; Munk et al., 1995) . To assess the significance of the relative timing, e.g. the synchronous occurrence, of discrete events, procedures based on selectively perturbing or 'jittering' such timing have been used extensively in engineering, physics and information theory (Nayfeh, 1973) . In accord with this approach, the role of synchrony in neural dynamics could be tested by altering the relative timing of spikes among neurons without otherwise affecting their intrinsic input-output properties. Unfortunately, such a selective perturbation of spike timing in the central nervous system is extremely difficult to perform in vivo.
A valuable alternative for carrying out such a test is to use computer simulations of suitably modeled nervous systems. A few theoretical analyses of the consequences of temporal coincidences on neural firing have shed some light on this issue (Abeles, 1982; Murthy and Fetz, 1994; Softky, 1995) . These analyses were based, however, on models of a single neuron or of a small numbers of neurons, and cannot determine whether the sensitivity of individual neurons to synchronous input (Abeles, 1982; Murthy and Fetz, 1994 ) plays a significant role at the system level. For this purpose, computer models are needed that incorporate both the physiological properties of individual neurons and the dynamic constraints arising from the layered structure and long-range connectivity of the thalamocortical system.
In the present paper, we examine the effects of selective perturbations of spike timing by using a large-scale model of the thalamocortical visual system as a testbed. In the model, as described in a companion paper (Lumer et al., 1997) , epochs of synchronous and fast rhythmic activities emerge naturally during stimulation at all levels of the thalamocortical system. Here, a random jitter of a few milliseconds was added to the timing of each spike generated by selected sets of neurons in the modeled thalamocortical system. By examining the effects of such perturbations on mean firing rates and response selectivity, we show that synchrony of firing has major effects on several important aspects of the dynamics of the thalamocortical system. Preliminary results have been presented in abstract form (Lumer and Tononi, 1995) .
Materials and Methods

Model architecture
The model was specifically based on the anatomy and physiology of the cat visual thalamocortical system (Rosenquist, 1985; Douglas and Martin, 1990; Salin and Bullier, 1995) . A detailed and quantitative description has been developed in Lumer et al. (1997) . In brief, this model consisted of small in-register sectors in a primary and a secondary visual area of cortex (Vp and Vs), two corresponding regions of the dorsal thalamus (Tp and Ts) and of the reticular thalamic (RT) nucleus (Rp and Rs), and contained >65 000 spiking neurons with >5 million connections. Vp corresponded to ∼1 cm 2 of cortical surface in area 17. Vs represented a generic extrastriate area with coarser topography, linked to Vp by forward and backward connections. Tp and Ts corresponded to portions of the lateral geniculate nucleus and LP-pulvinar respectively. In the model, each cortical area was organized in three layers on the basis of differential efferent,afferent and intrinsic connectivity. These layers corresponded to supragranular layers, infragranular layers and layer IV respectively. Thus, Vp comprised a topographic map of 40 × 40 elements for each of two orientation selectivities, vertical and horizontal respectively. Each element contained 10 neurons divided in three layers as follows: two excitatory cells per layer; one inhibitory cell per layer in the infragranular layer and layer IV, and two in the supragranular layer. The thalamic map Tp and a RT map Rp associated with Vp had 40 × 40 elements each, and either one relay cell and one inhibitory cell (Tp) or one inhibitory cell (Rp) per element. Vs consisted of a 30 × 30 trilaminar map for each of three selectivities, one for elongated horizontal bars, one for elongated vertical bars and one for bar crossings. Ts and Rs had 30 × 30 elements each.
Individual neurons were modeled as standard single-compartment integrate-and-fire units with realistic membrane time constants (i.e. 16 ms for excitatory cells and 8 ms for inhibitory units), each equipped with appropriate sets of synaptic channels. Synaptic interactions were subserved by a dense plexus of cortical connections, including intraareal horizontal connections, interlaminar connections, and forward and backward corticocortical connections, as well as corticothalamic and thalamocortical connections passing through the RTcomplex. All synapses were modeled as conductance changes with reversal potentials and time constants of activation consistent with experimental measurements. Synapses provided fast (GA BAA-like) and slow (GABAB-like) inhibition, as well as voltage-dependent (NMDA-like) and voltageindependent (AMPA-like) excitation. A schematic layout of the various types of connections involved in the model is given in Figure 1 . The forward and backward connections between cortex and thalamus and between cortical areas, which mediate long-loop interactions, are emphasized in this figure. Their involvement in mediating the effects of synchrony is specifically examined in this paper.
Visual Stimulation
In this study, sensory stimulation was achieved by applying a stochastic (Poisson, λ = 0.3 kHz) synaptic excitation independently to each thalamocortical cell of Tp and Ts, that was amplitude-modulated according to the spatial structure of the stimulus. The stimulus consisted of two superimposed gratings, one vertical and one horizontal, moving in perpendicular directions at 2 cycles/s. These horizontal and vertical gratings were also presented independently to assess the orientation selectivity of cortical cells. In Tp, non-zero activation with an amplitude equivalent to 10 synchronous EPSPs per synaptic event was confined to bars of the gratings, which were two elements wide and spaced by eight elements in each grating. A corresponding pattern, suitably scaled down and blurred via a 5 × 5 Gaussian mask, was also used to stimulate Ts. In a typical run, consecutive stimulation epochs lasted for 250 ms each, and were interlaced with 500 ms periods of spontaneous activity. In some of the runs, the amplitude of the stimulus drive was varied to assess the inf luence of mean firing levels on the emergence and effectiveness of synchronous firing. Different amplitudes were assumed to represent changes in the stimulus contrast.
Jittering Procedure
In order to assess the contribution of synchronous firing per se to the overall functioning of the thalamocortical system, the timing of spikes was jittered as follows: axonal transmission delays were increased by a random amount, which was sampled de novo for each spike from a uniform distribution between 0 and a maximum, j max , which was expressed as a fraction of the membrane time constants. The jittering perturbation was applied either globally to all projections in the system, or along chosen pathways, including RT connections, thalamocortical and corticothalamic projections, forward and backward corticocortical projections, and intrinsic intracortical projections.
Data Collection and Analysis
The membrane potential and spikes for all units were recorded during simulations. To characterize the overall model behavior, we examined a number of aggregate measures. The population-averaged membrane potential was calculated for chosen subsets of neurons as a qualitative indicator of coherent activity.
In addition, the degree of synchrony among many neurons was measured quantitatively according to Contacts from individual arbors were made probabilistically according to spatial density profiles with exponential fall-off. The proportion of synapses from different sources was used as a constraint in the parameterization of the various density profiles. Simulated cells in L4 and LI of Vp received convergent thalamocortical connections from regions of Tp that were biased along either the horizontal or the vertical visual axis. Instead, thalamocortical connections from Ts to Vs were made isotropically. Thus, feature selectivities in Vs resulted only from biases in the forward corticortical projections, from LS of Vp to L4 of Vs. En passant contacts from Tp and Ts cells were made in Rp and Rs according to a focused arborization profile. Interlaminar cortical connections included focused projections from L4 to LS, from LS to LI, and from LI back to L4 and LS. Corticothalamic axons descended from LI excitatory cells into their corresponding thalamic nuclei, contacting all cell types present in these structures in a focused manner. En route, such fibers gave focused collaterals to the reticular nucleus. The organization of reciprocal thalamocortical and corticocortical pathways in loops is emphasized in this figure.
where and
The χ 2 measure (Golomb et al., 1994) is the variance of the populationaveraged membrane potential normalized by the average variance of the individual membrane potentials. For sufficiently large populations and long integration intervals, it is close to 1 when all the activities are perfectly synchronized, and is equal to 0 for a fully incoherent state.
When assessing the effects of perturbations of spike timing, we concentrated on the change in mean firing rate within a representative set of units, i.e. the supragranular excitatory cells of Vs selective for crossings of vertical and horizontal bars. The calculation of the mean firing rate encompassed all the cells of this type (i.e. 1800 units) and was limited to the epochs when the visual stimulus was present. These cells were chosen because in the model they are selective for higher-order features of the visual stimuli.
Computer Implementation
All simulations were performed with the use of the program CellLab on Sun Sparc 20 workstations equipped with 256 Mbytes of memory (Lumer et al., 1997) . The typical memory taken by one simulation was 180
Mbytes and the CPU time necessary for simulating 1 ms of the network response was of the order of 10 s. Numerical integration of the evolution equations for the membrane potentials and channel conductances was based on a forward exponential technique (MacGregor, 1987) with a time step equivalent to 0.5 ms.
Results
After characterizing the normal behavior of the model during visual stimulation, we study the effects of disrupting synchrony by introducing a random jitter of a few milliseconds in the timing of action potentials. This perturbation is carried out either globally or on a restricted set of pathways, and the effect on mean firing rates in the secondary visual area (Vs) are measured. We then examine how synchronous firing and its effectiveness depend in turn on mean firing levels within the thalamocortical system. Finally, the impact of disrupting synchrony on the detection of specific features of the visual stimuli is examined.
Multilevel Responses to Visual Stimuli
In a standard experiment, the model was presented for 250 ms with a simulated stimulus consisting of two superimposed gratings, one vertical and one horizontal, moving in perpendicular directions at ∼2 cycles/s. The membrane potential, Vi, for all units i in the model was recorded, and is shown for a subset of cells (Fig. 2) . Topographic displays of unit activity, averaged over a 250 ms stimulation epoch, reveal the sharp orientation selectivity of the responses elicited in the primary visual area, Vp ( Fig. 2A) . Such orientation selectivity results from a weak geniculate (Tp) afferent bias amplified by mutual intracortical excitation of neurons with similar orientation specificity that receive non-specific inhibition (see e.g. Douglas et al., 1995; Somers et al., 1995) . Also visible in the displays is the coarser topographic mapping of cells in the secondary area,Vs. Note that part of the topographic spread is due to stimulus motion. Membrane potential plots of the same units over the same epoch exhibit a clearcut spatiotemporal pattern of both subthreshold and action potentials (Fig. 2B ). This is revealed by the corresponding instantaneous population averages of membrane potentials and spike counts (Fig. 2C ). These display a considerable degree of synchronous firing as well as an oscillatory behavior. Synchronous oscillations occur at every level of the model (Fig. 3A) , with sharp peaks in the power spectra of population activity at around 52 Hz. Since the model was not specifically engineered to obtain a particular dynamic behavior, such transient episodes of synchronous oscillations are an emergent feature of its connectivity and of the properties of its units.
Note that, in these simulations, oscillatory behavior was more marked in the secondary cortical area (Vs) than in the primary area (Vp). This was due to the small size of Vs which, in the absence of additional input from higher visual areas, made it easier to achieve a high degree of synchronous firing in Vs than in Vp. Another reason for the different amplitude of the oscillations was that the response of Tp to visual input, which was then relayed to Vp, was designed to be fully asynchronous. While this was done to examine the specific inf luence of corticothalamic projections on synchrony of firing in Tp, an unavoidable consequence was that the degree of synchrony obser ved in Vp was significantly dampened. In contrast, Vs received inputs that had been already made synchronous by the the reciprocal interactions occurring in Vp, as determined previously (Lumer et al., 1997) . Since Vs was not meant to correspond to a specific visual area, but simply to a higher area from which a representative output could be sampled, the presence of high-amplitude coherence had the advantage that it increased the dynamic range of such sampling. On the other hand, such high amplitude oscillations have a biological counterpart in the activity of an extrastriate area of the cat (area PMLS) during visual stimulation (Engel et al., 1991b) . Indeed, oscillations in PMLS were found to be more pronounced than those recorded at corresponding topographic locations in the cat striate cortex.
Inf luence of Synchrony of Firing on Mean Firing Levels
We first examine the effects of perturbing spike timing throughout the model thalamocortical system. Such perturbation is then applied selectively to the activities along chosen pathways in order to probe their respective inf luences in mediating synchronous activity and its effects.
Effects of Global Jittering
Jittering the relative timing of spikes over the entire system had a dramatic effect on its behavior at all levels (Fig. 3b) . While jitters <2 ms were ineffective, larger perturbations caused a progressively stronger decrease of mean firing rates (Fig. 4) . A firing level of less than 60% of the control rates of neurons in the supragranular layer of Vs was approached for mean jitters as small as 25% of the membrane time constants, or an equivalent of 4 ms in excitatory cells and 2 ms in inhibitory units. Note that these firing rates were calculated by averaging over the entire topographic map in the supragranular layer of Vs, which included a large fraction of neurons that were only marginally activated by the visual stimulus during the recorded epoch. Whereas these averaged rates decreased from ∼21 to 12 spikes/s as a result of large jitters (Fig. 4) , peak activities dropped from a level of 35-40 to 20-25 spikes/s under the same circumstances. Additional controls established that these effects could not be attributed either to a modification of the initial response at stimulus onset, or to an increase of mean transmission delays by a fixed amount. To rule out a dominant inf luence of the stimulus onset on this behavior, we performed an additional experiment in which the jitter (jmax = 1) was initiated only 75 ms after the stimulus onset. This led to a decrease of activity equivalent to that of the original experiment, in conjunction with a disappearance of the episodes of coherent activity. Unlike a random jitter for each spike, a modification of mean transmission delays by a fixed amount did not lead to a decrease of activity in the cortical areas. Simultaneous increases of the mean and of the scatter of transmission delays led to a reduction of firing rates, although this drop was smaller than that caused by the introduction of a stochastic jitter. [Given the small value of most transmission delays in the model (i.e. ≤3 ms on average), an increase in their scatter above the nominal level (SD = 1 ms) had to be coupled to an increase in their mean values. Note also that the effects of a static distribution of conduction delays depend strongly on the total number of connections that each cell receives from any given site.] These results demonstrate that synaptic coincidences with a precision of a few milliseconds, i.e. within 4 ms, contribute significantly to the build-up of firing rates in the modeled thalamocortical system.
Effects of Selective Jittering along Specific Pathways
Which pathways are important for the effects of synchrony on firing rate in this model? Previous results (Lumer et al., 1997) indicated that reentry along certain sets of reciprocal pathways plays a major role in generating synchronous firing over widespread territories, in particular the forward and backward projections, either between cortical areas or between cortex and thalamus. In addition, reticular thalamic networks were found to have a considerable inf luence on the synchronization of activity within corticothalamic loops. Therefore, we examined the effects of selective jittering along these various pathways. A salient feature of this analysis was the treatment of the effects of backward projections originating in Vs. While their inf luence is commonly considered at the level of their target neurons, we examined their effects within the area from which they originate, in this case Vs. Although indirect, such effects should be indicative of how patterned activity in higher cortical areas are ultimately synthesized as a result of bidirectional interactions with earlier processing stages.
In an initial series of experiments, the responses of the model were compared before and after selectively jittering either the forward or the backward connections between the primary and the secondary cortical area. Jittering the spike timing along the afferents from Vp to Vs reduced the activity within the latter area by a statistically significant amount (Fig. 5) . Jittering along the backward corticocortical pathway led to an equivalent reduction of activity in Vs. Simultaneous jittering along both forward and backward corticocortical pathways did not result in an additional reduction of firing levels. Such jittering also led to a loss of coherence between neural activities in Vs and Vp (Fig. 6A ). In contrast with Vs, the primary cortical area (Vp) did not show a significant change of activity as a result of jittering either the forward or backward projections to and from Vs respectively. For instance, the cells selective for horizontal orientations in the supragranular layer of Vp had a mean firing rate of 13.1 spikes/s (SD = 1.9) in the control runs,12.6 spikes/s (SD = 2.7) after jittering the forward (Vp to Vs) pathway, and 13.8 spikes/s (SD = 2.9) after jittering the backward (Vs to Vp) pathway.
Similar results were observed after selectively jittering the forward and backward pathways between cortex and thalamus (Figs 5 and 6B). Once again, jittering the spikes in the forward direction had remarkably similar consequences as jittering them backwards or both ways. Note that the drop of activity in Vs was more pronounced in this case as compared to the results of corticocortical perturbations. Unlike Vs, the thalamic relay cells did not show a large change in firing rates when jittering was applied to either corticothalamic or thalamocortical projections. The mean firing rate in Ts was 47.1 spikes/s (SD = 1) in the control runs, 41.7 spikes/s (SD = 0.3) after jittering along the thalamocortical pathways, and 41.5 spikes/s (SD = 0.3) after jittering along the corticothalamic pathways. Finally, jittering the RT networks also led to a significant decrease of the firing rates in Vs (Fig. 5) . These results illustrate how changes in the synchrony at one level can be ref lected in changes in the activities at a very different level of the thalamocortical system.
Inf luence of Mean Firing Levels on Synchrony
In another series of experiments, synchronous firing and its effectiveness were shown to depend in turn on mean firing levels. This was done by systematically increasing the intensity of Figure 4 . Perturbation of synchronous firing in the thalamocortical model. The mean firing rate and SD over six successive 250 ms stimulus epochs of the supragranular excitatory cross-selective cells of Vs is plotted as a function of the maximum of the random jitter of spike timing introduced globally. In the figure, this maximum, j max , is expressed as a fraction of the membrane time constants, so that a value of j max = 1 corresponds to a maximum jitter of 16 ms in excitatory cells and 8 ms in inhibitory units. Figure 5 . Effects of disrupting synchronous firing along specific pathways. The mean firing rate of the supragranular excitatory cross-selective cells of Vs and SD over 12 stimulation epochs for the control runs (far left) and the globally jittered system (far right) are compared to the response in a system perturbed selectively (j max = 1) along either the corticocortical (CC) loop or the thalamocortical (TC) loop; this involves, in turn, a jitter of: the forward Vp to Vs pathway (F), the backward Vs to Vp pathways (B), or both pathways simultaneously (F,B) ; the thalamocortical pathways (F), the corticothalamic pathways (B), or both sets of connections between cortex and thalamus (F,B). The effect of a jitter along the projections originating from reticular thalamic (RT) cells is also displayed. Changes were significant either at P < 0.01 (TC loop, RT, global) or at P < 0.05 (CC loop; n = 12, Mann-Whitney U-test).
the stimulus-evoked inputs to thalamic relay and interneurons, while keeping every other aspect of visual stimulation identical (see Materials and Methods). The cortical response to such stimulation displayed a highly nonlinear dependence on the level of thalamic activation. Below a critical value of sensory activation, cortical firing rates were low (Fig. 7A ) and population activity was essentially asynchronous (Fig. 7B) . At a well-defined transition point, firing rates, population synchrony and the effectiveness of synchrony, as measured by the consequences of jittering, all rose steeply before saturating upon further increases of the stimulus intensity. The transition had the characteristics of a nonequilibrium phase-transition, as suggested by large f luctuations of an order parameter, in this case the mean firing rate, from one stimulation epoch to another (Fig. 7A) ; this behavior was in contrast with the gradual and weaker increase of the firing rate in the spike-jittered model (jmax = 1).
Cooperative and Competitive Network Interactions
The amplification of neuronal firing rates resulting from synchrony also enhances cooperative and competitive network interactions that can serve to sharpen feature-selective responses in the cortex. For instance, the orientation selectivity of cortical cells, measured by the mean firing rate elicited in a population of LS cells selective for vertical bars by a drifting vertical grating divided by that elicited by a horizontal grating, decreased from 5.5 in Vs (5.8 in Vp) to 2.5 (3.5 in Vp), following the jittering of spike timing (jmax = 1). The properties of the gratings used in this example were as described in Materials and Methods.
Note that the drop in selectivity due to the jittering was ref lected both in a decrease of the maximal firing rates evoked by a grating of optimal orientation, and in an increase of the responses evoked by a grating with the orthogonal orientation (Fig. 8) . The latter change suggests that disruption of synchrony should increase the width of the orientation tuning curve.
Discussion
Over the past decade, a large number of experimental studies have begun to elucidate the properties of visual stimuli and of the neural substrate that can affect the degree of synchronization The solid curve corresponds to the mean firing rate in the control (i.e. unjittered) runs, for increasing values of the stimulus intensity. The dashed curve gives the equivalent responses in a jittered system (j max = 1). Note the sudden rise of activity in the control system, which is reminiscent of a phase transition. This transition is not seen in the jittered system. (B) The degree of synchrony among supragranular cross-selective cells of Vs is measured, at each stimulus intensity, in the control system. This measurement, which is based on the normalized temporal variance of the population-averaged membrane potential (see Materials and Methods), demonstrates the simultaneous increase of both firing rates and synchrony of firing as the stimulus intensity is raised beyond a transition point.
in the visual system. The way in which synchrony inf luences neural network operations has received comparatively little attention. Direct examination of such inf luences are presently extremely difficult to carry out in vivo. It is possible, however, to obtain valuable insights into the effects of synchrony using computer models that embody realistic parameters. Here we used a large-scale model of the visual thalamocortical system of the cat embodying these parameters in order specifically to examine the role of synchronous firing in neural dynamics. The anatomical and physiological properties incorporated in the model, which were described in detail in a companion paper (Lumer et al., 1997) , are such that episodes of fast (50 Hz) synchronous oscillations emerge naturally at multiple levels of the system. The model was employed to perform an idealized experiment aimed at establishing whether this synchronous firing per se, in isolation from other parameters, plays a causal role in determining the dynamic behavior of the thalamocortical system. This was achieved by jittering the timing of individual spikes by random amounts. The results of spike jittering experiments demonstrate that synchronous firing with a precision of a few milliseconds is important and significantly affects the responses of the system to visual stimuli, in terms both of their magnitude and of their specificity. Moreover, our analysis reveals a complex interplay, at the network level, between synchrony of firing and rate of firing. The dynamic consequences of firing synchrony were most evident when spike jittering was applied to specific reentrant loops involving corticocortical and corticothalamic connections.
Firing Rate versus Firing Synchrony
The firing pattern of cortical neurons can be altered in principle either by changing the firing rate or by changing the degree of synchrony of their synaptic inputs. While the importance of changes in firing rate for behavior is generally accepted (Georgopoulos et al., 1993; Celebrini and Newsome, 1994) , the relevance of temporal coincidences has remained controversial (see Shadlen and Newsome, 1994; Softky, 1995) . At the single-cell level, it is generally believed that synaptic inputs arriving synchronously on a target neuron can in principle produce greater output than the same number of spikes arriving asynchronously (Abeles, 1982; Murthy and Fetz, 1994) . The advantage of synchronous inputs over asynchronous ones, which is known as the synchronous gain (Abeles, 1982) , is more marked in cells with shorter membrane time constants. This input-output property results from the fact that excitatory postsynaptic potentials (EPSPs) have a finite duration and that their amplitude is a small fraction of the depolarization required to cause an action potential. At the system level, however, it has been unclear whether such sensitivity to temporal coincidences is a factor in determining the collective behavior of neurons embedded in complex synaptic networks. Theoretical arguments as well as simulations which did not explicitly consider the inf luence of the connectivity of the thalamocortical system have led to the suggestion that, if cortical neurons integrate their synaptic inputs with long membrane time constants and operate in a regime such that synaptic excitation and inhibition are roughly balanced, they should only signal changes in firing rate (Shadlen and Newsome, 1994) . By contrast, the present results obtained with a prototypical model of the thalamocortical system demonstrate that neurons can have long membrane time constants (8-16 ms) and balanced synaptic activations, and yet function collectively in such a way that synchrony within a time period of 4 ms is important. This system property was demonstrated quantitatively by comparing the responses of the model before and after selective perturbations affecting synchrony. In qualitative terms, this property can be accounted for as follows. As the level of activation increases in thalamocortical circuits, network interactions produce an increase in firing synchrony (see Lumer et al., 1997 and Fig. 7b) . At the same time, the overall increase in background synaptic activity causes individual cell membranes to become more leaky, thereby decreasing their effective time constants (Bernander et al., 1991) . This increases the synchronous gain, i.e. individual neurons become more sensitive to temporal coincidences in their synaptic inputs and respond with a higher firing rate to synchronous rather than to asynchronous inputs. Whole networks can thus switch to a firing regime in which both the degree of neural synchrony and the sensitivity of individual neurons to synchronous inputs are high.
These findings bear on the recent controversy about whether neurons work as 'integrate-and-fire' elements or as 'coincidence detectors' (Shadlen and Newsome, 1994; Softky, 1995) . Rather than suggesting a clearcut distinction between the role of firing rate and firing synchrony, the present experiments with jittering of spike timing prompt the idea that firing rate and firing synchrony both contribute to causally effective interactions within the thalamocortical system in an interdependent way: a sufficient amount of activity is needed for synchrony to ensue; in turn, the emergence of synchrony significantly affects firing rate. Assuming that firing rate is important for behavior, then firing synchrony must also be important.
The conclusion that synchrony of firing is an important component of network processes has important empirical and theoretical consequences. If synchrony among many neurons over a period of a few hundreds of milliseconds has major effects on the behavior of the system, analyzing the activity of a few Figure 8 . Effect of synchronous firing on orientation selectivity. The mean firing elicited in populations of supragranular cells of Vp and Vs selective for vertical bars by either a drifting vertical grating or a drifting horizontal grating was measured before and after the introduction of a random jitter that disrupted synchrony (j max = 1). In the figure, firing rates correspond , from left to right, to: the control responses to a vertical grating and horizontal grating in Vp; the responses after jittering to a vertical grating and horizontal grating in Vp; the control responses to a vertical grating and horizontal grating in Vs; the responses after jittering to a vertical grating and horizontal grating in Vs. Error bars are calculated on the basis of variations in six successive 250 ms stimulation epochs interlaced with 500 ms of spontaneous activity. The thick lines over each firing rate indicate the orientation of the visual stimulus.
units and averaging over trials may miss some essential information. By contrast, this information may be revealed by approaches that examine the activity of many units, or of local spatial averages such as field potentials and optical signals, over a single trial (Nicolelis et al., 1995; Arieli et al., 1995) .
Synchrony and Reentrant Loops
We showed that interareal corticocortical loops and corticothalamic loops are responsible for coordinating fast activities over widespread territories (Lumer et al., 1997) . Interrupting activity along those loops dramatically reduced the amount of synchrony observed between cortical areas or between the cortex and the thalamus. In the present work, by parametrically increasing the degree of activation of these loops, we saw that a critical amount of activity had to be reached in order to produce synchronous firing among neurons along these loops. The sudden increase in the degree of synchrony and of the effectiveness of synchrony when the stimulus intensity reaches a certain level is associated with a sudden increase of the variance of neural activity. This abrupt, nonlinear effect is characteristic of a non-equilibrium phase transition. Evidence for such phase transitions should be obtainable both from neurophysiological and psychophysical experiments that measure the responses elicited by congruent and rival stimuli with variable contrast.
While these findings show the nonlinear dependence of synchrony on activity levels, the results of selective jittering of corticocortical and corticothalamic loops demonstrate that, once synchrony has arisen, it significantly boosts activity levels among some elements of these loops. Selective jittering along these loops considerably reduces the firing rates of specific populations of units and prevents the occurrence of the above-mentioned phase transition. Two obser vations suggest that corticothalamic and corticocortical reciprocal connections form the structural substrate for functional loops: highly correlated activity was observed among the neuronal populations connected in a loop (i.e. one expects that the elements of a loop will be highly correlated) (cf . Fig. 6 ); jittering the spikes in the forward direction had similar consequences as jittering them backwards or both ways (i.e. one 'cut' is sufficient to open a loop). These results highlight the important role played by reentrant activity along reciprocal pathways in the thalamocortical system (Edelman, 1987; Sporns et al., 1991; Tononi et al., 1992) .
Finally, the present results indicate that interfering with the function of backward corticocortical or corticothalamic connections, either by blocking or by jittering neural activity along them, leads to a disruption of synchrony among target neurons without significantly affecting their firing rate. This is consistent with experimental data obtained by interfering with backward interareal (Munk et al., 1995) and corticogeniculate connections (Sillito et al., 1994) , or with interhemispheric connections (Engel et al., 1991) . In addition, our results lead to the prediction that interfering with the effects of backward connections should result in a change in firing rate and possible functional impairment in the areas from which they originate or in areas situated further upstream.
Concluding Remarks
Based on the findings reported in this paper, it can be hypothesized that other system variables besides firing rate are likely to be affected by the emergence of synchrony. In particular, cooperative and competitive interactions between large populations of neurons are likely to be highly sensitive to the degree of firing synchrony. These in turn lead to changes in the specificity of responses to stimuli, as illustrated here with the simple example of selectivity to oriented gratings. More generally, we propose that reentrant interactions in thalamocortical systems serve to establish transient functional states defined by the temporal coordination of widely distributed groups of neurons, thereby maximizing the effectiveness of their synaptic interactions. As illustrated here, large populations of neurons may play a causal role in these interactions without showing a significant change in firing rates, while only some neurons will exhibit a modulation of their discharge rates as a result of these processes. Because of the inherent complexity in analyzing such distributed neural dynamics, the convergence of large-scale computer simulations, theory and multi-unit neurophysiology is expected to further our understanding of the mechanisms underlying integrative aspects of brain function.
