Abstract-It is shown that black-box derandomization of polynomial identity testing (PIT) is essentially equivalent to derandomization of Noether's Normalization Lemma for explicit algebraic varieties, the problem that lies at the heart of the foundational classification problem of algebraic geometry. Specifically:
I. INTRODUCTION
Noether's Normalization Lemma, proved by Hilbert [22] , is the basis of a large number of foundational results in algebraic geometry such as Hilbert's Nullstellansatz. It also lies at the heart of the foundational classification problem of algebraic geometry. For any projective variety V ⊆ P (K s ) of dimension n, where K is an algebraically closed field of characteristic zero and P (K s ) is the projective space associated with K s , the lemma says that any random (generic) linear map ψ : K s → K m , for any m ≥ n + 1, is regular (well defined) on V . Furthermore, for any such ψ, ψ(V ) ⊆ P (K m ), the image of V , is closed in P (K m ), and (2) the fibre ψ −1 (p), for any point p ∈ ψ(V ), is a finite set. In our context s will be exponential in n and m will be polynomial in n. In this case Noether's Normalization Lemma expresses the variety V , embedded in the ambient space P (K s ) of exponential dimension, as a finite cover of the variety ψ(V ), embedded in the ambient space P (K m ) of polynomial dimension. This is its main significance from the complexity-theoretic perspective. Deterministic construction or even verification of ψ is however very difficult in general. For general V , the current best algorithms for deterministic construction and verification based on a recent fundamental advance [36] in Gröbner basis theory take in the worst case space that is exponential n and time that is double exponential in n. (Before [36] the time bound was double exponential in s, and hence, triple exponential in n.) Nothing better can be expected in general because [35] , [37] also prove a matching exponential space lower bound for the computation of Gröbner basis in this general setting.
By the results in this article, black-box derandomization of polynomial identity testing (PIT) [19] , [27] , [28] , [2] , [50] , [54] in characteristic zero is essentially equivalent to the seemingly impossible task of bringing this worst-case double exponential time bound down to polynomial for explicit algebraic varieties. We call such efficient deterministic construction derandomization of Noether's Normalization Lemma. Black-box derandomization of PIT is important, because by the fundamental hardness vs. randomness principle [27] , [19] , [28] , [2] it is essentially equivalent to proving circuit lower bounds for EXP, which are much easier variants of the nonuniform P vs. N P problem. We also show that, assuming the Generalized Riemann Hypothesis (GRH) instead of the black-box derandomization hypothesis, the problem of derandomizing Noether's Normalization Lemma for the ring of invariants of the adjoint action of the general linear group on a tuple of matrices can be brought down to quasi-P H, instead of P . Thus blackbox derandomization of PIT takes us farther than GRH. Variants of the main implication are also shown assuming, instead of the black-box derandomization hypothesis in characteristic zero, Boolean lower bounds for constant-depth threshold circuits or uniform Boolean conjectures such as
, in conjunction with GRH. These results may explain in a unified way why proving lower bounds or derandomization results for arithmetic circuits in characteristic zero or constant-depth Boolean threshold circuits, or proving uniform Boolean conjectures such as
has turned out to be so hard, and also why GRH has turned out to be so hard from the complexitytheoretic perspective. Thus this investigation reveals that the foundational problems of geometry (classification and GRH) and complexity theory (lower bounds and derandomization) share a common root difficulty that lies at the junction of these two fields. We refer to this difficulty, or a chasm in the terminology of [3] , as the GCT chasm. This is meant to be a common abbreviation for the geometric chasm in complexity theory and the complexity-theory chasm in geometry, since the chasm is both of these simultaneously. By geometric complexity theory (GCT), we henceforth mean broadly any approach to cross this chasm based on a synthesis of geometry and complexity theory in some form. The approach proposed in this article and its sequel [44] is one such approach. There may be several others.
On the negative side, the equivalence in this article says that black-box derandomization of PIT in characteristic zero would necessarily require proving, either directly or by implication, results in algebraic geometry that seem impossible on the basis of the current knowledge. On the positive side, it says that if the fundamental derandomization and lower bound conjectures of complexity theory are true, then a large class of fundamental problems in algebraic geometry which appear intractable are actually tractable in the complexitytheoretic sense.
We also formulate a unified geometric complexity theory (GCT) approach to derandomization and classification based on this equivalence. It is illustrated by showing that Noether's Normalization Lemma for the ring of invariants of any explicit linear action of a classical algebraic group can be quasi-derandomized (unconditionally) if the dimension of the group is constant.
This article belongs to a series of articles on a GCT approach to the fundamental problems of complexity theory. See [40] for an informal overview of the earlier articles in this series, and [41] for a formal overview. All proofs are omitted in this abstract. The proofs and details can be found in the full version of the paper on the arXiv [43] . We now state the main results in this article in more detail.
II. IMPLICATIONS OF THE FUNDAMENTAL HYPOTHESES IN GEOMETRY AND COMPLEXITY THEORY
Let K be a field of characteristic zero. By black-box derandomization of PIT over K, we mean the problem of constructing an explicit hitting set [27] , [19] , [28] , [2] , [50] , [54] against all circuits over K and on r variables with size ≤ s. By the size of a circuit, we mean the total number of edges in it. There is no restriction on the bitlengths of the constants in the circuit. By an explicit hitting set, we mean a poly(s)-time-constructible set S r,s ⊆ N r of test inputs such that, for every circuit C on K and r-variables x = (x 1 , . . . , x r ) with size ≤ s, and C(x) not identically zero, S r,s contains a test input b such that C(b) = 0. Here C(x) denotes the polynomial computed by C. The fundamental black-box derandomization hypothesis in complexity theory [19] , [27] , [28] , [2] , [50] , [54] is that such explicit hitting sets exist.
In our first result, we consider a restricted form of PIT called symbolic trace identity testing (STIT). It is closely related to the symbolic determinant identity testing (SDIT) [28] .
By a symbolic trace over K, we mean a polynomial of the form trace(A(x) l ), where A(x) is an m × m symbolic matrix whose each entry is a homogeneous linear function over K in the variables x = (x 1 , . . . , x r ). By black-box derandomization of STIT over K, we mean the problem of constructing an explicit (poly(m, r)-time computable) hitting set S r,m of test inputs in N r such that, for any symbolic trace polynomial trace(
r , the direct sum of r copies of M m (K), with the adjoint (simultaneous conjugate) action of G = SL m (K):
where 
be the ring of invariants with respect to the adjoint action. By an invariant we mean a polynomial
G is finitely generated [22] , [49] , [52] . When K is algebraically closed, by Noether's Normalization Lemma [16] , there exists a set
G is integral over the subring generated by S. (This statement of Noether's Normalization Lemma is equivalent to the one given in the beginning of the introduction. Here a ring R is said to be integral over its subring T if every r ∈ R satisfies a monic polynomial equation of the form G . In the context of complexity theory, we only require that S be small (of poly(n) size) and do not insist on optimality. As we shall see below (cf. the remark after Theorem 7), this is crucial.
Specifically, we call a set
G is integral over its subring generated by S, and (3) each invariant s = s(U 1 , . . . , U r ) in S has a weakly skew straightline program [34] over Q of poly(n) bit-length. Here (3) is equivalent [34] to (3)': every s ∈ S can be expressed as the determinant of a matrix of poly(n) size whose entries are (possibly non-homogeneous) linear combinations of the entries of U i 's with rational coefficients of poly(n) bit length. By [9] , [34] , it follows that, given such a weaklyskew straight-line program of an invariant s ∈ S and any rational matrices G can be constructed in exponential time and polynomial space. In contrast, the construction or even verification of an s.s.o.p. turns out to be a formidable challenge. The techniques in this paper in conjunction with the recent results in Gröbner basis theory [36] , [37] show that an s.s.o.p. for K [V ] G can be constructed (or verified) in space that is exponential in n and time that is double exponential in n. This is so even requiring the cardinality of S to be only polynomial (instead of optimal) or subexponential. By the following result, assuming blackbox derandomization of STIT over an algebraically closed K, the problem of constructing an s.s.o.p. comes down from EXP SP ACE to P . Assuming GRH, instead of the blackbox derandomization hypothesis, the problem comes down to quasi-P H instead.
Let us call a set S an e.s.o.p.(explicit system of param-
and (2) given m and r, the specification of S, consisting of a weakly skew straight-line program as above for each s ∈ S, can be computed in poly(n) time. A quasi-e.s.o.p. is defined by replacing the poly(n) bounds by O(2 polylog(n) ) bounds. 
The results in (a) and (b) also hold for K that is not algebraically closed (e.g. Q) with a suitably weaker definition of derandomization of Noether's Normalization Lemma in this case. There is also a weaker variant of (c) for Merlin-Arthur games.
The
here, called a categorical quotient [45] , is a basic prototype of the moduli space of representations of a wild quiver [13] . The phrase wild here (meaning intractable) has a precise mathematical meaning [15] . It has the same connotations in geometric invariant theory as the phrase "NP-complete" in complexity theory. There is also a result for wild quivers [6] analogous to the NP-completeness result. It says that a solution to the problem of classifying representations of any wild quiver implies a solution for every other quiver. Theorem 1 can be generalized to moduli spaces of representations of any wild quiver. By this generalization, black-box derandomization of STIT over an algebraically closed field K of characteristic zero implies derandomization of Noether's Normalization Lemma over K for the analogous invariant ring associated with any wild quiver and dimension data.
The following result is a variant of Theorem 1 (a) and (b) assuming, instead of the black-box derandomization hypothesis, arithmetic lower bounds, or Boolean lower bounds in conjunction with GRH.
Let G has a quasi-e.s.o.p.
The arithmetic lower bound assumption here is that there exists an exponential-time-computable multilinear polynomial f (x 1 , . . . , x r ) with integral coefficients of poly(r) bitlength such that f can not be computed by an arithmetic circuit over K of (1) G has a quasi-e.s.o.p. The Boolean lower bound assumption here is that G has a subexponentiale.s.o.p. for any exponent δ > 0.
The Boolean lower bound assumption here is that (1) 
The next result generalizes Theorems 1 and 2 to any finite dimensional rational representation V of G assuming that an explicit first fundmental theorem (FFT) akin to that for matrix invariants in [49] , [52] holds for V .
Let G = SL m (K) and V any rational representation of G of dimension n. Since G is reductive [18] , V can be decomposed as a direct sum of irreducible representations of G:
Here λ : λ 1 ≥ . . . ≥ λ l , l < m, is a partition, i.e., a sequence of nonnegative integers, and V λ (G) is the irreducible representation of G (Weyl module [18] ) labelled by λ. We assume that V is specified succinctly by giving n and m (in unary) and the multiplicities m(λ)'s (in binary) for all λ's that occur with nonzero multiplicity in this decomposition. The degree d of V is defined to be max{|λ| = λ i }, where λ ranges over such partitions. Fix the standard monomial basis [14] , [33] for each V λ (G) and thus a standard monomial basis for V . Let v 1 , . . . , v n be the coordinates of V for this basis. This fixes the action of
G is integral over the subring generated by S, (2) the cardinality of S is poly(n, m), (3) every invariant in S is homogeneous of poly(n, m) degree, and (4) every s ∈ S has a small specification in the form of a weakly skew straight-line program [34] of poly(n, m) bit-length over Q and the coordinates v 1 , . . . , v n of V . Here (4) is equivalent [34] to (4)': every s ∈ S can be expressed as the determinant of a matrix of poly(n, m) size whose entries are (possibly non-homogeneous) linear combinations of v 1 , . . . , v n with rational coefficients of poly(n, m) bit length. We say that S is an s.s.o.p. in a relaxed sense if the straightline programs in (4) are not required to be weakly skew.
We call a subset
G , and (2) the specification of S, consisting of a weakly skew straight-line program as above for each s ∈ S, can be computed in poly(n, m) time, given n, m, and the nonzero multiplicities m(λ)'s of V λ (G)'s as in eq. (2) . An e.s.o.p. in a relaxed sense or a quasi-e.s.o.p. is defined similarly.
The following result generalizes Theorems 1 and 2 in this context assuming blackbox derandomization of general PIT (instead of STIT) and an explicit FFT akin to that for matrix invariants in [49] , [52] .
Theorem 3:
Suppose K is an algebraically closed field of characteristic zero. Let V as in (2) be a rational representation of G = SL m (K) of dimension n. Suppose an explicit FFT (defined formally in the full version) akin to that for matrix invariants [49] , [52] 
G has an e.s.o.p. in a relaxed sense.
Analogues and variants of Theorem 1 (b)-(c) and Theorem 2 also hold in this context. This result also holds for an explicit linear representation of any classical algebraic group in characteristic zero.
If G has constant dimension, then Noether's Normalization Lemma for K [V ] G can be quasi-derandomized unconditionally:
Theorem 4: Suppose K is an algebraically closed field of characteristic zero. Let V as in (2) be a rational rep-
G has a quasi-e.s.o.p. Furtheremore, such a quasie.s.o.p. can be constructed by a uniform AC 0 circuit of quasi-polynomial size with oracle access to DET .
The earlier algorithms for Noether Normalization of K[V ]
G based on Gröbner basis theory took space that is exponential in n and time that is double exponential in n even when m is constant.
In the first draft of this paper, Theorem 4 was stated and proved conditionally, assuming the black-box derandomization hypothesis for diagonal depth three circuits [53] . The author is grateful to Amir Shpilka for pointing out that this hypothesis (allowing a quasi prefix) is a consequence of the fundamental black-box derandomization technique in [50] , [54] for restricted PIT's. Hence, Theorem 4 holds unconditionally.
In all intended applications of GCT, the rank m of the underlying group is nonconstant and large. In the context of black-box derandomization of PIT, this rank is polynomial in the size parameter of the circuits (cf. Theorem 6 below). The proof of Theorem 4 sheds no light on how to handle this general case since the size of the e.s.o.p. constructed in it is exponential in m. As we shall see in Section V, the general case as in Theorem 3 is far harder than the case when m is constant, as expected.
III. EQUIVALENCE
The categorical quotients V/G = spec(K[V ] G ) studied above are fundamental examples of what we call explicit algebraic varieties defined formally in the full version. A large class of algebraic varieties that are studied in algebraic geometry are explicit. The following results say that derandomization of PIT is essentially equivalent to derandomization of Noether's Normalization Lemma for explicit varieties.
Let K be an algebraically closed field of characteristic zero.
Theorem 5:
A strengthened form of black-box derandomization of PIT over K (defined in the full version) implies derandomization of Noether's Normalization Lemma for the coordinate ring of any explicit algebraic variety over K.
In the context of symbolic determinant identity testing (SDIT) [28] , we have the following equivalence.
Theorem 6: (Equivalence) A strengthened form of blackbox derandomization of SDIT over K (defined in the full version) is equivalent to derandomization of Noether's Normalization Lemma (in a certain strict form) for the explicit algebraic variety Δ[det, m] associated with the determinant in [42] in the context of the permanent vs. determinant problem.
See the full version for the full statements of these results. There is a similar result for the general PIT. It uses instead the variety in [42] associated with the complexity class P in the context of the algebraic P vs. N P problem.
IV. PROOF TECHNIQUE
The proof of Theorem 1 (a) and (b) is based on the fundamental works in geometric invariant theory, specifically, the first and second fundamental theorems (FFT and SFT) for matrix invariants in [49] , [52] , and the properties of the categorical quotient V/G = spec(K[V ] G ) proved in [45] . The basic idea of the proof of Theorem 1 (a) is to construct in poly(n) time, using these FFT and SFT, a symbolic trace polynomial T (v, y) over K, where v = (v 1 , . . . , v n ) are the coordinates of V and y = (y 1 , . . . , y n ) are auxillary variables, such that T (v, y) can be expressed as a linear combination of certain symbolic traces over y with coefficients in
G . Specializing the y-variables of T (v, y) at the elements of an explicit hitting set provided by the black-box derandomization hypothesis for STIT yields a small explicit set
G of invariants with small specifications in the form of symbolic traces. The ring
G is shown to be integral over the subring generated by S using the properties of the categorical quotient V/G in [45] in conjunction with Noether's Normalization Lemma. This shows that S is an e.s.o.p. and proves Theorem 1 (a). The proof of Theorem 1 (b) is a variation of this idea.
Theorem 2 (a) and (b) are reduced to Theorem 1 (a) and (b), respectively, using the fundamental equivalence between black-box derandomization of PIT and circuit lower bounds for EXP [19] , [27] , [28] , [2] , efficient factorization of multivariate polynomials given by straightline programs [29] , and the depth reduction for arithmetic circuits [61] , [3] , [25] . Theorem 2 (c) and (d) are reduced to Theorem 2 (a) and (b) using the fundamental connection between Boolean and algebraic complexities in [8] , [24] based on the effective version [32] of the Chebotarev density theorem provided by the GRH, and the T C 0 -algorithms for division and iterated multiplication [20] . Theorem 2 (e) is reduced to Theorem 2 (d) using the the fundamental connection between nonuniform and uniform Boolean lower bounds [30] , [4] , [26] . Theorem 2 (f) is obtained by extending the proof of Theorem 2 (c), (d) and (e), plugging the N P -oracle in the right places.
A similar extension of the proof of Theorem 2 (c), plugging the N P NP -oracle in the right places, yields a quasie.s.o.p. S for K [V ] G giving the algorithm for constructing S access to the N P NP oracle, and assuming (i) GRH, and (ii) a subexponential circuit size lower bound for Δ . But (ii) holds unconditionally by the fundamental subexponential circuit size lower bound for Δ EXP 3 [23] , [39] . This implies that S is a quasi-e.s.o.p., with an access to the N P NP oracle, assuming GRH alone. This proves Theorem 1 (c). For its weaker variant for Merlin-Arthur games, one uses the fundamental circuit lower bound for M A EXP [39] instead in the last step.
The proof of Theorem 3 is obtained by generalizing the proofs of Theorems 1 and 2, using the assumed explicit FFT in place of the explicit FFT for matrix invariants in [49] , [52] , [17] , in conjunction with the algorithm in [22] for constructing finitely many generators for K [V ] G , computational invariant theory [59] , [11] , the bounds for the degrees of the generators for K [V ] G in [47] , [11] , and standard monomial theory [33] , [14] .
The proof of Theorem 4 differs from the proof of Theorem 3 in two places. First, we prove an explicit FFT for constant m unconditionally. This is the heart of the proof. Second, one only needs the black-box (quasi) derandomization hypothesis for diagonal depth three circuits [53] in this case. As already mentioned, this hypothesis is a consequence of the proof technique in [50] , [54] . Hence quasi-derandomiztion of Noether's Normalization Lemma follows unconditionally when m is constant. This proves Theorem 4.
Theorems 5 and 6 are proved by abstracting the ideas in the proofs of Theorems 1, 3, and 4.
V. HISTORY Derandomization of Noether's Normalization Lemma for K[V ]
G as in Theorem 1 is the heart of the problem of classifying normal forms of r-tuples of m × m matrices over K under simultaneous conjugation by SL m (K). When r = 1, this normal form is just the Jordan normal form. For r ≥ 2, this century-old classification problem of invariant theory is widely regarded as "impossible" or "hopeless"; cf. [6] , [13] . This is the reason behind the terminology wild (cf. [15] ). By [45] , the points of V/G are in one-toone correspondence with the closed G-orbits in V . If we restrict ourselves to only closed orbits as in [45] , then the classification problem is to find an explicit description of the categorical quotient V/G. The best explicit description that one could hope for is an explicit free resolution of
G over the free ring K[S] generated by the symbols corresponding to an e.s.o.p. S. The heart of such an explicit description is, of course, the construction of an e.s.o.p. This is precisely the problem of derandomizing Noether's Normalization Lemma that can be solved (cf. Theorem 1) assuming black-box derandomization of STIT. The general ring K [V ] G in Theorem 3 is a basic prototype of the ring the arises similarly in the context of the fundamental classification (moduli) problem [45] of algebraic geometry.
That K[V ] G in Theorem 3 is finitely generated is the celebrated result of Hilbert [22] . Before this result it was not even known if a finite S, let alone a small S, such that K [V ] G is integral over the subring generated by S, exists. Hilbert's first proof of this result was nonconstructive. This was severely criticized by Gordon as "theology and not mathematics". Noether's Normalization Lemma as well as the Nullstellansatz were proved by Hilbert in the course of his second constructive proof of this result in response to this criticism. It is fair to say that this constructive proof and its various mathematical ingradients such as the Normalization Lemma and the Nullstellansatz changed the course of algebraic geometry in the twentieth century. But Hilbert could only show that his algorithm for constructing finitely many generators for K [V ] G worked in finite time. He could not prove any explicit upper bound on its running time. Such a bound was proved in [47] a century later, and improved significantly in [11] . This improved analysis, in conjunction with the techniques in this paper and a recent fundamental advance [36] in Gröbner basis theory, yields an algorithm to compute a small S of poly(n, m) size such that K [V ] G is integral over the subring generated by S. The resulting algorithm needs in the worst case space that is exponential in n and time that is double exponential in n (even when m is constant). Theorem 1 (a) says that this double exponential time bound can be brought down to polynomial for the ring K[V ]
G of matrix invariants therein assuming black-box derandomization of STIT. Theorem 3 (a) says the same for the general
G assuming explicit FFT and black-box derandomization of PIT. Theorem 4 says the same for the general K [V ] G unconditionally (allowing a quasi prefix) if m is constant. Classical invariant theory mainly focussed on the case when m is constant. For example, Hilbert's paper [22] mainly focussed on the case when m = 4. Thus Theorem 4 does address unconditionally the case that classical invariant theory focussed on.
The EXPSPACE-algorithm for constructing a small S mentioned above uses the Gröbner basis algorithm in [36] . The latter algorithm works for any algebraic variety pre-sented by a set of generators for its ideal. The upper bound on its running time in [36] depends only on the dimension of the variety, the dimension of the ambient space in which the variety is embedded, and a bound on the degrees of the generators of its ideal. The matching worst-case double exponential time and exponential space lower bound in [35] , [37] for the running time of this Gröbner basis algorithm basically means that we can not go any further than EXPSPACE using such general algebraic geometry. What is needed is explicit algebraic geometry, or specifically, an explicit Gröbner basis (as formally defined in the full version) that depends on the deeper structure of the specific variety at hand. In the context of the categorical quotient V/G for V and G as in Theorem 3, this means we need (at least) a good set of generators for the ring
G with a sufficiently explicit set of relations among them. When d = 1, this problem is completely solved by the first and second fundamental theorems (FFT and SFT) of invariant theory in Weyl's classic book [62] , though the complexity issues are not specifically addressed there. An explicit Gröbner basis in this case is constructed in [59] . Explicit FFT and SFT for the ring of matrix invariants in Theorem 1 are proved in [49] , [52] , [17] . An explicit Gröbner basis in this case is still not known. Proving explicit FFT and SFT for the general K [V ] G in Theorem 3 has turned out to be extremely hard. This problem and its variants have been the focus of an intensive study in invariant theory in the last century. For small d (≤ 8) and small m (≤ 4) explicit FFT's and SFT's were proved in classical invariant theory; cf. [48] for their survey. An explicit FFT for any constant m, the key ingradient in the proof of Theorem 4, is proved in the full version of this article. For almost all other cases, the problem of proving explicit FFT and SFT (and, more strongly, constructing explicit Gröbner bases) appears "completely unsolvable" (cf. page 238 in [48] ). For this reason, bringing the problem of constructing an s.s.o.p. for the general K [V ] G with nonconstant large m from EXPSPACE to even the exponential hierarchy unconditionally is a massive challenge.
The problem of constructing an e.s.o.p. for the coordinate ring of Δ[det, m], which by Theorem 6 is essentially equivalent to black-box derandomization of SDIT, is even harder since Δ[det, m] is not even normal [31] , unlike
VI. THE GCT CHASM
In the mathematics literature, the phrases such as "explicit", "impossible", "hopeless" and "completely unsolvable" are only used informally. Complexity theory gives them precise meaning. Specifically, we interpret an explicit system of parameters (e.s.o.p.) as a polynomial-timecomputable system of parameters that is easy to evaluate. Explicit FFT, SFT, and Gröbner bases are defined formally in the full version. We interpret the phrases "impossible", "hopeless", and "completely unsolvable" as referring to the seemingly impossible task of bringing the double exponential time bound for the construction of an s.s.o.p. down to polynomial. Of course, the worst interpretation for complexity theory and geometry would result if the problem of constructing an s.s.o.p. for the invariant ring in Theorem 1 turns out to be EXPSPACE-hard or even PSPACE-hard. Such a possibility cannot be ruled out at the outset, since the computation of the Gröbner basis, on which the current EXSPACE-algorithm for constructing an s.s.o.p. is based, is EXPSPACE-complete in general [35] , [37] .
Such an EXPSPACE-hardness result in conjunction with Theorem 1 (a) would imply that the black-box derandomization hypothesis for STIT is false in characteristic zero. Even only P SP ACE-hardness would imply the same conclusion or that P SP ACE ⊆ P . N P -hardness would imply the same conclusion or that P = N P . The same conclusion would also follow if the problem is not hard for any of these complexity classes, but is an intermediate problem in EXP SP ACE that is not in P (akin to the intermediate problems in N P which are neither N P -complete nor in P ). If the problem is indeed not in P , then this is the most likely scenario (though formally proving that the problem is intermediate is a challenge). Similarly, if the problem of constructing a quasi-e.s.o.p. is an intermediate problem in EXP SP ACE that is not in quasi-P H, then Theorem 1 (c) would imply that GRH is false. If the problem of constructing a subexponential e.s.o.p. is an intermediate problem in EXPSPACE that is not in E = DT IM E (2 O(n) ) ⊆ EXP T IM E, then Theorem 2 (b) would imply that the fundamental conjecture in [60] that the permanent does not have small circuits for all n is false in characteristic zero. It would also then follow from Theorem 2 (d) that either GRH is false or EXP ⊆ i.o.P/poly. If the latter happens, it should not be too surprising if EXP ⊆ P/poly as well. This would imply [4] that EXP = P SP ACE = P H = M A.
If GRH and the fundamental derandomization and lower bound conjectures of complexity theory are still true (as we believe) despite these seemingly insurmountable odds, then their proofs seem far beyond the reach of the existing techniques in mathematics. In view of the magnitude of the difficulty, such unconditional proofs may require massive foundational extension and synthesis of the techniques of algebraic geometry and complexity theory.
Theorems 1 and 2 may thus explain why proving blackbox derandomization results for unrestricted (depth four) PIT, proving superpolynomial constant-depth-arithmeticcircuit or Boolean-T C 0 -circuit lower bounds for even EXP NP , or proving even very conservative uniform Boolean conjectures such as EXP NP ⊆ Σ P 2 ∩ Π P 2 has turned out to be so hard. In contrast, there are already known derandomization results for several versions of restricted PIT's in characteristic zero (cf. the survey [56] and the references therein), a quadratic lower bound for depth three circuits in characteristic zero [55] , a quadratic determinantal lower bound for the permanent [38] , superpolynomial AC 0 lower bounds for parity and majority (cf. [7] and the references therein), a superpolynomial ACC lower bound for EXP NP [63] , and uniform hierarchy theorems such as EXP NP ⊆ Δ P 2 , along with the known barriers [5] , [51] , [1] to the proof techniques of some of these lower bounds. Since non-black-box derandomization of PIT is closely related to circuit lower bounds for N EXP [28] , Theorem 2 (f) may explain why even partial non-black-box derandomization of PIT has turned out to be so hard. Theorem 1 (c) and (a) may explain the difficulty of GRH and the classification problem in algebraic geometry from the complexity-theoretic perspective. All this may provide a unified explanation for the difficulty of the fundamental problems of geometry (GRH and classification) and complexity theory (derandomization and lower bounds).
The results in this paper thus reveal that the foundational problems of geometry (classification and GRH) and complexity theory (lower bounds and derandomization) share a common root difficulty, namely, the problem of derandomizing Noether's Normalization Lemma, that lies at the junction of these two fields. We refer to this difficulty, or a chasm in the terminology of [3] , as the GCT chasm. This is meant to be a common abbreviation for the geometric chasm in complexity theory and the complexity-theory chasm in geometry, since the chasm is both of these simultaneously. This does not mean that a synthesis of geometry and complexity theory is necessary for crossing it. In principle, nothing is necessary other than the axioms of Peano Arithmetic. But in reality, given the enormity of the chasm, a synthesis in some form may be necessary. By geometric complexity theory (GCT), we henceforth mean broadly any approach to cross this chasm based on a synthesis of geometry and complexity theory in some form. The approach proposed in this article and its sequel [44] is one such approach. There may be several other GCT approaches. It would be interesting to explore such alternatives.
We conjecture that e.s.o.p.'s exist for the K[V ] G 's under consideration and the coordinate rings of explicit varieties in general: i.e., Noether's Normalization Lemma for these rings can be derandomized (as suggested by Theorems 1, 2, 3, 5 and 6), the classification problems of algebraic geometry can be solved in the complexity-theoretic sense (cf. the full version), and the GCT chasm can be crossed.
VII. A GCT APPROACH TO DERANDOMIZATION OF PIT
The equivalence between black-box derandomization of PIT and derandomization of Noether's Normalization Lemma (Theorems 1, 2, 3, 5 and 6) leads to the following GCT approach to derandomization of PIT with several intermediate steps.
The goal is to bring down the problem of derandomizing Noether's Normalization Lemma for Δ[det, m] from EXPSPACE (where it is currently) to P (eventually) step by step: from EXPSPACE to the exponential hierarchy first, then (moving through the exponential hierarchy) to EXP, then to PSPACE, then to PH, and finally (moving through PH) to P . Once the problem (in a strict form) is in P , it follows from Theorem 6 that SDIT is in P , the story for general PIT being similar. Since the geometry of Δ[det, m] is extremely hard, the intermediate goal is to carry out these steps as far as possible for the explicit varieties that are simpler than Δ[det, m] first, such as the categorical quotients V/G in Theorems 1 and 3 (which are still wild), or even simpler (non-wild) explicit varieties such as the explicit quiver varieties associated with tame quivers [13] , explicit toric varieties [58] The proof of (a) is based on the first and second fundamental theorems for matrix invariants [49] , [52] , [17] and the fundamental work [24] that shows that Hilbert's Nullstellansatz is in RP NP assuming GRH; the proof of (b) and (c) is similar. Theorem 7 suggests the following approach to derandomization of SDIT (the story for general PIT being similar). [10] in this context, exists.
The GCT approach to derandomization above is extended in the full version to classification, and in the sequel [44] to the arithmetic permanent vs. determinant and other hardness conjectures in complexity theory.
