Abstract-This paper discusses the ability of multilayer perceptrons (MLPs) to model the probability distribution of data in typical pattern recognition and verification problems. It is proven that multilayer perceptrons with sigmoidal units and a number of hidden units less or equal than the number of inputs are unable to model patterns distributed in typical clusters, since these networks draw open separation surfaces in the pattern space. When using more hidden units than inputs, the separation surfaces can be closed but, unfortunately, it is proven that determining whether or not an MLP draws closed separation surfaces in the pattern space is 13-hard. The major conclusion of this paper is somewhat opposite to what is believed and reported in many application papers: MLPs are definitely not adequate for applications of pattern recognition requiring a reliable rejection and, especially, they are not adequate for pattern verification tasks.
INTRODUCTION
N the last 10 years, multilayer perceptrons (MLPs) have been massively used in the area of pattern recognition. The experimental results have been impressive in some applications where we know in advance that the patterns belong to a small number of classes. In those cases, because of their strong discrimination capabilities, MLPs exhibit excellent performance (see, e.g., [1] , [2] ). In most practical applications, however, one needs to perform the classification into a fixed number of classes, but also needs to carry out a reliable pattern rejection. Basically, patterns have a different degree of membership, and it is reasonable to reject them whenever their degree of membership does not reach a given threshold fixed in advance. As a matter of fact, an important desiderata of any classifier is that of performing a reliable pattern rejection. When dealing with problems of pattern verification, an accurate evaluation of the degree of membership of any given pattern becomes the fundamental requirement that we need to fulfill. This is clearly pointed out by Gish and Schmidt [3] when discussing the problems of speaker identification and verification: In the first case, the test requires a close set of speaker, whereas in the the second, one the set of speakers is open and, therefore, the system must be protected against any potential impostor, whose identity is not known in advance. Similar problems arise in many different domains like the recognition and verification of faces, banknotes, fingerprints, targets from radar images, signatures, etc.
A very simple verification criterion (thresholding criterion) that has been massively used consists of checking whether the MLP outputs are close enough to the code adopted for the targets. The closeness is checked properly by thresholds and patterns are rejected whenever the MLP outputs depart from the target code beyond the threshold limit.
In this paper, we give theoretical arguments which allow us to claim that, somewhat opposite to what is reported in many papers, unfortunately, MLPs cannot act as adequate classifiers whenever the patterns do not surely belong to the classes defined in advance, and the classifier is required to perform a reliable rejection. Likewise, we claim that MLPs with the thresholding criterion on the outputs are not adequate for pattern verification, and that good performance of MLPs for these tasks are likely to be due to the special nature of data and preprocessing.
These conclusions are based on the reasonable assumption that in order to face effectively the proposed tasks, the separation surfaces drawn by the classifier in the pattern space must be closed so as to model properly most common pattern probability distributions found in practice. We analyze the separation surfaces regardless of the special sigmoidal-like function adopted for the neurons, thus providing conclusions which only involve the MLP architecture. We prove that in the case in which the number of hidden units is less or equal than the number of inputs, then the separation surfaces created by multilayer perceptrons are open. This condition is often met in practice since, in many cases, neural networks adopted for pattern recognition have a pyramidal architecture with a large number of inputs [4] . 1 When using more hidden units than inputs, we prove that MLPs can indeed draw either closed or open separation surfaces but, unfortunately, we also prove that checking whether the surfaces are open or closed is 13-hard. Basically, the separation surfaces are open for I pyramidal networks, and it is intractable to establish whether the separation surfaces are closed with more hidden units than inputs.
PATTERN VERIFICATION AND SEPARATION SURFACES
Most of the analysis carried out in the paper are mainly based on MLPs with only one hidden layer, where the hidden units adopt the activation function s(◊). If we denote by f(◊) the function that an MLP realizes, then
where 
where f : 5 m AE 5 is realized by an MLP network. A possible pattern verification criterion is that of establishing whether or not x OE C(L). Throughout this paper, it will be referred to as thresholding criterion. 2 The pattern verification process according to the thresholding criterion is depicted in Fig. 1 , where one can easily conclude that a fundamental requirement for the design of a pattern verification system is that C(L) be bounded in the pattern space, created by the preprocessing modulus. If C(L) is not bounded, an impostor represented by a remarkably 2. Without limitation of generality, we assume that the output neuron is linear. In the case in which s(◊) transforms also the activation of the output neuron, the verification criterion is still the same, apart from the threshold which changes from L to s -1 (L).
different pattern can be erroneously verified by the system. Note that, depending on the sensors and on the preprocessing modulus, an MLP which draws open separation surfaces can also perform successfully. The sensors and the preprocessing modulus can in fact contribute themselves to pattern rejection; for instance, this holds if any pattern associated with impostors is mapped to "square" patterns (see impostor1, Fig. 1 ), that is, to points that would be rejected also by open separation surface. In some cases, the sensors and the preprocessing modulus are chosen using a lot of heuristical rules derived from experience, thus leading to very good experimental results also using MLP with the thresholding or a related criterion. Successful results have in fact been reported in applications to paper currency recognition and verification [6] , signature verification [7] , [8] , quality control of padlock manufacturing [9] , face recognition [10] , and automatic target recognition [11] , [12] . Our own practical experience on the thresholding criterion indicates that, unfortunately, depending on the sensors, on the preprocessing modulus, and on the particular learning experiment the reliability of pattern verification systems based on the thresholding criterion can be very poor. Likewise, pattern classification becomes also very critical when increasing the number of classes, especially if we want to reject patterns with a low degree of membership. The failure of experiments of pattern verification and pattern recognition based on the thresholding criterion is likely to be due to the fact that MLP, under certain experimental conditions, develop open separation surfaces. This motivates the theoretical analysis reported in this paper, which is aimed at understanding deeply the geometry of the space C(L) when changing either the architecture or the kind of nonlinearity (function s(◊)). 
ON THE GEOMETRY OF THE SEPARATION SURFACES
To the best of our knowledge, the first analysis on the geometry of the separation surfaces was carried out by Lippmann in [13] . In that paper, however, there was no special attention on whether the separation surfaces are closed and, most importantly, only networks with threshold functions were considered. Although in practical experiments with sigmoidal functions an MLP can have many saturated neurons which exhibit a behavior very close to hardlimiting neurons, others are likely not to be saturated, and, consequently, the case of sigmoidal units cannot be trivially understood simply invoking Lippmann's results. The following theorem gives some insights on the geometry of the domain C(L), in the case in which the number of input units is greater or equal to the number of hidden units. This is commonly verified in many applications to pattern recognition [4] . Theorem 1 is based on the thresholding criterion and MLPs with one hidden layer and one output neuron only. One may wonder what happens when using more hidden layers, multiclass problems, and different rejection criteria. The following theorem gives a negative answer to the possibility of developing bounded sets also under these hypotheses.
THEOREM 2. Let us consider an MLP with at least one hidden layer and multiple outputs, and let f(◊) be the function it realizes. If the number of hidden neurons n in the first hidden layer is less than the number of the inputs m, then there is a linear subspace S
for all v OE S.
PROOF. See the Appendix. o
The fundamental consequence of this theorem is that no rejection criterion only based on the outputs of the network can discriminate patterns x and x + v. Since v OE S, pattern x + v can be arbitrarily large and, therefore, no bounded class can be modeled.
Notice that the theorem holds also for multiple classes and rejection criteria based on all the outputs of the MLP, like those based on softmax.
Finally, notice that the first hidden layer of a generic MLP plays the role of the only hidden layer in two layered MLPs. In this sense, the only difference with Theorem 1 is noticed when n = m. In this case, an MLP with more layers, or more outputs, or different rejection criteria can realize closed surfaces regardless of s(◊), whereas with a two layered MLP and threshold criterion a nonmonotone function s(◊) is needed. 
Basically, this theorem states that the property of producing a closed separation surface is independent of the special sigmoidal function s(◊), whereas it strongly related to the network architecture and weight values. The domain C(L) cannot be changed from bounded to unbounded, or vice versa, simply by replacing the activation function in the hidden units, regardless of the chosen threshold L > 0. As a consequence, if we are interested in a pattern verification system based on an MLP with the thresholding criterion, this theorem states that no design choice, based on the sigmoidal function, exists which can turn open separation surfaces of N h to closed separation surfaces in N s .
COMPUTATIONAL COMPLEXITY ISSUES
In the previous section, we have given conditions under which the separation surfaces can be closed. As pointed out in Section 2, this is a very desirable geometrical condition especially in applications of pattern verification. When using MLP with n > m, one can get closed separation surfaces. In some applications in which the preprocessing modulus usually produces patterns with a large number of inputs, however, the condition n > m might led to huge architectures, which require large amount of training data and expensive computational resources. Note that, in order to guarantee that an MLP with n > m yields closed separation surfaces and, consequently, that our verification system works properly, we still need to check explicitly the learned configuration. Unfortunately, we prove that checking the boundness of C(L) is intractable. Let us define formally the following two different problems. , and it is constant on each set
where U Ã {1, º, n}. BSP reduces to look for a polytope where f(x) ≥ L. Hence, the following definition arises. In principle, the complexity of BSP may depend on the activation function. However, the following theorem states that even BSP for MLPs with Heaviside activation function is 13-complete.
THEOREM 4. BSP for MLPs with Heaviside activation function is
13-complete.
PROOF. See the Appendix. o
A straightforward consequence of Theorem 4 is that, in the cases in which s(◊) ranges in a set that includes the Heaviside function, BSP is 13-hard. This limits strongly the actual possibility of solving BSP in many practical problems of pattern verification.
CONCLUSIONS
In this paper, we have discussed the ability of multilayer perceptrons to create bounded domains in the pattern space and, in particular, we have related this analysis to applications of pattern verification. We have proven that, regardless of the function used in the processing units, architectures with less units in the first hidden layer than inputs cannot yield closed separation surfaces. When using more hidden units than inputs, we have also proven that an MLP can either create open or closed surfaces. Moreover, no choice of the sigmoidal function in the neurons can transform open separation surfaces into closed separation surfaces, and deciding whether or not they are open is 13-hard.
These theoretical results concerning the geometry of the separation surfaces have strong negative consequences on the application of MLP with the thresholding criterion to pattern verification systems. Successful results reported in the literature are likely to be due to the special sensors and preprocessing moduli used for generating the inputs of the MLP, but the thresholding criterion can hardly be regarded as a general criterion to be adopted for pattern verification. In many applications of pattern recognition, MLP with the thresholding criterion can give rise to the same problem pointed out for the case of pattern verification, unless one knows in advance that all the patterns have an acceptable degree of membership with respect to the given classes. Basically, in application of pattern recognition, MLP with the thresholding criterion can exhibit excellent discrimination performance, but may fail in the task of pattern rejection.
There are alternative approaches to pattern verification using neural networks which do not suffer from the problems pointed out in this paper. For instance, MLPs used as autoassociators, where the weights are adjusted so as to copy the inputs to the outputs, can profitably be used for designing pattern verification systems. For each pattern, the verification criterion is based on the input/output Euclidean distance, that is, given a threshold d, pattern x is accepted if and only if ʈf(x) -x)ʈ £ d. The basic idea is that only the patterns of the class used for training the autoassociator are likely to be reproduced with "enough" approximation at the output. It has been shown that in this case the separation surfaces are always closed (see, e.g., [14] , [15] ) and, therefore, the problem pointed out in this paper concerning the pattern rejection is inherently solved. It can easily been proven that neural networks based on radial basis functions can also provide closed separation surfaces and, consequently, appear more adequate than MLPs based on sigmoidal functions (see, e.g., their application in the field of speech verification [16] ). Then x OE C and, since x can be chosen arbitrarily large by changing a, we conclude that C is not bounded.
Any network with n < m is in fact equivalent to a network with m = n simply assuming that v n+1 = 0, º, v m = 0; w n+1 = 0, º, w m = 0. Hence, the analysis for the previous case can be extended straightforwardly to the case n < m, the only difference being that, since v m = 0, inequality (6) 
A.2 Proof of Theorem 3
Let us introduce the notation we adopt in the proof. 
H(◊). It follows that C s is bounded iff C h is bounded and
C s¢ is bounded iff C h is bounded. Hence, C s is bounded iff C s¢ is bounded. Thus, without loss of generality, we assume s h (◊) = H(◊).
Moreover, we also assume n ≥ m (the number of the hidden units is larger or equal to the number of inputs), since such an assumption simplifies our proof. However, this is not a limit: The case n < m is immediately reconduced to the case n ≥ m, provided to supposes that the MLP contains a sufficient number of hidden units with null weights.
In order to prove the theorem, some lemmas are needed. The behavior of the hidden units that are saturated by a given input is nearly the same for N s and N h , since in that case the sigmoidal and H(◊) functions have a similar behavior. Hence, the differences between f s (◊) and f h (◊) are mostly due to the unsaturated units. The first lemma formalizes this claim. 
o f s (◊) and f h (◊) are similar when all the hidden units are saturated. On the contrary, f s (◊) and f h (◊) may differ significantly in the case in which some hidden units are not saturated. However, in the following, we will provide more insights in the latter case. It will be shown how to build, from given an input x, another input y that satisfies f s (x) £ f s (y) (this implies x OE C s fi y OE C s ) and saturates all hidden units including those that are not saturated by x (this implies y OE C s ¤ y OE C h ). Thus, x OE C s fi y OE C h which is the key property that will be employed to prove the theorem.
The following lemma proves part of our claim. 6 and a k is an integer in {-1, 1}, whose value will be fixed in the proof.
For each k, we will prove the following propositions:
In fact, propositions $ k , % k , and & k yield the thesis for k = r and y r = y. 7 Let us prove $ k , % k , and
by induction on k.
Basis: Trivial.
Induction step: Assume by induction that
Proposition $ k By the definition of y k and simple algebraic calculations, "i OE {j 1 , º, j k-1 , j k+1 , º, j m }, we have
Thus, $ k follows immediately from the induction hypothesis $ k-1 and (9).
Proposition % k Assumption % k-1 and (9) imply that both
hold "i OE {j 1 , º, j k-1 }. In the following, we prove that choosing properly a k , (10) and (11) hold also for i = j k . We have in fact
holds. Thus, notice that if we assign one to a,
Since s s (◊) is monotone, one of the two inequalities is sufficient to make % k hold. . Vector y k+1 is recursively computed from y k such that y k+1 saturates a further unit (that is, unit j k+1 ). Moreover, while it leaves constant the output of the other hidden units, it makes j k+1 to provide a larger contribution to f s (◊) (see proposition % k ). At the end, for k = r, the hidden units 1, …, r are saturated, and the lemma is proved.
holds. In fact, Vz k , by definition of V and z k , is equal
, which is a unitary vector whose components are all null except for the kth one, which is one. Inequality (12) follows immediately, because
holds, since x OE Str j D k , by hypothesis and
by the recursive assumption $ k-1 . Finally, using the recursive assumption & k-1 and inequalities (12) and (13), we get
Lemma 2 shows how to derive from x a y that saturates at least m given hidden units. The following lemma shows that if x is large enough, at most m -1 units are saturated.
LEMMA 3. Let us assume that property (2) of Theorem 3 holds.
Then, "a > 0, $T > 0 such that "x: ʈxʈ ≥ T, the number of the indexes i for which
holds is less than or equal to m -1.
PROOF. Let us order the indexes 1, º, n in a sequence i 1 , º, o Lemma 2 shows how to build, from x, a vector y that saturates only m given hidden units. Now, we join the conclusions of Lemma 2 and Lemma 3 to prove that, provided x is large enough, y actually saturates all the hidden units. : ?
≥ - ." When more than one subset satisfies the above proposition, any one is good for our purposes.
9. Note that y depends on x.
that M(x) contains all the indexes for which
On the other hand, Proposition ' Finally, Proposition ' is a straightforward consequence of the inequality ʈx -yʈ £ 2rD/m(V) that follows from Proposition & of Lemma 2. Now, we have all the information needed to prove Theorem 3.
PROOF OF THEOREM 3. The polytopes P U of (4) In order to carry out the proof, we must demonstrate that C h is bounded if and only if C s is bounded. According to the previous discussion, the "if" implication and the "only if" implication can be rewritten as follows.
Notice that we did not consider the case b = L. In fact, it is impossible by property (1) of hypothesis. The expression Â iOEU w i + c in property (1) represents just the output of the network N h for some input x that belongs to P U . Thus, property (1) excludes that f h (x) = L holds for any P U . 
The "if" implication
which proves that also the vectors that belong to the strips are not in C s . 
The "only if" implication
holds for every x. 10 . Here, we implicitly assume that w i π 0 for at least an index i. However, this is not a limitation, since when all the w i are null, the theorem is trivial. Now, let us apply Lemma 4 to D: It follows that there is a real T, such that for all x, ʈx ʈ ≥ T, there is a vector y that fulfills properties $, %, and &. Thus, let x be any vector such that ʈxʈ ≥ T holds and consider the corresponding y defined by the lemma. Notice that properties $, %, and & of Lemma 4 imply that y is not contained in any strip among Str 1,D , º, Str n,D . Thus, using the inequality that follows from (22) 
A.3 Proof of Theorem 4
To carry out the proofs, we will largely employ some results in [17] , where it is proven that the closed hemisphere problem (CHP) is 13-complete. Given v 1 , º, v n vectors in R m and an integer L, such a problem is defined as follows. The proof of point (1) is almost immediate. In fact, a solution to the problem can be found by generating all the subsets U of {1, º, n}, selecting the nonempty sets P U and evaluating inequality (5) over them. The reader can easily verify that the generation of all U can be performed in O(n) steps by a nondeterministic algorithm. On the other hand, the selections can be performed in a polynomial number of operations by linear programming.
11. More precisely, Johnson and Preparata call this problems: "the statement of CHP as a feasibility questions." Here, for the sake of simplicity, we change their terminology. In fact, in their formulation, CHP is an optimization problem, that is, the problem of finding x that maximizes the cardinality of the considered sets, while, in our formulation, CHP is a feasibility question.
In order to prove point (2), given any instance of CHP, let us consider an associate BSP, where the vectors v 1 , º, v n and the threshold L are the same as CHPs, whereas the other parameters are chosen as follows b i = 0, c = 0, and w i = 1, 1 £ i £ n.
We claim that the given CHP instance reduces to the associate BSPs. In fact, by (23) and simple calculations, we have that: 
