This paper introduces Alibaba NLP team system on IJCNLP 2017 shared task No. 1 Chinese Grammatical Error Diagnosis (CGED). The task is to diagnose four types of grammatical errors which are redundant words (R), missing words (M), bad word selection (S) and disordered words (W). We treat the task as a sequence tagging problem and design some handcraft features to solve it. Our system is mainly based on the LSTM-CRF model and 3 ensemble strategies are applied to improve the performance. At the identification level and the position level our system gets the highest F1 scores. At the position level, which is the most difficult level, we perform best on all metrics.
Introduction
Chinese is one of the old and versatile languages in the world. In its long use of history, it has accumulated a lot of difference from other languages. For example, compared to English, Chinese has neither singular/plural change, nor the tense changes of the verb. It has more flexible expression but loose structural grammar, uses more short sentences but less clauses. It also has more repetitions, while English omits a lot. e.g. "Ambition is the mother of destruction as well as of evil. OE√ ≈/jvÑ9ê ˆ_/¡m Ñ9ê⇥" In English, "the mother of" evil is completely omitted. But in Chinese, it need be expressed clearly in the sentence. All these differences bring a lot of trouble to new learners. With the surging of Chinese Foreign Language(CFL) Learners, an automatic Chinese Grammatical Error Diagnosis will be very helpful. English Grammar Check has been studied for many years, with a lot of progress being made, while Chinese Grammar Check, Error Detection and Correction study is much less until very recently. Though the two languages have a lot of difference between them, they also share similarities, such as the fixed collocation of words. Experience can be obtained from the English NLP study. The CGED Task gives Chinese NLP researchers an opportunity to build and develop the Chinese Grammatical Error Diagnosis System, compare their results and exchange their learning methods. This paper is organized as follows: Section 2 describes the Shared Task. Section 3 introduces some related work both in English and in Chinese. Section 4 describes our methodology, including feature generation, model architecture and ensemble. Section 5 shows the data analysis and final result on the evaluation data set. Section 6 concludes the paper and shows future work.
Chinese Grammatical Error Diagnosis
The NLPTea CGED has been held since 2014. It provides several sets of training data written by Chinese Foreign Language(CFL) leaner. In these training data sets, 4 kinds of error have been labeled: R(redundant word error), S(word selection error), M(missing word error) and W(word ordering error). With a test data set provided, an automatic Chinese Grammatical Error Diagnosis System need to be developed to detect: (1) If the sentence is correct or not; (2) What kind of errors the sentence contains; (3) the exact error position. One thing need additional attention is that each sentence may contain more than one error. Some 
Related Works
Grammatical Error Detection and Correction in CoNLL2013 and CoNLL2014 shared Task attracts a lot of English NLP researchers and different approaches were adopted by the participants, e.g. hand-crafted rules, statistical model, translation model and language model (Ng et al., 2014) . The study on collocation also shows great improvement in Grammatical Error Detection (Chen et al., 2016; Ferraro et al., 2014) . The long short term memory (LSTM) has proved its efficiency in NLP general sequence related modeling (Hochreiter and Schmidhuber, 1997) and Grammatical Error Diagnosis (Zheng et al., 2016) . Chinese Grammatical Error Detection research is much less compared with English, and lack of large publicly published data also hinders its study. In 2012, a CRF based Classifier is proposed to detect the word ordering error (Yu and Chen, 2012) . In 2014, Cheng etc propose a rule based Diagnosis System . NLPTea 2014/2015/2016 CGED shared task also provides the Chinese NLP researchers a chance to publish their progress on this topic (Yu et al., 2014; Lee et al., 2015 Lee et al., , 2016 . HIT propose a CRF+BiLSTM model based on character embedding on bigram embedding (Zheng et al., 2016) . CYUT propose a CRF based model on collocation, Part-Of-Speech (POS) linguistic features (Ferraro et al., 2014) .
Methodology

Model Description
Same with the method of most teams in 2016, we treat the CGED problem as a sequence tagging problem. Specifically, given a sentence x, we generate a corresponding label sequence y using the BIO encoding (Kim et al., 2004) . The HIT Figure 1 : The LSTM-CRF model we applied. Note that we use bi-directional LSTM as the basic neural unit.
team (Zheng et al., 2016) had used traditional CRF model and LSTM-based models to solve the sequence tagging problem. However, it's straightforward to combine the two models, that results to a relatively new model named LSTM-CRF (Huang et al., 2015) . With the help of the CRF, the LSTM-CRF model can predict the tagging sequence better. For instance, the LSTM-CRF model can avoid predicting the 'I-X' error compared with single LSTM model. Same with the HIT team, we use the bidirectional LSTM unit as the RNN unit to model the input sequence. The model architecture is illustrated in figure 1. As you can see from the figure, the features are not specific in the architecture, we will explain them in the next section.
Feature Engineering
Since the lack of training data, the task heavily depends on the prior knowledge, such as POS feature, provided by external data or domain expert. In another word, the feature engineering is very important in this task. We designed several features. Figure 2 illustrates the features we used. Next we will introduce each feature one by one. The features we used in this task. Use the feature at "®" in ";º®õ⇥" as an example.
• Char: We solved the sequence tagging problem at the character level, it's straightforward to use the char embedding as an input feature. We randomly initialized the char embedding.
• Char Bigram: Bigram is an informative and discriminating feature in this task because it makes the model easily to learn the degree of collocation between neighbor chars. We obtained the bigram embeddings the same way as the HIT team.
• POS: Part-of-speech-tagging (POST) of words containing verb, adverb, adjective, noun. character's POS tag is decided by its word POS tag, B-pos indicating the beginning character's POS tag while I-pos indicating the middle and end characters'.
• POS Score: By analyzing the training data, we found that the POS tag of lots of error words are not the tag the word showing most of times. For example, the POS tag for the word "_$" in the sentence "Ωfl >_ $´Se∑" is VV, which is not its usual tag. This is a S error and the word should be changed to "_≥". We used the discrete probability of the word's tag as a feature. The probabilities are calculated by the Gigawords dataset (Graff and Chen, 2005) . Note that we also attached position indicators to this feature in the same way as the POS feature.
• Adjacent Word Collocation: In the training data, we found that wrong collocation happens between the neighbor words. Based on this observation, we calculated a pointwise mutual information (PMI) (Church and Hanks, 1990 ) score using the Gigawords dataset for each adjacent words pair. The formula for calculating the PMI score is:
Figure 3: The dependency feature sub-network.
For example, the score of the words pair <";º", "®õ"> in the sentence ")) ;º®õ⇥" is very low, while the score of < ";º", "˝õ"> is much higher. Similarly, the score of <" Ë", "5q"> is much higher than <" ", "5q">. We embedded the discrete PMI score into a low dimension vector as one of input features for our LSTM-CRF model. Since we solved the task at the character level, we also added the position indicators to the discrete PMI score.
• Dependent Word Collocation: The adjacent word PMI score represents the collocation between adjacent words. However the collocation relationship is not limited to the adjacent words. For example, the word " *" in sentence "÷ ⇢⇢˙H Ü *∞ Ñ✏Ù." is used to modify the word "✏ Ù". By using dependency parser, we can get the dependent word for each word. At each position, we model the collocation relationship feature through a sub-network. The input of the sub-network is a concatenation of the word's embedding, the dependent word's embedding and the dependent type. Figure 3 illustrates the sub-network.
Model Ensemble
Because of random initialization, random dropout (Srivastava et al., 2014) and random training order, the model result may be different at the end of each training. After the experiments, we found that each model gave very different predicted re-sult even they share the same set of pre-trained parameters. According to this situation, we designed 3 different ensemble methods to improve the result. The first ensemble method was just simple merging all results. We found that the precision of a single model was much higher than the recall. It's straightforward to merge different model results to increase the recall. After applying the merging-all strategy, the recall was increased as expected, but the precision decreased greatly. So we designed a second ensemble method to balance the precision and the recall. We used the score generated by the LSTM-CRF to rank the errors generated by each model. We deleted the final ranking 20% errors for each single model and then merged the rest results. The second ensemble method can increase the precision to some extent, but it is hard to exceed the single model. In order to increase the precision further, the third ensemble method we applied was voting. Voting is really a powerful method in this task because it can greatly increase the precision while keep the recall same as long as the model quantity is big enough.
In all of our experiments, we used 4 different groups of parameters and trained 2 models for each parameter groups, so totally we used 8 models. Surprisingly, we found that the 3 different ensemble methods achieved the best F1-score respectively in the detection level, identification level and position level.
Experiments
Data Split and Experiment Settings
We collected data sets of year 2015, 2016, and 2017, of which 20% data of year 2017 are used for validation and the rest for training. In our experiments, we found that adding the correct sentence could improve the result, so all correct sentence were added into the training set.
We pretrained bigram-char embeddings and word embeddings using the Gigawords dateset and fixed them when training models. For other parameters, we randomly initialized them.
The performance metrics were calculated at three levels, detection-level, identification-level and position-level. For each level, false positive rate, accuracy, precision, recall and F1-score were included.
Experiment Results
Results on Validation Dataset
We used the validation dataset to select the best hyper-parameters for single LSTM-CRF model. Among the parameters, we chose 4 groups of parameters and trained 2 models for each parameters group to ensemble. There exists a certain degree of difference among the 4 groups, while the model performance is also good for each single parameters group. Table 2 shows the result. As we can see, the ensemble method 1 (simple merging all) has the highest recall at all 3 levels as intended. It gets the best F1-score at detection level at the same time. The ensemble method 2 (merging after removing low-score errors) has relatively good performance at all 3 levels, especially gets the highest F1-score at detection level. The ensemble method 3 (voting) gets the best precision at all 3 levels. It gets the best F1-score at position level. As intended, we can figure out that the precision is increasing from ensemble method 1 to method 3, and the recall is decreasing. Furthermore, all 3 ensemble methods are very effective compared with single model and achieve great improvement on F1-score at all 3 levels.
Results on Evaluation Dataset
When testing on the final evaluation dataset, we merged our training dataset and validation dataset, and retrained our models. Table 3 shows the results of our 3 submissions, each submission corresponds to an ensemble method.
Our system achieves the best F1 scores at identification level and position level, and achieve the best recall rates in all 3 levels. At detection level, if not taking all sentences to be error into consideration, our F1 score is also the highest. At the position level, our system perform best on all the metrics. It is a little pity that the best F1-score we have gotten at position level is just 0.2693. To some extent, it is because that the problem is very hard and the training data is not enough. However, we are optimistic about the solving the CGED problem completely.
Conclusion and Future Work
This article describes our system approach in IJC-NLP TASK1, CGED. We combined some handcraft features, like the POS, dependency features and PMI Score, etc, and trained LSTM-CRF models based on these features. Later, we designed taking all sentences to be error into consideration, our F1 score is also the highest. At the position level, which is the most difficult level, our accuracy, precision, recall, and F1 score are the highest.
In the future, with more training data, we hope not only to identify the error, but also directly correct the error based on models like seq2seq . Chinese Grammatic Error Correction will be more helpful for the non-native language learners to learn Chinese. Currently, We used many handcraft features in this task. In the future, we will design a more automatic neural architecture to get an end-to-end grammatical error recognition system by combining the pre-trained language model and other related multi-task models, which will help the recognition and correction of grammatical errors.
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