We present an O(mn 2 ) algorithm for linear programming over the real numbers with n primal and m dual variables through deciding the support set α of an optimal solution. Let z and e be two 2(n + m)-tuples with z representing the primal, dual and slack variables of linear programming, and e the all-one vector. Let Z denote the region including all (tz, t) with z meeting the zero duality gap constraint, all primal and dual constraints except for the non-negativity constraints, and without limit on the real number t. Let L be the projection of Z on the hyperplane defined by 1 of α. The algorithm uses squeeze mapping to move the aforementioned projection around ν * along Q so that α is identified at certain position.
Introduction
A linear programming problem over the real numbers with n variables and m constraints is to solve M ax {c t x : Ax ≤ b, x ≥ 0} where A, b and c are real matrix and vectors of appropriate sizes. Two categories of algorithms -the simplex [1] and interior point methods [2] were developed and have been widely used in practice to solve the problem. The former is of exponential time in the worst case, and the latter is of polynomial-time which is a linear function of the length of binary-encoded input which is required to be integers. Both methods solve the problem by iteratively generating a sequence of points to approach an optimal solution.
With the help of squeeze mapping, this paper investigates the topological structure of the problem, based on which a polynomial-time algorithm is developed to solve the problem through deciding the support set of an optimal solution.
Let G be the coefficient matrix of the homogeneous linear equations I n u − A t y + ct = 0, I m v + Ax − bt = 0 and c t x − b t y = 0 where u, v, y and t are appropriate vectors of variables, and G(τ ) with a given τ be the coefficient matrix of the parametric equations I n u − A t y + τ ct = 0, I m v + Ax − τ bt = 0
and c t x − b t y = 0. Given an (n + m)-tuple σ > 0, consider a squeeze map-ping (u i , x i ) → (σ i u i , x i /σ i ) and (v j , y j ) → (σ j v j , y j /σ j ) for all i and j. The paper shows that the orthogonal projection of the all-one vector (1, . . . , 1) on the image of the null space of ℓim τ →∞ G(τ ) lies on the circumsphere Q of the (n + m)-hypercube enclosed by hyperplanes u i , v j , x i , y j ≥ 0, t = 0, σ i u i + x i /σ i = 1 and σ j v j + y j /σ j = 1 for all i and j. The hypercube has 2 n+m vertices whose coordinates take value in {0, 1} 2(n+m) . Let α be the support set of an optimal solution (x * , y * , u * , v * ) with |α| = n + m. The hypercube has a vertex ν * called the solution vertex in the paper whose coordinates form the indicator vector of α. Using O(n) unidimensional squeeze mappings, the algorithm moves the aforementioned projection around ν * along Q so that α is identified at certain position. Each of these unidimensional squeeze mappings requires O(mn) arithmetic operations. Therefore, the overall performance of the algorithm is O(mn 2 ).
Next section examines the null space of ℓim τ →∞ G(τ ) and introduces squeeze mapping. Section 3 is dedicated to the algorithm. Section 4 and 5 investigate the topological structure of the problem. Section 6 derives conditions for deciding α based on the topological structure. Section 7 presents a concluding remark. Given a matrix H, H ·η is a matrix of |η| columns obtained by deleting the i th column of H for all i ∈ η; and H η· is a matrix of |η| rows obtained by deleting the i th row of H for all i ∈ η. By | · | we denote the cardinal number of a set, the absolute value of a scalar as well as the Euclidean norm of a vector unless otherwise stated.
A subspace and squeeze mapping
Given
A subspace
Denote by I n and I m the identity matrices of size n and m respectively, and let the (r + 1) × s matrix Let g i denote the i th column vector of G and G ·β the (r+1)×2r submatrix of G obtained by deleting its s th column. That is, G = (G ·β , g s ). Then G ·β z * +g s = 0. DefineL := {z ∈ IR 2r , t ∈ IR : G ·β z + g s t = 0} to be the null space of G, andP := G t (GG t ) −1 G the projection to the orthogonal subspace ofL.
Given a parameter τ = 0, define G(τ ) := (G ·β , τ g s ) and let
L(τ ) := {(z, t) : G ·β z + τ g s t = 0}.
P (τ ) is the projection to the orthogonal subspace ofL(τ ).
Define P to be the leading principal submatrix of ℓim τ →∞P (τ ) of order s − 1. Letp ij denote the (ij) th entries ofP for 1 ≤ i, j ≤ s, and p ij the (ij) 
with p ij =p ij −p ispsj /p ss for i, j ∈β.
Nonzero-ness of b or c, together with I n and I m in G imply that G is of rank r + 1. Then,P and ℓim τ →∞P (τ ) are of rank r + 1. As a consequence, P is of rank r. Let H be an r × 2r submatrix of P of rank r, then
Let L := {z ∈ IR 2r : Hz = 0} be the null space of H. L is of dimension r and z − P z is the projection of z on L.
For z ∈ IR 2r and t ∈ IR, it is easy to verify that z ∈ L if (z, t) ∈L. Conversely, for any z ∈ L, set t = −P sβ z/p ss , then (z, t) ∈L from (2). Especially,
Formally, the following is given.
Proposition 2.1. z ∈ L if and only if (z, −P sβ z/p ss ) ∈L. Furthermore,
(A, b, c) is said to be feasible if and only if both of its primal and dual problems are feasible, and infeasible otherwise. Appendix A shows the following. This proposition presents an one-to-one point-to-ray correspondence from the optimal solution set of (A, b, c) onto L ∩ (IR 2r + \ {0}) if the former is feasible. Based on this correspondence, the algorithm developed in the paper uses squeeze mapping to map L into a subspace where the support set α of a strictly complementary solution is identified.
Let e i ∈ IR 2r be the i th unit vector and e = i∈β e i be the all-one vector.
Denote ϕ := P e ϕ i := (P e) i = P i· e f or i ∈β
ω i and ϕ i are the i th components of the projections of e i and e on the orthogonal subspace of L respectively, and ϕ is the projection of e on the orthogonal subspace of L. Then, ϕ 2 is the square of the distance from e to L. Denote β ′ :=β \ β, i ′ := r + i and j ′ := r + j for i, j ∈ β, Appendix B proves the following.
Especially,
Proposition D.4 states that, when r = 2, i ∈ α if and only if ϕ i < ω i . Thus, (A, b, c) with r = 2 is solved trivially when ϕ i and ω i are obtained. To avoid this triviality, assume r ≥ 3 in the paper.
With the notation of z = (x, y, u, v), the pair of complementary variables
Λ is an r-hypercube and Q is an (r − 1)-sphere centered at e/2 with a diameter equal to √ 2r. Q is the circumsphere of Λ. A vertex ν of Λ has the following properties: a) ν i ∈ {0, 1} for i ∈β; and b) ν i + ν i ′ = 1 for i ∈ β. That is, ν is a vertex of Λ if and only if e − ν is. For an edge linking adjacent vertices ν 0 and ν 1 of Λ, there is an i ∈ β for which |ν
′ . Then, the square of the length of an edge of Λ equals
e−ϕ is the projection of e on L. It turns out from (5) that (e−ϕ) i +(e−ϕ) i ′ = 1 for i ∈ β and e t ϕ = e
2 = e 2 − 2e t ϕ + ϕ 2 = ϕ 2 = e t P P e = e t P e = e t ϕ = r. That is,
Given a squeeze vector σ, define D(σ) (called the squeeze matrix of σ in the paper) to be a 2r ×2r diagonal matrix with its i th entry
call it the squeeze mapping of L with respect to σ, or simply squeeze mapping σ
Although there a singularity of 1/σ i at σ i = 0, the squeeze mapping L(σ)
is well defined by the continuity and rank preservation of P (σ) at σ i = 0.
Appendix C shows the following.
Given a squeeze vector σ,
It is straightforward from (7) and (9) that e − ϕ(σ) ∈ Q. Thus, squeeze mapping σ moves e − ϕ(σ) on Q.
Denote ν * := i∈α e i and call it the solution vector of Λ. ν * is then the indicator vector of α: ν
and call it the beam of the unidimensional squeeze mapping σ j . 0 < ω j < 1 from (24) guarantees ρ j to be well defined. Proposition D.3 shows that ρ j ≤ r − 1.
Proposition D.5 states that the locus of e − ϕ(σ j ) for σ j ∈ IR is a circle of a diameter equal to 2(1 + ρ j ).
Given a j and a scalar δ > 1, define
An iteration of the algorithm select a j with ϕ j < 0 and undertakes the unidimensional squeeze mapping σ j = κ(δ, ω j ) with a given δ. It is easy to verify from (10) and (11) that ω j (σ j ) = 1 − 1/(δr) and 0
L is called decoupling in the paper if P αα ′ = 0. The trace of P equals its rank, i.e., i∈β ω i = r. (18) shows that i∈α ω i = r − 1 and i∈α ′ ω i = 1 if L is decoupling. The algorithm is to reduce i∈α ′ ω i (σ) to close to one in order to decide α. The following addresses the impact of the unidimensional squeeze
Proof. σ j > 1 implies that σ 2 j − 1 > 0. Proposition 5.1 states that P α ′ j = 0 if e j − P ·j is not the projection of e j on z * . From (5), j ∈ α leads to
where the inequality is obtained from P α ′ j = 0.
Then, from (10) and (5) where
That is, either z * is found to be e j −P ·j (up to a positive scale), or i∈α
is decreased by the unidimensional squeeze mapping σ j > 1 with j ∈ α.
The algorithm selects a j with ϕ j < 0 in each iteration to carry out the unidimensional squeeze mapping σ j = κ(δ, ω j ). The following assures there is a j ∈ α with ϕ j < 0 unless (A, b, c) is infeasible or e − ϕ = ν * .
Proposition 2.5. There is a j ∈ α for which ϕ j < 0 if (A, b, c) is feasible and
Proof. Suppose on contrary that ϕ j ≥ 0 for j ∈ α if (A, b, c) is feasible.
The algorithm
Let IR α := {z : z α ′ = 0} be the r-dimensional subspace spanned by e i for i ∈ α, andΛ andQ be the projections of Λ and Q (both defined by (6)) on IR α respectively. By definition, the solution vector ν * ∈ IR α . That is, ν * ∈Λ and ν * ∈Q. It is easy to verify thatΛ = {z ∈ IR α : 0 ≤ z i ≤ 1 f or i ∈ α} and its circumsphereQ = {z ∈ IR α : (ν * − z) t z = 0} which is the (r − 1)-sphere with ν * being its diameter. The correspondences between Λ andΛ as well as between Q andQ are one-to-one and onto. Letż be the intersection of the line {λz
to be the (r − 2)-sphere onQ centered at (ż + ν * )/2 with a diameter equal to |ż − ν * |. Letφ denote the projection of Given a squeeze vector σ > 0, letq(σ) := ν * −φ(σ) andż(σ) be the projection
) from (9) and the discussion above.
Since a point of o(ż(σ)) is fixed at ν * ,q(σ) for σ > 0 moves around ν * alongQ.
L is called decoupling in the paper if P αα ′ = 0. Proposition 4.3 shows that, if L is decoupling, 1)q =ż, and 2)
Let σ(t) ∈ IR 2r be a function of t > 0 with σ i (t) = t and σ i ′ (t) = 1/t for i ∈ α.
Then σ(t) is a squeeze vector. For the sake of simplicity, denote L(t) := L(σ(t)), P (t) := P (σ(t)). Section 4 shows that ℓim t→∞ L(t) is decoupling. That is,
The trace i∈β ω i of P equals its rank. (18) shows that i∈α ω i = r − 1 and i∈α
being decoupling implies that i∈α ′ωi = 1. Given a small ǫ > 0, L is called
Assume for the sake of simplicity that z * is unique.
The uniqueness of z * implies that P ππ is of rank r − 1. Define, for i ∈ α ′ ,
This enable to use relevant squeeze mapping σ > 0 to reduce f i (σ) from a great number to a sufficiently small number such that L(σ) is ǫ-decoupling. Proposition 6.4 to 6.6 present conditions to decide a j ∈ α if L is ǫ-decoupling. Table 1 . 
The algorithm and its performance
The algorithm aims to find a squeeze vector σ such that L(σ) is ǫ-decoupling in order to decide α based on the properties above. It consists of the following steps:
step 0. Initialization. step 1. Find a squeeze vectorσ > 0 through unidimensional squeeze mappings such that ω i (σ) ≥ 1/r for i ∈β.
step 3. Decide α and solve (A, b, c).
These steps are described in more detail as follows.
Step 0 computes P from (2).
Each iteration in
Step 1 and 2 consists of a unidimensional squeeze mapping.
We call j the squeeze index of iteration k if unidimensional squeeze mapping σ j is executed in iteration k. Start from σ 0 = e and suppose j to be the squeeze index of k, σ k is defined to be such that σ
Denote for the sake of simplicity ϕ k := ϕ(σ k ) and
selects a j with ϕ k−1 j < 0 and executes the unidimensional squeeze mapping
) from (13).
Step 1 comprises k 1 ≤ 2r iterations. We suggest each of them to select its squeeze index j in such a way that ω k−1 j is the minimal among those i with (9)) enables this step to turnω i ≥ 1/r for all i.
Step 1,ω i ≥ 1/r for all i leads to
Then, if a squeeze mapping σ(t) with t ≥ r/ǫ is used, f i (σt) < ǫ which brings L(σt) to be ǫ-decoupling. This is what Step 2 carries out.
Step 2 selects the squeeze index j of iteration k in such a way that ϕ j turns and stays negative until iteration k chronologically earlier than the others. This selection guarantees a j ∈ α to be selected except for some extreme cases.
Step 2 consists of k 2 iterations. Let σ ′ := σ k1+k2 . j ∈ α is selected twice in this step if necessary with the first σ j ≥ √ 2r and the second σ j ≥ 4 √ 4r so that its combined unidimensional squeeze mapping σ
states that with this value of σ
is, with at most 2r iterations, Step 2 turns L(σ ′ ) to be ǫ-decoupling. If some j ∈ α are selected as squeeze indices of some iterations in some extreme cases, the proposition shows that k 2 ≤ 4r iterations bring L(σ ′ ) to be ǫ-decoupling.
Step 3 define γ := {i : ϕ
Then η is a complementary set. Proposition 6.6 states that |η ∩ α| ≥ r − 1. That is, at most one element of η is not belong to α. α is then decided by checking η and its r neighboring complementary sets.
After α is decided, Step 3 solves G ββ z * = −G βs and z *
For the example of r = 3 depicted in Figure 1 , α (equivalently α ′ ) is decided by the algorithm in three iterations. Table 1 lists the results of the iterations, and the solution path onQ of the results is illustrated in Figure 2 .
Proof. Assume i ∈ α ′ in the proof. As described above, Step 1 uses
√ r for j ∈ α are built in Step 2. Proposition 2.4 applies and i∈α
appropriate unidimensional squeeze mappings in Step 2 guarantee L(σ ′ ) to stay ǫ-decoupling.
If
Step 2 selects the squeeze indices j ∈ α, the description of the algorithm states that at most 2r iterations bring L(σ ′ ) to be ǫ-decoupling.
There are always a j ∈ α with ϕ k−1 j < 0 according to Proposition 2.5 if (A, b, c) is feasible and e − ϕ k−1 = ν * .
Step 2 selects the squeeze index j of iteration k such that ϕ j turns and stays negative until iteration k chronologically earlier than the others. If j ∈ α ′ is selected in k, then unidimensional squeeze mappings of all ℓ ∈ α with ϕ ℓ turning and staying negative earlier than j are executed before iteration k. In this case, σ
We call this iteration a peak shaving iteration. Peak shaving iteration with squeeze index j occurs only when σ k−1 j ′ is oversized comparing to the other ℓ ∈ α. That is, peak shaving iterations are used to correct oversized-ness of some j ′ ∈ α.
Thus, the number of peak shaving iterations is not larger than the number of normal iterations if δ in (13) does not take extremely large value. Therefore in
Step 2, at most 2r iterations are required if all squeeze indices j ∈ α, and at most 4r iterations are sufficient to bring L(σ ′ ) to be ǫ-decoupling if some peak shaving iterations are involved.
Hence, O(n) unidimensional squeeze mappings are required to bring L(σ ′ )
to be ǫ-decoupling. Using rank-1 update (see Appendix D) and the block matrix structure of G (see (1)), each unidimensional squeeze mapping is executed with O(mn) arithmetic operations. That is, O(mn 2 ) arithmetic operations are required to bring L(σ ′ ) to be ǫ-decoupling.
Step 3 uses O(mn 2 ) arithmetic operations to decide α and solve (A, b, c) as well. Therefore, the algorithm uses O(mn 2 ) arithmetic operations in total to solve (A, b, c).
The main reason to single out Step 1 in the algorithm is to simplify the proof of the proposition above. In practice, Step 1 is not required to fulfill the purpose ofω i > 1/r in an explicit way. It is only used to bring ω j from close to 0 to a reasonable large value in (0, 1) to trigger Step 2. Thus, there is no clear line drawn between the two steps in practice. To get a good performance in practice, we suggest to use large value of δ (> 100) when a j is selected as squeeze index by iteration k with k ≤ r, then decrease the value of δ to below 100 when k > r.
Proposition 2.5 states that j ∈ α if there is only one j with ϕ k−1 j < 0. Thus, j ∈ α whenever this case occurs during the execution of the algorithm.
Selection of a squeeze index
First, we address the chronological order of turning and staying negative of the components of ϕ(σ) until iteration k. Denote for the sake of simplicity P := P k−1 and ϕ := ϕ k−1 in this subsection.
Given a λ > 1 and a j with ϕ j < 0, ϕ i (σ j ) for some i = j, j ′ may change the
It turns out with some arithmetic manipulations
where λ
The locus of ϕ(σ j ) for σ j ∈ IR is a circle (see Proposition D.5) and intersects the hyperplane defined by z i = 0 at most at two points. Since λ
Let a 0 ∈ IR 2r be such that a ) of (13) is executed in iteration
) and compute a(λ) by (15). Letî := M ax i∈β a
if and only if ϕ ℓ (σ) turns and stays negative until iteration k is not later than to select the squeeze index j of iteration k aims to avoid this case.
For i with a
and η := {arg M ax i:a
if k ≤ r, and j ∈ arg M in i∈η a k−1 i otherwise.
On decoupling
Since L and IR 
* ∈ S and L ⊂ S for otherwise L would intersect the interiors of both half spaces divided by S.
Letφ be the normal of S such that e −φ is the projection of e on S, then S = {z :φ t z = 0}, and (e−φ) tφ = 0 which yields e tφ =φ 2 . Since S∩IR
α which leads toφ α = 0 for ϕ ≥ 0 and z * α > 0. That is,φ t e i = 0 for i ∈ α which leads to e i ∈ S for i ∈ α. Section 3 defines IR α to be the subspace spanned by e i for i ∈ α. Then,
The uniqueness of z * implies that L ∩ IR α is the line spanned by z * . Thus, the dimension of the subspace spanned by L and IR α equals 2r − 1 which is also the dimension of S. We have shown the following.
Lemma 4.1. S is the subspace spanned by L and IR α .
ϕ α = 0 and e tφ =φ 2 implies that
Proof.φ α = 0 is shown above.
H ·α z * α = 0 and the uniqueness of z * α > 0 implies that H ·α is of rank r − 1. This implies that there is a unique (up to a nonzero scale)λ ∈ IR r withλ i = 0 Consider L(t) := L(σ(t)) defined in Section 3, where the squeeze vector σ(t)
is a function of t > 0 with σ i (t) = t and σ i ′ (t) = 1/t for i ∈ α. Let D(t) be the squeeze matrix of σ(t) whose diagonal entries d i = t and d i ′ = 1/t for i ∈ α. Let π := α \ {r} = {1, . . . , r − 1} andD(t) be a diagonal matrix of order r with its diagonal entriesd i := 1/t for i ∈ π andd r (t) := t. Denote H(t) :=D(t)HD(t).
Then,
Hence, L(t) := {z : HD(t)z = 0} = {z :D(t)HD(t)z = 0} = {z : H(t)z = 0} = {z :
. Let S(t) be the hyperplane spanned by L(t) and IR α . H r· (t) =φ t implies that S(t) = S for t ∈ IR.
. L is then decomposed into two orthogonal subspaces by the structure of H as follows: L α :=L ∩ {z : z α ′ = 0} which is the line spanned by z * , and
α ′ obtained from (9). Letφ :=P e, then e −φ is the projection of e onL. SinceL = L α × L α ′ , e α −φ α is the projection of e α on L α which is a line spanned by z * . That is,
The following is obtained from above.
This shows thatL is decoupling.
It yields that, 1) i∈α ′ωi = i∈αż 2 i /ż 2 = 1 and i∈αω i = i∈α ′ (1 − ω i ) = r − 1, and 2) for i ∈ α,
Letρ := ℓim t→∞ ρ(t). Then from (18),
Thus, 1 ≤ρ i ≤ r − 1.ρ i = r − 1 for all i ∈β if and only ifż = ν * . Formally, the following is given.
Proposition 4.3.
1. e α −φ α =ż α and e α ′ −φ α ′ = e α −ż α ;
2. i∈αω i = r − 1 and i∈α ′ωi = 1;
4. 1 ≤ρ i ≤ r − 1.ρ i = r − 1 for all i ∈β if and only ifż = ν * .
Define η = {i :ω i > 1/2, orω i = 1/2 withφ i <ω i }. Clearly, η is a complementary set. Let ν η be such that ν η i = 1 if and only if i ∈ η. Note that r ≥ 3 is assumed, i∈α ′ωi = 1 implies that there is at most one i ∈ α ′ for whichω i ≥ 1/2. This proves the following.
If there is an i ∈ η for whichφ i >ω i , then i ∈ α ′ and η \ {i} ⊂ α.
Topological structure of L
Assume that β = α and denote π = α \ {r} = {1, . . . , r − 1} as used in the previous section. The uniqueness of z * implies that P ππ is of rank r − 1. Then,
H is an r × 2r matrix of rank r whose rows are linear combinations of the rows of P . Then from (17) and Proposition 4.2, one possible form of H is as follows.
The following is used to show Proposition 2.4.
Proposition 5.1. P α ′ j = 0 for j ∈ α if e j − P ·j is not the projection of e j on z * .
Proof. Suppose P α ′ j = 0 for some j ∈ α, then P αj ′ = 0 from (5) which leads to P j ′ α = 0 by the symmetry of P . Since P j ′ · can be a row vector of H, the form above of H suggests that P j ′ · = λH r· with λ = 0. But P j ′ α ′ = (e j − P j· ) α from (5). Then, P j ′ α ′ = λH rα ′ = λz * α implies that e j − P j· = λz * which is the projection of e j on z * . A contradiction.
Using D(t) andD(t) defined in the previous section,
H(t) =D(t)HD(t) =
ππ P πα ′ /t 2 . These two equations lead to
Decompose a z ∈ L into two perpendicular vectors: z = z ′ + z ′′ with z ′ := (0, z α ′ ) and z ′′ := (z α , 0). Let H take the form of (19). Then, 0 = H r· z =
, the latter is defined in the previous section to be {z :
The partition α = π ∪ {r} is selected in the discussion above for the sake of convenience. It is easy to see that the validity of the discussion is independent of this particular partition. Thus, we have shown the following.
Proposition 5.2. Given a z ∈ L with z ′ being its projection on the subspace spanned by e i for i ∈ α ′ , then z ′ ∈ L α ′ . Conversely, given a k ∈ α and a z ′ ∈ L α ′ , there is a unique z ∈ L with z k = 0 such that z α ′ = z ′ α ′ and z π = −P −1 ππ P πα ′ z α ′ where π := α \ {k}.
Given an i ∈ α ′ , let π := α \ {i ′ } andμ ·i := ℓim t→∞ (e i − P (t)e i ) be the projection of e i onL α ′ . Then from (18),μ αi = 0, (e i −μ ·i ) α ′ =ż i ′ż α /ż 2 , and
ππ P π·μ·i . Thenz ∈ L by the proposition above. By the definition of f i in (14)
The following is straightforward from (20). Select a j := arg M ax ℓ∈π {z 2 ℓ }, then j ∈ π. Upper bound of ω j is used to estimate an upper bound of f i in Section 3 for assessing the algorithm performance.
Note thatz i ′ = 0, this selection of j leads toz 
That is, z b j =μ jj . From the similar right triangles related to e j in Figure 3 (b), note that |µ ·j | < 1,
From the similar right triangles related to z 0 in Figure 3 (b) where
The last equation is obtained from (21). We have shown the following.
there is a j ∈ π for which f i < r/ω j .
On ǫ-decoupling
Given an i ∈ α ′ , letμ ·i := ℓim t→∞ (e i − P (t)e i ). As discussed in the previous section,μ ·i is the projection of e i onL α ′ (see Figure 4 ) withμ αi = 0, ( 
Proof. Assume i ∈ α ′ in the proof. From (18), e i −μ ·i is a normal of S which is the (2r − 1)-subspace spanned by L and IR α (see Proposition 4.2).
Let µ ·i := e i − P e i be the projection of e i on L, then µ 2 ·i = 1 − ω i . Botĥ µ ·i and µ ·i lie in S implies that e i −μ ·i is perpendicular toμ ·i − µ ·i . Thus,
decoupling implies thatμ ·i ∈ L and (μ ·i − µ ·i ) 2 > 0 which leads toω i < ω i .
Let z i be the projection of e i on a z ∈ L, then (e i −μ ·i ) t z i = 0 and (
That is, z i is also the projection ofμ ·i on z, and (
Thus, µ ·i is also the projection ofμ ·i on L.
The previous section definesz to be such thatz α ′ =μ α ′ i ,z i ′ = 0 and
ππ P π·μ·i . Letμ ·i be the projection of e i onz (see Figure 4) . Thenμ ·i is also the projection ofμ ·i onz from the discussion above, which implies that Figure 4 ,
The last equation is obtained from (21). Therefore,
Proof. The proof of the proposition above shows that (
Proposition 4.3 states thatż α = e α −φ α . Then,
That is, |ν
Next we derive conditions for deciding i ∈ α ′ (equivalently i ′ ∈ α) when L is ǫ-decoupling.
Proof. Let Z ′ := {z : (e − e i ) t z = 0} (see Figure 4 ) and z ′ be the projection ofμ ·i on Z ′ , thenμ ·i − z ′ is the projection ofμ ·i − e i on the line spanned by e i − e. As discussed at the beginning of the section, (e i −μ ·i ) α = 0 and
Then,μ
That is, e and µ ·i lie in different half spaces separated by Z ′ , which implies that
Define γ := {i : ϕ i > ω i }. Proposition 2.5 states that there is an i ∈ α ′ with ϕ i > 1 if (A, b, c) is feasible. Thus, there is an i ∈ α ′ in this case for which
and only if ϕ i ′ < ω i ′ , γ is a complementary set if there is no i for which ϕ i = ω i .
Proof. According to Proposition 6.
Suppose there is an i for which i ∈ α ′ \ γ under the conditions. Thenω i < 2rǫ
A desired contradiction. The similar contradiction can be shown for the case where |α ′ \ γ| ≥ 2.
Proposition 6.5. Suppose L is ǫ-decoupling with ǫ ≤ 1/ √ 10r and letγ := {i ∈ γ :
Proof. 1) Suppose on contrary that there is an i ∈ α ′ such that i ′ ∈γ.
That is, i∈α
Then η is a complementary set. Let ν η be such that ν η i = 1 if and only if i ∈ η. Similarly to Proposition 4.4, the following is given.
If there is an i ∈ η for which ϕ i > ω i and
Concluding remark
The uniqueness of z * is assumed for the algorithm development. That is, L∩IR 2r + is assumed to be a line spanned by z * .P := ℓim t→∞ P (t) is shown to be such thatP αα is of rank r − 1 andP α ′ α ′ is of rank one if z * is unique (see (18)). Appendix A Deriving equation (2) and proving
Proposition 2.2
First, we derive (2). Assume for non-triviality that no row or column vector of A, as well as no b or c is null. Then, the following holds true.
Let g i denote the i th column vector of G in (1). DefineM :
Using rank-1 update,
For i, j ∈β,
(25) to (27) show (2).
With the help of (25), Proposition 2.2 is proved as follows.
Proof of Proposition 2.2. Given a z ∈ L, denote t z := −P sβ z/p ss .
Proposition 2.1 states that (z, t z ) ∈L. Given a nonzero z ∈ L with z ≥ 0, if For the case where t z ′ < 0, there is a 0 < λ That is, every nonzero z ∈ L with z ≥ 0 is an optimal solution to (A, b, c) (up to a positive scale) if the latter is feasible.
For the second part of the proposition, suppose that there is a z ∈ L ∩ IR 2r ++ . Since all optimal solutions z * ∈ IR 2r ++ , z is not an optimal solution. Then t z ≤ 0 from the proof above of the first part of the proposition. Consider the case where t z = 0 first. By z = (u, v, x, y) and the structure of G in (1), G ·β z + g s t z = 0, u > 0 and v > 0 lead to A t y > 0 and Ax < 0 with x > 0 and y > 0. Ax < 0 and y > 0 lead to
Ac .
and using rank-1 updatë
The following three equations are used for deriving the expressions ofM
and c
We use (28) and (30) to show these equations. First, 
For 1 ≤ i ≤ n, let e i be the i th unit vector in IR n and a i := Ae i be the i th column vector of A in the rest of the appendix.
Lemma B.1.
Proof. First,
Second,
Finally,
Proof of (5) For 1 ≤ i ≤ n,ġ i = 
The first two equations in (5) can be equivalently stated as follows: for i, j ∈ β, 1) p ij + p r+i,r+j = (e i ) t e j , and 2) p i,r+j + p r+i,j = 0. These two equations are proved as follows. 
The last two equations are obtained from the three equations of (34). The cases that p ij + p r+i,r+j = (e i ) t e j for i, j ∈ β can be shown in a similar manner. 
The last two equations are obtained from the first two equations of (34). The cases that p i,r+j + p r+i,j = 0 for i, j ∈ β can be shown in a similar manner.
For i, j ∈ β, denote i ′ := r + i and j
t P e i = 0. Using the equations p ij ′ + p i ′ j = 0 and
Denote A(σ) := D and for i ∈β \ {j, j ′ },
This shows (11).
It is easy to verify that ρ j (σ j ) = ρ j ′ (σ j ) and ρ j (σ j ) = ρ j for σ j ∈ IR. ρ j = 0 if and only if ϕ j = ω j . Thus, ρ j (σ j ) being invariant for σ j > 0 implies that
LetȮ j := {e β − ϕ β (σ j ) : σ j ∈ IR)} be the locus of e β − ϕ β (σ j ) for σ j ∈ IR.
Assume for the sake of simplicity that j ∈ β. Let σ j andσ j be such that ϕ j (σ j ) = 0 and ϕ j (σ j ) = 1 respectively. This leads from (11) to
It is easy to see that
3)Ȯ j is a circle (that is, a 1-sphere) in IR r with both lines ϕ β (∞) − ϕ β (0) and ϕ β (σ j ) − ϕ β (σ j ) being its diameter equal to 1 + ρ j .
Proof. Assume for the sake of simplicity that ϕ j = 1 which implies that σ j = 1 and σ j = −(ϕ j − ω j )/ω j = 1 − 1/ω j .
From (11) for σ j ∈ IR with ϕ j = 1, ϕ j (σ j ) = 2) Note that p ii = ω j , p jj ′ = 0, i∈β p 2 ij = ω j , and i∈β p ij p ij ′ = 0 from (35),
By definition, ρ j = (ϕ j − ω j ) 2 /(ω j (1 − ω j )) = (1 − ω j ) 2 /(ω j (1 − ω j )) =
(1 − ω j )/ω j . Then from Table 2 and (36),
(ϕ β (0) − ϕ β (σ j )) 2 = ρ j can be shown in a similar manner.
3) Let z 0 := ϕ β (σ j ) − ϕ β (0) = e j β and z 1 := ϕ β (∞) − ϕ β (σ j ) = ϕ β (∞) − ϕ β , the vector (e β − ϕ β (σ j )) − (e β − ϕ β ) will be shown to lie in a 2-dimensional plane spanned by z 0 and z 1 . It follows from Table 2 That is, (e β − ϕ β (σ j )) − (e β − ϕ β (σ j )) lies in the 2-dimensional affine subspace spanned by z 0 and z 1 . Then, the affine manifold spanned byȮ j is of dimension 2.
O j being a circle is equivalent to that the two vectors (e β − ϕ β (σ j )) − (e β − ϕ β (0)) = −(ϕ β (σ j ) − ϕ β (0)) and (e β − ϕ β (σ j )) − (e β − ϕ β (∞)) = −(ϕ β (σ j ) − ϕ β (∞)) are perpendicular to each other.
(ϕ j (σ j ) − ϕ j (0))(ϕ j (σ j ) − ϕ j (∞)) = ϕ j (σ j )(ϕ j (σ j ) − 1) manifold spanned byȮ j . By Proposition D.2, span(Ȯ j ) ∩C j is either a) empty or a line parallel to e j , or b) two lines parallel to e j or a 2-dimensional face ofC j (see Figure 1 with an example of r = 3). In Case a, it is from the Hyperplane Separation Theorem that there is a hyperplane separates C j anḋ O j . The hyperplane intersects C j with at most a 1-dimensional face of C j , and partitionsQ into two parts: one includingȮ j and the other including C j ∩Q.
Since the intersection of the hyperplane andQ is an r − 2 dimensional sphere with a diameter equal to or less than r − 1 in this case, the largest diameter of any circle in the part includingȮ j is less than r − 1. Thus, ρ j < r − 2 in
Case a by Proposition D.2. Then, aȮ j with ρ j ≥ r − 2 must be in Case b,
where there is a σ j > 0 such that e − ϕ(σ j ) ∈ C j ∩Ȯ j with e j − ϕ j (σ j ) > 1 or e j − ϕ j (σ j ) < 0. Assume without loss of generality that e j − ϕ j (σ j ) > 1 and denote z ′ := e − ϕ(σ j ). z ′ ∈ C j implies that 1 − z
is, ϕ i (σ j ) ≥ 0 for i ∈β \ {j, j ′ }. z ′ j > 1 implies that ϕ j (σ j ) < 0. It is then from Proposition 2.5 that j ∈ α. Note that, for σ j > 0, ϕ j (σ j ) < 0 if and only if ϕ j (σ j ) < ω j (σ j ) in this case which is equivalent to ϕ j < ω j and ϕ j ′ > ω j ′ by Proposition D.1. We have shown the following. 2) if ρ j ≥ r − 2 and ϕ j < ω j then j ∈ α;
3) if ρ j ≥ r − 2 and ϕ j > ω j then j ∈ α ′ .
When r = 2, Q is a circle with a diameter equal to 2, and its projectioṅ Q on IR α is a circle of diameter √ 2. Thus, the only possibleȮ j is such thaṫ O j =Q. That is. 1 + ρ j = 2 and ρ j = 1 = r − 1 for j =β. The following is then straightforward from the proposition above.
Proposition D.4. When r = 2, j ∈ α if and only if ϕ j < ω j .
Define O j := {e − ϕ(σ j ) : σ j ∈ IR} to be the locus of e − ϕ(σ j ) for σ j ∈ IR.
The following is shown in a similar manner of proving Proposition D.2.
Proposition D.5. For j ∈β,
2) O j is a circle in IR 2r with both lines ϕ(∞ j )− ϕ(0) and ϕ(σ j )− ϕ(σ j ) being its diameter equal to 2(1 + ρ j ).
