Young's integral inequality and several refinements
In the first part of this paper, we mainly review several refinements of Young's integral inequality via several mean value theorems, such as Lagrange's and Taylor's mean value theorems of Lagrange's and Cauchy's type remainders, and via several fundamental inequalities, such asČebyšev's integral inequality, Hermite-Hadamard's type integral inequalities, Hölder's integral inequality, and Jensen's discrete and integral inequalities, in terms of higher order derivatives and their norms, and simply survey several applications of several refinements of Young's integral inequality.
1.1. Young's integral inequality. One of fundamental and general inequalities in mathematics is Young's integral inequality below. This means that f (a) has a maximum of f at a = h −1 (b). Therefore, it follows that
3) Integrating by parts gives
Substituting y = h(x) into the above integral yields Therefore, the inequality (1.1) means that the area In Figure 2 , we have
Therefore, the inequality (1.1) means that the area
Remark 1.2. We notice that two expressions (1.5) and (1.6) are of the same form 7) no matter which of a and h −1 (b) is smaller or bigger.
for a, b ≥ 0 and p, q > 1 satisfying 1 p + 1 q = 1. Further replacing a p and b q by x and y respectively leads to
for x, y ≥ 0 and a, q > 1 satisfying 1 p + 1 q = 1. Perhaps this is why the weighted arithmetic-geometric inequality (1.8) is also called Young's inequality in [13, 14, 21] and closely related references therein.
is also called Young's inequality in [2, 3] and closely related references therein. 
The equalities in (1.9) are valid if and only if b = h(a).
Proof. This is a modification of the proof of [18, Theorem 1] in [18, Section 2] . Changing the variable of integration by x = h(y) and integrating by parts yield
(1.10)
From the last line in (1.10), we can see that, if h −1 (b) = a, then those equalities in (1.9) hold.
By Lagrange's mean value theorem for derivatives, we can see that
By virtue of monotonicity of h (x) on [0, c], we reveal that
Consequently, we have
As a result, we have
we can derive inequalities in (1.11) by a similar argument as above.
Substituting the double inequality (1.11) into the equality (1.10) leads to the double inequality (1.9). The proof of Theorem 1.2 is complete.
Remark 1.6. The geometric interpretation of the double inequality (1.9) is that the
When h (x) is strictly increasing, the double inequality (1.12) can be equivalently written as where J ⊆ R is a nonempty interval and τ, µ ∈ J with τ < µ. The double inequality (1.13) is called Hermite-Hadamard's integral inequality for convex functions [7, 37, 44] . When a > h −1 (b), as showed in Figures 3 and 5, and h (x) is strictly increasing, that is, the function h(x) is convex, as showed in Figures 3 Figure 6 . Geometric interpretation of the double inequality (1.9) and 4, applying the double inequality (1.13) yields
Substituting this into the third line in (1.10) gives
Equivalently speaking, it follows that the area C satisfies
Similarly, we can discuss other cases, corresponding to Figures 5 and 6 , that the derivative h (x) is strictly decreasing.
Remark 1.8. Mercer has applied and employed the double inequality (1.9) in the paper [23] and in the Undergraduate Texts in Mathematics [24] . Proof. This is the outline of proofs of [19, Theorem 2.1] and [20, Theorem 2.3] .
From the third line in (1.10), it follows that
Considering monotonicity of h (x) and applying the double inequality (1.13) to the integrand in the last term of (1.16), we can derive the double inequality (1.15). The last term in (1.10) can be rewritten as
Let f, g : [µ, ν] → R be integrable functions satisfying that they are both increasing or both decreasing. Then 
where C denotes the area showed in Figures 1 to 6. 
Proof. This is the outline of the proof of [20, Theorem 2.6].
Changing the variable of the last term in (1.17) results in
If f is a convex function on an interval I ⊆ R and if n ≥ 2 and x k ∈ I for 1 ≤ k ≤ n, then
where p k > 0 for 1 ≤ k ≤ n. If f is concave, the inequality (1.21) is reversed. 
( 
The proof of Theorem 1.4 is complete.
Remark 1.10. The double inequality (1.19) can be geometrically interpreted as
where C denotes the area showed in Figures 1 to 6.
Refinements of Young's integral inequality via
Hölder's integral inequality. In [20, Theorem 2.1], Hölder's integral inequality was utilized to present the following inequalities, which refine Young's integral inequality (1.1) and Hoorfar-Qi's double inequality (1.9), in terms of norms. 
is valid for all u, v and p, q satisfying
Proof. This is the outline of the proof of [20, Theorem 2.1]. Let 1 p + 1 q = 1 with p > 0 and p = 1, let f and g be real functions on [µ, ν], and let |f | p and |g| q be integrable on [µ, ν].
(1) If p > 1, then
The equality in (1.24) holds if and only if A|f (x)| p = B|g(x)| q almost everywhere for two constants A and B.
(2) If 0 < p < 1, then the inequality (1.24) is reversed. The inequality (1.24) is called Hölder's integral inequality in the lierature [26, Chapter V] and [43, 47, 48] .
From (1.17) , it follows that, (1) by a property of definite integrals, we have
(2) by a property of definite integrals, we have
The rest proofs are straightforward. The proofs of the double inequality (1.23) and Theorem 1.5 are thus complete.
Remark 1.11. The double inequality (1.23) can be geometrically interpreted as
(2) if b > h(a), then (a) when n = 2 for ≥ 0, the double inequality (1.25) is valid;
(n + 2)! ;
The 
where ξ is a point interior to the interval jointing x and h −1 (b). The rest proofs are straightforward discussions on various cases of the factor h (n+1) (ξ). 
where C denotes the area showed in Figures 1 to 6 
(2) when b > h(a) and n = 2 + 1 for ≥ 0, we have
where α, β are defined as in (1.14),
and u, v, p, q satisfy
Proof. This is the outline of the proof of [49, Theorem 3.2 ].
(1.28)
Discussing and making use of Hölder's integral inequality (1.24) as in the proof of Theorem 1.5, we can complete the proof of Theorem 1.7.
Remark 1.13. Two double inequalities in Theorem 1.7 can be geometrically interpreted as
is valid; Proof. This is the outline of the proof of [49, Theorem 3.3] .
This follows from applying the formula (1.28) as in the proof of Theorem 1.7 and applyingČebyšev's integral inequality (1.18) 
in the proof of Theorem 1.7. The proof of Theorem 1.8 is complete.
Remark 1.14. The inequality (1.29) can be geometrically interpreted as
(1.31)
(2) when h(a) < b and n = 2 + 1, the double inequality (1.31) is reversed; 
Applying Jensen's inequalities ( 
(1.32)
If h(a) < b and n = 2 for ≥ 0, then
(1.33)
If a < h −1 (b) and n = 2 + 1 for ≥ 0, the double inequality (1.33) is reversed.
Proof. This is the outline of the proof of [49, Theorem 3.5 ]. Let f (x) and g(x) be nonnegative and convex functions on [µ, ν]. Then 
where C denotes the area showed in Figures 1 to 6 The gap between the upper and lower bounds in the double inequality (1.36) is 0.01578469 . . . .
New refinements of Young's integral inequality via Pólya's type integral inequalities
In this section, by virtue of Pólya's type integral inequalities [33, 45] , we establish some new refinements in terms of higher order derivatives. 
The inequality (2.2) can be rearranged as a double inequality
These inequalities can be found in [1, Theorem 2], the papers [8, 9, 10, 11, 12] 
. 
Applying the double inequality (2.6) to the integral 
(2) when n is a nonnegative even integer,
n+2 (h; a, a, L) t i ; (2.9) where L and U are real constants,
Proof. In [29, Theorem] , it was discovered that, if f ∈ C n ([a, b]) has derivative of (n + 1)-th order satisfying
when n is a nonnegative odd integer,
These inequalities can also be found in [30, 31, 34, 40, 45] and closely related references therein. Applying (2.10) and (2.11) to the integral (1) when n is a nonnegative odd integer,
(2) when n is a nonnegative even integer, 
(2.14)
(2) when p = ∞, we have
.
(2.16)
Proof. Let f ∈ C n ([a, b]) have derivative of (n + 1)-th order on (a, b) and f (n+1) ∈ L p ([a, b]) for positive numbers p and q satisfying 1 p + 1 q = 1. In [16] and [17, Theorem 2] , it was established that, for any t ∈ (a, b),
(2.17) 
(2.20)
(2.21)
(3) when p = 1, we have which is neither the best nor the weakest estimate among those in Section 1.11. The gap between the upper and lower bounds in the double inequality (2.23) is 0.0000000024506 . . . which, comparing with those gaps in Section 1.11, is neither the smallest nor the biggest one. whose lower bound is better, but whose upper bound is worse, than the corresponding ones in (1.35) . The gap between the upper and lower bounds in the double inequality (2.24) is 0.066852093209446 . . . which is bigger than the gap 0.057414764502015 . . . in the double inequality (1.35). whose lower bound is better, but whose upper bound is worse, than the corresponding ones in (1.36) . The gap between the upper and lower bounds in the double inequality (2.25) is 0.01464743001489 . . . which is smaller than the corresponding gap 0.01578469 . . . in the double inequality (1.36).
More remarks
Finally, we would like to list more remarks on our main results and possible developing directions. [15, 22, 36, 39] and closely related references can be used to refine Young's integral inequality (1.1). 
