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Abstract
Optimal spaced seeds were introduced by the theoretical computer science community to bioinformatics to effectively increase
homology search sensitivity. These seeds are serving many homology queries daily. However the computational complexity of
finding the optimal spaced seeds remains to be open. In this paper, we prove that computing hit probability of a spaced seed in
a uniform homology region is NP-hard, but it admits a probabilistic PTAS. We also show that the asymptotic hit probability is
computable in exponential time in seed length, independent of the homologous region length.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Optimal spaced seeds; Homology search
1. Introduction
Optimal spaced seeds are a theoretical computer science invention to increase the sensitivity and speed for homol-
ogy search. They have been extensively studied recently. Homology search, or local alignment, finds similar segments
between two DNA or protein sequences. It is the most fundamental and the most frequently performed task in bioin-
formatics. The NCBI BLAST [1] server processes over 105 queries a day, which increase by 10–15% per month. By
a different account, GenBank doubles in size every 18 months [19] which is at par with the growth rate of CPU speed.
The inter-species comparative genomics research implies that homology search needs grow at a rate proportional to
the square of GenBank size, quickly outgrowing the computer advances. Bigger and bigger clusters (over 1000 nodes)
and parallel “BlastMachines” have been built to cope with this gigantic demand. Better algorithmic and mathematical
solutions to this problem are thus indispensable.
In the 1970s, the dynamic programming technique [20,22] was adopted to solve the problem “efficiently.” It was
quickly overwhelmed by the sea of biomolecular sequences.
In the 1980s, heuristics represented by FASTA [15] and BLAST [1] were introduced, trading sensitivity for speed.
BLAST was designed based on the principle of filtration, where alignment between two sequences is found by first
✩ The preliminary version of this paper appeared as a part of a paper in SODA2006 [M. Li, B. Ma, L. Zhang, Superiority and complexity of the
spaced seeds, in: SODA, 2006, pp. 444–453]. The other part of the SODA2006 paper appeared in [L.X. Zhang, Superiority of spaced seeds for
homology search, IEEE Trans. Comput. Biol. Bioinform. (2007), in press].
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matches, or local alignments. This approach faces a dilemma: setting the seed longer will miss many local alignments,
resulting lower sensitivity; and setting the seed shorter generates too many random hits, resulting lower speed.
In PatternHunter [16], Ma, Tromp and Li introduced the idea of optimized spaced seeds to trigger a local alignment
to increase both speed and sensitivity. More specifically, PatternHunter by default looks for runs of 18 consecutive
nucleotide bases in each sequence, in which the nucleotide matches of a hit are only required at the eleven fixed
positions specified by 1s in the string 111*1**1*1**11*111, called spaced seed. It was noticed in [16] that such a
spaced seed led to surprisingly higher sensitivity as well as speed. Moreover, further sensitivity improvement can be
achieved by using multiple spaced seeds. This has allowed the Mouse Genome Sequence Consortium to compare the
mouse and human genome sequences using PatternHunter [10]. Recently, many programs including MegaBLAST and
BLASTZ have also adopted the spaced seed approach.
For two spaced seeds of the same weight, i.e. with same number of 1s, the expected number of hits is the same
in a uniform homology region [16]. Intuitively, one might suspect that their sensitivities are also the same. However,
the optimized spaced seed can improve sensitivity by as much as 50% [16]. In order to find the most sensitive seed, a
direct approach to finding the most sensitive seed is through exhaustive search after the hit probability of each spaced
seed is calculated. The hit probability of a spaced seed can be computed by dynamic programming [11] (see also [3,4,
12,14,23] for various generalizations) or a recurrent relation [5]. This approach quickly becomes impractical because
(i) the number of spaced seeds of length L and weight w grows exponentially in L − w; (ii) the time complexity
of the dynamic programming algorithm or recurrent relation based method is polynomial in the homologous region
length n but exponential in L−w. It remains a major open problem whether computing the hit probability of a single
spaced seed in a uniform region is NP-hard [14,16]. It was proved in [14] that computing the hit probability of a
seed in non-uniform regions, or of multiple seeds in uniform regions, are NP-hard. It was also recently brought to our
attention that [7] proved the determination of whether a seed can hit all regions with fixed length L and m mismatches
is NP-hard.1 However, the original open problem remains unsolved. In this paper, we show that computing the hit
probability in a uniform region is indeed NP-hard, via a sophisticated counting argument. We then give an algorithm
that computes the asymptotic sensitivity of a spaced seed in time independent of region length, by extending an
eigenvalue argument of [4,21]. This provides an algorithm to effectively compare the asymptotic sensitivity of two
seeds. A polynomial time algorithm that approximately computes the hit probability with any fixed small error ratio
is also provided.
2. Notations
Since the publication of [16], the optimal spaced seed problem has been extensively studied in the Bernoulli se-
quence model [6,9,11,12,14,23,25] and more general Markov and HMM models [3,4]. For simplicity, we restrict
ourselves to the Bernoulli or zeroth order Markov sequence model in this paper, although most of our results general-
ize to higher order Markov models. Following the original PatternHunter paper [16], a non-gapped alignment of two
DNA sequences S′ and S′′ of length n corresponds a 0–1 sequence S of length n: 0 means a mismatch and 1 a match.
S is modeled as a 0–1 Bernoulli random sequence of length n in which 1 is generated with probability p.
Let R be an infinite Bernoulli random sequence. We use R[k] to denote the kth symbol of R and R[0, k − 1] the
length-k prefix of R for k  0. A spaced seed Q = q0q1 · · ·qLQ−1 is represented by a string over alphabet {1,∗}. LQ
is called the length of Q. And the number of 1s in Q, denoted by wQ, is called the weight of Q. For the purpose of
homology search, we always require q0 = qLQ−1 = 1.
The ‘1’-positions of a spaced seed Q define the following relative position set:
RP(Q) = {i1 = 0, i2, . . . , iwQ = LQ − 1}. (1)
Thus, the seed Q is said to hit R at position k if and only if R[k + ij ] = 1 for all 1 j wQ. The paper concerns the
probability of the event that a seed hits a region at least one position. In the paper, this hit probability is also referred
to as the sensitivity of the seed.
1 This does not imply the NP-hardness for uniform regions because a uniform region with similarity m/L has positive probability to contain
more than m mismatches.
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When the homologous region is uniform, that is, a Bernoulli sequence generated with probability p, there have been
many exponential time algorithms to compute the hit probability of a given spaced seed [3,4,11,14,16]. However, it
remains unknown whether the hit probability computation is NP-hard. The uniform distribution is structureless which
makes our problem look hopelessly hard to grasp. Nevertheless, we now proceed to settle the original open question
that, even under the uniform distribution, the problem of computing the hit probability of a given spaced seed is NP-
hard. Our proof shares some similarity with the NP-hardness proof in [16] for the use of Lemma 3.1. However, the
key idea here is a sophisticated counting in the proof of Claim 3.3 and is novel.
Let y1 and y2 be two real numbers between 0 and 1, represented by their binary expansions. The non-zero bits of
y1 are between bit 1 to bit l1. The non-zero bits of y2 are between bit l1 + 2 to bit l2. Intuitively, both y1 and y2 can
be recovered easily from either y1 + y2 or y1 − y2. The following simple lemma formalizes this intuition and will be
used several times in our proof.
Lemma 3.1. Let yi = ai × 2−li for integers ai and 0 = l0 < l1 < l2 < · · · < ln. If |ai | < 2li−li−1−1 for i = 1,2, . . . , n,
then y1, y2, . . . , yn can be computed in polynomial time using
∑n
i=1 yi and l1, l2, . . . , ln as inputs.
Proof. Let y′i = 2−li−1−1 +yi . Then y′i  0. We only need to prove that y′1, y′2, . . . , y′n can be computed in polynomial
time by using
∑n
i=1 y′i and l1, l2, . . . , ln as inputs.∑n
i=1 y′i is represented by its binary expansion. l1, . . . , ln divides the bits after the decimal point into n zones,
where the ith zone consists of the bits li−1 + 1, . . . , li , as follows:
a′0.
a′1∗ ∗ . . .∗︸ ︷︷ ︸
l1
a′2∗ ∗ . . .∗︸ ︷︷ ︸
l2−l1
. . .
a′n∗ ∗ . . .∗︸ ︷︷ ︸
ln−ln−1
.
Because ai < 2li−li−1−1, adding y′i  0 will only change the bits in the ith zone. Therefore, by looking at the ith
zone of the binary expansion of
∑n
i=1 y′i , which is equal to
∑n
i=1 yi +
∑n
i=1 2−li−1−1, we can easily determine y′i , and
hence yi . 
Let x be a spaced seed and R be a random 0–1 sequence. Recall that we use RP(x) to denote its relative match
position set. Let Cx(i) denote the set of required match positions of R for x hitting R at position i. Then
Cx(i) =
{
i + i′ ∣∣ i′ ∈RP(x)} :=RP(x)+ i.
If we require x to hit R at several positions i1, . . . , ik , then the set of required match positions of R, denoted by
Cx(i1, . . . , ik), is
Cx(i1, . . . , ik) =
k⋃
j=1
Cx(ij ).
For convenience, in this paper we sometimes say that x covers the positions in Cx(i1, . . . , ik) when being put at
i1, . . . , ik , and |Cx(i1, . . . , ik)| is called the coverage. Obviously, |Cx(i1, . . . , ik)| may depend on the shape of x be-
cause Cx(ij )∩Cx(ij ′) may be nonempty.
Let I = {(i1, i2, . . . , ik) | 1 i1 < · · · < ik  |R| − |x| + 1}. Let p be the probability that ‘1’ occurs in a position in
the region R. Then P[x hits at i1, . . . , ik] = p|Cx(i1,...,ik)|. From inclusion–exclusion we know that
P[x hits R] =
|R|∑
k=1
(−1)k+1
∑
(i1,i2,...,ik)∈I
p|Cx(i1,...,ik)|. (2)
Theorem 3.1. Computing sensitivity of a spaced seed over a uniform region is NP-hard.
Proof. We prove the theorem for homology level p = 12 . Similar proof holds for p = ij for any integers i < j . We
will reduce 3-Set-Cover to the hit probability computation. Suppose we have a set X = {1,2, . . . , n}, and m size-3
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that X =⋃Kk=1 Xik . It is well known to be NP-hard [8].
The core of our reduction is a length-n string si for each set Xi (i = 1, . . . ,m), in which si[j ] = 1 if and only if
j ∈ Xi . Then we put these sk into a single string
S1 = s11n(m2+1)s21n(m2+2)s3 . . .1n(m2+m−1)sm.
Notice the design of the lengths of the substrings 1k in S1. The design is such that if si and sj are aligned together
in an overlapping of two S1, then no other pair of si′ and sj ′ can align together. And such pair of i and j can be
calculated merely from the offset of the alignment. We leave the proof detail to the readers.
For any r1, . . . , rk , there are corresponding positions i1, . . . , ik , so that putting k copies of S1 at positions i1, . . . , ik
will align sr1 , . . . , srk of the corresponding copies of S1 together. If Xr1, . . . ,Xrk cover X, then the overlap of
sr1 , . . . , srk will cover n positions. Otherwise, they cover fewer than n positions.
In the following we illustrate this difference by an example. Let the 3-Set-Cover instance has X = {1,2,3,4,5,6}
and three size-3 sets {{1,2,3}, {2,3,5}, {1,4,6}}. Then
S1 =
s1
110100 Y1
s2
011010 Y2
s3
100101,
where Y1 = 1n(m2+1) = 160, and Y2 = 166.
Let Y = 1N for large N . The following two ways of overlapping YS1Y
Y110100Y1 011010 Y2 100101Y∗
∗Y 110100 Y1011010 Y2100101Y and
Y110100Y1011010 Y2 100101 Y∗
∗Y 110100Y1 011010 Y2100101Y
give different coverages. The latter gives complete coverage because that the corresponding choice of subsets gives a
set cover for the 3-Set-Cover instance.
Our proof will exploit the difference made by this design: when there are K sets that cover X, there is at least one
more combination of (i1, . . . , ik) such that S1 covers some more bits.
It is also obvious that |S1| = nm(m2 − m2 + 12 ). Let N = |S1|. Let K2,K3,K4,K5 be sufficiently large numbers to
be determined later. The rest of the reduction consists of the following components:
1. S2 = (1NS1)K2 1N . By repeating S1 many times, we “amplify” the above mentioned difference. Also, the 1N
between copies of S1 simplify the analysis at the boundary of S1.
2. S3 = (1N0N)K3 . When k copies of S3 are put at k different positions 1  i1 < · · · < ik  N , the coverage is
(N + ik − i1)K3. That is, the coverage only depends on the two farthest positions. Again, K3 is to amplify the
situation.
3. S4 = (10n−1)K4 . When two copies of S4 are put at two different positions i1 < i2  N , if i2 = i1 mod n, the
coverage is K4 + (i2 − i1)/n. However, if i2 = i1 mod n, then the coverage is 2K4, which is significantly higher
than K4 + (i2 − i1)/n. S4 will allow us to focus on the cases where si overlaps sj either completely or completely
not.
4. S5 = (10N)K5 . Putting S5 at k different positions 1 i1 < · · · < ik N will cover kK5 positions. This will allow
us to examine different values of k separately.
5. Finally, we let our seed be x = S20NS30NS40NS5. The random region R has length |x| + N − 1 and identity
level 12 .
We will show that the accurate computation of the hit probability of x at R will give a polynomial time algorithm
to the original 3-Set-Cover problem.
Claim 3.1. Let K5 = 2 × |S20NS30NS40N |. Then
Pk =
∑
1i1<···<ikN
2−|Cx(i1,...,ik)|
can be recovered from P(x hits R).
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P[x hits R] =
N∑
k=1
(−1)k+1Pk. (3)
Because of the existence of S5, Cx(i1, . . . , ik) > kK5. On the other hand,
Cx(i1, . . . , ik) <
(
k + 1
2
)
K5.
Moreover, there are
(
N
k
)
< 2N possible (i1, . . . , ik) and N < K52 − 1. Therefore, Pk is a multiple of 2−(k+
1
2 )K5 and
Pk < 2
K5
2 −1 × 2−kK5 = 2K5−1 × 2−(k+ 12 )K5 .
In (3), let yk = (−1)k+1Pk , lk = (k+ 12 )K5. Then yk = ak ×2−lk for some |ak| < 2lk−lk−1−1. Applying Lemma 3.1,
the claim is proved. 
Claim 3.2. Let K4 = 2 × |S20NS30N |. Let
I ′ = {(i1, . . . , ik) ∣∣ 1 i1 < · · · < ik N}, I = {(i1, . . . , ik) ∈ I ′ ∣∣ i1 = · · · = ik mod n}.
Then
xk =
∑
(i1,...,ik)∈I
2−|Cx(i1,...,ik)|
can be recovered from Pk .
Proof. For each i1, . . . , ik that i1 = · · · = ik mod n is not true, the coverage caused by S4 only is at least 2K4. The
coverage caused by S5 is equal to kK5. As a result,
Cx(i1, . . . , ik) > kK5 + 2K4.
On the other hand, for each i1, . . . , ik that i1 = · · · = ik mod n is true, the coverage caused by S4 is at most K4 + Nn ;
and the coverage caused by S20NS30N is at most K42 . As a result,
Cx(i1, . . . , ik) < kK5 +K4 + N
n
+ K4
2
< kK5 + 53K4.
Moreover, there are
(
N
k
)
< 2N possible (i1, . . . , ik) and N < K43 − 1. From Lemma 3.1, the claim is true. 
Claim 3.3. Let K3 = 2 × |S20N |. Let
Il =
{
(i1, . . . , ik) ∈ I
∣∣ ik − i1 = l}.
Then
xk,l =
∑
(i1,...,ik)∈Il
2−|Cx(i1,...,ik)|
can be recovered from xk .
Proof. From the definition of xk and xk,l , we know that xk = ∑Nl=1 xk,l . For any l, the coverage caused by S3 is
(N + l)K3. Together with the coverage caused by S4 and S5, for (i1, . . . , ik) ∈ Il ,
Cx(i1, . . . , ik) > kK5 +K4 + (N + l)K3.
On the other hand, for (i1, . . . , ik) ∈ Il−1, the coverage caused by S20N is at most K32 . Then
Cx(i1, . . . , ik) < kK5 +
(
K4 + N
n
)
+ (N + l − 1)K3 + K32 < kK5 +K4 + (N + l)K3 −
K3
3
.
Moreover, there are
(
N
)
< 2N possible (i1, . . . , ik) and N < K3 − 1. From Lemma 3.1, the claim is true. k 3
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(i1, . . . , ik) ∈ Il , there are three cases if x is put at positions i1, . . . , ik .
Case 1. There is no column where k copies of x at i1, . . . , ik overlap at sr1, . . . , srk , respectively.
In this case, the long runs of 1n(m2+i) in S1 and 1N in S2 will cover all positions. Hence, the coverage caused by
S2 is the length of S2 plus l extra positions at the end, which is (2K2 + 1)N + l. From the discussion in the design of
S3, S4, and S5, their coverages are (N + l)K3, K4 + ln , and kK5, respectively. Therefore,
Cx(i1, . . . , ik) = kK5 +
(
K4 + l
n
)
+ (N + l)K3 + (2K2 + 1)N + l.
Case 2. There is a column where k copies of x at i1, . . . , ik overlap at sr1, . . . , srk , respectively. Furthermore,
sr1 , . . . , srk cover all the positions. (Correspondingly, Xr1, . . . ,Xrk cover X.) It is easy to see that Cx(i1, . . . , ik) is
the same as in Case 1.
Case 3. There is a column where k copies of x at i1, . . . , ik overlap at sr1, . . . , srk , respectively. But sr1 , . . . , srk do
not cover all the positions. (Correspondingly, Xr1, . . . ,Xrk do not cover X.) Then for each duplication of S1 in S2, at
least one bit is not covered. As a result, the coverage caused by S2 is no more than (2K2 + 1)N + l −K2. Hence,
Cx(i1, . . . , ik) kK5 +K4 + l
n
+ (N + l)K3 + (2K2 + 1)N + l −K2.
Let K2 = 2N . Because the difference in Cx(i1, . . . , ik) between Case 3 and the other two cases, by checking xk,l at
bits between K5k+K4 + ln +(N + l)K3 +(2K2 +1)N + l−K2 +1 and K5k+K4 + ln +(N + l)K3 +(2K2 +1)N + l,
we can get the total number of (i1, . . . , ik) ∈ Il for the first two cases.
It turns out that the total number of (i1, . . . , ik) ∈ Il for the first case can be computed easily in a different way, to
be described in the following. Therefore, by comparing the numbers for the first two cases and for the first case, we
will be able to know whether Case 2 exists. The 3-Set-Cover can then be answered.
For a fixed i1, the number of different (i1, . . . , ik) such that i1 = · · · = ik mod n and ik − i1 = l is
( l
n
−1
k−2
)
. And i1
can take values from 1 to N − l. Therefore, |Il | =
( l
n
−1
k−2
)× (N − l).
For some values of l, there is a pair of r1 and rk such that sr1 of x at i1 and srk of x at ik are aligned together. Because
of the design S1, such pair of r1 and rk is uniquely determined by l and can be easily computed in polynomial time.
For a fixed i1, the number of (i1, . . . , ik) ∈ Il that can align sr1, sr2 , . . . , srk to a column is equal to the number of
choices of different r2, . . . , rk−1 between r1 and rk , which is
(
r1−rk−1
k−2
)
. Because i1 has N − l choices, the number of
(i1, . . . , ik) in Case 1 is
|Il | −
(
r1 − rk − 1
k − 2
)
× (N − l). (4)
For some other values of l, there is no pair of r1 and rk such that sr1 of x at i1 and srk of x at ik are aligned together.
Therefore, the number of combinations in Case 1 is equal to
|Il | =
( l
n
− 1
k − 2
)
× (N − l). (5)
That is, for given k and l, by using either (4) or (5), we can determine the number of (i1, . . . , ik) in Case 1. On
the other hand, from the previous discussion, if P[x hits R] is known, we were able to determine the total number of
(i1, . . . , ik) in Cases 1 and 2. Therefore, we are able to say whether there is an (i1, . . . , ik) in Case 2. By examining
all l, the set cover question is answered.
The key idea in the above proof is that the probability of hitting at (i1, . . . , ik) can only affect a limited range of the
binary expansion of the hit probability P[x hits R]. This property still holds if we change the identity level from 12 to
i
j
for any integers i < j and change the binary expansion of the hit probability to a base j expansion. As a result, by
slightly changing the proof, the NP-hardness follows for identity level i
j
for all i < j . 
1030 B. Ma, M. Li / Journal of Computer and System Sciences 73 (2007) 1024–1034Remark. What about the complexity of finding the optimal seed? We have mentioned earlier that it is NP-hard to
find the optimal seed in some distribution [14]. Can we similarly improve this result under uniform distribution? The
answer is “not likely,” as now the problem is defined by the language: Lp = {(1L,1w,Q) | w  L}, where Q is the
optimal seeds of length L and weight w on a uniform region of homology level p. Such a set is sparse and a sparse
set being NP-hard implies NP = P [17].
4. Computing the asymptotic hit probability
Now we know that computing the hit probability of a spaced seed is NP-hard. This justifies that the exponential
time algorithms used in all the papers [3–5,11,14,16,24]. However, the time complexities of all these algorithms also
depend on the homologous region length, and therefore not useful for comparing the hit probabilities of two seeds
asymptotically.
In this section, we extend the argument of Buhler et al. [4], but using a different line of argument, to give an
exponential time algorithm to compute the hit probability of a spaced seed, independent of homologous region length.
Thus this also gives an effective method to compare the asymptotic sensitivity of two seeds.
A positive matrix is a matrix whose entries are strictly greater than 0. The following lemma lists facts [2,18] about
positive matrices that we will need in our proof.
Lemma 4.1. (See [2,18].) Let A = (ai,j ) be a positive matrix. Then,
1. A has a unique largest eigenvalue λ1 in [mini∑j aij ,maxi∑j aij ]. Furthermore, the eigenvector associated
with λ1 can be normalized so that all its components are positive.
2. Let M = maxi,j aij , m = mini,j aij , and K = maxi,j,k,l
√
aij akl
ailakj
. Then, other eigenvalues λ of A satisfy the in-
equality below:
|λ| K − 1
K + 1λ1 
M −m
M +mλ1. (6)
Theorem 4.1. Given a spaced seed Q and homology level p. The asymptotic hit probability on a homologous region
R can be computed in time exponentially proportional to the length LQ of Q, independent of the length of R.
Proof. Let d be one plus the length of the maximum run of *’s in Q. Let M ′ = LQ + d . Without loss of generality,
we assume that a seed begins and ends with 1. Consider an infinite region R with each bit being 1 with probability p.
R is indexed as R = R[1]R[2] . . . .
Recall thatWQ denotes the set of all the 2LQ−wQ strings obtained from Q by filling * in the “do not care” positions.
Set T = {∗,1}LQ −WQ. Define K = |T | = 2LQ − 2LQ−wQ .
Let Z[i, j ] denote the event that Q does not hit at any of the positions R[i],R[i + 1], . . . ,R[j ]. Thus Z[1, n] is
the event that Q fails to have a match at the first n positions of R. For any ti ∈ T , let x(n)i = P[Z[1, n] | R[n . . . n +
LQ − 1] = ti]. That is, x(n)i is the no-hit probability in the first n positions when they end with ti . We now establish a
relation between x(n)i and x
(n−M ′)
i . Let
Ci,j = P
[
Z[n−M ′ + 1, n] ∣∣ ti at n, tj at n−M ′]P[tj at n−M ′ | ti at n].
Thus Ci,j is the probability of generating tj at position n − M ′ (knowing ti at n) times the probability not having a
hit in a region of length LQ +M ′ beginning with tj and ending with ti . Especially Ci,j = 0 for any nontrivial seed of
length greater than 0. Then,
x
(n)
i =
K∑
j=1
P
[
Z[1, n−M ′] ∣∣ tj at n−M ′]P[tj at n−M ′ | ti at n]P[Z[n−M ′ + 1, n] ∣∣ ti at n, tj at n−M ′]
=
K∑
P
[
Z[1, n−M ′] ∣∣ tj at n−M ′]×Ci,j = K∑P[Z[1, n− 1] ∣∣ tj at n− 1]×Ci,j = K∑Ci,j x(n−M ′)j .j=1 j=1 j=1
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M ′ divides n, x(n) = x(1) · (CT )n/M ′ .
Because Ci,j > 0 for all i, j , C is a positive matrix. The row sum of the ith row is the probability that a length-
(LQ + M ′) region ending with ti does not have a hit. The row sum is lower bounded by (1 − p)d(1 − pW), where
(1 − p)d is the probability of generating d *’s and 1 − pW is the probability of generating a string in T .
By Lemma 4.1, the largest eigenvalue of C is positive and unique, and is lower bounded by the smallest row sum
and upper bounded the largest row sum of C. Let λ1 > 0 be the largest eigenvalue and λ2, 0 < |λ2| < λ1, be the second
largest. There is a unique eigenvector corresponding to λ1.
x(n)
‖x(n)‖ =
x(1) · (CT )n/M ′
‖x(1) · (CT )n/M ′ ‖
converges to the eigenvector corresponding to λ1. As λn1 tends to zero, we can use standard techniques to normalize
xn as
y(n) = x
(n)
‖x(n)‖2 .
Then the Rayleigh quotient of
λ = (y
(n))T Cy(n)
(y(n))T y(n)
= (y(n))T x(n+M ′)
converges to λ1.
The convergence speed depends on the ratio λ1/|λ2|. Using (6), we can upper bound the second largest eigenvalue
λ2 by:
|λ2| K − 1
K + 1λ1, where K = maxi,j,k,l
√
CijCkl
CilCkj
. (7)
For any x, y, we have
pa(1 − p)b(1 − p)d Cxy  pa(1 − p)b (8)
where a is the number of 1s in ty , b the number of *’s in ty and d defined in the beginning of the proof. Combining
(7) and (8), we conclude that
K = O(1/(1 − p)2d).
As (1 − 1/K)K ≈ 1/e, the convergence can be achieved in O(K) = O(1/(1 − p)2d) steps. In the worst case d =
Ω(LQ), and hence K = Ω(cLQ) for some c > 1. The time complexity is therefore upper bounded by an exponential
function in LQ.
As
∑
i x
(n)
i = Θ(‖(x(n)1 , . . . , x(n)K )‖) = Θ(λn/M
′
1 ), and the probability of s not hitting at the first n positions is
P
[
Z[1, n]]= K∑
i=1
x
(n)
i P[ti at n]
where
∑K
i=1 P[ti at n] = 1 − o(1) and P[ti at n]’s are constants once p is given. Therefore, P(Z[1, n]) = Θ(λn/M
′
1 ).
The sensitivity of the seed is simply 1 − P[Z[1, n]]. Note that this computation time depends only on the convergence
speed which is independent of n. The eventual sensitivity does depend on n, the region length, as in λn/M
′
1 , which is
trivial to compute, while the seed sensitivity characteristics λ1 does not depend on n. 
The following corollary answers an open question raised in [5].
Corollary 4.1. Given two seeds Q1 and Q2 of the same length LQ1 , their limiting sensitivities are well defined by
their largest eigenvalues of their transition matrices [4], and they can be effectively compared in exponential time
in LQ1 .
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Authors of [14] proposed a simple random sampling algorithm for computing the hit probability. The algorithm
guarantees the absolute error to be small. However, this does not guarantee an approximation ratio as the hit probability
can be very small for lower identity level and higher seed weight. In this case, a small absolute error may cause a
very bad approximation ratio. To guarantee an approximation ratio, the time complexity of such algorithm has to
depend on homology level and seed weight and can be very high. In this section, we give an efficient and practical
probabilistic polynomial time approximation scheme (PTAS), guaranteeing arbitrarily good performance ratio with
high probability, independent of homology level and seed weight.
Let p be the identity level of R. That is, R[i] = 1 with probability p for 0 i < L, where L is the length of R. Let
N be a large number. Our algorithm is the following.
Algorithm WiseSample
nj ← 0 for j = 1, . . . ,L−LQ;
Repeat N times
Let R[i] = 1 for i ∈RP(Q);
For i /∈RP(Q), let R[i] = 1 with probability p.
For i = 1, . . . ,L−LQ
if Q does not hit R[1, i +LQ − 1]
ni ← ni + 1.
Output pwQ(1 +N−1∑L−LQj=1 ni).
Theorem 5.1. Let the hit probability of Q be x. For any  > 0, let N =  6L2 logL
2
. Then with high probability,
Algorithm WiseSample outputs value y such that |y − x| x.
Proof. Let seed Q be of length LQ and weight wQ. Let Q′ be the reverse of Q. Let L be the length of R and p
be the identity level of R. We say Q misses i if Q does not hit at i. We are interested in evaluating P[Q hits R] by
sampling and Chernoff’s bounds. However, it may be too small, hence requiring too many samples. We present a novel
transformation to transform the possibly low probability event “Q hits R” to several events with large probability sum.
Let pi = P[Q misses 1 . . . i | Q hits 0]. Let p0 = 1.
P[Q hits R] = P[Q′ hits R]
=
L−LQ∑
i=0
P[Q′ hits i but misses 0 . . . i − 1] =
L−LQ∑
i=0
P[Q′ hits i] × P[Q′ misses 0 . . . i − 1 | Q′ hits i]
=
L−LQ∑
i=0
pwQ × P[Q misses 1 . . . i | Q hits 0] = pwQ +
L−LQ∑
i=1
pwQ × pi. (9)
In Algorithm WiseSample, for any fixed i, ni is the number of success for N independent trials with success
probability pi . From a simple lemma in [13] (Lemma 1.2) induced from Chernoff’s bound,
P
[|ni/N − pi | > δ] 2 exp(−13Nδ2
)
.
As a result,
P
[∣∣∣∣∣N−1
L−LQ∑
i=1
ni −
L−LQ∑
i=1
pi
∣∣∣∣∣> δL
]

L−LQ∑
i=1
P
[|ni/N − pi | > δ] 2L× exp(−13Nδ2
)
.
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2
. Then with greater than 12 probability,∣∣∣∣∣N−1
L−LQ∑
i=1
ni −
L−LQ∑
i=1
pi
∣∣∣∣∣ . (10)
Let y = pwQ(1+N−1∑L−LQi=1 ni) be the output of the algorithm. Let x = P[Q hits R] = pwQ +∑L−LQi=1 pwQ ×pi .
Then (10) ensures that |y − x| pwQ  x. The theorem is proved. 
In [11], it was showed that different seeds may have different expected first hit positions, even if the seeds have
the same weight. Interestingly, as a corollary of Theorem 5.1, here we show that seeds with the same weight have the
same expected second hit position.
Corollary 5.1. Let R be an infinite long region.
E(second hit position | Q hits at 0) = p−wQ
relies only on the weight of the seed.
Proof. For any region with length L, because Q cannot hit at or after L−LQ + 1, for convenience, we say Q second
hits L−LQ + 1 if Q has no second hit in R. Then
L−LQ∑
i=0
P[Q misses 1 . . . i | Q hits 0] =
L−LQ∑
i=0
L−LQ+1∑
j=i+1
P[Q second hits j | Q hits 0]
=
L−MQ+1∑
j=1
j−1∑
i=0
P[Q second hits j | Q hits 0] =
L−MQ+1∑
j=1
jP[Q second hits j | Q hits 0].
Combining with (9), we have
P[Q hits R] × p−wQ =
L−MQ+1∑
j=1
jP[Q second hits j | Q hits 0].
Let L → ∞. The left-hand side approaches to p−wQ . The right-hand side is E(second hit position | Q hits at 0). The
corollary is proved. 
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