In this paper, we address the problem of deploying sink nodes in a wireless sensor network such that the resulting network topology be robust. In order to measure network robustness, we propose a new metric, called persistence, which better captures the notion of robustness than the widely known connectivity based metrics. We study two variants of the sink deployment problem: sink selection and sink placement. We prove that both problems are NP-hard, and show how the problem of sink placement can be traced back to the problem of sink selection using an optimal search space reduction technique, which may be of independent interest. To solve the problem of sink selection, we propose efficient heuristic algorithms. Finally, we provide experimental results on the performance of our proposed algorithms.
Introduction
A usual assumption on wireless sensor networks is that they consist of resource constrained and physically unprotected devices that use wireless channels for communications. These limitations make wireless sensor networks vulnerable to denial-of-service type attacks, such as physical destruction of nodes, exhaustion of their batteries, and jamming of the wireless channels. Such attacks may be addressed at different levels in the system architecture; in this work, we focus on mitigating them by controlled node deployment resulting in robust network topologies.
More specifically, we assume that the locations of the sensor nodes are predetermined by the application requirements, which is indeed the case in most civilian applications of sensor networks (see, e.g., [1] for some supporting arguments); however, the network operator has some freedom in choosing the location of the sink nodes (or the gateways to some backbone infrastructure). We aim at determining the location of the sinks in such a way that the resulting network be resistant to node and link removal attacks (abstracting physical node destruction or exhaustion and jamming, respectively).
In order to be able to compare different sink placements in terms of robustness of the resulting network, we need to measure network robustness quantitatively. Measuring and comparing network topologies was recently listed as one of the interesting open research questions in networking [2] . Instead of the usual approach of using connectivity for this purpose, we introduce the notion of persistence. Roughly, the persistence of a network is defined as the minimum ratio between the cost of an attack and the gain of the attacker, where the cost of an attack is related to the difficulty of removing the attacked links or nodes, and the gain of the attacker is determined by the importance of the nodes that, as a result of the attack, get disconnected from the sinks. We explain and give some illustrative examples in Subsection 2.2 and 4.2 why persistence is a better robustness metric for wireless sensor networks than connectivity.
Using persistence as the robustness metric, we formalize and study two variants of the sink deployment problem. In the first variant, we restrict the set of possible sink locations to the set of sensor node locations (in other words, we allow some of the sensors to be extended with sink functionality); we call this variant the sink selection problem. In the second variant, we remove this restriction, and allow sinks to be placed anywhere in the deployment area; we call this the sink placement problem. In both variants, we aim at achieving a given level of persistence while minimizing the deployment cost (or equivalently, maximizing persistence under a given upper bound on the deployment budget). We prove that both sink selection with required persistence and sink placement with required persistence are NP-hard. We propose greedy and genetic heuristic algorithms to solve the sink selection problem efficiently, and we show how the problem of sink placement with required persistence can be traced back to the problem of sink selection with required persistence by an efficient search space reduction technique, which may be of independent interest. We also show how any sink selection algorithm, including our proposed heuristic algorithms, can be used to efficiently obtain solutions to the sink placement problem using our search space reduction technique. Finally, we provide experimental results on the performance of our heuristic algorithms for sink selection and our search space reduction algorithm.
This article is a follow-up work of our previous paper [3] , compared to which here we prove that the problem of sink selection with required persistence is NPhard, propose a new genetic algorithm for sink selection, formalize the problem of sink placement with required persistence and prove that it is NP-hard, propose a new search space reduction technique and show how any sink selection algorithm can be used to find a solution to the placement problem using the reduced search space, and provide experimental results on our algorithms proposed in this article.
The organization of this paper is the following: In Section 2, we give a brief overview of placement problems in wireless sensor networks and previously proposed solutions. We also give an overview of topology robustness metrics and present a motivating example to show why we believe that vertex and edge connectivity as robustness metrics are not practical. In Section 3, we introduce (various versions of) persistence for the purpose of measuring the robustness of networks. In Section 4, we formalize the sink selection problem for a given network topology and prove that it is NP-hard. In Section 5, we present an integer programming model of the sink selection problem, which can be used to find optimal solutions. We also propose efficient greedy and genetic algorithms as heuristics to get solutions that are reasonably close to optimal. In Section 6, we formalize the sink placement problem and prove that it is NP-hard. In Section 7, we propose an algorithm for solving the sink placement problem based on an efficient search space reduction technique. We show that our search space reduction technique guarantees optimal solutions and that it can be applied to a wide range of placement problems. In Section 8, we describe the measurements that we have conducted to analyze the performance of our proposed heuristic algorithm for sink selection and to estimate the effectiveness of our search space reduction technique. Finally, in Section 9, we conclude the paper.
Related work

Sink placement
The optimal placement of sink nodes in wireless sensor networks is an important problem, which has been extensively studied in the literature. For a comprehensive survey on sink node placement, see [4] . For a general survey on node placement in wireless sensor networks, see [5] .
In single sink placement problems, the network contains only a single sink node, which is often referred to as the base station. The goal is to find a sink location for which a performance metric is maximal. The most commonly used metrics include the lifetime of the network measured as the time until the most loaded node [6, 7] or until a given fraction of the nodes run out of battery [7] , the number of sensors that can transmit their data [6] , and the maximum throughput [8] .
In multiple sink placement problems, the network can contain more than one sink nodes. These nodes are often referred to as gateways, because they forward the collected data to a center on longer range links. If the number of sinks that can be placed is constrained, the goal is to find a set of locations for which a performance metric is maximal. The most commonly used metrics include the worst case delay measured in the maximum number of hops between any node and the nearest sink [9, 10] , the total number of hops between each node and the nearest sink [11, 10] , the network lifetime measured as the time until the most loaded node runs out of battery [12, 13] or until a given fraction of nodes become unreachable [14] , and the network capacity or data rate [13, 15] .
If the number of sink nodes is not known in advance, the problem includes finding the minimum number of sinks that is feasible for a given constraint. The most commonly used constraints include the lifetime of the network measured as the time until a fraction of nodes become unreachable [14] or until the most loaded node dies [12] , the maximum number of hops between any node and the nearest sink [16, 10] , and the total number of hops between each node and the nearest sink [10] .
The problem can also be defined such that the number of sinks have to be minimized and a given performance metric has to be optimized simultaneously. In this case, the goal can be to find a set of Pareto optimal solutions [17] , or to find the optimal solution for a given trade-off ratio between the number of sinks and the performance metric [12] .
A prevalent approach to solving multiple sink placement problems is sensor node clustering. In a clustering scheme, the nodes of the network are first grouped into disjoint clusters, which will be served by distinct sink nodes. Then, a sink node, which in this case is usually called a cluster-head, can be placed for each cluster using a single sink placement algorithm. While the assignment of sensor nodes to sinks after sink placement is sometimes also called clustering, here we only use the term clustering in the above sense. Naturally, the number of clusters, and therefore, the number of sinks can either be part of the objective function or be a pre-specified number. In the former case, the number of clusters has to be minimized under some constraints. For example, in [18] , the size and radius of each cluster and the maximum amount of traffic each node has to relay are limited. In the latter case, the nodes have to be assigned to a fixed number of clusters. Probably the most widespread method used to achieve this is k-means clustering, which, for example, is used by the GOALE algorithm proposed in [16] . If multi-level networks are allowed, hierarchical clustering algorithms can also be used. For example, in [19] , cluster-heads aggregate data from cluster members and forward it to the next level cluster-head. A survey on clustering algorithms for wireless sensor networks can be found in [20] .
One of the challenges of sink placement is the infinite size of the search space; therefore, the problem is often constrained by restricting the possible positions of the sinks to a set of candidate locations. If sinks can only be placed at the locations of the sensor nodes, such as in [18, 19] , the problem is reduced to selecting a subset of nodes to be sinks, which we will refer to as a sink selection problem. The set of candidate locations can also be determined by an algorithm based on the geometry of sensor node positions. A wide variety of such algorithms have been proposed, for example, finding the intersections of circles centered at the nodes [6] , sampling locations from the intersecting regions of disks centered at the nodes [9] , creating two dimensional grids centered at the centroids of clusters after the nodes have been clustered [16] , or sampling locations from dominating intersecting regions [10] . The set of candidate locations can also be pre-specified, i.e., it can be an input parameter of the problem. For example, this set is an arbitrary set in [12, 17] , whereas in [8] , a certain number of pre-specified locations are given from which one has to be selected as the location of the sink, while the others become the locations of the sensor nodes.
Since most sink placement problems are NP-hard, even when they are constrained to sink selection, heuristic, metaheuristic and approximation algorithms are used to solve them in practice. Greedy algorithms [18, 15] and other heuristics employing greedy decisions [12, 10] are probably the most prevalent heuristic approaches. Among metaheuristics, genetic algorithms are the most often used [9, 11, 16] as they are likely to produce good solutions, even though they have no performance guarantees. Besides genetic algorithms, other, more problem specific metaheuristics can also be used [17] . In [13] , a set of procedures is proposed to design approximation algorithms for sink placement problems under any desired small error bound. Two examples are given, where this framework can be employed, placement to maximize network lifetime and placement to maximize network capacity.
What we have discussed so far is static positioning. If the nature of the application allows the sinks to be relocated and the network to be reconfigured after it has been deployed, then dynamic placement can be used to improve network performance; for example, in [21] , sinks are periodically relocated to prolong network lifetime. Node failures can be anticipated by employing reactive reconfiguration schemes; for example, in [22] , an efficient re-clustering mechanism is proposed to recover sensors from failed clusters.
The main difference between the prior works and our work is that we optimize for robustness against adversarial attacks measured in persistence (or deployment cost under a persistence bound) while none of the prior work did that. The similarity is that we use greedy heuristics as the problem is hard.
Robustness metrics
In the literature on wireless sensor networks, vertex-and edge-connectivity are the most frequently used metrics for measuring the robustness of network topologies [23, 5, 24, 25, 26, 27] . These metrics take the topology graph as input and return the minimum number of vertices or edges, respectively, that have to be removed in order to disconnect the graph. More precisely, a graph is said to be k-vertex-connected, if it remains connected whenever fewer than k vertices are removed, and the vertex-connectivity of a graph is the largest k for which it is k-vertex-connected. The definitions of k-edge-connectedness and edge-connectivity are similar, with the difference that they are concerned with the removal of edges, instead of vertices.
Unfortunately, connectivity as a measure of topology robustness has some weaknesses, which limit its practical usage, especially in adversarial environments. The basic problem is that the connectivity metrics are only concerned with whether a graph remains connected or not under an attack of a given maximum strength, but in practice, the strength of the attacker, in terms of number of vertices or edges that he can remove from the network, may be difficult to estimate. In addition, connectivity metrics are only concerned with the effect of the smallest effective attack, but they do not shed light on how "scattered" the graph becomes when it gets disconnected. In real scenarios, it is also important to characterize how the network fails as the strength (or budget) of the attacker increases. Figure 1 : Illustration of why connectivity based metrics do not characterize topology robustness of wireless sensor networks well enough. The edgeconnectivity of both graphs is 2, and thus, they are equally robust in terms of edge-connectivity. However, when the two dashed edges are removed, only a single vertex is separated from the sink in graph (a), while all of the vertices are separated from the sink in graph (b).
As an example, let us consider Figure 1 , where two graphs are shown. Each graph represents a sensor network, in which the objective is to transfer measurement data from the nodes to the sink, represented by the shaded vertex. Both of these graphs have an edge-connectivity of 2, and therefore, they are supposed to be equally robust. Obviously, this is not true, because if the dashed edges are removed from the graphs, a single vertex is separated from the sink in graph (a), while all of the vertices are separated from the sink in graph (b).
Another known topology robustness metric, with several theoretical results, is graph toughness [28] . Toughness measures the minimum ratio of vertices removed to the number of components in the resulting graph. Unfortunately, the toughness of a graph is NP-hard to compute, and thus, it is not well-suited for general practical use, especially when one is concerned with large graphs.
Another similar metric is graph strength, which measures the minimum ratio of edges removed to the increase in the number of components in a graph [29] . The advantage of graph strength as a robustness metric is that it considers various attack strengths by default due to the fact that the minimum is taken over all possible edge removal attacks. In addition, unlike toughness, it can be computed efficiently.
Measuring the robustness of networks
Our proposed metrics
A common disadvantage of all robustness metrics mentioned above is that they lack the ability to incorporate the role of sink nodes. The following notion of persistence attempts to fill this hiatus. Its definition is obtained by an extension of the notion of directed graph strength introduced in [29] . However, since this notion is substantially different from graph strength defined above, we renamed it to avoid ambiguity. We also tailored the definition (and the corresponding computation algorithm) to the needs of sensor networks: we can allow for multiple sinks, attacks against vertices and undirected edges.
Consider a directed graph G and suppose that a subset of vertices R ⊆ V (G) is given. Assume that each vertex v needs to communicate with any arbitrary element of R (that is, an element of R should be reachable from v through a directed path in G). Furthermore, each arc e is assigned a weight s(e) that measures the cost of removing (or "attacking") e. Finally, each node v is assigned a weight d(v) that measures the loss (or "punishment") if no element of R becomes reachable from v. When applied to model sensor networks, elements of R correspond to sink nodes, the edge weight s(e) represents the difficulty of jamming the corresponding link e and the node weight d(v) represents the importance of information collected by v.
For every subset of arcs A ⊆ E(G) let s(A) = e∈A s(e) and let λ(A) be the sum of the weights d(v) on those vertices v from which no element of R becomes reachable after deleting all arcs in A. Obviously, s(A) and λ(A) can be assumed to be the total attack cost and the total gain of the attacker, respectively. Accordingly, the smaller the ratio s(A) λ(A) is, the more efficient the attack of removing A is. Therefore, it makes sense to define a robustness measure as the minimum of these ratios.
For example, consider again the two graphs of Figure 1 . Assume in both cases that the shaded vertex is the (single) sink node, all edge weights s(e) and node weights d(v) are 1 and all edges are directed both ways. Then for both graphs the minimum in the above definition is attained at the set of edges entering the sink node. Therefore π(G) = 1 for graph (a) and π(G) = This coincides with our previous observation that graph (a) is intuitively more robust than graph (b), and thus, supports our statement that persistence is a more suitable robustness metric for wireless sensor networks than connectivity.
As mentioned in Section I, attacks against sensor networks are not restricted to destroying links between the devices (that is, edges of the graph), the devices themselves (that is, vertices of the graph) can also be the target of an attack. Therefore, in order to serve the needs of sensor networks, the above definition should be modified to allow the destruction of both edges and vertices:
where s(A) = a∈A s(a) and λ(A) is the sum of weights d(v) on those vertices v from which no (remaining) element of R is reachable after deleting all edges and vertices in A. (Naturally, vertices belonging to A also become isolated from R, so these contribute to the value of λ(A) too.)
Fortunately, computing edge-vertex-persistence can easily be reduced to computing edge-persistence by vertex splitting, a well-known trick in graph theory: replace each node v by two nodes v 1 and v 2 , add the arc (
(v 2 ) = 0 and let v 2 ∈ R if and only if v ∈ R was originally true; finally, replace each original arc (u, v) by (u 2 , v 1 ) and set s((u 2 , v 1 )) = s((u, v)). It is fairly easy to see that the edge-persistence of the obtained graph is the same as the edge-vertex-persistence of the original one.
Furthermore, links in wireless networks can be bidirectional. Therefore, the definition should be further modified to allow undirected graphs:
where λ(A) is the sum of the weights d(v) on those vertices v from which there is no undirected path to any element of R after deleting all edges in A.
Computing undirected persistence can be reduced to computing persistence by replacing every edge with two arcs facing opposite directions, having the attack cost of the original edge. It is easy to see that the persistence of the obtained graph is the same as the undirected persistence of the original one.
Due to the arguments above, we only consider edge-persistence of directed graphs in the remainder of the paper.
Other uses of persistence 3.2.1. Persistence as a measure of robustness against random faults
Persistence can be also used to measure the robustness of a network against random link faults under some restrictive assumptions. Assume that each link e malfunctions independently with probability p(e). Assign to each edge e ∈ E(G) of the representing graph − log p(e) weight. Then, the persistence of the graph measures
where p(A) is the probability that all links in A malfunction. Intuitively, this means that the probability of an event decreases exponentially with its impact.
Persistence as a measure of network lifetime
In [30] , the following model is proposed for measuring the lifetime of wireless sensor networks:
Consider a directed graph G(N, A) where N is the set of all nodes and A is the set of all directed links (i, j) where i, j ∈ N . Let S i be the set of nodes that are in the transmission range of node i. Each node has the initial battery energy of E i , and the amount of energy consumed in transmitting a packet across link (i, j) is denoted by e ij where j ∈ S i .
The goal is to maximize the time T until which the information generated can be delivered to one of the set of gateway nodes D ⊂ N . Let Q i (T ) be the number of packets generated at a sensor node i ∈ N \ D until T , and let q ij (T ) be the total number of packets routed through link (i, j) ∈ A. A time T is feasible if there exists a set of non-negative integers q ij (T ) for all links (i, j) ∈ A satisfying the following constraints. First, the conservation of flow constraint is j: i∈Sj
Second, the total energy constraint is
For a set of nodes V , assume that each node i ∈ V has the amount of information generated until T , Q i (T ), which needs to be delivered out of V . For a node i ∈ V , let e i V be the least energy expenditure for transporting an information unit out of V . If there is no outgoing link of i through which information can be forwarded out of V , e i V = ∞ by convention. The necessary feasibility condition is
Unfortunately, the necessary condition is not sufficient. However, if the energy expenditure through all the outgoing links of a sensor are the same, then the condition is sufficient as well. In this case, maximum lifetime becomes equivalent with undirected-vertex-persistence.
Computing persistence
It is shown in [29] that computation of persistence can be performed using a maximum flow algorithm 1 . In particular, assume that besides the input data
a constant π 0 is also given: π 0 represents a required persistence value and the task is to decide if π(G) ≥ π 0 holds.
For any set X ⊆ V (G), denote by δ(X) the set of edges leaving X and let δ s (X) = {s(e) : e ∈ δ(X)}. It is easy to see that the minimum in the definition of π(G) is attained at a set A = δ(X) for a suitable X ⊆ V (G) \ R. (Indeed, "spare" edges could be deleted from A without increasing the ratio
Consider the following maximum network flow problem. Add two new nodes, s * and t * to G; for each v ∈ V (G) add a new arc from s * to v and set its capacity to π 0 · d(v); for each v ∈ R add a new arc from v to t * and set its capacity to infinity; finally, set the capacity of each original arc of G to s(e). Denote the obtained network by G * . According to the well-known "max-flow-min-cut" theorem of Ford and Fulkerson, the maximum flow in the obtained network from s * to t * is equal to the minimum cut capacity, that is, the minimum of the sum of capacities on arcs leaving a set X, where minimum is taken over all subsets X ⊆ V (G * ) for which s * ∈ X and t * / ∈ X. Obviously, the capacity of the cut X is δ s (X) + π 0 · d(X) if X ∩ R = ∅ (and infinity otherwise). Comparing this with Equation 5 above, we get that π(G) ≥ π 0 is equivalent to the existence of a flow of value π 0 · d(V (G)) from s * to t * in the above constructed network; or, in other words, a flow that satures all arcs leaving s * . Consequently, the question of π(G) ≥ π 0 can be answered by a maximum flow algorithm. From this, the actual value of π(G) (that is, the maximum π 0 for which the above described flow exists) can be determined by binary search (which yields a polynomial time algorithm if all input numerical data is assumed to be integer). In [29] a refinement of this approach is also given: it is shown that π(G) can be determined by at most |V (G)| maximum flow computations (even for arbitrary input data); we disregard the details here due to lack of space.
The sink selection problem and its complexity
Based on the above defined robustness metric π(G), in this section, we formalize the problem of optimal selection of sink nodes in a network with a given topology.
The sink selection problem
We assume that assigning the sink role to a node v has some cost c(v) resulting from the establishment of an external connection with the node, regularly visiting the node for data collection, etc. We call this cost the selection cost of the sink, and we assume that the cost of assigning the sink role to a set of nodes is simply the sum of selection costs of the nodes in the set. We also assume that the network topology is given and our task is to select the sink vertices such that the persistence of the resulting network configuration is above a given threshold, while the total selection cost of the sink nodes is minimized. This models the design of a wireless sensor network with strict security requirements, but a flexible budget.
According to the above, the sink selection problem is formalized as follows:
Definition 4 (Sink selection with required persistence). INSTANCE: Directed graph G, edge weights s :
, and required persistence π 0 ∈ R + . SOLUTION: A subset R ⊆ V (G) such that the persistence π(G) of G is at least π 0 with R as its sink nodes.
MINIMIZE: Selection cost of subset R, i.e., v∈R c(v).
Obviously, the variant of the sink selection problem where an upper bound on the total sink selection cost is given and the persistence of the configuration is to be maximized is also sensible. We disregard this version of the problem, we restrict ourselves to mentioning that any algorithm to solve one of the two versions can also be used to solve the other one by binary search.
Sink selection example
In this subsection, we present a motivating example of why sinks should be selected based on maximizing persistence instead of maximizing connectivity. Figure 2: An example network, where sink selection based on maximizing persistence and maximizing connectivity lead to very different results. In selection (a), only one link has to be removed in order to disconnect a node, but the persistence of the network is 1, whereas in selection (b), two links have to be removed, but the persistence of the network is only 0.4. Figure 2 shows two possible sink selections in the same network, one maximizing persistence and one maximizing connectivity. The value of every node and the attack cost of every link is one and the selected sinks are represented by shaded nodes. The sink nodes, in addition to the links in the figure, are connected to a center as well; therefore, the connectivity of the network measures the number of links that have to be removed in order to disconnect a non-sink node. In selection (a), only one link has to be removed in order to disconnect a node, whereas in selection (b), two links have to be removed. However, the selections have a persistence of 1 and 0.4, respectively. The dashed edges are optimal attacks against the network. In case of selection (a), only two nodes are separated if the attack is carried out, whereas in case of selection (b), five nodes are separated. If the network application tolerates the loss of a few nodes, then selection (a) is clearly the better choice.
Complexity of the sink selection problem
In this subsection, we prove that the Sink Selection problem is NP-hard. To this end, we show that the Minimum Set Cover Problem, one of the well-known NP-hard problems, can be reduced to it. The (decision version of the) Minimum Set Cover problem is defined as follows.
Definition 5 (Minimum Set Cover).
INSTANCE: A finite set U = {u 1 , u 2 , . . . , u n }, a collection of its subsets
, and a positive integer r.
TASK: Decide if it is possible to choose at most r subsets from A that cover U ; that is, if the subsets A i1 , A i2 , . . . , A ip can be chosen such that p ≤ r and The decision version of the Sink Selection problem is defined in the most natural way.
Definition 6 (Sink Selection with Required Persistence (decision version)).
INSTANCE: Directed graph G, edge weights s :
In what follows, we will use the basic concepts of algorithmic complexity theory without further explanation or reference. However, to assist those unacquainted with these, we just remark that the basic idea is very simple even by common sense: roughly speaking, the above mentioned reduction shows that the Minimum Set Cover problem is a special case of the Sink Selection problem. Since the former is known to be a hard problem (whatever the precise meaning of that is), this obviously makes the latter one also hard. Proof. The problem is obviously in NP since if R is given then checking if π(G, R) ≥ π 0 can be done in polynomial time according to [29] (and checking if v∈R c(v) ≤ c 0 is trivial). As mentioned above, we show NP-hardness by reducing the Minimum Set Cover problem to the Sink Selection problem. So assume that an instance of the Minimum Set Cover problem (that is, U = {u 1 , . . . , u n }, A = {A 1 , . . . , A m } and r) is given. Obviously, we can assume that m j=1 A j = U (otherwise there exists no set cover at all) and that r ≤ m (otherwise the problem is trivial). From this, we construct an instance of the Sink Selection problem in the following way:
1. Let V (G) = U ∪ A; that is, to each element u i ∈ U and to each given subset A i ∈ A corresponds a vertex of G.
We have to show that there exists a set cover A 0 ⊆ A of size at most r if and only if there exists a sink selection
First assume that a sink selection R with the above properties is given. Since the costs of the vertices in U are all r + 1, R only contains vertices from A. We claim that A 0 = R forms a set cover. Assume that this is not true. Then there is an element u i ∈ U not covered by R; that is, u i / ∈ {A j : A j ∈ R}. Consequently, no element of R is reachable from u i in G, therefore λ(∅) ≥ 1 holds by d(u i ) = 1. Since obviously s(∅) = 0, this implies π(G, R) = 0 (by s(∅) λ(∅) = 0), a contradiction. So R is a set cover and its size is obviously at most r (since c(A j ) = 1 for every A j ∈ A). Now assume that a set cover A 0 of size p ≤ r is given and let R = A 0 . We claim that R is a sink selection in G that fulfils the above requirements. Obviously, v∈R c(v) = p ≤ r. To show π(G, R) ≥ 1, let Y ⊆ E(G) be any subset of edges; we need to prove that s(Y ) ≥ λ(Y ). Obviously, s(Y ) = |Y | and λ(Y ) = |X|, where X ⊆ U is the set of vertices in U from which no element of R is reachable after removing Y . (Observe that X is not the set of all vertices of G from which R is not reachable after removing Y : vertices in A \ R also have this property. However, these do not contribute to λ(Y ) as they have a weight of 0.) So |Y | ≥ |X| is to be proved. However, this immediately follows from the fact that since R is a set cover, for every u i ∈ X there exists an A j ∈ R such that u i ∈ A j , so we can assign a separate edge in Y to each element of X (namely, the one that goes from u i to A j ).
We remark that the construction of the above proof could be modified in the following way: instead of setting c(u i ) = r + 1 for every u i ∈ U , u i could be replaced by r + 1 vertices, each with a cost of 1 (and each connected to A j , whenever u i ∈ A j ). It is easy to verify that the proof goes through with the modified construction as well, which shows that the Sink Selection problem remains to be NP-complete even under the restriction that c(v) = 1 for every v ∈ V (G).
The essence of the above proof is that in the described construction set covers of size r and proper sink selections of total cost r are basically the same. This simple fact has an important consequence on the approximability of the Sink Selection problem.
Theorem 2. Assuming that P = N P , there exists a constant c > 0 such that there is no polynomial time algorithm that finds a sink selection of total cost at most c log log v · OP T , where v is the number of vertices in the graph and OP T denotes the minimum total cost of a sink selection.
We remark for the benefit of those unacquainted with algorithmic complexity theory that P = N P is a widely accepted conjecture; if this were not true, then there would be a polynomial time algorithm for every NP-hard problem. An obvious corollary of the above theorem is that there is no constant factor approximation algorithm for the sink selection problem unless P = N P .
Proof. Assume that there is an algorithm P that finds a sink selection of total cost at most c log log v · OP T for some constant c. Then if an instance U = {u 1 , . . . , u n }, A = {A 1 , . . . , A m } of the (optimization version of the) Minimum Set Cover problem is given, P can be applied on the construction given in the above proof. Then, if v denotes the number of vertices in the constructed graph, v = n + m ≤ n + 2 n ≤ 2 n+1 holds. Since, as remarked above, sink selections in the constructed graph are essentially the same as possible solutions of the given Minimum Set Cover instance, OP T also denotes the minimum size of a set cover for this. Therefore P finds a set cover of size at most c log log 2 n+1 · OP T = c log(n + 1) · OP T . However, Raz and Safra [31] proved that if P = N P then there is no polynomial time algorithm that finds a set cover of size at most c 1 log n · OP T , where c 1 > 0 is an appropriate constant. This immediately implies the existence of the required c.
Algorithms for solving the sink selection problem
In this section, we show that the optimal selection can be found by solving an integer program and we also introduce more efficient heuristic algorithms that approximate the optimal solution reasonably well. Performance evaluation and quantitative comparison of these algorithms is provided in Subsection 8.1.
Integer programming model for the sink selection problem
To formulate the sink selection problem as an integer program, we assign a binary variable r(v) to each node v: the value of r(v) is 1 or 0 if v belongs or does not belong to R, respectively. The formulation relies on the construction presented in Subsection 3.3: π(G) ≥ π 0 is true if and only if there exists a flow in the network G * described there that saturates all edges (s * , v). Correspondingly, we assign a variable f (e) to each edge e ∈ E(G * ) to measure the flow on e. As it is natural in network flow theory, all the constraints ensuring that f is a flow (that is, capacity constraints and flow preservation constraints) can straightforwardly be formalized as linear constraints.
The only difference from the construction described in Subsection 3.3 is that the set of sink nodes R is not known in advance. Therefore we assume that an arc from v to t * exists from each node v ∈ V (G) and we ensure that the capacity of the arc (v, t * ) is ∞ or 0 for sink nodes and non-sink nodes, respectively. This is achieved by imposing the inequality f ((v, t * )) ≤ bignum · r(v) on each edge (v, t * ), where bignum is a sufficiently large constant (e.g., bignum = π 0 · d(V (G)), the sum of the capacities on all arcs leaving s * suffices, as it is an upper bound on the maximum flow value even if all vertices are assumed to be sinks).
With respect to the above, the integer program is the following: Constants:
• bignum: a sufficiently large number • r(v) ∈ {0, 1} for all v ∈ V (G)
• f (e) ∈ R for all e ∈ E(G * )
Minimize:
Constraints 2, 3 and 4 ensure that f is a flow: Constraints 3 and 4 correspond to capacity and flow preservation constraints, respectively. Note that capacity constraints are not imposed on (s * , v) type arcs (as opposed to what was said in Subsection 3.3); obviously, these can be omitted as they would not affect the optimum solution. On the other hand, Constraint 5 ensures that all edges (s * , v) are saturated. Finally, the role of Constraint 1 was already explained above.
Obviously, the above integer program does not yield an efficient algorithm for solving the sink selection problem. However, it makes it possible to obtain the optimum solution for relatively small problem instances and thus test the heuristics presented in the following subsections and compare the search space reduction technique presented later to other techniques.
Our proposed greedy algorithm
The exponential time complexity of solving the above integer program limits its practical applicability. For this reason, in this subsection, we propose an efficient greedy algorithm as a heuristic approach to find sub-optimal, but reasonably good solution to the sink selection problem.
The algorithm starts with the set of selected sinks R as the empty set. In each step, a new vertex v is added to R; v is chosen in a simple, but sensible way: such that the ratio of the gain in persistence by adding v to R to the selection cost c(v) is maximum. The algorithm stops when the persistence π(G) of the network with set of sinks R is at least the required persistence π 0 .
To formally describe the algorithm, denote by π(G, R) the persistence of the network G with R as its set of sink nodes. Then our greedy algorithm for sink selection with required persistence is the following:
is attained and let R := R ∪ {v} 3. If π(G, R) ≥ π 0 then return R; otherwise continue from Step 2.
We emphasize that, obviously, the above algorithm runs in polynomial time since it makes at most |V (G)| iterations and each iteration requires at most |V (G)| persistence computations.
Our proposed genetic algorithm
For a higher number of nodes, even the greedy algorithm's computational complexity may be too high; therefore, in this subsection, we propose a genetic algorithm as a more efficient alternative to the greedy algorithm.
In our proposed genetic algorithm, an individual member of the population represents a solution to the sink selection problem. To make the evolutionary process more efficient, we have chosen to encode not only the set of nodes which are selected, but also the preference for each node, including those that are not selected by the given solution. These preferences can be represented by the order in which the nodes are picked until the the given persistence value is reached. If this representation is used, then it is not necessary to record which nodes are selected as the number of necessary nodes can be determined from the order of preference. Therefore, the solution domain is simply the set of node sequences.
We have chosen the fitness of each solution to be, naturally, the cost of the given solution. We have implemented two genetic operators (see Figure 3 for illustrations): mutation and crossover. A mutation is a reordering of the nodes, which is achieved by selecting a fixed number of random pairs from the sequence and swapping the elements of each pair. A crossover is the combination of two node sequences, which is achieved by iteratively picking the most preferred, but not yet picked node from two sequences in turns.
As the genetic operators are very simple, the key issue of our algorithm is the efficient evaluation of the fitness function. The following algorithm is proposed for this:
1. Add a source vertex s * and a sink vertex t * to the graph. For each v ∈ V (G), add a new arc from s * to v and set its capacity to π 0 ·d v . Let n = 1. 2. Add a new arc from the nth vertex to t * with infinity capacity. Step 2. The construction of the graph in Step 1 is the same as in Section 3.3, except for not adding arcs from sinks to the super sink as the former are not known in advance in this case. In Step 3, the maximum flow of the previous iteration is reused, which makes the algorithm very efficient: The complexity of determining the number of necessary nodes is equal to the complexity of testing whether a graph has a given persistence, which is very simple compared to computing persistence. Therefore, we can efficiently create and evaluate a large number of solutions. The algorithm terminates after a fixed number of generations.
The sink placement problem and its complexity
In this section, we relax some of our previous restrictions on the design of the deployment configuration and allow sinks to be placed anywhere; however, we still consider the placement of non-sink nodes and the links between them to be given. Therefore, our goal is to design a robust sink placement for a given network topology. By sink placement, we mean a set of locations where sink nodes have to be placed.
The sink placement problem
Before formalizing the sink placement problem, we first have to establish a sink node model and define the persistence of a placement:
Definition 7 (Persistence of a placement). Let G be a directed geometric graph, where V (G) is a set of points in the Euclidean plane and E(G) is an arbitrary subset of V 2 (G) (i.e., the edges of the graph do not have to follow any geometric rule). Let s : E(G) → R + be edge weights, let d : V (G) → R + be node weights, and let D ∈ R + be a fixed sink transmission radius. The persistence of a placement R, where R is a set of points in the Euclidean plane, for graph G, denoted by π p (G, R), is the persistence of the graph G ′ with R as its sinks, where
The definition establishes our model for sink nodes, in which sinks have uniform transmission radii (2) and zero value (4) and the links connected to them have uniform weights (3). This is a realistic model for sensor networks, where typically a large number of similar nodes are deployed. The direction of the links connected to the sinks can be surprising at first since our goal is to model wireless networks, where links are bidirectional. However, we have seen that the undirected persistence of a graph is equal to the directed persistence with the undirected edges replaced by two directed edges facing opposite directions. In addition, edges leaving sinks can be omitted as no traffic has to be carried from a sink. Therefore, the direction of the sink edges is appropriate for our model. Formalizing the persistence of a placement this way simplifies our algorithm presented in Subsection 7.2.
Using the above definition of the persistence of a placement, the robust sink placement problem can be formalized as follows:
Definition 8 (Sink Placement with Required Persistence).
INSTANCE: Directed graph G, where V (G) is a set of points in the Euclidean plane, edge weights s : E(G) → R + , node weights d : V (G) → R + , sink transmission radius D, and required persistence π 0 ∈ R + . SOLUTION: A set of points R in the Euclidean plane such that π p (G, R) ≥ π 0 .
MINIMIZE: Number of sinks required by the placement, i.e., |R|.
Complexity of the sink placement problem
As the sink placement problem is a generalization of the sink selection problem with uniform selection costs, it is obviously NP-hard.
To prove this, we introduce the decision version of the Sink Placement with Required Persistence problem: Proof. We show NP-hardness by reducing the problem of Sink Selection with Required Persistence and Uniform Selection Costs to the problem of Sink Placement with Required Persistence. So assume that an instance of the Sink Selection problem (that is, G, s :
Otherwise, the only feasible solution to the problem is to select every v ∈ V (G) : d(v) > 0 and checking whether the cost of this selection is lower than c 0 can be done in polynomial time. From the instance of the Sink Selection problem we construct an instance of the Sink Placement problem (that is, 
Let s
Let λ G (A) and λ G ′ (A) denote the value of λ(A) in G and G ′ , respectively. We have to show that there exists a selection R ⊆ V (G) such that π(G, R) ≥ π 0 and r∈R c(r) ≤ c 0 if and only if there exists a sink placement R ′ such that
. First assume that a sink placement R ′ with the above properties is given. Let R be the subset of vertices that have at least one sink in their proximity. We claim that R is a feasible selection, i.e., π(G, R) ≥ π 0 . Assume that this is not true. Then there is an A ⊆ E(G) attack for which s(A) λG(A) < π 0 holds. If a vertex can not reach any r ∈ R sink in G when A is removed, then the same vertex can not reach any r ′ ∈ R ′ sink in G ′ either as any path leading to a sink necessarily goes through an r ∈ R. Therefore,
. Now we have to show that r∈R c(r) ≤ c 0 . Since the distance between each pair of vertices is greater than 2, at most one vertex is connected to every sink. Therefore, R has at most |R ′ | vertices and r∈R c(r) = r∈R 1 ≤ |R| ≤ c 0 holds. Now assume that a sink selection in R with the above properties is given. Let R ′ be a sink placement constructed from the positions of the vertices in R. We claim that R ′ is a feasible placement, i.e.,
Assume that this is not true. Then there is an A ⊆ E(G ′ ) attack for which
holds. First, observe that A does not contain any edges connected to sinks, i.e., A ⊆ E(G). Otherwise, the s ′ (A) cost of the attack would be at least 1 and, since
A is removed, then v can not reach any r ∈ R sink in G either when A is removed. Otherwise, there would be a path in G from v to an r ∈ R, but then this path could be supplemented with an edge leading to a sink r ′ ∈ R ′ and, therefore, v could reach an r ′ ∈ R ′ sink even when A is removed. Consequently,
Finally, we have to show that |R ′ | ≤ c 0 . This is obvious as
Algorithm for solving the sink placement problem
In this section, we introduce a technique, similar to the one in [10] , which reduces the infinite search space of possible placements to a finite set that always includes an optimal solution. We also present an algorithm which can be used to find an optimal placement in the reduced search space using an arbitrary algorithm for finding an optimal selection.
Our proposed search space reduction technique
To simplify our definitions, we first introduce the concept of single sink coverable sets:
Definition 10 (Single sink coverable set). A set of points W in the Euclidean plane is single sink coverable for a transmission radius D, if ∃ point r in the plane, such that ∀ w ∈ W : distance(w, r) ≤ D, i.e., the points can be covered by a disk of radius D.
We reduce the infinite search space of possible placements by restricting the positions of the sink nodes to a set of candidate locations. Contrary to most candidate location sets proposed in the literature, the subsets of our set always include an optimal solution; therefore, we call it an optimal set of candidate locations:
Definition 11 (Optimal set of candidate locations). Given a geometric graph G and a sink transmission radius D, an optimal set of candidate locations R candidate is a set of positions which includes exactly one position covering every inclusion-maximal single sink coverable subset of V (G) for D, i.e., every single sink coverable set of node positions that is not included in a larger single sink coverable set.
We will prove that (1) the subsets of an optimal set of candidate locations always include an optimal placement and that (2) an optimal set of candidate locations can be found in polynomial time.
Theorem 4. The subsets of an optimal set of candidate locations include an optimal placement for every persistence requirement.
Proof. Suppose that R
′ is an optimal sink placement for a given persistence requirement. Let the set of nodes which are covered by an r ′ ∈ R ′ node be denoted by N (r ′ ). Obviously, N (r ′ ) is a single sink coverable set. If N (r ′ ) is an inclusion-maximal single sink coverable set, then there is an r ∈ R candidate which covers exactly N (r ′ ); otherwise, there is an r ∈ R candidate which covers all nodes covered by r ′ and some others as well. It is easy to see that if we substitute r ′ with r, then the solution still satisfies the persistence requirement. Therefore, by substituting every r ′ ∈ R candidate with an appropriate r ∈ R candidate , we can obtain an R ⊆ R candidate which satisfies the persistence requirement and for which |R| = |R ′ |.
Before introducing our polynomial time algorithm for finding an optimal set of candidate locations, we first prove that the size of the optimal set is polynomial in the number of nodes: Theorem 5. There exists an optimal set of candidate locations with cardinality
Proof. (see Acknowledgements for credit): We prove the statement by assigning a pair of its points to each inclusion-maximal single sink coverable set injectively (that is, each pair of points in V (G) will be assigned to at most one inclusion-maximal single sink coverable set). This will obviously imply that the number of inclusion-maximal single sink coverable sets is at most
and, therefore, choosing a corresponding center for each will provide the required optimal set of candidate locations.
So assume that an inclusion maximal single sink coverable set Z and a disc C of radius D covering Z is given. Now push C upwards (that is, to the positive direction of the y-axis) without losing any point of Z until (at least) one point of Z is on the lower semicircle of the boundary of C; denote this point by p. Now, if p is left from the vertical diameter of C then rotate C around p counterclockwise without losing any point of Z until (at least) one further point of Z is on the semicircle of the boundary of C that is right from the diagonal passing through p. If, on the other hand, p is right from (or on the) vertical diameter of C then do the rotation clockwise until (at least) one further point of Z is on the semicircle of the boundary of C that is left from the diagonal passing through p. Denote the thus found second point of Z on the boundary of C by q. Now assign the pair {p, q} to Z. The above construction implies that out of the (at most) two discs of radius D whose boundary contains p and q, Z is contained in the one whose center is above the midpoint of the line segment p, q. Therefore p and q uniquely determine Z and thus the theorem is proved.
We remark that a fairly simple construction shows that the above theorem is best possible, that is, the size of an optimal set of candidate locations can be as large as constant times |V (G)| 2 ; we omit the details here. Our algorithm for finding an optimal set of candidate locations is based on the ideas behind the above proof. Given a set of node positions V (G) and a sink transmission radius D, the following algorithm finds an optimal set of candidate locations:
2 of distance at most 2D, out of the two intersection points of the perpendicular bisector of p and q and the circle of radius D around p, add the one to R circumcenters that is above (or not below) the midpoint of p and q. In practice, the maximal density of the nodes (i.e., the maximal number of nodes in a given area) is usually limited. It is easy to see that the number of candidate locations is O (|V (G)|) in this case: For every node, the number of nodes nearer than 2 · D is limited; therefore, the number of maximal single sink coverable sets containing the node is less than a certain constant. Since this holds for each |V (G)| node, the above claim is obviously true. Our experimental results in Subsection 8.2 show that, in practice, the number of candidate locations is indeed linear in the number of nodes.
Our proposed placement algorithm
Based on our proposed search space reduction technique, in this subsection, we introduce an algorithm which solves the problem of sink placement with required persistence using an existing algorithm for solving the problem of sink selection with required persistence.
Let us assume that each candidate location is used only once, i.e., no two sink nodes are to be placed at the same location. This is a realistic assumption as more than one sink node is required at a single location only if the sink nodes themselves are too vulnerable. This would indicate that the required persistence goal is not met because the devices are not robust enough, not because the network topology is vulnerable.
Given an algorithm A for sink selection, the following algorithm solves the sink placement problem:
1. Find an optimal set of candidate locations R candidate . 2. Let G ′ be a graph defined as the following:
•
3. Find an optimal sink selection R opt in G ′ with required persistence π 0 using A. 4. Output R opt as the optimal set of points for sink placement.
First, we prove that the set of feasible selections in G ′ is equal to the set of feasible placements restricted to R candidate in G.
Proof. The graph G ′ constructed in the above algorithm and the graph constructed in Definition 7 are identical except for the additional nodes R = R candidate \ R in G ′ . By showing that the addition of these nodes does not affect the persistence of a graph, we can prove that the persistence of G ′ with selection R is equal to that of G with placement R. Consider an optimal attack A in G ′ . First, A does not contain any edge connected to a node in R since these edges are all directed towards nodes in R and, therefore, no path leading to a sink can contain any of these edges. Second, the nodes in R do not affect the overall weight of nodes separated by any attack as their weights are all set to zero. Therefore, the set of optimal attacks and the ratios of overall costs to overall separated weights for these attacks are the same for the two graphs.
Since ∀ v∈V (G) c(v) = ∞, any selection in G ′ including a v / ∈ R candidate has infinite cost. Therefore, if there is a feasible placement for G then A always selects an R ⊆ R candidate .
As A selects a minimum set of nodes, R opt is an optimal solution to the problem of placement with required persistence π 0 in G constrained such that nodes can only be placed at R candidate . Corollary 1. The above algorithm finds an optimal solution to the problem of sink placement with required persistence.
The claim of this corollary readily follows from the above and Theorem 4. The choice of the algorithm A for sink selection is completely arbitrary. If the goal is to find an approximate solution only, then even polynomial time algorithms can be used. In this case, as the number of candidate locations and the time needed to enumerate them are also polynomial, the total running time of the algorithm is polynomial as well.
Other applications of our search space reduction technique
Our technique can be also applied to problems other than placement with required persistence. In fact, it can be used for any problem where sinks with fixed radii have to be placed so that a measure based only on the topology of the network is maximized.
In the following, we list a few examples where our technique could be used as an improvement:
• In [9] , a similar reduction technique is proposed, which determines the set of candidate locations by sampling all possible intersection regions of the sensor nodes' transmission ranges. As the performance measure to be optimized depends only on the topology of the network, it does not matter which location is selected from a given region and, therefore, the technique guarantees an optimal solution. However, it also enumerates points from "inferior regions", which cover only strict subsets of the nodes covered by points in some neighboring regions. As our proposed technique does not enumerate such locations, it produces a smaller candidate set.
• In [11] and [16] , the sensor nodes are first clustered using a genetic algorithm and then a sink node is placed for each cluster. For a given cluster, the area around its centroid is divided into a two dimensional grid. For each grid cell, the number of sensors whose transmission range covers the sink is determined and the cell with the maximum count value is selected. Clearly, there is no guarantee that the grid contains an optimal location. Therefore, searching instead the set of candidate locations determined using our technique would be an improvement.
• In [12] and [21] , the set of candidate locations is assumed to be given. As the used performance measures depend only on topology, our proposed technique could be used to determine the set of candidate locations.
Unfortunately, if the distances between the nodes and the sinks covering them are also taken into consideration, then it is not guaranteed that the subsets of the candidate locations contain an optimal solution. Therefore, our technique can not be used for problems based on minimizing link lengths.
Experimental results
In this section, we present some of our experimental results. In our first experiment, we have evaluated the practical performance of our proposed heuristic algorithms for sink selection. In our second experiment, we have measured the average number of candidate locations determined by our search space reduction technique in order to demonstrate that it is sufficiently low for our technique to be applicable in practice. In our third experiment, we have compared our proposed search space reduction technique to others used in the literature, based on the average cost of the best possible placements in case of each technique.
Comparison of the proposed sink selection algorithms
We have studied two performance measures: (1) the ratios between the total selection costs of the sinks in case of the heuristic algorithms and in case of the optimal solution and (2) the running times of the heuristic algorithms and an integer programming solver.
In order to obtain reliable values, a large number of networks were generated in a probabilistic manner. The most prevalent model of a wireless sensor network is a unit disc graph, which models a wireless network where each node has the same transmission radius, and two nodes are considered to be neighbors if they are within each other's transmission range. In our simulations, we generated graphs of this type in a probabilistic manner. More precisely, a given number of nodes were placed uniformly at random on a disk of unit radius, and the transmission radius of the nodes was calculated from a given expected average node degree using the approximations given in [32] . Disconnected graphs were connected using minimum distance extra edges.
Edge attack costs, node values and node selection costs were drawn from uniform distributions on [0.5, 1.5], while the required persistence and the expected average node degree were set to 1 and 4, respectively. The cost ratios were computed for each randomly generated graph, and the arithmetic means of the ratios were taken as approximate expected values. The experiments have been run for varying number of nodes, ranging from 16 to 32. Figure 4 shows the ratio of the selection cost of heuristic algorithms to the selection cost of the optimal solution as a function of the node count. Different curves belong to different heuristic algorithms, namely, to our greedy and to our genetic algorithm. As the optimal solution minimizes the selection cost, the cost selection ratio shown in the figure cannot be smaller than 1, and the closer it is to 1, the better the performance of the heuristic solution is.
In case of the greedy algorithm, the excess requirement in selection cost fluctuates around 20% and the performance seems to be quite stable with respect to the number of nodes. The performance of the genetic algorithm is almost optimal if the number of nodes is low, and still better than that of the greedy algorithm for higher node counts. In case of even higher node counts, i.e., node counts larger than 32, the performance of the genetic algorithm is only slightly better than that of the greedy algorithm. As finding optimal solutions is very hard, we have not plotted the cost ratios in this case. Figure 5 shows the expected running times, measured on an average desktop PC, of the greedy algorithm, the genetic algorithm and the integer programming solver as a function of the node count. For solving integer programs, lp solve 2 , a free, open source mixed integer linear programming solver was used, which is based on the Branch-and-Bound method combined with the revised simplex method.
As expected, the running time of the integer programming solver is exponential and grows faster than those of the heuristic algorithms by several orders of magnitude. Of the two proposed heuristics, the genetic algorithm is faster than the greedy algorithm by an order of magnitude. In case of node counts higher than 32, the difference between the performance results of the heuristic algorithms is more prominent. For example, for 64 nodes, the running time of the greedy algorithm is 6834 ms, while that of the genetic algorithm is only 452 ms.
Performance of our search space reduction technique
Again, the networks on which we have conducted our measurements were generated in a probabilistic manner. Nodes were randomly placed on a disk of unit radius according to a uniform distribution. The experiment has been run for varying number of nodes and sink radii, the former ranging from 100 to 500. Figure 6 shows the average number of candidate locations. As the exact value of the sink radius is not very informative, the expected average number of nodes on a disk of the given radius (i.e., the average number of nodes covered by a randomly placed sink) is displayed instead. As expected, the number of candidate locations grows linearly with the number of nodes and the rate of the growth is determined by the radii of the sinks. Furthermore, the two numbers are roughly of the same order of magnitude. Therefore, the sink placement problem is practically only as hard as the sink selection problem. Surprisingly, the relationship between the sink radii and the number of candidate locations also seems to be linear. For every combination of parameters presented above, the running time of our algorithm for enumerating candidate locations was in the order of minutes on an average desktop PC. Similarly to the number of candidate locations, the running time of the enumeration also grows linearly with the size of the network. Therefore, we can say that the running time needed to enumerate candidate locations is never going to be a bottleneck, even for large networks. For this reason, we omit the exact numerical results on these running times.
Comparison of different search space reduction techniques
The networks on which we have conducted our measurements were generated in a probabilistic manner similar to the one in Subsection 8.1. Edge attack costs and node values were drawn from uniform distributions on [0.05, 0.15] and [0.5, 1.5], respectively. The required persistence was set to 0.1. The transmission radii of regular nodes and sink nodes were chosen such that the expected average numbers of nodes on disks of the given radii were 4 and 8, respectively. The experiment has been run for varying number of nodes, ranging from 16 to 32.
We have compared four different search space reduction techniques:
• Uniform grid: The area where sinks are to be placed is divided into a regular two dimensional grid and the position of each gridpoint is added to the set of candidate locations. To achieve a fair comparison, the granularity of the grid was chosen such that the number of candidate locations was roughly equal to that of the other techniques.
• "Selection": The set of candidate locations consists of the positions of regular nodes. This technique corresponds to the case when the sink placement problem degenerates to the sink selection problem, hence the name.
• Random: Candidate locations are chosen uniformly at random from the area where sinks are to be placed. To achieve a fair comparison, the number of candidate locations was roughly equal to that of the other techniques.
• Optimal: The set of candidate locations is determined using our proposed technique.
For each network, a set of candidate locations was determined using each search space reduction technique. Then, a minimum cost sink placement with the required persistence was found using an optimal algorithm for sink selection, as it has been described in Subsection 7.2. Finally, for each search space reduction technique, the average cost of the optimal placements was calculated, where the average was taken over all generated networks. Figure 7 shows the average cost of the best possible placement as a function of the node count. The different curves belong to the different search space reduction techniques. As expected, our proposed technique clearly outperforms the other three in terms of the average costs of placements.
Conclusions
In this paper, we have addressed the problem of deploying sink nodes in a wireless sensor network such that the resulting network topology be robust against denial-of-service type attacks such as node destruction, battery exhaustion, and jamming. Instead of the usual approach of using connectivity for measuring the robustness of network topologies, we have introduced the notion of persistence. We explained and gave some illustrative examples why persistence is a better robustness metric for wireless sensor networks than connectivity. Our arguments apply to a wider range of networks, including most types of access networks.
Using persistence as the robustness metric, we have formalized and studied two variants of the sink deployment problem. In the first variant, we restricted the set of possible sink locations to the set of sensor node locations; we called this variant the sink selection problem. In the second variant, we removed this restriction, and allowed sinks to be placed anywhere in the deployment area; we called this the sink placement problem. In both variants, we aimed at achieving a given level of persistence while minimizing the deployment cost, which is equally hard as maximizing persistence under a given upper bound on the deployment budget. We have proved that both sink selection with required persistence and sink placement with required persistence are NP-hard.
We have proposed greedy and genetic heuristic algorithms to solve the sink selection problem efficiently. We have shown how the infinite search space of possible placements can be reduced to a set of candidate locations, which is of polynomial size, such that the resulting set always contains an optimal solution. The proposed search space reduction technique may be of independent interest. We have also shown how any sink selection algorithm, including our proposed heuristic algorithms, can be used to find a solution in the reduced search space.
Finally, we have provided experimental results on the performance of our heuristic algorithms for sink selection and our proposed search space reduction technique. Our results show that the proposed technique could be used to efficiently solve other problems or to enhance the performance of previously proposed algorithms.
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