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Abstract
The Candecomp/Parafac (CP) decomposition of the tensor whose max-
imal dimension is greater than its rank is considered. We derive the upper
bound of rank under which the generic uniqueness of CP decomposition
is guaranteed. The bound only depends on the dimension of the tensor
and the proof is constructive. Under these conditions, an algorithm ap-
plying homotopy continuation method is developed for computing the CP
decomposition of tensors.
Keywords. Tensor, canonical decomposition, parallel factors, homotopy
method.
1 Introduction
The Candecomp/Parafac decomposition has many applications in psychomet-
rics, chemometrics, signal processing, numerical linear algebra, computer vision,
numerical analysis, data mining, neuroscience, graph analysis, and elsewhere
[3, 4, 6]. An Nth-order tensor A ∈ RI1×I2×···×IN is a multidimensional or N -
way array. A first-order tensor is a vector, a second-order tensor is a matrix, and
tensors of order three or higher are called higher-order tensors. An Nth-order
rank-1 tensor A = [ai1,i2,··· ,iN ] is defined as the outer product of N nonzero
vectors un ∈ RIn for n = 1, · · · , N , denoted by u1 ◦ u2 ◦ . . . ◦ uN . That is,
ai1,i2,··· ,iN = u1,i1u2,i2 · · ·uN,iN ,
where uj,ij is the ij-th component of vector uj . In this case, we write A = u1 ◦
u2◦. . .◦uN . The rank of a tensor A, denoted by rank(A), is the minimal number
of rank-1 tensors that generate A as their sum. Suppose that rank(A) = R, then
it can be written as
A =
R∑
r=1
u(1)r ◦ u(2)r ◦ . . . ◦ u(N)r , (1.1)
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where u
(n)
r ∈ RIn is nonzero vector for 1 6 n 6 N and 1 6 r 6 R. Let
U (n) = [u
(n)
1 ,u
(n)
2 , . . . ,u
(n)
R ] ∈ RIn×R, for 1 6 n 6 N, (1.2)
be the factor matrices of A. If the equation (1.1) holds, we denote A =
[|U (1), U (2), . . . , U (N)|]. The decomposition (1.1) is called the canonical decompo-
sition (CAMDECOMP) [3, 7] or the parallel factor (PARAFAC) [4]. Through-
out this paper, the CP decomposition refers to the CAMDECOMP/PARAFAC
decomposition.
The CP decomposition in (1.1) is said to be unique if for any expression
A =
R∑
r=1
u˜(1)r ◦ u˜(2)r ◦ . . . ◦ u˜(N)r ,
there exists a permutation pi of {1, . . . , R} such that for 1 ≤ r ≤ R,
u(1)r ◦ u(2)r ◦ . . . ◦ u(N)r = u˜(1)pi(r) ◦ u˜(2)pi(r) ◦ . . . ◦ u˜(N)pi(r).
However, the decomposition of a tensor may not be unique. The conditions that
guarantees the uniqueness of CP decomposition have been widely investigated
[1, 2, 7, 9]. The most general and well-known result on uniqueness is due to
Kruskal [7, 8]. Kruskal’s result is for real third-order tensor. A concise proof for
complex tensors was given in [14]. Sidiropoulos and Bro [15] extended Kruskal’s
result to Nth-order tensor. They showed the sufficient condition for uniqueness
for the CP decomposition is
N∑
n=1
rankk(U
(n)) > 2R+N − 1,
where U (n) are given in (1.2) and rankk(U
(n)) is defined as the maximum value
k such that any k columns of U (n) are linearly independent. [19] showed that
the sufficient condition is also necessary for tensors of rank R = 2 and R = 3,
but not for R > 3. [12] showed that a necessary condition for uniqueness of the
CP decomposition is
min
n=1,...,N
rank
(
U (1)  · · ·  U (n−1)  U (n+1)  · · ·  U (N)
)
= R.
A tensor is called unbalanced if the maximal dimension is greater than its
rank. De Lathauwer [9] showed that a third-order unbalanced tensor A ∈
RI1×I2×I3 of rank R 6 I3 has a CP decomposition that is generically unique if
R(R− 1) 6 I1(I1 − 1)I2(I2 − 1)/2.
A fourth-order unbalanced tensor A ∈ RI1×I2×I3×I4 with rank(A) = R 6 I4 has
a CP decomposition that is generically unique if
R(R− 1) 6 I1I2I3(3I1I2I3 − I1I2 − I1I3 − I2I3 − I1 − I2 − I3 + 3)/4.
Under this sufficient condition, simultaneous diagonalization method is provided
in [9]. Note that the CP decomposition of an Nth-order tensor A of rank R is
“generically unique” means that the Lebesgue measure of the set{
(U (1), . . . , U (N)) :
the CP decomposition of tensor
A = [|U (1), . . . , U (N)|] is not unique.
}
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is zero in RI1×R × · · · × RIN×R.
For a complex unbalanced tensor, [1, 2] provided a sharp upper bound of
rank to guarantee generic uniqueness for CP decomposition. More precisely, for
a tensor A ∈ CI1×I2×···×IN with IN > R∗, where
R∗ =
N−1∏
i=1
Ii −
N−1∑
i=1
(Ii − 1), (1.3)
one has
(i) if rank(A) < R∗, then the CP decomposition of A is generically unique;
(ii) if rank(A) = R∗, then A has finitely many CP decompositions generically;
(iii) if rank(A) > R∗, then A has infinitely many CP decompositions generi-
cally.
Several methods have been provided for computing the CP decomposition such
as, alternating least squares (ALS) [6], nonlinear least squares (NLS) [17, 18] and
unconstrained nonlinear optimization. Those methods may take many iterations
to converge and are not guaranteed to converge to the solution. The final
solution heavily depends on the starting guess [6].
In this paper, we consider the CP decomposition of a real unbalanced tensor.
The rank of a real tensor may actually be different over R and C, see [6]. We
show that when rank(A) 6 R∗, computing the CP decomposition of A is equiv-
alent to solving the system of polynomial equations which are determined by the
full rank factorization of the matricization of A. Moreover, for almost all such
tensors, the corresponding solutions of the system of polynomial equations are
isolated. Based on this approach, we develop a homotopy algorithm to compute
the CP decomposition. The numerical experiments show that if rank(A) < R∗,
the unique CP decomposition of tensor A can always be found by this method,
and if rank(A) = R∗, all possible CP decompositions can also be obtained.
This paper is organized as follows. The notations and preliminary results are
in section 2. In section 3 we consider the case of third-order tensor. The fourth-
order tensors are discussed in section 4. Along the same course, the results
can be generalized to tensors of higher order. Some numerical experiments are
shown in section 5.
2 Notations and preliminaries
In this section, we shall introduce some definitions, notation and give some
preliminary results. Throughout this paper, we use calligraphic letters to denote
a tensor, capital letters to denote matrices, and lowercase (bold) letters to denote
scalars (vectors). For a third-order tensor A, the horizontal, lateral, and frontal
slides of A, denoted by Ai::, A:j: and A::k, respectively. For a matrix A ∈ Rn×m,
A> denotes the transpose of A, and N (A) denotes the null space of A. The
symbol ⊗ denotes the Kronecker product. For two matrices A = [aij ] ∈ Rn×m,
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B ∈ Rp×k
A⊗B =

a11B a12B · · · a1mB
a21B a22B · · · a2mB
...
... · · · ...
an1B an2B · · · anmB
 ∈ Rnp×mk.
Let A = [a1,a2, · · · ,am] ∈ Rn×m and B = [b1,b2, · · · ,bm] ∈ Rk×m. The
vec operator of A creates a vector vec(A) = [a>1 ,a
>
2 , · · · ,a>m]> ∈ Rnm and the
symbol  denotes the Khatri-Rao (or columnwise Kronecker) product [13]
AB = [a1 ⊗ b1,a2 ⊗ b2, · · · ,am ⊗ bm] ∈ Rnk×m.
Let 1n = [1, · · · , 1]> ∈ Rn, 0n = [0, · · · , 0]> ∈ Rn. We use In and 0n×m to
denote the n× n identity matrix and n×m zero matrix, respectively.
The matrix products have following properties:
vec(AXB) = (B> ⊗A)vec(X),
vec(ADC) = (C> A)d,
(A⊗ 1>k ) (1>n ⊗B) = A⊗B,
(2.1)
where A ∈ Rm×n, B ∈ R`×k, C ∈ Rn×k, D = diag(d1, · · · , dn) is diagonal and
d = [d1, · · · , dn]>. The following well-known fact (e.g., [5]) will be used in the
proof of Lemma 2.2.
Lemma 2.1. Suppose that h(x) is a nonzero polynomial function of variables
x ∈ Rn. Then the zero set of h(x), {x ∈ Rn|h(x) = 0}, has Lebesgue measure
zero in Rn.
Lemma 2.2. For generic X = [x1,x2, · · · ,xR] ∈ RI×R, Y = [y1,y2, · · · ,yR] ∈
RJ×R, Z = [z1, z2, · · · , zR] ∈ RK×R, we have
(i) rank(Y X) = min(IJ,R) and rank(Z  Y X) = min(IJK,R);
(ii) rank([Φ(x1,y1, z1), · · · ,Φ(xR,yR, zR)]) = min(IJK − I − J −K + 2, R),
where Φ : RI+J+K → RIJK−I−J−K+2 is defined by
Φ(x˜, y˜, z˜) =

z˜1(y˜2 ⊗ x˜2)
x˜1(z˜2 ⊗ y˜2)
y˜1(z˜2 ⊗ x˜2)
(z˜2 ⊗ y˜2 ⊗ x˜2)
 ∈ RIJK−I−J−K+2,
and x˜ = [x˜1, x˜
>
2 ]
> ∈ RI , y˜ = [y˜1, y˜>2 ]> ∈ RJ , z˜ = [z˜1, z˜>2 ]> ∈ RK .
Proof. (i) We only show rank(Y X) = min(IJ,R), the proof of rank(Z Y 
X) = min(IJK,R) is similar. The general case can be reduced to the IJ > R
case. If IJ < R, it suffices to prove that the result holds for any R columns. Let
h(X,Y ) be the determinant of leading R×R submatrix of Y X. From Lemma
2.1, it suffices to show that h(X,Y ) is nonzero. Let X̂ = 1>J ⊗ II ∈ RI×IJ , Ŷ =
IJ ⊗ 1>I ∈ RJ×IJ , it follows from (2.1) that Ŷ  X̂ = IIJ . Let X = X̂(:, 1 : R)
and Y = Ŷ (:, 1 : R) be the first R columns of X̂ and Ŷ , respectively. It is easily
seen that Y  X = (Ŷ  X̂)(:, 1 : R) = [IR, 0]> ∈ R`×R and hence h(X,Y ) is
nonzero.
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(ii) Similarly, we only consider the IJK − I − J − K + 2 6 R case. Let
A(X,Y, Z) =
[
Φ̂(x1,y1, z1), · · · , Φ̂(xR,yR, zR)
]
, where
Φ̂(x˜, y˜, z˜) =
 z˜⊗ y˜2 ⊗ x˜2x˜1(z˜2 ⊗ y˜2)
y˜1(z˜2 ⊗ x˜2)
 ∈ RIJK−I−J−K+2,
where x˜ = [x˜1, x˜
>
2 ]
> ∈ RI , y˜ = [y˜1, y˜>2 ]> ∈ RJ , z˜ = [z˜1, z˜>2 ]> ∈ RK . It
is easily seen that rank(A(X,Y, Z)) = rank([Φ(x1,y1, z1), · · · ,Φ(xR,yR, zR)]).
Let h(X,Y, Z) be the determinant of leading R × R submatrix of A(X,Y, Z).
From Lemma 2.1, it suffices to show that h(X,Y, Z) is nonzero. Let
Ẑ =
[
IK ⊗ 1>J−1 ⊗ 1>I−1
0>
IK−1 ⊗ 1>J−1
0>
IK−1 ⊗ 1>I−1
]
∈ RK×`
Ŷ =
[
0>
1>K ⊗ IJ−1 ⊗ 1>I−1
0>
1>K−1 ⊗ IJ−1
1>
0(J−1)×(K−1)(I−1)
]
∈ RJ×`
X̂ =
[
0>
1>K ⊗ 1>J−1 ⊗ II−1
1>
0(I−1)×(K−1)(J−1)
0>
1>K−1 ⊗ II−1
]
∈ RI×`,
where ` = K(J−1)(I−1)+(K−1)(J−1)+(K−1)(I−1) = IJK−I−J−K+2.
From (2.1), we have A(X̂, Ŷ , Ẑ) = IK(J−1)(I−1)⊕ I(K−1)(J−1)⊕ I(K−1)(I−1). Let
X = X̂(:, 1 : R), Y = Ŷ (:, 1 : R) and Z = Ẑ(:, 1 : R). Then A(X,Y, Z) =
[IR, 0]> ∈ R`×R and hence, h(X,Y, Z) is nonzero.
Definition 2.1. The Frobenius inner product in the vector space RI1×I2×···×IN
is defined by
〈A,B〉 =
I1∑
i1=1
I2∑
i2=1
· · ·
IN∑
iN=1
ai1,i2,··· ,iN bi1,i2,··· ,iN ,
where A = [ai1,i2,··· ,iN ],B = [bi1,i2,··· ,iN ] ∈ RI1×I2×···×IN . The Frobenius norm
of a tensor matrix A is defined by ‖A‖F =
√〈A,A〉.
3 The third-order tensor
3.1 Generic uniqueness condition for CP decomposition
Consider a tensor A ∈ RI×J×K of which the CP decomposition is given by
A =
R∑
r=1
xr ◦ yr ◦ zr, (3.1)
where R = rank(A) 6 K, and for each r ∈ {1, 2, · · ·R}, xr,yr, zr are generic
vectors. Let X = [x1,x2, · · · ,xR] ∈ RI×R, Y = [y1,y2, · · · ,yR] ∈ RJ×R and
Z = [z1, z2, · · · , zR] ∈ RK×R be the factor matrices of A, then X, Y and Z are
generic. It is easily seen that for each k ∈ {1, 2, · · · ,K}, the kth frontal slide of
the tensor A in (3.1) is
A::k = X(DZ,k)Y >,
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where DZ,k = diag(Z(k, :)) and Z(k, :) is the kth row of matrix Z. Let
T = [vec(A::1), vec(A::2), · · · , vec(A::K)]. (3.2)
Conventionally T is called the matricization of tensor A. Since the matrix DZ,k
is diagonal, it follows from (2.1) that
T = (Y X)Z> ∈ RIJ×K . (3.3)
From the definition of rank of tensor, it is easily seen that R 6 IJ . Because
vectors, xr,yr, zr, in (3.1) are generic, from Lemma 2.2 (i), we know that if
R 6 K, then the matrices Y X ∈ RIJ×R and Z ∈ RK×R are of full column
rank. In this situation, the matricization T in (3.2) can be factorized in the
form
T = EF>, (3.4)
where E ∈ RIJ×R and F ∈ RK×R are of full column rank. From (3.3) and (3.4),
we have
Y X = EW, (3.5)
for some nonsingular W ∈ RR×R. Our goal is to find an invertible matrix W
such that the columns of EW are Kronecker products. Now, we consider the
following inverse problem
• Problem: Given a matrix E ∈ RIJ×R with rank(E) = R. Find two
matrices X ∈ RI×R and Y ∈ RJ×R with unit columns and an invertible
matrix W ∈ RR×R such that Y X = EW .
Remark 3.1. Let A ∈ RI×J×K have form in (3.1) with R 6 K and let T ∈
RIJ×K be defined in (3.2). Let E ∈ RIJ×R and F ∈ RK×R be of full column
rank such that (3.4) holds. Suppose that (X˜, Y˜ , W˜ ) ∈ RI×R × RJ×R × RR×R
is the solution of this inverse problem. Let Z˜ = FW˜−>. It is easily seen that
the equation T = (Y˜  X˜)Z˜> holds and the tensor A has a CP decomposition
A = ∑Rr=1 x˜r ◦ y˜r ◦ z˜r, where X˜ = [x˜1, · · · , x˜R], Y˜ = [y˜1, · · · , y˜R] and Z˜ =
[z˜1, · · · , z˜R]. Note that if the inverse problem has a unique solution up to the
permutation and scalar of columns of X˜ and Y˜ , then the CP decomposition of
tensor A is unique.
Since E ∈ RIJ×R is of full column rank, the dimension of null space of E>,
N (E>) = {u ∈ RIJ |E>u = 0}, is IJ − R. The following lemma is useful to
solve the inverse problem.
Lemma 3.2. Suppose that x˜ ∈ RI and y˜ ∈ RJ such that y˜⊗ x˜ is a vector in the
column space of E ∈ RIJ×R, i.e., there exists w˜ ∈ RR such that y˜ ⊗ x˜ = Ew˜.
Then for each nonzero vector u ∈ N (E>), let U = vec−1(u) ∈ RI×J (i.e.,
vec(U) = u). (x˜, y˜) is a solution of the quadratic equation x>Uy = 0.
Proof. Suppose that x˜ ∈ RI and y˜ ∈ RJ such that y˜⊗ x˜ = Ew˜ for some vector
w˜ ∈ RR. Since u ∈ N (E>), (y˜ ⊗ x˜)>u = 0. Hence, we have
x˜>Uy˜ = (y˜> ⊗ x˜>)vec(U) = (y˜ ⊗ x˜)>u = 0.
So, (x˜, y˜) is a solution of the quadratic equation x>Uy = 0.
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Let {u1,u2, · · · ,uIJ−R} be a basis of N (E>) and let Ui = vec−1(ui) ∈
RI×J , for i = 1, 2, . . . , IJ −R. Consider the system of polynomial equations
x>U1y = 0,
...
x>UIJ−Ry = 0,
(3.6)
where x ∈ RI , y ∈ RJ are unknowns. Then we have the following result.
Theorem 3.3. Let E ∈ RIJ×R, x˜ ∈ RI and y˜ ∈ RJ . Then y˜ ⊗ x˜ belongs to
the column space of E if and only if (x˜, y˜) is a solution of system (3.6).
Proof. (Necessity.) Suppose that y˜⊗ x˜ belongs to the column space of E. From
Lemma 3.2, we obtain that (x˜, y˜) is a solution of system (3.6).
(Sufficiency.) Suppose that (x˜, y˜) is a solution of (3.6). Then we have
(y˜ ⊗ x˜)>u1 = (y˜ ⊗ x˜)>u2 = · · · = (y˜ ⊗ x˜)>uIJ−R = 0.
Since {u1,u2, · · · ,uIJ−R} is a basis of N (E>), y˜ ⊗ x˜ belongs to the column
space of E.
Corollary 3.4. Suppose that the system (3.6) has R real solutions {(xr,yr)}Rr=1
such that Y  X is of full column rank, where X = [x1, · · · ,xR] and Y =
[y1, · · · ,yR]. Then the inverse problem is solvable.
Proof. Since (xr,yr) for r ∈ {1, 2, . . . , R} are solutions of system (3.6) and the
matrix Y  X is of full column rank, it follows from Theorem 3.3 that there
exists an invertible matrix W such that Y  X = EW . Let Dx and Dy be
diagonal matrices such that the columns of X˜ = XDx and Y˜ = Y Dy are unit.
Then Y˜  X˜ = EW˜ , where W˜ = W (Dy Dx). Hence, the inverse problem is
solvable.
The solutions of system (3.6) can be used to factorize the tensor A. If (x,y)
is a nonzero solution of (3.6) then so is (αx, βy) for each α, β ∈ R. We consider
the system 
x>U1y = 0,
...
x>UIJ−Ry = 0,
c>x x = 1,
c>y y = 1,
(3.7)
where cx ∈ RI , cy ∈ RJ are randomly generated. It follows from Theorem 3.3
that if y⊗x is in the column space of the matrix E, then (αx, βy) is a solution
of (3.7), where α = 1/(c>x x) and β = 1/(c
>
y y).
The system (3.7) has IJ − R + 2 polynomial equations in I + J unknowns
(x,y), where R = rank(A). Define the critical number
R∗ = IJ − I − J + 2. (3.8)
If R = R∗ then (3.7) has I + J polynomial equations in I + J unknowns.
Furthermore, if R < R∗ (or R > R∗), then the system (3.7) is an overdetermined
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(or an underdetermined) system. Note that the critical number R∗ is the same
number defined in (1.3) when we consider an (I × J ×K) tensor.
First, we consider the case R 6 R∗. The system (3.7) has more equations
than unknowns if R < R∗. We consider the system P (x,y) = 0, where
P (x,y) =

p1(x,y)
...
pI+J−2(x,y)
pI+J−1(x,y)
pI+J(x,y)
 ≡

x>U1y
...
x>UI+J−2y
c>x x− 1
c>y y − 1
 . (3.9)
Then the system P (x,y) = 0 has I+J polynomial equations in I+J unknowns.
If R < R∗, the system P (x,y) = 0 is the system resulting from removing R∗−R
equations,
qi(x,y) = x
>Uiy = 0, for i = I + J − 1, · · · , IJ −R, (3.10)
from system (3.7). Note that the system of polynomials P (x,y) in (3.9) is gov-
erned by the coefficient matrices, U1,U2, · · · ,UI+J−2, in which {vec(U1), vec(U1), · · · , vec(UI+J−2)}
is arbitrary linearly independent set of nullspace N (E>). The following lemma
is straightforward and we omit the proof.
Lemma 3.5. Let P (x,y) be given in (3.9) and Qx ∈ RI×I , Qy ∈ RJ×J be
invertible. Then (x˜, y˜) is an isolated solution of P (x,y) = 0 if and only if
(Qxx˜, Qyy˜) is an isolated solution of P˜ (x,y) = 0, where P˜ (x,y) has the form
(3.9) in which Uj, cx and cy are replaced by Q
−>
x UjQ
−1
y , Q
−>
x cx and Q
−>
y cy,
respectively, for j ∈ {1, · · · , I + J − 2}.
Remark 3.6. Let E ∈ RIJ×R and vec(U) ∈ N (E>). Suppose that y ⊗ x is
in the column space of E, where x ∈ RI and y ∈ RJ , it follows from Lemma
3.2 that x>Uy = 0. Let Qx ∈ RI×I , Qy ∈ RJ×J be invertible. Then yˆ ⊗ xˆ ≡
(Qyy)⊗(Qxx) is in the column space of Ê ≡ (Qy⊗Qx)E and xˆ>Ûyˆ = 0, where
vec(Û) is any vector in N (Ê>). Therefore, for each Û with vec(Û) ∈ N (Ê>),
there exists U ∈ RI×J with vec(U) ∈ N (E>) such that Û = Q−>x UQ−1y .
Lemma 3.7. Suppose that xr ∈ RI and yr ∈ RJ , for r = 1, 2, · · · , R, such that
{yr ⊗ xr}Rr=1 ⊂ RIJ is a linearly independent set. Let E be an IJ × R matrix
such that {yr ⊗ xr}Rr=1 forms a basis of column space of E. Then
N (E>) = {vec(U)| U ∈ RI×J such that x>r Uyr = 0 for r = 1, · · · , R} .
Proof. For any vector u ∈ N (E>), let U = vec−1(u) ∈ RI×J , then we have
0 = (yr ⊗ xr)>u = x>r Uyr, for each r = 1, · · · , R. This proves the inclusion.
Suppose that U ∈ RI×J such that x>r Uyr = 0, for each r = 1, · · · , R. Let
u = vec(U), then we have (yr ⊗ xr)>u = 0, for each r = 1, · · · , R. Since
{yr ⊗ xr}Rr=1 forms a basis of column space of E, we obtain u ∈ N (E>).
Suppose that A ∈ RI×J×K has a CP decomposition as in (3.1) with R 6 R∗,
where R∗ is defined in (3.8). Let E ∈ RIJ×R and F ∈ RK×R be of full column
rank such that (3.4) holds, where T ∈ RIJ×K is defined in (3.2). Then
dim(N (E>)) = IJ −R > IJ −R∗ = I + J − 2.
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Let {u1,u2, · · · ,uI+J−2} be an arbitrary linearly independent set of N (E>)
and Uj = vec
−1(uj) ∈ RI×J for j = 1, 2, · · · , I + J − 2. Then we can construct
a system of polynomials P (x,y) in (3.9), where cx ∈ RI , cy ∈ RJ are randomly
generated. From (3.1), (3.5) and Theorem 3.3, we know that
(xˆr, yˆr) =
(
1
c>x xr
xr,
1
c>y yr
yr
)
, for r = 1, 2, · · · , R, (3.11)
are real solutions of P (x,y) = 0, where xr, yr are given in (3.1). Next, we
show that those R real solutions, {(xˆr, yˆr)}Rr=1, of P (x,y) = 0 are isolated,
generically.
Theorem 3.8. Suppose that A ∈ RI×J×K has a CP decomposition as in (3.1)
with R 6 R∗ and P (x,y) has the form in (3.9), where {vec(Uj)}I+J−2j=1 is an
arbitrary linearly independent set of N (E>) and cx ∈ RI , cy ∈ RJ are randomly
generated. Let {(xˆr, yˆr)}Rr=1 be defined in (3.11). Then for each r ∈ {1, · · · , R},
(xˆr, yˆr) is an isolated solution of P (x,y) = 0, generically.
Proof. For each r ∈ {1, · · · , R}, we know that (xˆr, yˆr) is a solution of P (x,y) =
0. Now we claim that (xˆr, yˆr) is isolated. We only prove that (xˆ1, yˆ1) is isolated.
It suffices to show that the Jacobian of P (x,y) at x = xˆ1, y = yˆ1, denoted by
DP (xˆ1, yˆ1), is invertible. From Lemma 3.5, we may assume xˆ1 = [1, 0 · · · , 0]> ∈
RI , yˆ1 = [1, 0, · · · , 0]> ∈ RJ and the other R − 1 solutions are (xˆr, yˆr) for
r = 2, 3, . . . , R. For each j ∈ {1, 2, · · · , I + J − 2}, since pj(xˆ1, yˆ1) = 0, we have
Uj =
[
0 ϕ>j
φj Ûj
]
∈ RJ×I and Dpj(xˆ1, yˆ1) = [0, φ>j |0, ϕ>j ]. (3.12)
It follows from (3.9) and (3.12) that
DP (xˆ1, yˆ1) =

0 φ>1 0 ϕ
>
1
...
...
...
...
0 φ>I+J−2 0 ϕ
>
I+J−2
c>x 0
0 c>y
 .
Since cx ∈ RI , cy ∈ RJ are randomly generated, the Jacobian matrixDP (xˆ1, yˆ1)
is invertible if and only if the matrix
Φ =
 φ
>
1 ϕ
>
1
...
...
φ>I+J−2 ϕ
>
I+J−2
 (3.13)
is invertible. Now, we show that Φ is invertible generically, if {vec(Uj)}I+J−2j=1
is an arbitrary linearly independent set of N (E>). Since (xˆr, yˆr) for r =
2, 3, . . . , R are solutions of P (x,y) = 0 in (3.9), we obtain that for each j ∈
{1, 2, · · · , I + J − 2}, Uj in (3.12) satisfies
0 = xˆ>r Ujyˆr = [xˆr,1, xˆ
>
r,2]
[
0 ϕ>j
φj Ûj
] [
yˆr,1
yˆr,2
]
= xˆr,1(ϕ
>
j yˆr,2) + yˆr,1(xˆ
>
r,2φj) + xˆ
>
r,2Ûjyˆr,2
= xˆr,1(ϕ
>
j yˆr,2) + yˆr,1(xˆ
>
r,2φj) + (yˆr,2 ⊗ xˆr,2)>vec(Ûj), (3.14)
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for r = 2, 3, . . . , R. Since xˆr ∈ RI and yˆr ∈ RJ are generic vectors, so are
xˆr,2 ∈ RI−1 and yˆr,2 ∈ RJ−1. Let
Θ =
 (yˆ2,2 ⊗ xˆ2,2)
>
...
(yˆR,2 ⊗ xˆR,2)>
 and bj =
 xˆ2,1(ϕ
>
j yˆ2,2) + yˆ2,1(xˆ
>
2,2φj)
...
xˆR,1(ϕ
>
j yˆR,2) + yˆR,1(xˆ
>
R,2φj)
 .
Then Θ ∈ R(R−1)×(I−1)(J−1) and bj ∈ RR−1. From Lemma 2.2 (i) and the fact
that R 6 R∗ = (I − 1)(J − 1) + 1, we have rank(Θ) = R − 1. It follows from
(3.14) that those matrices φj , ϕj and Ûj for j = 1, 2, · · · , I+J−2 should satisfy
Θvec(Ûj) = −bj . (3.15)
Since rank(Θ) = R− 1, the linear system (3.15) has a solution for arbitrary φj ,
ϕj . From Lemma 3.7, we have
N (E>) =
{
vec
([
0 ϕ>
φ Û
])
|ϕ ∈ RJ−1, φ ∈ RI−1 and Û satisfies (3.15)
}
.
Since
{
vec
([
0 ϕ>j
φj Ûj
])}I+J−2
j=1
is an arbitrary linearly independent set of
N (E>), the matrix Φ in (3.13) is invertible generically. Hence, (xˆ1, yˆ1) is iso-
lated.
Let
SR = {(xˆ, yˆ)|(xˆ, yˆ) is a real isolated solution of P (x,y) = 0}. (3.16)
Assume that SR has s real vectors. Note that s > R because {(xˆr, yˆr)}Rr=1 ⊆ SR.
Let X˜ = [x˜1, · · · , x˜R] and Y˜ = [y˜1, · · · , y˜R] , where {(x˜r, y˜r)}Rr=1 ⊆ SR are R
distinct vectors. If Y˜  X˜ is of full column rank, then from Corollary 3.4 and
Remark 3.1, we can construct a CP decomposition of A. The following theorem
can be obtained directly.
Theorem 3.9. Let A ∈ RI×J×K have a CP decomposition as in (3.1) with
R = R∗. Suppose that the system of polynomials P (x,y) = 0 in (3.9) has only
isolated solutions. Then A has finitely many CP decompositions. In fact, it has
at most s!R!(s−R)! CP decompositions, where s is the number of vectors in SR.
Remark 3.10. In numerical experiments, the solutions of P (x,y) = 0 in
(3.9) are isolated. Suppose that R < R∗. The solutions that correspond to
the CP decomposition should satisfy P (x,y) = 0 in (3.9) and R∗−R equations
qi(x,y) = 0 in (3.10). In this case, we only obtain R real isolated solution, i.e.,
A has a unique CP decomposition.
Now, we consider the case R > R∗, i.e., the system (3.7) is an underde-
termined system. We show that the real tensor A has infinitely many CP
decompositions generically.
Theorem 3.11. Suppose that A ∈ RI×J×K has a CP decomposition as in
(3.1) with R > R∗ and I > 2. Then A has infinitely many CP decompositions
generically.
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Proof. From Remark 3.1 and Corollary 3.4, it suffices to show that there are
infinitely many X˜ = [x˜1, · · · , x˜R] and Y˜ = [y˜1, · · · , y˜R] such that Y˜  X˜ is of
full column rank, where (x˜r, y˜r) for r ∈ {1, 2, . . . , R} are real solutions of the
underdetermined system (3.7). We only consider the R = R∗ + 1 case because
if R > R∗+ 1 then the number of equations in (3.7) is less than the R = R∗+ 1
case. Since the tensor A has a CP decomposition as in (3.1) and the factor
matrices X = [x1, · · · ,xR] and Y = [y1, · · · ,yR] are generic, it follows from
Lemma 2.2 that Y  X is of full column rank. It is easily seen that for each
r ∈ {1, 2, . . . , R}, (xˆr, yˆr) ≡ (xr/(c>x xr),yr/(c>y yr)) is a solution of (3.7). Let
X̂ = [xˆ1, · · · , xˆR] and Yˆ = [yˆ1, · · · , yˆR], we have Ŷ  X̂ is of full column rank.
Now, we show that in the R = R∗+1 case, the Jacobian matrix DP (xˆ1, yˆ1) ∈
R(I+J−1)×(I+J) is of full row rank. From Lemma 3.5, we may assume xˆ1 =
[1, 0 · · · , 0]> ∈ RI , yˆ1 = [1, 0, · · · , 0]> ∈ RJ . Similar the proof of Theorem 3.8,
we only show that the matrix
Φ ≡ [Φ1|Φ2] =
 φ
>
1 ϕ
>
1
...
...
φ>I+J−3 ϕ
>
I+J−3
 ∈ R(I+J−3)×(I+J−2) (3.17)
is of full row rank, where φj and ϕj are given in (3.12) for j ∈ {1, . . . , I+J −3}
which satisfy (3.14). Let
Θ ≡ [Θ1|Θ2] =
 yˆ2,1xˆ
>
2,2 (yˆ2,2 ⊗ xˆ2,2)>
...
...
yˆR,1xˆ
>
R,2 (yˆR,2 ⊗ xˆR,2)>
 ∈ R(R−1)×(I−1)J ,
where Θ2 ∈ R(R−1)×(I−1)(J−1) Then (3.14) can be rewritten as
Θ
[
φj
vec(Ûj)
]
= −
 xˆ2,1(ϕ
>
j yˆ2,2)
...
xˆR,1(ϕ
>
j yˆR,2)
 , (3.18)
for j ∈ {1, . . . , I + J − 3}. Using the fact that (I − 1)(J − 1) 6 R − 1 = R∗ =
(I − 1)(J − 1) + 1 6 (I − 1)J (because I > 2), it follows from Lemma 2.2
(i) that rank(Θ) = R − 1 and rank(Θ2) = (I − 1)(J − 1) = R − 2. Hence,
there exists a column vector of Θ1, say (I − 1)th column, such that Θ̂2 = [Θ(:
, I − 1)|Θ2] is invertible. From (3.18) and Lemma 3.7, we can obtain that the
matrix [Φ1(:, 1 : I − 2)|Φ2] ∈ R(I+J−3)×(I+J−3) is invertible, generically, where
Φ1 and Φ2 are given in (3.17). Hence, Φ is of full row rank. By implicit function
theorem, there is a real solution curve containing the point (xˆ1, yˆ1), i.e., there
are infinitely many real solutions, (x˜1, y˜1), nearby (xˆ1, yˆ1). Since Ŷ  X̂ is of
full column rank, we obtain that there are infinitely many X˜ = [x˜1, xˆ2, · · · , xˆR]
and Y˜ = [y˜1, yˆ2, · · · , yˆR] such that Y˜  X˜ is of full column rank. The proof is
completed.
3.2 Computing CP decompositions by homotopy method
As discussed in subsection 3.1, computing CP decomposition of a tensor A ∈
RI×J×K with rank(A) = R 6 min{K,R∗} is equivalent to solving (3.9). Since
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(3.9) is a polynomial system, we consider to use a homotopy continuation
method to solve it numerically.
The basic idea of using homotopy continuation method to solve a general
polynomial system P (x) = 0 is to deform P (x) to another polynomial system
Q(x) whose solutions are known. Under certain conditions, a smooth curve that
emanates from a solution of Q(x) = 0 will lead to a solution of P (x) = 0 by
the homotopy
H(x, t) = (1− t) γQ (x) + tP (x) = 0, t ∈ [0, 1] ,
where γ is a generic nonzero complex number. If Q (x) is chosen properly, the
following properties hold:
• Property0 (triviality): The solutions of Q(x) = 0 are known.
• Property1 (smoothness): The solution set of H(x, t) = 0 for 0 ≤ t ≤ 1
consists of a finite number of smooth paths, each parameterized by t ∈
[0, 1].
• Property2 (accessibility): Every isolated solution of H(x, 1) = P (x) = 0
can be reached by some path originating at t = 0.
To construct an appropriate homotopy for solving (3.9), the multi-homogeneous
Be´zout’s number will be used. For a polynomial system P (x) = (p1(x), . . . , pn(x))
where x = (x1, . . . , xn), the variables x1, . . . , xn are partitioned into m groups
z1 =
(
x
(1)
1 , · · · , x(1)k1
)
, z2 =
(
x
(2)
1 , · · · , x(2)k2
)
, ..., zm =
(
x
(m)
1 , · · · , x(m)km
)
with
k1 + · · ·+ km = n. Let dij be the degree of pi with respect to zj for i = 1, . . . , n
and j = 1, . . . ,m. Then the multi-homogeneous Be´zout’s number of P (x) with
respect to (z1, . . . , zm) is the coefficient of λ
k1
1 λ
k2
2 · · ·λkmm in the product
n∏
i=1
(di1λ1 + · · ·+ dimλm) .
The following theorem plays a role in constructing a proper homotopy.
Theorem 3.12. [16] Let Q(x) be a system of polynomial chosen to have the
same multi-homogeneous form as P (x) with respect to certain partition of the
variables x = (x1, · · · , xn). Assume Q(x) = 0 has exactly the multi-homogeneous
Be´zout’s number of isolated solutions with respect to this partition, and let
H(x, t) = (1− t)γQ(x) + tP (x) = 0
where t ∈ [0, 1] and γ ∈ C\ {0}. If γ = reiθ for some positive r, then for all but
finitely many θ, Properties 1 and 2 hold.
For solving P (x,y) = 0, where P (x,y) is defined in (3.9), we consider the
starting system
Q0 (x,y) =

(
α>1 x
) (
β>1 y
)(
α>2 x
) (
β>2 y
)
...(
α>I+J−2x
) (
β>I+J−2y
)
c>x x− 1
c>y y − 1
(3.19)
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where any I vectors of {α1, . . . , αI+J−2} and any J vectors of {β1, . . . , βI+J−2}
are linearly independent.
Theorem 3.13. Let P (x,y) and Q0(x,y) be defined as (3.9) and (3.19) re-
spectively. Then all the isolated zeros (x,y) in CI+J of P (x,y) can be found by
using the homotopy
H(x,y, t) = (1− t)γQ0 (x,y) + tP (x,y) = 0, t ∈ [0, 1] (3.20)
for almost all γ ∈ C\ {0}. Moreover, P (x,y) = 0 has at most M = (I−1+J−1)!(I−1)!(J−1)!
isolated solutions.
Proof. It is sufficient to verify that Q0 (x,y) satisfies all the assumptions of
Theorem 3.12. Partition the variables (x,y) into two groups: (x) and (y),
we can see that each of the first I + J − 2 equations in (3.9) and (3.19) has
degree 1 in (x) and (y). In addition, the equation c>x x − 1 has degree 1
in (x) and degree 0 in (y), while the equation c>y y − 1 has degree 0 in (x)
and degree 1 in (y). Hence, P and Q0 have the same multi-homogeneous
Be´zout’s number and the number is the coefficient of λI1λ
J
2 in the polynomial
(1 · λ1 + 1 · λ2)I+J−2 (1 · λ1 + 0 · λ2) (0 · λ1 + 1 · λ2). By the direct calculation,
we have this coefficient is equal to M = (I−1+J−1)!(I−1)!(J−1)! , which is the number of
isolated solutions of Q0(x,y) = 0. The accessibility property implies that the
number of isolated solutions of P (x,y) = 0 is at most M .
Remark 3.14. From Theorems 3.8 and 3.13, we have M > s > R, where
R = rank(A) and s is the number of vectors in SR defined in (3.16). Assume
that R = R∗(= IJ − I − J + 2). We obtain that M = R∗ = R if I ∈ {1, 2} or
J ∈ {1, 2}. Hence, we have following two results.
(i) If rank(A) = R∗ and I ∈ {1, 2} or J ∈ {1, 2}, then s = R and hence A
has a unique CP decomposition by Theorem 3.9.
(ii) When I = 1 (i.e., A is a matrix), the critical number R∗ = 1. By Theorem
3.11 and assertion (i), we conclude that the CP decomposition of a matrix
is unique only when R = 1.
Theorem 3.13 suggests us that the polynomial system P (x,y) = 0 can be
solved by using homotopy continuation method with homotopy in (3.20). The
solutions of the starting system Q0(x,y) = 0 are easily obtained because of the
linear product form. In Q0(x,y), any I − 1 linear forms in x together with the
equation c>x x− 1 form an I × I nonsingular linear system in x :[
αi1 αi2 · · · αiI−1 cx
]>
x =
[
0 0 · · · 0 1 ]> ,
and the remaining J − 1 linear forms in y together with c>y y − 1 form a J ×
J nonsingular linear system in y. The solutions of these two linear systems
determine a solution of Q0(x,y) = 0. Therefore, the starting system has exactly
M solutions. The typical strategy to obtain the solution of P (x,y) = 0 is using
the prediction-correction method: Let (x0,y0) be a solution of Q0 (x,y) =
H(x,y, 0) = 0, and let t0 = 0.
13
Prediction step: Compute the tangent vector d(x,y)dt to H(x,y, t) = 0 at
tk by solving the linear system
dH
d (x,y)
(xk,yk, tk)
d (x,y)
dt
= −dH
dt
(xk,yk, tk) for
d (x,y)
dt
.
Then compute the approximate solution (x˜, y˜) to (xk+1,yk+1) by
(x˜, y˜) = (xk,yk) + h
d (x,y)
dt
, tk+1 = tk + h
where h is the stepsize.
Correction step: Use Newton’s iterations. Initialize (x(0),y(0)) = (x˜, y˜).
For i = 0, 1, 2, · · · , compute
(x(i+1),y(i+1)) = (x(i),y(i))−
[
dH
d (x,y)
(x(i),y(i), tk+1)
]−1
H(x(i),y(i), tk+1)
until
∥∥H(x(N),y(N), tk+1)∥∥ is smaller than a given tolerance enough. Then let
(xk+1,yk+1) = (x
(N),y(N)).
The prediction-correction iteration terminates until tk0 = 1 for some k0 ∈
N. At this step, (xk0 ,yk0) is the solution of P (x,y) = 0. The algorithm for
computing the CP decomposition is summarized in Algorithm 1.
Algorithm 1
Input: A ∈ RI×J×K with rank(A) = R 6 min {K,R∗}.
Output: Factor matrices X̂ ∈ RI×R, Ŷ ∈ RJ×R, and Ẑ ∈ RK×R.
1. Form the matricization T ∈ RIJ×K of A as (3.2).
2. Compute the full rank factorization T = EF>, where E ∈ RIJ×R
has orthonormal columns and F ∈ RK×R has full column rank.
3. Compute a basis {u1,u2, · · · ,uIJ−R} of nullspace N (E>)
and construct the square polynomial system (3.9).
4. Find the real solution set SR of system (3.9).
5. Find the R real solutions {(xˆi, yˆi)}Ri=1 ⊆ SR which satisfy
qi(x,y) = 0 (defined in (3.10)) for i = I + J − 1, · · · , IJ −R.
6. Stack {(xˆi, yˆi)}Ri=1 in factor matrices X̂ ∈ RI×Rand Ŷ ∈ RJ×R:
X̂ = [xˆ1, xˆ2, · · · , xˆR], Ŷ = [yˆ1, yˆ2, · · · , yˆR].
7. W = E> · (X̂  Ŷ ) ∈ RR×R and Ẑ = F ·W−> ∈ RK×R.
Example 1: Consider a 3× 3× 6 tensor A generated by
A =
4∑
r=1
xr ◦ yr ◦ zr, (3.21)
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where
X = [x1,x2,x3,x4] =
 0 1 12 131 0 1 12
1
2 1 0 1
 ∈ R3×4,
Y = [y1,y2,y3,y4] =
 12 1 0 11 0 1 12
0 1 12 − 13
 ∈ R3×4, and
Z = [z1, z2, z3, z4] =

1 1 1 1
−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1
−1 −1 1 1
 ∈ R
6×4.
The rank of tensor A is 4, smaller than min {R∗,K} = min {5, 6}. We compute
the CP decomposition by Algorithm 1. In the first two steps, we have the
matricization whose rank is 4 and whose full rank factorization T = EF>,
where E ∈ R9×4 and F ∈ R6×4. In the third step, a basis of nullspace of E>
can be chosen as {u1,u2,u3,u4,u5}, where
u>1 =
[
13 4 −8 0 0 0 0 0 −5 ]> ,
u>2 =
[
4 2 −4 5 0 0 0 −5 0 ]> ,
u>3 =
[
68 19 −38 15 0 0 −30 0 0 ]> ,
u>4 =
[
0 1 0 0 0 −1 0 0 0 ]> ,
u>5 =
[
26 33 −26 20 −10 0 0 0 0 ]> .
In step 4, the square polynomial system generated by the basis is
P (x,y) =

13y1x1 + 4y1x2 − 8y1x3 − 5y3x3 = 0,
4y1x1 + 2y1x2 − 4y1x3 + 5y2x1 − 5y3x2 = 0,
68y1x1 + 19y1x2 − 38y1x3 + 15y2x1 − 30y3x1 = 0,
y1x2 − y2x3 = 0,
x1 + x2 + x3 − 1 = 0,
y1 + y2 + y3 − 1 = 0.
where (x,y) = (x1, x2, x3, y1, y2, y3). This system has 6 real solutions
SR = {
(
0, 23 ,
1
3 ,
1
3 ,
2
3 , 0
)
,
(
1
2 , 0,
1
2 ,
1
2 , 0,
1
2
)
,
(
1
3 ,
2
3 , 0, 0,
2
3 ,
1
3
)
,(
2
11 ,
3
11 ,
6
11 ,
6
7 ,
3
7 ,− 27
)
,
(
19
45 ,
26
135 ,
52
135 ,
20
63 ,
10
63 ,
11
21
)
, (0, 1, 0, 0, 1, 0)}.
In step 5, only first four solutions of SR satisfy the equation 26y1x1 + 33y1x2 −
26y1x3 + 20y2x1 − 10y2x2 = 0, which is generated from u5. In step 6, stack
these solutions in matrix factors
X̂ = [xˆ1, xˆ2, xˆ3, xˆ4] =
 0 12 13 2112
3 0
2
3
3
11
1
3
1
2 0
6
11

and Ŷ = [yˆ1, yˆ2, yˆ3, yˆ4] =
 13 12 0 672
3 0
2
3
3
7
0 12
1
3 − 27
 .
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Following step 7 and 8, we have matrix factor
Ẑ = [zˆ1, zˆ2, zˆ3, zˆ4] =

9
4 4
9
4
77
36− 94 4 94 7736
9
4 −4 94 7736
9
4 4 − 94 7736
9
4 4
9
4 − 7736− 94 −4 94 7736
 .
Note that xˆ1 =
2
3x1, yˆ1 =
2
3y1, and zˆ1 =
9
4z1. Hence, rank one component
xˆ1 ◦ yˆ1 ◦ zˆ1 = x1 ◦ y1 ◦ z1. Similarly, we have xˆr ◦ yˆr ◦ zˆr = xr ◦ yr ◦ zr for
r = 1, 2, 3, 4. Therefore, the CP factorization of tensor A is unique.
Remark 3.15. When tensor A˜ ∈ RI×J×K may only be known with noise, i.e.,
A˜ = A+θ N‖N‖F , where R = rank(A) and θ is the noise level, we hope to compute
an approximating CP decomposition of tensor A˜. Some comments concerning
the particular implementation of Algorithm 1 are as following:
(i) In step 2, the factorization may be obtained by truncating small singular
value terms in singular value decomposition.
(ii) In step 5, if R < R∗, then the real solution (xˆi, yˆi) ∈ SR may not exactly
satisfy the R∗ − R equations, qi(x,y) = 0 for i = I + J − 1, · · · , IJ − R,
defined in (3.10). Suppose that the real solution set SR in (3.16) has only
s vectors. From Theorem 3.13, we obtain that s 6M = (I−1+J−1)!(I−1)!(J−1)! .
(a) If s < R, then Algorithm 1 fails to get the approximating CP de-
composition.
(b) If s > R, then let δ((x,y)) =
√∑IJ−R
i=I+J−1(qi(x,y))2 and suppose
that
δ((xˆ1, yˆ1)) 6 δ((xˆ2, yˆ2)) 6 · · · 6 δ((xˆs, yˆs))
where SR = {(xˆi, yˆi)}si=1. It is natural to chose R real solutions
{(xˆi, yˆi)}Ri=1 ⊆ SR having the smallest values {δ((xˆi, yˆi))}Ri=1.
4 The fourth-order tensor
Now, we consider the CP decomposition of a fourth-order tensorA ∈ RI×J×K×L
with rank(A) = R 6 L. Suppose that the CP of the tensor A ∈ RI×J×K×L is
given by
A =
R∑
r=1
xr ◦ yr ◦ zr ◦ vr, (4.1)
where for each r ∈ {1, 2, · · · , R}, xr, yr, zr and vr are generic. Let X =
[x1,x2, · · · ,xR] ∈ RI×R, Y = [y1,y2, · · · ,yR] ∈ RJ×R, Z = [z1, z2, · · · , zR] ∈
RK×R and V = [v1,v2, · · · ,vR] ∈ RL×R be the factor matrices of A, then X,
Y , Z and Y are generic. Let the matricization
T = [vec(A:::1), vec(A:::2), · · · , vec(A:::L)], (4.2)
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where vec(A:::`) ≡ vec([vec(A::1,`), vec(A::2,`), · · · , vec(A::K,`)]) for ` = 1, 2, · · · , L
andX = [x1,x2, · · · ,xR] ∈ RI×R, Y = [y1,y2, · · · ,yR] ∈ RJ×R, Z = [z1, z2, · · · , zR] ∈
RK×R and V = [v1,v2, · · · ,vR] ∈ RL×R. Then we have
T = (Z  Y X)V > ∈ RIJK×L. (4.3)
Consider a factorization of T of the form
T = EF>, (4.4)
where E ∈ RIJK×R and F ∈ RL×R are of full column rank. From (4.3), (4.4)
and Lemma 2.2, we have
Z  Y X = EW, (4.5)
for some nonsingular W ∈ RR×R. Our goal is to find an invertible matrix W
such that (4.5) holds.
Since E ∈ RIJK×R is of full column rank, the dimension of null space of
E>, N (E>) = {u ∈ RIJK |E>u = 0}, is IJK − R. The following theorem is
the generalization of Theorem 3.3.
Theorem 4.1. Let E ∈ RIJK×R, x˜ ∈ RI , y˜ ∈ RJ and z˜ ∈ RK . Then z˜⊗ y˜⊗ x˜
belongs to the column space of E if and only if (x˜, y˜, z˜) is a solution of the cubic
equation u> (z⊗ y ⊗ x) = 0, where u is any vector in N (E>).
Let {u1,u2, · · · ,uIJK−R} be a basis of N (E>). We consider the system
u>1 (z⊗ y ⊗ x) = 0,
...
u>IJK−R (z⊗ y ⊗ x) = 0,
c>x x = 1,
c>y y = 1,
c>z z = 1,
(4.6)
where cx ∈ RI , cy ∈ RJ and cz ∈ RK are randomly generated. The system
(4.6) has IJK − R + 3 polynomial equations in I + J + K unknowns, where
R = rank(A). Define a critical number
R∗ = IJK − I − J −K + 3.
If R = R∗ then (4.6) has I+J+K polynomial equations in I+J+K unknowns.
Note that the critical number R∗ is the same number defined in (1.3) when we
consider an (I × J ×K × L) tensor.
When a fourth-order tensor A ∈ RI×J×K×L has a CP decomposition as in
(4.1) with R 6 min{L,R∗}. Let
P (x,y, z) =

p1(x,y, z)
...
pI+J+K−3(x,y, z)
pI+J+K−2(x,y, z)
pI+J+K−1(x,y, z)
pI+J+K(x,y, z)

≡

u>1 (z⊗ y ⊗ x)
...
u>I+J+K−3 (z⊗ y ⊗ x)
c>x x− 1
c>y y − 1
c>z z− 1

. (4.7)
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If R < R∗, the system P (x,y, z) = 0 is obtained by dropping R∗−R equations,
qi(x,y, z) = u
>
i (z⊗ y ⊗ x) = 0, for i = I + J +K − 2, · · · , IJK −R, (4.8)
of system (4.6). From (4.1), (4.5) and Theorem 4.1, we know that
(xˆr, yˆr) =
(
1
c>x xr
xr,
1
c>y yr
yr,
1
c>z zr
zr
)
, for r = 1, 2, · · · , R, (4.9)
are real solutions of P (x,y, z) = 0, where xr, yr and zr are given in (4.1). Next,
we will show that all real solutions of P (x,y, z) = 0 are isolated, generically.
Theorem 4.2. Suppose that A ∈ RI×J×K×L has a CP decomposition as in
(4.1) with R 6 R∗ and P (x,y, z) has the form in (4.7), where {uj}I+J+K−3j=1 is
an arbitrary linearly independent set of N (E>) and cx ∈ RI , cy ∈ RJ , cz ∈ RK
are randomly generated. Let {(xˆr, yˆr, zˆr)}Rr=1 be defined in (4.9). Then for each
r ∈ {1, . . . , R}, (xˆr, yˆr, zˆr) is an isolated solution of P (x,y, z) = 0, generically.
Proof. Without loss of generality, we claim that (xˆ1, yˆ1, zˆ1) is isolated. It suf-
fices to show that the Jacobian matrix DP (xˆ1, yˆ1, zˆ1) is invertible. For con-
venience, we may assume xˆ1 = [1, 0 · · · , 0]> ∈ RI , yˆ1 = [1, 0, · · · , 0]> ∈ RJ ,
zˆ1 = [1, 0, · · · , 0]> ∈ RK and the other R − 1 solutions are (xˆr, yˆr, zˆr) for
r = 2, 3, . . . , R. For each j ∈ {1, · · · , I + J + K − 3}, since pj(xˆ1, yˆ1, zˆ1) = 0,
we have uj(1) = 0, where uj(1) is the first component of vector uj . Let
Uj = vec−1(uj) ∈ RI×J×K be a third-order tensor. Then Uj(1, 1, 1) = 0.
Denote[
0
φj
]
≡ Uj(:, 1, 1) ∈ RI ,
[
0
ϕj
]
≡ Uj(1, :, 1) ∈ RJ ,
[
0
ξj
]
≡ Uj(1, 1, :) ∈ RK ,
Ûxy ≡ Uj(2 : I, 2 : J, 1) ∈ R(I−1)×(J−1), Ûyz ≡ Uj(1, 2 : J, 2 : K) ∈ R(J−1)×(K−1),
Ûxz ≡ Uj(2 : I, 1, 2 : K) ∈ R(I−1)×(K−1), (4.10)
Ûj ≡ Uj(2 : I, 2 : J, 2 : K) ∈ R(I−1)×(J−1)×(K−1).
Then Dpj(xˆ1, yˆ1, zˆ1) = [0, φ
>
j |0, ϕ>j |0, ξ>j ]. It follows from (4.7) that
DP (xˆ1, yˆ1, zˆ1) =

0 φ>1 0 ϕ
>
1 0 ξ
>
1
...
...
...
...
0 φ>I+J+K−3 0 ϕ
>
I+J+K−3 0 ξ
>
I+J+K−3
c>x 0 0
0 c>y 0
0 0 c>z

.
Since cx ∈ RI , cy ∈ RJ and cz ∈ RKare randomly generated, the Jacobian
matrix DP (xˆ1, yˆ1, zˆ1) is invertible if and only if the matrix
Φ =
 φ
>
1 ϕ
>
1 ξ
>
1
...
...
...
φ>I+J+K−3 ϕ
>
I+J+K−3 ξ
>
I+J+K−3
 (4.11)
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is invertible. In the following, we show that Φ is invertible, generically, if
{uj}I+J+K−3j=1 is an arbitrary linearly independent set of N (E>). Let
xˆr =
[
xˆr,1
xˆr,2
]
, yˆr =
[
yˆr,1
yˆr,2
]
, zˆr =
[
zˆr,1
zˆr,2
]
.
Since (xˆr, yˆr, zˆr) for r = 2, 3, . . . , R are solutions of P (x,y, z) = 0 in (4.7), we
obtain that for each j ∈ {1, 2, · · · , I + J +K − 3}, uj in (4.10) satisfies
0 = u>j (xˆr ⊗ yˆr ⊗ zˆr)
= yˆr,1zˆr,1(xˆ
>
r,2φj) + xˆr,1zˆr,1(yˆ
>
r,2ϕj) + xˆr,1yˆr,1(zˆ
>
r,2ξj)
+ zˆr,1xˆ
>
r,2Ûxyyˆr,2 + xˆr,1yˆ
>
r,2Ûyz zˆr,2 + yˆr,1xˆ
>
r,2Ûxz zˆr,2
+ (zˆr,2 ⊗ yˆr,2 ⊗ xˆr,2)>vec(Ûj)
= yˆr,1zˆr,1(xˆ
>
r,2φj) + xˆr,1zˆr,1(yˆ
>
r,2ϕj) + xˆr,1yˆr,1(zˆ
>
r,2ξj)
+ zˆr,1(yˆr,2 ⊗ xˆr,2)>vec(Ûxy) + xˆr,1(zˆr,2 ⊗ yˆr,2)>vec(Ûyz)
+ yˆr,1(zˆr,2 ⊗ xˆr,2)>vec(Ûxz) + (zˆr,2 ⊗ yˆr,2 ⊗ xˆr,2)>vec(Ûj), (4.12)
for r = 2, 3, . . . , R. Since xˆr ∈ RI , yˆr ∈ RJ and zˆr ∈ RK are generic vectors,
xˆr,2 ∈ RI−1, yˆr,2 ∈ RJ−1 and zˆr,2 ∈ RK−1 are also generic vectors. Let
Θ =

zˆ2,1(yˆ2,2 ⊗ xˆ2,2) · · · zˆR,1(yˆR,2 ⊗ xˆR,2)
xˆ2,1(zˆ2,2 ⊗ yˆ2,2) · · · xˆR,1(zˆR,2 ⊗ yˆR,2)
yˆ2,1(zˆ2,2 ⊗ xˆ2,2) · · · yˆR,1(zˆR,2 ⊗ xˆR,2)
(zˆ2,2 ⊗ yˆ2,2 ⊗ xˆ2,2) · · · (zˆR,2 ⊗ yˆR,2 ⊗ xˆR,2)

>
,
bj =
 yˆ2,1zˆ2,1(xˆ
>
2,2φj) + xˆ2,1zˆ2,1(yˆ
>
2,2ϕj) + xˆ2,1yˆ2,1(zˆ
>
2,2ξj)
...
yˆR,1zˆR,1(xˆ
>
R,2φj) + xˆR,1zˆR,1(yˆ
>
R,2ϕj) + xˆR,1yˆR,1(zˆ
>
R,2ξj)
 .
Then Θ ∈ R(R−1)×(IJK−I−J−K+2) and bj ∈ RR−1. From Lemma 2.2 (ii)
and using the fact that R 6 R∗ = IJK − I − J − K + 3, we obtain that
rank(Θ) = R − 1. It follows from (4.12) that φj , ϕj , ξj , Ûxy, Ûyz, Ûxz and Ûj
for j = 1, 2, · · · , I + J +K − 3 should satisfy
Θ[vec(Ûxy)
>, vec(Ûyz)>, vec(Ûxz)>, vec(Ûj)>]> = −bj . (4.13)
Since rank(Θ) = R−1, the linear system (4.13) has solution for arbitrary φj , ϕj
and ξj . Since {uj}I+J+K−3j=1 is an arbitrary linearly independent set of N (E>),
the matrix Φ in (4.11) is invertible generically. Hence, (xˆ1, yˆ1, zˆ1) is isolated.
When a fourth-order tensor A ∈ RI×J×K×L has a CP decomposition as in
(4.1) with R∗ < R 6 L. The system (4.6) is an underdetermined system. Hence,
(4.6) has infinitely many real solutions. Similar conclusion of Theorem 3.11 can
be obtained, i.e., A has infinitely many CP decompositions generically.
The homotopy algorithm for computing the CP decomposition of a fourth-
order tensor A ∈ RI×J×K×L is summarized in Algorithm 2.
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Algorithm 2
Input: A ∈ RI×J×K×L with rank(A) = R ≤ min {R∗, L}.
Output: Factor matrices X̂ ∈ RI×R, Ŷ ∈ RJ×R, Ẑ ∈ RK×R and V̂ ∈ RL×R.
1. Form the matricization T ∈ RIJK×L of A as (4.2).
2. Compute the full rank factorization T = EF>, where E ∈ RIJK×R
has orthonormal columns and F ∈ RL×R has full column rank.
3. Compute a basis {u1,u2, · · · ,uIJK−R} of nullspace N (E>)
and construct the square polynomial system (4.7).
4. Find the real solutions of the system P (x,y, z) = 0 in (4.7).
5. Find the R real solutions {(xˆi, yˆi, zˆi)}Ri=1 that satisfy (4.8).
6. Stack {(xˆi, yˆi, zˆi)}Ri=1 in factor matrices X̂ = [xˆ1, xˆ2, · · · , xˆR],
Ŷ = [yˆ1, yˆ2, · · · , yˆR], and Ẑ = [zˆ1, zˆ2, · · · , zˆR].
7. W = E> · (Ẑ  Ŷ  X̂) ∈ RR×R and V̂ = F ·W−> ∈ RL×R.
In step 4, the square polynomial system P (x,y, z) = 0 can be solved by the
homotopy continuation method with homotopy
H(x,y, z, t) = (1− t)γQ0 (x,y, z) + tP (x,y, z, ) = 0,
where the starting system
Q0 (x,y, z) =

(
α>1 x
) (
β>1 y
) (
γ>1 z
)(
α>2 x
) (
β>2 y
) (
γ>2 z
)
...(
α>I+J+K−3x
) (
β>I+J+K−3y
) (
γ>I+J+K−3z
)
c>x x− 1
c>y y − 1
c>z z− 1
in which any I vectors of {α1, . . . , αI+J+K−3}, any J vectors of {β1, . . . , βI+J+K−3},
and any K vectors of {γ1, . . . , γI+J+K−3} are linearly independent. Note that P
andQ0 have the same multi-homogeneous Be´zout’s numberM =
(I−1+J−1+K−1)!
(I−1)!(J−1)!(K−1)! ,
which is the upper bound of the number of isolated solutions of P (x,y, z) = 0.
5 Numerical computations and experiments
In this section, we consider the numerical computation for the CP decomposi-
tion. The test tensors are generated in the following way:
A˜ = A+ θ N‖N‖F
(5.1)
in which θ denotes the noise level, and A has exact rank-R CP decomposition
in (1.1). The entries of tensor N are randomly generated with standard normal
distribution N(0, 1).
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Figure 1: Relative error in the first experiment.
For a small nonzero noise level, the matricization T˜ of A˜ is generally of full
rank, but it is close to a rank-R matrix [11]. In this case, we resume the rank-R
matrix by truncating small singular value terms in singular value decomposition.
Let the SVD of T˜ ∈ Rm×n be
T˜ = UΣV > = σ1u1v>1 + σ2u2v
>
2 + · · ·+ σnunv>n ,
where U = [u1, · · · ,um] and V = [v1, · · · ,vn] are orthonormal matrices and the
diagonal matrix Σ = diag {σ1, . . . , σn} has singular values σ1 ≥ σ2 ≥ . . . ≥ σn.
If σR+1, σR+2, . . . , σn are as small as the magnitude of noise level, the rank-R
matrix URΣRV
>
R will be taken as the matricization T where UR = [u1, · · · ,uR],
VR = [v1, · · · ,vR] and ΣR = diag {σ1, . . . , σR}. The SVD provides the full
rank factorization of T = EF> in the step 2 by setting E = [u1, · · · ,uR] and
F = VRΣR.
All numerical experiments are carried out in Matlab with machine precision
machine ≈ 2.2 × 10−16. For solving the polynomial equation in step 4, we use
Matlab version HOM4PS2 [10], which implements the homotopy method for
solving polynomial systems. The accuracy is measured in terms of relative error
err = ‖A − Aˆ‖F /‖A‖F , where Aˆ is the computed tensor.
In the first experiment, we consider test tensors that are generated by the
rank-4 tensor A ∈ R3×3×6 as (3.21) in Example 1 and contaminated with
noise as in (5.1). For a given noise level, the Algorithm 1 runs 100 times with
different noise. Figure 1 shows the effect of varying the noise level θ on the error
err. In this experiment, the relative errors are roughly at the noise level.
In the second experiment, the test tensors are generated by the rank-28
tensor A ∈ R3×3×4×30 and are perturbed by noise. We generate the rank-28
tensor by
A =
28∑
r=1
xr ◦ yr ◦ zr ◦ vr,
where the entries of xr, yr, zr and vr are randomly generated with distribution
N(0, 1). For a given noise level, Algorithm 2 runs 100 times with different
noise. The effect of varying the noise level θ on the error err is shown in Figure
21
2. We can see that the relative errors are roughly at the noise level when
the noise level is larger than 10−13. In both experiments, Algorithm 1 and
Algorithm 2 can always find the CP decomposition.
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Figure 2: Relative error in the second experiment.
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