We consider the Network Design Problem with Vulnerability Constraints (NDPVC) which simultaneously addresses resilience against failures (network survivability) and bounds on the lengths of each communication path (hop constraints). Solutions to the NDPVC are subgraphs containing a path of length at most Hst for each commodity {s, t} and a path of length at most H ′ st between s and t after at most k − 1 edge failures. We first show that a related and well known problem from the literature, the Hop-Constrained Survivable Network Design Problem (kHSNDP), that addresses the same two measures produces solutions that are too conservative in the sense that they might be too expensive in practice or may even fail to provide feasible solutions. We also explain that the reason for this difference is that Mengerian-like theorems not hold in general when considering hop-constraints. Three graph theoretical characterizations of feasible solutions to the NDPVC are derived and used to propose integer linear programming formulations. In a computational study we compare these alternatives with respect to the lower bounds obtained from the corresponding linear programming relaxations and their capability of solving instances to proven optimality. In addition, we show that in many cases, the solutions produced by solving the NDPVC are cheaper than those obtained by the related kHSNDP.
Introduction
For Internet service providers, it is essential to provide stable and reliable communications between any two points in their supporting telecommunication networks. However, it is not easy to provide a precise definition of reliability. A vast body of literature, both in the engineering and operations research community, suggests various concepts for network reliability. This is because the reliability of a network depends on several factors. On the one side, it depends on the technical equipment installed along the links and nodes of the network. On the other side, even with the best available equipment, reliability may be easily destroyed, if the underlying network topology is vulnerable to failures. Therefore, resistance to network failures (also known as network survivability) has been used in the network optimization literature as one of the main criteria for designing reliable communication networks (see, e.g., [9] ). A network is said to be survivable, if communications between nodes can be established, even after failures of a pre-defined number of nodes or links. Starting with the seminal work by Grötschel et al. [8] , a large body of mathematical models and algorithmic approaches for designing survivable networks has been proposed.
Another important issue for Internet service providers is quality of service, see e.g., Klincewicz [10] . Each packet of a data flow traveling through a path from its source node to its destination node suffers a total delay that is given by the propagation delay on each link and the queuing and transmission , that does not contain two edge disjoint paths of length 2 and 3 between nodes 1 and 3, cf. Exoo [4] . the two problems, kHSNDP and NDPVC, become equivalent. This equivalence follows immediately from Menger's theorem [13] . As a matter of fact, quite often in the literature, mathematical formulations for modeling survivable networks are derived using the results of the Menger's theorem (see, e.g, Grötschel et al. [8] , Kerivin and Mahjoub [9] , Ljubić [11] ).
Unfortunately, once the hop-constraints are imposed, the two problems are no longer equivalent, since hop-constrained Mengerian-like theorems (see Section 2 for a more formal definition and discussion) are valid only for small or large hop-limits. To see that the two problems, NDPVC and kHSNDP, are different in general case, consider the example given in Figure 2 . Assume that a network provider wants to make this network survivable against single edge failures (i.e., k = 2), and to protect the vulnerability of the network by assuming that for a commodity pair R = {{1, 3}}, the distance between 1 and 3 should be at most H 13 = 2 and, after a single edge failure, this distance should not be greater than H ′ 13 = 3. The path P = (1, 2, 3) is the unique (1, 3)-path of length less than or equal to H 13 . If an arbitrary edge in this graph fails, the solution will still contain a feasible (1, 3)-path of length at most three. Hence, the graph depicted in Figure 2 is a feasible NDPVC solution. On the other hand, if the network provider would try solve the related kHSNDP on this graph, instead, then one can easily observe that no feasible solution exist. A feasible kHSNDP solution needs to contain two edge-disjoint paths between 1 and 3, such that one path contains at most H 13 edges and the other at most H ′ 13 edges. This is, however impossible, since the only (1, 3)-path P ′ that is edge disjoint to P , is given by P ′ = (1, 4, 2, 5, 3) and has length four. This example illustrates that for network providers it could be more attractive to consider the NDPVC to protect vulnerability of a network, rather than the kHSNDP.
This example can be easily generalized for k ≥ 3 and for other values of H st and H ′ st , {s, t} ∈ R. The optimal value of kHSNDP always gives an upper bound on the optimal value of the NDPVC. It is easy to find examples where solutions to both problems exist but the optimal solution to the kHSNDP is more expensive than of the NDPVC. Observe that not only the gap between the cost of an optimal solution of NDPVC and kHSDNP can be arbitrarily large, but, as demonstrated above, there exist networks which are feasible for NDPVC but infeasible for kHSNDP. Since these relations motivate this work we summarize them in Observation 1.
Observation 1. Let I be an arbitrary, feasible instance of the NDPVC and v(I) be its optimal cost. Then, exactly one of the following holds: (i) There does not exist a feasible solution of the kHSNDP for I.
(ii) v(I) ≤ v ′ (I), where v ′ (I) is the optimal cost of the kHSNDP for I.
Furthermore, there exist instances such that v(I) < v ′ (I) and
v(I) can be arbitrary large.
Note also that, cases in which R is induced by all node pairs {s, t} from a given set of "terminals" T , i.e., R = {{s, t} | s, t ∈ T }, give rise to several interesting diameter variants of the problem. As one example, we mention the case when H st = D and H ′ st = D ′ for all {s, t} ∈ R, in which case we aim to identify a minimum cost Steiner subgraph with diameter at most D such that after the removal of k edges (nodes), the graph is connected and has diameter at most D ′ .
The remainder of this article in which we mainly focus on the case of single edge failures (i.e. k = 2) is organized as follows. We point out some graph-theoretical properties concerning the validity of Mengerian-like theorems involving distance constraints in Section 2. In Section 3 we present the integer linear programming (ILP) formulations for the NDPVC that are based on three graph-theoretical characterizations of solutions. The results of our computational study are given in Section 4 where we compare the linear programming (LP) relaxation bounds of all proposed formulations, examine their efficiency in computing optimal integer solutions and make a comparative study of the optimal solutions of the NDPVC and the kHSNDP. Finally, we briefly address the node failure case in Section 5 before we draw final conclusions in Section 6 where we also comment on the case of multiple edge-or node-failures and point out interesting directions for future work.
Mengerian-like results
The problems dealing with network vulnerability and preservation of diameters (or hop-constraints between a given subset of node pairs) have been very popular in the graph theory since the 60's. Most of these articles, however, study special graph properties related with the concept of edge (or node) persistence of a graph, which is the minimum number of edges (nodes) whose removal increases the diameter. Apparently, very few edge cost minimization problems addressing vulnerability in the way considered in this paper, do exist in the literature. One such example is the problem of finding graphs G with a given number of nodes and with a minimum number of edges, so that the diameter of G is D, and such that after a removal of any k − 1 edges (nodes) from G, the remaining graph has diameter at most D ′ , see [2] . This problem might be viewed as a cost minimization problem with uniform edge costs equal to one.
In this section, we describe in more detail Mengerian results with hop constraints. One of the two results is well known from the literature, see for instance [2] and [4] , and the other is a variant where the hop limit is not the same for all paths. Although Result 2 is new, we only provide a proof sketch below since a complete proof would be similar to the one of Result 1.
Result 1 ("Mengerian-like result for edge-disjoint hop-constrained paths", Exoo [4] , Bermond et al. [2] ). Let i and j be two distinct nodes of a given graph G = (V, E), such that the length of the shortest (i, j)-path is H, H ≤ 3 or H ≥ |V | − 1. Then, the minimal number of edges that need to be removed from G in order to increase the length of the shortest (i, j)-path, is equal to the maximum number of pairwise edge-disjoint paths from i to j of length at most H.
Result 2 ("Mengerian-like result for edge-disjoint hop-constrained paths with H < H ′ "). Let i and j be two distinct nodes of a given graph G = (V, E) that contains at least one path from i to j of length at most H. Then, minimal number of edges k after whose removal G does not contain a path from i to j of length at most H ′ , H ′ > H, is equal to the maximum number of pairwise edge-disjoint paths from i to j of length at most H ′ (where one of them is of length at most H) if H ≥ |V | − 1 or H = 1 and either
Observe that when H ≥ |V | − 1 in Result 1 we obtain the unconstrained case mentioned above. The NDPVC and the kHSNDP are equivalent if we consider H and H ′ satisfying the conditions of any of the two results. Also, in such cases we can use the methods already devised for the equivalent kHSNDP and do not need to look for alternative models.
It is, however, not difficult to see that Result 1 does not hold for the other cases, see Exoo [4] for counterexamples. Notice, that Result 2 obviously holds for H = 1 and k = 2 since every backup path of some commodity {s, t} must be edge-disjoint from the only feasible primary path defined by the edge {s, t}. The example illustrated in Figure 2 shows that Result 2 does not hold for H ≥ 2. The result follows from observing that the case k ≥ 3 and H = 1 can be reduced to the case of Result 1 by decreasing k by one, removing the edge {s, t} and setting H = H ′ .
ILP Formulations
In this section, we will first introduce a generic formulation for the NDPVC, see Section 3.1. For any {s, t} ∈ R, the required path of length at most H st will be called primary path while the edges necessary to ensure the existence of a path of length at most H ′ st after at most k − 1 edge failures will be called backup edges. We will consider two building blocks, one corresponding to the design of the primary path, and the other to the set of the backup edges. While models for designing the primary path can be straightforwardly taken from the literature (see, e.g., [5, 6] and [17] for a more recent article), this is not true for models used to determine the optimal set of backup edges. In Section 3.2, we will provide three characterizations of valid sets of backup edges.
Each characterization will be used to derive hop-indexed multicommodity flow based formulations in Section 3.3. For the latter, we will assume k = 2, i.e., we ensure survivability against single edge failures.
Notation In the following, we will use T = {s ∈ V | ∃{s, t} ∈ R, s < t} to denote the set of commodity origins (sources) and T (s) = {t ∈ V | {s, t} ∈ R, s < t} to denote the set of commodity destinations (targets) of origin s ∈ T . Let A = {(i, j) | {i, j} ∈ E} denote the arc set obtained from bi-directing edge set E. For a subset W ⊂ V ′ of nodes of some graph G ′ = (V ′ , E ′ ), we will use δ(W ) = {{i, j} ∈ E ′ | i ∈ W, j / ∈ W } to denote the cutset of W with respect to G ′ . Let, furthermore d ij ∈ N denote the minimum distance between nodes i and j in G (measured in the number of hops). Then, for each commodity pair {s, t} ∈ R,
} are the sets of arcs feasible for establishing a primary or secondary connection of commodity {s, t}, respectively. Similarly,
st } are the sets of eligible primary and secondary edges for commodity {s, t} while V st = {i ∈ V | ∃{i, j} ∈ E st } and V ′ st = {i ∈ V | ∃{i, j} ∈ E ′ st } are the eligible nodes within a primary or secondary connection, respectively. Finally, for e = {i, j} ∈ E and a set of arcs
Generic Formulation.
Let x e ∈ {0, 1}, for all e ∈ E, be decision variables indicating whether or not an edge e ∈ E is used in a solution, and let E(x) denote the set of edges such that x e = 1. Let furthermore,
be the set of feasible incidence vectors x containing a path of length at most H st for each commodity pair {s, t} ∈ R. Similarly, for the set of backup edges, we will denote by
the set of feasible incidence vectors of x ensuring the required redundancy, i.e., the existence of a path of length at most H ′ st for each commodity pair {s, t} ∈ R after removing k − 1 edges. To be more precise B st depends on the set of chosen primary edges. To keep notation simple, we will, however, maintain the notation used above.
A generic ILP formulation for the NDPVC is given by (1)- (4) .
x ∈ B st {s, t} ∈ R,
x ∈ {0, 1} |E| .
As pointed out before, modeling F st is well known from the literature. In the next section we provide three characterizations for the set of backup edges that will permit us to provide models for B st .
Graph theoretical characterization of B st
In this subsection we provide three characterizations of the set B st . The first characterization is straightforward, while the remaining two are based on less obvious and, as far as we know, new observations that motivate more efficient models. In fact, we can even say that these new characterizations also motivate the current study.
Characterization 1 (CH1). Let P ⊂ E st be the primary (s, t)-path of length ≤ H st for a given commodity {s, t} ∈ R. Then, a valid set of backup edgesÊ is established by ensuring that:
For the remaining two observations, we observe that for each primary path of length l ≤ H st associated with some commodity {s, t} ∈ R, it suffices to establish only l additional secondary (s, t)-paths, each of length at most H ′ st , provided that we additionally ensure that no edge of the primary path is contained in all of them. Thus, each potentially failing edge (from the primary path) is covered by at least one backup path. 
Characterization 2 (CH2
and ∀e ∈ P :
The last characterization is more informative than the previous one. It will permit us to define models that are disaggregations of the ones based on Characterization 2. To describe the necessary backup edges for a primary path of commodity {s, t} ∈ R of length l ≤ H st , we ensure the existence of l additional (s, t)-path of length at most H ′ st such that the lth such path does not use the lth edge of the primary path.
Characterization 3 (CH3). Let P = {e 1 , e 2 , . . . , e l } ⊂ E st be the primary (s, t)-path of length l, l ≤ H st for a given commodity {s, t} ∈ R, such that e i = {u i−1 , u i }, u i ∈ V st , i = 1, 2, . . . , l, u 0 = s, and u l = t. Then, a valid set of backup edgesÊ is established by ensuring that:
Hop-indexed Formulations
In this subsection we present, as noted before, hop-indexed multicommodity flow based formulations for F st and B st .
Formulation for F st
For a given {s, t} ∈ R, a formulation for F st can be derived by using variables y st,h ij ∈ {0, 1}, indicating whether or not arc (i, j) ∈ A st is used at position h, in the path from source s to target t, for all (i, j) ∈ A st , h ∈ {1, 2, . . . , H st }. The following system (5)- (9) can be used to model (2):
Equations (5)- (7) establish the flow system in the space of disaggregated variables while inequalities (8) are the linking constraints between variables y and x. Notice, that constraints (8) can be strengthened in a similar manner as previously considered inequalities by the so-called bidirectional commodity-pair forcing constraints, cf. Balakrishnan et al. [1] . Similar ways for strengthening the linking constraints for all models introduced in the remainder of this article can also be proposed. For simplicity, we will omit references to them in the appropriate places.
Formulation for B st based on Characterization 1
We can easily obtain a valid formulation for B st based on Characterization 1. We will need to provide a set of variables and a system for each commodity {s, t} ∈ R and each possible edge failure. Thus consider variables z
indicating whether arc (i, j) is used at position h of the backup path of commodity {s, t} not using edge e. The corresponding formulation is given by (10)- (14).
For each commodity {s, t} ∈ R, equations (10)- (12) establish that one unit of backup flow (not using edge e) must be sent between s and t if edge e is contained in the primary path between s and t. This condition is indicated by the right hand side of equations (10) and (12) . Inequalities (13) are the straightforward linking constraints.
Formulations for B st based on Characterization 2
Aggregated formulation Characterization 2 can be enforced by using a straightforward hop-indexed model with an additional set of constraints guaranteeing the condition described in the characterization. More precisely, for each {s, t} ∈ R, constraint (3) of the generic model is replaced by constraints (15) 
-(20). This formulation uses integer variablesz
Equations (15)- (17) ensure that for each commodity pair {s, t} ∈ R the amount of flowz st sent from s to t matches the length of the primary path between s and t. Inequalities (18) prevent that all units of backup flow are routed along a single edge that is used in the primary path and therefore assure the existence of an (s, t)-path of length at most H ′ st after an edge failure, cf. Characterization 2. Finally, constraints (19) are the aggregated linking constraints.
The linear programming relaxation of the previous formulation can be improved by observing that at most all but one of the backup paths of each commodity can be routed via each edge of the primary path. Thus, for the edges e ∈ E st , that is edges that may be contained in the primary path, we can strengthen the linking constraints (19) by adding to the left hand side information indicating whether or not the edge is used in the primary path. That is, for e ∈ E st , we use instead the following set of linking constraints.
Observe that we maintain (19) for edges e ∈ E ′ st \ E st . Computational results show that with the stronger set of linking constraints the bounds of the aggregated models improve substantially on certain instances.
Disaggregated model It is easy to see that in order to model Characterization 3 we need information from each of the paths in each commodity. For that we need a model that can be viewed as a disaggregation of the previous model. However, we can view this disaggregated model still in terms of Characterization 2 and as a means to improve the performance of the original "aggregated model".
Thus, for each commodity {s, t} ∈ R, we consider binary variablesẑ
is set to one if arc (i, j) is used at position h in the backup path with index l, and to zero, otherwise. In this model, for each {s, t} ∈ R, constraint (3) is replaced by (22)-(27).
For each l ∈ {1, . . . , H st }, constraints (22)-(24) establish that one unit of backup flow must be sent between s and t if the primary path between s and t has at least l arcs. Inequalities (25) ensure the extra condition of Characterization 2, namely that no edge of the primary path will be used by all established backup paths of one commodity. Constraints (26) are the linking constraints but as in the case of the aggregated model they can be tightened into
for edges e ∈ E st . It is worth to compare in size, this disaggregated model with the formulation used to model Characterization 1. The latter includes one set of variables and one set of constraints for each commodity and each possible edge failure. The disaggregated formulation described in this subsection considers one set of variables and constraints for each commodity and each possible edge failure "of the edges in the primary path associated to the considered commodity" whose number is bounded from above by H st . Thus, we see a substantially gain, at least in terms of size for formulations used for Characterization 2.
Relating the LP bounds of the two formulations We start by pointing out that in several situations, the aggregated model produces the same LP bound as the disaggregated model, see for instance [6] , in which case it is clearly preferable to the disaggregated one. In fact, it is also with such an aggregated model that the good results reported in Botton et al. [3] are obtained. However, in many other situations the models are not equivalent (see, for instance Gouveia et al. [7] ) due to extra constraints, although in most of such cases the aggregated model is more efficient for computing the optimal solutions. In fact, here we are in a similar situation as we see next.
The following constraints link the two sets of variables, from the disaggregated and the aggregated model:z
This relation permits us to relate the LP relaxation of the two models. In fact it is easy to see that the disaggregated model is at least as strong as the aggregated model. This follows from the facts that constraints (18) are constraints (25) rewritten with the aggregated variables and that (19) (or (21)) result from adding (26) (or (28)) for all l ∈ {1, . . . , H st }. Our computational results show that for some instances the disaggregated model provides slightly better bounds. It also turns out (see Section 4) that the aggregated model typically outperforms the disaggregated one when attempting to obtain optimal integer solutions.
Formulation for B st based on Characterization 3
Characterization 3 can be easily written in terms of the disaggregated model of the previous subsection, because the variables associated to the primary path systems have information on the position of each arc in the path and the disaggregated model has a separate hop-indexed system for each backup path l with l ∈ {1, . . . , H st }. Recall that Characterization 3 assumes a one-to-one correspondence between the lth edge in the primary path, and the lth backup path, and requires that the corresponding backup path does not contain the lth primary edge. This property can be ensured by replacing inequalities (25) by the following inequalities.
We observe that the new constraints (29) are a disaggregation of constraints (28). However, the aggregated constraints (28) do not even guarantee the extra condition of Characterization 2, namely that no edge of the primary path will be used by all established backup paths of one commodity. That is why we need constraints (25) to obtain a valid model based on Characterization 2. On the other hand, constraints (29) guarantee the condition of Characterization 3 and we can obtain a valid model for B st by replacing (25) by (29) in (22)-(27). In oder to compare the linear programming relaxation of the two disaggregated models, the one guaranteeing Characterization 2 and the one just presented that guarantees Characterization 3, we first observe that by summing constraints (29) over all l ∈ {1, . . . , H st } shows that they imply (28). Observe also that the same argument also shows that they imply (26). However, computational experiments prove that constraints (25) are not implied by (29) in terms of linear programming relaxations. Preliminary computational experiments showed that the gain (in terms of LP bounds) from considering both (25) and (29) simultaneously is usually very small and does not compensate the additional time needed for solving the resulting, even larger model. Thus, in our computational study we consider this disaggregated formulation without (25) but conclude this section by emphasizing that from a theoretical perspective the LP relaxation of the last model does not imply the LP relaxation of the previous one.
Computational Study
The purpose of our computational study is threefold: (i) to empirically compare the quality of the linear programming relaxations of the proposed models obtained from the three different characterizations; (ii) to analyze the performance of these models within a general-purpose ILP solver; (iii) to compare the solutions obtained by considering the NDPVC to those of the kHSNDP. Notice that (i), (ii) and (iii) focus on the relative potential of the different formulations. Thus, we do not use a problem specific (initial or primal) heuristic but rely on the heuristics included in the used general-purpose solver. Clearly, the absolute performance could be improved (for each of the considered formulations) by augmenting the approach with such heuristic components.
For this purpose, all formulations described in the previous sections have been implemented in C++ using IBM CPLEX 12.6, see Table 1 for a summary. Thereby, standard settings of CPLEX have been used and each experiment has been performed on a single core within a cluster of computers, each consisting of 20 cores (2.3GHz). A time limit of 7 200 CPU-seconds and a memory limit of 3GB has been applied to each experiment. We used identical (commodity independent) primary and secondary hop limits H and H ′ for all commodities, i.e., H st = H and H ′ st = H ′ , for all {s, t} ∈ R. In our computational study we have considered uniform hop-limits over all commodities, with the following options for each instance: H ∈ {H min , H min + 1, H min + 2} and H ′ ∈ {H, H + 1, H + 2} with H min = max {s,t}∈R d st indicating the smallest commodity independent hop limit that may enable a feasible solution of the instance. Table 1 : Overview on all considered formulations. Formulation name (Name), constraints used for B st (Cons), used characterization (Char), model variant (Variant), and numbers of variables (# var ) per commodity {s, t} ∈ R.
Benchmark Instances
We have created two classes of benchmark instances that are described in detail in the following two paragraphs. One main difference between the two instances classes is their graph topology. The first class is based on grid graphs with chords while the second one is generated by keeping only the cheapest edges from a randomly generated complete graph. 
min avg max C 10 10 5 20 100 342 2 ∈ {5, 7} 1 10 10 ∈ {20, 50} 3 4.7 7 C 10 10 10 20 100 342 2 ∈ {5, 7} 1 10 10 ∈ {20, 50} 4 Grid instances Within this class, we have created two subsets of benchmark instances which are based on grid-graphs additionally including two chords for each 4-cycle. Their structure is motivated from street networks (which may be represented by grid graphs) in which diagonal connections (chords in the resulting 4-cycles) are possible but usually more expensive. Each generated instance consists of X · Y nodes, where X and Y are the numbers of columns and rows in the resulting graph, see The two subclasses differ with respect to the selection of commodities. For set C, we first chose |R| nodes as commodity sources uniformly at random. For each source s, we then pick the corresponding target node at random among all nodes t ∈ V such that d st ∈ [H L , H U ], i.e., the distance between s and t (measured in hops) is at least H L and at most H U . Thereby, we also ensure that no commodity is created twice. Instances from set D correspond to the diameter variant of the problem mentioned in the introduction. Thus, |T | nodes are chosen uniformly at random as terminals and one commodity is created for each pair of selected nodes, i.e., we have |R| = |T | 2 and R = {{s, t} | s, t ∈ T, s < t}. In either case (i.e., both for instances of set C and D) we created five instances for each considered combination of parameters. Table 2 provides a summary of all considered parameters for grid-graph based instances in which we also report minimum, average and maximum values of H min for the instances of each set. |V | nodes which are placed at random integer coordinates (x, y) ∈ [0, 100) × [0, 100). As for instance set D, |T | of these nodes are chosen uniformly at random as terminals and one commodity is created for each pair of terminals. Let d uv denote the Euclidean distance between nodes u and v. The costs of each edge (u, v) ∈ E are set to ⌈αd uv ⌉. Thereby, parameter α is set to one for instance family EU (Euclidean instances) and to a random value in [1, 10) that is drawn uniformly at random individually for each edge for instance family RE (random Euclidean instances). Parameter β, 0 ≤ β ≤ 1 defines the desired density of the resulting graph, i.e., all but ⌊β |V | 2 ⌋ edges of the previously created complete graph are removed. To this end, let T be a minimum spanning tree of graph (V, E) and T ′ be a minimum spanning tree of V, E \ T ), i.e., a tree of (V, E) that is edge disjoint from T ensuring that there are at least two edge disjoint paths between every pair of nodes in (V, T ∪ T ′ ). Let E ′ ⊆ E \ (T ∪ T ′ ) be the max{0, ⌊β |V | 2 ⌋−2(|V |−1)} cheapest edges of E not contained in any of these two spanning trees. Then, the final graph defining an instance is given by (V, E ′ ∪ T ∪ T ′ ). Five instances have been created for each subclass and each considered combination of |V | ∈ {50, 75, 100}, |T | ∈ {5, 10}, and β ∈ {0.1, 0.2}. Table 3 provides a summary of all considered parameters for these instances including minimum, average and maximum values of H min for the instances of each set.
Random (Euclidean) instances This class consists of two subclasses (EU and RE) of benchmark instances that have been created as follows: First a complete graph (V, E) is created that consists of

Quality of the LP Relaxation Values
We first compare the quality of lower bounds (LP relaxation) of the proposed formulations and the time needed to compute them. For each considered formulation M ∈ {H 1 , H 2 , H Figure 4 shows gaps between the LP relaxation (LP(M )) and the best upper bound (U B) obtained for that particular instance (by any of the tested formulations) in our computational study which are computed as
. Thereby, we only consider those instances for which the optimal solution value of either the NDPVC or the kHCNDP is known in order to ensure that the value of U B is close to the real optimum. Corresponding CPU-times for solving the LP relaxations are shown in Figure 5 . In addition, Tables 4 and 5 sets considered in this study. From Figure 4 we first observe that formulation H 3 based on Characterization 3 is significantly stronger than all other variants on the considered instances. The gaps of its LP relaxation to the best known solution can still be quite significant but are usually below 50%. In contrast, the gaps of all other formulations are substantially larger in almost all cases. Formulation H 1 seems to be stronger (in practice) than the formulations based on Characterization 2 on grid based instances (see, Figure 4(a) ). On the contrary, this does not seem to be the case on (random) Euclidean) instances. The results on the latter instances do not indicate a clear trend regarding the comparison of the empirically observed LP gaps between H 1 and the formulations based on Characterization 2. In both cases, solving the LP relaxation of H 1 was often impossible given the available computational resources due to its large number of variables.
We also observe that two strengthened formulations based on Characterization 2 (H variants (only those instances where the LP relaxation was solved are considered). From our detailed results, we observe that the disaggregated variants are sometimes slightly stronger than their aggregated counterparts. This difference was, however, extremely small and the obtained bounds were identical in many cases. Considering the CPU-times given in Figure 5 we observe that the LP relaxations of the two aggregated variants H These observations are also supported by the more detailed results reported in Tables 4 and 5 .
Capability of Computing Optimal Solutions
Our next goal was to compare the performance of the proposed models, when it comes to finding optimal or near-optimal solutions. As discussed above, the bounds of formulations H 2 and H A 2 are extremely weak. We therefore do not consider these two variants in the remainder of the study but focus on their stronger counterparts H S 2 and H AS 2 , respectively. Results are visualized in Figures 6 and 7 which show cumulative numbers of instances solved within a given time and for which the remaining optimality gap is within a given value, respectively. Since no feasible solutions could be identified in some cases, optimality gaps have been computed as
Thereby, U B(M ) and LB(M ) denote the upper and lower bound, respectively, obtained by model M .
From Figure 6 we conclude that formulation H 3 is able to solve more instances to proven optimality than any of the other models considered. Despite its significantly weaker LP bounds, formulation H AS 2 comes relatively close possibly due to its capability to enumerate much more branch-and-bound nodes in the same amount of time. Figure 7 indicates that H AS 2 seems to be able to provide smaller optimality gaps than H 3 in some of the most difficult test instances considered. The other two options (H 1 , H S 2 ) are clearly dominated by H 3 and H AS 2 . All these observations hold for instance sets C and D (grid instances) as well as for instance sets EU and RE (random Euclidean instances).
Additional insights can be obtained from the more fine grained information provided in Tables 6-9 which detail numbers of solved instances, average CPU-times and average optimality gaps grouped by instance set and considered combination of (H, H ′ ), respectively. First consider the results for grid instances that are summarized in Tables 6 and 7 . From Table 6 we conclude that H 3 outperforms H AS 2 with respect to numbers of solved instances and average CPU-times in particular on instances of set C, i.e., those where commodities are generated independently. On the contrary, they achieve a comparable performance on set D, i.e., the "diameter cases" where commodities are present between each pair of a chosen set of terminals. after reaching the time-or memory limit tend to be slightly smaller than those of H 3 on particularly hard subsets (e.g., C30x30 with R ∈ {20, 30} or D10x10 and D20x20). A clear correlation between difficulty of an instance and increasing value of (H, H ′ ) can be observed from Table 7 for all formulations both for instance sets C and D. When H and / or H ′ increases, less instances can be solved to optimality, average CPU-time and remaining optimality gaps increase. We suppose that besides the additionally considered variables in each formulation (due to a larger number of eligible primary and / or secondary edges) this stems from typically weaker LP relaxation values (in particular for H S 2 and H AS 2 due to the coefficient H in the linking constraints), and the fact that the used values of H and H ′ are typically still rather restrictive (recall that we start with the smallest values that may allow for a feasible solution).
Similar trends can be observed for Euclidean and random Euclidean instances, i.e., from Tables 8  and 9 . In addition, we conclude that the Euclidean instance set EU seems significantly harder to solve than set RE in which the Euclidean distances are multiplied by random values in order to obtain the edge costs. Many more instances from set RE could be solved to proven optimality and the remaining gaps are significantly smaller. The results from Tables 8 also clearly indicate that the performance of all considered formulations heavily suffers from an increasing number of commodities.
Overall, both H AS 2 and H 3 can be recommended for solving not too large instances of the NDPVC. While, the quite large number of variables prevents their direct application to large scale instances in particular H 3 may be a good starting point for a (Benders) decomposition approach in which most of these variables can be projected out due to its stronger LP bounds.
Comparison to the kHSNDP
Finally, we compare the solutions obtained from solving the NDPVC to those of the related kHSNDP. Table 10-13 provide numbers of cases in which the optimal solution to the NDPVC are proven to be better or equal than those of the kHSNDP (which has been solved by a simple flow formulation and using a time limit of 10 800 seconds) grouped by instance sets and considered hop limits, respectively. As above, results are separately shown for grid instances (Tables 10 and 11 ) and (random) Euclidean instances (Tables 12 and 13) . A feasible solution found by any of the formulations considered for the NDPVC is better than any feasible solution to the kHSNDP (on the same instance) if its costs are smaller than the lower bound obtained from solving the kHSNDP. Equality can, clearly, be only shown if optimal solutions to both variants could be computed. Thus, a quite significant part of all considered test instances remain undecided. From Table 10 we conclude that the solutions of the NDPVC than the corresponding ones of the kHSNDP in a significant number of cases for grid instances from both considered sets C and D. Clearly this trend is more pronounced for those sets for which more instances could be solved to proven optimality. This is particularly true for instance set D where more interdependencies between the various commodities are present and one therefore expect more complex solutions graphs. The new problem considered in this article allows to find better solutions on more than 50% of the comparably small instances from sets D5x5, D7x7, and D10x10 with only ten commodities (and equality could be proven for only very few of those instances). Thus one can safely expect that this effect will be increased for larger instances with more commodities. Clearly, the times needed for solving instances of the more complex NDPVC are significantly higher than those for the kHSNDP. To analyze this in more detail, however, further problem formulations capable of solving larger instances or decomposition based algorithms for the present formulations seem necessary. However, the potential savings in solving the NDPVC instead of the kHSDNP may justify this additional effort.
For instances of set C, the results in Table 11 indicate that the solutions of the NDPVC are often cheaper than the corresponding ones of the kHSNDP in particular when H ′ is strictly larger than H. A slightly different behavior can be observed for instance set D where -with the exception of H = 0 -this effect is not so pronounced.
The results summarized in Table 12 show that solving the NDPVC instead of solving the kHSNDP may yield cheaper solutions on (random) Euclidean instances as well. These results also indicate that the number of cases where the optimal solutions of the two problems differ seems slightly larger for the subclass of Euclidean instances. In addition, the results from Table 13 indicate that the difference between the two problems is pronounced when the hop limits are tight.
Overall, the large number cheaper solutions clearly justifies studying the NDPVC also from a practical perspective. We observe that the generic formulation given in Section 3.1 can be adapted to the node-disjoint case by considering an appropriately modified set of feasible backup edges. Formally these sets are described by incidence vectors x in
Thus, the following three characterizations that correspond to those of the edge-disjoint case can be used to describe set B st .
Characterization 4. Let P = {e 1 , e 2 , . . . , e l } ⊂ E st be the primary path of length l, l ≤ H st , for a given commodity {s, t} ∈ R such that e i = {u i−1 , u i }, u i ∈ V st , 1 ≤ i ≤ l, u 0 = s, and u l = t. Then, a valid set of backup edgesÊ is established by ensuring that:
Characterization 5. Let P = {e 1 , e 2 , . . . , e l } ⊂ E st be the primary path of length l, l ≤ H st , for a given commodity {s, t} ∈ R such that e i = {u i−1 , u i }, u i ∈ V st , 1 ≤ i ≤ l, u 0 = s, and u l = t. Then, a valid set of backup edgesÊ is established by ensuring that there exist l − 1 additional (s, t)-paths P 
Thereby, H
Notice that the validity of the latter claim follows from the fact that degree of any internal node v in an (s, t)-path is two.
Characterization 6. Let P = {e 1 , e 2 , . . . , e l } ⊂ E st be the primary path of length l, l ≤ H st , for a given commodity {s, t} ∈ R such that e i = {u i−1 , u i }, u i ∈ V st , 1 ≤ i ≤ l, u 0 = s, and u l = t. Then, a valid set of backup edgesÊ is established by ensuring that: ∃ (s, t)-paths P 
Thereby,Ê
Based on these characterizations it is not too difficult to adapt the formulations given in Section 3.3 to the node-disjoint case and we therefore skip the details. Notice, however, that in the node-disjoint case a formulation based on Characterization 4 only needs to establish O(|V |) additional backup flows for each commodity while O(|E|) backup flows are necessary in the edge-disjoint case. Thus, a formulation based on the straightforward Characterization 4 would be computationally more attractive to use than the one for the edge-disjoint case based on Characterization 1. Even though, our preliminary computational experiments did, however, indicate that formulations based on the less obvious Characterizations 5 and 6 outperform the former also for the node-disjoint case.
Conclusions
This article deals with the design of survivable networks in which hop constraints ensure a certain maximum distance between each commodity pair before and after each considered set of failures. Motivated from previous studies related to vulnerability of graphs we show that a previously considered optimization problem (the kHSNDP) that aims to cover the same kind of scenarios is in fact too conservative in the sense that it is overly constrained. Thus, we introduce the Network Design Problem with Vulnerability Constraints (NDPVC) which overcomes this shortage. We show that optimal solutions to the NDPVC are at least as good than those of the kHSNDP, can be better for almost all relevant hop limits, and that such solutions may exist even for instances that are infeasible for the kHSNDP. We have introduced three graph theoretical characterizations of feasible backup systems and proposed integer programming models for each of them. In a computational study, we have shown that two formulations based on the the two non-obvious characterizations clearly outperform the one based on the first, and obvious characterization. Our computational results also confirm that the solutions of the NDPVC are cheaper than those of the kHSNDP in many cases.
This study also suggests multiple directions for future research. Observe that the three graph theoretic characterizations provided in Section 3.2 can in principle be extended to the case of multiple edge failures by appropriately considering all subsets of relevant primary edges of the appropriate size. Such straightforward extensions will, however, lead to huge formulations at least when following the ideas presented in the current work. Thus, the study of further characterizations for the case of multiple edge failures that lead to reasonably sized formulations would be a worthwhile goal for future research. For the case of single edge failures it would be interesting to derive more sophisticated solution techniques such as Benders decomposition algorithms based on the formulations introduced in this article in order to tackle larger problem instances. The linear programming relaxation gaps reported in our computational study also show the need to identify further valid inequalities in order to reduce the number of branchand-bound nodes that need to be enumerated for identifying optimal solutions. The performance of such approaches can be further improved by (primal) heuristics. The development of heuristics for the NDPVC seems, however, significantly harder than for the kHSNDP and might be an interesting topic for future research. Finally, from a practical perspective it would be relevant to study even more complex variants that are defined on directed input graphs or additionally consider edge capacities and demands associated to commodities.
