Abstract. We present here an algorithm for detecting (and outputting, if exists) a negative cycle in an n-vertex planar digraph G with real edge weights. Its running time ranges from O(n) up to O(n 1.5 log n) as a certain topological measure of G varies from 1 up to Θ(n). Moreover, an efficient CREW PRAM implementation is given. Our algorithm applies also to digraphs whose genus γ is o(n).
Introduction
Let G = (V, E) be an n-vertex, m-edge digraph with real edge weights and P be a simple path in G between two vertices v and w. The cost of P (denoted by c(P )) is the sum of the weights of all edges in P . A simple cycle C in G is a simple path starting and ending at the same vertex v. If c(C) < 0, then C is called negative. The negative cycle problem is the following: given a digraph G = (V, E) with real edge weights, find whether G has any negative cycle. If such a cycle exists, then output the cycle.
The problem of finding a negative cycle in a digraph is a fundamental problem in combinatorial optimization with a lot of applications: shortest paths [3, 22] , two dimensional package element [17] , min-cost flows [20] , minimal cost-totime ratio [14] , checking constraints in VLSI layout [15] , etc. Perhaps the most important application concerns the shorest path problem. In a digraph, there is a shortest path from a vertex v to a vertex u if and only if no path from v to u contains a negative cycle (see e.g. [22] , Theorem 7.1). Much of the old and new results on the shortest path problem make the assumption that either the digraph has non-negative edge weights [3, 10, 16] or does not contain a negative cycle if negative edge weights are present [6, 8, 9, 19] . While efficient algorithms for the shortest path problem exist in this case (e.g. O(m + n log n) time for the singlesource shortest path problem (sssp) [10] ), one needs O(nm) time (Bellman-Ford method [3] ) if negative edge weights are present in order to solve the sssp problem or to detect a negative cycle. Also, different algorithms for the negative cycle problem have been proposed in [21, 22] , but the complexity remains O(nm). In the case that the input digraph is planar, the best previous algorithm is due to Mehlhorn & Schmidt [18] and runs in O(n 1.5 log n) time. In parallel computation, the main tool used was matrix powering (using e.g. the method described in [14] ), which means that we need O(log 2 n) time and M s (n) EREW PRAM processors. (The best value for M s (n) up to now is O(n 3 (log log n) 1/3 /(log n) 7/6 ) [11] .) In the case of planar digraphs, the best previous algorithm was given by Cohen [2] and runs in O(log 5 n) time using O(n 2 ) work (i.e. the total number of operations) on a CREW PRAM.
The main contribution of this paper is an efficient algorithm for the negative cycle problem in planar digraphs which is parameterized in terms of a topological measureγ of the input digraph G (Section 4). More precisely, the sequential implementation of our algorithm runs in O(n +γ 1.5 logγ) time. Hereγ is a topological measure of G and is proportional to the cardinality of a minimum set of faces covering all vertices of G (among all embeddings of G in the plane). The value ofγ ranges from 1 up to Θ(n) depending on the particular topological structure of G. (Note for example, that if G is outerplanar thenγ = 1.) A parallel implementation of our algorithm on a CREW PRAM runs in O(log 2 n + log 5γ ) time using O(n +γ 2 / log 5γ ) processors. Our results are clear improvements over the best previous ones, in all cases whereγ = o(n). Our algorithm does not need an embedding of minimumγ to work with and also seems to be very efficient in practice, since we prove thatγ is O(1) for random graphs which are planar according to the G n,p model [7] (Section 5).
Our results are based: (i) on the hammock decomposition technique [8, 9, 13, 19] which decomposes a given digraph into certain outerplanar digraphs called hammocks, and (ii) on the optimal solution of the negative cycle problem in an outerplanar digraph (Section 3). In this case we give an algorithm that runs in O(n) sequential time. Its parallel implementation runs in O(log n log * n) time using O(n/ log n log * n) processors on a CREW PRAM. The latter result is of independent interest, since no optimal algorithm was known before for this problem. Note that for the sssp or the apsp (all-pairs shortest paths) problem in outerplanar digraphs there exist an O(n)-time sequential algorithm [9] and an O(log 2 n)-time, O(n)-processor CREW PRAM one [19] .
To see how our results compare with the best known shortest path algorithms, consider for example the O(nγ)-time algorithm of [9] for the apsp problem (which encodes shortest path information in compact routing tables), or an alternative implementation which runs in O(n+γ 2 ) time (with partial use of these tables). In both cases, our algorithm removes the assumption made in [9] for non-existence of a negative cycle, without increasing the time bounds for solving the problem if such cycles are present. Note also that our bounds match the best previous ones [2, 18] only whenγ reaches its extreme value of Θ(n). Our results can be extended to digraphs whose genus γ is o(n). Even in this case, the bounds are much lower than the best known ones for solving the apsp problem [8, 13] .
A hammock decomposition is a decomposition of a digraph G into certain outerplanar digraphs called hammocks [8, 9] . Hammocks satisfy certain separator conditions and hammock decomposition employs the following properties: (i) each hammock has at most four vertices in common with any other hammock (and therefore with the rest of the graph), called the attachment vertices; (ii) the hammock decomposition spans all the edges of G, i.e. each edge belongs only to one hammock; and (iii) the number of hammocks produced is order of the minimum possible among all possible decompositions, and is proportional to a topological measureγ of G. In the case of sparse digraphs (i.e. digraphs with O(n) edges),γ varies from 1 up to Θ(n). Actually, as it is defined in [8] , γ = Θ(γ(G )), where γ(G ) is the genus of a graph G . Here G is G with a new vertex v added and edges from v to every vertex of G.
where G is supposed to be embedded into an orientable surface of genus γ(G) so as to minimize the number q of faces that collectively cover all vertices. As it is proved in [8, 13] , such an embedding of G does not need to be provided by the input, in order to produce a hammock decomposition intoγ hammocks either in sequential or in parallel computation. Note thatγ = q if the digraph is planar, andγ = 1 if the digraph is outerplanar (since q = 1 in this case). Hammock decomposition can be computed sequentially in O(n) time [8, 9] . A parallel implementation on a CREW PRAM runs in O(log n log log n) time using O(n) processors [13] . In the case that the input digraph is planar, the time bound can be further improved to O(log n log * n) [19] .
An optimal work algorithm for detecting negative cycles in outerplanar digraphs
In this section we will show how to solve optimally the negative cycle problem provided that the input digraph is outerplanar and biconnected. (If it is not biconnected, apply the algorithm to every biconnected component.) We shall describe here the parallel implementation. (The sequential one can be obviously derived.) This is achieved by using a novel extension of the fundamental treecontraction technique to the tree of interior faces of the outerplanar digraph. Let G o = (V, E) be the input outerplanar digraph and letĜ o be its undirected version. It is well known that the dual graph ofĜ o is a tree, called the tree of faces. (The exterior face is excluded in this construction.) We assume that all vertices in G o are named consecutively in clockwise order around the exterior face and the tree of faces inĜ o is binary. According to [4, 19] the construction of the tree of faces and its binarization, as well as the consecutive naming of the vertices in G o can be achieved in O(log n log * n) time using O(n/ log n log * n) CREW PRAM processors. (More details in [12] .)
Let s 1 (f ) (resp., s 2 (f )) be the minimum (resp., maximum) numbered vertex in each interior face (or group of neighboring faces) f . We call these vertices, the associated vertices of f and the arc(s) (Such an interval is allowed to wrap around from n back to 1.) A path from a vertex v to a vertex w in a subgraph J of G o will be denoted by P (v, w; J). A shortest path from v to w in J is denoted by SP (v, w; J). By SP z (x, y; J) we will denote the shortest path from x to y in J with the restriction that this shortest path consists only of vertices in [x, y] or [y, x] depending on which of the two subintervals z belongs to. In the sequel, by {v, w} we denote the singleton { v, w }, or { w, v }, or their union depending on the existence of those arcs in G o . Furthermore, all references to {v, w} are considered to be references to all its members.
Consider the following problem: Let G be an outerplanar digraph and {v, w} be a separation edge, separating G into two subgraphs G 1 and G 2 . Suppose also that in each G i , i = 1, 2, there is no negative cycle. Then a negative cycle N (G) for G (if it exists) will consist of a path in G 1 joined with a path in G 2 . Also, N (G) will have v and w as two of its vertices. In order to find N (G) it suffices to find SP (v, w; G 1 ) (or SP (w, v; G 1 )) and SP (w, v; G 2 ) (or (SP (v, w; G 2 )). The union of these two paths will give (the possible) N (G). Therefore we have the following. The main idea of the algorithm is the following. We assume that at a certain point, a set of neighboring faces has been tested for a negative cycle. In the case of a positive answer, the negative cycle is output and the algorithm stops. Otherwise, this set of faces is joined to a neighboring set of faces that has also been tested, in order to form a new set. Detection of a negative cycle in this union is done according to the rules stated in Proposition 1. Thus, the algorithm proceeds in a bottom-up fashion.
We say that an interior face f has been evaluated in the tree of faces T , iff in the subgraph induced by its descendant nodes in T we have tested if there is a negative cycle and in the case of a negative answer, we have computed shortest path information between certain pairs of vertices in f . The main goal is to evaluate the root face of T . The parallel tree-contraction algorithm [1] evaluates the root of a tree T processing a logarithmic number of binary trees T 0 , T 1 , ..., T k , k = O(log |T |), T 0 = T and T k contains only one node. Also, |T i | ≤ ε|T i−1 |, 0 < ε < 1. The tree T i is obtained by T i−1 by applying a local operation, called SHUNT, to a subset of the leaves of T i−1 . The SHUNT operation consists in turn by two other operations, called prune and bypass [1] . Let l be a leaf in a tree T i−1 . By "pruning l" we denote the deletion of l from T i−1 . Let l be the unique child of a non-root node v in T i−1 . Then by "bypassing l " we denote the joining of l and v into a new node v . To complete the description of the tree-contraction algorithm we have to show how the information concerning the negative cycle is maintained. We can prove the following [12] (see fig. 3.1 SP (a, b; G 
Then in O(1) time we can compute SP (a, b; G), SP (b, a; G), SP (c, d; G) and SP (d, c; G).
Lemma 2. Let G be an outerplanar digraph and {v, w} be a separator of G, separating it into two subgraphs G 1 and G 2 . Let {a, b} and {c, d} be edges of
assuming consecutive clockwise naming of vertices in G). Assume that there are no edges {v, z}, {w, z} : z ∈ [b, c].
Suppose that the following shortest paths are provided by the input:
Clearly, the above lemmata hold in the case where the vertices around the exterior face of G constitute -in clockwise order -a constant number of intervals (instead of one). It is worth noting that as the algorithm proceeds and the tree is contracted, each leaf of T corresponds to a set of neighboring faces whose removal does not disconnect G o . Conversely, an internal node of T corresponds to a set of faces whose removal disconnects G o . Therefore it remains to explain what information is exchanged and/or updated during a SHUNT operation. We will distinguish between two types of SHUNT operations depending on what is the sibling of the tree node performing this operation.
TYPE-1:
suppose that l i is performing a SHUNT operation (see fig.3.3 ). Suppose also that l i is a leaf. Initially we know all shortest paths: (a) between the associated vertices of f i , l i and l i inside f i ; (b) between the associated vertices of l i inside l i ; and (c) between the associated vertices of l i inside l i . During the prune operation examine if there exists a negative cycle in l i ∪ f i (using Proposition 1). If it exists then stop, report that a negative cycle was found and output the cycle. Otherwise, compute Lemma 2) , where 1 ≤ x ≤ 2, 1 ≤ y ≤ 2, x = y, and continue with the bypass operation resulting into a new node f i , where f i = l i ∪f i ∪l i . Check again if there exists a negative cycle in f i and if not, compute SP (s x (f i ), s y (f i ); f i ) (using Lemma 1). Note that after this SHUNT operation (and in the case where a negative cycle was not found) we have
TYPE-2: suppose that l k is performing a SHUNT operation, and f j , the sibling of l k , is an internal node of T (see fig.3.4) . Initially we know all shortest paths: (a) between the associated vertices of f k , l k and f j inside f k ; (b) between the associated vertices of l k inside l k ; and (c) between the associated vertices of f j , f i and l j inside f j . During the prune operation examine if there exists a negative cycle in l k ∪ f k (using Proposition 1). If it exists then stop, report that a negative cycle was found and output the cycle. Otherwise, compute SP ( Lemma 2) . After that continue with the bypass operation. This results into a new node f kj , where Lemma 1) . Note that the computation of SP (s x (l j ), s y (l j ); f kj ) can only be affected by the (possibly new) cost of SP (s x (f j ), s y (f j ); l k ∪ f k ) which has been computed during the prune operation. Also, after this SHUNT operation (and in the case where a negative cycle was not found) we have s 1 (f kj ) = s 1 (f k ) and s 2 (f kj ) = s 2 (f k ). This completes the description of the SHUNT operations.
Let us call the algorithm presented in this section Out Neg Cycle. The discussion in this section leads to the following.
Theorem 1. Given an n-vertex outerplanar digraph G o = (V, E) with realvalued edge costs, algorithm Out Neg Cycle detects and outputs a negative cycle in
G o , if it exists, in O(log n log * n) time using O(n/ log n log * n) CREW PRAM processors. A sequential implementation runs in O(n) time.
Detecting a Negative Cycle in a Planar Digraph
In this section we give an efficient algorithm for detecting a negative cycle in a planar digraph G (and outputting it if it exists). The algorithm is based on the hammock decomposition technique and on the detection of a negative cycle in an outerplanar digraph presented in the previous section. The algorithm proceeds as follows: (1) Find a hammock decomposition of G intoγ hammocks using the algorithms of [8, 13] . (2) [9] , or O(log 2 n) time using O(n) processors on a CREW PRAM by [19] .) This results into a new planar digraph Gγ of size O(γ). Examine if there is any negative cycle in Gγ by running the algorithm of [18] (resp. [2] ) for the sequential (resp. parallel) case. (4) If a negative cycle is found, then output the cycle taking into account the subpaths contained in each hammock. Otherwise, output that there is no negative cycle in G. Therefore, we have the following. 
Expected Number of Hammocks
In order to study the expected behaviour ofγ we assume that the input graph G is a random one according to the G n,p model [7] , with probability for an edge to exist p ≤ c/n, c a constant. (Note that we are interested in sparse digraphs and here we need only their undirected version.) According to this model, G is planar when p < 1/n [7] . Sinceγ = Θ(γ(G )) (recall Section 2), it suffices to find an estimate for γ(G ). The genus of G is bounded above by the number of subgraphs homeomorphic to K 2,3 plus the number of subgraphs homeomorphic to K 4 in the initial graph G. To see this, consider a subgraph S of G that is homeomorphic to K 2,3 or to K 4 and let S be the subgraph of G induced on S ∪{v}. Then, the minimum number of handles which must be added to a sphere so that S can be embedded on the resulting surface, is one. . The proposition follows.
Using the above and the second moment method we can prove the following. We can similarly prove a lemma analogous to Lemma 3 for the number of subgraphs that are homeomorphic to K 4 . Thus, we have the following. We conjecture here that the above theorem holds for any graph G with p = Θ(1/n), but it seems that a different analysis is needed.
