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Jensen and Minkowski inequalities for
operator means and anti-norms
Jean-Christophe Bourin and Fumio Hiai
Abstract
Jensen inequalities for positive linear maps of Choi and Hansen-Pedersen type
are established for a large class of operator/matrix means such as some p-means
and some Kubo-Ando means. These results are also extensions of the Minkowski
determinantal inequality. To this end we develop the study of anti-norms, a notion
parallel to the symmetric norms in matrix analysis, including functionals like
Schatten q-norms for a parameter q ∈ [−∞, 1] and the Minkowski functional
det1/nA. An interpolation theorem for the Schur multiplication is given in this
setting.
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1 Introduction
Jensen inequalities for matrices and operators have various versions. The most general
ones involve a unital positive linear map E : Mn →Mm. For instance, if f(t) is operator
concave on an interval Ω, then
f(E(Z)) ≥ E(f(Z)) (1.1)
for all Z ∈ Mn{Ω}, the Hermitians with spectra in Ω. This is Choi’s inequality [11],
which is specialized to Hansen-Pedersen’s inequality [12]
f
(
k∑
i=1
C∗i ZiCi
)
≥
k∑
i=1
C∗i f(Zi)Ci (1.2)
for C∗-convex combinations in Mn{Ω} with n×m matrices Ci such that
∑k
i=1C
∗
i Ci =
I, the identity. These Jensen’s inequalities are famous characterizations of operator
concavity of the function f :
f
(
A+B
2
)
≥ f(A) + f(B)
2
, A, B ∈Mn{Ω}. (1.3)
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Are there similar inequalities by making use of the pth power map Ep(Z) := E
1/p(Zp)
with p > 0 ? We will deal with this question in Section 2. This contains some Jensen
type inequalities for the power p-means
AβpB :=
(
Ap +Bp
2
)1/p
(1.4)
of two positive operators A,B.
Sections 3 and 4 are concerned with the operator means in the Kubo-Ando sense
[17]. The concavity results obtained in Section 2 for the means (1.4) have analogous
statements for a natural class of operator means; this is the central part of the paper.
In Section 3 we obtain the Minkowski type inequality
det1/n(AσB) ≥ (det1/nA) σ (det1/nB), (1.5)
when σ is an operator mean with some geometric convexity property, in particular, an
average of the weighted geometric means A#αB, which we will call a geodesic mean.
Thus (1.5) extends the Minkowski inequality for the arithmetic mean. Section 4 further
extends these inequalities to those involving concave functions in the general setting
of anti-norms, a class of functionals on M+n := Mn{[0,∞)}, including the Schatten q-
anti-norms for q ∈ (−∞, 1] and the Minkowski functional A 7→ det1/nA. Jensen type
inequalities similar to those in Section 2 will be obtained for anti-norms.
The means in Sections 3 and 4 do not cover a wide class of Kubo-Ando means, but
they turn out rather natural as they have extensions for several variables, generaliz-
ing the geometric means of several matrices introduced by Moakher [21] and Bhatia-
Holbrook [6] (also by [3] in a different approach). This is our concern in Section 5. We
will extend some recent inequalities due to Lawson-Lim [18] and Bhatia-Karandikar [7].
Section 6, a related but independent complement, gives several basic facts on sym-
metric anti-norms. It is noticed that the Minkowski functional A 7→ det1/nA is quite
a special anti-norm. We show some interpolation properties for symmetric anti-norms,
with a stronger version for Schur multiplication maps. Finally, we point out a reverse
Ho¨lder inequality.
Let A,B ∈ M+n , and let λ1(A) ≥ · · · ≥ λn(A) denote the eigenvalues of A listed in
decreasing order with multiplicities. The supermajorization A ≺w B means that
k∑
j=1
λn+1−j(A) ≥
k∑
j=1
λn+1−j(B), k = 1, . . . , n.
If equality holds when k = n, we have the usual majorization A ≺ B. We write A↓
for the diagonal matrix whose entries on the diagonal are the λi(A)’s in decreasing
order, and A↑ for that whose diagonals are the λi(A)’s in increasing order. The famous
Lidskii-Wielandt and the Ky Fan majorizations (see [20, 4, 19]) are written as
A↓ +B↑ ≺ A+B ≺ A↓ +B↓. (1.6)
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By the log-supermajorization A ≺w(log) B we mean that
k∏
j=1
λn+1−j(A) ≥
k∏
j=1
λn+1−j(B), k = 1, . . . , n.
The log-supermajorization version of (1.6) for an operator mean σ might be
A↓ σ B↑ ≺w(log) AσB ≺w(log) A↓ σ B↓. (1.7)
Although the problem of characterizing σ for which two relations in (1.7) hold is left
open, we prove a partial result when σ is a geodesic mean.
Two significant features of the present paper are continued from the previous [9].
The first is the relation between supermajorization and anti-norms. We noted in [9]
that supermajorization leads to inequalities for anti-norms. In Section 4 we adapt this
to log-supermajorization and a sub-class of anti-norms, called derived anti-norms, and
extend the Minkowski type inequalities in Section 3 to anti-norm inequalities.
The second feature is the use of the Minkowski or Jensen type inequalities via unitary
orbits for concave functions. Likewise in [9], we apply the following substitute for (1.1)–
(1.3) when f is a general concave function.
Theorem 1.1. Let E : Mn →Mm be a unital positive linear map, let f(t) be a concave
function on an interval Ω, and let Z ∈Mn{Ω}. Then, for some unitaries U, V ∈Mm,
f(E(Z)) ≥ UE(f(Z))U
∗ + V E(f(Z))V ∗
2
.
If furthermore f(t) is monotone, then we can take U = V .
A proof of Theorem 1.1 can be found in [8] and [10]. If 0 ∈ Ω and f(0) ≥ 0, then
Theorem 1.1 holds also for sub-unital maps as (1.1) and (1.2) do so.
2 Jensen inequalities for power means
In this paper, E denotes a unital (or sub-unital) positive linear map between two matrix
algebras Mn and Mm. Here, E is sub-unital if E(I) ≤ I, where I denotes the identity
of any matrix algebra. We aim to extend the fundamental inequality (1.1) to the maps
on M+n defined for p ∈ (0, 1] by
Ep(Z) := E
1/p(Zp).
For the limit case p = 0 one can define
E0(Z) := lim
pց0
Ep(Z) = expE(logZ)
as long as E is unital and Z ∈M+n is invertible. Indeed, under these assumptions, Ep(Z)
is also invertible and
3
logEp(Z) =
1
p
logE(I + p logZ + o(p))
=
1
p
log(I + pE(logZ) + o(p)) −→ E(logZ) as pց 0.
Thus, considering E as a kind of arithmetic mean and (1.1) as the corresponding
Jensen inequality, we are looking for analogous Jensen type inequalities for the pth
power map Ep with p ∈ (0, 1]. The assumption of operator concavity is not relevant to
this purpose and inequalities for the order relation in M+m are not possible even for a
function such as f(t) =
√
t. However, with a reasonable concavity assumption, some
meaningful eigenvalue estimates hold. Our assumption is the doubly concavity of f(t).
We will say that a function f(t) is doubly concave if:
1. f(t) is a non-negative continuous function defined on a positive interval Ω ⊂ [0,∞),
2. f(t) is concave in the usual sense,
3. f(t) is geometrically concave, i.e., f(
√
xy) ≥√f(x)f(y) for all x, y ∈ Ω.
If f(t) and g(t) are doubly concave on Ω, then so is their geometric mean fα(t)g1−α(t)
for α ∈ [0, 1] and their minimum min{f(t), g(t)}. These properties with the following
examples show that there are a lot of doubly concave functions.
Example 2.1. Of course, the most important examples of doubly concave functions on
Ω = [0,∞) are t 7→ tq with exponent q ∈ [0, 1]. Other simple examples are t 7→ t/(t+1),
t 7→ t/√t + 1 and t 7→ 1− e−t. However, log(1 + t) is not doubly concave on [0,∞).
Example 2.2. On Ω = [1,∞), the functions log t and (t− 1)p for p ∈ [0, 1] are doubly
concave. For q ≥ 1, the function (tq − 1)1/q is also doubly concave on [1,∞).
Example 2.3. On Ω = [0, 1], the functions t(t− 1) and −t log t are doubly concave, as
well as the function
√
1− t2.
Example 2.4. The function sin t is doubly concave on [0, pi] and the function cos t is
doubly concave on [0, pi/2]. More generally, for α, β ≥ 0 such that α+β ≤ 1, the function
sinα t cosβ t is doubly concave on [0, pi/2], as well as the function min{sin t, cos t}.
Example 2.5. Let α > 0. The function α− |t− α| is doubly concave on [0, 2α]. More
generally, let 0 < α1 ≤ α2 < β and define a piecewise linear function by f(0) = f(β) = 0,
f(α1) = f(α2) > 0 and by the condition that f(t) is linear on each interval [0, α1], [α1, α2]
and [α2, β]. Then f(t) is doubly concave on [0, β].
Our last example is of a rather general nature and is a straightforward consequence
of the arithmetic-geometric mean inequality.
Example 2.6. All non-negative, non-increasing, continuous concave functions defined
on an interval [0, β] are doubly concave.
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We have the following Jensen inequalities for power means associated to a unital
positive linear map E : Mn → Mm. The unitality assumption can be relaxed to sub-
unitality.
Theorem 2.7. Let E : Mn → Mm be a sub-unital positive linear map. If f(t) is a
doubly concave function on Ω, Z ∈Mn{Ω}, and p ∈ (0, 1], then
f(Ep(Z)) ≺w(log) Ep(f(Z)).
If furthermore f(t) is monotone, then, for some unitary V ∈Mm,
f(Ep(Z)) ≥ V Ep(f(Z))V ∗.
Moreover, the above assertions hold for p = 0 too when E is unital and both Z and
f(Z) are invertible.
If Ω is an unbounded interval of [0,∞), a non-negative concave function on Ω is
automatically non-decreasing, so that the second stronger estimate holds. The following
is the special case for the power means (1.4). Note that the p = 0 case of (1.4) is
Aβ0B := lim
pց0
AβpB = exp
(
logA + logB
2
)
(2.1)
for invertible A,B ∈ M+n .
Corollary 2.8. Let f(t) be a doubly concave function on [0,∞), let A,B ∈ M+n and
0 < p ≤ 1. Then,
f(AβpB) ≥ V {f(A) βp f(B)}V ∗
for some unitary V ∈Mn. Moreover, this holds for p = 0 too when f(t) is not identically
zero and A,B are invertible.
The corollary follows by applying Theorem 2.7 to Z = A⊕ B and E : M2n → Mn,
E
([
A X
Y B
])
:=
A+B
2
.
Note that, except the trivial case f ≡ 0, f(t) > 0 for all t ∈ (0,∞) and hence f(A) is
invertible whenever so is A.
It is not possible to delete the unitary V in Corollary 2.8, even for a doubly concave
and operator concave function. For instance, if f(t) = t1/3 and p = 1/3 then we cannot
have (Aβ1/3B)
1/3 ≥ A1/3 β1/3B1/3, since it would imply that t→ t3 is operator convex,
a contradiction.
Another special case of Theorem 2.7 deals with the Schur product X ◦Y of Mn (the
entrywise product of X and Y ). This follows from the fact that Z 7→ A ◦Z is a positive
and sub-unital linear map when A ∈M+n has diagonal entries less than or equal to 1.
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Corollary 2.9. Let f(t) be a doubly concave function on [0,∞), let A,Z ∈ M+n and
0 < p ≤ 1. Assume that the diagonal entries of A are all less than or equal to 1. Then,
f({A ◦ Zp}1/p) ≥ V {A ◦ (f(Z))p}1/pV ∗
for some unitary V ∈Mn.
We turn to the proof of the theorem. For this we first give a lemma.
Lemma 2.10. If f(t) is a doubly concave function on Ω and p ∈ (0, 1], then f p(t1/p) is
concave on Ωp := {tp : t ∈ Ω}.
Proof. We may assume that Ω is an open interval. Then we can further assume that f(x)
is strictly positive on Ω; otherwise f(x) must be identically zero. The concavity of f on
Ω means that the right derivative f ′+(x) is non-increasing on Ω. The geometric concavity
of f(x) is equivalent to the concavity of g(t) := log f(et) on log Ω := {log x : x ∈ Ω}.
Notice that the right derivative of g(t) is g′+(t) = e
tf ′+(e
t)/f(et). In fact, this is seen by
taking the limit as δ ց 0 of
g(t+ δ)− g(t)
δ
=
et+δ − et
δ
· f(e
t+δ)− f(et)
et+δ − et ·
log f(et+δ)− log f(et)
f(et+δ)− f(et) ,
where the above last term can be replaced with 1/f(et) if f(et+δ) = f(et). Hence it
follows that xf ′+(x)/f(x) is non-increasing on Ω. Next, consider the function h(t) :=
f p(t1/p) on Ωp. By a similar argument, we notice that the right derivative of h(t) is
h′+(t) = t
1
p
−1f p−1(t1/p)f ′+(t
1/p). Thus, the concavity of h(t) on Ωp is equivalent to that
x1−pf p−1(x)f ′+(x) is non-increasing on Ω. Since
x1−pf p−1(x)f ′+(x) =
{
{xf ′+(x)/f(x)}1−p{f ′+(x)}p if f ′+(x) ≥ 0,
−{−xf ′+(x)/f(x)}1−p{−f ′+(x)}p if f ′+(x) ≤ 0,
this indeed holds.
Proof of Theorem 2.7. Assume that 0 < p ≤ 1. For any Z ∈ Mn{Ω} let X := Zp ∈
Mn{Ωp}. By Lemma 2.10 we can apply Theorem 1.1 to the function f p(t1/p) so that we
have
f p(E1/p(X)) ≥ UE(f
p(X1/p))U∗ + V E(f p(X1/p))V ∗
2
for some unitaries U, V . We thus obtain
f p(E1/p(Zp)) ≥ UE(f
p(Z))U∗ + V E(f p(Z))V ∗
2
, (2.2)
which yields the supermajorization
f p(E1/p(Zp)) ≺w E(f p(Z)). (2.3)
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Here, we notice that if A,B ∈ M+n and A ≺w B, then A ≺w(log) B. Indeed, to see
this we may assume that A,B are invertible. The increasing convex function − log(−x)
on (−∞, 0) is applied to −A ≺w −B (which is equivalent to A ≺w B) so that we
have − logA ≺w − logB. This means that A ≺w(log) B. Therefore, (2.3) entails the
log-supermajorization
f p(E1/p(Zp)) ≺w(log) E(f p(Z)),
which is equivalent to
f(E1/p(Zp)) ≺w(log) E1/p(f p(Z)).
This proves the first assertion of the theorem. In case of an additional monotony as-
sumption on f(t), we have U = V in (2.2) so that
f p(E1/p(Zp)) ≥ UE(f p(Z))U∗.
Since t 7→ t1/p is increasing, it follows that
f(E1/p(Zp)) ≥ V E1/p(f p(Z))V ∗
for some unitary V . This proves the second assertion. The last assertion for the case
p = 0 is immediately seen by taking the limit as pց 0 of the above estimates.
As another consequence of Theorem 2.7 (or Corollary 2.8) we have the following
determinantal inequality. The proof of a more general result will be given in Section 4,
Proposition 4.12. Note that a β0 b is defined for all scalars a, b ≥ 0 in such a way that
a β0 b = 0 if a = 0 or b = 0.
Corollary 2.11. Let f(t) be a doubly concave function on Ω, let A,B ∈ Mn{Ω} and
0 < p ≤ 1. Then
det1/nf(AβpB) ≥ {det1/nf(A)} βp {det1/nf(B)}.
Moreover, this holds for p = 0 too when A,B are invertible.
Corollary 2.11 for p = 1 and f(t) = t is Minkowski’s inequality.
Next, we may define doubly convex functions in a similar way. A function g(t) is
doubly convex if:
1. g(t) is a non-negative continuous function defined on a positive interval Ω ⊂ [0,∞),
2. g(t) is convex,
3. g(t) is geometrically convex, i.e., g(
√
xy) ≤
√
g(x)g(y) for all x, y ∈ Ω.
Example 2.12. Given real numbers ci ≥ 0 and αi ∈ (−∞, 0]∪ [1,∞), i = 1, . . . , n, the
function g(t) :=
∑n
i=1 cit
αi is doubly convex on (0,∞).
Double convexity will be used in Section 4. This notion is not relevant to the
following convex version of Theorem 2.7. It suffices to use merely convex functions, but
a monotony assumption is necessary.
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Proposition 2.13. Let E : Mn → Mm be a sub-unital positive linear map. If g(t) is a
non-negative convex function on [0,∞) with g(0) = 0, Z ∈ M+n , and q ≥ 1, then, for
some unitary V ∈Mm,
g(Eq(Z)) ≤ V Eq(g(Z))V ∗.
If E is unital, then the above estimate holds also for any decreasing, non-negative convex
function on (0,∞) and any invertible Z ∈M+n .
We have statements, with reverse inequalities, similar to the previous corollaries for
doubly concave functions. For instance:
Corollary 2.14. Let g(t) be a non-negative convex function on [0,∞) with g(0) = 0,
let A,B ∈M+n and q ≥ 1. Then,
g(Aβq B) ≤ V {g(A) βq g(B)}V ∗
for some unitary V ∈Mn.
We turn to the proof of the proposition.
Proof of Proposition 2.13. Considering g(t)+εt or g(t)+ε for any ε > 0, we can assume
that g(t) > 0 for all t > 0. Note that g(t) is necessarily continuous, right differentiable,
and the right derivative of h(t) := gq(t1/q) on (0,∞) is h′+(t) = t
1
q
−1gq−1(t1/q)g′+(t
1/q) as
in the proof of Lemma 2.10. Thus, the convexity of h(t) on (0,∞) is equivalent to that
{g(x)/x}q−1g′+(x) is non-decreasing on (0,∞). This indeed holds: If g(t) is convex with
g(0) = 0, then both g(x)/x and g′+(x) are non-negative and non-decreasing. On the
other hand, if g(t) is convex and decreasing, then g(x)/x is non-increasing and g′+(x)
are non-decreasing with opposite signs. Therefore, under our assumption, gq(t1/q) is
convex. We may then apply the convex version of Theorem 1.1 and argue as in the
proof of Theorem 2.7.
3 Minkowski type inequalities
Section 3 is a bridge between Sections 2 and 4. Here, we will focus on Minkowski
determinantal type inequalities. Our setting is the theory of operator means in the
Kubo-Ando sense [17], regarded as genuine non-commutative means. An important
property of operator means is the compatibility with congruence maps A 7→ X∗AX ,
that is, for every A,B ∈M+n and every invertible X ∈Mn,
(X∗AX) σ (X∗BX) = X∗(AσB)X. (3.1)
From this and simultaneous diagonalization, we see that an operator mean is determined
by its value on commuting operators. The fact that invertibility of X is crucial for (3.1)
should be stressed. For general X we only have (X∗AX) σ (X∗BX) ≥ X∗(AσB)X ,
called the transformer inequality, and more generally for any positive linear map E :
Mn →Mm,
E(A) σ E(B) ≥ E(AσB).
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This is essentially due to Ando [1], and it is related to the fact that σ is not necessarily
continuous on the boundary of M+n , the non-invertible part of M
+
n . We only have
continuity from above; in particular,
AσB = lim
εց0
(A+ εI) σ (B + εI). (3.2)
Each operator mean σ is associated with a non-negative operator monotone function h(t)
on [0,∞) with h(1) = 1, the representing function of σ. For every invertible A,B ∈M+n
we have
AσB = A1/2h(A−1/2BA−1/2)A1/2.
This is, together with (3.2), the definition of σ in terms of the function h(t). With a
suitable assumption on the representing function, we obtain below some Minkowski type
majorizations.
The famous Minkowski determinantal inequality is
det1/n(A+B) ≥ det1/nA+ det1/nB (3.3)
for any A,B ∈ M+n . In the rest of the paper, for any X ∈ Mn, we write µ1(X) ≥ · · · ≥
µn(X) for the singular values of X (i.e., the eigenvalues of |X|) in decreasing order with
multiplicities. In [9] we noted that (3.3) can be extended to{
n∏
j=n+1−k
µj(A+B)
}1/k
≥
{
n∏
j=n+1−k
µj(A)
}1/k
+
{
k∏
j=n+1−k
µj(B)
}1/k
or equivalently,{
n∏
j=n+1−k
µj(A▽B)
}1/k
≥
{
n∏
j=n+1−k
µj(A)
}1/k
▽
{
k∏
j=n+1−k
µj(B)
}1/k
(3.4)
for k = 1, . . . , n, where ▽ stands for the arithmetic mean. Replace A,B with (A +
εI)−1, (B + εI)−1, respectively, in (3.4), take the inverse of the both sides, and let
εց 0. Then we also have{
k∏
j=1
µj(A !B)
}1/k
≤
{
k∏
j=1
µj(A)
}1/k
!
{
k∏
j=1
µj(B)
}1/k
, (3.5)
where ! stands for the harmonic mean, A !B := 2(A−1 +B−1)−1.
In the next theorem we obtain majorizations similar to (3.4) and (3.5) for more
general operator means, but their forms are rather weaker than those of (3.4) and (3.5).
Theorem 3.1. Let σ be an operator mean with the representing function h(t).
(i) Assume that h(t) is geometrically convex. Then, for every A,B ∈ M+n and k =
1, . . . , n, {
k∏
j=1
µj(AσB)
}1/k
≥
{
k∏
j=1
µj(A)
}1/k
σ
{
n∏
j=n+1−k
µj(B)
}1/k
, (3.6)
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{
k∏
j=1
µj(AσB)
}1/k
≥
{
n∏
j=n+1−k
µj(A)
}1/k
σ
{
k∏
j=1
µj(B)
}1/k
. (3.7)
(ii) Assume that h(t) is geometrically concave. Then, for every A,B ∈ M+n and k =
1, . . . , n,
{
n∏
j=n+1−k
µj(AσB)
}1/k
≤
{
n∏
j=n+1−k
µj(A)
}1/k
σ
{
k∏
j=1
µj(B)
}1/k
, (3.8)
{
n∏
j=n+1−k
µj(AσB)
}1/k
≤
{
k∏
j=1
µj(A)
}1/k
σ
{
n∏
j=n+1−k
µj(B)
}1/k
. (3.9)
Proof. (i) To prove (3.6), we may assume by continuity from above that A and B are
invertible. Hence AσB = A1/2h(A−1/2BA−1/2)A1/2, so we have
{
k∏
j=1
µj(AσB)
}1/k
=
{
k∏
j=1
µj(A
1/2h1/2(A−1/2BA−1/2))
}2/k
≥
{
k∏
j=1
µj(A
1/2)
}2/k{ n∏
j=n+1−k
µj(h
1/2(A−1/2BA−1/2))
}2/k
=
{
k∏
j=1
µj(A)
}1/k{ n∏
j=n+1−k
h(µj(A
−1/2BA−1/2))
}1/k
≥
{
k∏
j=1
µj(A)
}1/k
h
({
n∏
j=n+1−k
µj(A
−1/2B1/2)
}2/k)
≥
{
k∏
j=1
µj(A)
}1/k
h
({
n∏
j=n+1−k
µj(A
−1/2)
}2/k{ n∏
j=n+1−k
µj(B
1/2)
}2/k)
=
{
k∏
j=1
µj(A)
}1/k
h
({
k∏
j=1
µj(A)
}−1/k{ n∏
j=n+1−k
µj(B)
}1/k)
.
In the above, the first inequality is due to the Gel’fand-Naimark majorization ([20,
p. 248], [4, III.4.5]), the second is due to the geometric convexity of h(t), and the last
is due to the Horn majorization ([20, p. 246], [4, (III.19)]). Hence (3.6) is obtained.
The proof of (3.7) is similar, or else we can show it from (3.6) as follows: Consider the
transposed operator mean Aσ′B := B σA with the corresponding representing function
h˜(t) := th(t−1) for t > 0 (and h˜(0) := limtց0 h˜(t)). Since h˜(t) is geometrically convex,
we can apply (3.6) to A and B interchanged so that (3.7) follows.
(ii) We may assume as above that A,B are invertible. We can infer (3.8) from (3.6).
Indeed, consider the adjoint operator mean Aσ∗B := (A−1 σ B−1)−1 for invertible A,B
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with the representing function h∗(t) := h(t−1)−1 for t > 0. Since h∗(t) is geometrically
concave if and only if h(t) is geometrically convex, we can apply (3.6) to A−1 and B−1
to obtain{
k∏
j=1
µj(A
−1 σ∗B−1)
}1/k
≥
{
k∏
j=1
µj(A
−1)
}1/k
σ∗
{
n∏
j=n+1−k
µj(B
−1)
}1/k
.
By reversing both sides we have (3.8), which also implies (3.9) as in the proof of (i).
Corollary 3.2. Let σ be an operator mean whose representing function is geometrically
convex. Then, for every A,B ∈M+n ,
det1/n(AσB) ≥ (det1/nA) σ (det1/nB),
and the reverse inequality holds if the representing function is geometrically concave.
Remark 3.3. It is obvious that the majorization with
∏k
j=1 (resp.,
∏n
j=n+1−k) in the all
three terms in (3.6) (resp., (3.8)) does not hold. In fact, for the arithmetic mean (resp.,
the harmonic mean) and k = 1, this means that µ1(A+ B) ≥ µ1(A) + µ1(B) that is of
course false.
Remark 3.4. The arithmetic mean and the logarithmic operator mean (see Example 3.12
below) satisfy the assumption of (i), and the harmonic mean satisfies the assumption
of (ii). The geometric operator mean obviously satisfies both assumptions. We do not
know whether, under the assumption of (i), the generalization
{
n∏
j=n+1−k
µj(AσB)
}1/k
≥
{
n∏
j=n+1−k
µj(A)
}1/k
σ
{
n∏
j=n+1−k
µj(B)
}1/k
of (3.4) and Corollary 3.2 holds or not, and whether, under the assumption of (ii), the
generalization
{
k∏
j=1
µj(AσB)
}1/k
≤
{
k∏
j=1
µj(A)
}1/k
σ
{
k∏
j=1
µj(B)
}1/k
of (3.5) holds or not. But, these hold true for the weighted geometric operator means
as stated in the next proposition.
For each α ∈ [0, 1] let A#αB denote the α-weighted geometric mean of A,B ∈M+n ,
defined for invertible A,B as
A#αB := A
1/2(A−1/2BA−1/2)αA1/2.
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Proposition 3.5. Let α ∈ [0, 1]. For every A,B ∈ M+n and k = 1, . . . , n,{
k∏
j=1
µj(A)
}
#α
{
n∏
j=n+1−k
µj(B)
}
≤
k∏
j=1
µj(A#αB) ≤
{
k∏
j=1
µj(A)
}
#α
{
k∏
j=1
µj(B)
}
, (3.10)
{
n∏
j=n+1−k
µj(A)
}
#α
{
k∏
j=1
µj(B)
}
≥
n∏
j=n+1−k
µj(A#αB) ≥
{
n∏
j=n+1−k
µj(A)
}
#α
{
n∏
j=n+1−k
µj(B)
}
. (3.11)
Proof. Since the representing function of #α is t
α, the first inequalities of (3.10) and
(3.11) are special cases of (3.6) and (3.8), respectively. Let us prove the second inequality
of (3.10). We may assume that A,B are invertible and 0 < α < 1. Since A
1−α
2α BA
1−α
2α ≤ I
implies A#αB ≤ I as easily verified, we have ‖A#αB‖∞ ≤
∥∥(A 1−α2α BA 1−α2α )α∥∥
∞
for the
operator norm. With the antisymmetric tensor power technique (see [2], [13, Section
4.6]) this yields
k∏
j=1
µj(A#αB) ≤
k∏
j=1
µj
((
A
1−α
2α BA
1−α
2α
)α)
, k = 1, . . . , n.
Moreover, for k = 1, . . . , n,
k∏
j=1
µj
((
A
1−α
2α BA
1−α
2α
)α)
=
{
k∏
j=1
µj
(
A
1−α
2α B1/2
)}2α ≤
{
k∏
j=1
µj(A)
}1−α{ k∏
j=1
µj(B)
}α
by the Horn majorization. Hence the second inequality of (3.10) follows. The second
inequality of (3.11) then follows from that of (3.10) by replacing A,B with A−1, B−1
and reversing the inequality.
The following is a restatement of the second inequality of (3.10) or (3.11) in terms
of log-majorization, see [2].
Corollary 3.6. For every A,B ∈M+n and every α ∈ [0, 1],
A#αB ≺(log) A↓#αB↓. (3.12)
Proof. The second inequality of (3.10) means that
A#αB ≺w(log) A↓#αB↓.
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Since
n∏
j=1
µj(A#αB) = det(A#αB) = (detA)
1−α(detB)α =
n∏
j=1
{
µ1−αj (A)µ
α
j (B)
}
,
we have (3.12).
Proposition 3.7. Let σ be an operator mean with representing function h(t). Assume
that there exists a probability measure ν on [0, 1] such that
h(x) =
∫ 1
0
xα dν(α), x ∈ [0,∞). (3.13)
Then, for every A,B ∈M+n and k = 1, . . . , n,{
n∏
j=n+1−k
µj(AσB)
}1/k
≥
{
n∏
j=n+1−k
µj(A)
}1/k
σ
{
n∏
j=n+1−k
µj(B)
}1/k
. (3.14)
Proof. By assumption the operator mean AσB is expressed as
AσB =
∫ 1
0
A#αB dν(α).
Since A ∈M+n 7→
{∏n
j=n+1−k µj(A)
}1/k
is superadditive (hence concave) by [9, Example
3.8] (or Example 4.5 below),
{
n∏
j=n+1−k
µj(AσB)
}1/k
≥
∫ 1
0
{
n∏
j=n+1−k
µj(A#αB)
}1/k
dν(α)
≥
∫ 1
0
{
n∏
j=n+1−k
µj(A)
}1/k
#α
{
n∏
j=n+1−k
µj(B)
}1/k
dν(α)
=
{
n∏
j=n+1−k
µj(A)
}1/k
σ
{
n∏
j=n+1−k
µj(B)
}1/k
,
where (3.11) has been used for the second inequality.
Remark 3.8. As mentioned in the Introduction, we are interested in operator means σ
for which the log-supermajorizations in (1.7) hold. For example, the second inequality
(3.11) (or the log-majorization of Corollary 3.6) is the second relation of (1.7) for σ = #α
and the first of (3.11) is slightly weaker than that of (1.7) for σ = #α. When σ has the
representing function as in Proposition 3.7, (3.14) is a weaker version of the second of
(1.7) since (a σ b)1/k ≥ a1/k σ b1/k for reals a, b ≥ 0 in this case. Note also that sums of
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geometrically convex functions are again such functions; so the function h(t) given in
(3.13) is geometrically convex.
When σ = ▽ the arithmetic mean, both relations of (1.7) hold since (1.6) entails
A↓+B↑ ≺w(log) A+B ≺w(log) A↓+B↓. Furthermore, by replacing A,B with A−1, B−1 and
reversing the inequalities, we see that the relations in (1.7) hold with log-submajorization
≺w(log) instead of ≺w(log) when σ = ! the harmonic mean. When σ = # the geometric
mean, both of (1.7) do hold; in fact, the log-majorizations A↓#B↑ ≺(log) A#B ≺(log)
A↓#B↓ hold. This follows from the Gel’fand-Naimark and the Horn majorizations
applied to the factorization A#B = A1/2V B1/2 where V := (A−1/2BA−1/2)1/2A1/2B−1/2
is a unitary. On the other hand, if AB = BA, then both of (1.7) do hold also when
σ = σp is the operator p-mean (see Example 3.11) for p ∈ (0, 1).
After these considerations we may conjecture (1.7) for any operator mean σ whose
representing function is geometrically convex.
In the rest of the section we will present a characterization of operator monotone
functions on [0,∞) admitting the integral expression (3.13) and give concrete examples
of such functions.
Theorem 3.9. The following conditions for a non-negative operator monotone function
h(x) on [0,∞) are equivalent:
(i) there exists a finite positive measure ν on [0, 1] such that
f(x) =
∫ 1
0
xλ dν(λ), x ∈ [0,∞);
(ii) h(et) is absolutely monotone on R, i.e., d
n
dtn
h(et) ≥ 0 for every t ∈ R and n ∈ N,
or equivalently, h(e−t) is completely monotone on R.
Proof. (i) ⇒ (ii). Assumption (i) means that
h(e−t) =
∫ 1
0
e−λt dν(λ), t ∈ R.
Since d
n
dtn
d−λt = (−λ)ne−λt for every t ∈ R, we have
(−1)n d
n
dtn
h(e−t) =
∫ 1
0
λne−λt dν(λ) ≥ 0, t ∈ R,
and so (ii) follows.
(ii) ⇒ (i). For each α ∈ R, (ii) implies that f(e−(t−α)) is completely monotone on
[0,∞). Hence by Bernstein’s representation theorem [23] there exists a unique positive
finite measure να on [0,∞) such that
h(e−(t−α)) =
∫ ∞
0
e−λt dνα(λ), t ∈ [0,∞).
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Whenever α ≥ 0, by replacing t ≥ 0 with t+ α ≥ 0 we have
h(e−t) =
∫ ∞
0
e−λte−αλ dνα(λ), t ∈ [0,∞).
Thanks to the uniqueness of the representation measure in Bernstein’s representation,
we have dν0(λ) = e
−αλ dνα(λ) so that dνα(λ) = e
αλ dν0(λ) on [0,∞). Therefore,
h(e−(t−α)) =
∫ ∞
0
e−λ(t−α) dν0(λ)
for every t ≥ 0 and every α ≥ 0, which implies that
h(e−t) =
∫ ∞
0
e−λt dν0(λ), t ∈ R,
that is,
h(x) =
∫ ∞
0
xλ dν0(λ), x ∈ (0,∞). (3.15)
Now suppose that ν0((1,∞)) > 0. Then we have
h(x)
x
≥
∫
(1,∞)
xλ−1 dν0(λ)ր +∞ as xր∞,
which contradicts the fact that limx→∞ h(x)/x < +∞, easily verified from the integral
expression of h(x) [4, (V.53)]. Hence ν0((1,∞)) = 0 and (3.15) is the required integral
expression in (i). The equality for x = 0 also follows by taking the limit of (3.15) as
xց 0.
In the following let us consider three typical families of operator monotone functions
discussed in [14, 15]. Examples show that operator monotone functions having the
integral expression (3.13) are not many.
Example 3.10. For each α ∈ [0, 1] the function
hα(x) :=
xα + x1−α
2
is an operator monotone function on [0,∞). It is clearly a special form of (3.13).
Example 3.11. For each p ∈ [−1, 1] the function
bp(x) :=
(
xp + 1
2
)1/p
,
where b0(x) := limp→0 bp(x) =
√
x, is the representing function of the operator p-mean
σp such that AσpB = AβpB when AB = BA. The function bp(x) is geometrically
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convex if 0 ≤ p ≤ 1 and geometrically concave if −1 ≤ p ≤ 0. On the other hand, when
p = 1/m with m ∈ N, since
b1/m(x) =
(
x1/m + 1
2
)m
=
1
2m
m∑
k=0
(
m
k
)
xk/m,
b1/m has an integral form (3.13). Now, suppose that p ∈ (0, 1) and bp is represented as
in (3.13). By Theorem 3.9, (et+1)q must be absolutely monotone on R, where q := p−1.
Then (et+1)q can extend to an entire function, see [23]. But this is not the case unless
q is a positive integer, because (ez + 1)q has a singularity at z = ipi for a non-integer q.
Thus, for p ∈ (0, 1) such that p−1 /∈ N, bp(x) does not admit the expression (3.13).
Example 3.12. For each α ∈ [−1, 2] the function
fα(x) :=
α− 1
α
· x
α − 1
xα−1 − 1
is operator monotone on [0,∞). Here, f1/2(x) =
√
x and f1(x) = (x − 1)/ log x, the
representing function of the logarithmic operator mean. When 1 < α ≤ 2, we have
d2
dt2
log fα(e
t) =
e(2α−1)t
(eαt − 1)2(e(α−1)t − 1)2 ϕ(t),
where
ϕ(t) := (α− 1)2eαt − α2e(α−1)t + 2(2α− 1)− α2e−(α−1)t + (α− 1)2e−αt.
Since
ϕ′′(t) = α2(α− 1)2{eαt − e(α−1)t − e−(α−1)t + e−αt} ≥ 0,
we see that ϕ(t) ≥ 0 and hence d2
dt2
log fα(e
t) ≥ 0. When −1 ≤ α < 1, we have
log fα(e
t) = log
1− α
α
+ log
eαt − 1
1− e(α−1)t ,
and d
2
dt2
log fα(e
t) is given in the same expression as above with the same function ϕ(t). If
1/2 ≤ α < 1, then ϕ′′(t) ≥ 0 so that d2
dt2
log fα(e
t) ≥ 0. If −1 ≤ α < 1/2, then ϕ′′(t) < 0
for t 6= 0 so that d2
dt2
log fα(e
t) < 0 for all t 6= 0. Therefore, fα(x) is geometrically convex
for α ∈ [1/2, 2] and geometrically concave for α ∈ [−1, 1/2).
Now, suppose that α ∈ [1/2, 2] \ {1} and fα(x) is represented as in (3.13). Then by
Theorem 3.9,
α− 1
α
· e
αt − 1
e(α−1)t − 1 =
α− 1
α
· sinh
αt
2
sinh (α−1)t
2
et/2
is absolutely monotone on R so that sinhαt/ sinh(α−1)t can extend to an entire function.
Since sinh(α − 1)z = 0 at z = ipi/(α − 1), we must have sinh iαpi/(α − 1) = 0 so that
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α/(α− 1) = m ∈ Z. Hence α = m/(m− 1) with m ∈ Z \ {0, 1}. When α = m/(m− 1)
with m ∈ {2, 3, . . . }, we have
fα(x) =
1
m
m−1∑
k=0
x
kt
m−1 ,
which is a special case of (3.13). When α = −m/(−m − 1) = m/(m + 1) with m ∈
{1, 2, . . . }, we have
fα(x) =
1
m
m∑
k=1
x
kt
m+1 ,
which is also a particular form of (3.13). Therefore, fα admits the expression (3.13) if
and only if
α ∈
{
m
m+ 1
: m = 1, 2, . . .
}
∪ {1} ∪
{
m+ 1
m
: m = 1, 2, . . .
}
.
Note that fm/(m+1)(x)ր f1(x) and f(m+1)/m(x)ց f1(x) as m→∞.
In this section, we have been concerned with operator means AσB whose represent-
ing functions h(x) is such that h(et) is absolutely monotone on R. Equivalently, these
operator means are averages of weighted geometric means A#αB expressed as
AσB =
∫ 1
0
A#αB dν(α) (3.16)
for some probability measure ν on [0, 1]. Since the path α ∈ [0, 1] 7→ A#αB is the
geodesic from A to B for a natural Riemannian metric on the positive definite matrices
(see [5] and also Section 5 below), we call such an operator mean a geodesic mean. The
next section considerably extends Proposition 3.7. Indeed, an inequality more general
than (3.14) will be given in Corollary 4.8 below. But we gave a brief independent proof
of Proposition 3.7 to make this section self-contained.
4 Anti-norms and operator means
A symmetric norm ‖ · ‖, i.e., a unitarily invariant norm on Mn, can be defined by its
restriction to the positive coneM+n . Symmetric norms restricted onM
+
n are characterized
by the following three properties: (i) ‖λA‖ = λ‖A‖ for all A ∈M+n and all reals λ ≥ 0,
(ii) ‖UAU∗‖ for all A ∈ M+n and all unitaries U ∈ Mn, and (iii) ‖A‖ ≤ ‖A + B‖ ≤
‖A‖+ ‖B‖ for all A, B ∈M+n .
This section continues the study of geodesic means defined by (3.16). We will extend
Proposition 3.7 and obtain a Jensen/Minkowski inequality for quite a large class of
functionals that we call anti-norms as those are similar to symmetric norms but with a
reverse inequality.
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Definition 4.1. A symmetric anti-norm ‖ · ‖! on M+n is a non-negative continuous
functional such that
1. ‖λA‖! = λ‖A‖! for all A ∈M+n and all reals λ ≥ 0,
2. ‖A‖! = ‖UAU∗‖! for all A ∈M+n and all unitaries U ,
3. ‖A+B‖! ≥ ‖A‖! + ‖B‖! for all A, B ∈M+n .
If further ‖A‖! = 0 entails A = 0, then we say that the anti-norm ‖ · ‖! is regular.
This definition without the continuity assumption was first introduced in [9]. The
continuity assumption is not essential, but deleting it would lead to rather strange
concave functionals, not continuous on the boundary of M+n such as ‖A‖! := TrA if A
is invertible and ‖A‖! := 0 if A is not invertible.
The next two examples come from [9].
Example 4.2. The trace norm is an anti-norm! More generally for k = 1, . . . , n, we
define the Ky Fan k-anti-norm on M+n as the sum of the k smallest eigenvalues, i.e.,
‖A‖{k} :=
k∑
j=1
µn+1−j(A),
where µ1(A) ≥ · · · ≥ µn(A) are as before the eigenvalues of A in decreasing order. The
anti-norm ‖ · ‖{k} is not regular except for k = n (the trace norm).
Example 4.3. For −p < 0 the negative Schatten anti-norms are
‖A‖−p :=
{
n∑
j=1
µ−pj (A)
}−1/p
.
That A 7→ ‖A‖−p is a superadditive functional on M+n was noticed in [9].
Example 4.4. More generally, for −p < 0 and k = 1, . . . , n, the negative Schatten-Ky
Fan anti-norms are
‖A‖−p,k :=
{
k∑
j=1
µ−pn+1−j(A)
}−1/p
.
By definition note that ‖A‖−p,k = 0 unless A is invertible. That the Schatten-Ky Fan
anti-norms A 7→ ‖A‖−p,k are superadditive on M+n is a special case of Proposition 4.6
below.
Example 4.5. For k = 1, . . . , n the functional
∆k(A) :=
{
k∏
j=1
µn+1−j(A)
}1/k
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is a symmetric anti-norm on M+n . Note that
∆k(A) = lim
pց0
{
1
k
k∑
j=1
µ−pn+1−j(A)
}−1/p
. (4.1)
These examples illustrate the following general fact.
Proposition 4.6. Let ‖ · ‖ be a symmetric norm on Mn and p > 0. For A ∈M+n set
‖A‖! :=
{
‖A−p‖−1/p if A is invertible,
0 otherwise.
Then ‖ · ‖! is a symmetric anti-norm.
A symmetric anti-norm ‖ · ‖! occurring as above is called a derived anti-norm.
Proof. Let us first show the continuity of ‖ · ‖!. It suffices to check that if {Al} is a
sequence of invertible matrices in M+n converging to a non-invertible A ∈ M+n , then
‖Al‖! → 0. For such {Al}, since εl := µn(Al) → µn(A) = 0, we have A−pl ≥ ε−pl Pl
and so ‖A−pl ‖ ≥ ε−pl ‖Pl‖, where Pl is a rank one projection onto an eigenvector of Al
corresponding to εl. Hence ‖Al‖! ≤ εl‖Pl‖−1/p → 0 since ‖Pl‖ is a positive constant.
Let Φ be the symmetric gauge function corresponding to ‖ · ‖. Define for a ∈ Rn+,
Φ!(a) :=
{
Φ(a−p)−1/p if a ∈ (0,∞)n,
0 otherwise.
We will show that Φ! is superadditive on R
n
+. Then Φ! is a symmetric anti-gauge
function since it is clearly permutation-invariant and homogeneous. Since we of course
have ‖A‖! = Φ!(µ(A)) for all A ∈ M+n , it follows from [9, Proposition 3.2] that ‖ · ‖! is a
symmetric anti-norm.
Let Φ′ be the symmetric gauge function dual to Φ, see [13, (4.4.4)]. For any a ∈
(0,∞)n we have
Φ(a−p) = sup
{
n∑
i=1
a−pi bi : b = (bi) ∈ [0,∞)n, Φ′(b) = 1
}
so that
Φ(a−p)−1/p = inf
{(
n∑
i=1
a−pi bi
)−1/p
: b = (bi) ∈ [0,∞)n, Φ′(b) = 1
}
. (4.2)
Let a ∈ (0,∞)n, b ∈ [0,∞)n, and x = (xi) ∈ Rn. For every t ∈ R such that a + tx =
(ai + txi) ∈ (0,∞)n we compute
d
dt
(∑
i
(ai + txi)
−pbi
)− 1
p
=
(∑
i
(ai + txi)
−pbi
)− 1
p
−1(∑
i
(ai + txi)
−p−1xibi
)
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and
d2
dt2
(∑
i
(ai + txi)
−pbi
)− 1
p
= (p+ 1)
(∑
i
(ai + txi)
−pbi
)− 1
p
−2(∑
i
(ai + txi)
−p−1xibi
)2
+ (−p− 1)
(∑
i
(ai + txi)
−pbi
)− 1
p
−1(∑
i
(ai + txi)
−p−2x2i bi
)
= (p+ 1)
(∑
i
(ai + txi)
−pbi
)− 1
p
−2
×
{(∑
i
(ai + txi)
−p−1xibi
)2
−
(∑
i
(ai + txi)
−pbi
)(∑
i
(ai + txi)
−p−2x2i bi
)}
≤ 0
thanks to the Schwarz inequality. Therefore, a ∈ (0,∞)n 7→ (∑ni=1 a−pi bi)−1/p is concave
and so superadditive due to positive homogeneity. Hence for a, a˜ ∈ (0,∞)n and b ∈
[0,∞)n with Φ′(b) = 1 we have
(
n∑
i=1
(ai + a˜i)
−pbi
)−1/p
≥
(
n∑
i=1
a−pi bi
)−1/p
+
(
n∑
i=1
a˜−pi bi
)−1/p
≥ Φ(a−p)−1/p + Φ(a˜−p)−1/p.
Taking the infimum of the left-hand side over b as in (4.2) gives the required superad-
ditivity of Φ!.
Theorem 4.7. If f(t) is a doubly concave function on an interval Ω ⊂ [0,∞) and
A,B ∈Mn{Ω}, then
‖f(AσB)‖! ≥ ‖f(A)‖! σ ‖f(B)‖!
for all derived anti-norms ‖ · ‖! and all geodesic means σ.
Applying the theorem to the anti-norms of Example 4.4, letting p ց 0 and using
(4.1) we obtain a generalization of Proposition 3.7.
Corollary 4.8. If f(t) is a doubly concave function on Ω and A,B ∈Mn{Ω}, then
∆k(f(AσB)) ≥ ∆k(f(A)) σ∆k(f(B))
for all k = 1, · · · , n and all geodesic means σ.
20
Remark 4.9. Theorem 4.7 holds true for all derived anti-norms. But it does not hold for
any regular anti-norm. In fact, let ‖ · ‖! be a regular anti-norm and σ be the logarithmic
operator mean (a typical example of geodesic mean). Let A,B be non-zero matrices
in M+n such that their support projections are orthogonal. Then AσB = 0 and so
‖AσB‖! = 0. But ‖A‖! σ ‖B‖! > 0 since ‖A‖! > 0 and ‖B‖! > 0. So it seems that
Theorem 4.7 is rather optimal.
To prove Theorem 4.7 we need two lemmas.
Lemma 4.10. Let A,B ∈ M+n . If A ≺w(log) B, then ‖A‖! ≥ ‖B‖! for all derived
anti-norms.
Proof. Let p > 0 and assume that A ≺w(log) B and B is invertible. Then by assumption,
A is also invertible and we have
k∏
j=1
µj(A
−p) =
{
k∏
j=1
µn+1−j(A)
}−p
≤
{
k∏
j=1
µn+1−j(B)
}−p
=
k∏
j=1
µj(B
−p)
for all k = 1, . . . , n, i.e., A−p ≺w(log) B−p. This implies that A−p ≺w B−p and so
‖A−p‖ ≤ ‖B−p‖ for any symmetric norm ‖ · ‖. Therefore, ‖A−p‖−1/p ≥ ‖B−p‖−1/p,
which means that ‖A‖! ≥ ‖B‖! for any derived anti-norm.
Lemma 4.11. Let A,B ∈ M+n and α ∈ [0, 1]. Then ‖A#αB‖! ≥ ‖A‖!#α ‖B‖! for all
derived anti-norms.
Proof. The case α = 0 or 1 is trivial. Assume that 0 < α < 1. Since ‖A‖!#α ‖B‖! = 0
if A or B is not invertible, we may assume that both A and B are invertible. The
log-majorization (3.12) implies that
A#αB ≺w(log) A↓#αB↓
so that the previous lemma yields
‖A#αB‖! ≥ ‖A↓#αB↓‖!
for any derived anti-norm. To complete the proof, we need to show that
‖A↓#αB↓‖! ≥ ‖A↓‖!#α ‖B↓‖!. (4.3)
This follows from the Ho¨lder inequality for a symmetric gauge function Φ: If q ∈ (1,∞)
and 1/q + 1/r = 1, then
Φ(a1b1, . . . , anbn) ≤ Φ(aq1, . . . , aqn)1/qΦ(br1, . . . , brn)1/r
for every a, b ∈ [0,∞)n, see [4, IV.1.6]. From this, for every a, b ∈ (0,∞)n we have
Φ((a1−α1 b
α
1 )
−p, . . . , (a1−αn b
α
n)
−p) = Φ((a−p1 )
1−α(b−p1 )
α), . . . , (a−pn )
1−α(b−pn )
α))
≤ Φ(a−p1 , . . . , a−pn )1−αΦ(b−p1 , . . . , b−pn )α
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so that
Φ((a#α b)
−p)−1/p ≥ Φ(a−p)−1/p#αΦ(b−p)−1/p.
Hence (4.3) holds.
We turn to the proof of the theorem.
Proof of Theorem 4.7. Let σ be a geodesic mean so that
AσB =
∫ 1
0
A#αB dν(α)
with a probability measure ν on [0, 1]. From Theorem 1.1 we infer that
f (AσB) ≥ 1
2
{
U
(∫ 1
0
f(A#αB) dν(α)
)
U∗ + V
(∫ 1
0
f(A#αB) dν(α)
)
V ∗
}
for some unitaries U, V . When ν is supported on a finite set, this directly follows from
Theorem 1.1 since f(t) is concave. When ν is a general probability measure, we choose
a sequence {νl} of finitely supported probability measures on [0, 1] such that∫ 1
0
A#αB dνl(α) −→
∫ 1
0
A#αB dν(α),
∫ 1
0
f(A#αB) dνl(α) −→
∫ 1
0
f(A#αB) dν(α).
One can then show the assertion by a simple convergence argument. Hence, by the
concavity property of anti-norms,
‖f(AσB)‖! ≥
∫ 1
0
‖f(A#αB)‖! dν(α). (4.4)
Next, from the log-majorization (3.12) and the fact that f(t) is geometrically con-
cave, it is easy to see that
f(A#αB) ≺w(log) f
(
A↓#αB
↓
)
.
Thanks to the geometric concavity of f(t) again we also have
f
(
A↓#αB
↓
) ≥ f(A↓)#α f(B↓),
which combined with the previous log-supermajorization yields
f(A#αB) ≺w(log) f(A↓)#α f(B↓).
Hence, for any derived anti-norm ‖ · ‖!, Lemma 4.10 implies that
‖f(A#αB)‖! ≥ ‖f(A↓)#α f(B↓)‖!,
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which combined with Lemma 4.11 yields
‖f(A#αB)‖! ≥ ‖f(A↓)‖!#α ‖f(B↓)‖! = ‖f(A)‖!#α ‖f(B)‖!.
Inserting this into the integral inequality (4.4) completes the proof.
We do not know whether Theorem 4.7 can be generalized or not to the whole class
of operator means whose representing functions are geometrically convex, especially
whether it holds for the operator p-means σp with 0 ≤ p ≤ 1 (see Example 3.11).
However, it is possible to state a version of Theorem 4.7 for the power p-means βp. This
is a consequence of Theorem 2.7. A special case was given in Corollary 2.11.
Proposition 4.12. If f(t) is a doubly concave function on Ω and A,B ∈Mn{Ω}, then
‖f(AβpB)‖! ≥ ‖f(A)‖! βp ‖f(B)‖!
for all derived anti-norms and all power p-means βp with 0 < p ≤ 1. Moreover, this
holds for p = 0 too when A,B are invertible.
Proof. Assume that 0 < p ≤ 1. By Theorem 2.7, arguing as for Corollary 2.8, we have
‖f(AβpB)‖! ≥ ‖f(A) βp f(B)‖!
for all symmetric anti-norms. It then suffices to show that, in case of an derived anti-
norm, one has
‖X βp Y ‖! ≥ ‖X‖! βp ‖Y ‖! (4.5)
or equivalently, ∥∥∥∥∥
(
Xp + Y p
2
)1/p∥∥∥∥∥
!
≥
(‖X‖p! + ‖Y ‖p!
2
)1/p
for all X, Y ∈ M+n . By taking the pth power of both sides, this is equivalent to∥∥(Xp + Y p)1/p∥∥p
!
≥ ‖X‖p! + ‖Y ‖p! . (4.6)
To check that (4.6) does hold, note that if ‖ · ‖! is derived from a symmetric norm ‖ · ‖
and a scalar r > 0, then X 7→ ‖X1/p‖p! is a derived anti-norm from ‖ · ‖ and pr > 0.
Therefore, (4.6) and hence (4.5) hold. The case p = 0 is immediate by taking the limit
from the case 0 < p ≤ 1.
For symmetric norms, we could expect a result similar to the previous proposition
by using Corollary 2.14. But this is not possible: In general, if g(t) is a doubly con-
vex function on [0,∞), g(0) = 0, and A,B ∈ Mn{Ω}, then neither ‖g(Aβq B)‖ ≥
‖g(A)‖ βq ‖g(B)‖ nor its reversed inequality do hold for symmetric norms and power
q-means βq with q > 1.
The last result of this section is the symmetric norm version of Theorem 4.7. The
proof is similar to that of Theorem 4.7 by using the convex version of Theorem 1.1 and
the symmetric norm versions of Lemmas 4.10 and 4.11; namely, A ≺w(log) B entails
‖A‖ ≤ ‖B‖, and ‖A#αB‖ ≤ ‖A‖#α ‖B‖ for every A,B ∈M+n .
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Proposition 4.13. If g(t) is a doubly convex function on Ω and A,B ∈Mn{Ω}, then
‖g(AσB)‖ ≤ ‖g(A)‖ σ ‖g(B)‖
for all symmetric norms ‖ · ‖ and all geodesic means σ.
5 Geodesic means for several matrices
In this section we will extend geodesic means introduced in Section 3 to those for several
variables based on the Riemannian geometric approach in [21, 6]. Let Pn denote the set
of n×n positive definite matrices. It possesses a natural Riemannian manifold structure
and the induced geodesic distance is given as
δ(A,B) = ‖ logA−1/2BA−1/2‖2 =
{
n∑
i=1
log2 λi(A
−1B)
}1/2
, A, B ∈ Pn,
where λi(A
−1B)’s are the eigenvalues of A−1B. Moreover, the geodesic path joining
A,B is the weighted geometric means A#tB, t ∈ [0, 1]. Note that this (Pn, δ) is an
example of so-called NPC spaces (nonpositively curved metric spaces), whose theory
has recently been developed extensively as seen in [22]. Now, let w = (w1, . . . , wm) be a
weight vector, i.e., w1, . . . , wm ≥ 0 and
∑m
i=1wi = 1. Givenmmatrices A1, . . . , Am ∈ Pn,
the weighted geometric mean Gm(w;A1, . . . , Am) is defined as a unique minimizer of the
weighted sum of the squares of distances, i.e.,
Gm(w;A1, . . . , Am) := argmin
X∈Pn
m∑
i=1
wiδ
2(X,Ai), (5.1)
which is also called the weighted least squares mean, see [18]. The non-weighted m-
variable geometric mean is (5.1) when w = (1/m, . . . , 1/m). When m = 2, G2(1 −
t, t;A,B) = A#tB for t ∈ [0, 1] and A,B ∈ Pn. Below we will briefly write Gm(w;A)
for Gm(w;A1, . . . , Am) for m-tuples A := (A1, . . . , Am).
In [18] Lawson and Lim proved the monotonicity property of Gm(w;A) by using a
powerful probabilistic tool in NPC spaces, see [22, Theorem 4.7]. The tool is regarded
as a sort of strong law of large numbers in NPC spaces, which will also be crucial in
our discussion below. So in the next lemma let us state it in a form specialized to
our purpose. For A1, . . . , Am ∈ Pn the inductive mean Sm(A1, . . . , Am) is inductively
defined as follows: S1(A1) := A1 and Sk(A1, . . . , Ak) := Sk−1(A1, . . . , Ak−1)#1/k Ak for
k = 2, . . . , m.
Lemma 5.1. Let A1, . . . , Am ∈ Pn and let Xk : Ω → Pn, k ∈ N, be a sequence of
i.i.d. random variables on a probability space (Ω, P ) with distribution
∑m
i=1wiδAi. Then
Sk(X1(ω), . . . , Xk(ω))→ Gm(w;A) as k →∞ for almost every ω ∈ Ω.
A construction of the i.i.d. sequence Xm in the corollary is easy: Let Ω0 := {1, . . . , k}
with probability P0 :=
∑k
i=1wiδi, and let (Ω, P ) :=
∏∞
m=1(Ω0, P0) be the infinite tensor
product of (Ω0, P0). Set Xm(ω) := Ajm for m ∈ N and ω = (j1, j2, . . . ) ∈ Ω.
24
To extend geodesic means for two matrices to those for m matrices, let Σm denote
the simplex of probability vectors on m points, i.e., Σm := {w = (w1, . . . , wm) : wi ≥
0,
∑m
i=1wi = 1}. For any probability measure ν on Σm we define for A1, . . . , Am ∈ Pn,
σm(A1, . . . , Am) = σm(A) :=
∫
Σm
Gm(w;A) dν(w), (5.2)
and call it an m-variable geodesic mean. In particular, with the uniform probability
measure ν0 on Σm we define the m-variable logarithmic mean by
Lm(A1, . . . , Am) = Lm(A) :=
∫
Σm
Gk(w;A) dν0(w),
which extends the logarithmic mean AλB for two matrices since
L2(A,B) =
∫ 1
0
A#tB dt = AλB.
Proposition 5.2. Let σm(A) be an m-variable geodesic mean defined in (5.2). Then,
for every A1, . . . , Am ∈ Pn,(
m∑
i=1
wiA
−1
i
)−1
≤ σm(A) ≤
m∑
i=1
wiAi,
where wi :=
∫
Σm
wi dν(w), 1 ≤ i ≤ m. In particular,
m
(
m∑
i=1
A−1i
)−1
≤ Lm(A) ≤ 1
m
m∑
i=1
Ai.
Proof. It was proved in [18] that(
m∑
i=1
wiA
−1
i
)−1
≤ Gm(w;A) ≤
m∑
i=1
wiAi.
Integrating over Σm by ν we have∫
Σm
(
m∑
i=1
wiA
−1
i
)−1
dν(w) ≤ σm(A) ≤
∫
Σm
m∑
i=1
wiAi dν(w).
It is obvious that ∫
Σm
m∑
i=1
wiAi dν(w) =
m∑
i=1
wiAi.
Since x−1 (x > 0) is operator convex,
∫
Σm
(
m∑
i=1
wiA
−1
i
)−1
dν(w) ≥
(∫
Σm
m∑
i=1
wiA
−1
i dν(w)
)−1
=
(
m∑
i=1
wiA
−1
i
)−1
.
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The above proposition says that an m-variable geodesic mean is between the m-
variable weighted harmonic and arithmetic means. The naturally expected inequality
Gm(A) ≤ Lm(A) is not known, where Gm(A) is the non-weighted geometric mean
Gm(w;A) with w = (1/m, . . . , 1/m).
We now prove the log-majorization for the weighted geometric mean Gm(w;A).
Proposition 5.3. For every w ∈ Σm and every A1, . . . , Am ∈ Pn,
Gm(w;A) ≺(log) Gm(w;A↓), (5.3)
where Gm(w;A
↓) stands for Gm(w;A
↓
1, . . . , A
↓
m).
Proof. By Corollary 3.6 we have for every X1, X2, · · · ∈ Pn and every k ≥ 2,
Sk(X1, . . . , Xk) ≺(log) Sk−1(X1, . . . , Xk−1)↓#1/k X↓k .
Iterating this for k = 2, 3, . . . we notice that
Sk(X1, . . . , Xk) ≺(log) Sk(X↓1 , . . . , X↓k)
for every k ∈ N. Let Xk : Ω→ Pn, k ∈ N, be as in Lemma 5.1 associated with given w
and A1, . . . , Am ∈ Pn. We then have
Sk(X1(ω), . . . , Xk(ω)) ≺(log) Sk(X1(ω)↓, . . . , Xk(ω)↓) (5.4)
for all ω ∈ Ω. Note that Xk(ω)↓, k ∈ N, is a sequence of i.i.d. random variables with
distribution
∑m
i=1wiδA↓i
. Lemma 5.1 implies that both sides of (5.4) converge to those
of (5.3), respectively, as k →∞ for almost every ω. Hence (5.3) holds.
The next result is the m-variable extension of Proposition 3.7. The proof based on
Proposition 5.3 is similar to that of Proposition 3.7.
Proposition 5.4. Let σm be an m-variable geodesic mean and A1, . . . , Am ∈ Pn. Then,
for every k = 1, . . . , n,{
n∏
j=n+1−k
µj(σm(A))
}1/k
≥ σm
({
n∏
j=n+1−k
µj(A1)
}1/k
, . . . ,
{
n∏
j=n+1−k
µj(Am)
}1/k)
.
Furthermore, in the next theorem we similarly have the m-variable versions of The-
orem 4.7 and Proposition 4.13. The proof is similar to that in Section 4.
Theorem 5.5. Let σm be an m-variable geodesic mean and let A1, . . . , Am ∈ Mn{Ω}
for an interval Ω ⊂ (0,∞).
1. If f(t) is a doubly concave function on Ω, then
‖f(σm(A))‖! ≥ σm(‖f(A)‖!)
for all derived anti-norms ‖·‖!, where σm(‖f(A)‖!) := σm(‖f(A1)‖1, . . . , ‖f(Am)‖!).
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2. If g(t) is a doubly convex function on Ω, then
‖g(σm(A))‖ ≤ σm(‖g(A)‖)
for all symmetric norms ‖ · ‖, where σm(‖g(A)‖) is as above.
A particular case of the second assertion of the theorem with g(t) = t (or rather a
consequence of Proposition 5.3) is a very recent inequality for the weighted geometric
mean due to Bhatia and Karandikar [7]:
‖Gm(w;A)‖ ≤
m∏
i=1
‖Ai‖wi.
For derived anti-norms, the reverse inequality holds.
6 Miscellaneous results on anti-norms
This section gives some additional results on anti-norms while we have not used them
in the main body of the paper. The first proposition is concerned with duality of anti-
norms.
Proposition 6.1. Let ‖ · ‖! be a symmetric anti-norm on M+n assumed not identically
zero, and define for every A ∈M+n ,
‖A‖′! := inf{TrAB : B ∈M+n , ‖B‖! = 1}.
Then ‖ · ‖′! is a symmetric anti-norm on M+n too.
Proof. The properties 1–3 of Definition 4.1 for ‖ · ‖′! are immediate from definition. To
prove continuity, let {Al} be a sequence in M+n converging to A ∈ M+n . For any B ∈M+n
with ‖B‖! = 1, since ‖Al‖′! ≤ TrAlB → TrAB, we have lim supl→∞ ‖Al‖′! ≤ TrAB
so that lim supl→∞ ‖Al‖′! ≤ ‖A‖′!. To show that ‖A‖′! ≤ lim inf l→∞ ‖Al‖′!, let Φ! be the
symmetric anti-gauge function corresponding to ‖ · ‖!, see [9, Proposition 3.2]. From the
fact that TrAB ≥ TrA↓B↑ for A,B ∈ M+n , it is easy to see that ‖X‖′! = Φ′!(µ(X)) for
all X ∈M+n , where
Φ′!(x) := inf
{
n∑
i=1
xiyi : y ∈ Rn+, Φ!(y) ≥ 1
}
, x ∈ Rn+.
Since µ(Al)→ µ(A), we need to show that Φ′!(a) ≤ lim inf l→∞Φ′!(a(l)) if a(l) → a in Rn+.
For each l choose a b(l) ∈ Rn+ such that Φ!(b(l)) ≥ 1 and
n∑
i=1
a
(l)
i b
(l)
i < Φ
′
!(a
(l)) + l−1. (6.1)
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By taking a subsequence we may assume that b(l) → b ∈ [0,∞]n. Moreover, since Φ! is
continuous and monotone (i.e., Φ!(x) ≤ Φ!(y) if x ≤ y in Rn+), one can extend Φ! to a
continuous functional on [0,∞]n with values in [0,∞]. By (6.1) it follows that
n∑
i=1
aibi ≤ lim inf
l→∞
n∑
i=1
a
(l)
i b
(l)
i ≤ lim inf
l→∞
Φ′!(a
(l)),
with convention aibi := 0 for ai = 0 and bi = ∞. Since Φ!(b) ∈ [1,∞] by continuity,
one can choose b˜(m) ∈ Rn+, m ∈ N, such that b˜(m) ≤ b and 0 < βm := Φ!(b˜(m)) → Φ!(b).
Therefore,
Φ′!(a) ≤
n∑
i=1
ai(β
−1
m b
(m)
i ) ≤ β−1m
n∑
i=1
aibi.
Letting m→∞ yields that Φ′!(a) ≤ lim inf l→∞Φ′!(a(l)).
We call the above ‖ · ‖′! the dual anti-norm of ‖ · ‖!. It is plain to show that the dual
anti-norm of ‖ · ‖′! goes back to ‖ · ‖! like symmetric norms.
Example 6.2. When p ∈ (0, 1) and q ∈ (−∞, 0) with 1/p+1/q = 1, the reverse Ho¨lder
inequality shows that
‖a‖q = inf
{
n∑
i=1
aibi : b ∈ Rn+, ‖b‖p = 1
}
for every a ∈ Rn+, where ‖a‖q and ‖b‖p are defined for vectors in Rn+ as in Example 4.3.
This implies that the Schatten anti-norm ‖ · ‖p and the negative Schatten anti-norm
‖ · ‖q (Example 4.3) on M+n are the dual of each other. Letting p ց 0 (and q ր 0) we
observe that A 7→ det1/nA is dual to itself up to a constant; in fact, this is verified from
inf
{
n∑
i=1
aibi : b ∈ Rn+, (b1 · · · bn)1/n ≥ 1
}
= n(a1 · · · an)1/n, a ∈ Rn+.
Thus, the Minkowski functional is special as the self-dual symmetric anti-norm, likewise
the Hilbert-Schmidt norm is a special symmetric norm. More generally, it is worthwhile
to note that the correspondence ‖ · ‖p 7→ ‖ · ‖2−p, p ∈ [1,∞], transforms the Schatten
norms to the Schatten anti-norms and preserves the duality paring. Here, ‖ · ‖−∞ means
‖ · ‖{1}, i.e., the functional taking the smallest eigenvalue λn(A), which is the dual
anti-norm of the trace on M+n .
In the next proposition we give two expressions for the Ky Fan k-anti-norms.
Proposition 6.3. For every Z ∈M+n and every k = 1, . . . , n,
‖Z‖{k} = min{TrZP : P is a projection, rankP = k} (6.2)
= max{kλn(A)− TrB : A,B ∈M+n , Z = A− B}. (6.3)
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Proof. The proof of (6.2) is well-known and parallel to that of the similar expression for
the Ky Fan norms. To prove (6.3), notice that for any A,B ∈ M+n with Z = A− B we
have
‖Z‖{k} =
n∑
j=n+1−k
λj(A− B)
≥
n∑
j=n+1−k
λj(A)−
k∑
j=1
λj(B) ≥ kλn(A)− TrB.
Let Z =
∑n
j=1 λj(Z)Pj be the spectral decomposition with orthogonal projections Pj of
rank 1. Set
A :=
n−k∑
j=1
λj(Z)Pj + λn+1−k(Z)
n∑
j=n+1−k
Pj ,
B :=
n∑
j=n+1−k
{λn+1−k(Z)− λj(Z)}Pj.
We then have Z = A− B and
λn(A) = λn+1−k(Z), TrB = kλn+1−k(Z)−
n∑
j=n+1−k
λj(Z)
so that kλn(A)− TrB = ‖Z‖{k}.
The expression (6.3) is considered as a kind of K-functional in the real interpolation
theory. In fact, thanks to [9, Lemma 4.2] that reduces the proof to the Ky Fan k-
anti-norms, (6.3) gives the anti-norm counterpart to a familiar interpolation property of
symmetric norms though the assumptions (unitality and trace-preservation) on E seem
too strict. Note that this can alternatively be proved as follows: If E and Z are as in
the next corollary, then we have E(Z) ≺ Z, which implies that E(Z) ≺w Z and hence
‖E(Z)‖! ≥ ‖Z‖! by [9, Lemma 4.2].
Corollary 6.4. Let E : Mn →Mn be a positive linear map and assume that E is unital
and trace-preserving. Then ‖E(Z)‖! ≥ ‖Z‖! holds for all Z ∈ M+n and all symmetric
anti-norms.
For instance, when A ∈ M+n has diagonal entries all equal to 1, the Schur multipli-
cation map E(Z) := A ◦ Z satisfies the assumption of the above corollary. In fact, the
result can be improved in this situation as follows:
Theorem 6.5. If A ∈M+n has diagonal entries all greater than or equal to 1, then
‖A ◦ Z‖! ≥ ‖Z‖!
holds for all Z ∈M+n and all symmetric anti-norms.
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Proof. Let D be the diagonal matrix with the same diagonal part as A; then D ≥ I by
assumption. It is immediate to notice that D−1/2(A ◦ Z)D−1/2 = (D−1/2AD−1/2) ◦ Z
for all Z ∈ Mn and the diagonal entries of D−1/2AD−1/2 are all equal to 1. For every
symmetric anti-norm ‖ · ‖! and every Z ∈M+n we have
‖A ◦ Z‖! ≥ ‖D−1/2(A ◦ Z)D−1/2‖! = ‖(D−1/2AD−1/2) ◦ Z‖! ≥ ‖Z‖!,
where the first inequality follows from the fact that ‖XYX‖! ≤ ‖Y ‖! for any X, Y ∈M+n
withX ≤ I (since (XYX)↓ ≤ Y ↓) and the second inequality is a special case of Corollary
6.4.
The above theorem also contains some trace inequalities. Indeed, Theorem 6.5 means
that we have the supermajorization A ◦ Z ≺w Z. Since concave increasing functions
preserve supermajorization we infer:
Corollary 6.6. Let A ∈ M+n with all its diagonal entries greater than or equal to 1.
Then, for every increasing concave function f(t) on [0,∞) and every Z ∈M+n ,
Tr f(A ◦ Z) ≥ Tr f(Z).
In the following we apply Theorem 6.5 to obtain the anti-norm version of the
arithmetic-geometric inequality.
Corollary 6.7. If A ∈ M+n is invertible and 0 < α ≤ 1/2, then, for any symmetric
anti-norm ‖ · ‖! and every Z ∈M+n ,
‖Z‖! ≥ 1
2α
∥∥∥∥
∫ α
0
(At−
1
2ZA
1
2
−t + A
1
2
−tZAt−
1
2 ) dt
∥∥∥∥
!
, (6.4)
whenever the matrix integral in the right-hand side is in M+n .
Proof. We may assume that A is a diagonal matrix with diagonals λ1, . . . , λn. Then it
is easy to check that
1
2α
∫ α
0
(At−
1
2ZA
1
2
−t + A
1
2
−tZAt−
1
2 ) dt =
[∫ α
0
(λtiλ
1−t
j + λ
1−t
i λ
t
j) dt
2α
√
λiλj
]n
i,j=1
◦ Z.
Hence (6.4) follows from Theorem 6.5 once we show that[
2α
√
λiλj∫ α
0
(λtiλ
1−t
j + λ
1−t
i λ
t
j) dt
]n
i,j=1
∈M+n .
For this it suffices by [14, Theorem 1.1] to prove that
φ(x) :=
2αex∫ α
0
(e2tx + e2(1−t)x) dt
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is a positive definite function on R. A direct computation gives
φ(x) =
4αx
ex − e−x − e(1−2α)x + e(2α−1)x
=
2αx
sinh x− sinh((1− 2α)x)
=
αx
cosh((1− α)x) sinh(αx) .
Since 1/ cosh((1− α)x) and x/ sinh(αx) are positive definite on R (see [14]), so is φ(x).
In particular, letting αց 0 in (6.4) gives
‖Z‖! ≥ 1
2
‖A1/2ZA−1/2 + A−1/2ZA1/2‖! (6.5)
whenever A1/2ZA−1/2 + A−1/2ZA1/2 ≥ 0. Moreover, the case α = 1/2 of (6.4) is
‖Z‖! ≥
∥∥∥∥
∫ 1
0
At−
1
2ZA
1
2
−t dt
∥∥∥∥
!
(6.6)
whenever
∫ 1
0
At−
1
2ZA
1
2
−t dt ≥ 0. Observe that (6.5) can be written as
‖A1/2(A−1/2ZA−1/2)A1/2‖! ≥ 1
2
‖A(A−1/2ZA−1/2) + (A−1/2ZA−1/2)A‖!
whenever A(A−1/2ZA−1/2) + (A−1/2ZA−1/2)A ≥ 0. Hence we obtain the next corollary.
Corollary 6.8. Let A,Z ∈M+n and assume that AZ+ZA ≥ 0. Then, for any symmetric
anti-norm,
‖A1/2ZA1/2‖! ≥ 1
2
‖AZ + ZA‖!.
This may be considered as the anti-norm counterpart of the arithmetic-geometric
inequality 1
2
‖AZ + ZA‖ ≥ ‖A1/2ZA1/2‖ for symmetric norms. Similarly, (6.6) is the
anti-norm counterpart of the logarithmic-geometric inequality for symmetric norms, see
[14] for symmetric norm inequalities for means of matrices. The special case of the
Minkowski functional in Corollary 6.8 yields the well-known determinantal inequality
detA detZ ≥ det
(
AZ + ZA
2
)
whenever A,Z ∈ M+n and AZ + ZA ≥ 0. The positivity assumption AZ + ZA ≥ 0 is
essential; in fact det((AZ + ZA)/2) ≤ detA detZ does not hold for all A,Z ∈ M+n , as
it is shown by considering
A =
(
1 0
0 0
)
⊕
(
1 0
0 0
)
, Z =
(
1 1
1 1
)
⊕
(
1 1
1 1
)
.
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When ‖ · ‖ is a symmetric norm on Mn, an extended version of the matrix Ho¨lder
inequality
‖AB‖ ≤ ‖ |A|p ‖1/p‖ |B|q ‖1/q, A, B ∈Mn, (6.7)
is well-known [4, IV.2.6], where p, q ∈ (1,∞) with 1/p + 1/q = 1. On the other hand,
the matrix reverse Ho¨lder inequality
TrAB ≥ ‖A‖p‖B‖q, A, B ∈M+n , (6.8)
was very recently noticed in [16], where p ∈ (0, 1) and q ∈ (−∞, 0) with 1/p+ 1/q = 1.
Here, note that ‖A‖p and ‖B‖q are the Schatten anti-norms. Similarly to (6.7) we
extend (6.8) to a reverse Ho¨lder inequality involving a derived anti-norm (‖Bq‖1/q in
(6.9)) introduced in Proposition 4.6.
Proposition 6.9. Let ‖ · ‖ be a symmetric norm on Mn and let p ∈ (0, 1) and q ∈
(−∞, 0) with 1/p+ 1/q = 1. Then, for every A,B ∈M+n ,
‖AB‖ ≥ ‖Ap‖1/p‖Bq‖1/q. (6.9)
Proof. We may assume that A and B are invertible. By the Gel’fand and Naimark
majorization we have
|AB| ≻(log) A↓B↑
so that ‖AB‖ ≥ ‖A↓B↑‖. It is elementary to check that
st ≥ s
p
p
+
tq
q
, s, t > 0.
This implies that p−1(A↓)p ≤ A↓B↑ + (−q)−1(B↑)q and hence p−1‖Ap‖ ≤ ‖A↓B↑‖ +
(−q)−1‖Bq‖ so that
‖A↓B↑‖ ≥ ‖A
p‖
p
+
‖Bq‖
q
.
Replacing A, B with αA, α−1B for any α > 0 we have
‖A↓B↑‖ ≥ α
p‖Ap‖
p
+
αq‖Bq‖
q
.
Maximizing the above right-hand side over α > 0 yields
‖A↓B↑‖ ≥ ‖Ap‖1/p‖Bq‖1/q,
and the required inequality follows.
As noticed in the above proof we have the inequality ‖AB‖ ≥ ‖A↓B↑‖ for every
A,B ∈ M+n and all symmetric norms. Thanks to the Araki (see [4]) and the Gel’fand-
Naimark log-majorizations, this is refined for every r ∈ (0, 1) as
‖ |A1/rB1/r|r‖ ≥ ‖AB‖ ≥ ‖ |ArBr|1/r‖ ≥ ‖A↓B↑‖. (6.10)
Hence the left-hand side of (6.9) can be replaced by ‖ |ArBr|1/r‖, in particular by
‖A1/2BA1/2‖. By letting r ց 0 we also obtain the following result which can be regarded
as a substitute for (3.6) in case of the mean β0 in (2.1).
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Corollary 6.10. For every invertible A,B ∈M+n and every k = 1, . . . , n,
1
k
k∑
j=1
µj(Aβ0B) ≥
{
k∏
j=1
µj(A)
}1/2k{ k∏
j=1
µn+1−j(B)
}1/2k
.
Proof. As remarked above by (6.10) we have
‖ |ArBr|1/r‖ ≥ ‖Ap‖1/p‖Bq‖1/q
for all symmetric norms, r > 0, and 1/p + 1/q = 1 with p ∈ (0, 1). The Lie-Trotter
formula (see [4]) says that limrց0 |ArBr|1/r = exp(logA+ logB), and thus
‖ exp(logA+ logB)‖ ≥ ‖Ap‖1/p‖Bq‖1/q.
Letting ‖ · ‖ = k−1‖ · ‖(k) (‖ · ‖(k) being the Ky Fan norm) and pց 0 (q ր 0) we obtain
1
k
k∑
j=1
µj(exp(logA+ logB)) ≥
{
k∏
j=1
µj(A)
}1/k{ k∏
j=1
µn+1−j(B)
}1/k
for k = 1, . . . , n. The result follows by replacing A,B by A1/2, B1/2.
7 Concluding remarks
Majorization, symmetric norms and their connection with convex/concave functions play
important roles in matrix analysis. In this paper the stress falls on supermajorization
and anti-norms. It seems that they provide a good framework to study Jensen type
inequalities for operator means. Many questions remain open. Some of them have
been noticed in the text. The binomial operator means σ1/m (Example 3.11) and the
logarithmic operator mean are cases of special interest deserving further investigation. It
would be also of interest to characterize anti-norms preserving the log-supermajorization
order.
Although we confine our study to the matrix case, it is possible, with some slight
variations, to develop a theory of anti-norms for compact operators and for type II
factors with a finite trace (the semi-finite case might be more delicate).
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