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Teil I
Anmerkungen zur Simulation
von
entfestigendem
Materialverhalten
Kapitel 1
U¨bersicht und Diskussion
Mit den weiterhin ungebremsten Entwicklungen auf dem Gebiet der Computer–
Hardware bieten sich fu¨r Wissenschaftler und Ingenieure Mo¨glichkeiten der rech-
nergestu¨tzten Simulation in Bereichen, die noch vor wenigen Jahren als unvor-
stellbar galten.
Der Einsatz von computerbasierten Systemen ist aus keinem Bereich inge-
nieurtechnischer Forschungs– und Entwicklungsarbeit mehr wegzudenken. Selbst
komplizierteste Abla¨ufe in einer langen Prozesskette ausgegehend von ersten Ent-
wu¨rfen, u¨ber verschiede Prototypen hinweg, bis hin zu einem serienreifen End-
produkt werden inzwischen virtuell ausgefu¨hrt (Stichwort
”
C–Techniken“: CAD,
CAM, CAE, ...). Dies fu¨hrt zu immer ku¨rzeren Entwicklungszeiten und einem
zunehmend kostengu¨nstigeren Entwicklungsablauf1.
Nicht abzustreiten sind in diesem Zusammenhang die Vorteile, die es mit sich
bringt, dass z.B. ein Bauteilkonstrukteur schon in einem sehr fru¨hen Stadium einer
aktuellen Entwicklung aus einem CAD–System heraus mit einfach zu bedienenden
Finite Elemente–Programmen erste Analysen hinsichtlich von Tragverhalten oder
Bauteilversagen anstellen kann.
Aus Sicht der Strukturmechanik sind einige Materialmodelle, die in irgendei-
ner Weise einen Tragfa¨higkeitsverlust bzw. Entfestigung abbilden ko¨nnen, bereits
in kommerziellen FEM–Systemen erha¨ltlich und somit auch in industriellen An-
wendungen im Einsatz.
1Ob diese beiden Faktoren, die an dieser Stelle immer angefu¨hrt werden, langfristig der
Sache gerecht werden, wird erst die Zukunft zeigen !
4Allerdings bringen Materialmodelle dieses Typs eine ganz neue Qualita¨t von
mo¨glichen Fehlerquellen zwangsla¨ufig mit in die computergestu¨tzte Simulation
ein, die ohne spezielle Schulung des Anwenders nicht direkt zu erkennen sind.
Spa¨ter wird auf diesen Punkt speziell na¨her eingegangen.
In dieser Arbeit sind einige grundsa¨tzliche Aspekte zusammengestellt, die die
oben genannten Entwicklungen bestimmt nicht aufhalten ko¨nnen, dennoch aber
nicht von untergeordneter Bedeutung sind, weil sie mo¨glicherweise einige Dinge
in einem anderen Licht erscheinen lassen.
Aus ingenieurtechnischer Sicht beschra¨nken wir uns in diesem Zusammen-
hang auf metallische Werkstoffe wie Eisen bzw. Sta¨hle, Aluminium oder Kupfer,
die einen kristallinen Aufbau besitzen. Die jeweils vorliegende Mikrostruktur hat
oftmals einen Einfluss auf das makroskopische Verhalten der Materialien.
Alle hier angegebenen Simulationen gehen von einem ratenunabha¨ngigenMa-
terialverhalten aus, wodurch die Zeit t zu einem reinen Lastparameter wird. Somit
werden hier mit fortschreitender Zeit monoton ansteigende, globale Belastungen
vorgegeben. Sehr wohl kann es aber auch hier zu lokalen Entlastungen kommen.
Diese Voraussetzung schra¨nkt damit zwar die Klasse der diesen Simulationen
zuga¨nglichen Materialien ein, reduziert aber gleichzeitig auch den Satz an Pa-
rametern, der die Ergebnisse beeinflussen ko¨nnte. Eine Diskussion gerade der in
dieser Arbeit kritischen Punkte wird somit konzentriert.
Aus Sicht einer numerischen Umsetzung des Werkstoffes wird ebenfalls eine
Konzentration auf diese Art von Materialverhalten hervorgehoben, wodurch alle
bekannten Versuche von viskoplastischen Regularisierungen aussen vor bleiben
und damit ebenfalls nicht Diskussionspunkt sein ko¨nnen.
Die in der Literaturliste angegebenen, eigenen Vero¨ffentlichungen lassen sich
in vier Gruppen einordnen, welche jeweils eine Forschungsrichtung darstellen.
Dafu¨r beispielhaft sollen die folgenden Arbeiten ausgewa¨hlt und im Rahmen dieser
Habilitation ausfu¨hrlicher diskutiert werden:
• Die Vero¨ffentlichung Baaser & Tvergaard [2003] ist aus einer Zu-
sammenarbeit Baaser & Tvergaard [2000] entstanden und behan-
delt eine bis dahin neuartige, algorithmische Methode der Integration von
Materialmodellen in einem nichtlokalen Sinn am Beispiel des Scha¨digungs-
modells von Rousselier et al. [1989].
5Die nichtlokale Behandlung von Materialmodellen stellt eine Mo¨glichkeit
der Regularisierung der Materialgleichungen dar, wobei durch eine Volu-
menmittelung bestimmter Gro¨ßen (hier die Scha¨digungsvariable) eine zu-
sa¨tzliche charakteristische La¨nge ins Problem eingefu¨hrt wird.
Mit dieser Methode ist ein Lo¨sungsverhalten zu erreichen, das nahezu von
der Diskretisierung unabha¨ngig zu eindeutigen Ergebnissen fu¨hrt, vgl. hier-
zu auch Baaser & Gross [2001a].
Erste Ideen zu dieser Behandlung der Materialgleichungen losgelo¨st von
einer strikten Auswertung auf Integrationspunktebene ist durch die Zusam-
menarbeit innerhalb des SFB 2982 mit O. Scherf [2000] entstanden.
A¨hnliche Ansa¨tze finden sich z.B. in Ellsiepen [1999] oder Ellsie-
pen & Hartmann [2001] und werden inzwischen konsequent durch
S. Eckert in dem von mir initierten Projekt DAEdalon.org weiter ver-
folgt, siehe Eckert et al. [2003a] und Eckert et al. [2003b].
• Eine Reihe von Untersuchungen, die sich direkt an die oben besproche-
ne Thematik anschließen, ist ausfu¨hrlich in Baaser & Gross [2003b]
dargestellt und erstmals in Baaser & Gross [2001b] vorgestellt worden.
Die numerische Simulation von entfestigendem Materialverhalten z.B. mit
Hilfe von Kontinuumsscha¨digungsmodellen ist ab einem bestimmten Punkt
durch Stabilita¨tsproblem auf der Ebene der Materialformulierung gekenn-
zeichnet.
Im Rahmen den Methode der Finiten Elemente fu¨hrt diese Eigenschaft
unweigerlich zu einem Rangabfall im Beitrag des betreffenden Integrations-
punkts zur zugeho¨rigen Elementsteifigkeitsmatrix, was durch das Erreichen
eines ersten Nulleigenwerts gekennzeichnet ist.
Durch den Assemblierungsprozess der einzelnen Elementsteifigkeitsmatrizen
zur globalen Gesamtsteifigkeit des Systems wird sozusagen eine Verschmie-
rung einzelner Beitra¨ge vorgenommen. Aus diesem Grund kann eine mo¨g-
liche Instabilita¨t auf einem einzelnen Integrationspunkt nicht zwangsla¨u-
fig durch eine Analyse der Gesamtsteifigkeitsmatrix detektiert werden. Erst
2Sonderforschungsbereich 298, TU Darmstadt, 1994–2002,
”
Deformation und Versagen
von metallischen und granularen Materialien“
6wenn es auf ausreichend vielen Integrationspunkten zu Materialinstabilita¨ten
kommt, die sich gegenseitig nicht mehr
”
u¨berdecken“ ko¨nnen, ist es mo¨glich
einen globalen Steifigkeitsverlust zu erkennen. Damit wird auch einsichtig,
dass ein solcher globaler Punkt nicht als Kriterium von Materialinstabilita¨t
innerhalb einer Struktur herangezogen werden kann, weil es vorher schon
Bereiche lokaler Instabilita¨t gegeben haben muss, die u¨bergangen worden
sind. Diese
”
verschmierende“ Eigenschaft der FEM stellt sich gerade bei der
Simulation von entfestigendem Materialverhalten als entscheidender Nach-
teil dieser Methode heraus und fu¨hrt zu den in diesem Zusammenhang oft
erwa¨hnten Netzabha¨ngigkeit der numerischen Resultate.
Das betrachtete System verliert seine positive Definitheit, der Typ des zu
lo¨senden Diffentialgleichungssystems a¨ndert sich (in den betrachteten Fa¨l-
len verliert es die Elliptizita¨t und wird para–/hyperbolisch), mathematisch
spricht man von nun an von einer
”
Schlecht–Gestelltheit“.
Gerade diesen Typwechel des DGL–Systems versucht man mit entsprechen-
den, oben erwa¨hnten Regularisierungsmethoden zu vermeiden.
Dennoch stellt ein mo¨glicher Rissfortschritt (Schaffung neuer Oberfla¨chen!)
ein Stabilita¨tsproblem dar, dessen Auftreten / Detektierung numerisch von
Interesse ist. Mo¨glicherweise ist man in der Lage, z.B. durch ein ra¨umlich
adaptives Verfahren in Verbindung mit der Formulierung einer Koha¨sivzone,
den Rißfortschritt in geeigneter Weise ab diesem Punkt darzustellen, siehe
Leppin [2000].
Die Auswertung der Determinante des sogenannten Akustik–Tensors stellt
aus material–theoretischer Sicht (beginnend mit Hill [1958]) eine Mo¨g-
lichkeit dar, das erste lokale Auftreten eines Null–Eigenwertes und damit
einen Rangabfall/Stabilita¨tspunkt zu finden. Ein Weiterrechnen u¨ber die-
sen Punkt hinaus, ohne das numerische Werkzeug geeignet zu wechseln,
ist aus dieser Sicht sehr fragwu¨rdig und liefert die hinla¨nglich bekannte
Netzabha¨ngigkeit der numerischen Resultate.
Eine gleichzeitig zur Lo¨sung des gestellten Randwertproblems mitgefu¨hrte
Auswertung des akustischen Tensors stellt fu¨r den vollen 3D–Fall einen
erheblichen numerischen Mehraufwand dar. Dies wird ebenfalls in den Ver-
o¨ffentlichungen zu dieser Thematik diskutiert.
7Eine zur Auswertung des Akustik–Tensors alternative U¨berlegung wird u.a.
in Petryk [1997] dargestellt, ist allerdings fu¨r die hier behandelten Fa¨lle
noch nicht umgesetzt und untersucht worden.
• In Baaser & Gross [2001a] wird im Gegensatz zu den beiden oben
genannten Arbeiten eine Analyse durchgefu¨hrt, deren Blick auf die Korn-
struktur der metallischen Werkstoffe gerichtet ist.
In einem Ausschnitt vor einer Rissspitze, die durch ein K–Fernfeld im Riss-
o¨ffnungsmodus I belastet ist, wird eine durch Zufallsgenerator erzeugte
Kornstruktur mit darin enthaltenen diskret verteilten Mikroporen betrach-
tet. Fu¨r diese erste Untersuchung ist eine Inhomogenita¨t im betrachteten
Feld durch unterschiedliche Materialkennwerte der Ko¨rner untereinanderfu¨r
den Bereich der plastischen Verfestigung erreicht worden.
U¨ber die Deformationsgeschichte hinweg kann man mit diesem Werkzeug
Einblicke in das Versagensverhalten beim Zusammenwachsen von Mikro-
poren erhalten und die wirksamen Mechanismen eindrucksvoll studieren.
U.a. wird deutlich, wie Spannungsu¨berho¨hungen zu Dehnungslokalisierung
”
im Kleinen“ zwischen den Poren fu¨hren. Es la¨ßt sich im weiteren leicht
erkennen, wie sich durch Porenvereinigung eine Makroscha¨digung einstellt.
Die dabei entwickelten numerischen Werkzeuge erlauben eine Vielzahl von
weitergehenden Detailuntersuchungen auf die im abschließenden Abschnitt
nochmals eingegagen werden soll.
Im u¨brigen kann man diese Entwicklung auch in einen internationalen Rah-
men stellen und zur Kenntnis nehmen, dass auch gerade in den USA mit
dem Gebiet der Computational Material Sciences ein Bindeglied zwischen
der klassischen, angewandten Mechanik und den Materialwissenschaften
geschaffen wird.
• Die Arbeit Baaser [2004] befasst sich mit einem weiteren Detail der
numerischen Umsetzung von kristallinen Materialeigenschaften. Die algo-
rithmische Beschreibung von Einkristallen mit ihren diskreten Gleitebenen
stellt aus Sicht der Kontinuumsmechanik immer noch ein Problem dar, weil
das Auftreten von Plastizita¨t, hier als irreversibler, ratenunabha¨ngiger Pro-
zess verstanden, mit Abgleitvorga¨ngen auf den durch die Kristallstruktur
8gegebenen Gleitebenen identifiziert wird. Schon durch einfache geometri-
sche U¨berlegungen stellt man fest, dass fu¨r bestimmte Deformationen nicht
immer alle Gleitebenen aktiv sein mu¨ssen.
Dieses Verhalten fu¨hrt auf ein mathematisches Optimierungsproblem mit
Ungleichungsnebenbedingungen und muss numerisch gelo¨st werden.
In neueren Arbeiten wird hierfu¨r ein augmented–Lagrange–Verfahren
angegeben und daraus ein Integrationsalgorithmus abgeleitet.
Die Anwendung eines klassischen Euler–ru¨ckwa¨rts–Verfahrens als nume-
rischer Integrationsalgorithmus verletzt aber bekannterweise die Bedingung
der plastischen Inkompressibilita¨t. Dies fu¨hrt fu¨r den betrachteten Fall von
Kristallplastizita¨t zu einem Fehler, der sich von Schritt zu Schritt immer
weiter akkumuliert und das Ergebnis verfa¨lscht.
In der vorgestellten Arbeit wird zur Integration ein Exponentialansatz ge-
wa¨hlt, der volumenerhaltend ist und der in der numerischen Umsetzung
durch eine Pade´–Approximation dargestellt wird.
Dies fu¨hrt zu den gewu¨nschten Eigenschaften und zu einem unbedingt
stabilen Lo¨sungsverhalten.
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Kapitel 2
Ausblick
Wie bereits in der vorgegangenen U¨bersicht und Diskussion zu erkennen sein
sollte, werden in dieser Arbeit zumindest vier Richtungen von substanziellen Un-
tersuchungen bei der rechnergestu¨tzten Betrachtung von Entfestigungsprozessen
angestossen. Auf allen vier Teilgebieten sind wesentliche Fortschritte im grund-
sa¨tzlichen Versta¨ndnis aber auch der konkreten numerischen Umsetzung erzielt
worden. Damit sollte man sich keineswegs zufrieden geben, sondern vielmehr
angeregt sein, bestgimmte Gedankenga¨nge fortzusetzen und gegebenenfalls die
algorithmische Umsetzung weiter zu optimieren.
Neben den hier direkt aufgezeigten vier Entwicklungsmo¨glichkeiten gibt es
aber auch — je nach Blickwinkel — bestimmt noch weitere die hier keine Be-
achtung gefunden haben.
In diesem Zusammenhang verweise ich an dieser Stelle explizit auf Forschungs-
aktivita¨ten in der Arbeitsgruppe von Prof. Kuna, TU BA Freiberg, wo verschiede-
ne Mo¨glichkeiten einer Parameterindentifikation speziell fu¨r Scha¨digungsmodelle
entwickelt werden. Diese Thematik einer eindeutigen Bestimmung von Material-
kennwerten fu¨r Scha¨digungsmodelle ist ein weiteres Beta¨tigungsfeld, das in dieser
Arbeit vollsta¨ndig ausgeklammert bleiben musste, allerdings fu¨r zuku¨nftige Ent-
wicklungen unabdingbar ist. Dabei stellen sich ebenfalls Fragen der Eindeutigkeit
und inversen Problemlo¨sung, die wegen ihrer Komplexita¨t heute noch garnicht
komplett gelo¨st werden ko¨nnen.
14
Aus diesem Grund scheinen Zuga¨nge, die mikroskopische Aspekte der Mate-
rialstruktur mit makroskopischen Eigenschaften in Verbindung bringen (
”
Homo-
genisierung“) und daraus eine Parameterbestimmung fu¨r Kontinuumsmodelle er-
mo¨glichen, unabdingbar und speziell fu¨r die Anwendung bei Scha¨digungsmodellen
vielversprechend. Damit sei zum Abschluss auch wiederum der Bogen zum
”
Werk-
zeugkasten“ Baaser & Gross [2003a] geschlagen ...
Teil II
Diskutierte Vero¨ffentlichungen
Kapitel 3
A New Algorithmic Approach
treating Nonlocal Effects at
Finite Rate-independent
Deformation using the
Rousselier Damage Model
Computer Methods in Applied
Mechanics and Engineering,
192 (1–2), 107–124, 2003
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A new algorithmic approach treating nonlocal effects
at finite rate–independent deformation
using the Rousselier damage model
H. Baaser∗, V. Tvergaard
Department of Solid Mechanics, Technical University of Denmark
DK–2800 Kgs. Lyngby, Denmark
Abstract: The aim of this contribution is a demonstration of a
new iterative approach for the algorithmic treatment of a nonlo-
cal damage formulation in the scope of the finite element method.
The damage model of Rousselier is used in a finite strain for-
mulation to represent the material behaviour in the specimens of
interest. The new method uses a set of constitutive equations with
a Bazˇant–type nonlocal regularisation. An iterative Newton–
Raphson–scheme is applied, which requires the determination of
the global stiffness and residuum of the system by the assembling of
local solutions at every integration point many times during an ite-
ration loop. The numerical treatment is held in a general form and
a three–dimensional example is used to illustrate the performan-
ce of this method in comparison with the classical local approach.
To effectively represent the shear band localization 20–nodes–brick
elements with 2× 2× 2–integration are used.
Keywords:Ductile Damage, Nonlocal Regularization, 3D–Finite–Element–Simulation,
Shear Band Localization
∗On leave from: Institute of Mechanics, Darmstadt University of Technology
Hochschulstr. 1, D–64289 Darmstadt, Germany
Correspondence: baaser@mechanik.tu-darmstadt.de
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3.1 Introduction
A well–known disadvantage in the numerical treatment of solid mechanics
problems, where softening material behaviour occurs, is the so–called mesh–
dependence of numerical results. Formulating a physical problem in the form
of differential equations and discretizing them for example by the finite ele-
ment method to obtain a numerical solution one gets results which depend
on the chosen finite element mesh if the system of equations loses ellipticity.
If standard elastic or inelastic constitutive equations are applied, with as-
sociated evolution equations for the set of internal variables, the described
critical situation is not reached as long as the material remains stable in the
sense of Hill [1958]. However, when a slightly more difficult material law
is used, involving damage effects as a special application of inelastic/plastic
behaviour, material stability and consequently ellipticity of the global system
of equations is not guaranteed. Thus one could get mesh–dependent results
because of a local strain–softening effect (for example near a crack tip), alt-
hough the global structure seems to be in a stable regime indicated by an
overall hardening behaviour for the full specimen.
Many articles have introduced different methods to overcome the mesh–de-
pendence of finite element results. The common idea is the implementation
of a characteristic or internal length (scale) into the constitutive model or its
evaluation. Some authors try to interpret this additional parameter as mate-
rial dependent, others declare it as structure or loading dependent. We shall
mention four different types of models. A type of Cosserat model follows
the idea of considering in addition to the displacement of a material point
also its rotation in the continuum description, see De Borst [1991] or Eh-
lers et al. [1998]. The internal length introduced was shown to determine
the width of shear bands especially in soil materials, where the additional ro-
tational degrees of freedom are activated during the deformation history. For
such shear dominated problems this method seems to be a valid regularizati-
on technique. Another advanced regularization method is the introduction of
the higher gradients of displacements as additional degrees of freedom. The-
se models, generally known as gradient–dependent plasticity models, require
also extra degrees of freedom per node in the finite element formulation. A
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consistent formulation in terms of small–strain conditions is available, see
e.g. De Borst et al. [1999].
A totally different approach to the modeling of failure occurrence is the dis-
crete representation of the actual failure or damage mode. Such models are
able to represent the failure occurrence by special finite elements either capa-
ble of showing displacement jumps internally within the element structure,
see Oliver [1996], or between the element edges throughout a special co-
hesive law defining the stress–strain behaviour, see e.g. Hohe et al. [1996]
or Baaser et al. [1997].
The last type of regularizing approaches is known as non–local based on a
spatial smoothing of certain quantities over the volume or structure of inte-
rest, see Bazˇant & Pijaudier-Cabot [1988]. The main goal of this type
of model is an additional evaluation of a volume integral for the internal
variables like plastic strain or damage, convoluted e.g. by a bell–like kernel
function, see Pijaudier-Cabot & Benallal [1993]. Many authors used
this smoothing technique like Leblond et al. [1994],Tvergaard & Need-
leman [1997] or Baaser & Gross [1998] and computed the smoothing
of e.g. the damage parameter as an additional process to the actual result
of the evaluation of the set of constitutive equations. This in the sense of
the algorithm explicit smoothing procedure causes some problems with the
convergence of the numerical solution because it is a disturbance of the for-
mer calculated result of the respective smoothed quantity. To overcome this
special problem Tvergaard & Needleman [1995] have introduced the
quotient K = f˙/f˙local to prevent numerical problems considering Gurson’s
damage model. They report that the“time step size needs to be small enough
so that K at any integration point does not vary substantially from step to
step”.
In this present paper we follow a new idea of evaluating the volume integral
for the increment of the damage parameter used. The idea is to compute the
smoothing during the iteration of the set of constitutive equations, which is
advantageous due to the iterative character of the equation solver applied.
We discuss this approach in detail in Section 3.2.3. The algorithmic treat-
ment is described in Section 3.4.2. A numerical example is shown in Section
3.5 for a typical shear band localization. In this study 20–noded brick 3D
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elements are used with quadratic shape functions along the element edges.
For this element typeMathur et al. [1994] have found good representation
of localization in the 3D case. Another possibility would be the enhanced
type 3D elements by Simo & Armero [1992], but this would require big
numerical effort in coding and computation.
As constitutive model we use in this paper the ductile damage model of
Rousselier et al. [1989]. Many numerical investigations of ductile failure
by the nucleation and growth of micro–voids have been based on theGurson
model, e.g. see Tvergaard [1989]. Here, however, we use the Rousselier
model to get more experience with predictions of this model. An advantage
of this model is that the material softening behaviour due to damage is de-
scribed by the influence of just three material parameters, according to the
chosen formulation. There are a few arcticles treating the calibration of the
Rousselier parameters to experimental data, see Rousselier et al. [1989]
and Li et al. [1994]. A second advantage is related to the numerical imple-
mentation of the constitutive law by means of an implicit integration scheme.
The type of constitutive equations leads to symmetric tangent material mo-
duli, which is advantageous in computing and storing the matrix expressions.
The numerical treatment and integration of this model is described in Section
3.3.2. Additionally we have added in Appendix 3.7 a comprehensive descrip-
tion of the integration procedure of this damage model, including the local
derivatives needed to construct an implicit integration scheme.
3.2 The nonlinear solution procedure
Iterative numerical procedures are often used to solve structural problems,
when the governing system of differential equations is nonlinear due to the
material behaviour and/or the geometry, e.g. caused by large displacements.
To get an approximation to the real nonlinear behaviour of the structure
considered, the final load, leading to an unknown displacement result u,
is divided in smaller load steps. Thus, for every load level the structural
response is computed by finding the actual equilibrium, using an iterative
solution procedure. The accumulation of the incremental solutions ∆u of the
displacement field results in the total answer u.
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3.2.1 Outline of the classical iterative solution proce-
dure
Starting from the weak form of equilibrium g(u, δu) = 0, resulting from the
momentum balance equation, an iterative solution method can be constructed
to solve for the unknown displacements u at a given load, with prescribed
boundary displacements u¯ on the system. The displacements describe the
difference between the current and the initial configuration by u = x − X.
The representation of g(u, δu) = 0 in terms of a Taylor–series from a
known position uˆ with ∆u = u − uˆ leads to a first order approximation of
the weak form. This expression is the basis for the global iteration loop to
find the increments ∆u and thus the new displacements u. This procedure
is schematically described in Fig. 3.1. In the next load step the new solution
of the system has to be determined by repeating this iteration.
3.2.2 The nonlocal formulation
For static and time–independent boundary value problems in solid mechanics
the governing differential equations are usually elliptic. For such structural
analysis there is a large number of efficient numerical algorithms of enginee-
ring interest, including inelastic material behaviour.
Problems arise when strain softening material behaviour is modeled, since
then the governing differential equations become hyperbolic. A material re-
aching the softening regime passes a stability point, which results in mesh
dependent responses when a standard numerical discretizing method is app-
lied.
In the usual iterative procedures all quantities are stored locally on the level
of integration points. However, the nonlocal approach to be presented he-
re manipulates the results for the increment of the damage parameter by a
smoothing technique and influences through that one internal quantity on the
integrations points. Bazˇant & Pijaudier-Cabot [1988] have shown that
a nonlocal treatment of the damage quantities leads to mesh–insensitivity.
Other quantities can still be handled in a local way. For this reason we ap-
ply the nonlocal smoothing integral to the increment ∆β of Rousseliers
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g(u, δu) :=
∫
B
σ · gradδu dv − ∫
∂Bσ
tboun · δu da = 0
u = x−X
Dg(uˆ, δu) := ∫
B0
J(∆σ + grad∆uσ)gradδu dV
Consistent Linearization
F = ∂x
∂X
It
er
a
ti
o
n
L
o
o
p
J := detF = dvdV
Weak Form of Equilibrium
g(u, δu) ' g(uˆ, δu) +Dg(uˆ, δu)∆u = 0
where ∆u = u− uˆ
Update: u = uˆ +∆u
Loop till convergence
Figure 3.1: Classical Iterative FEM Solution Procedure for a given Load Level
damage quantity
∆βnonloc(x) =
∫
∆β local(s)ϕ(s− x) dΩ(s)∫
ϕ(s− x) dΩ(s)
(3.1)
where the kernel function chosen as
ϕ(x) = exp
[
−k
2
l2c
x · x
]
(3.2)
is responsible for the nonlocal smoothing of the local quantity ∆β local. The
damage model will be described in more detail in section 3.3.2. From a ma-
thematical point of view the characteristic length lc describes the standard
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deviation of the normal distribution (see Bazˇant & Pijaudier-Cabot
[1988] for a discussion of the factor k depending on the dimension of the
problem considered). Following their arguments k ≡ (6√pi)1/3 ' 2.2 for the
3D case considered here.
3.2.3 The new / modified solution algorithm
The focus of the new solution algorithm is on the assembling of the global
stiffness matrix and the global residual vector. In Fig. 3.1 the global equi-
librium iteration is illustrated, with the use of the residual(vector) g(u, δu)
and the actual system stiffness(matrix) Dg(uˆ, δu). During the assembling
procedure for these terms the actual increments for the local description of
the constitutive behaviour are computed. The numerical procedure for this
modification is described in detail in Appendix 3.7 (see eqn. (3.28)) where the
calculation of the local solution of the constitutive equations is demonstra-
ted. The new idea is a global computation of the increments ∆x in (3.28) by
an iterative Lanczos solver. The specific algorithmic treatment of this ite-
ration is described in Section 3.4.2. Due to the iterative character of the new
solution scheme we are able to modify the actual solution of the increment
of the damage parameter β by a nonlocal approach, as shown in the previous
section. This modification is not possible in the traditional iterative solution
procedure, where the evaluation of the constitutive equations is treated in
every integration point violating the yield condition, without considering its
spatial position.
The here described nonlocal modification of the increment ∆β of the damage
parameter can be interpreted as semi–implicit procedure evaluating the set of
constitutive equations incorporating the convolution of (3.1). This guarantees
the global quadratic convergence behaviour.
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3.3 Finite Strain Plasticity and Damage Mo-
del
3.3.1 Finite Strain Plasticity
In elastic–plastic solids under sufficiently high load finite deformations oc-
cur, where the plastic part of the strains usually is large compared with
the elastic part. The description of finite plastic deformations in conjunction
with damage models is often done by using the additive decomposition of
the elastic and plastic strains rates, Tvergaard [1989]. Here, however, we
use the framework of multiplicative elastoplasticity which is widely accepted
in the field. Its kinematic key assumption is the multiplicative split of the
deformation gradient
F = Fel · Fpl (3.3)
into an elastic and a plastic part, providing the basis of a geometrically
exact theory and avoiding linearization of any measure of deformation. As a
further advantage, fast and numerically stable iterative algorithms, proposed
and described in Weber & Anand [1990] or Simo [1992], can be used.
In the following, only a brief summary of the algorithm in the context of a
FE–implementation is given.
An essential aspect of (3.3) is the resulting additive structure of the current
logarithmic principal strains within the return mapping scheme
el = tr −∆pl . (3.4)
Here, i = lnλi (i = 1, 2, 3) and λ
2
i are the eigenvalues of the left Cauchy–
Green tensor btrel , which describes the elastic trial state. The elastic strains
el are defined by Hooke’s law and the plastic strain corrector ∆pl can
be derived by the normality rule of plastic flow. The elastic left Cauchy–
Green tensor can be specified with the decomposition (3.3) as
bel = Fel · FTel = F ·C−1pl · FT , (3.5)
which clearly shows the“connection”between the elastic and plastic deforma-
tion measure by the occurence of the plastic right Cauchy–Green tensor
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Cpl = F
T
pl · Fpl.
By means of the relative deformation gradient (see Simo [1992])
f =
∂x
∂xn−1
= F · F−1n−1 , (3.6)
which relates the current configuration x to the configuration belonging to
the previous time step at tn−1, an elastic trial–state is calculated for the
current configuration at time tn
btrel = f · bn−1 · fT (3.7)
with frozen internal variables at state tn−1. If the condition Φ ≤ 0 (see eqn.
(3.10)) is fulfilled by the current stress state τ , this state is possible and
is the solution. If, on the other hand, Φ ≤ 0 is violated by the trial–state,
the trial stresses must be projected back on the yield surface Φ = 0 in an
additional step. This “return mapping” procedure is used as the integration
algorithm for the constitutive equations described in Section 3.3.2. It should
be mentioned that the algorithmic treatment in terms of principal axes has
some advantages concerning computational aspects like time and memory
saving. Based on this, the integration procedure of the constitutive equations
for large and for small deformations is very similar, Aravas [1987].
3.3.2 The Rousselier Damage Model
Some notations and characters, which will be used in this description of the
constitutive law and later on in the algorithmic setting, are specified first.
Following the ideas of Aravas [1987] we decompose the stress and strain
tensors in scalar values, which is also a great advantage for the numerical
implementation. Thus, we write the Kirchhoff stress tensor τ as weighted
Cauchy stress tensor in the following way:
τ = J σ = −p1+ 2
3
qn , (3.8)
where p = − 1
3
τijδij defines the hydrostatic pressure, q =
√
3
2
tijtij the equiva-
lent stress and tij = τij + pδij are the components of the stress deviator. In
this notation an additional important value is the normalized stress deviator
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n = 3
2q
t. The second order identity tensor 1 is defined as the Kronecker
symbol by its components δij in the cartesian frame. In an analogous way
the plastic strain rate can be written as
∆pl =
1
3
∆εp1+∆εqn , (3.9)
where ∆εp and ∆εq describe scalar rate quantities which are defined later on.
The constitutive model used in this study is the damage model proposed by
Rousselier et al. [1989]. Here, the yield function taking ductile damage
processes into account is written as
Φ = q − σ0
[
εpleqv
σ0
E + 1
]1/N
︸ ︷︷ ︸
σ∗
+B(β)D exp(− p
σ1
) = 0 , (3.10)
where σ∗ represents the material hardening in terms of a power law, and the
last part of (3.10) represents the damage (softening) behaviour by the func-
tion B(β) and an exponential assumption. Furthermore, Youngs modulus
is defined by E, the initial yield stress by σ0, the material hardening by the
exponent N ; and D and σ1 are damage material parameters. The function
B(β) is the conjugate force to the damage parameter β (see Rousselier et
al. [1989]), defined by
B(β) =
σ1f0 exp(β)
1− f0 + f0 exp(β) . (3.11)
Here, the initial void volume fraction f0 is the third damage depending ma-
terial parameter used in this set of constitutive equations.
The set of constitutive equations is complemented by the evolution equations
for the plastic strain εpleqv and the damage parameter β.
The macroscopic plastic strain rate ˙pl is determined by the classical asso-
ciated flow rule
˙pl = λ
∂Φ
∂τ
= λ
{
∂Φ
∂q
∂q
∂τ
+
∂Φ
∂p
∂p
∂τ
}
. (3.12)
Notice that ˙pl coincides with the plastic increment ∆pl for the algorithmic
setting in (3.4) if it is written in principal axes. The last part of (3.12) shows
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a further advantage of this formulation following Aravas [1987], because of
the very easy determination of the derivatives of Φ with respect to the scalar
quantities q and p. One can see with (3.9) and (3.12) that
∆εp = −λ∂Φ
∂p
and ∆εq = λ
∂Φ
∂q
(3.13)
are valid. These two equations allow for the algebraic elimination of the factor
λ if
∆εp
∂Φ
∂q
+∆εq
∂Φ
∂p
= 0 (3.14)
is fulfilled. Thus, the increment of the plastic strain can be expressed by the
two scalar quantities ∆εp and ∆εq. Then the equivalent plastic strain ε
pl
eqv
can be incremented directly by ∆εq.
The evolution equation for the damage parameter β is given by
∆β = ∆εqD exp(− p
σ1
) (3.15)
which is obviously dependent on the deviatoric part of the strain rate ∆εq
and the current hydrostatic pressure p.
Now the whole set of constitutive equations is known. The evaluation of
the material model for a given load level requires the solution of the three
equations (3.10),(3.14) and (3.15) for the unknowns ∆εp, ∆εq and ∆β, re-
spectively. Classically this evaluation would be done pointwise on the local
level in the integration points by an implicit Euler backward integration
rule, which is described in detail in Appendix 3.7. In Section 3.2.3 we discuss
a new approach, which allows for a nonlocal formulation, and its algorithmic
treatment is shown in Section 3.4.2.
The exact linearization of this set of equations follows the description in
Aravas [1987]. At this point we just mention the starting point of the li-
nearization
τ = C :
(
tr − 1
3
∆εp1−∆εqn
)
, (3.16)
where C is the matrix of the elastic moduli defined by the Lame´ constants.
The variational expression for (3.16) is found as
δτ = C :
(
δtr − 1
3
δ∆εp1− δ∆εqn−∆εq ∂n
∂τ
: δτ
)
. (3.17)
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Some extended algebraic manipulations on (3.17), as described in Aravas
[1987], lead to the expressions δ∆εp and δ∆εq and finally
D =
(
∂τ
∂
)
t+∆t
, (3.18)
which is the material modulus for the implicit integration procedure at the
end of the time interval [t, t+∆t] considered.
The following points explain details of the constitutive model:
1. It is reminded that the current value of the void volume fraction f can
be attained by f = B(β)
σ1
to get a comparison to other damage models,
like Tvergaard [1989].
2. The yield function (3.10) can be seen as classical yield condition of von
Mises plasticity with the hardening function σ∗(εpleqv) expanded by a
third term responsible for the material softening.
3. Note that for a vanished initial void volume fraction f0 ≡ 0 the yield
condition (3.10) indicates a von Mises yield condition without any
influence of damage, but in that case no increase of the damage quan-
tity β will take place. This is in contrast to common formulations of
Gurson’s damage model, where a nucleation of microvoids is espe-
cially considered by an additional term to the evolution equation of
the void volume fraction f , see Tvergaard [1989]. The constitutive
formulation used here describes “damage” by the parameter β, which
has no direct correlation to a measureable quantity. So no special term
for the nucleation of microvoids is assumed. With f0 ≡ 0 there will
be no influence of eqn. (3.15) on (3.11) and (3.10). Furthermore the
algebraic reformulation of (3.13) into (3.14) will break down because
of the vanishing derivation ∂Φ
∂p
in (3.13)1. With that numerically based
argumentation it is necessarry to define at least a very small initial void
volume fraction f0 to get an evolution of the damage parameter β.
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3.4 Finite Element Formulation
3.4.1 3D–Element
The starting point is the weak form of equilibrium g(u, δu), see Fig. 3.1,
formulated in the current configuration, where u is the displacement and
tL are the prescribed tractions acting on the boundary ∂Bσ of the body B.
Linearization with respect to the current deformation state, and rearrange-
ment leads (with dv = J dV ) to the following representation of the element
stiffness
Dgelmt(uˆ, δu) =
∫
B0
J (∆σ + grad∆u σ) · grad δu dV elmt (3.19)
where J = detF and B0 denotes the reference configuration. As for the global
residuum vector resulting from g(u, δu) the element results from (3.19) are
assembled to the global stiffness matrix K. For further explanations on the
implementation of the consistent linearization of the algorithm used see Simo
[1992] and the modifications in Reese & Wriggers [1997] concerning the
determination of the eigenvalue decomposition.
The discretization chosen in this paper is based on a 20–node–displacement
element formulation with shape functions Ni, (i = 1, 2, ..., 20), so that qua-
dratic functions describe the element edges. These shape functions are con-
structed in a straightforward manner, see e.g. hints in Cook et al. [1989].
As in Mathur et al. [1994] we use a 2 × 2 × 2 integration scheme, which
means an underintegration with respect to the quadratic shape functions Ni.
We point out that again no hourglassing mode was detected like that found
in the case of an 8–node–displacement element formulation and a 1 × 1× 1
integration scheme, see Baaser & Gross [1998].
3.4.2 The algorithmic treatment of the new solution
approach
As described above, the iterative solution procedure used for solving non-
linear problems by the finite element method requires an evaluation of the
constitutive equations on the level of the integration points. This is known as
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the lowest level of iteration in contrast to the global load/time incrementati-
on and the subsequent global iteration fulfilling the weak form of equilibrium.
In our new approach the originally local evaluation of the set of constitutive
equations on every integration point is shifted from the lowest level to a global
solution while assembling the system stiffness matrix and the right hand side
residual vector.
Instead of solving iteratively for every element integration point, we assemble
a large system of equations where the set of equations from every integration
point enters blockwise along the main diagonal of the new system matrix.
For the case that all integration points are in the inelastic regime, we get the
global maximum number of constitutive equations
nconstglb = n
const
loc · nelmtint · nelem , (3.20)
where nconstloc is the local number of constitutive equations (in the present
formulation of the Rousselier model nconstloc ≡ 3), nelmtint is the number of in-
tegration points per element (in our case nelmtint ≡ 8) and nelem is the current
number of elements of the FE–discretization. This maximum number nconstglb
decreases with the number of integration points staying in the elastic regime,
which is distinguished by the yield condition (3.10).
The system matrix is just filled blockwise along the main diagonal with a
band of the three equations from the constitutive set and is non–symmetric.
It is stated, that the coupleing between the integration points within one
element or its neighbourhood is defined by the convolution in (3.1) and do
not effect the non–main diagonal entries of the supermatrix. This situation is
illustrated in Fig. 3.2. The global iteration scheme to find the current equili-
brium requires in every iteration loop the assembling of the (global) system
matrix and the right hand side vector. Parallel to this assembling procedure,
we solve the new global system of constitutive equations by an iterative Lan-
czos solver. The algorithm for the Lanczos solver is shown in Appendix
3.8. The use of the slightly more complicated Lanczos solver instead of an
ordinary conjugated–gradient–solver is chosen due to the possibility that the
system matrix is not positive definite, which is not required by the Lanczos
solver. That iterative solution technique is advantageous because of the pos-
sible sparse storing technique for the system matrix of Fig. 3.2. Therefore,
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Figure 3.2: Structure of the System Matrix entered by the Constitutive Equa-
tions
we need as storage just (nconstloc )
2 · nelmtint · nelem entries.
Additionally, the iterative character of this solver is the basis for our non-
local approach, because after every iteration step we disturb the solution
for the increment of the damage parameter ∆β by applying the nonlocal
Bazˇant–type smoothing (3.1). In this sense, we construct a so–called semi–
implicit solution scheme for the set of constitutive equations incorporating
the non–local smoothing of the damage parameter. Contrary to the usual
strictly explicit computation of (3.1), that procedure can be characterized as
advantageous. Writting in matrix notation, we have to solve
A · x = r (3.21)
for x as vector of the increments of the constitutive set of equations, where
A is in general nonsymmetric, but stored by the sparse method. An easy
3.5. EXAMPLE AND RESULTS: SHEAR BAND LOCALIZATION 33
and very efficient method to get a symmetric system of equations, which is
required by the Lanczos solver, applied is to solve the modified system AT ·
A ·x = AT ·r. In using iterative equation solvers the efficiency is increased by
a preconditioning procedure, e.g. see Braess [1997]. Here we use a diagonal
preconditioning, where the preconditioning matrix C is constructed by the
diagonal entries D of A1:
C = DAT·A = DAT ·DA = DA ·DA . (3.22)
As consequence we have to solve
C−1 ·AT ·A · x = C−1 ·AT · r (3.23)
and during the iteration we have to smooth the solution for ∆β to get the
nonlocal results for the increments ∆εp, ∆εq and ∆β
nonloc in every integration
point. Having now the nonlocal results, the global stiffness and right hand
side for the global equilibrium iteration can be assembled following the same
scheme as for the classical solution technique.
3.5 Example and Results: Shear band localiza-
tion
2 % of width
u∗
symm. b.c.
sy
m
m
.
b
.c
.
lc
h
=
1
0
m
m
w = 12 mm
Figure 3.3: One quarter of a stubby plane strain tensile test specimen
1Notation: DA represents the assembling of a matrix D with Dij ≡ Aij for i = j.
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E [MPa] ν σ0 [MPa] N D f0 σ1 [MPa]
210000 0.3 150 10 3 0.1 400
Table 3.1: Material Parameters
In this article we restrict ourselves to a study of localization of plastic
flow in a shear band, using the numerical methods and the 3D finite element
formulation described here. The following results could be obtained in an
equivalent way by a pure 2D formulation, but here we apply the procedure
described above to show that the combination of the Rousselier damage
model and the 20–node solid element is able to represent strain localization
and ductile failure modes in an efficient way. Further studies have to follow
in future. Especially the calibration of this numerical model to experimental
data is an important topic of interest. Such examinations are in preparation.
We examine the localization in a shear band for a metal strip assuming plain
strain conditions. The localization is initiated by a reduced cross–section at
the centre of the stubby plane strain tensile test specimen analysed. Due to
symmetry just a quarter of the structure is modeled as shown in Fig. 3.3. For
that purpose we choose different discretizations characterized by the typical
element edge length from e = 2.0 mm to e = 0.25 mm in the plane of interest.
Nevertheless, the model is discretized by the 20–node–solid elements, where
plane strain conditions (thickness t = 0.1 mm) are enforced. A homogenious
displacement u∗ is applied at the top of the structure. To force the shear
band localization the width of the structure is reduced linearly from the top
to the middle (bottom of FE–model) so that the cross–section in the middle
of the structure is 2% smaller than that at the top. Additionally, a circle with
a radius r = lc = 2.0 mm is drawn in Fig. 3.3 to give an impression of the
geometrical proportions relative to the chosen characteristic length scale.
The set of material parameters used is shown in Tab. 3.1. For this demon-
stration of shear band formation no real material behaviour is represented,
but reasonable values of the parameters are chosen, such that shear bands
form easily and the convergence of the numerical model is stable.
It is noted that there is a “natural margin” for the possible interval of para-
meters for the Rousselier damage model, restricted by the representation
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of the yield condition (3.10). It is seen that
σ1 <
σ0
f0D
(3.24)
should be valid for the non–loaded, initial elastic regime Φ < 0, which means
p = q = 0 and β = εpleqv = 0. Otherwise, the applied predictor–/corrector–
procedure described in Sections 3.3.1 and 3.3.2 will not work. Considering a
realistic material behaviour for e.g. mild steel this “condition” (3.24) is kept.
First computations are carried out with different element aspect ratios to get
an impression of preferred angle for localization in a shear band using the
local approach (lc ≡ 0 mm) of the constitutive equations. We vary the num-
ber of elements perpendicular to the tensile direction slightly. The reference
discretization for the typical element edge length e = 1.0 mm is a 12 × 10
mesh as shown in the middle of Fig. 3.4, and we use one element layer in the
thickness direction. This discretization results in an initial element aspect
ratio of ra =
w
nelmt
: h
10
≡ 1.0. We now vary the horizontal number of elements
between nelmt = 6 and nelmt = 24, so that we get the different initial aspect
ratios ra = 2.0, ..., 0.5. For brevity, just the plots for nelmt = 6 and nelmt = 24
are shown in Fig. 3.4, where the deformed configuration of the finite element
mesh and the computated void volume fraction f = B(β)
σ1
are plotted corre-
sponding to a top displacement of u∗ = 0.6 mm. It is seen that a shear band
develops in all computations from the top left to the right side across the
modeled part of the structure. An important result is that the orientation of
the shear bands is the same for all different aspect ratios. The shear band
develops at an angle of 41◦ to the horizon, indepedent of the chosen aspect
ratio. This result could not be reached by using a crossed triangle finite ele-
ment formulation as also mentioned in Mathur et al. [1994].
No previous investigation of shear band formation according to the Rous-
selier model has been found, and therefore the critical angle 41◦ obtained
here appears to be a new result. We also note that the different meshes did
not affect the critical strain for the onset of localization, which is seen in
Fig. 3.5, where the load–displacement–curves for the three cases nelmt = 6,
nelmt = 12 and nelmt = 24 are plotted, and agree very well.
It should be emphasized, that this first investigation on the localization be-
haviour of the chosen element formulation is a computation of exclusively
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local character. The number of elements in tensile direction is kept constant,
so that no mesh sensitivity is expected for the curves in Fig. 3.5. A mesh sen-
sitivity of the post localization slope will only occur if the element number in
the tensile direction is increased so that the band width is reduced relative to
the length of the region analysed. Just the angle of localization is the critical
aspect of this part of investigation, by which we proof the capability of that
element formulation with respect to that point of view.
In contrast, to show the effect of the nonlocal regularization technique intro-
duced here, the characteristic length scale is fixed at lc = 2.0 mm. Fig. 3.6
shows the resulting reaction force on the discretized part of the model vs.
end displacement for different discretizations in the local formulation, deno-
ted by (1), (2), (3) for meshes with e = 1 mm, e = 0.5 mm and e = 0.25
mm, respectively. As expected, we obtain the well known mesh sensitivity
and see: The finer the mesh chosen, the steeper is the negative slope of the
load–displacement curve after the onset of localization.
Results are also shown for the nonlocal formulation with lc = 2.0 mm and
the above discretizations. Discretizations with e > lc are not discussed, since
in that case the nonlocal formulation will not affect the values in the element
integration points essentially. First of all, the local approach here shows the
expected mesh sensitivity for the post localization slope, so that relative to
curve (1) the negative slope increases for curves (2) and (3). On the other
hand, the solutions for the regularized computations, (4), (5) and (6), in
Fig. 3.6 show practically no mesh sensitivity for the post localiazation slope.
These three curves remain rather close to curve (1), where the band width
is only determined by the rather large element size. Fig. 3.7 shows different
deformed configurations of interest for the local and the nonlocal computati-
ons, respectively, where the corresponding points for the meshes are marked
by dots in Fig. 3.6. As expected, the finest mesh in the local formulation
(Fig. 3.7 (b)) represents a much more narrow shear band than that found for
the mesh with e = 1 mm (Fig. 3.7 (a)). By contrast, the nonlocal results (c)
and (d) in the right column of Fig. 3.7 show much weaker indication of the
localization. This is caused by the nonlocal smoothing scheme and it shows
that the method works. Obviously, one can get an imagination of the shear
band size in the representations of Fig. 3.7 by a comparison to the contours of
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the accumulated plastic strain in Fig. 3.8, where the narrow shear band size
of the local approach is visible again. Additionally, we present the identical
situation with the contour plots for the accumulated plastic strain εpleqv in
Fig. 3.8, where the local cases represent again the mesh sensitivity, while on
the right hand side the nonlocal results are different because of the spatial
smoothing. The left column (Fig. 3.8 a), b)) underlines again the sharp re-
presentation of a shear band width of about one element diagonal depending
on the respective discretization. If effective strains larger than εpleqv = 0.06 are
taken to define what is inside the shear band, the shear band widths in Figs.
3.8a, 3.8b, 3.8c and 3.8d are 0.2 · h, 0.06 · h, 0.2 · h and 0.19 · h, respectively.
This shows, that for the local theory the band width is much reduced in the
finer mesh, whereas the nonlocal theory with lc = 2 mm gives approximately
equal band width in the two meshes. The obvious appearance of a second
shear band above the dominant first one is due to the scaling of the legend.
In comparison to Fig. 3.7 b) there is just one shear band activated across
the specimen. In contrast the nonlocal results with lc = 2 mm on the right
hand side (Fig. 3.8 c), d)) represent the smoothed situations, where the peak
values are decreased and the shear band width — especially in Fig. 3.8 d) —
is enlarged to the width of Fig. 3.8 c). Again the comparison to Fig. 3.7 d)
emphasizes the smeared out appearance of the strain localization in a wider
shear band.
3.6 Conclusions
Mesh sensitivity of numerical predictions is avoided here by using a nonlocal
damage model, with the delocalization introduced through an integral con-
dition on the increment of the damage quantity. The Rousselier damage
model is applied, which describes ductile failure by void growth to coalescence
at large plastic strains. A main focus of the paper is the implementation of
the nonlocal approach in an iterative Newton-Raphson scheme, which al-
lows for an accurate numerical solution without the need to use a very large
number of small increments. The nonlocal computational model is developed
here in the context of a three dimensional finite element formulation, using
isoparametric 20–node solid elements, and it is shown that the procedure
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works efficiently.
Localization of plastic flow in shear bands is one of the well known examples
of strong mesh sensitivity for standard local continuum models, and such
behaviour has been investigated for a number of material models. However,
predictions of shear band formation due to the softening behaviour in the
Rousselier damage model have not been well described. Therefore, the
computational examples in the present paper have been used first of all to
show the evolution of shear bands under tensile loading, according to the
local version of the material model, and to show that the predicted angle of
inclination of the shear bands is not mesh sensitive in the present element
formulation. Subsequently, the effect of the characteristic material length lc
in the nonlocal formulation is investigated, and it is shown that this removes
the mesh sensitivity in the predicted shear band width.
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Figure 3.6: Shear Band Localization: Reaction Force vs. End Displacement.
Comparison local (lc ≡ 0) – nonlocal (lc = 2.0 mm). Discretization increased
in both directions, with element size e.
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Figure 3.7: Shear Band Localization: Deformed meshes at u∗ = 0.6 mm. (a)
and (c) have e = 1 mm; (b) and (d) have e = 0.25 mm, where h = 10 mm.
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Figure 3.8: Accumulated Plastic Strain at u∗ = 0.6 mm. (a) and (c) have
e = 1 mm; (b) and (d) have e = 0.25 mm, where h = 10 mm.
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Appendix
3.7 Iteration of the set of constitutive equa-
tions
The unknowns ∆εp, ∆εq and ∆β are determined by a Newton–iteration
scheme.
The elastic trial–stress state is determined as described in Section 3.3.1, whe-
re also the quantities ptr and qtr are obtained as described below (3.8). The
“return mapping” iteration described here is carried out for integration points
violating the yield condition (3.10), either on the local level or as shown in
Sections 3.2.3 and 3.4.2 with the new global algorithm. In both cases the
determination of the local Jacobi–matrix is the same.
r1 =
1
E

q − σ0
[
εpleqv
σ0
E + 1
]1/N
+B(β)D exp(− p
σ1
)

 = ΦE = 0(3.25)
r2 = ∆εp
∂Φ
∂q
+∆εq
∂Φ
∂p
= 0 (3.26)
r3 = ∆β −∆εqD exp(− p
σ1
) = 0 (3.27)
For having a better condition of the iteration system the function r1 is weigh-
ted by Youngs modulus, so that a dimensionless expression results as for r2
and r3.
Determination of the Jacobi–matrix as
JRousselier =


∂r1
∂∆εp
∂r1
∂∆εq
∂r1
∂∆β
∂r2
∂∆εp
∂r2
∂∆εq
∂r2
∂∆β
∂r3
∂∆εp
∂r3
∂∆εq
∂r3
∂∆β

 ,
where the single coefficients are formulated below.
Evaluate for i, j = 1, 2, 3
xk+1 = xk −∆x (3.28)
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where ∆x is either calculated directly on every integration point by ∆xi = J
−1
ij rj
or calculated iteratively using the global Lanczos– and smoothing scheme
by solving J∆x = r and adopting (3.1) on ∆β.
So one gets [x1, x2, x3]
T = [∆εp,∆εq,∆β]
T and update
p = ptr +K∆εp
q = qtr − 3G∆εq
εpleqv = ε
pl,tr
eqv +∆εq
β = βtr +∆β , (3.29)
where K and G are the compression and shear modulus, respectively. The
quantities εpl,treqv and β
tr are used to store the accumulated history of the ac-
tual integration point in addition to the tensoriel quantity needed in (3.7).
The coefficients of JRousselier are determined using the following symbolic ma-
nipulations:
∂B
∂β
= B(β)
1− f0
1− f0 + f0 exp(β) ,
∂σ∗
∂εpleqv
=
E
N
[
εpleqv
σ0
E + 1
]1/N−1
∂Φ
∂p
= −B(β)D
σ1
exp(− p
σ1
) ,
∂Φ
∂q
= 1
∂Φ
∂β
=
∂B
∂β
D exp(− p
σ1
) ,
∂2Φ
∂p∂β
= −∂B
∂β
D
σ1
exp(− p
σ1
) = − 1
σ1
∂Φ
∂β
(3.30)
∂r1
∂∆εp
= ∂Φ
∂p
K
E
∂r1
∂∆εq
= 1
E
(−3G− ∂σ∗
∂εpleqv
) ∂r1
∂∆β
= 1
E
∂Φ
∂β
∂r2
∂∆εp
= 1−∆εq ∂Φ∂p Kσ1 ∂r2∂∆εq = ∂Φ∂p ∂r2∂∆β = ∆εq ∂
2Φ
∂p∂β
∂r3
∂∆εp
= ∆εqD
K
σ1
exp(− p
σ1
) ∂r3
∂∆εq
= −D exp(− p
σ1
) ∂r3
∂∆β
= 1
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3.8 The preconditioned Lanczos solver algo-
rithm solving K · x = r
1. Initialization
(a) start with RHS r with x0 = 0
(b) q = 0, c = 0, d = 0, δ = 0
(c) preconditioning z = C−1r
(d) β =
√
rTz
(e) weighted Lanczos–vector q¯ = z/β
2. Iteration, till RES < TOL
(a) z = Kq¯
(b) α = q¯Tz
(c) diagonals d = α− δ2 dold
(d) new solution ζ =

β/d on 1
st loop
−δ ζold dold/d else
(e) c = q¯− δ cold
(f) x = xold + ζ c
(g) new Lanczos–vector q = r/β
(h) r = z− αq− β qold
(i) preconditioning z = C−1r
(j) β =
√
rTz
(k) by–diagonal entries δ = β/d
(l) q¯ = z/β
(m) residuum RES = β |ζ|
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Abstract: Ductile crack initiation and growth is investigated by
applying a three–dimensional finite element analysis in conjunction
with a nonlinear damage model. This numerical procedure is formal-
ly restricted by the so–called loss of ellipticity due to a type change
of the differential equations. A time–independent finite strain for-
mulation is applied, based on a multiplicative decomposition of the
deformation gradient in an elastic and a plastic part leading to
an efficient integration scheme. This formulation can be used as
a general interface for the implementation of different constitutive
models describing damage by a scalar quantity in an isotropic man-
ner. As examples, we show some details of the thermomechanics of
the Rousselier and the Gurson damage models .
We discuss the description of microscopically strongly inhomoge-
neous material behaviour by discretization methods using macros-
copic mechanical field quantities, which are microscopic averages.
Often, typical discretization length scales fall below the intrinsic
material length scales, making the averaging structure of the ap-
plied numerical method doubtful. We present a detailed analysis
of their limitations and a comparative study of the investigated
damage models for the simulation of ductile fracture problems.
4.1 Introduction
During the past years application of models based on continuum dama-
ge mechanics (CDM) to ductile fracture mechanics became very popular.
4.1. INTRODUCTION 49
The computational evaluation and simulation of damage occurrence by dif-
ferent models implemented in the framework of the finite element method
(FEM) seems to be very promising, since many contributions have followed
the first, fundamental publications such as Gurson [1977], Rousselier et
al. [1989], Tvergaard [1989]. It is commonly believed that application of
the FEM taking finite deformations into account in conjunction with advan-
ced constitutive damage models with a softening regime may be capable of
simulating crack initiation and growth in typical fracture specimens under
test conditions. A well–known disadvantage of the numerical treatment of
solid mechanics problems, where softening material behaviour occurs, is the
so–called mesh–dependence of numerical results. In a considerable number of
investigations different methods have been proposed to overcome this mesh–
dependence. The common idea is to introduce a characteristic or internal
length (scale) into the constitutive model or its evaluation, see Baaser &
Gross [1998], Baaser & Gross [2001a], Baaser & Tvergaard [2003]
and references therein, where a summary of different regularization techni-
ques is outlined.
In this paper some limitations and restrictions of the ductile damage me-
chanics analysis are pointed out in the scope of the finite element method
and its nonlinear solution procedures at the example of a so–called Compact
Tension (CT) specimen . In order to resolve the highly nonlinear effects of
stress and strain concentration occurring near notches, crack tips or due to
shear band localization, the numerical discretization in these regions usually
is refined without respecting minimal length scales limited by inhomogenei-
ties on the microscale of the material. Typical physically based length scales
of ductile materials such as structural steel or aluminium alloys are in the
magnitude of about 50µm – 200µm. However, very often, length scales re-
sulting from FE discretizations of detailed simulations of damage and crack
initiation and growth problems fall below these “natural” barriers. As a con-
sequence, the basic assumptions of continuum mechanics such as continuity
of mechanical quantities on the macroscale are definitely violated and the
numerical results are highly questionable.
In this study, 20–noded brick elements are used with quadratic shape
functions along the element edges. As constitutive models, the ductile damage
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models of Rousselier et al. Rousselier et al. [1989] and Gurson Gur-
son [1977] in the formulation of Tvergaard Tvergaard [1989] are used
in the scope of isotropic finite strain plasticity. An advantage of the first mo-
del is the description of material softening due to damage by the influence of
solely three material parameters, while the Gurson model incorporates es-
sentially a larger parameter set sometimes leading to non–definite solutions,
see Zhang & Hauge [1999]. A second advantage of the Rousseliermodel
is related to the numerical implementation of the constitutive law by means
of an implicit integration scheme. The type of constitutive equations leads to
symmetric tangent material moduli, which is advantageous in computing and
storing the matrix expressions. To this end, we will remark for both models
on internal variables and their thermomechanical relations with respect to
the dissipation inequality.
Simultaneously, a localization analysis is performed during the iteration
on each integration point by evaluation of the so called localization or acou-
stic tensor for all possible directions of localization in three dimensions. The
fundamental derivation of the acoustic tensor for finite strains is described
in Steinmann et al. [1997]. An essential result of localization analysis for
damage occurrence in a CT specimen under monotonic loading is the fact
that a detailed representation of the behaviour of local strain softening is
possible obviously beyond the peak load, but is restricted as long as no loss
of ellipticity occurs.
4.2 Three–dimensional Finite Element For-
mulation
Starting point of any finite element discretization is the weak form of equili-
brium, given here in a spatial description as
g(u, δu) :=
∫
B
σ gradδudv −
∫
∂Bσ
tL δu da = 0 , (4.1)
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where u = x−X denotes the displacement vector of a material point repre-
sented by X in the reference configuration toward a position x of the same
point in the current configuration, δu is the first variation of the displacement
field. With σ the Cauchy stress tensor is characterized and tL = σ ·N are
the prescribed tractions acting on the loaded boundary ∂Bσ of the body with
(outer) normal vector N in the current configuration B.
Linearization at a known position X + uˆ with respect to the current
deformation state and rearrangement leads to the following representation of
the element stiffness
∆gelmt(uˆ, δu) =
∫
B
(∆σ + grad∆u · σ) : grad δu dvelmt , (4.2)
where ∆(•) denotes the linearization operator and ∆u = u− uˆ the increment
of the displacement field u. The right part of (4.2) results in the element stiff-
ness matrix Kelmt for the discretized setting, where Kelmt obviously consists
of two parts. The first part is obtained from the consistent linearization of
the material model getting ∆σ and the second part comes solely from the
linearization of the used strain measure at the computed stress state σ. For
further details on the implementation of the consistent linearization of the
used algorithm see Simo [1992]. The discretization chosen in this paper is
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Figure 4.1: 20–noded brick type element with corner nodes • and edge nodes
◦
based on a 20–node–displacement element formulation with shape functions
Ni, (i = 1, 2, ..., 20), so that quadratic functions describe the element edges.
As in Mathur et al. [1994], a 2× 2 × 2 integration scheme is used, which
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means an underintegration with respect to the quadratic shape functions Ni.
It shall be pointed out that no hourglassing modes were detected as for an
8–node–displacement element formulation and a 1×1×1 integration scheme,
see Baaser & Gross [1998].
4.3 Treatment of ContinuumDamage Models
in the Scope of Isotropic Finite Strain
Plasticity
4.3.1 Continuum Damage Models
Following Aravas [1987] we write the Kirchhoff stress tensor τ as the
weighted Cauchy stress tensor as
τ = J σ = −pτ I+ 2/3 qτ nˆ , (4.3)
where J := detF is the determinant of the deformation gradient F = ∂x/∂X
mapping material points X onto the current configuration x. The scalar pτ =
−τijδij/3 defines the hydrostatic pressure, qτ =
√
3/2 tijtij is the equivalent
Kirchhoff stress and tij = τij+p
τ δij are the components of theKirchhoff
stress deviator. These quantities can also be obtained for the Cauchy stress
tensor, whose deviatoric stress is s = σ+ pσI. In this notation, an additional
important quantity is the normalized and dimensionless stress deviator
nˆ = 3/(2qτ)t = 3/(2qσ)s . (4.4)
The second order unit tensor I is defined as the Kronecker symbol by its
components δij in the cartesian frame. Analogous, the plastic strain rate can
be written as
∆p =
1
3
∆εpI+∆εqnˆ , (4.5)
where ∆εp and ∆εq describe scalar rate quantities which are defined below.
Note, that again the dimensionless tensor quantities I and nˆ are used in this
notation.
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The first constitutive model used in this study is the damage model pro-
posed by Rousselier et al. Rousselier et al. [1989] . Here, taking ductile
damage processes into account, the yield function is written as
ΦRouss = qτ − σ0
[
εpeqv
σ0
E + 1
]1/N
︸ ︷︷ ︸
σM
+B(β)D exp(−p
τ
σ1
) = 0 , (4.6)
where σM represents the material hardening in terms of a power law, and
the last part of (4.6) describes the damage (softening) behaviour through the
function B(β) and an exponential expression. Furthermore, E is the Young
modulus, σ0 is the initial yield stress, N is the material hardening exponent,
and D and σ1 are damage material parameters. The function B(β) is the
conjugate force to the damage quantity β, defined by
B(β) =
σ1f0 exp(β)
1− f0 + f0 exp(β) . (4.7)
Here, the initial void volume fraction f0 is the third damage–depending ma-
terial parameter used in this constitutive set of equations. The evolution
equation for the damage parameter β is given by ∆β = ∆εqD exp(−pτ/σ1),
which is obviously dependent on the deviatoric part of the strain rate ∆εq
and the actual hydrostatic pressure pτ .
In the following some details of the constitutive model are pointed out:
1. The current value of the void volume fraction f can be determined by
f = B(β)/σ1. This quantity enables a comparison with other damage
models, like Tvergaard [1989].
2. The yield function (4.6) can be regarded as the classical yield condi-
tion of the von Mises plasticity with the hardening function σ∗(εpleqv)
expanded by a third term responsible for the material softening.
3. Note that for a vanishing initial void volume fraction f0 ≡ 0 the yield
condition (4.6) indicates a von Mises yield condition without any
influence of damage. However, in that case no increase of the damage
quantity β will take place. This is in contrast to common formulations of
Gurson’s damage model, where especially a nucleation of microvoids
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is taken into account by an extra term in addition to the evolution
equation of the void volume fraction f , see Tvergaard [1989]. The
constitutive formulation used here describes“damage”by the parameter
β, which has no direct correlation to a measurable quantity. In so far
no specific term for the nucleation of microvoids is assumed. With f0 ≡
0 there will be no influence of the evolution equation ∆β on B(β)
and (4.6). Furthermore, the algebraic reformulation of (4.12) will break
down because of the vanishing derivative ∂Φ/∂p in (4.12)1. In view
of such a numerically based argumentation it is necessary to define at
least a small initial void volume fraction f0 in order to get an evolution
of the damage parameter β.
4. Considering the Helmholtz free energy
Ψ(be, ε
pl
eqv, β) = W (be) +H1(ε
pl
eqv) +H2(β) , (4.8)
which can additively be split into the elastic part W and the parts H1
and H2 connected to the internal variables ε
pl
eqv and β; the conjugate
forces q = −∂H1/∂εpleqv and B(β) = −∂H2/∂β can be identified via
differentiation. Alternatively, one can obtain the “damage potential”
H2 = −
β∫
β0
B(β¯)dβ¯ = B0 − [σ1 ln(1− f0 + f0 exp(β))] (4.9)
from an explicit integration of (4.7), with B0 = σ1 ln(1−f0+f0 exp(β0))
as additional material parameter depending on the initial damage state1.
The relation (4.9) is graphically depicted in Fig. 4.2, where the shaded
area represents the dissipated “damage work” for a considered interval
[0, β]. This is in contrast to the following Gurson model, where such
a potential cannot be found, see Steinmann et al. [1994].
1Nach einer Anmerkung von Prof. Tsakmakis ist diese Modifikation mit β0 bzw. B0
hier im Zuge der Habilitation in Abweichung zum urspru¨nglichen Artikel eingefu¨gt worden.
Damit ist gewa¨hrleistet, dass u¨ber alle mo¨glichen DeformationsprozesseH2 > 0 bleibt, was
thermodynamisch zwingend ist, vgl. (4.8). In Erweiterung zu Rousselier et al. [1989]
wird diese Anforderung fu¨r das hier verwendete Scha¨digungsmodell auch erst in Rousse-
lier [2001] diskutiert !
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Figure 4.2: Damage potentialH2−B0 for theRousseliermodel and damage
forceB(β) vs. damage parameter β (parameter σ1 = 300 MPa, f0 = 0.01 from
Table 4.2)
The second constitutive model adopted here is the damage model ofGur-
son in the formulation of Tvergaard [1989], the numerical treatment fol-
lowsBaaser & Gross [2000]. In contrast to (4.6) the yield function appears
in a slightly different form as
ΦGurson =
(
qσ
σM
)2
+ 3f ∗(f) cosh(−3
2
pσ
σM
)−
[
1 + (
3
2
f ∗(f))2
]
= 0 , (4.10)
while the numerical treatment is identical for both models. In order to ena-
ble a comparison with the Rousselier model, we assume an evolution of
void volume fraction f solely by growth of existing voids and neglect the
term describing void nucleation. The hardening of the matrix material is
again described by σM and the actual void volume fraction f enters the yield
function (4.10) as f ∗, where f ∗(f) is defined by a bilinear function following
Tvergaard [1989].
The macroscopic plastic strain rate ˙p is determined by the classical as-
sociated flow rule
˙p = γ
∂Φ
∂τ
= γ
{
∂Φ
∂qτ
∂qτ
∂τ
+
∂Φ
∂pτ
∂pτ
∂τ
}
(4.11)
with the plastic multiplier γ. Note that ˙p coincides with the plastic increment
∆p for the algorithmic setting written in principal axes and is identified as
the plastic part of the spatial deformation velocity tensor d in the finite strain
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regime later on. The bracket on the right–hand side of (4.11) shows a further
advantage of this formulation following Aravas [1987], since it is easy to
determine the derivatives of Φ with respect to the scalar quantities qτ and p.
It can be seen with (4.11) that
∆εp = −γ ∂Φ
∂pτ
and ∆εq = γ
∂Φ
∂qτ
. (4.12)
These two equations allow the algebraic elimination of the factor γ. Thus,
the increment of the plastic strain can be expressed by the two scalar quan-
tities ∆εp and ∆εq. Furthermore, the equivalent plastic strain ε
p
eqv can be
incremented directly by ∆εq.
With this, the set of constitutive equations is completed. The evaluation
of the material model on the local level of integration points for a given
load is realized by an implicit Euler backward integration scheme for the
unknowns ∆εp, ∆εq and ∆β. The exact linearization of the set of equations
follows the description in Aravas [1987]. The variational expression
δτ =
 
e :
(
δtr − 1
3
δ∆εpI− δ∆εqnˆ−∆εq ∂nˆ
∂τ
: δτ
)
=  MaterialAlgo : δe (4.13)
leads, after some extended algebraic manipulations as described in Aravas
[1987], to the expressions δ∆εp and δ∆εq, where
 
e characterizes the ela-
stic material modulus. Finally, we obtain the algorithmic material modulus

Material
Algo at the end of the considered time interval [t, t + ∆t], which is ne-
cessary to compute the complete stiffness in (4.2). Note, that the consistent
linearization of the algorithmic modulus in (4.13) leads to a unconditional-
ly symmetric matrix representation for the Rousselier model, and to a
symmetric representation for the Gurson model just for neglecting void
nucleation as treated here.
4.3.2 Finite Strain Plasticity
At least in the crack tip region of elastic–plastic solids under sufficiently high
load, finite deformations occur where the plastic part of the strains usually
is large compared with the elastic part. The framework of multiplicative
elastoplasticity is used. Its kinematic key assumption is the multiplicative
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split of the deformation gradient
F = Fe · Fp (4.14)
into an elastic and a plastic part, providing the basis of a geometrically exact
theory and avoiding linearization of any measure of deformation. Note that
dxˆ = Fp · dX = F−1e · dx (4.15)
introduces a so–called intermediate configuration, which quantities are la-
beled by ˆ(•). As a further advantage, fast and numerically stable iterative
algorithms, proposed and described in Simo [1992], can be used. In the fol-
lowing, only a brief summary of the integration algorithm for a time step
[tn; tn+1] in the context of a FE–implementation is given. Note that in the
following the index n + 1 is suppressed for brevity if misunderstanding is
unlikely to occur.
The essential aspect of the multiplicative decomposition is the resulting
additive structure of the current logarithmic principal strains within the re-
turn mapping scheme as e = tr − ∆p. Here, e and tr stand for a vec-
tor representation with the components ei = lnµ
e
i and 
tr
i = lnµ
tr
i , respec-
tively, strictly connected with the spectral decomposition of the elastic left
Cauchy–Green tensor.
The elastic left Cauchy–Green tensor can be specified with the multi-
plicative decomposition as
be = Fe · FTe = F ·C−1p · FT , (4.16)
where the superscripts “-1”and“T”denote the inverse and the transpose of a
tensor, respectively. That relation clearly shows the“connection”between the
elastic and plastic deformation measure by the occurence of the plastic right
Cauchy–Green tensor Cp = F
T
p ·Fp. By means of the relative deformation
gradient, see Simo [1992],
f = ∂xn+1/∂xn = Fn+1 · F−1n , (4.17)
which relates the current configuration xn+1 to the configuration belonging to
the previous time step at tn, an elastic trial–state b
tr
e = f ·bn · fT is calculated
for the current configuration with frozen internal variables at state tn.
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In the considered case of isotropy, be commutes with τ , see Reese &
Wriggers [1997], Simo [1992]. We assume to fix the principle axes of be
during the return mapping scheme described in the previous section, so that
the spectral decomposition
btre =
3∑
i=1
µtr 2i n
tr
i ⊗ ntri (4.18)
is given and the eigenvectors ntri can also be used to compose the stress ten-
sor τ =
3∑
i=1
τi n
tr
i ⊗ ntri . That motivates the evaluation of the constitutive
equations given in the previous section in principle axes, which means addi-
tionally a time saving compared to an evaluation of all six (symmetric) tensor
components.
Furthermore, for the elastic part of the material description compressible
Neo–Hooke behaviour is used, where the plastic strain corrector ∆p is
obtained by the normality rule of plastic flow (4.11).
The general concept of Lie time derivative Lv(•) characterizing the
change of a spatial field in the direction of the vector v and known to yield
objective spatial fields, see Holzapfel [2000], leads in this case to the
Oldroyd rate of the elastic left Cauchy–Green tensor
Lvbe =
 
be= b˙e − l · be − be · lT (4.19)
where b˙e denotes the material time derivative and l = grad x˙ = F˙ · F−1
the spatial velocity gradient. In this case v is identified as velocity vector
v = x˙ = ∂x/∂t. The decomposition of l = d + w in its symmetric part
d = sym(l) = 1
2
(l + lT) and its antimetric part w, known as spin tensor,
respectively, plays a crucial role in the definition of the plastic flow rule. Some
basic algebraic manipulations let us also obtain the expressions in (4.19) as
Lvbe = −2Fe · sym(ˆlp) · FTe = −2 sym(lp · be) , (4.20)
where lˆp is defined by lˆp = F˙p ·F−1p acting on the intermediate configuration.
Please note, that we do not make any assumption concerning the antimetric
part w of l. Because of the restriction to isotropic material behaviour, the
focus is just directed to the symmetric part d of l. So, the additive decompo-
sition d = de+dp results from the multiplicative decomposition F = Fe ·Fp.
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The definition of the associated flow rule (see also (4.11)) in that finite
strain regime as
dp := γ
∂Φ
∂τ
(4.21)
enables with (4.19) and (4.20) the formulation
Lvbe = −2 sym(γ ∂Φ
∂τ
· be) . (4.22)
If the condition Φ ≤ 0 (see (4.6) and (4.10)) is fulfilled by the current
stress state τ , this state is possible and it is the solution. If, on the other hand,
Φ ≤ 0 is violated by the trial–state, the trial stresses must be projected back
on the yield surface Φ = 0 in an additional step, often called “exponential
return mapping”.
In that case, x = xn+1 is fixed and (4.22) results in
 
be= b˙e = −2γ sym(∂Φ
∂τ
· be) , (4.23)
with l ≡ 0. The solution of the first order differential equation (4.23) is given
by
ben+1 =
3∑
i=1
exp [2ei ]︸ ︷︷ ︸
µe 2i
ntri n+1 ⊗ ntri n+1 , (4.24)
where the elastic logarithmic strains e are obtained in principle axes, see
(4.11–4.12), so that be n+1 is known and C
−1
p = F
−1 · be n+1 · F−T can be
stored as history variable for the next time step.
4.4 Localization Analysis
4.4.1 Acoustic Tensor
A steady evaluation of the “spatial localization tensor” Q is performed on
each integration point during the iteration to check the material stability.
The spatial localization tensor Q = n ·  ·n is the contraction of the current
fourth order material tensor  by the spatial surface unit normal vector
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n with respect to its second and fourth index. This derivation, introduced
in Steinmann et al. [1997], is motivated by the assumption of a spatially
continuous incremental equilibrium across an arbitrary band of discontinuity,
which implies that the nominal traction rate inside and outside the band is
the same:
◦
t(xout) =
◦
t(xband) . (4.25)
With the definition of the nominal traction rate
◦
t = J−1
◦
τ · n, the nominal
rate of the Kirchhoff stress tensor
◦
τ can be related to the spatial velocity
gradient l := F˙ · F−1 via
◦
τ =  : l . (4.26)
Note that the material tensor splits off into  =  Material+  Geometry, where
the first part results from the linearization of the constitutive equations and
the second part is obtained by the linearization of the geometrical setting.
This is in strong equivalence to the formulation of the element stiffness matrix
for the discretized representation of (4.2) in Sec. 4.2. A detailed discussion is
given in Petryk [1997]. These relations become more evident by reformu-
lation of the material rate of the first Piola–Kirchhoff stress tensor P˙ in
terms of the Kirchhoff stress tensor τ into
P˙ = F−1 · τ˙ − F−1 · l · τ . (4.27)
Relating P˙ to the rate of the deformation gradient, F˙, via the tangent map

P yields
◦
τ = τ˙ − l · τ = F ·  P : F˙ , (4.28)
which is related to the known frame–invariant (objective) Oldroyd rate
 
τ
by
◦
τ =
 
τ +τ · lT. Note that the derivations and argumentation in Schreyer
& Neilsen [1996] about the loss of material stability by real or imaginary
wave speeds very illustratively denote the term“acoustic tensor”. The double
contraction Q = n ·  · n of the material tensor  by the normal vector
n indicates a possible wave propagation direction. By this the normal of a
possible failure plane is characterized. The condition for obtaining well set
numerical results is the positive definiteness of the second order tensor Q,
which is checked by a positive value of the determinant q = det [Q].
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4.4.2 Numerical treatment
In the numerical analysis q = det [Q] = det [n ·  · n] has to be evaluated
for all possible directions n at every location x. For that reason the vector
n = [cos λ cosϕ, sinλ cosϕ, sinϕ]T is parameterized by spherical coordinates
with the angles λ and ϕ characterizing the longitude and the latitude, respec-
tively. Note, that — as a simplification — we use the algorithmic material
tensor  MaterialAlgo as part of  , knowing that both, 
Material and  MaterialAlgo , differ
from one another for sufficiently large time steps. This difference should be
subjected to further investigations.
λ
x3
x1
x2ϕ
 
Figure 4.3: Parametrization of n with longitude angle λ and latitude angle ϕ
To detect a possible critical direction, where q may vanish, one has to
compute q = det [Q] → min for a set {λ, ϕ}. As a remark, it should be
mentioned here, that for the general 3D case q is a function of terms in the
power of six, e.g. sin6 λ or cos6 ϕ. This minimization procedure is equivalent
to the evaluation of ∇q(λ, ϕ) = 0, for which we propose a classical Newton
iteration scheme through
[
λ
ϕ
]
k+1
=
[
λ
ϕ
]
k
−


∂2q
∂λ2
∂2q
∂λ ∂ϕ
∂2q
∂λ ∂ϕ
∂2q
∂ϕ2


−1
︸ ︷︷ ︸
=: H−1
·


∂q
∂λ
∂q
∂ϕ

 , (4.29)
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and suitable initial conditions, e.g. [λ, ϕ]T0 = [10
◦, 80◦]T0 , where k indicates
the iteration loop number. Note, that the choice of the initial conditions is of
specific interest for solving this problem and is still in discussion, see Ortiz
et al. [1987] or Wells & Sluys [2001].
Because of the large number of operations needed especially for deter-
ming the Hesse matrix H in (4.29), the expressions of the related Fortran
code are obtained by the algebraic manipulation program Mathematica
exploiting some advanced methods for code generation. Still, in this case
(3D,  Material symmetric) evaluation of more than 6100 multiplications for
determining one of the inverse of the Hesse matrix H during the iteration
loop in the integration points would be necessary, which is comparable to
the inversion of a 35 × 35–matrix by Gauss elimination. By sophisticated
substitutions of different terms in q it is possible to reduce the maximum ex-
ponent from 6 to 2, which is much more accessible for compiler optimization
procedures. Furthermore, the total number of multiplications is reduced to
about 670, so that the amount of compiling H is minimized.
4.5 Example and Results
4.5.1 Model of a CT specimen
As an example, a three–dimensional model of a CT specimen discretized by
20–node solid elements as shown in Fig. 4.4(a) is examined. Due to sym-
metry, just a quarter of the structure is modeled, for length dimensions see
Table 4.1. The loading is applied by a prescribed displacement uF (by 0.01
mm/step) of the nodes lying on the marked line, see Fig. 4.4(a). The chosen
discretization is characterized by the typical element edge length e in front
of the crack tip. In this investigation the element edge lengths e = 0.50 mm
and e = 0.25 mm are used. In addition, the typical mesh sensitive results for
a classical, local FE simulation using different discretizations are plotted as
load–deflection curve in Fig. 4.4(b). The dependence of the reaction force on
the finite element mesh can clearly be seen. The set of geometry and material
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Figure 4.4: (a) Model of CT specimen and (b) typical load–deflection curve
for different discretizations
Table 4.1: Geometry and (hardening) material parameters
r [mm] l [mm] b [mm] h [mm] E [MPa] ν σ0 [MPa] N
6 5 3 5 210000 0.2 460 7
parameters used is shown in Table 4.1, where the four parameters describing
the elastic and hardening behaviour can be obtained by simple tensile tests.
The parameters of Table 4.2 are responsible for the damage representation
of the constitutive models. For this contribution we fitted the parameter fc
of the Gurson model to the fixed set of parameters used for the Rousse-
lier damage description by trying to obtain sufficient agreement between
the global load–deflection curves in Fig. 4.4(b) for both models using e.g.
e = 0.5 mm. The parameter fF representing the final void volume fraction of
the Gurson model does not effect the respective load–deflection curves in
the first part, where no crack advance occurs.
4.5.2 Results
A result for the load–displacement curves for different discretizations is plot-
ted in Fig. 4.4(b) and can also be found in Baaser & Gross [2001a]. The
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Table 4.2: Damage material parameters for both models
both Rousselier Gurson
f0 D σ1 [MPa] fc fF
0.01 3 300 0.008 0.19
1 1
λϕ λϕ
load step 2, uF = 0.02 mm load step 8, uF = 0.08 mm
det[~Q]
|Q11Q22Q33|
90◦ 90◦
90◦
90◦
0◦ 0◦
Figure 4.5: Decrease of q = det [Q] for uF = 0.02 mm and uF = 0.08 mm
mesh sensitivity is obvious, if no additional regularization technique is ap-
plied. In the following, we concentrate on computations resulting from the
evaluation of the localization tensor Q and its determinant. The represen-
tation of the results is focused on the FE–integration point being located
directly in front of the crack tip in the center of the specimen, which is the
point with the largest load and the highest damage parameter. Figure 4.5
shows the normalized determinant of Q vs. the two spatial angles λ and ϕ,
parameterizing the normal vector n in each case by 20 steps (Rousselier
parameter set of Table 4.1 and e = 0.50 mm). Displayed is the situation
for load steps 2 and 8 (uF = 0.02, 0.08 mm), which represents directly the
situation before the onset of localization (q → 0). Obviously, the decrease of
q/|Q11Q22Q33| during load steps 2 to 8 can be seen.
Because of the numerical costs determining these quantities during the
iteration, we apply a Newton iteration scheme following (4.29) for finding
the minimum of these surfaces. For the mentioned integration point, Fig.
4.6(a) shows det [Q] vs. 30 load steps for two different discretizations with
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Figure 4.6: (a) Determinant of acoustic tensor Q and (b) equivalent stress in
front of the crack tip. Difference between peak load and level of zero crossing
is marked at the vertical axis of (b)
e = 0.50 mm and e = 0.25 mm and Rousselier material, respectively. In
addition, the situation for a standard (non damaging) von Mises material
with the same power–hardening law σ∗ and e = 0.50 mm is plotted. As
expected, for the von Misesmaterial, the values of q decrease rapidly during
the load incrementation over 30 steps, but never reach q = 0 indicating a
possible localization. In contrast, the curves for the Rousselier damage
material show a zero–crossing and thus a localization occurrence. Again, the
mesh sensitivity is obvious through the results for e = 0.25 mm at load step
4, while the discretization with e = 0.50 mm reaches zero at load level 9.
In Fig. 4.6(b) the equivalent stress of the integration point in front of the
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crack tip is plotted vs. the applied load steps for the Rousselier material
and e = 0.50 mm. Note that the equivalent stress at the critical load level 9
(uF = 0.09 mm) appears in the decreasing part of the load curve obviously
after reaching the peak load.
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Figure 4.7: Contours of integration points on the ligament reaching q = 0 for
load steps 10, 20, 30 using the Rousselier material set and e = 0.50 mm
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Figure 4.8: Orientation of n in front of the crack tip. The vertical line marks
the load step of loosing ellipticity for the considered problem, cf. Fig. 4.6
In Fig. 4.7 the contours of integration points are depicted, where the
determinant of the acoustic tensor reaches zero for the load steps 10, 20 and
30 in front of the crack tip. The contour lines in crack propagation direction
are plotted over the discretized width b of the specimen using e = 0.50 mm
4.6. SUMMARY 67
and the Rousselier material set of Table 4.1 demonstrating local loss of
ellipticity in front of the crack tip during the computation. It should be
emphasized, that the contour lines q = 0 do not coincide with the contour
lines of lost load carrying capacity (crack growth) defined by a critical damage
parameter. These crack growth contours follow the q = 0 contours far behind
(at higher load steps), indicating that they are determined in inadmissible
situations.
In Fig. 4.8 the angles λ and ϕ characterizing the normal n of the failure
plane of the highest loaded integration point in front of the crack tip are
plotted. Obviously, the computations show nearly constant results λ = 0◦
and ϕ = 90◦, which describes the classical mode I failure regime for the
considered CT specimen.
The results show impressingly the close limits of the continuum damage
mechanics using the FE method without additional regularization avoiding a
type change of the leading differential equation. Mesh refinements resulting
in the typical mesh sizes in the magnitude of the intrinsic material length
scales can not represent the real, potentially inhomogeneous, material struc-
ture on the microlevel.
4.6 Summary
In this contribution we present a study on ductile damage analysis by a 3D
simulation of CT specimen using the Rousselier damage model within a
finite element formulation based on 20–node–solid elements. The main atten-
tion was focused on the limitations of the finite element method discretizing
mechanical field equations by piecewise continuous functions, which are used
to represent inhomogeneous constituents of material on the microscale.
Typical FE analyses, resolving the situations in front of crack tips or in
shear band regions as detailed as possible, are known to produce mesh sen-
sitive results because of the changing type of the basic differential equations.
This “loss of ellipticity” is checked by a steady evaluation of the acoustic ten-
sor and a stop of the overall computation reaching such a point of stability.
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It is worth mentioning that this critical situation is reached early during the
nonlinear iteration process, so that the subsequently determined numerical
results become questionable, if no method of regularization is applied.
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Analysis of void growth in a ductile material in front
of a crack tip
H. Baaser, D. Gross
Institute of Mechanics, Darmstadt University of Technology, D–64289 Darmstadt
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Abstract: The growth of microvoids in a ductile material is ana-
lysed in front of a crack tip loaded by a remote KI–field. For this
purpose, a circular region with radius R around the crack tip contai-
ning statistically distributed initially circular microvoids of radii r
is discretised. The material behaviour is described by classical J2–
plasticity with power hardening law in the scope of finite deforma-
tions. The process region is subdivided into a patch of randomly
generated polygons simulating a real crystallic microstructure with
a characteristic length scale. Within these polygons the material
behaviour is represented by the identical, above mentioned assump-
tions and constitutive model but with a statistical deviation from
their average values. The second part focuses on the representati-
on of geometrically necessary dislocations (GND) in the context of
the applied finite strain discription within the FE formulation. The
aim of this investigation is a deeper understanding of correlations
between material and geometrical properties of mode I dominated
ductile damage and failure processes. Results of the parameter stu-
dies show strain distributions around typical microvoids and along
the ligament.
Keywords: Ductile Damage, Void Growth, Geometrically Necessary Dislocations
(GND), Voronoi–tessellation
PACS: 62.20F, 61.50.C, 61.72, 61.72.Q
5.1 Introduction
The aim of this study is a detailed computational analysis of the growth of
microvoids in a ductile material in front of a crack tip loaded by a remote
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KI–field. Damage and failure analysis in ductile metallic materials due to mi-
crovoid growth has been subjected to intensive research activities in the past
decades. While the models of the continuum damage approach are extended
in a steady development, see Pardoen & Hutchinson [2000], and many
contributions treat with multi–level computations applying different homo-
genization techniques for micro–macro transitions, see Miehe et al. [1999]
or Ghosh et al. [2001], an increasing number of investigations deal with
micro–structure computations exclusively on the level of the materials cry-
stallic or grain structure. On this micro–scale of investigation, many known
phenomena of macroscopic material behaviour can reasonably be studied and
explained. Objects of interest are e.g. grain boundary sliding, see van der
Giessen & Tvergaard [1994], or dislocation behaviour, see Ortiz et al.
[2000], which have an essential influence on damage and failure due to se-
veral mechanisms of void growth. Such substructure investigations introduce
an additional length scale by defining the geometry (shape, diameter etc.) of
the particles building up the microstructure. The first investigations of dis-
crete voids in front of a crack tip assume a homogenized material behaviour
in the domain of interest, see Aravas & McMeeking [1985], while some
newer contributions study micro–structure behaviour in samples with peri-
odic arrangements of hexagonal cells, see van der Giessen & Tvergaard
[1994] or Miehe et al. [1999]. Further studies deal with randomly distribu-
ted voids and analyse differences of crack propagation in there, Al-Ostaz &
Jasiuk [1997]. A statistical continuum theory applied to the microstructure
of polycrystalline material is given for the case of large plastic deformation
by Garmestani et al. [2001].
A post–processing procedure for the investigation of the evolution of geo-
metrically necessary dislocations (GND) is described. GND evolution occurs
during plastic deformation processes due to the incompatible character of the
plastic part of the deformation gradient Fp = Fe−1 ·F, which is not necessary
the gradient of a vector field. This topic is the object of many contributions
since the works of Kondo [1952] and Bilby et al. [1955] in the early 1950’s
and e.g. Kro¨ner [1958] dealing with the representation of dislocations in
the context of differential geometry. A precise review of these developments
is given by De Wit [1981].
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The success in computational mechanics during the last 10–15 years in the
treatment of a generalized and unified description of material behaviour ba-
sed on a multiplicative decomposition of the deformation gradient (see e.g.
Weber & Anand [1990] or Simo [1992]) focuses — in quite a natural way
— on suitable representations of the internal constraints due to the incom-
patibilty of Fe and Fp. Recent contributions deal with this correlations, see
Steinmann [1996] and Cermelli & Gurtin [2001].
For the purpose of this study, a circular region with radius R around the crack
tip containing statistically distributed initially circular microvoids of radii r
is discretised by 6–noded triangular finite elements under plane strain con-
ditions. The global load is realized by prescribed displacements, representing
a KI–dominated far field. The material behaviour is described by classical
J2–plasticity with a power hardening law introducing the initial yield stress
σ0 and the hardening exponent N in the scope of finite deformations. The
process region is subdivided into a patch of randomly generated polygons si-
mulating a real crystallic microstructure with the characteristic length scale
L, so that r  L R. Within these polygons, the material behaviour again
is represented by the identical, above mentioned assumptions and constituti-
ve model but with a statistical deviation from their average values. In order
to represent a crystallographic texture, this seems to be an easy and effective
method to describe microscopic inhomogeneity resulting in a macroscopicly
anisotropic behaviour. But it should be clearly stated, that these first as-
sumptions are not able to capture the effects of plastic anisotropy. Further
investigations considering mechanisms of crystal plasticity have to follow in
this context.
Having in mind the simulation of a microstructure as realistic as possible,
where the size of grains in typical steel or aluminium applications reaches
from about 200 µm down to about 3 to 5 µm , we investigate, in this con-
tribution, the more or less fine–grained spectrum of metalls of interest by
choosing two typical average grain sizes of L ' 8 µm and L ' 19 µm . Ob-
viously, the length scales of this investigation are directly coupled with those
of real metallic material and emphasize the fact, that the length scales of
metallic damage and failure processes, which are often assumed to take place
in a so called process zone, are of the same order. Due to these statements
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a representation of metallic damage and failure occurance by constitutive
models of continuum damage mechanics becomes very questionable, because
the material behaviour e.g. near crack tip singularities is still not understood
enough and the basic assumptions of continuum theory as continuity of dis-
placement fields and homogeneity in the surrounding of a material point x
are violated in these regions.
The aim of this investigation is a deeper understanding of basic correlati-
ons between material and geometrical properties in the situation of mode I
dominated ductile damage and failure processes. Results of the parameter
studies and the detailed FE calculations show strain and stress distributi-
ons around typical microvoids and along the ligament. In addition, the void
growth is shown by illustrative plots of the deformed microstructure and void
shapes. These representations suggest certain failure modes and seem to be
very revealing with respect to a dependence of the intrinsic length scales.
5.2 Computational Treatment
5.2.1 Generation of Heterogene,
Crystalline Microstructure
This two–dimensional computational investigation is carried out in a circular
KI–dominated remote field with radius R = 2 mm and a crack tip positioned
in the origin under plane strain conditions. In the surrounding of the crack
tip, a window of approximately 50×50 µm edge length is modeled with a
randomly generated crystalline–like substructure, as can be seen in Fig. 5.1.
During the computation the validity of small–scale–yielding is checked by
the size of the plastic zone. The evolution of plastic strain is still observed
to concentrate in the modeled process zone, so that the small–scale–yielding
conditions can be assumed as not violated. For this contribution, we use two
different substructures. The first with about 100 (here L ' 19 µm ) and the
second with about 300 (L ' 8 µm ) subdomains, each of them represents a
single crystallite. These subdomains within the window of interest arround
the crack tip are generated by a random determination of the node points and
a following Delaunay–triangulation including its dual Voronoi–diagram.
74
randomly distributed
parameters
u(KI)
homogene material
≈ 50 µm
region with initial voids: ∅ ≈ 1− 2 µm
R = 2 mm
Figure 5.1: KI loaded domain. Zoomed out crack tip region.
See Shewchuk [1996] for the partly used generation code Triangle, which
is extended by a special postprocessor for the determination of coherent re-
gions of a single crystallite. Assuming ideal conditions for crystal growth,
the generated structure can be seen as a synthetic texture representation by
grains grown from randomly distributed nucleation, start growing at the sa-
me time with constant and equal growing velocity.
Within this region containing a grain–like substructure, exemplary eleven mi-
crovoids are positioned randomly with different initial radius r near the crack
tip, see Fig. 5.2. The positions and the radii of the assumed microvoids are
listed in Tab. 5.1. That geometrical arrangement of the voids is used for the
both modeled substructures as can be seen in Fig. 5.2. The resulting regions
in this way are discretized by the classical 6–noded triangular finite elements,
whose constitutive behaviour is assigned to a set of material parameters de-
viating from average values. In contrast, the constitutive behaviour of the
encompassing circular region is modeled by classical J2 plasticity theory for
large strains but homogene parameter distribution of averaged values σ¯0 and
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N¯ .
5.2.2 FEM–Formulation and Constitutive Behaviour
In elastic-plastic solids under sufficiently high load finite deformations occur,
where the plastic part of the strains usually is large compared to the elastic
part. We use the framework of multiplicative elastoplasticity. Its kinematic
key assumption is the multiplicative split of the deformation gradient
F = Fe · Fp (5.1)
into an elastic and a plastic part, providing the basis of a geometrically
exact theory and avoiding linearization of any measure of deformation. As a
further advantage, fast and numerically stable iterative algorithms, proposed
and described in Weber & Anand [1990], can be used. If the condition
initial
microvoids
crack tip
finecoarse
Figure 5.2: Crack tip region with same initial void distribution, but different
microstructure. Discretization for coarse mesh.
Φ ≤ 0 (see eqn. (5.2)) is fulfilled by the current stress state τ , this state
is possible and is the solution. If, on the other hand, Φ ≤ 0 is violated
by the trial–state, the trial stresses must be projected back on the yield
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#void 1 2 3 4 5 6
xpos 12.55 18.25 7.3 23.4 44.3 -0.25
ypos 0.1 0.0 -4.7 5.85 0.0 8.75
radius 1.0 0.6 1.0 0.8 0.9 0.8
#void 7 8 9 10 11
xpos 29.85 14.65 22.1 7.2 32.85
ypos -8.55 17.3 -13.5 -12.45 2.55
radius 1.0 1.0 1.5 0.6 0.85
Table 5.1: Position and radius of randomly distributed microvoids; length
dimension [µm ]
surface Φ = 0 in an additional step. This return mappingprocedure is used
as the integration algorithm for the constitutive equations described below.
It should be mentioned that the algorithmic treatment in terms of principal
axes has some advantages concerning computational aspects like time and
memory saving. The constitutive model used in this study is a classical J2
flow theory. Here, the yield function is written as
Φ = q − σ0
[
εpleqv
σ0
E + 1
]1/N
= 0 , (5.2)
where q =
√
3
2
tijtij is the equivalent Kirchhoff stress, p = − 13τijδij defines
the hydrostatic pressure, and tij = τij + pδij are the components of the
Kirchhoff stress deviator. Furthermore, Youngs modulus is defined by E,
the initial yield stress by σ0 and the material hardening by the exponent N .
The set of constitutive equations is complemented by the evolution equations
for the plastic strain. The macroscopic plastic strain rate ˙pl is determined
by the classical associated flow rule ˙pl = λ ∂Φ/∂τ , whereas the parameter λ
is determined through the consistency condition λ Φ˙ = 0 during any plastic
flow process.
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5.2.3 Applied Loading
The boundary nodes of the discretized structure positioned at radius R are
loaded by the displacement field(
ux
uy
)
=
KI
2G
√
R
2pi
(3− 4ν − cosϕ)
(
cosϕ/2
sinϕ/2
)
, (5.3)
as given in polar coordinates R,ϕ due to the KI far field for plane strain con-
ditions, see Fig. 5.1. So the stress intensity factor KI determines the amplitu-
de of the crack tip field, G represents the shear modulus and ν the Poisson
number. For this contribution KI is initially set to K
ref
I = 10MPa
√
m and
is incremented stepwise linearly with slope m = KrefI / load step.
5.2.4 Variation of Material Parameters
As described in section 5.2.1, each of the modeled grains is performed with a
set of material parameters deviating from an averaged value. In this contribu-
tion, we assume the different grain structures assembled of six different sets of
parameters varying in the initial yield stress σI0 and the hardening exponent
N I , I = 1, 2, ..., 6, see eqn. (5.2), while the values for Youngs modulus E
and the Poisson number ν are fixed. Investigating different combinations of
mix1 mix2 mix3 mix4 mix5
σ0 N σ0 N σ0 N σ0 N σ0 N
460 7 480 8 464 7.2 480 7 460 8
450 5 450 6 455 6.7 450 5 450 6
470 9 480 9 468 6.5 480 9 470 9
490 11 480 9 458 7.4 480 11 490 9
400 3 440 5 463 6.8 440 3 400 5
460 7 460 7 460 7.0 460 7 460 7
455 7 465 7.33 461 6.93 465 7 455 7.33
Table 5.2: Parameters set for materials, stress dimension [MPa]; last line:
averaged values
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the varying sets of parameters, we define five different mixtures, in the follo-
wing called mix1 to mix5, where the initial yield stress exists in the range of
σI0 = [430, ..., 490] MPa and the hardening exponent N = [4, ..., 11]. Because
of nearly the same portion of each material set relative to the crack tip re-
gion, one can compute the average values σ¯0 and N¯ by the arithmetic mean
of the respective values. The chosen values for the five different mixtures are
listed in Tab. 5.2 to give an overview on the referenced combinations.
5.3 Results and comparative studies for dif-
ferent microstructures
5.3.1 Void Growth
Several results are described in order to get an impression of the influence of
the varying material parameters and the differences in the microstructure due
to the coarse and the finer grain size in front of the crack tip. Fig. 5.2 shows
the discretization and the coarse grain structure in the zoomed–out crack
tip region. The completely discretized circular KI–crack tip problem for the
coarse substructure consists of about 33.000 nodes and over 16.000 elements,
while for the discretization of the finer grains within the KI–field over 70.000
nodes and nearly 35.000 elements are needed. Again, for the coarse grain
substructure, the evolution of the plastic strain in front of the crack tip and
especially around the microvoids near the ligament is plotted in Fig. 5.3 in
the deformed configuration for the load steps 120, 160 and 200. Obviously,
the high increased values are directly on the elongation of the existing crack
tip. In Fig. 5.4, the void volume (fraction) for the different materials sets and
the different grain sizes are plotted against the load level. As it can be seen,
no significant differences can be found. This is explained by the displacement
controlled loading, which effects just the elastic part of the volume change
due to the assumption of plastic incompressibility. Fig. 5.5 shows the stress
component σyy along the ligament for both discretizations at the load level 60
and 120. Additionally the near tip field solution for this stress component σyy
is plotted, where not only the asymptotic behaviour but also the oscillations
