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Abstract
Let M be a .nite-dimensional smooth-oriented paracompact manifold and k ; 06 k6d, be
a family of complete smooth vector .elds on M so that the Brownian &ow associated with
D =
∑
k
1
2 kk + 0 exists globally. We prove that any volume form  on M is irreducible for
the Brownian &ows if and only if there exists only constant functions  ∈ L∞(M; ) satisfying
the following equation:
 =  ◦ 
(k ; t) ∀t ∈R; 06 k6d;
where (
(; t) ∀t ∈R) is the one-parameter group of di7eomorphism on M associated with the
complete vector .eld . In such a case, an invariant .nite volume form  is ergodic for the &ow.
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1. Introduction
Let M be a .nite-dimensional paracompact smooth-oriented manifold and k ; 06 k
6d, be a family of smooth vector .elds on M . Let (; F;P) be the d-dimensional
Wiener space and Ft] be the completed -.eld generated by the Wiener process
(W (r); 06 r6 t). Following Kunita (1990), we consider an Ft] adapted process
t(x; w); t¿ 0, so that for any  ∈C∞(M) the following holds:
d (t(x; w)) =
∑
k
k( )(t(x; w)) ◦ dWk(t); (1.1)
where dW0(t) = dt, and ◦ denotes the Stratonovich integral. For any .x x∈M , there
exists a unique local solution to (1.1) until an explosion time 0¡(x; w)6∞. More-
over, for any .xed t; 06 t ¡(x; w), the map x → t(x; w) is a local di7eomorphism
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for almost all w∈. Furthermore, for each .xed t¿ 0; Dt(w) = {x∈M : (x; w)¿t}
is an open set for almost all w∈. For this exposition we assume the &ow is stochas-
tically complete, i.e. for each x; (x; w) =∞ for almost all w. In such a case, Dt(w)
is dense in M for almost all w∈.
We set Markov semigroup (Pt) on the space of bounded measurable function by
usual prescription Pt( )(x) =E[ (t(x; w))]. It is also a Feller semigroup, i.e. it takes
bounded continuous functions to bounded continuous functions and the map t → Pt( )
is continuous in the Banach space topology of bounded continuous function.
Since t : (:; w) → t(:; w) is a local di7eomorphism on M , the induced map on
m-form (dim(M)=m) is non-degenerate, thus maps a volume form to another volume
form locally. In order to guarantee this property globally we assume further that M is
also oriented. Thus, the map t preserves the null sets of the measure, associated with
the volume form, on the Borel sets. We use the same notation  for the measure also.
Thus, for any .xed volume form  on M , we can extend the Feller semigroup (Pt) to
a Markov semigroup on the Banach space L∞(M; ).
We say  is invariant for (Pt) if
∫
M Pt( ) d=
∫
M  d for all  ∈C∞c (M) smooth
functions with compact support. We say (Pt) is irreducible (Evans, 1977; Da Prato
and Zabczyk, 1986) if there exists no -null Borel set E so that Pt(E) = E for all
t¿ 0. Since null sets do not depend on a particular volume measure, this notion is
independent of the volume measure considered. Moreover, to investigate irreducibility
of (Pt), one can change the measure as far as the null sets are not changed. Since M
is paracompact, without loss of generality we assume  is a .nite measure. We say 
is ergodic for an irreducible (Pt) if  is a .nite invariant measure for (Pt).
The irreducibility of a volume measure  for (Pt) is equivalent to non-existence of
a non-trivial  ∈N, where
N= { ∈L∞(M; ): Pt( ) =  ; Pt(| |2) = | |2; ∀t¿ 0}:
On the formal level, the following relation:
D(| |2)− H D( )− D( H ) =
∑
16k6d
|k( )|2
suggests that irreducibility is equivalent to non-trivial solution to
k( ) = 0 ∀06 k6d; (1.2)
where D is the formal generator of the Markov semigroup (Pt). Thus, one of the
approach is to make this formal steps rigorous, by guaranteeing that each invariant
element for (Pt) is smooth. One such well-known approach is to impose HIormander’s
condition (HIormander, 1968) for hypoellipticity, i.e. {(p): ∈L}, where L is the
Lie-algebra generated by the family of vector .elds {k : 06 k6d}, generates the
tangent space Tp(M) at p. However, even in the case of a deterministic &ow (irrational
rotation in two torus), this criteria is not necessary.
Here our aim is to .nd a necessary and suKcient condition on the family of vector
.elds for (Pt) to be -irreducible. A simple application of Ito’s formula also shows
that there is no non-trivial smooth function  so that  ◦ t =  ∀t¿ 0 if and only
if there is no non-trivial smooth function so that k( ) = 0 ∀06 k6d. Our aim is
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to explore the reverse or backward process to make possible a weak version of that
argument and prove that (1.2) indeed holds in the sense of distribution.
In case the family (k) of vector .elds are complete (almost complete is enough)
our main result says that  ∈N if and only if
 =  ◦ 
(k ; t) ∀t ∈R; 06 k6d: (1.3)
Thus, (Pt) is irreducible if and only if there exists only constant functions which satisfy
(1.3). Irreducibility is a property of the Markov semigroup (Pt). There is no unique
choice for the vector .elds (k : 16 k6d) for a given such semigroup (Pt). But still
the criteria given here is valid and independent of the choice we make.
We arrive at our result in Section 3 with the following two simple steps:
(1) For any  ∈L∞(M; );  = ◦t(:; w) ∀t¿ 0 a.e. whenever Pt( )= ; Pt(| |2)=
| |2.
(2) We explore the backward stochastic di7erential equation (Kunita, 1990) associated
with (1.1) and stochastic Fubini’s theorem to conclude that indeed (1.2) holds in
the sense of distribution. Now we use our completeness hypothesis on the vector
.elds to integrate (1.2). We give few examples where our criteria is valid, but
‘hypo-elliptic condition’ is not so.
We applied this result to prove in Section 4 that the horizontal Brownian motion
on the orthonormal frame bundle O(M) over a d-dimensional Riemannian manifold
M is irreducible if and only if the reduced holonomy group is SO(d). In case the
family of horizontal vector .elds satis.es the ‘hypo-elliptic condition’, Ambrose–Singer
holonomy (Ambrose and Singer, 1953) theorem says that the reduced holonomy group
is SO(d). However, a simple counter example suggest that the ‘hypo-elliptic condition’
is not necessary for the reduced holonomy group to be full. Thus, our result says that
‘hypo-elliptic condition’ for horizontal vector .elds is only a suKcient condition for
irreducible horizontal Brownian &ows.
The reader might have noted that the reverse &ows played a crucial role, thus we
can adopt the same method to explore a similar result (Mohari, 2000) for LNevy &ows
(Applebaum and Kunita, 1993). For more details we refer to Mohari (2000).
2. Irreducible Markov semigroup
In this section we review Markov semigroups on a more general setup than required
for the present exposition. Let M be a complete separable metric space equipped with
the Borel -.eld and a -.nite measure .
We consider the Banach space of bounded measurable functions denoted by
L∞(M; ). A family (Pt; t¿ 0) of one-parameter positive contractions on L∞(M; )
with the properties
P0 = I; Ps ◦ Pt = Ps+t ; s; t¿ 0
and Pt(1) = 1; t¿ 0, is called Markov semigroup.
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For each .xed t¿ 0, we de.ne sesquilinear maps Lt :L∞(M; ) × L∞(M; ) →
L∞(M; ) by Lt( ;  ′)=Pt( H  ′)−Pt( H )Pt( ′). Positivity of the map Pt and Pt(1)=1
ensures that Pt(| |2) + 2# Re(Pt( )) + #2 is positive for all #∈R, hence
|Pt( )|26Pt(| |2): (2.1)
Thus, (2.1) guarantees that Lt is a non-negative sesquilinear form. A simple conse-
quence of the Cauchy–Schwartz inequality says that for all  ′ ∈L∞(M; ); Lt( ;  ′)=0
whenever Lt( ;  ) = 0. Now it is simple to note that Pt(| |2) = | |2 and Pt( ) =  if
and only if Pt( ′ ) = Pt( ′) for all  ′. Thus,
N= { ∈L∞(M; ): Pt( ) =  ; Pt(| |2) = | |2; t¿ 0} (2.2)
is an algebra, i.e. closed under pointwise multiplication of two functions. It is also clear
that H ∈N whenever  ∈N. In case for each t¿ 0, the map  → Pt( ) on L∞(M; )
is continuous in the weak∗ topology, N is also closed in the weak∗ topology. In such
a case there exists a sub -.eld BN generated by (Pt)-invariant Borel sets so that N
can be identi.ed as L∞(M;BN; ). We will discuss this issue further in Section 3.
Proposition 2.1. (Pt) is -irreducible if and only if N= C.
Proof. We show the non-trivial part of the proposition. Let  ∈N. From the relation
Pt( ′ ) = Pt( ′) ∀ ′ ∈L∞(M), we .rst note that Pt( n) =  n for all n¿ 1 (by
induction). Since Pt is a contraction on L∞(M; ) we get Pt(h ◦  )) = h ◦  for
all bounded continuous functions h with compact support on the complex plane. For
a Borel measurable set E with compact support on the complex plane we choose
two family hn; h′n of bounded continuous functions so that hn; h
′
n → E pointwise and
hn6 E6 h′n. By positivity of Pt we have hn ◦  6Pt(E ◦  )6 h′n ◦  for all n¿ 1.
Taking limit n → ∞ we conclude that Pt(E ◦  ) = E ◦  for any Borel measurable
subset E of C. Since all invariant projections are either 0 or 1, we conclude that  is
a constant.
Proposition 2.2. Let  be 6nite and invariant for (Pt). Then  is ergodic for (Pt) if
and only if C= { : Pt( ) =  ; ∀t¿ 0}.
Proof. It is enough to show that Pt(| |2) = | |2 whenever Pt( ) =  . For such an
element, by (2.1) we have | |26Pt(| |2). Since  is .nite, we can take expectation
on both sides and then conclude by invariance that the values are same. Hence | |2 =
Pt(| |2).
Before we end this section we introduce few usefull concept studied widely in the
literature (see Varadarajan (1963)) associated with a topological group action on a
complete separable metric space. Let G be a topological group acting on M . For any
g∈G and E ⊂ M we write g[E]={g(x): x∈E}. A Borel measure  is quasi-invariant
for M if -null sets are preserved by G, i.e. for each g∈G we have (g[E]) = 0
whenever (E) = 0. Now onwards we .x a quasi-invariant Borel measure  on M .
We say a Borel set E is G-invariant if for any g∈G, we have (EQg[E]) = 0 where
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we denote by Q the symmetric di7erence map on the class of subsets of M . Since 
is a quasi-invariance for G, for a G-invariant Borel set E, we also write equivalently
that g[E](x) = E(x) for -almost all x∈M . We say G is -irreducible if E = 0
or 1 -almost everywhere for any G-invariant Borel set E. It is simple to check that
irreducibity of G does not depend on  as long as the null sets remain unchanged. We
say G is transitive if given any two elements x; y∈M , there exists a g∈G so that
y= g(x). We say G is -almost all transitive if for any non-trivial Borel set E, the orbit
of G for E is equal to M modulo a -null set, i.e. complement of {g(x): g∈G; x∈E}
is a null set. So transitive G is also -almost all transitive. Converse is not true.
The following Lemma is an easy adaptation from a paper of Varadarajan
(1963, Lemma 3.3).
Lemma 2.3. Let G be a locally compact topological group acting on a complete
separable metric space M equipped with a Borel measure  which is quasi-invariant
for G. Let E be a G-invariant Borel set. Then there exists a Borel set F so that
g[F] = F for all g∈G and (EQF) = 0.
Proof. The lemma is nothing but a restatement of Lemma 3.3 in Varadarajan (1963)
with a weaker assumption on . Although  is assumed to be G-invariant, Lemma
3.3 in Varadarajan (1963) requires only quasi-invariance property to conclude for each
g∈G if (g[E]QE)=0, then g[E](x)= E(x) for -almost all x∈M . Thus, invariance
property can be replaced by quasi-invariance property of G. Rest of the proof requires
no modi.cation. We omit the details.
The following result is very inspiring which makes the criteria for irreducibility more
transparent.
Proposition 2.4. Let G be a locally compact topological group acting on a complete
separable metric space M equipped with a Borel measure which is quasi-invariant for
G. Then G is -irreducible if and only if G is -almost all transitive.
Proof. Let E be a Borel set so that (EQg(E)) = 0 for all g∈G. By Lemma 2.3 we
.nd a Borel set F so that g[F] = F for all g∈G and (EQF) = 0. So in particular
(F) = (E), thus in case (E)¿ 0, we have F = 1 provided G is -almost all
transitive. Thus E =1. For the converse, we claim that the orbit Kˆ =
⋃
g(K) is Borel
measurable for any compact subset K of M . To that end we .rst check by continuity of
the map #(g; x)=g(x) that the set #−1(K) is a closed set in G×M and countable union
of a family of compact sets. Note also that ,(#−1(K)) = Kˆ , where , is the projection
map from G ×M to M . Our claim follows by continuity of ,, since any compact set
in G×M goes to a compact in M . Hence Kˆ is indeed union of a countable family of
compact sets. Thus Borel measurable. For any Borel set with (E)¿ 0, by regularity
of  we choose a compact set K ⊂ E such that (K)¿ 0. Since Kˆ is measurable and
G-invariant, we have by G-irreducibility that (KˆQM) = 0. Since K ⊂ E ⊂ M we
have Kˆ ⊂ Eˆ ⊂ M and thus by completeness of the measure Eˆ is also measurable and
(EˆQM) = 0. This completes the proof.
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3. Irreducible homogeneous Brownian $ows
Now we aim to explore the process (t) further to complete our program. To that
end we consider the family s; t ; 06 s6 t ¡∞ of forward processes de.ned by
s; s(x; w) = x; s; t(x; w) = t−s(x; -s(w));
where -s(w)(t)=w(s+ t)−w(s) is the shifted Wiener process at time s¿ 0. For each
.xed x∈M , s; t(x; w) is the unique maximal solution up to an explosion time s(x; w)
to the following stochastic di7erential equation:
d (s; t(x; w)) =
∑
k
k( )(s; t(x; w)) ◦ dWk(t) (3.1)
for any smooth function  . So by de.nition 0(x; w) = (x; w) and for each 06 s6 t
¡∞; Ds; t(w) = Dt−s(-s(w)). Since each -s is a P-preserving transformation on
(;F;P), for almost all w∈; Ds; t(w) = {x: s(x; w)¿t} is an open set in M
and moreover dense in M whenever the &ows (t) is stochastically complete. We say
(t) is strictly stochastically complete if Ds; t(w) =M for almost all w∈. For more
details we once more refer to Kunita (1990).
We start with the following simple proposition.
Proposition 3.1.  ∈N if and only if  ◦t(:; w)= ; P-almost surely for each t¿ 0.
Proof. Let  ∈N. We .x any 06 t and check by stochastic completeness that for
-almost all x∈M , E[| ◦ t(x; w) −  (x)|2] = 0 whenever  ∈N. Thus, we have
 ◦ t(:; w) =  almost all w. The reverse direction is obvious.
We set Rs; t(w) for the range of s; t . From the relation t;u(s; t(x; w); w) = s;u(x; w)
for s6 t6 u¡s(x; w), it is simple to note that the range is increasing, i.e Rs;u(w) ⊂
Rt; u(w) whenever s¡ t. Now given t ∈R+ and y∈M we de.ne /t(y; w)= inf{s∈ [0; t]:
y∈Rs; t(w)} (=t if {::}= ∅). So we have the relation {y: /t(y; w)¡s}=Rs; t(w). For
more details we refer to (Kunita 1990, p. 179). Hence, the inverse s; t(w)−1(y) is then
well de.ned if s¿/t(y; w).
We de.ne the family t; s(y; w); 06 /t(y; w)¡s6 t of backward processes by
t; s(y; w) = s; t(w)−1(y):
The backward process (t; s: 06 /t(y; w)¡s6 t) is the unique maximal solution to
the following backward stochastic di7erential equation (Theorem 4.8.10, p. 199):
d (t; s(y; w)) =
∑
k
− k( )(t; s(y; w)) ◦b dWk(s); (3.2)
where ◦b stands for backward Stratonovich integral and  is any smooth function.
Let 
 be a local di7eomorphic map 
 on M . For x∈M , we .x a open neighborhood
O so that the map 
 once restricted to O is di7eomorphic. Thus, the restricted map

 to O is a Borel measurable map which preserves the null sets of . We de.ne the
Radon–Nikodym derivative d◦
=d(y) on O by the usual prescription, where ◦
 is
a Borel measure on O de.ned by  ◦ 
(E) = 
(E). Since Radon–Nikodym derivative
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at x is independent of the choice we make for O, it is well de.ned for all x∈M , and
moreover, it is strictly a positive smooth function on M . We denote by div ∈C∞(M)
the divergence of a smooth vector .eld  with respect to  determined uniquely by
the following relation:∫
M
( ) d =−
∫
M
 div d;  ∈C∞(M):
We say (Abraham et al., 1988) a smooth vector .eld is almost surely complete with
respect to  if for almost all x∈M the evolution exists for all time t ∈R. So a complete
smooth vector .eld is necessarily almost surely complete. Converse need not be true.
For any such a smooth vector .eld  we set ∗(f) =−(f)− div f on C∞(M). In
case  is almost complete with respect to , we verify that  ◦ 
(; t) =  ∀ t ∈R if
and only if 〈∗(f);  〉 = 0 for all smooth function f with compact support C∞c (M),
where 〈f;  〉= ∫M f d and 
(; t) is the &ow of the vector .eld . For more details
we refer to Abraham et al. (1988).
We also recall from Baxendale (1986) that the Radon–Nikodym process
2s; t(x; w) =
d s; t(:; w)
d
(x);
which satis.es the following stochastic di7erential equation:
d2s; t(x; w) =
∑
k
divk (s; t(x; w))2s; t(x; w) ◦ dWk(s) (3.3)
on Ds; t(w), i.e. for t ¡s(x; w). Since s; t is a local di7eomorphism, we note that the
map x → 2s; t(x; w) is also smooth on Ds; t(w). In the appendix of this exposition, we
include a simple proof for the stochastic di7erential equation (3.3).
Going along the same line we can verify that the backward Radon–Nikodym process
2t;s(y; w) =
dt; s(:; w)
d
(y)
is also a smooth function on Rs; t(w) and satis.es the following backward stochastic
di7erential equation:
d2t;s(y; w) =
∑
k
− divk (t; s(y; w))2t;s(y; w) ◦b dWk(s) (3.4)
on Rs; t(w).
For any .x f∈C∞c (M), we consider the process f(t; s(y; w))2t;s(y; w) and appeal
to Ito’s formula for the following backward Stochastic di7erential equation:
f(t; s(y; w))2t;s(y; w) = f(y) +
∑
k
∫ t
s
∗k (f) ◦ t; r(y; w)2t;r(y; w) ◦b dWk(r)
on Rs; t(w).
In case the process (s; t(:w)): 06 s6 t) is strictly stochastically complete we can
appeal to the stochastic Fubini’s Theorem (Protter, 1990), with the .nite measure  d
on M for the following:
〈f ◦ t; s2t; s;  〉= 〈f;  〉+
∑
k
∫ t
s
〈∗k (f) ◦ t; r(:; w)2t;r(:; w);  〉 ◦b dWk(r):
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We also verify that
〈f ◦ t; s2t; s(:; w);  〉= 〈f;  ◦ s; t(:; w)〉 (3.5)
for almost all w∈ provided both (s; t(:; w): 06 s6 t) and t; s(:; w): 06 s6 t) are
strictly stochastically complete. In such a case
〈f;  ◦ s; t(:; w)〉= 〈f;  〉+
∑
k
∫ t
s
〈∗k (f);  ◦ r; t(:; w)〉 ◦b dWk(r) (3.6)
for any smooth function f with compact support and  ∈L∞(M; ) with a .nite mea-
sure. Now we aim to remove the extra assumptions on (s; t(:; w): 06 s6 t) and
(t; s(:; w): 06 s6 t) by a standard limiting argument. To that end, since M is paracom-
pact, going along the line of Kunita (1990), we choose a sequence of smooth functions
06 gn6 1 with compact support so that the compact subsets Dn = {x∈M : gn(x)=1}
increases to M and de.ne a family of smooth vector .elds nk by 
n
k(f)=gnk(f). We
denote associated forward and backward &ows by (ns; t : 06 s6 t) and (
n
t; s: 06 s6 t),
respectively. For each n¿ 1; ns; t(w) and 
n
t; s(w) are strictly stochastically complete.
Hence (3.6) is valid for each (ns; t : 06 s6 t); n¿ 1. Since f is having compact sup-
port, (n)∗k (f) = 
∗
k (f) for large n, so the process (s; t) → 〈(n)∗k (f);  ◦ ns; t(:; w)〉 is
uniformly bounded and its limiting value as n →∞ is 〈∗k (f);  ◦ s; t(:; w)〉. Hence we
can appeal to stochastic dominated convergence theorem (Protter, 1990) to conclude
that (3.6) is also valid for the family (k). We summarize our result in the following
proposition.
Proposition 3.2. Let s; t be a stochastically complete Brownian ;ows associated with
a family of smooth vector 6elds on M. Then for any smooth function f with compact
support and  ∈L∞(M; ), where  is a 6nite measure, (3.6) is valid.
We need one more proposition before we go to main result.
Proposition 3.3. Let (s; t : 06 s6 t) be a strictly stochastically complete Brown-
ian ;ows as in Proposition 3.2 and the associated backward ;ows also be strictly
stochastically complete. Then for any smooth function f with compact support and
 ∈L∞(M; ), where  is a 6nite volume measure, the following holds:
〈f;  ◦ s; t(:; w)〉 − 〈f;  〉=
∑
k
∫ t
s
〈∗k (f ◦ r; s(:; w) 2r;s(:; w));  〉 ◦ dWk(r) (3.7)
Proof. Essential idea in the proof is the same as that of Proposition 3.2. We recall
from Kunita (1990, Theorem 4.8.10, p. 199) that the process f(t; s(y; w)) satis.es the
following forward stochastic di7erential equation:
f ◦ t; s(y; w) = f(y) +
∑
k
∫ t
s
−k(f ◦ r; s(:; w))(y) ◦ dWk(r) (3.8)
for any smooth function and y∈Rs; t(w). Also we note that 2t;s(y) = 2−1s; t (t; s(y)).
Now we recall Theorem 4.9.5 in Kunita (1990, p. 208) and verify by (3.3) and (3.8)
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that the following holds:
d2t;s(y) =
∑
k
∗k (2t;s(:; w))(y) ◦ dWk(t) (3.9)
for y∈Rs; t(w). Thus by (3.8) and (3.9) we conclude that
f ◦ t; s(y; w)2t;s(y; w)− f(y)
=
∑
k
∫ t
s
∗k (f ◦ r; s(:; w)2r;s(:; w))(y) ◦ dWk(r) (3.10)
for y∈Rs; t(w). Since by our hypothesis Rs; t(w) is equal to M , we can apply stochastic
Fubini’s theorem (Protter, 1990) with the .nite measure  d to (3.10) which gives
(3.7) once we use (3.5). We have used the hypothesis that for almost all w both
Rs; t(w) and Ds; t(w) are equal to M for identity (3.5). This completes the proof.
Before we state the next proposition, we set
I = { ∈L∞(M; ):  ◦ 
(k ; t) =  ; ∀t ∈R; 06 k6d}:
Note that I is a weak∗ closed sub-algebra of L∞(M; ). Thus, I can be identi.ed
as L∞(M;BI; ) where BI is the -.eld generated by the Borel sets E for which
E ∈I. In fact more is true.
Proposition 3.4. Let (s; t) be a Brownian ;ows as in Proposition 3.2 and  be a
volume measure on M. Then  ∈N if and only if  ∈I, i.e. N=I.
Proof. Since null sets do not depend on a particular choice of a volume form, the
proposition remains una7ected if we modify d to f d, where f is a smooth positive
integrable function. Thus, without loss of generality we may assume that  is a .nite
measure for the purpose of this proposition.
Let  ∈N. By Proposition 3.1  ◦s; t(:; !) =  (:) for almost all !. So in case  ∈N,
by (3.6) we conclude that for almost all !;
∑
06k6d
∫ t
s 〈∗k (f);  〉◦bdWk(r) = 0. Taking
conditional expectation on each component or by computing the angular bracket with
the processes Wk(s)−Wk(t), we conclude that 〈∗k (f);  〉= 0 for all 06 k6d. Now
we use our hypothesis that for almost all x∈M , the &ow associated with k exists
globally, we conclude that  ∈I. Conversely let  ∈I, then it is trivial to verify that
 ∈ I n, where I n is the invariant element associated with the family of vector .elds
(nk) de.ned as in Proposition 3.2. Hence both the open sets Dns; t(!) and Rns; t(!) are
equal to M . We now may appeal to Proposition 3.3, to verify for smooth functions f
with compact support that 〈f;  〉= 〈f;  ◦ ns; t(:; !)〉 for almost all !. Now taking limit
n →∞ we conclude the result. This completes the proof.
We note that for the proof I ⊂ N, (3.6) is not useful. However, for the proof
N ⊂ I, (3.7) is useful provided all the hypotheses in Proposition (3.3) are valid. In
fact (3.7) is nothing but a weak form of (1.1). It is not clear how to remove the indirect
assumption that Rs; t(w) are equal to M . However, in many situations this additional
condition is also valid (if M is a compact manifold and so on).
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Theorem 3.5. Let t(:; w); t¿ 0 be an Ft]-adapted process satisfying (1.1) associ-
ated with a family of almost complete smooth vector 6elds k ; 06 k6d on a
6nite-dimensional connected smooth-oriented manifold M. Let also the process (t)
be stochastically complete. Then (t) is irreducible with respect to a volume form 
if and only if I is trivial.
Proof. It is a simple consequence of Propositions 2.1 and 3.4.
Let 
() be the group of di7eomorphism generated by the elements {
(k ; t): 06 k
6d; t ∈R}. It is also simple to note that I={ ∈L∞(M; ):  =  
; ∀
∈ 
()}. We
equip the group of di7eomorphism with compact open topology (see Kunita (1990)
for an equivalent topology). The group 
() need not be a closed subgroup and the
closure in general need not be a locally compact group. Thus, Proposition 2.4 has
limited application. However, in the present situation both M and  are very special.
We explore this special nature of M and  for a result similar to Proposition 2.4. To
that end for any family of smooth vector .elds (1; : : : ; n), we de.ne a continuous
function on Rn ×M by
f(;n)(t; x) = 
(t1; 1) ◦ · · · ◦ 
(tn; n)(x) (3.11)
for t ∈Rn and x∈M .
Lemma 3.6. For a closed set F ⊂ M , the orbit of 
() with base points in F is Borel
measurable.
Proof. We follow steps as in Proposition 2.4 and explore the local compactness of
Rn. For a (k : 06 k6d) valued .nite sequence of vector .elds (k : 16 k6 n), we
consider continuous function f(;n) on Rn × M de.ed by (3.11). Note that the set
f−1(;n)(K)) is a closed set in R
n × M and by local compactness of M and Rn the
closed set is indeed union of a countable family of compact sets in Rn×M . Since the
projection map , from Rn ×M on M is a continuous map, ,(f−1(;n)(F)) is also union
of countable many compact sets in M . We also verify that the orbit of 
() with base
as F is the set Fˆ={,(f−1(;n)(F): =(k); k ∈ ; n¿ 1}. Since for any given n¿ 1 we
can make only .nitely many distinct choice for (; n), we verify that Fˆ is a countable
union of a countable many compact sets in M . Hence Fˆ is Borel measurable.
We need one more Lemma. To that end for any Borel set E we de.ne almost surely
orbit Eˆ(a:s) by
Eˆ(a:s) =
⋃
(;n): ∈;n¿1
{f(;n)(t; x): t ∈Rn a:s:; ∀x∈E}:
So Eˆ(a:s) ⊂ Eˆ. The following result gives more information. A Borel set E is called a
very thick set if E∩O contains uncountable many points provided E∩O is non-empty
and O is open.
Lemma 3.7. Let E =
⋃
n¿1 Fn, where each Fn be a closed set in M. Then Eˆ is also
a Borel set. If Eˆ(a:s) is a Borel measurable set then we have (EˆQEˆ(a:s)) = 0.
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Proof. First part is a simple consequence of Lemma 3.6 once we note that Eˆ=
⋃
n¿1 Fˆn.
For the second part we use regularity of the measure .rst to choose a sequence of
open sets On so that Eˆ(a:s) ⊂ On and (OnQEˆ(a:s)) → 0 as n → ∞. We claim for
any 4¿ 0, there exists an open set Un so that On ⊂ Un and (Un)6 (On) + 4
and Eˆ ⊂ Un. It is good enough if we verify this property for each Eˆ(a:s)(; n) =
{f(;n)(t; x): t ∈Rd a:s:; ∀x∈E} and Eˆ(; n) = {f(;n)(t; x): ∀t ∈Rn; ∀x∈E}. We .x
any x∈ Eˆ(; n) and choose an open neighborhood Ox at x. Then Ox ∩ Eˆ(a:s)(; n) is
a very thick set. Since M is a separable metric space, we can .x a countable many
open balls (Or: r ∈C) with .nite diameter so that any open set can be realized as
countable union of open balls from the set (Or: r ∈C). So in particular for each .x
n¿ 1, we .nd a countable sub-collection Cn ⊂ C so that On =
⋃
r∈Cn Or . Hence
Ox ∩ Or ∩ Eˆ(a:s:)(; n) is a very thick set for some r ∈Cn. Hence x∈ HOr for some
r ∈Cn. So we have Eˆ(; n) ⊂
⋃
r∈Cn Or . Since  is a volume measure, we also have
( HO) = (O) for any open ball. Hence by regularity for any 4¿ 0 we .nd a open
set Un so that
⋃
r∈Cn Or ⊂ Un and (Un)6 (On) + 4. This completes the proof of
our claim. Now by the claim and outer regularity of the measure we conclude that
(Eˆ)6 (Un)6 (On)+4. Now by taking limit we conclude that (Eˆ)6 (Eˆ(a:s))+4.
Since 4 is arbitrary we complete the proof.
Theorem 3.8. 
() on M is almost all -transitive if and only if I = C.
Proof. Let E be a Borel set with (E)¿ 0 and for each t ∈R and 06 k6d we have
E(
(k ; t))(x) = E(x) for -almost all x∈M . By inner regularity of  we assume
without loss of generality E is countable union of closed sets.
For any .x integer n¿ 0 and a sequence of vector .elds (m: 16m6 n) where
each k is one of the elements chosen from the set of vector .elds {k : 06 k6d}.
We consider the set Eˆ(t; ) = 
(tn; n) ◦ · · · ◦ 
(t1; 1)(E) for t ∈Rn. So for -almost
all x∈M we have x∈E if and only if x∈ Eˆ(t; ). So by Fubini’s theorem we have a
-null set N which may depend on the sequence of vector .elds chosen so that for
any x∈M ∩Nc we have x∈E if and only if x∈ Eˆ(t; ) for almost all t ∈Rn. Since for
each .xed n number of distinct choices that we can make is .nite and thus their union
is only a countable set we .nd a  null set N so that for any x∈M ∩ Nc we have
x∈E if and only if x∈ Eˆ(t; ) for almost all t ∈Rn and any n¿ 1 and any sequence
of vector .elds (m: 16m6 n). Since (Eˆ(a:s)QE) = 0 by completeness we .nd that
Eˆ(a:s) is Borel measurable. Thus (EˆQE) = 0 by Lemma 3.7. Since (MQEˆ) = 0 by
-transitivity, we have (EQM) = 0 whenever (E)¿ 0.
Conversely, let E be a Borel set so that (E)¿ 0. Then by regularity there exists
a closed subset F of E so that (F)¿ 0. By Lemma 3.6 the set Fˆ =
⋃

∈
() 
(F) is
a Borel measurable set. Hence by -irreducibility we have (FˆQM) = 0. Since Fˆ ⊂
Eˆ ⊂ M and  is a complete measure, Eˆ is also Borel measurable and (EˆQM) = 0.
This completes the proof.
We end this section with simple examples of ergodic Brownian &ows where the
family of vector .elds (k) fails to satisfy hypo-elliptic condition but satisfy our criteria.
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In the following section we will deal with a class of examples.
Example 3.9. Let M=S1×S1, the two torus and @=@x; @=@y be the two canonical vector
.elds on M , where we have made the obvious identi.cation with R2=N2. Let f be a
smooth positive function on S1 with support not equal to S1. In such a case complement
of the support of f, say O, is a non-empty open set. Thus the family of vector .elds
1 = f(y)@=@x and 2 = @=@y do not satisfy the hypo-elliptic condition for points in
S1 × O. However, it is simple to check that our criteria in Theorem 3.5 are satis.ed.
Moreover, by the relation div(fX ) = f div(X ) + X (f) we also check that they are
divergence free with respect to the Riemannian volume form. Since the manifold M is
compact the Brownian &ows are stochastically complete. Thus, the Riemannian volume
measure is ergodic for the Markov semigroup associated with the family (k).
Example 3.10. M=R2 and 1=x@=@y−y@=@x and 0=f(x)@=@y, where f is a smooth
with non-empty compact support. The &ow is irreducible and Riemannian volume mea-
sure is invariant but not .nite.
4. Ergodicity of horizontal Brownian motion
In this section we wish to prove that the horizontal Brownian motion is irreducible
for a volume form if and only if the reduced holonomy group with respect to Levi–
Civita connection is full.
We .rst recall Eels and Elworthy (see Elworthy (1982, 1989) and also Malliavin
(1974)) construction of horizontal Brownian motion R on the bundle O(M) of orthonor-
mal frames over M . We note that O(M) is the set of isomorphisms u: Rd → Tp(M),
the tangent space of M at p∈M . O(M) is a principal .ber bundle with structure group
O(d) and we denote as , the canonical projection from O(M) to M . We will abuse
notation to the extent of using , to also denote the induced projection from tangent
bundle T (O(M)) to tangent bundle T (M). There is a natural metric on O(M) so that
the trivialization map :u :Tu(O(M))→ (O(d);Rd) of TOM de.ned by
:u() = (!(); -())
is isometric, where ! is the Levi–Civita connection 1-form and - is the fundamental
1-form de.ned by
-() = u−1,?()
and the Lie–algebra O(d) of skew-symmetric (d× d) matrices is equipped with inner-
product 〈A; B〉 = −trace(AB). For each u∈O(M), the Levi–Civita connection induces
a decomposition tangent space
Tu(O(M)) = Hu(O(M))⊕ Vu(O(M))
into horizontal (Hu(O(M))) and vertical (Vu(O(M))) subspaces.
A. Mohari / Stochastic Processes and their Applications 105 (2003) 99–116 111
Now let u∈O(M) with ,(u)=p. For any x∈Rd; u(x)∈Tp(M). We de.ne the basic
vector 6eld H (x) associated to x as the unique horizontal vector .eld on O(M) for
which
,(H (x))(u) = u(x):
Now let e1; : : : ; ed be an arbitrary orthonormal basis for Rd and write Hj = H (ej)
for 16 j6d. We de.ne a horizontal Brownian motion R= (R(t); 06 t ¡(u; w) on
O(M) which is adapted to its own .ltration by the prescription
dR(t) = Hj(R(t)) ◦ dWj(t)
with R(0) = u (a:s).
We assume the following hypothesis on M :
(a1) Each basic vector .eld Hj is complete (i.e M is geodesically complete).
(a2) =∞ (a:s:).
We refer Nomizu (1956) and Kobayashi and Nomizu (1963) for (a1) and Kunita
(1990) and Elworthy (1989) for (a2).
We .rst investigate the invariance property of the Liouville volume form on O(M).
To that end we consider the standard basis (Aij = |ei〉〈ej| − |ej〉〈ei|; 16 i6
d−1; i ¡ j6d) for the Lie-algebra O(d) where for any two elements x; y∈Rd; |x〉〈y|
is a rank one matrix which takes any vector z ∈Rd to 〈y; z〉x, and 〈:; :〉 is the usual eu-
clidean inner product. We consider the family of fundamental vector .elds (A∗ij: 16 i6
d−1; i ¡ j6d) associated with the basis. We recall from Nomizu (1956, Proposition
2, p. 50) that
[A∗ij ; Hk ] = HAij|ek〉 = CjkHi − CikHj: (4.1)
Since the Levi–Civita connection is torsion free, we recall also from Nomizu (1956,
Proposition 2, p. 71) that
[Hi; Hj] =
∑
k
2gijklA
∗
kl (4.2)
for some smooth functions (gijkl).
We identify a vector .eld with 1-form via the metric on OM and set the Liouville
volume form E on OM de.ned by
E=
∧
16i6d
Hi
∧
16k6d−1
∧
k+16l6d
A∗kl:
It is simple to check that E is basis independent.
Proposition 4.1. Every basic and fundamental vector 6elds are divergence free with
respect to E.
Proof. Since LX (E) = div
E
X E, we need to show LX (E) = 0 whenever X is a basic or a
fundamental vector .elds. Since (Hk) is a basis for basic vector .elds and (A∗ij) is a
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basis for fundamental vector .elds, we need to show LX (E)=0 for such basis element.
By the derivation property of the Lie-derivative, we only need to show the following:
A∗01 ∧ · · · ∧ LX (A∗ij) ∧ · · · ∧ A∗d−1;d = 0 ∀06 i6d− 1; i + 16 j6d; (4.3)
where A∗0j = Hj; 16 j6d. Now it is simple to verify (4.3) by (4.1) and (4.2).
Thus a stochastic version of the divergence theorem (a simple consequence of (3.3),
for the original work see Baxendale (1986) and Kunita (1990)) says that the volume
form E is invariant for the horizontal Brownian motion R. So in particular, E is invariant
for the Markov semigroup (Pt) associated with the horizontal Brownian &ows R.
Now we aim to prove our main result of this section. To that end we .x any point
u∈O(M). The reduced holonomy group at u with respect to a connection !, denoted
by G0(u), is the set of all g∈G such that gu can be joined to u by a piecewise
smooth horizontal curve in P whose projection into M is null-homotopic. ! is, for the
moment, any linear connection. Exploring the special nature of linear connection, we
aim to prove a variation of Ambrose–Singer theorem (Nomizu (1956) and Ambrose
and Singer (1953)). In particular, we prove that the reduced holonomy group is SO(d)
if and only if the Lie algebra generated by the basic vector .elds spans the tangent
space of OM at each point.
To that end we say two points u ≡ v in OM if there is a piecewise smooth horizontal
curve connecting u and v where each piece is an integral curve associated with a basic
vector .eld. Since for any g∈O(d); R∗g−1 (Hx) = Hgx, we also verify that gu ≡ gv
whenever u ≡ v. For any .x u∈OM we consider G1(u) = {h∈G0(u): u ≡ hu}. It is
simple to note that G1(u) is a sub-group.
Proposition 4.2. For each u∈O(M) we have G0(u) = G1(u).
Proof. Since parallel transport depends continuously on di7erentiable homotopy, we
verify that every element in G1(u) can be connected to the identity by a curve within
G1(u) and also that the closure of G1(u) is G0(u). Since G1(u) is an arcwise connected
sub-group of a Lie-group, by a Theorem of Yamabe (1950), G1(u) itself is a Lie-group,
thus closed. Thus G0(u) = G1(u).
In fact more is true.
Proposition 4.3. Given any two points in OM , if there exists a piecewise smooth
horizontal curve connecting them, then there is also a piecewise smooth horizontal
curve where each piece is an integral curve of a basic vector 6eld.
Proof. We .x any two points u and v in O(M) which are connected by a horizontal
curve. By the projection ,, we check that ,(u) and ,(v) are connected by a piecewise
smooth curve on M and can be covered by a .nite family of open convex sets (Theorem
8.7 in Kobayashi and Nomizu (1963)). Hence there exists a piecewise smooth curve C
where each smooth piece is a geodesic. Now we consider the horizontal lift C∗ of C
at v and denote the end point of C∗ by w. Since w is now connected by a horizontal
curve to u via v and ,(w) = ,(u) we have w = gu for some g∈G0(u). Now by the
A. Mohari / Stochastic Processes and their Applications 105 (2003) 99–116 113
relation G0(u) =G1(u) we have gu ≡ u. Since horizontal lift of a geodesic curves can
be realized as integral curve of a basic vector .eld, we also have gu ≡ v. Thus u ≡ v.
This completes the proof.
For a .x u∈O(M) we consider the linear space h generated by !r([Hx; Hy]) where
Hx; Hy are the basic vector .elds associated with x; y∈Rd and r ∈O(M) are those
points so that r ≡ u. We also note that any horizontal vector .eld on O(M) may be
written as
∑
i fiHi where fi ∈C∞(O(M)),
[fiHi; fjHj] = fifj[Hi; Hj] + fi(Hifj)Hj − fj(Hjfi)Hi;
and !(Hi) = 0. Thus, the linear space h is identical to the linear space generated by
!r[X; Y ] where X; Y are any two horizontal vector .elds and r ∈O(M) are those points
which can be joined to u by piecewise smooth horizontal curves.
So by Ambrose–Singer Theorem (Kobayashi and Nomizu, 1963; Nomizu, 1956) we
have the following result.
Proposition 4.4. h is the Lie-algebra associated with the Lie-group G0(u). The fol-
lowing hold:
(a) The maximal integral open sub-manifold for the involutive di=erentiable distribu-
tion Qr generated by the horizontal subspace at r together with the fundamental
vector 6elds {A∗r : A∈ h} is the reduced holonomy bundle P(u) based at u (i.e set
of points r ∈O(M) for which there exists a piecewise smooth horizontal curve
which joints r and u).
(b) The dimension of the Lie-group G0(u) is less than that of SO(d), if and only
if P(u) is a manifold of dimension less that of O(M). In particular, if G0(u) =
SO(d) then P(u) = O(M).
Since horizontal vector .elds {Hx: x∈Rd} is a basis, for the horizontal subspace
HTr(O(M)) and the vertical part of [Hx; Hy](r) is A∗r where A = !r([Hx; Hy]), we
check that Qr is indeed spanned by {Hx(r); [Hx; Hy](r): x; y∈Rd}. So in particular Qr
is spanned by {(r): ∈L}; L is the Lie-algebra of vector .elds generated by the
family {Hx: x∈Rd}. Thus, by Proposition 4.4 we conclude that the reduced holonomy
group is SO(d) if the {(r): ∈L} spans Tr(O(M)). However, the converse need not
be true. We take M to be an open cylinder S1× (0; 1) glued with two copies of sphere
S2. It is a compact manifold and the reduced holonomy group is the same as that of
S2, thus full. However, for r ∈O(M) over any base point p∈ S1 × (0; 1); Qr is not
equal to Tr(O(M)). Many counter-examples can be produced since reduced holonomy
group is a global property of the manifold. The following proposition is one of the
building blocks towards our main result.
Proposition 4.5. For a linear connection !, the following statements are equivalent:
(a) G0(u) = SO(d).
(b) Any two points on the orthonormal frame bundle can be joined by a piecewise
smooth horizontal curve where each piece is an integral curve of a basic vector
6eld.
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(c) There exists no non-trivial element  ∈L∞(OM; ) so that  =  ◦
(Hj; t) ∀t ∈R;
∀16 j6d and  is a volume form on O(M).
Proof. That (b) implies (a) is trivial. Whereas (a) implies (b) follows by Proposition
4.3. Now we are left to show that (c) is also an equivalent statement.
To that end let  ∈L∞(O(M); ) so that  =  ◦ 
(Hj; t) for all t ∈R; ∀16 j6d.
In such a case for any smooth function f with compact support 〈f;  〉=〈f;  
(Hj; s)〉,
thus 〈H∗j (f);  〉=0 for all 16 j6d and by linearity we have for each x∈Rd; 〈H∗x (f);
 〉 = 0. Hence by geodesic completeness of M (i.e. each Hx is complete) we have
〈f;  〉 = 〈f;  ◦ 
(Hx; t)〉 for any t ∈R. So we have  ◦ 
(Hx; t) =  as elements
in L∞(O(M); ) for all x∈Rd; t ∈R: Thus,  =  ◦ 
 where 
∈ 
(H), the group
of di7eomorphisms generated by {
(Hx; t): x∈Rd; t ∈R}. For any subset E of O(M)
we de.ne E˜ =
⋃

∈
(H) 
(E). Thus by our construction we have 
(E˜) = E˜
∀
∈ 
(H).
By a standard method in measure theory we also note that (c) is equivalent to the
following statement.
(d) For a Borel subset E in O(M) if E
= E for any 
∈ 
(H) then E = 0 or 1.
For the proof that (b) implies (d) we adopt the method used in Theorem 3.8. We .x
any Borel set which is 
(H) invariant (modulo a null set). By Fubini’s theorem we have
(EQEˆ(a:s))=0 where Eˆ(a:s)={
(Hx1 ; t1)◦· · ·◦Hxn ; tn)(x): t ∈Rn a:s:; x∈Rn a:s:; n¿ 1}
is Borel measurable. Now we follow same step as in Lemma 3.7 to conclude that
(EˆQEˆ(a:s))=0. Thus, by 
(H)-transitivity we have (EQM)=0 whenever (E)¿ 0.
For the converse we .x any u∈O(M). First we note that for any open neighbor-
hood O of u we have (O)¿ 0 ( is a volume measure). Since each 
∈ 
(H) is a
di7eomorphism on O(M); 
(O) is also open. Thus, O˜ is also an open set. Hence O˜
is a 
(H)-invariant measurable set. Since (O˜)¿ (O)¿ 0, we have O˜=1 whenever
(d) is true. In such a case complement of O˜ is a -null set.
By Proposition 4.4 we also check that O˜ =
⋃
v∈O P(v) where P(v) is the holonomy
bundle at v. Since ≡ is an equivalence relation, P(v) ∩ P(u) = ∅ whenever v ∈ P(u).
Thus, O˜ can be expressed as disjoint union of reduced holonomy bundles with base
points u∈O′, where O′ is the collection of non-equivalent elements from O. We .x
now a sequence of open sets On so that On+1 ⊂ On and
⋂
n¿1 On contains only the
element u. So for any v = u; v ∈ On for suKciently large n. We claim
⋂
n¿1 O˜n=P(u).
Only non-trivial part is to show that
⋂
n¿1 O˜n ⊂ P(u). Let v∈ O˜n for all n¿ 1. So
there exists vn ∈On and gn ∈ 
(H) so that v=gn(vn). Hence vn ∈P(v)∩On and vn → u
as n → ∞. Since P(v) is a closed subset of O(M) we have u∈P(v), thus v∈P(u).
Hence equality holds. Since each On is an open set, the complement of O˜n is a -null
set whenever (d) is true. So the complement of P(u) is also a -null set, whenever
(d) is true.
However, by Proposition 4.4 we also have P(u) = O(M) or P(u) is a manifold
with dimension less than that of O(M). In case P(u) has dimension less than that of
O(M); P(u) will have to be a null set with respect a volume measure on O(M). Thus,
for a volume measure  on O(M), since the complement of P(u) is a -null set, we
have P(u) = O(M). This completes the proof.
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Theorem 4.6. (Pt) is E-irreducible if and only if the reduced holonomy group with
respect to Levi–Civita connection is SO(d). In such a case, if E is 6nite, then (Pt) is
ergodic for E.
Proof. By Theorem 3.5 (Pt) is E-irreducible if and only if there exists no non-trivial
element  ∈L∞(O(M); E) so that  =  ◦ 
(Hk; s); 16 k6d. Thus, by Proposition
4.5 we complete the proof. The last statement is an easy consequence of Proposition
2.2 once we recall that E is (Pt)-invariant.
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Appendix.
In this appendix we will give a simple proof for (3.3).
Theorem 5.1. Let  be a volume form on an oriented smooth manifold M and (s; t)
be the Brownian ;ows satisfying (3.1). Then for any x∈M , (3.3) is valid up to an
explosion time s(x; w).
Proof. First we recall few standard facts from di7erential calculus on manifold. For
a local di7eomorphism f, let Df be the di7erential map from the co-tangent space
at x to co-tangent space at f(x). Since the manifold is oriented and f is a local
di7eomorphism, we have (Abraham et al., 1988, Proposition 7.1.10)
Df()(x) =
d ◦ f
d
(x)(x); (A.1)
where d is the (volume) measure associated with . M being oriented, we also recall
L()(x) = div

(x)(x); (A.2)
where L is the Lie-derivative with respect to the vector .eld .
By Corollary 4.9.4 in Kunita (1990, p. 208) and (A.2) we have
Ds; t(:; w)()(x) = (x) +
∫ t
s
divk (s; r(x; w))Ds;r(:; w))()(x) ◦ dWk(r) (A.3)
for 06 s6 t ¡s(x; w). Thus by (A.1) we note that (A.3) is nothing but (3.3) with
a multiplying factor (x). Since (x) is non-zero for each x∈M , we conclude the
result.
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