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Abstract
We study the features of a new mixed integration scheme dedicated to solving the non-stationary
variational problems. The scheme is composed of the FEM approximation with respect to the
space variable coupled with a 3-leveled time integration scheme with a linearized right-hand
side operator. It was applied in solving the Cahn-Hilliard parabolic equation with a nonlinear,
fourth-order elliptic part. The second order of the approximation along the time variable was
proven. Moreover, the good scalability of the software based on this scheme was conﬁrmed dur-
ing simulations. We verify the proposed time integration scheme by monitoring the Ginzburg-
Landau free energy. The numerical simulations are performed by using a parallel multi-frontal
direct solver executed over STAMPEDE Linux cluster. Its scalability was compared to the
results of the three direct solvers, including MUMPS, SuperLU and PaSTiX.
Keywords: isogeometric analysis, Cahn-Hilliard equations, non-stationary problems, multi-frontal par-
allel direct solver, parallel eﬃciency and speedup
1 Introduction
In this paper we analyze the numerical properties of linearized time integration scheme con-
cerning non-stationary Cahn-Hilliard equations proposed in [15]. We show that scheme is of the
second order. We apply the scheme for numerical solution of Cahn-Hilliard equations [10, 11],
but this time we split the fourth order Cahn-Hilliard equations into a system of two second
order PDEs, following [12].
In the space domain the solution of the split Cahn-Hilliard equations is approximated by
means of the isogeometric ﬁnite element method, utilizing B-spline basis functions [9]. The
linearized version of the Crank-Nicolson integration scheme, that is unconditionally stable, is
utilized for the time integration.
Our time integration scheme has been implemented within PETIGA toolkit [7], a part of
the PETSc library [4, 5, 6]. The linearized system of equations is solved in every time step
by using a parallel multi-frontal direct solver, executed over a STAMPEDE Linux cluster. For
the numerical solution we test three multi-frontal direct solvers, including MUMPS [1, 2, 3],
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SuperLU [17, 14] and PaSTiX [13]. We test the scalability of these solvers on the STAMPEDE
linux cluster. We extend the results of sequential tests [8] performed for the simple Laplace
problem. For eﬃcient parallelization of the integration process, we refer to [16].
The structure of the paper is the following. We start with introduction of the strong for-
mulation in Secton 2.1. It is followed by the two weak formulations in Sections 2.2 and 2.3,
the ﬁrst one L2 in time, the second one C1 in time. Later, we introduce the linearized time
integration scheme in Section 2.4. We proof its second order in Section 3. We conclude the
paper with numerical results discussed in Section 4. Finally, we perform numerical simulations
with parallel multi-frontal direct solver executed over STAMPEDE Linux cluster. We test the
scalability of the three direct solvers, including MUMPS, SuperLU and PaSTiX in Section 4.1.
2 Weak formulations of the Cahn-Hilliard equations
2.1 Strong formulation
This section presents the derivation of the weak form of Cahn-Hilliard equations based on [10].
We consider the following Cauchy problem: Find u ∈ C1(0, T ;C4(Ω)) such that
ut = ∇ · (B(u)∇ (−γΔu+Ψ′(u))) on [0, T ]× Ω and u(0, x) = u0(x) on Ω, (1)
where Ω is an open subset of Rn, n = 2, 3 with smooth boundary and γ > 0 is a constant. u is
usually interpreted as the diﬀerence of the two ﬂuid phase concentrations, hence u ∈ [−1, 1]. In
such a case B(u) ≥ 0 is the diﬀusional mobility, whereas Ψ(u) is the homogeneous free energy.
A crucial notion in the theory of Cahn-Hilliard equations is the Ginzburg-Landau free energy
E(u) =
∫
Ω
(γ
2
|∇u|2 +Ψ(u)
)
dx. (2)
As for the boundary conditions for (1), we choose the following ones:
n · (B(u)∇ (−γΔu+Ψ′(u))) = 0, ∂u
∂n
= 0 on [0, T ]× ∂Ω, (3)
where n is the outer normal to ∂Ω.
As in paper [10], we select the following functions B and Ψ:
B(u) = 1− u2,
Ψ(u) =
θ
2
((1 + u) log(1 + u) + (1− u) log(1− u)) + 1− u2,
(4)
where θ = 1.5. Similarly to [12] we split (1) into two second-order equations{
ut = ∇ · (B(u)∇v)
v = Ψ′(u)− γΔu. (5)
In this case the boundary conditions have the following form
B(u)
∂v
∂n
= 0,
∂u
∂n
= 0. (6)
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2.2 Weak formulation L2 in time
The following weak formulation is presented in [10] together with the respective existence
theorem. We seek u ∈ L2(0, T ;H2(Ω)) ∩ L∞(0, T ;H1(Ω)) ∩ C([0, T ];L2(Ω)) such that
ut ∈ L2(0, T ; (H1(Ω))′) and B(u)∇ (−γΔu+Ψ′(u)) ∈ L2(ΩT ;Rn), that satisﬁes (1) in the
following sense∫ T
0
〈ut(t), ζ(t)〉dt = −
∫
ΩT
[γΔu∇ · (B(u)∇ζ) + (BΨ′′)(u)∇u · ∇ζ] dxdt, (7)
for arbitrary ζ ∈ L2(0, T ;H1(Ω)) such that∇ζ ∈ L2(0, T ;H1(Ω;Rn))∩L∞(ΩT ;Rn) and∇ζ ·n =
0.
2.3 Weak formulation C1 in time
Following [11, 10] we introduce the space diﬀerential operator A : H2(Ω) → (H2(Ω))′, such
that
〈A(u), w〉 =
∫
Ω
[γΔu∇ · (B(u)∇w) + (BΨ′′)(u)∇u · ∇w] dx. (8)
For technical purposes, we introduce the simple dual operator τ : H1(Ω) → (H1(Ω))′ such that
〈τ(u), w〉 =
∫
Ω
u · w dx, ∀w ∈ H1(Ω). (9)
The time-derivative operator ·t : C1(0, T ;H1(Ω)) → C(0, T ; (H1(Ω))′) is deﬁned in the following
way
〈ut(t), w〉 =
〈
τ
(
∂u
∂t
(t)
)
, w
〉
, ∀w ∈ H1(Ω), ∀t ∈ [0, T ]. (10)
Then we look for u ∈ C1(0, T ;H2(Ω)) such that
〈ut(t), w〉+ 〈A(u(t)), w〉 = 0 ∀w ∈ H1(Ω), ∀t ∈ [0, T ] and u(0, x) = u0(x) a.e. on Ω. (11)
For the numerical convenience and similarly to [12, 10] we can split equation (11) into the
following system: {
〈ut, w〉 = −
∫
Ω
B(u)∇u · ∇w dx∫
Ω
v z dx =
∫
Ω
Ψ′(u) z dx+ γ
∫
Ω
∇u · ∇z dx, (12)
with arbitrary w, z ∈ H1(Ω).
2.4 Finite diﬀerence schemes for semi-continuous variational equation
We introduce the network {t0 = 0, t1, . . . , tK = T} ⊂ [0, T ]. Let U = H2(Ω). Three ﬁnite
diﬀerence schemes will be considered. The ﬁrst is the forward Euler scheme:〈
τ
(
ui+1 − ui
ti+1 − ti
)
, w
〉
+ < A(ui), w >= 0, ∀w ∈ U, i = 1, . . . ,K, (13)
where u0 ∈ U is the initial condition, and ui = u(ti). The second scheme is the Crank-Nicolson
method: 〈
τ
(
ui+1 − ui
ti+1 − ti
)
, w
〉
+
1
2
< (A(ui+1) +A(ui)), w >= 0,
∀w ∈ U, i = 1, . . . ,K. (14)
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Finally, if A ∈ C1(U) we can use a linearized three-level scheme〈
τ
(
ui+2 − ui
ti+2 − ti
)
, w
〉
+〈(
1
2
DA|ui+1 (ui+2 + ui − 2ui+1) +A(ui+1)
)
, w
〉
= 0,
∀w ∈ U, i = 1, . . . ,K. (15)
3 Order of the linearized 3-leveled schema
Consider the following autonomous ODE
y′ = f(y(t)). (16)
Let us assume that we know the solution of (16) on interval [t0 − h, t0]. Take r > t0. If f is
C2, then we can write the Taylor’s formula for f in the following form
f(w +Δw) = f(w) + f ′(w)Δw +R(w,Δw), (17)
R(w,Δw) =
(∫ 1
0
(1− s)f ′′(w + sΔw)ds
)
(Δw)2. (18)
Applying (17)-(18) and assuming R is small enough we can write down a linearized version
of (16) for an initial condition y(t0) and for r > t0
y′(r + ξ) ≈ f(y(r)) + f ′(y(r)) (y(r + ξ)− y(r)) . (19)
For (19) we write down the 2-leveled Crank-Nicolson scheme subsequently linearizing the right-
hand side f in central points of subintervals
y(t+ 2h)− y(t)
2h
≈
1
2
(
f(y(t+ h)) + f ′(y(t+ h))
(
y(t)− y(t+ h))+ f(y(t+ h)) + f ′(y(t+ h))(y(t+2h)− y(t+ h)))
=
1
2
(
2f(y(t+ h)) + f ′(y(t+ h))
(
y(t) + y(t+ 2h)− 2y(t+ h))). (20)
Hence
yi+2 = yi + h
(
2f(yi+1) + f ′(yi+1)
(
yi + yi+2 − 2yi+1)). (21)
Theorem 1. If f is C4 then scheme (21) has order 2.
Proof. We assume that y is computed exactly at ti and ti+1. Denote by ri(h) the approximation
error in time step ti+2 = ti + 2h. Then
ri(h) = y(ti + 2h)− yi+2
= y(ti + 2h)− yi − h
(
2f(yi+1) + f ′(yi+1)
(
yi + yi+2 − 2yi+1))
= y(ti + 2h)− y(ti)− h
(
2f(y(ti+1)) + f
′(y(ti+1))
(
y(ti) + y(ti+2)− 2y(ti+1)
))
= y(ti + 2h)− y(ti)+
− h
(
2f(y(ti + h)) + f
′(y(ti + h))
(
y(ti)− y(ti + h)
)
+ f ′(y(ti + h))
(
y(ti + 2h)− y(ti + h)
))
.
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From (17) and (16) it follows that
ri(h) = y(ti + 2h)− y(ti)− hy′(ti) + hR1(h)− hy′(ii + 2h) + hR2(h),
where
R1(h) = R
(
y(ti + h), y(ti)− y(ti + h)
)
, (22)
and
R2(h) = R
(
y(ti + h), y(ti + 2h)− y(ti + h)
)
. (23)
To conclude the proof we need to show that ri vanishes at 0 along with its ﬁrst and second
derivative. But it is easy to see that
ri(0) = 0.
Next
r′i(h) = 2y
′(ti+2h)−y′(ti)−y′(ti+2h)−2hy′′(ti+2h)+h(R′1(h)+R′2(h))+R1(h)+R2(h), (24)
and
r′′i (h) = 4y
′′(ti + 2h)− 2y′′(ti + 2h)− 2y′′(ti + 2h)− 4hy′′′(ti + 2h)+
+ h(R′′1 (h) +R
′′
2 (h)) + 2(R
′
1(h) +R
′
2(h)). (25)
But because R has the form
R(h) = a(h)h2,
from (22) and (23) it follows that
Rj(0) = R
′
j(0) = R
′′
j (0) = 0.
Therefore, from (24), (25) we have
r′h(0) = r
′′
h(0) = 0.
It is easy to see that Theorem 1 can be used to study the order of scheme (15) applied to
the Cahn-Hilliard equation in the form (11). This equation can be rewritten in form (16) by
replacing y(t), y′(t) and f(y(t)) with u(t), ut(t) and −A(u(t)), respectively. The state space
of the new equation is now (H2(Ω))′. Hence, it follows that scheme (15) applied to equation
(11) has order 2 if B has class C4 and Ψ has class C5, which obviously holds in the sequel. Of
course, if a spatial approximation of dimension n is applied, equation (11) is reduced to the
system of n ordinary diﬀerential equations of ﬁrst order with respect to the time variable t, so
y, y′ : [0, T ] → Rn and f : Rn → Rn.
4 Numerical results
We performed the numerical simulations of our modiﬁed time integration scheme with PETIGA
toolkit installed over STAMPEDE [18] Linux cluster from Texas Advanced Computing Center.
We have executed our tests up to 256 nodes, 1 core per node, 32 GB of RAM per node.
We solved the Cahn-Hilliard equation over two dimensional domain with the parameters
setup identical to those in [15]:
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Ω = (0, 1)2, B(u) = 1 − u2, Ψ′(u) = 12θ log u1−u + 1 − 2u, where θ = 1.5 is a dimensionless
number which represents the ratio between the critical temperature Ξc (the temperature at
which the two phases attain the same composition) and the absolute temperature Ξ, γ = 1N2
where N is the mesh size in one direction with periodic boundary conditions and u0(x) =
2c¯−1+ r, where c¯ = 0.63 is the average concentration, and r is the scalar random perturbation
with the uniform distribution U(Ω).
In our simulations we utilize three diﬀerent multi-frontal direct solvers for the solution of
the linear system at every time step. We performed our tests over 2D grids with 256 times
256 elements. We used diﬀerent polynomial orders of approximation, from p = 1, 2, ..., 8, with
C0 global continuity, possible to apply since we have split the Cahn-Hilliard equations into the
system of second order PDE.
The snapshots from the Cahn-Hilliard simulations with our time integration scheme are
presented in Figures 1-2.
The simulation stability has been controlled by monitoring the Ginzburg-Landau free energy,
that has been constantly decreasing during the simulation.
4.1 Comparison of the scalability of the parallel multi-frontal direct
solvers
We have performed the comparison of the scalability of the three multi-frontal direct solvers
executed over a distributed memory Linux cluster. We have utilized one processor per node,
up to 256 nodes on the STAMPEDE Linux cluster. We have tested the three solvers, MUMPS
[1, 2, 3], SuperLU [17, 14] and PaSTiX [13], available through PETSC interface [4, 5, 6].
We have executed the tests for the number of processors increasing from 1 till 256, and for
the polynomial B-spline orders of approximations varying from p = 1, ..., 8 with global Cp−1
solution. The results of the comparison are presented in Figures 3-5.
It is the open problem what we really gain by using higher order B-splines, since we utilize
the split systems. It may be a matter of our future experiments. The scalability results will be
identical that one performed for the Laplace equations, except here we have a system of two
equations, so there are two unknowns per mesh node.
5 Conclusions
We have studied a new mixed integration scheme dedicated to solving the non-stationary varia-
tional problems, composed of the FEM approximation with respect to the space variable coupled
with a The second order of the approximation along the time variable has been proven for the
case of Cahn-Hilliard equations. We have tested the numerical scalability of the multi-frontal
direct solvers applied at each time step of the time integration scheme under consideration. We
have performed parallel simulations with three direct solvers, including MUMPS, SuperLU and
PaSTiX, available through PETSc toolkit behind the PETIGA framework. From the above ex-
periments we may conclude that increasing the degree of approximation polynomials p improves
the parallel scalability of the multi-frontal direct solver. For the C0 continuity of the solution,
the computational cost of the multi-frontal solver is of the order of O(N3/2p3+Np6). The sec-
ond term is related to the static condensation that can be fully parallelized. The computations
related to the ﬁrst term are harder to parallelize. With increasing p, this static condensation
cost is growing, and the parallelization is becoming more eﬃcient.
Scalability of direct solver for Cahn-Hilliard simulations M. Woz´niak, et. al.
839
(a) Snapshot 1
(b) Snapshot 2
(c) Snapshot 3
(d) Snapshot 4
(e) Snapshot 5
(f) Snapshot 6
Figure 1: Snapshots from the split Cahn-Hilliard simulation solution by using the linearized
scheme.
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(a) Snapshot 1
(b) Snapshot 2
(c) Snapshot 3
(d) Snapshot 4
(e) Snapshot 5
(f) Snapshot 6
Figure 2: Further snapshots from the split Cahn-Hilliard simulation solution by using the
linearized scheme.
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Figure 3: MUMPS solver. Comparison of scalability for Cp−1 for diﬀerent number of processors
and diﬀerent polynomial order of approximation, for problem size 256 ∗ 256 elements
Figure 4: SuperLU solver. Comparison of scalability for Cp−1 for diﬀerent number of processors
and diﬀerent polynomial order of approximation, for problem size 256 ∗ 256 elements
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Figure 5: PaSTiX solver. Comparison of scalability for Cp−1 for diﬀerent number of processors
and diﬀerent polynomial order of approximation, for problem size 256 ∗ 256 elements
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