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Abstract
We consider the sparse polynomial approximation of a multivariate function on a tensor
product domain from samples of both the function and its gradient. When only function samples
are prescribed, weighted ℓ1 minimization has recently been shown to be an effective procedure
for computing such approximations. We extend this work to the gradient-augmented case.
Our main results show that for the same asymptotic sample complexity, gradient-augmented
measurements achieve an approximation error bound in a stronger Sobolev norm, as opposed to
the L2-norm in the unaugmented case. For Chebyshev and Legendre polynomial approximations,
this sample complexity estimate is algebraic in the sparsity s and at most logarithmic in the
dimension d, thus mitigating the curse of dimensionality to a substantial extent. We also
present several experiments numerically illustrating the benefits of gradient information over an
equivalent number of function samples only.
1 Introduction
The concern of this paper is the approximation of a smooth, high-dimensional function f : (−1, 1)d →
R using multivariate polynomials. Recent years have seen an increasing focus on this problem, due
to its applications in Uncertainty Quantification (UQ), where the function f is typically a solution
of a parametric PDE.
In a typical setup, which we shall also consider in this paper, f is expressed as an expansion
in an orthogonal basis of polynomials according to some tensor-product probability measure, often
referred to as a Polynomial Chaos Expansion. Samples are drawn randomly and independently
according to this measure, and then the objective is to compute the s expansion coefficients in
some finite index set accurately from the corresponding measurements of f . Least-squares fitting
has often been used to effect this approximation [10, 15, 16, 22, 27–29, 34]. However, in last several
years there has been an increasing focus on the use of sparse regularization procedures for this task,
based on the principles of compressed sensing [1,2,13,30,32,33,36]. The efficacy of such procedures
has recently been theoretically established. Specifically, it has been shown that suitable weighted
ℓ1 minimization procedures achieve quasi-optimal error decay rates for approximations in so-called
lower sets. The corresponding sample complexities are algebraic in the number of coefficients s
sought and only (poly)logarithmic in the dimension d [2, 5, 13]. Hence the curse of dimensionality
is significantly ameliorated.
In this paper, we consider the extension and analysis of sparse regularization procedures for the
modified problem where both f and its gradient ∇f are measured at the sample points. This can
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be viewed as a multivariate extension of the classical Hermite interpolation problem in numerical
analysis. Yet this problem is increasingly encountered in UQ applications (see, for example, [31]
and references therein), where gradient measurements can be computed relatively inexpensively via,
for example, adjoint sensitivity analysis [24]. As is typical, our objective is to use this additional
information to enhance the accuracy of the computed approximation to f .
1.1 Contributions
In [2] it was shown that a certain weighted ℓ1 minimization procedure produces a quasi-optimal
best s-term approximation in lower sets using a number of measurements that polynomial in s and
logarithmic in d. Up to the logarithmic factors, these sample complexity bounds are identical to
the best known estimates for oracle least-squares estimators based on a priori knowledge of the
support set. We review these results in more detail in §2.
The primary contribution of this paper is to extend this work to the case of gradient-augmented
measurements. Our main result shows that recovery from gradient-enhanced samples can be
achieved under the same sufficient condition on the sample complexity, up to minor variations
in the logarithmic factor. However, the approximation error – which in [2] is evaluated in an L2-
norm – is for the gradient-enhanced problem evaluated in a stronger H1-type norm. In other words,
by sampling both f and ∇f one guarantees an error bound in a stronger norm, under the same
asymptotic measurement condition.
The analysis in [2] is considered for Legendre and Chebyshev polynomial approximations. Our
work extends this to Jacobi polynomials, and furthermore, to any orthonormal basis of functions
(not necessarily polynomials) arising as eigenfunctions of a singular Sturm–Liouville problem. We
also briefly discuss the case of regular Sturm–Liouville problems; in particular, the Fourier basis
(i.e. multivariate trigonometric polynomial approximation).
Our analysis provides a theoretical insight into the advantage conveyed by gradient information.
We also present a series of numerical results to compare gradient-augmented measurements with
function samples only when the error is measured in the same norm (specifically, the L∞-norm).
Using the cost model that ∇f can be computed in roughly the same time as f (which is realistic in
some applications), these results show that the former can achieve a smaller error for a comparable
computational cost; another advantage of using gradient information.
Finally, we discuss several variations on the setup. For instance, the problem where ∇f is only
evaluated at a fraction of the sample points, and when f and ∇f are sampled at different points.
1.2 Previous work
Sparse Legendre approximations from gradient-enhanced measurements was first investigated em-
pirically in [36]. In [31], the authors made a first theoretical analysis using compressed sensing
techniques with Hermite polynomials. Specifically, for unweighted ℓ1-minimization it was shown
that gradient-enhancement leads to a better null space property and a smaller coherence, both of
which are sufficient conditions for recovery. Related analysis of ℓ1-minimization has been given
in [21] and [39], with the latter considering the case of Fourier expansions. We note in passing,
however, that unweighted ℓ1-minimization does not overcome the curse of dimensionality in high-
dimensional approximation. The best known sample complexity estimates all involve factors that
are exponentially-large in the dimension d or the degree of the polynomial space, and therefore
significantly worse than those of oracle estimators. Conversely, as mentioned, weighted ℓ1 min-
imization has sample complexities that agree with those of oracle estimators, up to logarithmic
factors.
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In this paper we use gradient measurements to effect a Hermite polynomial interpolant, i.e.
a polynomial which interpolates both f and ∇f at the nodes1. We note in passing that gradi-
ent information can also be used in other ways, for instance as part of dimensionality reduction
techniques [18]. We make no attempt to compare these procedures in this paper, as they address
quite fundamentally different function classes (e.g. ridge functions). Finally, for applications of
gradient-enhanced measurements to UQ problems, we refer to [6, 25,26,31].
1.3 Outline
The outline of this paper is as follows. In §2 we introduce the polynomial approximation problem,
and define a number of key concepts, including lower sets. The gradient-augmented problem is
formulated in §3, along with the relevant weighted Sobolev spaces. With this in hand, the main
results of the paper are given in §4. Next in §5 we present numerical experiments, and finally, in
§6 we give the proofs of the main results.
2 Background
In this section, we review the main aspects of polynomial approximation of high-dimensional func-
tions without gradient enhancement using weighted ℓ1 minimization. We follow the setup of [2].
2.1 Notation
We first require some notation. Throughout y ∈ (−1, 1) and y = (y1, . . . , yd) ∈ D denote the one-
and d-dimensional variables respectively, where D = (−1, 1)d is the d-dimensional domain. The
function to recover is denoted by f : D → C. We write ν(y) for a probability density function on
(−1, 1) and ν(y) =∏di=1 ν(yi) for the corresponding tensor-product probability density function on
D. The spaces of square-integrable functions with respect to ν are denoted by L2ν(−1, 1) and L2ν(D)
respectively. We write ‖·‖L2(D) and 〈·, ·〉L2(D) for the corresponding norm and inner product.
We consider approximations in orthonormal bases on these spaces, which are typically (but
not necessarily) of polynomial type. We write {φn}∞n=0 for a one-dimensional orthonormal basis of
L2ν(−1, 1) and {φn}n∈Nd0 for the corresponding tensor-product orthonormal basis of L
2
ν(D), i.e.
φn(y) =
d∏
i=1
φni(yi), n = (n1, . . . , nd) ∈ Nd0.
Here and throughout, n = (n1, . . . , nd) is a multi-index in N
d
0. We write Λ for the finite set of
multi-indices from which the approximation to f is sought, and N = |Λ| for its cardinality. We also
use ∆ to denote a finite multi-index set, typically of size |∆| = s, corresponding to the coefficients of
f that give the best or quasi-best s-term approximation, or more frequently, the best or quasi-best
s-term approximation in lower sets.
The norm ‖·‖2 and inner product 〈·, ·〉 denote the ℓ2-norm and inner product on either CN or
ℓ2(Nd0). Given an infinite vector of positive weights w = (wn)n∈Nd0 we write ‖·‖1,w for the norm on
the weighted space ℓ1
w
(Nd0)
‖x‖1,w =
∑
n∈Nd0
wn|xn|,
1This is not to be confused with expansions in Hermite polynomials, which we do not address in this paper.
See [31] for some work in this direction.
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and likewise for finite vectors of positive weights in RN .
We consider approximating f from samples taken at m points denoted by y1, . . . ,ym. As
discussed, these will be chosen randomly according to some measure. To this end, we let µ(y) be a
probability density function on (−1, 1) and µ(y) =∏di=1 µ(yi) be the corresponding tensor-product
probability measure. Typically, but not always, we have µ = ν.
Finally, for k = 1, . . . , d we let ∂k be the partial derivative operator with respect to yk, i.e.
∂/∂yk. For convenience, we also write ∂0 to mean the identity operator, i.e. ∂0f = f .
2.2 Weighted ℓ1 minimization
Let {φn}n∈Nd0 be a tensor-product orthonormal basis of L
2
ν(D), where ν is a tensor-product prob-
ability density function. Then we can write any f ∈ L2ν(D) as
f =
∑
n∈Nd0
xnφn, xn = 〈f, φn〉L2ν(D).
In order to approximate f we first truncate this expansion using the multi-index set Λ. Write
f = fΛ + eΛ =
∑
n∈Λ
xnφn +
∑
n/∈Λ
xnφn, (2.1)
and let x = (xn)n∈Nd0 ∈ ℓ
2(Nd0) be the infinite vector of coefficients. For reasons discussed in §2.3,
given s ≥ 1 we choose Λ as the hyperbolic cross index set of degree s:
Λ = ΛHCs =
{
n ∈ Nd0 :
d∏
k=1
(nk + 1) ≤ s+ 1
}
. (2.2)
Let
n1, . . . ,nN , (2.3)
be an ordering of the multi-indices in Λ. Then we write xΛ = (xn)n∈Λ = (xni)
N
i=1 ∈ CN for the
corresponding finite vector of coefficients. Here and through the paper we shall index over the
multi-index set Λ or the index set {1, . . . , N} (using (2.3)) interchangeably. The meaning will be
clear from the context.
Let µ be another tensor-product probability density function on D. For technical reasons, we
assume throughout that
sup
y∈D
√
ν(y)/µ(y)|φn(y)| <∞, ∀n ∈ Nd0. (2.4)
Note that this condition holds in particular when µ = ν and the φn are polynomials. Let
y1, . . . ,ym ∈ D be sample points, drawn independently and randomly according to µ. If
A =
1√
m
(
φnj (yi)
)m,N
i,j=1
∈ Cm×N , (2.5)
is the resulting measurement matrix, then we have the linear system of equations
f = AxΛ + e, where f =
1√
m
(f(yi))
m
i=1 , e =
1√
m
(eΛ(yi))
m
i=1 . (2.6)
Suppose now that e satisfies
‖e‖2 ≤ η, (2.7)
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for some known η ≥ 0 (see Remark 2.1 below). Then, given weights w = (wn)n∈Nd0 with wn ≥ 1,
∀n, we consider the weighted ℓ1 minimization problem
min
z∈CN
‖z‖1,w subject to ‖Az − y‖2 ≤ η. (2.8)
If xˆ ∈ CN is a minimizer of this problem, then the resulting approximation to f is given by
fˆ =
∑
n∈Λ
xˆnφn. (2.9)
Remark 2.1 In practice, a bound such as (2.7) may not be available, since e depends on the
unknown function f . Recovery guarantees for sparse regularization under unknown errors have
been considered in [4] and [3]. In particular, [3] shows that a weighted version of the square-root
LASSO optimization problem can successfully avoid the a priori bound (2.7). For simplicity, we
shall not consider this in this paper, although we expect a similar result to hold in this case as well.
2.3 Lower sets
Standard compressed sensing [9,19] concerns the recovery of a vector of coefficients x ∈ CN that is
approximately sparse; that is, well-approximated by its best s-term approximation. Its signature
results show recovery of x up to its best s-term approximation error from a suitable measurement
matrix A with a number of measurements m that is linear in s and logarithmic in N . This recovery
can be effected using constrained ℓ1 minimization, for example.
Unfortunately, the measurement matrices (2.5) arising in multivariate polynomial approxima-
tion do not give optimal guarantees for the recovery of approximately sparse polynomial coefficients
via ℓ1 minimization. The best known estimates involve exponentially-large factors in either d or
the polynomial degree s [5, 23,40], and therefore suffer from the curse of dimensionality.
However, recent work [2,13] has shown that such estimates are not sharp, and that polynomial
coefficients can be recovered with much lower (and nearly-optimal) sample complexities. The
key is to exploit the additional structure that polynomial coefficients of smooth, high-dimensional
functions possess; specifically, lower set structure:
Definition 2.2. A set ∆ ⊆ Nd0 is lower if whenever n = (n1, . . . , nd) ∈ ∆ and n′ = (n′1, . . . , n′d) ∈
N
d
0 satisfies n
′
k ≤ nk, k = 1, . . . , d, then n′ ∈ ∆.
Lower sets (also known as monotone or downward closed sets) have been studied extensively in
the context of multivariate polynomial approximation [10,11,17]. In particular, for functions arising
as solutions of a broad class of parametric PDEs it has been shown that there exist sequences of
lower sets of cardinality s which achieve the same approximation error bounds as those of the best
s-term approximation [12].
In tandem with these results, a series of works [2, 5, 13] have shown that quasi-best s-term
approximations in lower sets can be obtained by solving the weighted ℓ1 minimization problem
(2.8) with a suitable choice of weights. Since the union of all lower sets of size s is precisely the
hyperbolic cross index set ⋃
{∆ : |∆| ≤ s, ∆ lower} = ΛHCs , (2.10)
the approach developed in [5] computes an approximation fˆ to f via (2.8), using this choice of
truncated index set. Due to the additional structure imposed by lower sets, and the promotion of
this structure via the weights, the sample complexity estimates transpire to be at most logarithmic
5
in the dimension d, and polynomial in s for large classes of polynomial bases. Moreover, these
estimates agree (up to possible log factors) with the best known estimates for oracle estimators
based on lower sets. We refer to §4.4 for the specific estimates.
The main results of this paper extend this analysis to the gradient-augmented setting. Corre-
spondingly, we derive conditions on m under which the approximation error f − f˜ (measured in a
suitable Sobolev norm) can be estimated in terms of the ℓ1
w
-norm error of the best lower s-term
approximation of x:
σs,L(x)1,w = inf
{
‖x− z‖1,w : z ∈ ℓ1w(Nd0), |supp(z)| ≤ s, supp(z) lower
}
. (2.11)
Here supp(z) = {i : zi 6= 0} is the set of indices where z is nonzero. As mentioned above for
functions arising as solutions of parametric PDEs σs,L(x)1,w is a reasonable surrogate for the true
best s-term approximation
σs(x)1,w = inf
{
‖x− z‖1,w : z ∈ ℓ1w(Nd0), |supp(z)| ≤ s
}
.
3 Recovery from gradient-augmented measurements
Having reviewed weighted ℓ1 minimization for polynomial approximation, we now extend it to the
gradient-augmented setting. Our main tool to do so will be Sturm–Liouville theory, described next.
3.1 Sturm–Liouville eigenfunctions
Recall that a Sturm–Liouville problem is an eigenvalue problem of the form
− (χu′)′ + ζu = λνu, (3.1)
where χ is continuously differentiable and positive in (−1, 1) and continuous in [−1, 1], ζ is con-
tinuous in [−1, 1] and ν is continuous and nonnegative in (−1, 1) and integrable. The problem is
singular if χ(±1) = 0. Such a problem has a countable set of eigenvalues 0 ≤ λ0 < λ1 < . . . and
eigenfunctions {φn}n∈N0 , with the latter constituting an orthogonal basis of L2ν(−1, 1).
Of relevance to this paper, the classical orthogonal polynomials are all singular Sturm–Liouville
eigenfuntions:
Legendre polynomials. These are Sturm–Liouville eigenfunctions corresponding to
χ(y) =
1
2
(1− y2), ν(y) = 1
2
, ζ(y) = 0.
The corresponding eigenvalues are λn = n(n+1). Note that it is customary to write χ(y) = 1− y2
and ν(y) = 1 here. We have normalized by 1/2 so that ν is a probability density function.
Chebyshev polynomials. These are Sturm–Liouville eigenfunctions corresponding to
χ(y) =
√
1− y2
π
, ν(y) =
1
π
√
1− y2
, ζ(y) = 0.
The corresponding eigenvalues are λn = n
2.
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Jacobi polynomials. These are Sturm–Liouville eigenfunctions corresponding to
χ(y) =
1
c(α,β)
(1− y)α+1(1 + y)β+1, ν(y) = (1− y)
α(1 + y)β
c(α,β)
, ζ(y) = 0. (3.2)
where α, β > −1 and c(α,β) = ∫ 1−1(1− y)α(1 + y)β dy. The corresponding eigenvalues are
λ(α,β)n = n(n+ α+ β + 1). (3.3)
Note that Jacobi polynomials include both Legendre and Chebyshev polynomials as the special
cases α = β = 0 and α = β = −1/2 respectively.
Throughout the paper, we assume that the orthonormal basis {φn}∞n=0 introduced in §2 arises as
the eigenfunctions of a singular Sturm–Liouville problem (3.1). For convenience we also assume
that
ζ(y) = 0. (3.4)
This is not strictly necessary for what follows. However, it holds for all cases relevant to this paper;
specifically, the classical orthogonal polynomials discussed above.
3.2 Sobolev orthogonality
The main advantage of this setup for the gradient-augmented problem is that the derivatives of
Sturm–Liouville eigenfunctions are also orthogonal in a particular weighted L2 space. We now
formalize this notion. Note that this space does not usually coincide with the original weighted
space L2ν(−1, 1). Two exceptions are the Fourier and Hermite bases, studied in [39] and [31]
respectively. The change of weight that occurs in the general case requires some additional effort
when deriving the gradient-enhanced system. See §3.3.
Consider equation (3.1). Multiplying by φm, integrating by parts and using the fact that
χ(±1) = 0 since the problem is assumed to be singular, we get
∫ 1
−1
−(χ(y)φ′n(y))′φm(y) dy = −χ(y)φ′n(y)φm(y)
∣∣∣1
−1
+
∫ 1
−1
χ(y)φ′n(y)φ′m(y) dy
= λn
∫ 1
−1
ν(y)φn(y)φm(y) dy,
Hence the derivatives φ′n are orthogonal in L2χ(−1, 1):∫ 1
−1
χ(y)φ′n(y)φ′m(y) dy = λnδn,m, n,m = 0, 1, . . . . (3.5)
Now define the weighted Sobolev space
H˜1(−1, 1) = {f ∈ L2ν(−1, 1) : f ′ ∈ L2χ(−1, 1)} ,
with norm and inner product
‖f‖2
H˜1(−1,1) = ‖f‖2L2ν(−1,1) +
∥∥f ′∥∥2
L2χ(−1,1), 〈f, g〉H˜1(−1,1) = 〈f, g〉L2ν(−1,1) + 〈f
′, g′〉L2χ(−1,1).
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It follows from (3.5) that the functions
ψn(y) =
1√
1 + λn
φn(y), n = 0, 1, 2 . . . ,
are an orthonormal system H˜1(−1, 1), and moreover, are an orthonormal basis.
Now consider the case of d ≥ 2 dimensions. Define the weighted Sobolev space
H˜1(D) =
{
f ∈ L2ν(D) : ∂kf ∈ L2νk(D), k = 0, . . . , d
}
, (3.6)
where νk(y) is the weight function given by
ν0(y) = ν(y) =
d∏
j=1
ν(yj), νk(y) = χ(yk)
d∏
j=1
j 6=k
ν(yj), k = 1, . . . , d.
The associated norm and inner product are
‖f‖2
H˜1(D)
=
d∑
k=0
‖∂kf‖2L2νk (D), 〈f, g〉H˜1(D) =
d∑
k=0
〈∂kf, ∂kg〉L2νk (D),
respectively. Furthermore, the functions
ψn(y) =
1√
1 + λn
φn(y), n ∈ Nd0,
where
λn =
d∑
k=1
λnk , (3.7)
constitute an orthonormal basis of H˜1(D).
Since it will be useful later, we now make one further observation. Let g ∈ H˜1(D). Since
g ∈ L2ν(D) by assumption, we may write
g =
∑
n∈Nd0
xnφn, xn = 〈g, φn〉L2ν(D),
so that
‖g‖2L2ν(D) =
∑
n∈Nd0
|xn|2.
However, due to the orthogonality relations, the coefficients of g with respect to the basis ψn are
〈g, ψn〉H˜1(D) =
√
1 + λnxn.
In particular,
‖g‖2
H˜1(D)
=
∑
n∈Nd0
(1 + λn)|xn|2.
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3.3 The gradient-enhanced linear system
We are now in a position to formulate the gradient-enhanced recovery problem. First, following
the notation of §2, we define the matrices
Ak =
1√
m
(
∂φnj (yi)
∂yk
)m,N
i=1,j=1
∈ Cm×N , k = 0, . . . , d.
Here and elsewhere, when k = 0 we mean that no partial derivative is taken, i.e.
A0 =
1√
m
(
φnj (yi)
)m,N
i=1,j=1
∈ Cm×N .
Recall that xΛ denotes the vector of coefficients of f corresponding to the index set Λ. Therefore
1√
m
(∂kf(yi))
m
i=1 = AkxΛ +
1√
m
(∂keΛ(yi))
m
i=1 ,
where eΛ is as in (2.1). For reasons that will become clear in a moment, we let
A¯ =


T0A0
T1A1
...
TdAd

 ∈ C(d+1)m×N ,
where Tk = diag
((√
τk(yi)
)m
i=1
)
∈ Cm×m, are diagonal scaling matrices, and the τk are given by
τ0(y) =
∏d
j=1 ν(yj)∏d
j=1 µ(yj)
=
ν0(y)
µ(y)
, τk(y) =
χ(yk)
∏d
j=1,j 6=k ν(yj)∏d
j=1 µ(yj)
=
νk(y)
µ(y)
, k = 1, . . . , d.
As we will show in §3.4, the diagonal scaling matrices Tk are used to ensure that A¯∗A¯ is diagonal
in expectation, which is important for the subsequent analysis. With this in hand, we can write
the linear system of the gradient-augmented recovery problem as
f = A¯xΛ + e, (3.8)
where
f =


f0
...
fd

 , fk = 1√
m
(√
τk(yi)∂kf(yi)
)m
i=1
, (3.9)
and
e =


e0
...
ed

 , ek = 1√
m
(√
τk(yi)∂keΛ(yi)
)m
i=1
.
As in §2.2, we shall assume that the tail error satisfies
‖e‖2 ≤ η, (3.10)
for some known η ≥ 0. Note that this is implied by the condition
sup
y∈D
d∑
k=0
τk(y)|∂keΛ(y)|2 ≤ η2.
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3.4 Matrix scaling, problem formulation and Sobolev norm error bounds
Recall that the points y1, . . . ,ym are independently and identically distributed according to µ. Due
to the diagonal scaling matrices and the Sobolev orthogonality of the basis functions, we have
E
(
A¯∗A¯
)
n,n′
=
d∑
k=0
∫
D
∂kφn(y)∂kφn′(y)τk(y)µ(y) dy
=
d∑
k=0
∫
D
∂kφn(y)∂kφn′(y)νk(y) dy = (1 + λn) δn,n′ .
For this reason, we introduce the diagonal scaling matrix Q = diag
(√
1 + λn
)
n∈Λ , so that the
scaled matrix
A = A¯Q−1, (3.11)
satisfies E(A∗A) = I. With this in hand, we are now in a position to formulate the gradient-
augmented weighted ℓ1 minimization problem:
min
z∈CN
‖z‖1,w subject to ‖Az − y‖2 ≤ η. (3.12)
Note that if zˆ is a minimizer of this problem, then we define xˆ = Q−1zˆ as the approximation to
the true coefficients xΛ, and let
fˆ =
∑
n∈Λ
xˆnφn,
be the corresponding approximation to f .
Finally, we note the following. If fΛ is as in (2.1), then, due to the Sobolev orthogonality,∥∥∥fΛ − fˆ∥∥∥
H˜1(D)
= ‖Q(xΛ − xˆ)‖2 = ‖zΛ − zˆ‖2,
where zΛ = QxΛ are the coefficients of f with respect to the Sobolev-orthogonal basis {ψn}n∈Nd0 .
Thus, since the analysis of the problem (3.12) will provide a bound for ‖zΛ − zˆ‖2, we correspond-
ingly obtain a bound for the approximation error in the Sobolev-type norm H˜1(D).
4 Main results
In order to state our main results, we require several additional definitions. First, given weights
w = (wn)n∈Nd0 and a set ∆ ⊂ N
d
0 we define the weighted cardinality of ∆ as
|∆|w =
∑
n∈∆
w2
n
. (4.1)
Second, given ν, µ and {φn}n∈Nd0 as in §2 and §3, we define the intrinsic weights u = (un)n∈Nd0 as
un = sup
y∈D
√
ν(y)/µ(y)|φn(y)|. (4.2)
Third, we let
κn = u
−2
n sup
y∈(−1,1)
χ(y)
µ(y)
|φ′n(y)|2, n = 0, 1, 2, . . . , (4.3)
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and for n ∈ Nd0, we set
κn =
d∑
k=1
κnk . (4.4)
Finally, given xΛ we let x∆ ∈ CN be the vector obtained from xΛ by setting all terms corresponding
to indices n ∈ Λ\∆ to zero.
4.1 General recovery guarantees
Our first result is as follows:
Theorem 4.1. Let Λ ⊂ Nd0 with |Λ| = N ≥ 2, 0 < ǫ < 1, w ∈ RN be a vector of weights with
wn ≥ 1, ∀n, ∆ ⊂ Λ, |∆| ≥ 2 and f =
∑
n∈Nd0 xnφn ∈ H˜
1(D), where D = (−1, 1)d and H˜1(D) is
as in (3.6). Let
m & max
n∈Λ
{
1 + κn
1 + λn
}
·
(
|∆|u +max
n∈Λ
{
u2
n
w2
n
}
|∆|w
)
· L, (4.5)
where
L = log(N/ǫ) + log(|∆|w) · log(|∆|w/ǫ),
draw y1, . . . ,ym independently according to the density µ, and let A, f and η be as in (3.11), (3.9)
and (3.10) respectively. Then, if zˆ is any minimizer of (3.12) and xˆ = Q−1zˆ, the approximation
fˆ =
∑
n∈Λ xˆnφn satisfies
‖f − fˆ‖H˜1(D) . ‖f − fΛ‖H˜1(D) + ‖xΛ − x∆‖1,v +
√
|∆|wη,
with probability at least 1− ǫ, where vn =
√
1 + λnwn, n ∈ Nd0.
This result is understood as follows. For a fixed function f with coefficients x, and a fixed set
∆, by drawing m samples according to µ, with m given by (4.5), we can recover f up to an error
(measured in a Sobolev norm) depending on how well x is approximated by its coefficients with
indices in ∆ (the term ‖xΛ − x∆‖1,v). As with the other results in this section, this is a type of
nonuniform recovery guarantee; see §4.4.
Note that this result makes no assumptions on ∆. In a moment however, we shall specialize it to
the case of lower sets (recall §2.3). First, however, we note an immediate consequence of Theorem
4.1. Namely, in order to minimize the right-hand side of (4.5), the weights w should be chosen as
w = u.
That is, the best optimization weights are precisely the intrinsic weights (4.2). This is identical to
a conclusion reached in [2] for the unaugmented problem.
With this in hand, we now consider recovery in lower sets:
Corollary 4.2. Let s ≥ 2, Λ = ΛHCs be the hyperbolic cross index set (2.2), 0 < ǫ < 1 and
f =
∑
n∈Nd0 xnφn ∈ H˜
1(D), where D = (−1, 1)d and H˜1(D) is as in (3.6). Suppose that
m & max
n∈Λ
{
1 + κn
1 + λn
}
·K(s) · L. (4.6)
where L = (min{d+ log(s/ǫ), log(2d) log(s/ǫ)}+ log(K(s)) · log(K(s)/ǫ)),
K(s) = max {|∆|u : |∆| ≤ s and ∆ is lower} , (4.7)
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and u are the weights defined in (4.2). Draw y1, . . . ,ym independently according to the density µ,
let A, f and η be as in (3.11), (3.9) and (3.10) respectively and set w = u. Then, if zˆ is any
minimizer of (3.12) and xˆ = Q−1zˆ, the approximation fˆ =
∑
n∈Λ xˆnφn satisfies
‖f − fˆ‖H˜1(D) . ‖f − fΛ‖H˜1(D) + σs,L(xΛ)1,v +
√
K(s)η,
with probability at least 1− ǫ, where σs,L(·)1,v is as in (2.11) and vn =
√
1 + λnun, n ∈ Nd0.
Specializing Theorem 4.1, the error estimate in this result is given in terms of the best s-term
approximation error in lower sets σs,L(·)1,v . However, the sample complexity estimate (4.6) is not
given completely explicitly in terms of the sparsity s and dimension d. For this, we need estimate
the quantities (1 + κn)/(1 + λn), n ∈ Λ, and K(s), and this requires the basis {φn} and sampling
density µ to be specified. We do this next.
4.2 The case of Jacobi polynomials with µ = ν
Consider the Jacobi polynomial basis (recall §3.1) and sampling density µ = ν. We have
Corollary 4.3. Consider setup of Corollary 4.2, where {φn}n∈Nd0 is the tensor-product Jacobi
polynomial basis with parameters α, β ≥ −1/2 and µ = ν. Suppose that
m & K(s) · (min{d+ log(s/ǫ), log(2d) log(s/ǫ)}+ log(K(s)) · log(K(s)/ǫ)) ,
where
K(s) = K(α,β)(s) = max {|∆|u : |∆| ≤ s and ∆ is lower} . (4.8)
Then, if zˆ is any minimizer of (3.12) and xˆ = Q−1zˆ, the approximation fˆ =
∑
n∈Λ xˆnφn satisfies
‖f − fˆ‖H˜1(D) . ‖f − fΛ‖H˜1(D) + σs,L(xΛ)1,v +
√
K(s)η,
with probability at least 1− ǫ, where σs,L(·)1,v is as in (2.11) and vn =
√
1 + λnun, n ∈ Nd0.
The proof of this corollary involves showing that κn . λn for the Jacobi polynomials. See §6.6
for details. Having done this, the sample complexity is determined up to magnitude of K(s), which
depends on the indices α, β of the Jacobi polynomials. For certain values of α and β, we have the
following result (see [27]):
Theorem 4.4. Let K(s) = K(α,β)(s) be as in (4.8). Then the following hold:
(i) if α, β ∈ N0 then K(s) ≤ s2max{α,β}+2 ,
(ii) if β = α and 2α+ 1 ∈ N then K(s) ≤ s2α+2,
(iii) if α = β = −1/2 then K(s) ≤ slog(3)/ log(2) .
In particular, K(s) ≤ s2 for Legendre polynomials (α = β = 0) and K(s) ≤ slog(3)/ log(2) for
Chebyshev polynomials (α = β = −1/2).
This result implies that, for values of α, β satisfying Theorem 4.4, the sample complexity reduces
to an estimate of the form
m & sγ · log(2d) · log2(s/ǫ), (4.9)
where γ ≥ 1 depends on α and β – in other words, polynomial in s and logarithmic in the dimension
d. Hence the curse of dimensionality is mitigated to a substantial extent. Up to constants and log
factors, this is the same as the unaugmented case. See §4.4 for further discussion.
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4.3 Legendre polynomials and preconditioning
In the previous section, we considered sampling with the same density as the orthogonality density
ν. A number of settings call for the use of a different sampling density µ. In particular, the
case where φn are the Legendre polynomials and µ is the Chebyshev density has been studied
in [2, 32,40], where it is referred to as preconditioning. For this case we have the following:
Corollary 4.5. Let µ be the tensor Chebyshev density, ν be the uniform density, s ≥ 2, Λ = ΛHCs
be the hyperbolic cross index set (2.2), 0 < ǫ < 1, u be the weights defined in (4.2) and f =∑
n∈Nd0 xnφn ∈ H˜
1(D), where D = (−1, 1)d and H˜1(D) is as in (3.6). Suppose that
m & min
{
2ds, (π/2)dslog(1+4/pi)/ log(2)
}
· (d+ log(s)) · (d+ log(s/ǫ)). (4.10)
Draw y1, . . . ,ym independently according to the density µ, let A, f and η be as in (3.11), (3.9)
and (3.10) respectively and set w = u. Then, if zˆ is any minimizer of (3.12) and xˆ = Q−1zˆ, the
approximation fˆ =
∑
n∈Λ xˆnφn satisfies
‖f − fˆ‖H˜1(D) . ‖f − fΛ‖H˜1(D) + σs,L(xΛ)1,v +
√
K(s)η,
with probability at least 1− ǫ, where σs,L(·)1,v is as in (2.11) and vn =
√
1 + λnun, n ∈ Nd0.
4.4 Discussion
We now compare our results to those obtained in [2] for the problem of recovery from function
samples only. Using the same setup and notation, in [2] it was proved that if
m & K(s) · log(ǫ−1) · L, L = (min{log(2s) + d, log(2d) log(2s)} + log(K(s))) , (4.11)
where K(s) is as in (4.7), then the recovery error satisfies
‖f − fˆ‖L2(D) . σs,L(xΛ)1,u + ‖f − fΛ‖L2(D) + λ
√
K(s)η, (4.12)
with high probability, where λ = 1 +
√
log(ǫ−1)/L (see Theorem 6.1 and Remark 7.9 of [2]). The
main point is that the sample complexity estimates in Corollaries 4.3 and 4.5 are identical, up to
minor changes in the log factor2, to those obtained in [2]. In particular, (4.11) reduces to
m & sγ · log(ǫ−1) · log(2d) · log(2s),
in the case of Jacobi polynomials, as in (4.9) (a similar statement can be made concerning Corollary
4.5). However, the error in the gradient-augmented case is bounded in the stronger Sobolev norm,
as opposed to the L2(D) norm in (4.12).
Similar to those of [2], the results of this section are nonuniform recovery guarantees: they
ensure recovery of a single f from a random draw of sample points. For the unaugmented case,
uniform recovery guarantees for Chebyshev and Legendre polynomials (with µ = ν) have been
proved in [5,13]. The corresponding sample complexity estimates are similar to (4.11), except with
higher log factors. Conversely, the error bound (4.12) is improved by a factor of 1/
√
K(s). This
is typical for uniform recovery guarantees in compressed sensing. We expect a similar uniform
recovery guarantee is possible for the gradient-augmented setting, but we leave this as future work.
2As we discuss in §6, we use a slightly different method of proof to remove the factor λ in the error bound, at the
expense of a slightly increased log factor.
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Remark 4.6 The error bounds in the gradient-augmented setting measure the error in the ℓ1
v
-
norm, for modified weights vn =
√
1 + λnun, as opposed to the ℓ
1
u
-norm for the case of function
samples only. This is quite natural. First, we recall that error estimates in ℓ2-type norms are not
generally possible in compressed sensing under optimal sample complexities (see, for example, [19,
Chpt. 11]). Second, note that
sup
y∈D
|g(y)| ≤ ‖x‖1,u, g =
∑
n∈Nd0
xnφn. (4.13)
Hence the ℓ1
u
-norm of x provides an upper bound for ‖g‖L∞(D). Similarly, one can show that
sup
y∈D
√√√√ d∑
k=0
τk(y)|∂kg(y)|2 ≤ ‖x‖1,v. (4.14)
Hence the ℓ1
v
-norm of the coefficients provides an upper bound on a particular weighted L∞-type
Sobolev norm. Now recall that in order to formulate the various optimization problems we introduce
an error vector e which includes the expansion tail (see (2.6) and (3.8)). In the unaugmented case,
(4.13) gives that this vector satisfies the bound
‖e‖2 ≤ ‖x− xΛ‖1,u,
and in the augmented case (4.14) gives
‖e‖2 ≤ ‖x− xΛ‖1,v .
In other words, the ℓ1
u
- and ℓ1
v
-norms are tight weighted ℓ1-norm bounds for the error vector in
terms of the expansion coefficients.
4.5 Sparse trigonometric polynomial approximations
To complete this section, we note that this approach can be easily extended to other related Sturm–
Liouville eigenfunctions, of both singular and regular types. Of particular importance is the case
of trigonometric polynomial expansions, equivalent to approximations in the Fourier basis
φn(y) = exp (iπ(n1y1 + . . .+ ndyd)) , y ∈ D = Td, n ∈ Zd, (4.15)
where Td = [−1, 1)d is the unit d-torus. These one-dimensional basis consists of eigenfunctions of
the regular Sturm–Liouville problem with periodic boundary conditions and ν(y) = χ(y) = 1/2,
ζ(y) = 0. The eigenvalues are λn = n
2π2. Correspondingly, the scaled functions φn(y)/
√
1 + λn
are an orthonormal basis of the periodic Sobolev space H1(T).
With this in hand, the following is a straightforward consequence of Theorem 4.1:
Corollary 4.7. Let Λ ⊂ Zd with |Λ| = N ≥ 2, 2 ≤ s ≤ N , 0 < ǫ < 1 and f = ∑
n∈Zd xnφn ∈
H1(T), where φn is the Fourier basis (4.15). Let
m & s · L, L = log(N/ǫ) + log(s) · log(s/ǫ).
draw y1, . . . ,ym independently according to the uniform density µ(y) = 2
−d and let A, f and η be
as in (3.11), (3.9) and (3.10) respectively. Then, if xˆ = Q−1zˆ where zˆ is any minimizer of (3.12)
with weights wn = 1, ∀n ∈ Zd, the approximation fˆ =
∑
n∈Λ xˆnφn satisfies
‖f − fˆ‖H1(T) . ‖f − fΛ‖H1(T) + σs(xΛ)1,v +
√
sη,
with probability at least 1− ǫ, where vn =
√
1 + λn, n ∈ Zd.
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Note the Fourier basis is uniformly bounded with ‖φn‖L∞(T) = 1. Hence in this case no lower set
structure is required. The corresponding sample complexity estimate scales linearly (and therefore
optimally) in s.
5 Numerical experiments
In this section, we wish to demonstrate the benefits of gradient-augmented sampling numerically
for tensor Legendre and Chebyshev polynomials. In order to do this, we shall assume that the
computational cost of computing the gradient is roughly the same as the cost of computing func-
tion values. This is reasonable in certain UQ applications, where f is a quantity of interest of a
parametric PDE and the gradient samples are computed via adjoint sensitivity analysis (for exam-
ple). See [31] for further information. For this reason, we model the total cost of computing the
gradient-augmented measurements by
m˜ = mo +mg, (5.1)
where mo is the number of function samples and mg is the number gradient samples. For the
unaugmented problem, the computational cost is just m˜ = mo.
Throughout, we solve the weighted ℓ1 minimization problem using the SPGL1 package [37,38]
with a maximum number of 10,000 iterations and η = 10−12. We choose the truncated index set Λ
as the hyperbolic cross index set of degree s. For Figs. 1–8, the H˜1 norm error is computed on a
fixed grid of 4|Λ| points drawn according to the uniform density for Legendre polynomials and the
Chebyshev density for Chebyshev polynomials. The error is averaged over 10 trials.
In our first experiments, we take the weights as wn = (un)
θ for some θ ≥ 0. We consider the
following functions
Figs. 1 & 2: f1(y) =
d∏
j=1
d/4
d/4 + (yj − aj)2 , aj =
(−1)j
j + 1
,
Figs. 3 & 4: f2(y) =
d∏
j=d/2+1
cos(16yj/2
j)/
d/2∏
j=1
(1− yj/4j)
Figs. 5 & 6: f3(y) = exp

− d∑
j=1
yj/(2d)


In all dimensions and for all functions, we see that, with the same amount of computational cost
m˜, a consistently smaller error is obtained by the gradient-augmented recovery. In other words,
gradient samples are more beneficial than an equivalent number of function samples alone.
Figs. 1–6 also compare different weighting strategies for the optimization problem. For the
functions we tested, in most cases, the choice w = u corresponding to θ = 1 gives amongst the
smallest, if not the smallest, error. In particular, these weights often give an improvement over the
unweighted case, which corresponds to θ = 0. This is in agreement with the theoretical results.
Note that larger values of θ can sometimes give a slightly smaller error depending on the function
considered, but the difference is not substantial.
In our next experiment, Fig. 7, we fix the weights as w = u and consider the scenario where
the gradient is measured at only a fixed percentage of the sample points. A similar setup has also
been considered in [31]. We plot the error versus the effective cost m˜ defined in (5.1). These results
show a clear improvement with only 25% gradient samples. As this percentage increases, the error
correspondingly decreases.
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Figure 1: The error ‖f1 − f˜1‖H˜1(D) against m˜ for Legendre polynomials with points drawn from the uniform
density. From left to right, the values (d, s) = (4, 72), (8, 23), (12, 14) were used. The unaugmented case is
shown on the top row and the gradient-augmented case is shown on the bottom row.
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Figure 2: The same as Fig. 1 but for Chebyshev polynomials with points drawn from the Chebyshev density.
Remark 5.1 We conjecture that our theoretical results can be extended to this case as follows. If
p ∈ [0, 1] is the fraction of gradient samples taken, then under the same sample complexity estimate,
the error can be bounded in terms of a Sobolev-type norm where the partial derivative terms are
weighted by p. In other words, smaller p (fewer gradient samples) corresponds to a weaker norm
and larger p (more gradient samples) corresponds to a stronger norm. This is left as future work.
In Fig. 8 we investigate how the location of the gradient samples affects the approximation
error. Specifically, we compare the existing setup where ∇f is sampled at the same points as
f to the case of independent gradient sampling locations, i.e. where ∇f is sampled at m points
ym+1, . . . ,y2m drawn independently and from the same density as y1, . . . ,ym. As is evident, in
all dimensions, independent gradient sampling gives similar recovery results to the original setup
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Figure 3: The same as Fig. 1 but for f2.
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Figure 4: The same as Fig. 3 but for Chebyshev polynomials with points drawn from the Chebyshev density.
for the same computational cost (note we do not take into account here the fact that in practice
sampling ∇f at distinct points may be more expensive). Thus, there is apparently little benefit to
sampling the gradient at a distinct set of sample points.
Remark 5.2 We conjecture that all our theoretical results can all be adapted to the case of
independent gradient sampling, with potentially only minor changes to the log factors.
Finally, in Fig. 9, we compare the L∞-norm error for the unaugmented and gradient-augmented
cases. Here, the error is computed on a fixed grid of 4|Λ| uniformly-distributed points and averaged
over 10 trials. We fix the weights w = u. As in Figs. 1–6, we see that, with the same amount of
computational cost, the gradient-augmented recovery leads to a smaller error in the L∞ norm.
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Figure 5: The same as Fig. 1 but for f3.
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Figure 6: The same as Fig. 5 but for Chebyshev polynomials with points drawn from the Chebyshev density.
6 Proofs
In this final section, we give the proofs of the main results. To this end, we first show that the above
problem can be reformulated as an instance of the general ‘parallel acquisition’ compressed sensing
framework of [14] (see also [7,8]). This allows us to use the approach of [14] (with modifications to
take into account the weighted regularizer) to prove the recovery guarantees.
6.1 The framework of [14]
We follow the setup described in [14, §II-D]. For some D ∈ N, let F be a distribution on a set of
N ×D complex matrices. We assume that F is isotropic in the sense that
E(BB∗) = I, B ∼ F.
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Figure 7: The error ‖f3 − f˜3‖H˜1(D) against m˜ with a different percentage of gradient enhancement. The
values (d, s) = (12, 14) were used. The left plot shows the results for Legendre polynomials with uniform
sampling and the right plot shows the results for Chebyshev polynomials with Chebyshev sampling.
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Figure 8: The error ‖f1 − f˜1‖H˜1(D) against m˜ for Legendre polynomials with points drawn from the uniform
density. From left to right, the values (d, s) = (4, 72), (8, 23), (12, 14) were used. The top row shows the
original setup, and the bottom row shows independent gradient sampling.
Now let {ei}mi=1 be the canonical basis of Cm and let B1, . . . , Bm be a sequence of independent
realizations of matrices from the distribution F . Then we define the sampling matrix
A =
1√
m
m∑
i=1
ei ⊗B∗i =
1√
m


B∗1
...
B∗m

 ∈ CDm×N . (6.1)
Note that this is an extension of the standard compressed sensing setup, which corresponds to
the case D = 1, i.e. A having independent rows. The paper [14] considered compressed sensing
for this model of measurement matrices using ℓ1-minimization and proved a series of nonuniform
recovery guarantees. In what follows, we consider the generalization of this setup to the weighted
ℓ1-minimization problem
min
z∈CN
‖z‖1,w subject to ‖Az − y‖2 ≤ η, (6.2)
wherew = (wi)
N
i=1 ∈ RN with wi ≥ 1, ∀i. Here y = Ax+e are noisy measurements of the unknown
vector x (for ease of notation we write this rather than xΛ) and e is a vector satisfying ‖e‖2 ≤ η.
19
101 102 103
m˜
10-1
100
er
ro
r
f1
unaugmented
augmented
101 102 103
m˜
10-6
10-4
10-2
100
er
ro
r
f2
unaugmented
augmented
101 102 103
m˜
10-4
10-2
100
er
ro
r
f3
unaugmented
augmented
101 102 103
m˜
10-1
100
er
ro
r
unaugmented
augmented
101 102 103
m˜
10-6
10-4
10-2
100
er
ro
r
unaugmented
augmented
101 102 103
m˜
10-4
10-2
100
er
ro
r
unaugmented
augmented
Figure 9: The error ‖f1 − f˜1‖L∞ against m˜ for Legendre polynomials with points drawn from the uniform
density (top) and Chebyshev polynomials with points drawn from the Chebyshev density (bottom). function
f1 to f3 are shown from left to right. The value (d, s) = (12, 14) was used to generate the index set.
6.2 Derivatives sampling as an instance of the parallel acquisition model
Consider the setup of §3. For the random variable y with probability density µ on D, define the
random matrix
B =
(√
τk(y)
∂kφnj (y)√
1 + λnj
)N,d
j=1,k=0
∈ CN×(d+1). (6.3)
This gives rise to a distribution F on random matrices in CN×D, where D = (d+1). Moreover, the
corresponding matrix (6.1) is (after a permutation of its rows) identical to the matrix defined in
(3.11). Since the constraint ‖Az − y‖2 ≤ η is unaffected by row permutations, we deduce that the
derivatives recovery problem (3.12) is a particular instance of the above framework, corresponding
to choice D = (d+ 1) and with F being the distribution of matrices (6.3).
6.3 The parallel acquisition model with weighted ℓ1 minimization
In order to prove our main result concerning derivative sampling, we first establish a general result
for the model of §6.1 with the weighted ℓ1 regularizer (6.2), thereby generalizing the result of [14].
First, we require some notation. If ∆ ⊆ {1, . . . , N}, then we use the notation P∆ for the orthogonal
projection P∆ ∈ CN×N onto span{ej : j ∈ ∆}. We note in passing that P∆x ∈ CN is isomorphic
to a vector in C|∆|. Also, given weights w ∈ RN we write W = diag(w). Finally, we note that
in this section we index over N where relevant, as opposed to Nd0 as in the original polynomial
approximation problem.
Our first step, as in [14], is to define several notions of local coherence:
Definition 6.1. Let ∆ ⊆ {1, . . . , N} and F be as in §6.1. The local coherence of F relative to ∆
is the smallest constant Υ(F,∆) such that
‖P∆BB∗P∆‖2 ≤ Υ(F,∆), B ∼ F,
almost surely.
20
Definition 6.2. Let w ∈ RN be a set of positive weights, ∆ ⊆ {1, . . . , N} and F be as in §6.1.
The local coherence of F relative to ∆ with respect to the weights w is
Γ(F,w,∆) = max {Γ1(F,w,∆),Γ2(F,w,∆)} ,
where Γ1(F,w,∆) and Γ2(F,w,∆) are the smallest quantities such that∥∥W−1BB∗P∆W∥∥∞ ≤ Γ1(F,w,∆), B ∼ F,
almost surely, and
sup
‖z‖
∞
=1
max
j=1,...,N
E|〈ej ,W−1BB∗P∆Wz〉|2 ≤ Γ2(F,w,∆).
By definition, if j ∈ ∆ then
Γ1(F,w,∆) ≥ E|〈ej ,W−1BB∗P∆Wej〉| ≥
∣∣E〈ej ,W−1BB∗P∆Wej〉∣∣ = |〈ej ,W−1P∆Wej〉| = 1.
Hence we deduce that Γ1(F,w,∆) ≥ 1. Similarly, we also have Γ2(F,w,∆) ≥ 1 and the same for
the unweighted local coherence Υ(F,∆) ≥ 1.
Our main result for the abstract model of §6.1 is now as follows:
Theorem 6.3. Let 0 < ǫ < 1, η ≥ 0, N ≥ 2, ∆ ⊆ {1, . . . , N} with |∆| ≥ 2 and w ∈ RN be weights
with wi ≥ 1, ∀i. Fix x ∈ CN and construct A ∈ CmD×N as in (6.1). Let y = Ax + e, where
‖e‖2 ≤ η. If
m & Υ(F,∆) · log(N/ǫ) + Γ(F,w,∆) · (log(N/ǫ) + log(|∆|w) · log(|∆|w/ǫ)) ,
where Υ(F,∆) and Γ(F,w,∆) are as in Definitions 6.1 and 6.2 respectively, then, with probability
at least 1− ǫ, any minimizer xˆ of (6.2) satisfies
‖x− xˆ‖2 . ‖x− P∆x‖1,w +
√
|∆|wη.
6.4 Proof of Theorem 6.3
The proof follows that of [14, Thm. 12], making changes where necessary to account for the weighted
regularizer. Note that the particular case of the weighted regularizer with D = 1 (i.e. no derivatives
in the case of function approximation) was essentially covered in [2]. The arguments we use next
effectively combine those of [14] and [2] to yield Theorem 6.3. For this reason, we only sketch the
details, making references to the relevant parts of [14] and [2] wherever necessary.
We first require a series of technical lemmas:
Lemma 6.4. Let 0 < ǫ < 1, δ > 0, F and A ∈ CmD×N be as in §6.1 and suppose that ∆ ⊆
{1, . . . , N}. Then
‖P∆A∗AP∆ − P∆‖2 < δ,
with probability at least 1− ǫ, provided
m ≥ Υ(F,∆) · (2δ−2 + 2δ−1/3) · log(2|∆|/ǫ),
where Υ(F,∆) is as in Definition 6.1.
This is identical to [14, Lem. 41], and hence its proof is omitted. The following lemma is a
straightforward extension of [14, Lem. 42] to the weighted setting:
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Lemma 6.5. Let 0 < ǫ < 1, δ > 0, F and A ∈ CmD×N be as in §6.1 and suppose that ∆ ⊆
{1, . . . , N} and z ∈ CN . Then
‖W−1(P∆A∗AP∆ − P∆)Wz‖∞ < δ‖z‖∞,
with probability at least 1− ǫ, provided
m ≥ (8Γ1(F,w,∆)δ−1/3 + 4Γ2(F,w,∆)δ−2) · log(4|∆|/ǫ),
where Γ1(F,w,∆) and Γ2(F,w,∆) are as in Definition 6.2.
Proof. Let ‖z‖∞ = 1 without loss of generality. Fix j ∈ ∆ and observe that
〈ej ,W−1(P∆A∗AP∆ − P∆)Wz〉 = 1
m
m∑
i=1
〈ej ,W−1 (BiB∗i − I)P∆Wz〉 =
1
m
m∑
i=1
Xi,
where Xi is the random variable Xi = 〈ej ,W−1 (BiB∗i − I)P∆Wz〉. Note that E(Xi) = 0. Also
|Xi| = |〈ej ,W−1(BiB∗i − I)P∆Wz〉| ≤
∥∥W−1P∆BiB∗i P∆W∥∥∞ + 1 ≤ Γ1(F,w,∆) + 1,
and E|Xi|2 = E|〈ej ,W−1BiB∗i P∆Wz〉|2−|〈ej , P∆z〉|2 ≤ Γ2(F,w,∆). An application of Bernstein’s
inequality followed by the union bound now yields
P
(‖W−1(P∆A∗AP∆ − P∆)Wz‖∞ ≥ δ) ≤ 4|∆| exp
(
− mδ
2/4
Γ2(F,w,∆) + 2Γ1(F,w,∆)δ/3
)
.
Equating the right hand side with ǫ and rearranging gives the result.
Lemma 6.6. Let 0 < ǫ < 1, δ > 0, F and A ∈ CmD×N be as in §6.1. Suppose that ∆ ⊆ {1, . . . , N}
and w ∈ RN is a vector of weights with wi ≥ 1. Then
max
j /∈∆
∥∥P∆A∗AW−1ej∥∥2 ≤ δ,
with probability at least 1− ǫ, provided
m ≥ (Υ(F,∆) + Γ1(F,w,∆)) ·
(
8δ−2 + 28δ−1/3
) · log(2N/ǫ).
where Υ(F,∆) and Γ1(F,w,∆) are as in Definitions 6.1 and 6.2 respectively.
Proof. Fix j /∈ ∆. Then ∥∥P∆A∗AW−1ej∥∥2 = 1m
∥∥∥∥∥
m∑
i=1
Xi
∥∥∥∥∥
2
,
whereXi = P∆BiB
∗
iW
−1ej are independent copies of the random vector X = P∆BB∗W−1ej . We
have E(X) = 0 since j /∈ ∆. Moreover,
‖X‖2 = ‖P∆BB∗W−1ej‖2 ≤ ‖W−1BB∗P∆W‖∞‖W−1‖∞ ≤ Γ1(F,w,∆),
since wi ≥ 1, and
E‖X‖22 ≤ E
(
‖P∆B‖22
∥∥B∗W−1ej∥∥22
)
≤ Υ(F,∆)‖W−1ej‖22 ≤ Υ(F,∆).
We now argue as in [14, Lem. 43].
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The next lemma extends [14, Lem. 44]:
Lemma 6.7. Let 0 < ǫ < 1, δ > 0, F and A ∈ CmD×N be as in §6.1. Suppose that ∆ ⊆ {1, . . . , N},
z ∈ CN and w ∈ RN is a vector positive weights. Then∥∥∥P⊥∆W−1A∗AP∆Wz∥∥∥∞ ≤ ‖z‖∞,
with probability at least 1− ǫ, provided
m ≥ (4Γ1(F,w,∆)δ−1/3 + 4Γ2(F,w,∆)δ−2) · log(2N/ǫ),
where Γ1(F,w,∆) and Γ2(F,w,∆) are as in Definition 6.2.
Proof. We assume ‖z‖∞ = 1 without loss of generality and fix j /∈ ∆. Then
〈ej ,W−1A∗AP∆Wz〉 = 〈ej ,W−1(A∗A− I)P∆Wz〉 = 1
m
m∑
i=1
Xi,
where Xi is the random variable Xi = 〈ej ,W−1(BiB∗i − I)WP∆z〉. Note that
|Xi| ≤
∥∥W−1BiB∗iWP∆z∥∥∞ + 1 ≤ Γ1(F,w,∆) + 1 ≤ 2Γ1(F,w,∆).
Also, E|Xi|2 = E|〈ej ,W−1BiB∗i P∆Wz〉|2−|〈ej , P∆z〉|2 ≤ Γ2(F,w,∆). The result now follows from
Bernstein’s inequality and the union bound.
Finally, we require the following lemma (see [2, Lem. 8.1]):
Lemma 6.8. Let x ∈ CN and w ∈ RN be weights with wi ≥ 1, ∆ ⊆ {1, . . . , N} and A ∈ Cm×N .
Suppose that
(i) : ‖P∆A∗AP∆ − P∆‖2 ≤ α, (ii) : max
i/∈∆
‖P∆A∗AW−1ei‖2 ≤ β,
and that there exists a vector ρ =W−1A∗ξ ∈ CN for some ξ ∈ Cm such that
(iii) : ‖W (P∆ρ− sign(P∆x))‖2 ≤ γ, (iv) : ‖P⊥∆ρ‖∞ ≤ θ, (v) : ‖ξ‖2 ≤ λ
√
|∆|w,
for constants 0 ≤ α, θ < 1 and β, γ, λ ≥ 0 satisfying
√
1+αβγ
(1−α)(1−θ) < 1. Let y = Ax+ e with ‖e‖2 ≤ η
and suppose that xˆ is a minimizer of the problem
min
z∈CN
‖z‖1,w subject to ‖Az − y‖2 ≤ η.
Then
‖xˆ− x‖2 ≤ C1
(
1 + λ
√
|∆|w
)
η + C2‖x− P∆x‖1,w, (6.4)
where the constants C1 and C2 depend on α, β, γ and θ only.
Proof of Theorem 6.3. We follow the proof given in [14, Thm. 12]. Our strategy is to use the
so-called golfing scheme [20] to construct a vector ρ so that Lemma 6.8 holds for appropriate
parameters, which we arbitrarily take to be
α = 1/4, β = 1, γ = 1/4, θ = 1/2.
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Recall that |∆| ≥ 2. In particular, log(|∆|) ≥ log(2) > 0. First, let s∗ = |∆|w and define
L = 2 +
⌈
log2(
√
s∗)
⌉
≥ 3, (6.5)
here we recall that |∆|w ≥ |∆| ≥ 2 since wi ≥ 1 for ∀i,
a1 = a2 =
1
2
√
log2(
√
s∗)
, al = 1/2, l = 3, . . . , L, (6.6)
b1 = b2 =
1
4
, bl =
log2(
√
s∗)
4
, l = 3, . . . , L, (6.7)
and
m1 = m2 =
⌈
1
4
m∗
⌉
, ml =
⌈
1
2(L− 2)m
∗
⌉
, l = 3, . . . , L.
where m∗ = ⌊m− L⌋. Observe that
L∑
l=1
ml ≤ m∗ + L ≤ m.
We now let
Al =
1√
ml
m1+...+ml∑
i=m1+...+ml−1+1
ei ⊗B∗i ∈ CmD×N , l = 1, . . . , L,
and notice that
A =
L∑
l=1
√
ml/mAl.
The dual certificate is now constructed iteratively as follows. Let ρ(0) = 0,
ρ(l) =W−1(Al)∗AlP∆W
(
sign(P∆(x))− P∆ρ(l−1)
)
+ ρ(l−1), l = 1, . . . , L,
and set ρ = ρ(L).
With this in hand, we define the vector v(l) as
v(l) =W
(
sign(P∆x)− P∆ρ(l)
)
, l = 0, . . . , L,
and consider the following events:
Al : ‖W−1(P∆ − P∆(Al)∗AlP∆)v(l−1)‖∞ ≤ al‖W−1v(l−1)‖∞, l = 1, . . . , L,
Bl : ‖P⊥∆W−1(Al)∗AlP∆v(l−1)‖∞ ≤ bl‖W−1v(l−1)‖∞, l = 1, . . . , L.
C : ‖P∆A∗AP∆ − P∆‖2 ≤ 1/4,
D : max
i/∈∆
‖P∆A∗AW−1ei‖2 ≤ 1,
E : A1 ∩ · · · ∩AL ∩B1 ∩ · · · ∩BL ∩ C ∩D.
We now proceed in two steps: first, showing that event E implies conditions (i)–(v) of Lemma 6.8,
and second, showing that event E holds we high probability.
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Step 1. If event E occurs, then events C and D give (i) and (ii) respectively. Next consider (iii).
Observe that
v(l) =W sign(P∆x)− P∆(Al)∗AlP∆v(l−1) − P∆Wρ(l−1) = (P∆ − P∆(Al)∗AlP∆) v(l−1).
Hence
‖v(l)‖2 ≤
√
s∗
∥∥∥W−1v(l)∥∥∥
∞
≤
√
s∗al
∥∥∥W−1v(l−1)∥∥∥
∞
≤
√
s∗

 l∏
j=1
aj

 . (6.8)
This gives
‖W (P∆ρ− sign(P∆x))‖2 =
∥∥∥v(L)∥∥∥
2
≤
√
s∗
2L log2(
√
s∗)
≤ 1
4
,
and therefore (iii) holds.
Next consider (iv). Using event Bl and (6.8) we have∥∥∥P⊥∆ρ(l)∥∥∥∞ ≤
∥∥∥P⊥∆W−1(Al)∗AlP∆v(l−1)∥∥∥∞ +
∥∥∥P⊥∆ρ(l−1)∥∥∥∞
≤ bl
∥∥∥W−1v(l−1)∥∥∥
∞
+
∥∥∥P⊥∆ρ(l−1)∥∥∥∞ ≤ bl
l−1∏
j=1
aj +
∥∥∥P⊥∆ρ(l−1)∥∥∥∞.
Therefore ∥∥∥P⊥∆ρ∥∥∥∞ ≤
L∑
l=1
bl
l−1∏
j=1
aj ≤ 1
4
(
1 +
1
2
+
1
4
+ . . .
1
2L
)
≤ 1
2
,
which implies that (iv) holds.
Finally, consider condition (v). Define ξ(0) = 0 and ξ(l) =
√
m
ml
Alv
(l−1) + ξ(l−1), so that
ρ(l) = A∗ξ(l). Let ξ = ξ(L), which gives ρ = A∗ξ. Then
‖ξ(l)‖2 ≤
√
m
ml
‖Alv(l−1)‖2 + ‖ξ(l−1)‖2. (6.9)
Now ‖Alv(l−1)‖22 ≤ ‖v(l−1)‖22 + ‖v(l−1)‖2‖v(l)‖2, and therefore (6.8) gives
‖Alv(l−1)‖22 ≤ s∗ (al + 1)
l−1∏
j=1
a2j .
We therefore deduce that
‖ξ‖2 ≤
√
s
√
m
L∑
l=1
√
al + 1
ml
l−1∏
j=1
aj ,
Now
al + 1
ml
=
4
m∗

1 + 1
2
√
log2(
√
s∗)

 ≤ 6
m∗
, l = 1, 2,
and
al + 1
ml
≤ 3(L− 2)
m∗
, k = 3, . . . , L.
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Hence we get
‖ξ‖2 ≤
√
s∗
√
m
(√
6
m∗
(1 + 1/2) +
√
3(L− 2)
m∗
L∑
l=3
1
2l−1 log2(
√
s∗)
)
≤ 4
√
s∗
√
m√
m∗
(
1 +
√
L− 2
log2(
√
s∗)
)
≤ 8
√
s∗
√
m/m∗.
We now recall that m∗ = ⌊m − L⌋ ≥ m − L − 1. Since m ≥ 2L + 2 by assumption, we have√
m/m∗ ≤ √2. Hence condition (v) holds with λ ≤ 8√2.
Step 2. We show that event E holds with high probability. By the union bound
P(Ec) ≤
L∑
l=1
(P(Acl ) + P(B
c
l )) + P(C
c) + P(Dc).
Hence it suffices to show that
P(Acl ),P(B
c
l ) ≤ ǫ/16, l = 1, 2,
P(Acl ),P(B
c
l ) ≤ ǫ/(8(L − 2)), l = 3, . . . , L,
P(Cc),P(Dc) ≤ ǫ/4.
For the events Al we apply Lemma 6.5 to the matrices Al with the appropriate values for ǫ and
δ to get, after recalling the definition of the ml, the condition
m & Γ(F,w,∆) · log(|∆|w) · log(|∆|w/ǫ) (6.10)
For the events Bl, we apply Lemma 6.7 to deduce, after some algebra, the condition
m & Γ(F,w,∆) · log (N log(|∆|w)/ǫ) . (6.11)
Next, we note that Lemma 6.4 implies that event C holds with probability at least 1− ǫ/4 provided
m & Υ(F,∆) · log(|∆|/ǫ), (6.12)
and Lemma 6.6 implies that event D holds with probability at least 1− ǫ/4 provided
m & (Υ(F,∆) + Γ(F,w,∆)) · log(N/ǫ). (6.13)
To complete the proof we note that (6.10)–(6.13) are all implied by the condition
m & Υ(F,∆) · log(N/ǫ) + Γ(F,w,∆) · (log(N/ǫ) + log(|∆|w) · log(|∆|w/ǫ)) .
This gives the result.
6.5 Proofs of Theorem 4.1 and Corollary 4.2
Theorem 4.1 will now follow as a corollary of the abstract recovery guarantee, Theorem 6.3, after
estimating the local coherences Υ(F,∆) and Γ(F,w,∆) for the derivative sampling problem. This
is done in the following two lemmas. Note that in this section, we revert back to indexing over the
multi-index set Λ ⊂ Nd0 (as was introduced in §2), rather than over the integers {1, . . . , N}.
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Lemma 6.9. Let {φn}n∈Nd0 be the orthonormal basis of tensor-product Sturm–Louiville eigenfunc-
tions defined in §3.1, F be the distribution of matrices defined in §6.2 for the derivative sampling
problem, and suppose that Υ(F,∆) is as in Definition 6.1, where ∆ ⊂ Nd0 is a multi-index set. Then
Υ(F,∆) ≤ max
n∈∆
{
1 + κn
1 + λn
}
|∆|u,
where λn, κn and u are as in (3.7), (4.4) and (4.2) respectively
Proof. Let z ∈ CN with ‖z‖2 = 1 and let B be as in (6.3). Then
‖B∗P∆z‖22 =
d∑
k=0
∣∣∣∣∣
∑
n∈∆
√
τk(y) ∂kφn(y)zn√
1 + λn
∣∣∣∣∣
2
≤
d∑
k=0
∑
n∈∆
τk(y) |∂kφn(y)|2
1 + λn
.
Observe that, when k 6= 0,
τk(y) |∂kφn(y)|2 =
χ(yk)
∏d
j=1,j 6=k ν(yj)
µ(y)
|φ′nk(yk)|2
d∏
j=1
j 6=k
|φnj (yj)|2 ≤
χ(yk)
µ(yk)
|φ′nk(yk)|2
d∏
j=1
j 6=k
u2nj ≤ κnku2n,
and therefore
d∑
k=0
τk(y) |∂kφn(y)|2 ≤ u2n
(
1 +
d∑
k=1
κnk
)
= u2
n
(1 + κn). (6.14)
Hence
‖B∗P∆z‖22 ≤
∑
n∈∆
1 + κn
1 + λn
u2
n
≤ max
n∈∆
{
1 + κn
1 + λn
}
|∆|u.
Since z was arbitrary we deduce the result.
Lemma 6.10. Let {φn}n∈Nd0 and F be as in Lemma 6.9 and Γ(F,w,∆) be as in Definition 6.2.
Then
Γ(F,w,∆) ≤ |∆|u +max
n∈Λ
{
u2
n
(1 + κn)
w2
n
(1 + λn)
}
|∆|w.
Proof. Let z ∈ CN with ‖z‖∞ = 1 and n′ ∈ Λ. Then
∣∣〈en′ ,W−1BB∗P∆Wz〉∣∣ = 1
wn′
∣∣∣∣∣
d∑
k=0
√
τk(y)∂kφn′(y)√
1 + λn′
∑
n∈∆
√
τk(y) ∂kφn(y)√
1 + λn
wnzn
∣∣∣∣∣ . (6.15)
Hence
∣∣〈en′ ,W−1BB∗P∆Wz〉∣∣ ≤ 1
wn′
d∑
k=0
√
τk(y)|∂kφn′(y)|2
1 + λn′
∑
n∈∆
√
τk(y)|∂kφn(y)|2
1 + λn
wn
≤ 1
wn′
√√√√ d∑
k=0
τk(y)|∂kφn′(y)|2
1 + λn′
√√√√√ d∑
k=0

∑
n∈∆
√
τk(y)|∂kφn(y)|2
1 + λn
wn


2
≤ 1
wn′
√√√√ d∑
k=0
τk(y)|∂kφn′(y)|2
1 + λn′
√√√√∑
n∈∆
∑d
k=0 τk(y)|∂kφn(y)|2
1 + λn
√
|∆|w.
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We now apply (6.14) to get
∣∣〈en′ ,W−1BB∗P∆Wz〉∣∣ ≤ un′
wn′
√
1 + κn′
1 + λn′
√∑
n∈∆
1 + κn
1 + λn
u2
n
√
|∆|w
≤
√
max
n∈Λ
{
u2
n
(1 + κn)
w2
n
(1 + λn)
}√
|∆|u|∆|w.
Since z and n′ were arbitrary, after an application of the inequality ab ≤ a2/2 + b2/2, we obtain
Γ1(F,w,∆) ≤ 1
2
|∆|u + 1
2
max
n∈Λ
{
u2
n
(1 + κn)
w2
n
(1 + λn)
}
|∆|w. (6.16)
We now consider Γ2(F,w,∆). From (6.15) and (6.14) we have
E
∣∣〈en′ ,W−1BB∗P∆Wz〉∣∣2 ≤ 1
w2
n′
E

 d∑
k=0
τk(y)|∂kφn′(y)|2
1 + λn′

 d∑
k=0
∣∣∣∣∣
∑
n∈∆
√
τk(y)∂kφn(y)√
1 + λn
wnzn
∣∣∣∣∣
2




≤ u
2
n′
(1 + κn′)
w2
n′
(1 + λn′)
E
d∑
k=0
τk(y)
∣∣∣∣∣
∑
n∈∆
∂kφn(y)√
1 + λn
wnzn
∣∣∣∣∣
2
=
u2
n′
(1 + κn′)
w2
n′
(1 + λn′)
d∑
k=0
∫
D
∣∣∣∣∣
∑
n∈∆
∂kφn(y)√
1 + λn
wnzn
∣∣∣∣∣
2
νk(y) dy.
Recall that the functions ∂kφn are orthogonal with respect to the weight function νk, and that∫
D |∂kφn(y)|2νk(y) dy = λnk . Therefore, by Parseval’s identity, we get
E
∣∣〈en′ ,W−1BB∗P∆Wz〉∣∣2 ≤ u2n′(1 + κn′)
w2
n′
(1 + λn′)
d∑
k=0
∑
n∈∆
|wnzn|2λnk
1 + λn
=
u2
n′
(1 + κn′)
w2
n′
(1 + λn′)
∑
n∈∆
|wnzn|2 ≤ max
n∈Λ
{
u2
n
(1 + κn)
w2
n
(1 + λn)
}
|∆|w,
where in the last step we recall that ‖z‖∞ = 1. Since z and n′ were arbitrary, we deduce that
Γ2(F,w,∆) ≤ max
n∈Λ
{
u2
n
(1 + κn)
w2
n
(1 + λn)
}
|∆|w.
Combining this with (6.16) now completes the proof.
Proof of Theorem 4.1. With the previous two lemmas in hand, we now apply Theorem 6.3. Note
that this gives the error estimate ‖zΛ − zˆ‖2 . ‖zΛ − z∆‖1,w +
√
|∆|wη. We now recall that zΛ =
QxΛ, zˆ = Qxˆ and fˆ =
∑
n∈Λ xnφn. Hence
‖fΛ − fˆ‖H˜1(D) = ‖Q(xΛ − xˆ)‖2 = ‖zΛ − zˆ‖2 . ‖xΛ − x∆‖1,v +
√
|∆|wη,
where vn =
√
1 + λnwn, n ∈ Nd0. The result now follows from the triangle inequality.
We may now also prove Corollary 4.2:
Proof of Corollary 4.2. Given s ≥ 1, let ∆ be a lower set with |∆| ≤ s such that ‖xΛ − x∆‖1,v =
σs,L(xΛ)1,v. Note that ∆ ⊆ Λ since Λ = ΛHCs is the union of all lower sets of size at most s.
Furthermore, it is known that N = |ΛHCs | ≤ min
{
2s34d, e2s2+log2(d)
}
. See, for example, [5, Eqn.
(10)]. In particular, log(N/ǫ) . min {log(s/ǫ) + d, log(s/ǫ) log(2d)} . We now apply Theorem 4.1
with w = u, noting that |∆|u ≤ K(s).
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6.6 Proofs of Corollaries 4.3 and 4.5
We first require some further background on Jacobi polynomials. For α, β > −1 and n ∈ N0, let
P
(α,β)
n be the Jacobi polynomial of degree n. These polynomials are orthogonal on (−1, 1) with
respect to the weight function ω(α,β)(y) = (1− y)α(1 + y)β, and satisfy
〈P (α,β)n , P (α,β)m 〉L2
ω(α,β)
= κ(α,β)n δn,m,
where
κ(α,β)n =
2α+β+1
2n+ α+ β + 1
Γ(n+ α+ 1)Γ(n+ β + 1)
Γ(n+ 1)Γ(n + α+ β + 1)
.
These polynomials are normalized so that P
(α,β)
n (1) =
(
n+ α
n
)
, Moreover, if α, β ≥ −1/2 then
sup
y∈(−1,1)
|P (α,β)n (y)| =
(
n+ q
n
)
∼ n
q
Γ(q + 1)
, n→∞, (6.17)
where q = max{α, β}. See, for example, [35, Thm. 7.32.1]. We also note the reflection property
P (α,β)n (y) = (−1)nP (β,α)n (−y). (6.18)
Let c(α,β) =
∫ 1
−1 ω
(α,β)(y) dy, and define the probability density function ν(α,β)(y) = ω
(α,β)(y)
c(α,β)
. Then
the corresponding orthonormal polynomials with respect to this density are given by
φn(y) =
P
(α,β)
n (y)√
κ
(α,β)
n c(α,β)
, n ∈ N0. (6.19)
Proof of Corollary 4.3. In view of Corollary 4.2, it suffices to show that κn . λn, ∀n ∈ Nd0. Since
λn =
∑d
k=1 λnk and κn =
∑d
k=1 κnk (see (3.7) and (4.4) respectively), it is enough to show κn . λn,
∀n ∈ N0. Using the definition of κn (see (4.3)), and fact that χ(y) = 1cα,β (1− y)α+1(1 + y)β+1 and
ν(y) = (1− y)α(1 + y)β/cα,β in the Jacobi case (see (3.2)), this is equivalent to
sup
y∈(−1,1)
{√
1− y2|φ′n(y)|
}
. un
√
λn.
Furthermore, using (3.3), (6.19) and (6.17), we see that it is sufficient to show that
sup
y∈(−1,1)
{√
1− y2
∣∣∣∣(P (α,β)n (y))′
∣∣∣∣
}
. n1+q. (6.20)
Note that from this equation onwards we allow the constant implied by the expression . to depend
on α and β. The derivatives of the Jacobi polynomials satisfy the following bound:∣∣∣∣∣∣
dP
(α,β)
n (y)
dy
∣∣∣∣∣
y=cos(θ)
∣∣∣∣∣∣ .
{
θ−α−3/2n1/2 cn−1 ≤ θ ≤ π/2
n2+α 0 ≤ θ ≤ cn−1 , (6.21)
(see [35, Thm. 7.32.4]). Using this and the fact that sin(θ) ≤ θ for 0 ≤ θ ≤ π/2, we deduce that
sup
0≤y≤1
√
1− y2
∣∣∣∣(P (α,β)n (y))′
∣∣∣∣ = sup
0≤θ≤pi/2
sin(θ)
∣∣∣∣∣∣
dP
(α,β)
n (y)
dy
∣∣∣∣∣
y=cos(θ)
∣∣∣∣∣∣
. max
{
sup
cn−1≤θ≤pi/2
θ−α−1/2n1/2, sup
0≤θ≤cn−1
n2+αθ
}
. nα+1.
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Now suppose that −1 ≤ y ≤ 0. Using (6.18) and replacing α with β in the above arguments, we
deduce that
sup
−1≤y≤0
√
1− y2
∣∣∣∣(P (α,β)n (y))′
∣∣∣∣ . nβ+1,
Therefore (6.20) follows immediately, completing the proof.
Proof of Corollary 4.5. As in the proof of Corollary 4.3, we first need to show that κn . λn, ∀n ∈
N0, which is equivalent to
sup
y∈(−1,1)
(1− y2)3/4|φ′n(y)| . un
√
λn, (6.22)
where
un = sup
y∈(−1,1)
(π/2)1/2 (1− y2)1/4|φn(y)|.
We first seek a lower bound for un. The classical Legendre polynomials Pn = P
(0,0)
n satisfy
P (0,0)n (cos θ) = 2
1/2(πn sin θ)−1/2 cos ((n+ 1/2) θ − π/4) +O(n−3/2), 0 < θ < π.
See [35, Thm. 8.21.2]. This formula holds uniformly in the interval ǫ ≤ θ ≤ π− ǫ. When n is even,
Legendre polynomials have extrema at cos(θ) = 0, i.e. θ = pi2 . Then, we have
P (0,0)n (0) = 2
1/2(πn)−1/2 cos (nπ/2) +O(n−3/2) = (2/π)1/2 n−1/2(−1)n/2 +O(n−3/2).
When n is odd, we consider the point θ = pi2 + ǫn, where ǫn = π/(2n + 1). Then
P (0,0)n (cos (π/2 + ǫn)) = 2
1/2(πn)−1/2(cos (ǫn))−1/2 cos (nπ/2 + (n+ 1/2) ǫn) +O(n−3/2)
= (2/π)1/2n−1/2(−1)(n−1)/2 +O(n−3/2)
Therefore, for both even and odd n, we have
sup
y∈(−1,1)
(1− y2)1/4|P (0,0)n (y)| & n−1/2,
and since φn(y) =
√
2n+ 1P
(0,0)
n (y), we deduce that un & 1. Since λn = n(n + 1) , we then see
that (6.22) is now implied by
sup
y∈(−1,1)
(1− y2)3/4|φ′n(y)| . n. (6.23)
Using (6.21) with α = β = 0 and arguing as in Corollary 4.3 we obtain
sup
0≤y≤1
(1− y2)3/4
∣∣∣∣∣ dP
(0,0)
n (y)
dy
∣∣∣∣∣ . max
{
sup
cn−1≤θ≤pi/2
n1/2, sup
0≤θ≤cn−1
n2θ3/2
}
. n1/2.
Using the reflection property and the fact that φn(y) =
√
2n+ 1P
(0,0)
n (y), we now deduce (6.23).
With this in hand, we apply Corollary 4.2 to get that the conclusions of Corollary 4.5 hold
under the condition
m & K(s) · L,
where L = (min{d+ log(s/ǫ), log(2d) log(s/ǫ)} + log(K(s)) · log(K(s)/ǫ)). It remains to estimate
K(s) and L. In [2, Cor. 7.7], it was shown that K(s) . min
{
2ds, (π/2)dslog(1+4/pi)/ log(2)
}
. From
this, we also observe that log(K(s)) . d + log(s) and log(K(s)/ǫ) . d + log(s/ǫ), and therefore
L . (d+ log(s))(d + log(s/ǫ)), which completes the proof.
30
7 Conclusions
In this paper we have studied the sparse polynomial approximation of a high-dimensional function
from measurements of both the function and its gradient. Our main results show that gradient-
augmented measurements permit an error bound in a stronger Sobolev norm as opposed to a L2-
norm, for the same sample complexity. Numerically, we observe recovery from gradient-augmented
measurements gives smaller errors (when measured in a fixed norm) than the case of function
samples only, under a reasonable model of computational cost.
There are several areas for future work. First, in high dimensions the Sobolev norm is weaker
than in low dimensions (see, for instance, the Sobolev embedding theorem). This might suggest
the improvement due to gradient samples lessens in higher dimensions, yet this is seemingly at
odds with our numerical experiments. In particular, Fig. 9 shows a consistent improvement even
though the error is measured in the L∞-norm. Second, as noted in §4.4, our recovery guarantees
are nonuniform, and correspondingly the error bounds are worse than those obtained from uniform
recovery guarantees. Deriving uniform recovery guarantees in the case of gradient-augmented mea-
surements (for example, extending the work of [13]), is an open problem. Finally, as mentioned in
§1, Hermite interpolation as pursued in this paper is not the only way gradient information could
be used to enhance the approximation. A thorough comparison of this with other approaches is a
topic for future work.
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