Abstract: An intelligent hybrid control scheme, using an adaptive recurrent cerebellar model articulation controller (CMAC), is developed for a class of nonlinear dynamical systems. In this control system, an adaptive recurrent CMAC is used as the main tracking controller which mimics a perfect control law, and a compensated controller is designed to compensate for the difference between the perfect control law and the adaptive recurrent CMAC. The online adaptive laws of the control system are derived based on the Lyapunov stability theorem, so that the stability of the system can be guaranteed. In addition, in order to relax the requirement for a bound on the minimum approximation error, an adaptive estimation law is derived to estimate the approximation error bound in the compensated controller. Finally, the proposed control system is applied to control a Duffing forced oscillation system and a rocking motion for an aircraft wing. Simulation results demonstrate the effectiveness of the proposed control scheme for nonlinear systems with unknown dynamic functions.
Introduction
The application of neural networks (NNs) to the identification and control of dynamic systems has received considerable attention in recent years [1 -10] . Many authors have suggested the NNs as powerful building blocks for a wide class of complex nonlinear system control strategies when complete model information is not available, or even when a controlled plant is considered to be a 'black box' [1 -4] . The most useful property of NNs is their ability to uniformly approximate arbitrary input-output linear or nonlinear mappings on closed subsets. Based on this property, NN-based controllers have been developed to compensate the effects of nonlinearities and system uncertainties in control systems, thus enabling the stability, convergence and robustness of the system to be improved. Depending on their structure, the NNs can be classified as being either feedforward neural networks (FNNs) [5 -7] or recurrent neural networks (RNNs) [8 -10] . The FNN is a static mapping technique. Thus, without the aid of tapped delays, FNNs are unable to represent a dynamic mapping. The majority of the published research has used FNNs with tapped delays to deal with dynamic problems, despite the point that the FNNs require a large number of neurons to represent dynamic responses in the time domain [1] . In addition, the weight updates of an FNN do not utilise the internal network information and the function approximation is sensitive to the training data. In the case of RNNs, their ability to deal with a time-varying input or output through their own natural temporal operation is of particular interest [8] . The RNN is a dynamic mapping technique and demonstrates a good control performance in the presence of unmodelled dynamics [9] . However, for both FNNs and RNNs, the learning rate is slow since all the weights are updated during every learning cycle. Therefore, the effectiveness of an NN is limited in problems requiring online learning.
The cerebellar model articulation controller (CMAC) is classified as a non-fully connected perceptron-like associative memory network with overlapping receptive fields [11] . CMACs have been widely adopted for the closed-loop control of complex dynamical systems due to their fast learning ability, good generalisation capability, and simple computation [11 -16] . The application of a CMAC is not solely limited to control problems and it is also used as a model-free function approximator. This network has already been shown to be able to approximate a nonlinear function over a domain of interest to any desired accuracy. The contents of these memory locations are referred to as weights, and the output of this network is a linear combination of these weights in the memory addressed by the activated inputs [14] . A conventional CMAC uses a local constant binary receptive-field basis function. This has the disadvantage that its output is constant within each quantised state and the derivative information is not preserved. In order to acquire information on the derivatives of the input and output variables, Chiang and Lin [15] have developed a CMAC network with a nonconstant differentiable Gaussian receptive-field basis function, and provided the convergence analysis for this network. This result makes a CMAC a suitable candidate for a wide class of nonlinear system controls. The advantages of using a CMAC over an NN in many practical applications have been discussed in [16 -19] . However, the major drawback of the currently existing CMACs is that their application domain is limited to static problems. In this study, a recurrent CMAC, which naturally involves dynamic elements in the form of feedback connections that are used as internal memories, is utilised to form a dynamic CMAC. In addition, an intelligent hybrid control system is proposed for a class of nonlinear systems. This control system is composed of two parts. The first part is an adaptive recurrent CMAC that is used to mimic a perfect control law, and the second part is a compensated controller that is designed to compensate for the difference between the perfect control law and the adaptive recurrent CMAC. The adaptive laws of the control system, including the adaptive estimation law of the approximation error bound, are derived based on the Lyapunov stability theorem, so that the stability of the system can be guaranteed. Finally, the proposed control system is utilised to control a Duffing oscillation system and the rocking motion of an aircraft wing. Simulation results will be presented to demonstrate the effectiveness of the proposed control scheme for the controlled systems with unknown dynamic functions.
Problem formulation
Consider the nth-order nonlinear system expressed in the following form:
or equivalently the form
where f ðÁÞ and gðÁÞ are some unknown but bounded real continuous functions, uðtÞ 2 < and y 2 < are the control input and output of the system, respectively, d(t) is the external bounded disturbance, and x ¼ ½x 1 ; x 2 ; . . . ; x n T ¼ ½x; _ x x; . . . ; x ðnÀ1Þ T 2 < n is a state vector of the system which is assumed to be measurable. In order for (2) to be controllable, it is required that gðxÞ 6 ¼ 0 for all x in a certain controllability region U c 2 < n : Since g(x) is continuous, without loss of generality, it is assumed that gðxÞ > 0 for all x 2 U c :
The control objective is to design a control system such that the state x can track a given desired bounded reference trajectory 
where e D x d À x is the tracking error. If the plant dynamics and external disturbance are known (i.e. the functions f(x), g(x) and d(t) are known), then the control problem can be solved by the so-called feedback linearisation method [20] . In this method, the functions f(x), g(x) and d(t) are used to construct the perfect control law:
where K ¼ ½k n ; . . . ; k 2 ; k 1 T 2 < n ; in which k i ði ¼ 1; 2; . . . ; nÞ are positive constants. Applying the control law (4) to the system (2), results in the following error dynamics:
If K is chosen such that all roots of the polynomial for any starting initial conditions (i.e. tracking of the reference trajectory is asymptotically achieved). However, in general the functions f(x) and g(x) are not precisely known, and the external disturbance d(t) is always unknown. Therefore, the perfect control law in (4) is always unachievable. Thus, an intelligent hybrid control system is proposed in the following Section to achieve reference signal tracking performance.
Intelligent hybrid control system
The configuration of the intelligent hybrid control system, which combines an adaptive recurrent CMAC and a compensated controller, is depicted in Fig. 1 . The control Fig. 1 Block diagram of the intelligent hybrid control system law is assumed to take the following form:
where u RCMAC is the adaptive recurrent CMAC and u C is the compensated controller. The adaptive recurrent CMAC is used to mimic the perfect control law and the compensated controller is designed to compensate for the difference between the perfect control law and the adaptive recurrent CMAC. The design of the intelligent hybrid control system is analysed as follows.
Implementation of the recurrent CMAC
A recurrent CMAC is proposed and is depicted in Fig. 2 , in which z À1 denotes a time delay. This recurrent CMAC is composed of an input space, an association memory space, a receptive-field space, a weight memory space, an output space and recurrent weights. The signal propagation and the basic function in each space are introduced as follows.
1. Input space S: For a given s ¼ ½s 1 ; s 2 ; . . . ; s n T 2 < n ; each input state variable s i must be quantised into discrete regions (called elements) according to a given control space. The number of elements, n E ; is termed as a resolution. 2. Association memory space A: Several elements can be accumulated as a block, the number of blocks, n B ; in the recurrent CMAC is usually greater than two. The A denotes an association memory space with n A ðn A ¼ n Â n B Þ components. The inputs of every block s r ¼ ½s r1 ; s r2 ; . . . ; s rn T 2 < n are represented as:
where w r ¼ ½w r1 ; w r2 ; . . . ; w ri ; . . . ; w rn T 2 < n ; w ri is the recurrent weight for the unit in the output space, N denotes the number of iterations, and y o represents the output of the recurrent CMAC. Figure 3 depicts the schematic diagram of two-dimensional recurrent CMAC operations with n E ¼ 5 and r ¼ 4 (r is the number of elements in a complete block), where s r1 is divided into blocks A and B, and s r2 is divided into blocks a and b. By shifting each variable an 
are possible shifted elements. In this space, each block performs a receptive-field basis function, which can be defined as rectangular [11] or triangular or any continuously bounded function (e.g. Gaussian [15, 17, 21] or B-spline [14, 22] ). The Gaussian function is adopted here as the receptive-field basis function, which can be represented as:
where f ik ðs ri Þ represents the kth block of the ith input s ri with the mean m ik and variance v ik : 3. Receptive-field space T: Areas formed by blocks, labelled as Aa and Bb are called receptive fields. The number of receptive fields n R ; is equal to n B in this study. Each location of A corresponds to a receptive field. The multidimensional receptive-field function is defined as:
where b k is associated with the kth receptive field,
The multidimensional receptive-field function can be expressed in a vector notation as:
In the recurrent CMAC scheme, no receptive field is formed by the combination of different layers such as 'A, B' and 'c, d'. Thus, Cc and Dd are new receptive fields resulting from different blocks. With this kind of quantisation and receptive-field composition, each state is covered by r (less than or equal to r) different receptive fields. If the input falls within the kth receptive field, this field becomes active. Nearby inputs can activate one or more of the same r weights, which can produce similar outputs. This correlation provides a very useful property of the recurrent CMAC, namely, local generalisation. The output generalisation capability of the recurrent CMAC is mainly controlled by the width of the blocks. If two inputs are far apart in the input space, there will be no overlap in their r element sets in A, i.e. no generalisation. 4. Weight memory space W: Each location of T for a particular adjustable value in the weight memory space with n R components can be expressed as w ¼ ½w 1 ; w 2 ; . . . ; w k ; . . . ; w n R T 2 < n R : where w k denotes the connecting weight value of the output associated with the kth receptive field. The weight w k is initialised from zero and is automatically adjusted during online operation. 5. Output space Y: The output of the recurrent CMAC is the algebraic sum of the activated weights in the weight memory, and is expressed as:
In the two-dimension case shown in Fig. 3 , the output of the recurrent CMAC is the sum of the values in the receptive-fields Bb, Dd, Ff and Gg, where the input state is (0.7, 0.8).
In this study, the recurrent CMAC is utilised to estimate the perfect control law presented in (4), so that a recurrent CMAC, u RCMAC , can be written as follows:
The architecture of the recurrent CMAC used in this study is designed to possess the advantages of a simple structure with dynamic characteristics. The meaning of the expression 'recurrent' is to consider the past network output in the input space since the tracking error vector (network input) is related with the recurrent CMAC (network output). Thus, the recurrent CMAC has dynamic characteristics.
Compensated controller
From (2) and (4) and then using (6) , an error equation is obtained as follows:
where Assume that there exists an optimal recurrent CMAC u Ã RCMAC to approach the perfect control law u I such that:
where e is a minimum approximation error;
and G Ã are optimal parameters of w, m, v, w r and G; respectively. From (12), the control law (6) can be rewritten as follows:
whereŵ w;m m;v v;ŵ w r andĜ G are estimates of the optimal parameters. Subtracting (14) from (15), an approximation errorũ u is defined as:
Moreover, the linearisation technique is used to transform the multidimensional receptive-field basis functions into a partially linear form so that the expansion ofG G in a Taylor series can be obtained [23, 24 ] 
n R is a vector of higher-order terms: 
Rewriting (17), it can be obtained that:
Substituting (21) into (16), yields:
where (16) and (22), the error equation, (13) , can be rewritten as follows:
Theorem 1: Consider the nonlinear dynamic system (2) . If the intelligent hybrid control law is designed as in (6) in which the adaptive law of the recurrent CMAC are designed as (24) - (27) and the compensated controller is designed as (28) with the adaptive estimation law given in (29):
where sgnðÁÞ is a sign function and b 1 ; b 2 ; b 3 ; b 4 and b 5 are positive constants, then the stability of the intelligent hybrid control system can be guaranteed.
Proof: See Appendix (Section 8.1).
Convergence analysis of recurrent CMAC
Although the stability of the intelligent hybrid control system can be guaranteed, the parameterŵ w in (24) can not be guaranteed within a desired bound value. From (12), since 0 b k 1 the output of the recurrent CMAC is bounded if the weightsŵ w are bounded. Define the constrain set O w forŵ w as O w ¼ fkŵ wk U w g ð 30Þ
where k Á k is an induced-norm of the vector and U w is positive constant. According to the projection algorithm [20] , the adaptive law (24) can be modified as follows:
Theorem 2: For the constraint set O w defined in (30) , if the initial values of the weightŵ wð0Þ 2 O w then the adaptive law (31) guarantees thatŵ wðtÞ 2 O w for all t ! 0:
Proof: See Appendix (Section 8.2).
Stability analysis using projection algorithm
The modified adaptive law shown in (31) guarantees that the weights are bounded within a preset value. Therefore, the convergence property of the recurrent CMAC is also guaranteed, and the asymptotic stability is illustrated by the following theorem.
Theorem 3: Consider the nonlinear system expressed by (2) . The intelligent hybrid control law is designed as (6) in which the adaptive laws of the recurrent CMAC are given in (25) - (27) and (31), and the compensated controller is designed as (28) with the estimation law given in (29) . As a result, the asymptotic stability of the control system is guaranteed.
Proof: See Appendix (Section 8.3 ).
In the case of unavailable dynamic systems, the g(x) in the tuning algorithms cannot be obtained. Therefore, the adaptation laws of the proposed intelligent hybrid control system shown in (25) - (29) and (31) can be reconstructured as follows:
where i ¼ b i gðxÞ are positive constants and B r ¼ ½0; 0; . . . ; 1 T 2 < n :
Illustrative examples
In this Section, the proposed intelligent hybrid control system will be applied to control a Duffing forced oscillation system and the rocking motion of an aircraft wing. The recurrent CMAC used in these examples is shown in Fig. 3 and is characterised as: 
Ã for i ¼ 1; 2 and k ¼ 1; 2, 3, 4 5, 6, 7 and 8.
Heuristics were used to roughly initialise the parameters of the recurrent CMAC for practical applications, e.g. the mean and variance of the Gaussian functions can be determined according to the maximum variations of the input signals e(t) and _ e eðtÞ: The receptive-field basis functions are selected to cover the input space f½À1:5; 1:5 ½À1:5; 1:5g along each input dimension. As shown in Fig. 3 , the initial means of the Gaussian functions are divided equally and are set as ½m i1 ; m i2 ; m i3 ; m i4 ; m i5 ; m i6 ; m i7 ; m i8 ¼ ½À2:1; À1:5; À0:9; À0:3; 0:3; 0:9; 1:5; 2:1 for i ¼ 1 and 2; and all the initial variances are set as
the outputs, only less than six weights are updated at any given instant.
Example 1: Consider the Duffing forced oscillation system, which is governed by the following dynamic equation [20, 25] : 
where u is the control input. The Duffing equation describes a specific nonlinear circuit or a pendulum moving in a viscous medium under control. It can be rewritten as:
where
1 þ 12 cosðtÞ; g ¼ 1 and d is the external disturbance which is assumed to be a square wave with amplitude AE0:1 and period 2p:
The open-loop (i.e. uðtÞ 0) Duffing system exhibiting a chaotic behaviour is depicted in Fig. 4 . To enable comparisons with the numerical results in [25] Fig. 5 . The trajectory of the system state in the phase-plane portrait is plotted in Fig. 5a. Figures 5b and  5c show the states x 1 and x 2 and their reference trajectories x d1 and x d2 ; respectively. The tracking error e ¼ x d À x 1 and associated control effort u are depicted in Figs. 5d and 5e, respectively. As shown in Fig. 5d , the tracking error for the controlled system obtained by using the proposed control scheme is much smaller than the control result proposed in [20] and [25] .
Example 2: The rocking motion of an aircraft wing has onedegree-of-freedom, and the dynamical system includes the wing (a flat uniform plate) and the parts of the sting that rotate with it. The nonlinear motion equation for a 80 slender delta wing has been developed by Hsu and Lan [26] and Elzebda et al. [27] . The dynamic equation that describes the rocking motion is given in [28] as: Fig. 6 Simulated results of the rocking motion for an aircraft wing with uðtÞ ¼ 0 a Phase-plane portrait for the small initial condition b The state x 1 for the small initial condition c The state x 2 for the small initial condition d Phase-plane portrait for the large initial condition e The state x 1 for the large initial condition f The state x 2 for the large initial condition
where the controlled variable q is the roll angle and u is the control input representing the angular acceleration. The aerodynamic parameters c l for l ¼ 0; 1; . . . ; 5 are nonlinear functions of the angle of attack and have been derived in [28] . Equation (40) can be rewritten as the following state equation:
where [28] . The openloop system time response with u ¼ 0 was simulated for two initial conditions: a small initial condition (x 1 ð0Þ ¼ 6 ; x 2 ð0Þ ¼ 3 deg=s) and a large initial condition (x 1 ð0Þ ¼ 30 ; x 2 ð0Þ ¼ 10 deg=s). The simulation results are shown in Fig. 7 Simulated results of the intelligent hybrid control and the RNN adaptive control for the rocking motion of an aircraft wing at the small initial condition a Phase-plane portrait b The state x 1 and its reference trajectory x d1 c The state x 2 and its reference trajectory x d2 d The tracking error e e The control effort u Fig. 6 . For the small initial condition, a limit cycle is obtained; and for the large initial condition, the roll angle is divergent. Thus, it is shown that the uncontrolled nonlinear rocking motion of the wing will be unstable for some initial conditions. The control objective for the rocking motion of the wing involves designing a controller to drive the states x 1 and x 2 to zero as t ! 1 and achieve favourable transient responses. Therefore, the reference model is defined as
with a small initial condition ½x d1 ð0Þ; x d2 ð0Þ T ¼ ½6; 3 T and a large initial condition ½x d1 ð0Þ; x d2 ð0Þ T ¼ ½30; The parameters are chosen as 1 ¼ 6:25; 2 ¼ 0:05; 3 ¼ 4 ¼ 0:75 and 5 ¼ 0:01: In the following, a comparison of the tracking performance is presented by using the proposed intelligent hybrid control and the RNN adaptive control developed in [29] . The simulated results for the intelligent hybrid control and the RNN adaptive control system for small and large initial conditions are shown in Figs. 7 and 8 , respectively. The phase-plane portraits are plotted in Figs. 7a and 8a ; the tracking responses are shown in Figs. 7b, 7c, 8b and 8c ; the tracking errors e ¼ x d À x 1 are shown in Figs. 7d and 8d ; and the associated control efforts are shown in Figs. 7e and 8e , respectively. The simulated results show that the proposed intelligent hybrid control method can achieve a favourable control performance and considerable improvement of the rocking motion.
Conclusions
An intelligent hybrid control scheme, including an adaptive recurrent CMAC and a compensated controller, has been proposed for a class of nonlinear dynamical system. A recurrent CMAC has been introduced that has the merits of both a RNN and a conventional CMAC. In the intelligent hybrid control system, the adaptive recurrent CMAC is the main tracking controller used to mimic a perfect control law, and the compensated controller is designed to compensate for the difference between the perfect control law and the adaptive recurrent CMAC. In addition, the online adaptive laws of the control system are derived based on the Lyapunov stability theorem, Barbalat's lemma and the projection algorithm so that the stability and the convergence of the system can be guaranteed. Simulation results have demonstrated that the proposed control scheme can achieve favourable control performance for the Duffing forced oscillation system and the rocking motion of an aircraft wing with unknown dynamic functions. 
where the estimated error is defined asd d ¼ d Àd d and P 2 < nÂn is a symmetric positive definite matrix that satisfies the following Lyapunov equation:
and Q 2 < nÂn is a positive definite matrix. Take the derivative of the Lyapunov function (43) and using (44) and (23), it is obtained that:
