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WONG-ZAKAI APPROXIMATION AND SUPPORT THEOREM
FOR SEMILINEAR SPDES WITH FINITE DIMENSIONAL NOISE
IN THE WHOLE SPACE
TIMUR YASTRZHEMBSKIY
Abstract. In this paper we consider the following stochastic partial differ-
ential equation (SPDE) in the whole space: du(t, x) = [aij(t, x)Diju(t, x) +
f(u, t, x)] dt +
∑m
k=1 g
k(u(t, x))dwk(t). We prove the convergence of a Wong-
Zakai type approximation scheme of the above equation in the space Cθ([0, T ],Hγp (R
d))
in probability, for some θ ∈ (0, 1/2), γ ∈ (1, 2), and p > 2. We also prove a
Stroock-Varadhan’s type support theorem. To prove the results we combine V.
Mackevicˇius’s ideas from his papers on Wong-Zakai theorem and the support
theorem for diffusion processes with N.V. Krylov’s Lp-theory of SPDEs.
1. Introduction
It was first noted and proved by E. Wong and M. Zakai in [31] (see also [30])
that if wn is a sequence of approximations of a standard Wiener process w, then,
under certain conditions on wn, σ, x0, the solution of the equation
dxn(t) = σ(xn(t)) dwn(t), xn(0) = x0
converges locally uniformly a.s. to the solution of the equation
dx(t) = σ(x(t)) dw(t) + 1/2 (σDσ)(x(t)) dt, x(0) = x0.
Here, Dσ is the derivative of σ. After this result was discovered, there has been
an extensive research around this phenomenon in stochastic differential equations
(SDEs). Let us mention two articles that were the starting point of this work. In
[21] V. Mackevicˇius proved a Wong-Zakai type theorem for an SDE driven by a
multidimensional semimartingale essentially by integrating by parts in a stochastic
integral, and later I. Gyo¨ngy in [8] generalized his result by using the same tech-
nique. By the way, one can modify the above approximation scheme, so that the
limiting equation does not have the correction term 1/2 (σDσ)(x(t)) dt. In partic-
ular, by the same method of [21] we have yn → y as n → ∞ locally uniformly in
probability, where
dyn(t) = σ(yn(t)) dwn(t)− 1/2(σDσ)(yn(t)) dt, yn(0) = x0,
dy(t) = σ(y(t)) dw(t), y(0) = x0.
This fact can be used in practice to approximate certain SDEs.
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It turns out that a similar phenomenon occurs in stochastic evolution equations
that are, roughly speaking, described as follows:
du(ω, t) = [A(ω, t)u(ω, t) +B(ω, t, u(ω, t))] dt
+
m∑
k=1
Gk(ω, t, u(ω, t)) dwk(t).
Here, A(ω, t), B(ω, t, ·), Gk(ω, t, ·) are mappings between some Banach spaces, A(ω, t)
is a linear map, and wk is a sequence of independent standard Wiener processes,
where k = 1, . . . ,m, and m is finite. In this case, one expects that the sequence of
the solutions of the equations with regularized noise wkn converges to the solution of
the equation with some correction term. There is a number of papers with Wong-
Zakai type theorems established for various instances of operators A,B,Gk. Here,
we discuss only those articles that cover the case when A(ω, t) is a second order
elliptic operator. The case when Gk(ω, t, ·) is a linear operator was covered in many
articles such as [1], [2], [3], [7], [9] - [11]. The rate of convergence was obtained in
[12] (see also [26]) and [13]. Results for the nonlinear case can be found in [6], [24],
[27], [28]. We also mention papers [4], [5], [14], [15] on one-dimensional parabolic
SPDEs with infinite-dimensional noise (i.e. m =∞). Of these works only in [15] is
the noise term linear in u, and in the others it is semilinear.
Let d ≥ 1 be an integer, and let Rd be a Euclidean space of points x =
(x1, . . . , xd). In this article we consider an SPDE in R
d of the following form:
du(t, x) = [aij(t, x)Diju(t, x) dt+ f(u, t, x)] dt (1.1)
+
m∑
k=1
gk(u(t, x)) dwk(t), u(0, x) = u0(x).
Here and throughout this article we assume the summation with respect to indexes
i, j. The assumptions are stated in the Section 2. Let us just mention that a is a
uniformly nondegenerate bounded matrix-valued function, which is Lipschitz in x,
and f(u, t, x) is a ’first-order’ term. We construct Wong-Zakai approximations by
regularizing wk and subtracting the Stratonovich correction term:
dun(t, x) = [a
ij(t, x)Dijun(t, x) + f(un, t, x) (1.2)
−1/2
m∑
k=1
(gkDgk)(un(t, x))] dt+
m∑
k=1
gk(un(t, x)) dw
k
n(t), un(0, x) = u0(x).
We prove the convergence of the approximation sequence to the solution of (1.1)
in the space Cγ/2−1/p([0, T ], X) in probability, where X = H2−µp (R
d) is the space of
Bessel potentials, and p > 2+ d, and γ and µ are numbers such that 1− d/p > µ >
γ > 2/p. In addition, we also prove a Stroock-Varadhan’s type support theorem for
the solution of the equation (1.1). Here, we will use V. Mackevicˇius’s approach to
the characterization of the topological support of a diffusion process (see also [23]).
In [22] he showed that for SDEs the support theorem can be proved using a Wong-
Zakai type approximation result combined with Girsanov’s theorem. Later, in [10]
(see also [11]) I. Gyo¨ngy, adopting methods from [22], proved a support theorem
for a linear SPDE on the whole space with a finite dimensional noise term. In [24]
and [29] support theorems were proved for SPDEs in a Hilbert space H driven by
an H-valued Wiener process. Let us also mention papers [4] and [5] where support
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theorems were established for solutions of a nonlinear heat equation and Burgers
equation driven by a space-time white noise.
We briefly explain how the aforementioned articles on Wong-Zakai problems dif-
fer from this work. The results of [24], [27], [28] imply the convergence of the Wong-
Zakai approximations of the equations of type (1.1) in the space C([0, T ], H), where
H is a Hilbert space, and the convergence holds either in probability or in distribu-
tion. Perhaps, the closest to ours result was proved in [6]. For any positive integer
p, and κ ∈ (0, 1 − d/p), pathwise convergence in the space Cκ/2([0, T ], Hκp (Rd)) of
Wong-Zakai approximations was proved for the equation (1.1) with aij ≡ δij , f ≡
0, h ≡ 0 and a space-dependent nonlinearity in the stochastic term (i.e. gk(u(t, x))
is replaced by gk(x, u(t, x))). In addition, the authors explained why a similar re-
sult should be true for a nonlinear SPDE in the divergence form (i.e ∆u(t, x) is
replaced by Di(a
ij(x)Dju(t, x))). However, in [6] it is assumed that for each y ∈ R
the function x → gk(x, y) has a compact support. This rules out the case that we
are interested in. Finally, in the papers [4], [5], [14] SPDEs are not considered on
the whole space.
Let us delineate the key steps of the proof of the Wong-Zakai type theorem of
this article. First, following V. Mackevicˇius (see [21]), we split wkn into a ’regular
part’ wkn − wk and the noise term wk. Since wkn − wk converges to 0 as n → ∞,
it makes sense to integrate by parts in the integral gk(un(t, x)) d[w
k
n(t)−wk(t)]. It
turns out that to get rid of the ’divergent’ term from the equation (1.1), one needs
to integrate by parts one more time. As a result, we obtain that a function related
to the error of the approximation scheme satisfies a certain SPDE. We show that
this error converges to 0 by using an a priori estimate from N.V. Krylov’s Lp-theory
of SPDEs, and this allows us to prove the desired convergence.
Finally, this author would like to thank his advisor N.V. Krylov for the statement
of the problem, useful suggestions and attention to this work. The author is also
grateful to the organizers of RISM school on ”Developments in SPDEs in honour
of G. Da Prato”, where he had an opportunity to present the results of this paper
and discuss it with other participants.
2. Statement of the main results
Basic notations and definitions. Let (Ω,F , P ) be a complete probability space,
and let (Ft, t ≥ 0) be an increasing filtration of σ-fields Ft ⊂ F containing all P -null
sets of Ω. By P we denote the predictable σ-field generated by (Ft, t ≥ 0). Let m
be a positive integer, and {wi(t), t ∈ R, i = 1, . . . ,m} be a sequence of independent
standard Wiener processes such that wi(t) = 0, t ≤ 0 ∀i.
In this paper we consider only real-valued functions. Denote when it makes sense
Di =
∂
∂xi
, Dij =
∂2
∂xi∂xj
, ∂t =
∂
∂t
,
and, for a function u, we denote by uxx the matrix of second order derivatives of
u. For a function f : R→ R, and any integer k ≥ 2, we denote
Df =
df
dx
, Dkf =
dkf
dxk
.
Let B(Rd) be the space of bounded Borel functions, Ck(Rd) be the space of
bounded k times differentiable functions with bounded derivatives up to order k,
C∞0 (R
d) be the space of infinitely differentiable functions with compact support,
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Ck+α(Rd) be the usual Ho¨lder space, where k is a nonnegative integer, and α ∈
(0, 1). For a Banach space X , and finite T > 0, we denote by Ck+α([0, T ], X) the
space of all X-valued functions that are Ho¨lder continuous in the time variable. In
case X = R, we omit writing X inside the parenthesis. For p ∈ (1,∞], we denote
by Lp(R
d) the space of Lp-integrable functions, and by W
k
p (R
d) and W r,kp (T ) :=
W r,kp ([0, T ] × Rd) we mean the usual Sobolev space and parabolic Sobolev space
(see Chapters 1 and 2 of [19]). We introduce the spaces of Bessel potentials as
follows:
Hγp (R
d) := (1−∆)−γ/2Lp(Rd), Hγp (Rd, l2) := (1−∆)−γ/2Lp(Rd, l2).
Here, γ ∈ R, and l2 is the set of all sequences of real numbers h = (hk, k ≥ 1) such
that |h|2l2 =
∑∞
k=1 |hk|2 < ∞. For a distribution f and a sequence of distributions
h = (hk, k ≥ 1), we denote when it makes sense
||f ||γ,p = ||(1−∆)γ/2f ||p, ||h||γ,p = |||(1−∆)γ/2h|l2 ||p,
where || · ||p stands for the Lp norm. For a distribution f and a test function
g ∈ C∞0 (Rd), we denote the action of f on g by (f, g).
By N(. . .) we denote a constant depending only on the parameters inside the
parenthesis. A constant N might change from inequality to inequality. In some
cases where it is clear what parameters N depends on, we omit listing them.
The following facts about Hγp (R
d) spaces will be used in the sequel sometimes
without mentioning them. First, for a nonnegative integer γ, the spaces W γp (R
d)
and Hγp (R
d) coincide as sets and have equivalent norms, i.e there exists N(d, p, γ) >
0 such that, for all u ∈ Hγp (Rd),
N ||u||γ,p ≤ ||u||Wγp (Rd) ≤ N−1||u||γ,p.
Second,
||f ||γ1,p ≤ ||f ||γ2,p
if γ1 ≤ γ2, p > 1. The proof of these facts and the detailed discussion of Hγp (Rd)
spaces can be found in Chapter 13 of [19].
For any stopping time τ , we denote |(0, τ ]] = {(ω, t) : 0 < t ≤ τ(ω)}, and
H
γ
p(τ) := Lp( |(0, τ ]],P , Hγp (Rd)), Hγp(τ, l2) := Lp( |(0, τ ]],P , Hγp (Rd, l2)),
Lp(τ) := Lp( |(0, τ ]],P , Lp(Rd)).
We define stochastic Banach spaces Hγp(τ).
Definition 2.1. For any p ≥ 2, γ ∈ R, and any stopping time τ , we write that
u ∈ Hγp(τ) if
(1) u is a distribution-valued process, and u ∈ ∩T>0Hγp(τ ∧ T ),
(2) uxx ∈ Hγ−2p (τ), u(0, ·) ∈ Lp(Ω,F0, Hγ−2/pp (Rd)),
(3) there exist f ∈ Hγ−2p (τ) and h = (hk, k ≥ 1) ∈ Hγ−1p (τ, l2) such that, for
any φ ∈ C∞0 (Rd), and any t ≥ 0, ω ∈ Ω,
(u(t ∧ τ, ·), φ) =(u(0, ·), φ) +
∫ t∧τ
0
(f(s, ·), φ) ds
+
∞∑
k=1
∫ t∧τ
0
(hk(s, ·), φ) dwk(s).
(2.1)
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The norm is defined in the following way:
||u||Hγp(τ) := ||uxx||Hγ−2p (τ)
+||f ||
H
γ−2
p (τ)
+ ||h||
H
γ−1
p (τ,l2)
+ (E||u(0, ·)||pγ−2/p,p)1/p.
For u ∈ Hγp (τ), we denote Du := f , Su := h.
Remark 2.2. By Remark 3.2 of [17] if h ∈ Hγp(τ, l2), for some γ ∈ R, p ≥ 2, then,
for any φ ∈ C∞0 (Rd), and any number T > 0, the series of stochastic integrals∑∞
k=1
∫ t
0 (h
k(s, ·), φ) dwk(s) converges uniformly in t on [0, T ] in probability.
Remark 2.3. It was showed in Theorem 3.7 of [17] that, for any γ ∈ R, p ≥ 2,
Hγp(τ) is a Banach space. Also by the same theorem if T > 0 is finite, and τ ≤ T
is a stopping time, then, for any v ∈ Hγp (τ),
||v||Hγp (τ) ≤ N(d, T )||v||Hγp(τ). (2.2)
It follows that, for any bounded stopping time τ , we may replace ||uxx||Hγ−2p (τ) by
||u||Hγp(τ) in the definition of the norm of Hγp(τ) and obtain an equivalent norm.
Remark 2.4. Let p > 2, T > 0 be finite, and let θ and µ be numbers such that
1 > µ > θ > 2/p. Also let τ ≤ T be a stopping time. Then, by Theorem 7.2
of [17], for any u ∈ Hγp (τ), there exists a modification of u such that we have
u ∈ Cθ/2−1/p([0, T ], Hγ−µp (Rd)), for any ω. In addition,
E||u||p
Cθ/2−1/p([0,T ],Hγ−µp (Rd))
≤ N(d, p, θ, µ, T )E||u||p
Hγp(τ)
.
Further, by the embedding theorem for Hγp (R
d) spaces, for any non-integer ν such
that ν ∈ (0, γ − µ− d/p), we have u ∈ Cθ/2−1/p([0, T ], Cν(Rd)), for any ω.
Definition 2.5. We say that u is a solution of (1.1) of class Hγp(τ) if u ∈ Hγp(τ)
with
Du(t, x) = aij(t, x)Diju(t, x) + f(u, t, x),
Su(t, x) = (gk(u(t, x)), k = 1, . . . ,m), u(0, x) = u0(x) ∈ Hγ−2/pp (Rd).
Note that this implies that f(u, t, x) ∈ Hγ−2p (τ), and gk(u(t, x)) ∈ Hγ−1p (τ), k =
1, . . . ,m.
Assumptions. Fix some finite p ≥ 2, T > 0.
(A1) aij(t, x) = aij(ω, t, x), i, j = 1, . . . d are P ×B(Rd) - measurable functions.
In addition, there exists λ > 0 such that, for all t ≥ 0, x, ξ ∈ Rd, i, j, ω,
λ|ξ|2 ≤ aij(t, x)ξiξj ≤ λ−1|ξ|2.
(A2a) For any ε > 0, there exists a constant κε > 0 such that, for all i, j, t, ω,
|aij(t, x)− aij(t, y)| ≤ ε
if |x− y| ≤ κε.
(A2b) There exists a constant L > 0 such that, for all i, j, t, x, y, ω,
|aij(t, x)− aij(t, y)| ≤ L|x− y|.
(A3)(p) f(u, t, x) is a function defined for any ω ∈ Ω, u ∈ H1p (Rd), t ≥ 0, x ∈ Rd
such that the following assumptions hold:
(i) for any u ∈ H1p (Rd), f(u, t, x) is a predictable Lp(Rd)-valued function;
(ii) f(0, ·, ·) ∈ Lp(T );
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(iii) there exists a constant K > 0 such that, for any u, v ∈ H1p (Rd), t, x, ω, we
have
||f(u, t, x)− f(v, t, x)||p ≤ K||u− v||1,p.
(A4a) For each k ∈ {1, . . . ,m}, gk(x) = ckx, x ∈ R, where ck ∈ R.
(A4b) For each k ∈ {1, . . . ,m}, gk ∈ C2(R), and gk(0) = 0.
(A5)(p) u0 ∈ Lp(Ω,F0, H2−2/pp (Rd)).
(A6)(p) For any i, win is an Ft-adapted piecewise C1loc approximation of wi, and,
for any i, j, we denote
δwin(t) = w
i(t)− win(t),
sijn (t) =
∫ t
0
δwin(r) dw
j
n(r) − δijt/2.
We assume that the following holds:
(i) there exists a constant κ > 0 such that, for any i, ω, t, |Dwin(t)| ≤ κ;
(ii) for any ε ∈ (0, 1/2), i, j,
||δwin||Cε[0,T ] + ||sijn ||Cε[0,T ] → 0
as n→∞ in probability;
(iii) for any i, j,
lim
R→∞
sup
n
P (
∫ T
0
|Dsijn (t)|p dt > R) = 0.
Remark 2.6. Let h(x) be a Lipschitz function such that h(0) = 0, and c(t, x), bi(t, x)
be P × B(Rd)-measurable functions, and f(t, x) ∈ Lp(T ), p ≥ 2. For any u ∈
H1p (R
d), t, x, ω, we put
f(u, t, x) = bi(t, x)Diu(x) + c(t, x)h(u(x)) + f(t, x).
It is easy to see that f(u, t, x) satisfies (A3)(p).
Remark 2.7. It is proved in Appendix A that the polygonal approximation defined
by (5.1) satisfies the assumption (A6)(p).
Remarks on the existence and uniqueness of the solution of (1.1)
We fix any finite p ≥ 2, T > 0 and assume (A1), (A2a), (A3)(p), (A4a), (A5)(p).
Then, by Theorem 5.1 of [17] with n = 0,
f(z, t, x) = f(z, t, x), g(z, t, x) = (ckz(x), k = 1, . . . ,m), z ∈ H2p (Rd),
there exists a unique solution u of class H2p(T ) of the equation (1.1).
Next, assume (A2b) and (A4b) instead of (A2a) and (A4a). Again, by Theorem
5.1 with n = −1,
f(z, t, x) = f(z, t, x), g(z, t, x) = (gk(z(x)), k = 1, . . . ,m), z ∈ H1p (Rd),
the equation (1.1) has a unique solution u of classH1p(T ), and there exists a constant
N independent of u such that
||u||pH1p(T ) ≤ N(||f(0, ·, ·)||
p
Lp(T )
+ E||u0||p1−2/p). (2.3)
We will show that u ∈ H2p(T ) by using the so-called bootstrap method. Let
f(t, x) = f(u, t, x), g(t, x) = (gk(u(t, x)), k = 1, . . . ,m).
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We claim that f(t, x) ∈ Lp(T ), and g(t, x) ∈ H1p(T, l2). By Theorem 3.7 of [17],
u(t, ·) ∈ H1p (Rd), for almost every t ∈ [0, T ], ω. Then, by (A3)(p) and (2.2) we have
E
∫ T
0
||f(t, ·)||pp dt ≤ NE
∫ T
0
||f(0, t, ·)||pp dt+NE
∫ T
0
||u(t, ·)||p1,p dt (2.4)
≤ N ||f(0, ·, ·)||p
Lp(T )
+N ||u||pH1p(T ).
By the same argument combined with Lemma 6.1 and (A4b) we get that gk(u(t, x)) ∈
H1p(T ) in the following way:
E
∫ T
0
||gk(u(t, ·))||p1,p dt ≤ NE
∫ T
0
||u(t, ·)||p1,p dt ≤ N ||u||pH1p(T ). (2.5)
Next, consider the equation (1.1) with f(t, x) and g(t, x) instead of f(u, t, x) and
g(u, t, x) respectively. Then, by Theorem 5.1 of [17] with n = 0 this equation has
a unique solution v of class H2p(τ). Since H2p(T ) ⊂ H1p(T ), v is also a solution of
(1.1) of class H1p(T ), and, hence, v ≡ u as elements of H1p(T ). In addition, by (2.3)
- (2.5) we have
||u||pH2p(T ) ≤ N(||f ||
p
Lp(T )
+ ||g||p
H1p(T,l2)
+ E||u0||p2−2/p,p)
≤ N ||f(0, ·, ·)||p
Lp(T )
+NE||u0||p2−2/p,p.
Statement of the main results. Here is the statement of a Wong-Zakai type
theorem.
Theorem 2.8. Let T > 0, p > d+2, θ ∈ (0, 1) be numbers. Assume the following:
(i) (A1), (A3)(p), (A5)(p), (A6)(p) hold;
(ii) either (A2a), (A4a) or (A2b), (A4b) hold;
(iii) D2g ∈ Cθ(R).
Let u and un be the unique solutions of class H2p(T ) of the equations (1.1) and
(1.2) respectively (see Remark 2.11 (i)). Then, for any numbers µ and γ such that
1− d/p > µ > γ > 2/p, we have
||u− un||V(T ) → 0
as n→∞ in probability, where V(T ) := Cγ/2−1/p([0, T ], H2−µp (Rd)).
Here is the statement of the support theorem.
Theorem 2.9. Assume the conditions and the notations of Theorem 2.8 and as-
sume that aij(t, x), f(u, t, x), u0(x) are nonrandom functions. Take any numbers γ
and µ such that 1 − d/p > µ > γ > 2/p. Let H(T ) be the set of all Rm-valued
functions h = (hk, k = 1, . . . ,m) such that each hk is a Lipschitz function on [0, T ],
and hk(0) = 0. For any h ∈ H(T ), we set R(h) to be the unique solution of class
W 1,2p (T ) (see Remark 2.11 (ii)) of the following equation:
∂tz(t, x) = a
ij(t, x)Dijz(t, x) + f(z, t, x)− 1/2
m∑
k=1
(gkDgk)(z(t, x))
+
m∑
k=1
gk(z(t, x))Dhk(t), z(0, x) = u0(x).
(2.6)
We denote R = {Rh : h ∈ H(T )} and let Rcl be the closure of R in the space
V(T ). Let u be the unique solution of (1.1) of class H2p(T ), P ◦ u−1|V(T ) be its
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distribution in V(T ), and suppP ◦ u−1|V(T ) be the support of this measure. Then,
suppP ◦ u−1|V(T ) = Rcl.
To prove the main results we use the following approximation theorem.
Theorem 2.10. Assume the conditions and the notations of Theorem 2.8. Assume
that either α = 1, β = 0 or α = −1, β = 1, and let v and vn be the unique solutions
of class H2p(T ) (see Remark 2.11 (i)) of the following SPDEs:
dv(t, x) = [aij(t, x)Dijv(t, x) + f(v, t, x)] dt (2.7)
+(α+ β)
m∑
k=1
gk(v(t, x)) dwk(t), v(0, x) = u0(x),
dvn(t, x) =[a
ij(t, x)Dijvn(t, x) + f(vn, t, x) + α
m∑
k=1
gk(vn(t, x))Dw
k
n(t)
− (α2/2 + αβ)
m∑
k=1
(gkDgk)(vn(t, x))] dt + β
m∑
k=1
gk(vn(t, x)) dw
k(t),
vn(0, x) = u0(x).
(2.8)
Then, we have
||v − vn||V(T ) → 0
as n→∞ in probability.
Remark 2.11. Assume the conditions of Theorem 2.8.
(i) Here, we show that the equation (2.8) has a unique solution vn of classH2p(T ).
The same holds for (1.2) because when α = 1, β = 0, we have by uniqueness vn ≡ un
in H2p(T ). We use the same reasoning that we used to show that (1.1) has a unique
solution of class H2p(T ). This time, we set
f¯(z, t, x) = f(z, t, x)− (α2/2 + αβ)
m∑
k=1
(gkDgk)(z(x)) + α
m∑
k=1
gk(z(x))Dwkn(t),
g¯(z, t, x) = (βgk(z(x)), k = 1, . . . ,m), z ∈ H1p (Rd).
It is easily seen that we only need to check that f¯ and g¯ satisfy Assumption 5.6 of
[17] (with n = 0). Let us show this for f¯ . For any z, v ∈ H1p (Rd), and any t, ω, we
have
||f¯(z, t, ·)− f¯(v, t, ·)||p ≤ ||f(z, t, ·)−f(v, t, ·)||p+
m∑
k=1
||gk(z(·))−gk(v(·))||p|Dwkn(t)|
+1/2
m∑
k=1
||(gkDgk)(z(·)) − (gkDgk)(v(·))||p ≤ K¯||z − v||1,p,
where
K¯ = K +
m∑
k=1
(κ||Dgk||∞ + ||Dgk||2∞ + ||gkD2gk||∞),
and K and κ are the constants from (A3)(p), and (A6)(p) respectively.
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(ii) Set
f¯(z, t, x) = f(z, t, x)− 1/2
m∑
k=1
(gkDgk)(z(x)) +
m∑
k=1
gk(z(x))Dhk(t),
g¯(z, t, x) ≡ 0, z ∈ H2p (Rd).
Then, by Theorem 5.1 of [17] (with n = 0) the equation (2.6) has a unique solution
R(h) of classH2p(T ). SinceR(h) is a nonrandom function, we haveR(h) ∈ W 1,2p (T ).
By the same argument, in case α = −1, β = 1, the exists a unique solution v ∈
W 1,2p (T ) of (2.7).
3. Auxiliary Results.
Lemma 3.1. Let θ ∈ (0, 1), h ∈ C1+θ(R), and h(0) = 0. Let ρ be a C∞0 (R)
function such that
∫
ρ(y) dy = 1. Denote ρε(x) = 1/ε ρ(x/ε),
hε(x) = (h ∗ ρε)(x) − (h ∗ ρε)(0), (3.1)
where ∗ stands for the convolution. Then, the following assertions hold:
(i) for any x ∈ R,
|h(x)− hε(x)| ≤ N(ρ)||Dh||∞ ε;
(ii) for any k = {0, 1, . . .},
||Dk+1hε||Cθ ≤ N(ρ, θ, k)||Dh||Cθ 1/εk.
Proof. (i) The proof is standard.
(ii) Clearly, for any k,
Dk+1hε(x) = 1/ε
k
∫
Dkρ(y) Dh(x− εy) dy, (3.2)
and from this the claim easily follows. 
Denote when it makes sense
Lu(t, x) = aij(t, x)Diju(t, x),
Mu(t, x) = aij(t, x)Diu(t, x)Dju(t, x). (3.3)
Lemma 3.2. Assume the conditions and notations of Theorem 2.10. Let hkl : R→
R be a function of class C2loc(R).
Denote
v¯n(t, x) := vn(t, x)− v(t, x)
+α
m∑
k=1
gk(vn(t, x))δw
k
n(t)− α2
m∑
k,l=1
hkl(v(t, x))skln (t).
Then, there exist constants Nk(α, β), k = 1, . . . , 13 such that, for any ω ∈ Ω, t ∈
[0, T ], ψ ∈ C∞0 (Rd), the function v¯n satisfies the following equation:
(v¯n(t, ·), ψ) =
∫ t
0
(Lv¯n(s, ·) +
10∑
q=1
NqFq,n(s, ·), ψ) ds (3.4)
+
m∑
r=1
∫ t
0
(N11H
r
1,n(s, ·) +N12Hr2,n(s, ·) +N13Hr3,n(s, ·), ψ) dwr(s),
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where
F1,n(s, x) =
m∑
k=1
(D2gk)(vn(s, x))Mvn(s, x)δw
k
n(s),
F2,n(s, x) =
m∑
k,l=1
(D2hkl)(v(s, x))Mv(s, x)skln (s),
F3,n(s, x) = f(vn, s, x)− f(v, s, x),
F4,n(s, x) =
m∑
k=1
f(vn, s, x)(Dg
k)(vn(s, x))δw
k
n(s),
F5,n(s, x) =
m∑
k,l=1
f(v, s, x)(Dhkl)(v(s, x))skln (s),
F6,n(s, x) =
m∑
k,l=1
(glDglDgk)(vn(s, x))δw
k
n(s),
F7,n(s, x) =
m∑
k,l=1
((gl)2D2gk)(vn(s, x)) δw
k
n(s),
F8,n(s, x) =
m∑
k,l=1
[(glDgk)(vn(s, x))− (glDgk)(v(s, x))]Dskln (s),
F9,n(s, x) =
m∑
k,l=1
[(glDgk)(v(s, x)) − hkl(v(s, x))]Dskln (s),
F10,n(s, x) =
m∑
k,l,r=1
((gr)2D2hkl)(v(s, x)) skln (s),
Hr1,n(s, x) = g
r(vn(s, x)) − gr(v(s, x)),
Hr2,n(s, x) =
m∑
k=1
(grDgk)(vn(s, x)) δw
k
n(s),
Hr3,n(s, x) =
m∑
k,l=1
(grDhkl)(v(s, x)) skln (s).
Proof. In the proof we assume the summation with respect to indexes k, l, r ∈
{1, . . . ,m}. For any two real-valued continuous semimartingales A(t), B(t), t ≥ 0,
by < A,B > (t) we denote their mutual quadratic variation. For the sake of
convenience, in this proof we omit the dependence of functions on the argument x.
Step 1. Following V. Mackevicˇius in [21] and I. Gyo¨ngy in [8] we will split the
third term in the equation (2.8) into αgk(vn(t)) dw
k(t) and αgk(vn(t)) d[w
k
n(t) −
wk(t)]. Then we will integrate by parts in the second integral. From this we will
get a ’boundary’ term, an integral and a mutual quadratic variation term, which
is also an integral. The ’boundary’ term will be subtracted from vn − v, and the
integrals, if necessary, will be further decomposed via Itoˆ’s formula and integration
by parts.
First, we subtract the equation (2.7) from (2.8), and we formally write the ’sto-
chastic part’ of the difference in the following way:
αgk(vn(t)) dw
k
n(t) + βg
k(vn(t)) dw
k(t)− (α+ β)gk(v(t)) dwk(t)
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= αgk(vn(t)) d[w
k
n(t)− wk(t)] + (α+ β)[gk(vn(t))− gk(v(t))] dwk(t).
Fix any ψ ∈ C∞0 (Rd). Then, by the above,
(vn(t)− v(t), ψ) =
5∑
q=1
I(q)n (t), (3.5)
where
I(1)n (t) =
∫ t
0
(L[vn(s)− v(s)], ψ) ds,
I(2)n (t) =
∫ t
0
([f(vn, s)− f(v, s)], ψ) ds,
I(3)n (t) = α
∫ t
0
(gk(vn(s)), ψ) d[w
k
n(s)− wk(s)],
I(4)n (t) = (α+ β)
∫ t
0
([gk(vn(s))− gk(v(s))], ψ) dwk(s),
I(5)n (t) = −(α2/2 + αβ)
∫ t
0
((gkDgk)(vn(s)), ψ) ds.
Next, we assume that the support of ψ is contained in some ball BR(0) := {x ∈
Rd : |x| ≤ R}, and we set
φ(h) :=
∫
h(x)ψ(x) dx, h ∈ L2(BR(0)).
Using Remark 2.3, it is easy to check that all the conditions of Theorem 3.1 of
[20] hold. Then, by Itoˆ’s formula applied to φ(gk(vn(t)), t ≥ 0 we obtain that this
process is a semimartingale, and, moreover, for any ω, t, the following holds:
(gk(vn(t)), ψ) = (g
k(vn(0)), ψ) + V (t) (3.6)
+β
∫ t
0
((glDgk)(vn(s)), ψ) dw
l(s),
where V (t), t ≥ 0 is a process of locally bounded variation.
Next, by the integration by parts formula for semimartingales we have
I(3)n (t) = −α(gk(vn(t)), ψ) δwkn(t) + I(3,1)n (t) + I(3,2)n (t), (3.7)
where
I(3,1)n (t) = α
∫ t
0
δwkn(s) d(g
k(vn(s)), ψ),
I(3,2)n (t) = α < (g
k(vn(·)), ψ), wk(·) > (t).
By (3.6) we get
I(3,2)n (t) = αβ
∫ t
0
((gkDgk)(vn(s)), ψ) ds. (3.8)
In the sequel we omit testing the equations with ψ ∈ C∞0 (Rd).
Again, by Itoˆ’s formula we get
I(3,1)n (t) =
6∑
q=1
I(3,1,q)n (t),
where
I(3,1,1)n (t) = α
∫ t
0
Lvn(s)Dg
k(vn(s))δw
k
n(s) ds,
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I(3,1,2)n (t) = α
∫ t
0
f(vn, s)Dg
k(vn(s))δw
k
n(s) ds,
I(3,1,3)n (t) = α
2
∫ t
0
(glDgk)(vn(s))δw
k
n(s)Dw
l
n(s) ds,
I(3,1,4)n (t) = −α(α2/2 + αβ)
∫ t
0
(glDglDgk)(vn(s))δw
k
n(s) ds,
I(3,1,5)n (t) = αβ
2/2
∫ t
0
((gl)2D2gk)(vn(s)) δw
k
n(s) ds,
I(3,1,6)n (t) = αβ
∫ t
0
(glDgk)(vn(s))δw
k
n(s) dw
l(s).
Next, observe that
δwkn(s)Dw
l
n(s) = Ds
kl
n (s) + δkl/2,
and, hence,
I(5)n (t) + I
(3,2)
n (t) + I
(3,1,3)
n (t)
= Rn(t) := α
2
∫ t
0
(glDgk)(vn(s))Ds
kl
n (s) ds.
Step 2. In turns out that all integrals from Step 1 that we obtained after inte-
gration by parts are ’under control’ except Rn(t). To handle this term we rewrite
it as follows:
Rn(t) =
3∑
q=1
R(q)n (t),
where
R(1)n (t) = α
2
∫ t
0
[(glDgk)(vn(s))− (glDgk)(v(s))]Dskln (s) ds,
R(2)n (t) = α
2
∫ t
0
[(glDgk)(v(s)) − hkl(v(s))]Dskln (s) ds,
R(3)n (t) = α
2
∫ t
0
hkl(v(s))Dskln (s) ds.
By the way, in the proof of Theorem 2.10 the function hkl will be a suitable ap-
proximation of glDgk.
Next, we integrate by parts in R
(3)
n (t), and, since skln has a locally bounded
variation, there is no mutual quadratic variation term. Then, we get
R(3)n (t) = α
2hkl(v(t))skln (t) +R
(3,1)
n (t), (3.9)
R(3,1)n (t) := −α2
∫ t
0
skln (s) dh
kl(v(s)).
Applying Itoˆ’s formula, we obtain
R(3,1)n (t) =
4∑
q=1
R(3,1,q)n (t),
where
R(3,1,1)n (t) = −α2
∫ t
0
Lv(s)(Dhkl)(v(s))skln (s) ds,
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R(3,1,2)n (t) = −α2
∫ t
0
f(v, s)(Dhkl)(v(s))skln (s) ds,
R(3,1,3)n (t) = −α2(α+ β)
∫ t
0
(grDhkl)(v(s)) skln (s) dw
r(s),
R(3,1,4)n (t) = −α2(α + β)2/2
∫ t
0
((gr)2D2hkl)(v(s)) skln (s) ds.
Step 3. Next, we represent the sum of all the terms involving the operator L as
integral of Lv¯n plus some error terms:
I(1)n (t) + I
(3,1,1)
n (t) +R
(3,1,1)
n (t)
=
∫ t
0
(Lv¯n(s)− αF1,n(s) + α2F2,n(s)) ds.
We show how the rest of the terms on the right hand side of (3.4) relate to the
ones that appeared in the proof. We have
I(2)n (t) = N3
∫ t
0
(F3,n(s), ψ) ds,
I(3,1,2)n (t) = N4
∫ t
0
(F4,n(s), ψ) ds,
R(3,1,2)n (t) = N5
∫ t
0
(F5,n(s), ψ) ds,
I(3,1,4)n (t) = N6
∫ t
0
(F6,n(s), ψ) ds,
I(3,1,5)n (t) = N7
∫ t
0
(F7,n(s), ψ) ds,
R(1)n (t) = N8
∫ t
0
(F8,n(s), ψ) ds,
R(2)n (t) = N9
∫ t
0
(F9,n(s), ψ) ds,
R(3,1,4)n (t) = N10
∫ t
0
(F10,n(s), ψ) ds,
I(4)n (t) = N11
∫ t
0
(Hr1,n(s), ψ) dw
r(s),
I(3,1,6)n (t) = N12
∫ t
0
(Hr2,n(s), ψ) dw
r(s),
R(3,1,3)n = N13
∫ t
0
(Hr3,n(s), ψ) dw
r(s).
Note that the terms I
(3,1,3)
n (t), I
(3,2)
n (t), I
(5)
n (t) were not lost, but absorbed into the
term Rn(t). 
Lemma 3.3. Let α and α˜ be numbers such that 0 < α < α˜ < 1, and let X be a
Banach space. For θ ∈ (0, 1), and t > 0, we denote V θt = Cθ([0, t], X). Then, for
any f ∈ V α˜T , the function t→ ||f ||V αt is continuous on [0, T ].
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Proof. Denote
h(ξ, ν) :=
||f(ξ)− f(ν)||X
|ξ − ν|α , ξ 6= ν, h(ξ, ξ) := 0,
x(t) := sup
ξ∈[0,t]
||f(ξ)||X ,
y(t) := sup
ξ,ν∈[0,t]
h(ξ, ν), t ∈ [0, T ].
Take any numbers 0 < s < t < T and write
|||f ||V αt − ||f ||V αs | ≤ |x(t)− x(s)| + |y(t)− y(s)|. (3.10)
Hence, it suffices to show that both x(·) and y(·) are continuous functions on [0, T ].
Since f ∈ Cα˜([0, T ], X), for any ξ, ν ∈ [0, T ] such that ξ 6= ν, we have
|h(ξ, ν)| ≤ ||f ||V α˜(T )|ξ − ν|α˜−α. (3.11)
Hence, h(ξ, ν) is continuous on [0, T ]× [0, T ]. Observe that both functions x(·) and
y(·) are nondecreasing on [0, T ] and, hence, at worst they have countably many
jump discontinuities. Then, since both h(·, ·) and ||f(·)||X are continuous on their
domains, it follows that x and y are continuous functions on [0, T ]. 
4. Proof of the main results
Proof of Theorem 2.10. It is assumed that i, j ∈ {1, . . . , d}, and k, l, r ∈
{1, . . . ,m}, and the summation with respect to these indexes is omitted.
We fix arbitrary ε ∈ (0, 1), and denote by N a constant independent of ε and n.
As before, N might change from inequality to inequality.
Take any R > 0 and denote
ηn(ε) := inf{t ≥ 0 :
m∑
k=1
||δwkn||Cγ/2−1/p[0,t] +
m∑
k,l=1
||skln ||Cγ/2−1/p[0,t] ≥ ε},
γn := inf{t ≥ 0 : ||vn − v||V(t) ≥ 1},
σn(R) := inf{t ≥ 0 : ||v||V(t) +
m∑
k,l=1
∫ t
0
|Dskln (s)|p ds ≥ R},
τn(ε,R) := ηn(ε) ∧ γn ∧ σn(R) ∧ T.
In Steps 1 - 5, we omit the dependence of stopping times on ε and R.
By Remark 2.4, for any γ˜ ∈ (γ, µ), we have v, vn ∈ C γ˜/2−1/p([0, T ], H2−µp (Rd)),
for any ω. Hence, by Lemma 3.3 the process ||z||V(t), t ∈ [0, T ] has continuous
paths, for z ∈ {v, vn − v}. Then, σn and γn are well-defined stopping times, and,
for any ω,
||vn − v||V(γn) = 1, ||vn − v||V(τn) ≤ 1, ||vn||V(τn) ≤ N. (4.1)
It follows from the definition of τn and Remark 2.4 that, for any ω ∈ Ω, we have
sup
s≤τn
||z(s, ·)||X ≤ N, (4.2)
where X = C1(Rd) or X = H1p (R
d), and z ∈ {v, v − vn, vn}.
For any k, l, we set hklε to be an approximation of g
lDgk given by (3.1) with ε1/2
in place of ε. Observe that if (A4a) holds, we have
hklε (x) = ckclx.
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We state some properties of hklε that will be used below. In case when (A4)(a)
holds, all of these inequalities follow directly from the last equality. Otherwise, one
obtains them by using Lemma 3.1. By what was just said, for any x ∈ R, k, l, we
have
|(glDgk − hklε )(x)| ≤ Nε1/2|x|; (4.3)
|hklε (x)| ≤ N |x|; (4.4)
||Dq+1hklε ||Cθ ≤ Nε−q/2, q = {0, 1, 2, . . .}. (4.5)
Next, to prove the assertion of this theorem we apply Lemma 3.2 with hkl = hklε
and then estimate the terms that appear in the lemma. Let v¯n be the function
defined in Lemma 3.2. Observe that all the conditions of this lemma hold. Then,
by the a priori estimate of Theorem 5.1 of [17] with n = 0,
f(t, x) =
10∑
q=1
Fq,n(t, x), g
r(t, x) =
3∑
q=1
Hrq,n(t, x),
we have
||v¯n||pH2p(τn) ≤ N
13∑
q=1
Iq,n, (4.6)
where
I1,n = E
∫ τn
0
||(D2gk)(vn(s, ·))Mvn(s, ·)||pp |δwkn(s)|p ds,
I2,n = E
∫ τn
0
||(D2hklε )(v(s, ·))Mv(s, ·)||pp |skln (s)|p ds,
I3,n = E
∫ τn
0
||f(vn, s, ·)− f(v, s, ·)||pp ds,
I4,n = E
∫ τn
0
||f(vn, s, ·)(Dgk)(vn(s, ·)) |δwkn(s)|p ds,
I5,n = E
∫ τn
0
||f(v, s, ·)(Dhklε )(v(s, ·))||pp |skln (s)|p ds,
I6,n = E
∫ τn
0
||(glDglDgk)(vn(s, ·))||pp |δwkn(s)|p ds,
I7,n = E
∫ τn
0
||((gl)2D2gk)(vn(s, ·))||pp |δwkn(s)|p ds,
I8,n = E
∫ τn
0
||(glDgk)(vn(s, ·))− (glDgk)(v(s, ·))||pp |Dskln (s)|p ds,
I9,n = E
∫ τn
0
||(glDgk)(v(s, ·)) − hklε (v(s, ·))||pp |Dskln (s)|p ds,
I10,n = E
∫ τn
0
||((gr)2D2hklε )(v(s, ·))||pp |skln (s)|p ds,
I11,n = E
∫ τn
0
||gr(vn(s, ·))− gr(v(s, ·))||p1,p ds,
I12,n = E
∫ τn
0
||(grDgk)(vn(s, ·))||p1,p |δwkn(s)|p ds,
I13,n = E
∫ τn
0
||(grDhklε )(v(s, ·))||p1,p |skln (s)|p ds,
and the operator M is given by (3.3).
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Step 1. We estimate the terms I6,n − I10,n. First, by (A4a) or (A4b) we have
I6,n + I7,n ≤ NE
∫ τn
0
(||vn(s, ·)||pp + ||vn(s, ·)||2p2p) |δwkn(s)|p ds.
Using (4.2), we obtain
I6,n + I7,n ≤ Nεp. (4.7)
Similarly,
I8,n ≤ NE
∫ τn
0
||vn(s, ·)− v(s, ·)||pp |Dskln (s)|p ds, (4.8)
I10,n ≤ Nεp/2, (4.9)
where in the last inequality we also used (4.5).
Next, by (4.3) and (4.2) we get
I9,n ≤ Nεp/2E
∫ τn
0
||v(s, ·)||pp |Dskln (s)|p ds
≤ Nεp/2E
∫ σn
0
|Dskln (s)|p ds ≤ Nεp/2.
(4.10)
Step 2. We move on to the terms I3,n − I5,n. By (A3)(p) we obtain
I3,n ≤ N E
∫ τn
0
||vn(s, ·)− v(s, ·)||p1,p ds. (4.11)
Similarly, by splitting f(u, t, x) into f(u, t, x) − f(0, t, x) and f(0, t, x) and using
(A3)(p), we get
I4,n+I5,n ≤ NεpE
∫ τn
0
(||v(s, ·)||p1,p+||vn(s, ·)||p1,p+||f(0, s, ·)||pp) ds ≤ Nεp. (4.12)
Note that in the last inequality we again used (4.2).
Step 3. We estimate I1,n and I2,n. First, by (4.5) we have
I1,n + I2,n ≤ Nεp/2E
∫ τn
0
(||Mvn(s, ·)||pp + ||Mv(s, ·)||pp) ds.
Next, by Cauchy-Schwartz inequality, for any ω, s,
||Mvn(s, ·)||pp ≤ N ||vn(s, ·)||2p1,2p.
Using the embedding theorem for Hγp spaces (see, for instance, Theorem 13.8.7 in
[19]), we get, for u ∈ {v, vn},
||u||1,2p ≤ N ||u||1+d/(2p),p ≤ N ||u||2−µ,p,
where the last inequality holds, since d/(2p) + µ < 1. By the above and (4.1) we
get
I1,n + I2,n ≤ Nεp/2. (4.13)
Step 4. We deal with I11,n − I13,n. The term I11,n will be estimated by Lemma
6.2. Let us check its assumptions. In the notations of this lemma, for ω ∈ Ω,
s ∈ [0, τn], x ∈ Rd, we put
u(x) = v(s, x), v(x) = vn(s, x), g(x) = g
k(x).
Recall that by Remark 2.4 we have v(s, ·), vn(s, ·) ∈ H1p (Rd), for all ω, s ∈ [0, τn].
Also the condition (6.1) holds due to (4.2). Then, by Lemma 6.2
I11,n ≤ NE
∫ τn
0
||v(s, ·) − vn(s, ·)||p1,p ds. (4.14)
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Next, to handle the terms I12,n and I13,n we use Lemma 6.1. Note that g
k(0) = 0,
for each k, so that this lemma is applicable. Then, by (4.5) and (4.2) we have
I12,n + I13,n ≤ Nεp/2E
∫ τn
0
(||vn(s, ·)||p1,p + ||v(s, ·)||p1,p) ds ≤ Nεp/2. (4.15)
Step 5. We combine all the estimates (4.6) - (4.15) and obtain that
||v¯n||pH2p(τn) ≤ Nε
p/2 +NE
∫ τn
0
||vn(s, ·)− v(s, ·)||p1,p (1 + |Dskln (s)|p) ds. (4.16)
Next, we fix any stopping time τ . Clearly, in (4.16) we may replace τn by τ ∧ τn
and, this replacement will not change the constant N . Using this combined with
Remark 2.4, we get
E||vn − v||pV(τ∧τn) ≤ N(J1,n + J2,n + εp/2)
+NE
∫ τ∧τn
0
||vn − v||pV(s) (1 + |Dskln (s)|p) ds,
(4.17)
where
J1,n = E||gk(vn)δwkn||pV(τn), J2,n = E||hklε (v)skln ||
p
V(τn)
.
Note that we were able to replace ||vn(s, ·)−v(s, ·)||p1,p by ||vn−v||V(s) because µ < 1.
Also, recall that by Lemma 3.3 ||vn − v||V(s), s ≥ 0 is a process with continuous
paths, and, hence, the integral on the right hand side of (4.17) is well-defined.
Let us estimate J1,n and J2,n. By the product rule inequality in Ho¨lder spaces
we get
J1,n ≤ NεpE||gk(vn)||pV(τn).
Since 2 − µ > 1 + d/p, we may apply Lemma 6.3, and we obtain that J1,n is less
than
N εp(E||vn||pV(τn) + E||vn||
(2+θ)p
V(τn)
).
By (4.1) we may replace the terms involving vn by N . Using the same argument
and (4.5), we obtain
J2,n ≤ Nεp||Dhklε ||pC1+θ ≤ Nεp/2.
We point out that Lemma 6.3 is applicable because hklε (0) = 0 = g
k(0).
It follows from the last paragraph and (4.17) that
Ex(τ) ≤ Nεp/2 +NE
∫ τ
0
x(s) (1 + |Dskln (s)|p)Is≤τn ds, (4.18)
where
x(s) := ||vn − v||pV(s∧τn),
and N depends on T . Then, by a stochastic variant of Gronwall’s inequality (see,
for instance, Lemma 4 in [21]), we obtain
E||vn − v||pV(τn) ≤ Nε
p/2 (4.19)
because the integral
∫ τn
0 |Dskln (s)|p ds is bounded by R, for any ω.
Next, let An = {γn < ηn ∧ σn ∧ T }. Then, by (4.1) we have
P (An) = E||vn − v||pV(τn)IAn ≤ E||vn − v||
p
V(τn)
.
Therefore, by (4.19)
P (γn < ηn ∧ σn ∧ T ) ≤ Nεp/2. (4.20)
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Step 6. Finally, we prove the convergence in probability. By Remark 2.4, for
any ε > 0, one can choose R > 0 such that
P (||v||V(T ) ≥ R) < ε.
Then, by what was just said and (A6)(p)(iii), for any ε > 0, there exists R > 0
such that
sup
n
P (σn(R) < T ) < ε. (4.21)
Next, for any δ > 0, we have
P (||vn − v||V(T ) ≥ δ) ≤ P (||vn − v||V(τn) ≥ δ) (4.22)
+P (γn < ηn(ε) ∧ σn(R) ∧ T ) + P (ηn(ε) < T ) + P (σn(R) < T ).
Using Chebyshov’s inequality and (4.19), we get that the first term on the right
hand side of (4.22) is bounded by N(
√
ε/δ)p. This combined with (4.20), (A6)(p)(ii)
and (4.21) yields
lim
n→∞
P (||vn − v||V(T ) ≥ δ) ≤ N(ε+ (1 + δ−p)εp/2),
for any δ, ε > 0. This implies the claim.
Proof of Theorem 2.8. We set α = 1, β = 0 and let v and vn be the unique
solutions of class H2p(T ) of the equations (2.7) and (2.8) respectively. Clearly, we
have v = u and vn = un as elements of H2p(T ). Then, the result follows directly
from Theorem 2.10.
Proof of Theorem 2.9. Step 1. First, we prove the inclusion Rcl ⊂ P ◦ u−1|V(T ).
We use the argument from [22], [23]. Let wkn be any approximation of w
k, k ≥ 1
that satisfies (A6)(p). Fix some h ∈ H(T ). In the equation (2.7) and (2.8) we set
α = −1, β = 1, and we replace f(z, t, x) by
f¯(z, t, x) := f(z, t, x) +
m∑
k=1
gk(z(x))Dhk(t)− 1/2
m∑
k=1
(gkDgk)(z(x)), z ∈ H1p (Rd).
Note that f¯(z, t, x) satisfies the assumption (A3)(p). Let v ∈ W 1,2p (T ) and vn ∈
H2p(T ) be the unique solutions of the equations (2.7) and (2.8) respectively (see
Remark 2.11). Observe that by uniqueness v = R(h) in W 1,2p (T ), and vn satisfies
the following SPDE:
dz(t, x) =[aij(t, x)Dijz(t, x) + f(z, t, x)
+
m∑
k=1
gk(z(t, x))Dhk(t)−
m∑
k=1
gk(z(t, x))Dwkn(t)
+
m∑
k=1
gk(z(t, x)) dwk(t), z(0, x) = u0(x).
Then, by Theorem 2.10, for any δ > 0, and n large, we have
P (||vn −R(h)||V(T ) < δ) > 0. (4.23)
Next, we denote
w¯k(t, n) := wk(t)− wkn(t) + hk(t),
ρn :=
m∏
k=1
exp(
∫ T
0
(Dwkn(t)−Dhk(t)) dwk(t)− 1/2
∫ T
0
|Dwkn(t)−Dhk(t)|2 dt).
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Let Pn be a measure on (Ω,F) given by
dPn(ω) := ρn(ω) dP (ω).
By (A6)(p)(ii) and the fact that Dhk, k ≥ 1 are bounded functions on [0, T ], it
follows that Novikov’s condition is satisfied. Then, by Girsanov’s theorem Pn is a
probability measure on (Ω,F), and, for any n, {w¯k(t, n), t ≥ 0, k = 1, . . . ,m} is a
sequence of independent standard Wiener processes with respect to {Ft, t ≤ T } on
(Ω,F , Pn).
Next, let H2p(T, n) be the stochastic Banach space defined on the probability
space (Ω,F , Pn) with wk replaced by w¯kn, k = 1, . . . ,m. Observe that vn is the
unique solution of class H2p(T, n) of the following SPDE:
dz(t, x) = [aij(t, x)Dijz(t, x) + f(z, t, x)] dt
+
m∑
k=1
gk(z(t, x)) dw¯k(t, n), z(0, x) = u0(x).
(4.24)
Claim that
Pn ◦ v−1n |V(T ) = P ◦ u−1|V(T ). (4.25)
To prove this we use our Wong-Zakai theorem. By Theorem 2.8 one may replace
the equations (1.1) and (4.24) by their Wong-Zakai approximation schemes (see
(1.2)) such that the regularized noise satisfies (A6)(p). It follows from the method
of continuity that each Wong-Zakai approximation is a fixed point of a contraction
operator on H2p(T ) (see the proof of Theorem 5.1 of [17]). Now the claim follows
from Picard iteration method in H2p(T ) and the embedding theorem for H2p(T ) (see
Remark 2.4).
Finally, by (4.23) combined with the fact that Pn is absolutely continuous with
respect to P , and (4.25) we obtain that, for any δ > 0,
P ◦ u−1|V(T )({z ∈ V(T ) : ||z −R(h)||V(T ) < δ}) > 0.
This proves the announced inclusion.
Step 2. We prove the reverse inclusion. Let un be the unique solution of class
H2p(T ) of (1.2). Then, by Theorem 2.8 and Portmanteau theorem
P ◦ u−1|V(T )(Rcl) ≥ lim
n→∞
P (un ∈ Rcl) = 1.
This implies the assertion.
5. Appendix A.
Definition 5.1. Denote h = 1/n, κ(t) = −1∨ t∧ 1, t ∈ R. We say that the process
wkn(t), t ≥ 0 is the polygonal approximation of wk if
wkn(t) = w
k((l − 1)h) + 1/h (t− lh)κ(wk(lh)− wk((l − 1)h)), (5.1)
for t ∈ [lh, (l+ 1)h), and l ∈ {0, 1, 2, . . .}.
The following lemma is similar to Proposition 6.3.1 of [26].
Lemma 5.2. Let p > 1, ε > 0, θ ∈ (0, 1/2), θ′ ∈ (0, θ) be numbers. Assume that
win is given by (5.1). Then, for any i, j, the following assertions hold.
(i)E||δwin||pC[0,T ] ≤ N(p, T, ε)n−p/2+ε.
20 TIMUR YASTRZHEMBSKIY
(ii)E||δwin||pC1/2−θ [0,T ] ≤ N(p, T, θ, θ′)n−θ
′p.
(iii)E||sijn ||pC[0,T ] ≤ N(p, T, ε)n−p/2+ε.
(iv)E
∫ T
0
|Dsijn (t)|p dt ≤ N(p, T ).
(v)E||sijn ||pC1/2−θ[0,T ] ≤ N(p, T, θ, θ′)n−θ
′p.
Proof. Denote h = 1/n, tk = kh, k ∈ {−1, 0, 1, . . .}. For any a > 0, f : R → R,
denote
∆af(x) = f(x+ a)− f(x),
ρf (h, T ) = sup
t,s∈[0,T ]:|t−s|≤h
|f(t)− f(s)|.
For the sake of convenience, in the proofs (i), (ii) we denote w := wi, wn := w
i
n.
(i) For t ∈ [tl, tl+1), we have
|δwn(t)| ≤ |w(t) − w(tl−1)|+ κ(∆hw(tl−1)), (5.2)
and
κ(∆hw(tl−1)) ≤ ∆h(w(tl−1)) + IAl,n , (5.3)
where
Al,n = {∆hw(tl−1) > 1}.
Denote M = ⌊Tn⌋. By Chebyshov’s inequality, for any q > 0,
P (∪Ml=0Al,n) ≤
M∑
l=0
P (Al,n) ≤ N/hE|w(h)|q ≤ Nhq/2−1. (5.4)
Then,
E max
l=0,...,M
|κ(∆hw(tl−1))|p
≤ N(Eρpw(h, T ) + P (∪Ml=0Al,n)) ≤ Nhp/2−ε,
(5.5)
where in the second inequality we used the estimate of ρw which we state below.
By Theorem 2.3.2 of [16], for any α > 0, there exists a positive random variable
Nα,T such that, for any r > 0, EN
r
α,T <∞, and
ρw(λ, T ) ≤ Nα,T λ1/2−α, ∀ω ∈ Ω, λ ∈ [0, T ]. (5.6)
Then, the claim follows from (5.2), (5.5) and (5.6). By the way, similarly, for all l,
we have
E|κ(∆hw(tl))|p ≤ Nhp/2. (5.7)
(ii) Fix any α ∈ (0, θ). First, we consider the case when |t− s| ≥ h, t, s ∈ [0, T ].
We have
1/(t− s)1/2−θ|δwn(t)− δwn(s)| ≤ 2hθ−1/2||δwn||C[0,T ],
and this combined with (i) yields the claim.
Next, we take any t, s ∈ [0, T ] such that |t − s| < h. There are two subcases:
either
(t, s) ∈ B1 = ∪Ml=0{(t, s) ∈ [0, T ]2 : t, s ∈ [tl, tl+1]} (5.8)
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or
(t, s) ∈ B2 = ∪M−1l=0 {(t, s) ∈ [0, T ]2 : |t− s| < h,
tl < s ≤ tl+1 ≤ t < tl+2}.
(5.9)
To handle (5.8) we write
|δwn(t)− δwn(s)| ≤ |wn(t)− wn(s)|+ |w(t) − w(s)|. (5.10)
Using (5.6) and the fact that |t− s| ≤ h, we get
|w(t) − w(s)| ≤ Nα,Thθ−α|t− s|1/2−θ. (5.11)
Next, by (5.1), (5.5) we obtain
E sup
(t,s)∈B1
|wn(t)− wn(s)|p ≤
|t− s|p/hpE max
l=0,...,M
|κ(∆hw(tl−1))|p ≤ Nh(θ−α)p |t− s|(1/2−θ)p.
(5.12)
Then, the claim in this subcase follows from (5.10) - (5.12).
We move to (5.9). Observe that
|wn(t)− wn(s)|
≤ |wn(t)− wn(tl+1)|+ |wn(s)− wn(tl+1)|,
and (t, tl+1), (s, tl+1) ∈ B1. This combined with (5.12) and (5.11) proves the asser-
tion for the second subcase.
(iii) We follow the proof of Proposition 6.3.1 of [26]. First, we consider the case
i = j. By Itoˆ’s formula, for any t, a.s.
|wi(t)− win(t)|2 = 2
∫ t
0
(wi(s)− win(s)) d(wi(s)− win(s)) + t,
and, then,
siin (t) =
∫ t
0
δwin(s) dw
i(s)− 1/2 |wi(t)− win(t)|2.
Using Burkholder-Gundy-Davis inequality and assertion (i), we get
E||siin (t)||pC[0,T ] ≤ NE||δwin||pC[0,T ] ≤ Nhp/2−ε. (5.13)
Now we assume i 6= j. Note that, for t ∈ [tk, tk+1], we have
win(t) = −∆hwi(tk−1) + wi(tk) + 1/h(t− tk)κ(∆hwi(tk−1)).
Then, for each ω, t we may write
sijn (t) = I1(t) + I2(t) + I3(t), (5.14)
where
I1(t) =
⌊tn⌋∑
l=0
κ(∆hw
j(tl−1))
∫ tl+1
tl
(wi(s)− wi(tl))/h Is≤t ds,
I2(t) =
⌊tn⌋∑
l=0
κ(∆hw
j(tl−1))∆hw
i(tl−1),
I3(t) = −h−2
⌊tn⌋∑
l=0
∫ tl+1
tl
(s− tl)Is≤t dsκ(∆hwj(tl−1))κ(∆hwi(tl−1)).
Observe that κ(∆hw
i(tl−1)) is a symmetric random variable as a composition of
an odd function with a symmetric random variable. It follows from the Markov
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property of Wiener process that I1(t) is a sum of independent centered random
variables, and, hence, by Doob’s maximal inequality
E sup
t∈[0,T ]
|I1(t)|p ≤ NE|I1(T )|p ≤ Nhp/2. (5.15)
Let us explain how to get the second inequality in (5.15). For p = {2, 4, . . . , }
(5.15) follows from an elementary combinatorial argument (see the proof of Lemma
6.3.2 of [26]) combined with (5.7). To prove the claim for any p > 1, we pick some
k ∈ N ∪ {0} such that 2k < p ≤ 2k + 2, and let θ be a number determined by the
equation
1/p = (1 − θ)/(2k) + θ/(2k + 2).
Then, the inequality follows from the assertion for p = 2k, 2k + 2 combined with
the log-convexity of Lp norms. Further, the same argument yields
E sup
t≤T
(|I2(t)|p + |I3(t)|p) ≤ Nhp/2. (5.16)
The claim follows from (5.13) - (5.16).
(iv) By Cauchy-Schwartz inequality we get
E
∫ T
0
|sijn (t)|p dt
≤
⌊Tn⌋∑
k=0
h−p(
∫ tk+1
tk
E|δwin(t)|2p dt)1/2 (
∫ tk+1
tk
(E|κ(∆hwj(tk−1))|2p)1/2 dt)1/2.
This combined with (5.2) and (5.3) proves the claim.
(v) By Cauchy-Schwartz inequality we have
E||Dsijn ||pL∞[0,T ] ≤ h
−pM1,nM2,n,
where
M1,n = (E||δwin||2pC[0,T ])1/2, M2,n = (E maxl=0,...,⌊Tn⌋ |κ(∆hw(tl−1))|
2p)1/2.
By (i) and (5.5)
M1,n +M2,n ≤ N(p, ε, T )hp/2−ε,
Then, by the above
E||Dsijn ||pL∞[0,T ] ≤ N(p, ε, T )h
−2ε. (5.17)
By the interpolation inequality (see, for example, Theorem 3.2.1 in [18]), for any
λ > 0,
||sijn ||C1/2−θ[0,T ] ≤ N(θ, T )(h1/2+θ||Dsijn ||L∞[0,T ] + hθ−1/2||sijn ||C[0,T ]).
We finish the proof by combining this with (iii) and (5.17). 
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6. Appendix B.
Lemma 6.1. Let g ∈ C1loc(R), Dg ∈ L∞(R), g(0) = 0, and u ∈ H1p (Rd). Then,
||g(u(·))||1,p ≤ N(d, p)||Dg||∞||u||1,p.
Proof. Recall that the spacesW 1p (R
d) and H1p (R
d) coincide as sets and have equiv-
alent norms. By this and the chain rule in W 1p (R
d) we may write
||g(u(·))||1,p ≤ N(d, p)(||g(u(·))||p + ||Diu(·)Dg(u(·))||p)
≤ N ||Dg||∞(||u||p + ||Diu||p)
= N ||Dg||∞||u||W 1p (Rd) ≤ N ||Dg||∞||u||1,p.

Lemma 6.2. Let u, v ∈ H1p (Rd) and assume that
||Dg||∞ + ||D2g||∞ ≤ K, ||Diu||∞ ≤ R. (6.1)
Then,
||g(u(·))− g(v(·))||1,p ≤ N(d, p)K(1 +R)||u− v||1,p.
Proof. By the argument of the proof of Lemma 6.1 we have
||g(u(·))− g(v(·))||1,p
≤ N(d, p)(||g(u(·))− g(v(·))||p + ||Diu(·)Dg(u(·))−Div(·)Dg(v(·))||p)
≤ NK||u− v||p +N ||Diu(·)[Dg(u(·))−Dg(v(·))]||p
+N ||Dg(v(·))[Diu(·)−Div(·)]||p.
By this and (6.1) we obtain the assertion of the lemma.

Lemma 6.3. Let p > d, δ ∈ (0, 1), γ ∈ (d/p, 1), τ > 0 be numbers. Let g : R → R
be a function such that Dg ∈ C1+θ(R), and g(0) = 0. Denote
B := Cδ([0, τ ], H1+γp (Rd))
and take any u ∈ B. Then, there exists a constant N independent of g and u such
that
||g(u)||B ≤ N ||Dg||C1+θ(||u||B + ||u||2+θB ).
Proof. For the sake of convenience, we denote ut = u(t, ·), and we omit the depen-
dence of u on the spatial variable x. We set Ng = ||Dg||C1+θ .
First, we prove the supremum norm estimate. Note that H1+γp (R
d) is embedded
in C(Rd) since 1 + γ > d/p (see, for instance, Theorem 13.8.1 of [19]). Then, by
this and Corollary 3 combined with Remark 3 of Section 5.3.7 of [25] we have
E sup
t≤T
||g(u)||1+γ,p ≤ Ng(||u||B + ||u||1+γB ). (6.2)
Next, take any s, t ∈ [0, τ ] such that s 6= t. By the fact that (1−Di) is a strongly
elliptic differential operator of order 1 we obtain (see Theorem 13.3.10 of [19])
||g(ut)− g(us)||1+γ,p ≤ N(J (1) + J (2)), (6.3)
where
J (1) = ||g(ut)− g(us)||γ,p,
J (2) = ||Dg(ut)Diut −Dg(us)Dius||γ,p.
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Recall that, by the elementary embedding (see Section 2) we may replace γ by
1 in the expression for J (1). Since γ > d/p, by the embedding theorem for Hµp (R
d)
spaces we have
sup
t≤T
||Diut||∞ ≤ N ||u||B.
Then, by Lemma 6.2 and what was just said we obtain
J (1) ≤ NNg(1 + ||u||B)||ut − us||1,p. (6.4)
Next, by the triangle inequality
J (2) ≤ J (2,1) + J (2,2) + J (2,3), (6.5)
where
J (2,1) = ||(Dg(ut)−Dg(0))(Diut −Dius)||γ,p,
J (2,2) = ||Dius(Dg(ut)−Dg(us))||γ,p,
J (2,3) = |Dg(0)|||ut − us||1+γ,p.
It is well-known that Hγp (R
d) is a multiplication algebra because γ > d/p (see, for
example, Theorem 1 in Section 4.6.1 of [25]). Then, we get
J (2,1) ≤ N ||Dg(ut)−Dg(0)||γ,p||ut − us||1+γ,p,
J (2,2) ≤ N ||us||1+γ,p||Dg(ut)−Dg(us)||γ,p.
To handle J (2,1) we estimate ||Dg(ut)−Dg(0)||1,p via Lemma 6.1. By this we have
J (2,1) ≤ NNg||ut||1,p||ut − us||1+γ,p. (6.6)
Next, using the fact that Dg2 ∈ Cθ, we obtain
||Dg(ut)−Dg(us)||γ,p ≤ ||Dg(ut)−Dg(us)||1,p
≤ N ||Dg(ut)−Dg(us)||p
+N ||D2g(us)(Diut −Dius)||p
+N ||Diut(D2g(ut)−D2g(us))||p
≤ NNg||ut − us||1+γ,p +NNg||ut||1,p||ut − us||θ∞.
Again, by the embedding theorem we may replace ||ut − us||∞ by ||ut − us||1+γ,p.
Then, by the above we have
J (2,2) ≤ NNg||us||1+γ,p(||ut − us||1+γ,p + ||ut||1+γ,p||ut − us||θ1+γ,p) (6.7)
The assertion follows from (6.3) - (6.7). 
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