Using results of laboratory experiments on collision-induced raindrop breakup, Low and List (LL) developed a parameterization describing the fragment size distribution (FSD) produced by collisions of raindrops. An equilibrium raindrop size distribution (ED) is approached when this parameterization is used in numerical models of steady rain. Since scant observational evidence of such EDs exists, the need for a careful examination of the parameterization's foundation is evident. Using LL's experimental observations, an alternate parameterization is developed that alleviates three shortcomings of the original scheme, namely, ensuring mass conservation, the use of adequate uncertainty analysis, and the use of a more physical basis for deriving parameterized relationships. FSDs generated by raindrop collisions are represented by combinations of lognormal, Gaussian, and modified delta distributions for each of the three breakup types (filament, sheet, and disk) observed. The mode, width, and height of these distributions are calculated for the 10 colliding drop size combinations used in the LL experiments; uncertainty estimates for these parameters are determined using a bootstrap method, a technique that randomly chooses results of individual collisions. Relations giving the mode, width, and height in terms of the diameters of arbitrary large and small colliding raindrops are then determined so that the FSD from any raindrop collision can be predicted.
Introduction
Microphysical processes that feed back upon cloud dynamics are affected by the representation of raindrop size distributions (RSDs) in cloud models. RSDs influence radar reflectivity-rain-rate (Z-R) relations and the interpretation of satellite signals. Further, knowledge of
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process, a complete theoretical description of the fragment size distributions (FSDs) produced has thus far eluded investigators, and is not likely to be deduced in the near future. Hence, the results of laboratory experiments of collision-induced breakup have been parameterized for use in numerical models. The most detailed representations of breakup use the results of, and parameterizations of, laboratory experiments performed by Low and List (1982a,b, hereafter LL82) , who examined FSDs produced by colliding raindrops falling at their terminal velocities. The random nature of raindrop collisions was preserved as only 10% of the experiments, on average, resulted in actual raindrop impact. Over 1369 raindrop collisions between 10 specific pairs of colliding raindrops were recorded. Based on this unique dataset, LL82 produced a parameterization of the average FSD that would result from the collision of any pair of raindrops.
From the opposing forces of coalescence and breakup, Srivastava (1971) , Young (1975) , and List and Gillespie (1976) have shown that an equilibrium distribution (ED) is approached in numerical models after sufficient evolution time given steady-state conditions. Many studies using the LL82 breakup kernel have found that an ED with peaks at three specific diameters is approached in cases of both steady rain (Valdez and Young 1985; Brown 1987; List et al. 1988; Feingold et al. 1988; Chen and Lamb 1994) and nonsteady rain McFarquhar and List 1991a) . This occurs even though there are certain inherent difficulties, such as mass conservation errors (Valdez and Young 1985) in the LL82 formulation, that different authors account for in different ways.
At first, there appeared to be ample observation evidence of these peaks. Using Joss-Waldvogel disdrometers, Steiner and Waldvogel (1987) , Zawadzki and de Agostinho Antonio (1988) , List et al. (1988) , and Asselin de Beauville et al. (1988) all measured RSDs with peaks, whose locations were similar to those of the ED produced in the modeling studies. However, Sheppard (1990) examined the effects of irregularities in the diameter classification of raindrops by the Joss-Waldvogel disdrometer and showed that instrument-related difficulties produced artificial peaks at locations where the observational peaks had been reported. McFarquhar and List (1993) then determined that the magnitudes of these instrument-related peaks were similar to the magnitudes of the observed peaks, indicating that much of the previous observational evidence of the EDs was merely coincidental. Further, using a recalibration of the disdrometer to account for the uneven working characteristic of the processing electronics, they found no peaks in the tropical RSDs observed by List et al. (1988) , RSDs that had previously indicated evidence of such peaks.
There are still other observations of peaked distributions that agree with the models. McFarquhar et al. (1996) used data obtained during the Malaysian Rain Experiment to show that for extremely heavy rainfall there was still some evidence of the large drop peak. Willis (1984) reported peaks in RSDs using optical spectrometers designed by Particle Measuring Systems. Recently, Garcia-Garcia and Gonzalez (2000) reported that RSDs measured at the ground near Mexico City with optical probes showed the multipeak behavior predicted by the models.
Due to discrepancies between models and observations, a reexamination of the foundation of the LL82 parameterization seems necessary. There have been no thorough examinations of the effects of uncertainties associated with the LL82 parameterization on the ED derived from its use, especially as relates to uncertainties associated with extrapolating data from the 10 original size combinations to arbitrary sizes of colliding raindrops. These issues are investigated in this study by deriving a new parameterization for the FSDs, which includes a complete uncertainty analysis and which has more of a physical basis in the derived relations. The impact of these uncertainties on the nature of EDs produced by numerical models is then determined. Such a study is impossible with LL82's original parameterization because they did not include error bars or uncertainty estimates in their equations. This work represents an alternate, rather than a replacement, parameterization of LL82's experiments; both parameterizations should be equally possible within a phase space of possible solutions. Brown (1995) previously showed that hypothetical changes in the rate coefficients of up to 40% produced minor changes in the equilibrium solution, but did not perform a thorough error analysis or use multivariate statistics. Brown (1999) also investigated the impacts of a new parameterization describing the numbers of small drops produced by raindrop collisions. The study here differs significantly from those of Brown (1995 Brown ( , 1999 in that changes in the rate coefficients of much larger than 40% are observed, in that a complete statistical analysis is performed to justify uncertainties in rate coefficients, and in that different parameterization coefficients change by different amounts rather than all coefficients changing by the same percentage.
The remainder of this paper is organized as follows. Section 2 describes fits to the experimental data of LL82 for the 10 specific size combinations whose collisions were simulated, and section 3 describes the extension of these fits to describe FSDs produced by collisions between two raindrops of arbitrary size. Section 4 describes simulations conducted with a box model and compares the form of the derived ED with that derived from the LL82 kernel. Section 5 discusses the significance of the findings and offers concluding remarks.
Fits to experimental data of Low and List a. Approach
When LL82 observed collisions between two specific sizes of raindrops, they noted that the drops could either 77  57  87  90  153  115  121  106  147  54   77  57  87  90  65  34  32  23  32  54   0  0  0  0  66  59  64  68  88  0   0  0  0  0  22  22  25  15  27  0 coalesce or break up, and further classified each breakup as either filament, sheet, or disk, according to the shape of the temporarily coalesced drop before breakup. LL82 examined the FSDs produced by collisions of raindrops using the 10 size combinations given in Table 1 , where the sizes were chosen to represent the widest possible range of collisional kinetic energies (CKEs). LL82 determined a collision efficiency and the fractional occurrence of each breakup type for a collision of an arbitrary large raindrop with diameter D L colliding with an arbitrary small raindrop with diameter D S , based on the observations (Table 1) . They also parameterized the average FSD produced by a collision of drop D L with drop D S for each breakup type. For filament breakup, the FSD consisted of two Gaussian distributions centered around D L and D S , characterizing the remnants of the large and small drops involved in the collision, and a lognormal distribution characterizing the smaller drops produced from the breakup of the filament. For sheet and disk breakup, the Gaussian about D S was absent, since the small colliding drop was no longer identifiable in the fragments, but the other Gaussian and lognormal distributions were present. All quantities in the LL82 parameterization, such as the location, width, and strength of the Gaussian and lognormal functions, depend only on D L and D S , or functions of D L and D S . The average FSD produced by a single collision is then obtained by adding the independently calculated FSDs for each breakup type multiplied by their probability of occurrence. Details of the parameterization are found in Low (1977) and LL82. Brown (1997) later showed that for filament breakups, the large drop mass was left nearly intact and the distribution of large drop remnants resembled a delta function rather than the Gaussian function used by LL82. This is the form of the LL82 kernel used in most current modeling studies.
Attempts were made to reparameterize the average FSDs in a manner totally different from LL82. For example, Fourier decompositions of the average FSD produced by each of the 10 specific size combinations of raindrops were calculated and an extension of the decomposition to arbitrary D L and D S was attempted. This, and other methods, failed to produce a realistic parameterization (e.g., thousands of small drops or negative numbers of other size drops produced). This emphasizes that there are certain physical bases in the LL82 parameterization that cannot be replaced, in particular the existence of lognormal and Gaussian distributions. However, there is not as much physical basis or justification in the manner in which LL82 extend the parameters describing the shape of the Gaussian and lognormal distributions to functions of arbitrary D L and D S . Further, mass conservation and adequate uncertainty analyses are needed in the new parameterization.
A new parameterization describing the LL82 data is developed below considering both the uncertainties introduced by the parameterization and the uncertainties associated with the LL82 experimental data. Experimental uncertainties that must be considered include the sizing of the fragments generated and the size thresholds for detecting the smallest fragments. Uncertainties in fragment sizing are addressed as in LL82, namely the same nonconstant bin widths are used to represent observed FSDs because they were originally chosen to match the uncertainty in the sizing of the fragments (T. B. Low 1994, personal communication) . A more significant experimental uncertainty may be the threshold for detecting the smallest fragments, which varies between the original 10 colliding size combinations. For experiments performed by McTaggart-Cowan and List (1975) , the lowest bin size corresponds to fragments smaller than 0.050 cm. Because the mode of the lognormal distribution is lower than 0.050 cm for some collisions, there is insufficient resolution to accurately identify its mode. Further, there may potentially be small drop fragments not detected in the original experiments making the height of this peak especially uncertain. These are limitations of the data that a reparameterization cannot solve. This is further discussed below in the context of specific fits to observed FSDs.
Other experimental uncertainties include variations between repeated collision experiments, and the availability of data for only 10 colliding size combinations. Because physical reasons for variations between physical experiments are not well known, a bootstrap technique (Efron and Tibshirani 1993) , a modified Monte Carlo technique whose use is appropriate when not enough is known about the underlying process or the nature of the measurement errors, is used to perform the fits. This technique also helps to quantify the uncertainties associated with extending the original 10 colliding size combinations to arbitrary sizes of colliding raindrops by providing uncertainty estimates on all fit parameters.
b. Fits to the 10 original colliding raindrop pairs
To produce a new parameterization, it was necessary to first determine fit parameters describing the mean, breadth, and peak height of the Gaussian and lognormal VOLUME 61
functions that characterize the average FSDs generated by the collisions of the 10 specific size combinations observed by LL82. Henceforth, the mean and breadth of a lognormal distribution will refer to the natural logarithm of the mean and the spread of the natural logarithm of the diameter. Since uncertainty estimates in the fit parameters were not given by LL82 and are needed, estimates of these parameters and their uncertainties must be determined by performing fits to the original data.
Data from Low's (1977) appendices, namely the fragment sizes produced by each of the 1369 collisions recorded, were reduced to an electronic form. For each of the 10 size combinations used in the LL82 experiments, there were approximately 140 collisions that resulted in contact. The FSD observed during each of these collisions is available, not just the average FSD generated by each colliding drop pair. Only the later were reported by LL82.
The bootstrap technique is used to generate a series of average FSDs to use in the fits. Following the approach of McFarquhar et al. (2002) , each of the M (number of FSDs observed for each breakup type for each colliding pair) observed FSDs was assumed to be an independent and identically distributed data point. Then M FSDs were randomly drawn from the sample, with replacement, to calculate a synthetic dataset, also with M FSDs, that was used to generate a new average FSD for that collision. This process was repeated 100 times so that 100 average FSDs were generated for each breakup type for each of the 10 colliding size combinations. Hence, 2300 FSDs were randomly generated following this technique.
The parameterized FSDs were written as some combination of the following four functions:
• a lognormal distribution that characterizes the smallest drops produced by a collision, namely those associated with the breakup of the filament ( f ), sheet (s), or disk (d ) associated with the temporarily coalesced pair,
• a Gaussian distribution that characterizes the remnant of the small drop in a filament collision,
• a Gaussian distribution that characterizes the remnant of the large drop for a sheet or disk collision,
coal
• a Dirac delta function characterizing the remnant of the large drop for a filament collision, ( f,s,d ) , and ln, ( f,s,d ) are the height, natural logarithm of the mode, and spread of the lognormal distribution; H s,f , s,f , and s,f are the height, mode, and standard deviation of the Gaussian describing the small drop mode for filament breakup; and H l,(s,d ) , l, (s,d ) , and l, (s,d ) are the height, mode, and standard deviation of the Gaussian describing the large drop mode for sheet or disk breakup. In addition, P ln, ( f,s,d ) , P s,f , P l, (s,d ) , and P l,f represent the FSDs describing the drops produced by the appropriate collision, D coal is the coalesced drop diameter, and ␦ is the Dirac delta function given by
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While performing these fits, the following physically based constraints had to be imposed in order to make the solutions meaningful:
• conservation of number under the lognormal distribution,
where F ln, ( f,s,d ) is the total number of fragments observed after the appropriate collision (uniquely determined for each of the 2300 FSDs, not from LL82's formula), N is 2 for filament breakups and 1 for sheet or disk breakups, and D 0 is the low-diameter cutoff related to the resolution of the experiments; • conservation of number for the small drop Gaussian distribution associated with the filament breakup,
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• conservation of number for the large drop Gaussian distributions associated with the sheet and disk breakups,
• total conservation of mass.
To calculate the fit parameters, a nonlinear Levenberg-Marquardt algorithm (Press et al. 1992 ) was used to determine the fit parameters of the lognormal and small drop Gaussian that minimized 2 characterizing the difference between the observed and parameterized FSDs. Parameters describing the large drop remnant were calculated differently for the filament (sheet and disk) collisions to ensure mass conservation. For fila- ments, mass conservation is automatic since l,f is set to ensure that the mass of all fragments is equal to the mass of the colliding drops following Brown (1997) . For sheet and disk breakups, however, there is a wider range of sizes for the large drop remnant than for the filament breakups, and hence a Gaussian distribution is more appropriate than a delta function. For example, for collisions of 0.46-cm drops with 0.1-cm drops the standard deviation for the large drop remnant is 0.008 cm, with an average of 0.453 cm, whereas for filament breakup, the standard deviation is almost an order of magnitude less, 0.001 cm.
For sheet and disk breakups, the diameter of the large drop fragment is determined by subtracting the masses of the smaller drops observed in each collision from the mass of the original colliding drops. Then, using the average of the FSDs randomly selected using the bootstrap technique, the average value of the large drop fragment and its spread are calculated. Repeating this process 100 times gives average values and uncertainty estimates for the mean and spread of the large drop fragment. This method of determining the size of the large drop fragment directly, rather than using the large drop sizes in the FSDs reported by Low (1977) , is not inconsistent with LL82. LL82 noted that to obtain the correct drop sizes, they compared the sum of the masses of the fragments to the total mass of the two original drops, which allowed the size of the distorted largest fragment to be calculated with accuracy exceeding direct measurement. The plotted FSDs in LL82 are consistent with the calculation above, not with the tabulated values in Low (1977) .
The above approach allowed unique fit parameters to be determined for all average FSDs generated using the bootstrap technique for each colliding pair and breakup type (2300 fits in all). The result of each fit was visually inspected to verify that the chosen fit parameters gave a realistic representation of the FSDs. The appendix describes a couple of minor alterations to the above procedure that were necessary for a couple of the size combinations in order to produce physically realistic fits. Figure 1 gives an example of a fit to the average FSD produced by the filament breakup from the collision of a 0.4-cm drop with a 0.0395-cm drop. The fit seems to be an adequate representation of the observed FSD, as does the fit of LL82, which is superimposed in Fig. 1 . The sum of squares describing the difference between the observed and parameterized FSDs is 171 with 11 degrees of freedom, assuming that all points are weighted equally. Curves for all other parameterized FSDs were also examined and matched the data reasonably well (figures not shown). Note that the new parameterization should approximately match the existing LL82 parameterization for these 10 specific size combinations as both fits were forced by the collisional data for these pairs. Differences come when examining how the formulas are extrapolated to arbitrary D L and D S . Figure 2 shows how the fit parameters vary for different FSDs generated by the bootstrap approach for the 0.4-0.0395-cm filament breakup. Four plots show the frequency of occurrence of parameters calculated to describe the FSDs for the lognormal and small drop distributions; there are only two independent parameters for each distribution because of the constraints described above. The other two plots (Figs. 2e and 2f) show correlations between ln,f and ln,f , and between H s,f and s,f . Although no major correlation exists between the sets of parameters shown in Fig. 2 , correlations were noted between fit parameters describing some distributions for other pairs of colliding drops (e.g., l,s and l,s appear to be correlated for many of the collisions associated with sheet breakup).
When plots such as Fig. 2 were analyzed for all possible collision products, there were a few FSDs that produced extreme outliers of fit parameters differing substantially from other values (i.e., 2 of 100 fits for sheet breakup of the 0.46-0.1-cm pair, 1 of 100 for 0.3-0.1-cm disk breakup, 1 of 100 fits for 0.36-0.1-cm disk breakup, 1 of 100 for 0.46-0.1-cm disk breakup, 1 of 100 for 0.36-0.18-cm disk breakup, and 1 of 100 for 0.46-0.18-cm disk breakup). Careful examination of the fits producing these outliers showed that they were a consequence of collision variability, and were reasonable. However, when a fit parameter differed by more than five standard deviations from the average (Chauvenet's criteria), the point is removed from the sample because the normal distribution assumption, which is required for subsequent analysis, is violated. These points represented only 0.3% of the actual fitted values.
Similar fits were performed for the average FSDs associated with each pair of colliding raindrops for filament, sheet, and disk collisions. The error estimates VOLUME 61 are the standard deviations of the fit parameters calculated from the bootstrap technique. These uncertainty estimates need to be considered when constructing functions of D L and D S that describe the variation of fit parameters (i.e., a smaller uncertainty gives greater weight to that fit parameter).
Extension of fits to arbitrary D L and D S a. Approach
In order to calculate the average FSD generated by a collision of drop D L with drop D S , the parameters of the Gaussian and lognormal distributions must be represented as functions of D L and D S , or as functions of variables that depend on D L and D S , such as CKE, Weber number, W; total energy of coalescence, E T ; surface energy of coalesced drop, S C ; total surface energy of colliding pairs, S T ; or the decrease in surface energy associated with the coalesced pair, ⌬S (see LL82 for definitions). Many functional representations were investigated in efforts to minimize differences between the 10 values of the fit parameters calculated in section 2b and those derived as functions of D L and D S . Because extremely constrained fits providing near-perfect representation of the data (e.g., fifth-order polynomials) might have unrealistic behavior that would be problematic when extrapolating to other D L /D S values (e.g., hills and valleys associated with fifth-order polynomials), a perfect match to the data was not always obtained. There are always intrinsic dangers when extrapolating the results to any possible D L /D S pairs, but the needs and applications of a collision-coalescence kernel necessitates this approach. Only functions without singularities and without other nonphysical behavior were used. Fur-ther, all functions chosen had a physical justification for their use. Once the form of the function had been chosen, a nonlinear Levenberg-Marquardt technique was used to determine the most likely values of the fit parameters.
Seven parameters describe the distributions associated with filament breakup and six parameters describe the distributions associated with sheet and disk breakup. However, with constraints of mass conservation, conservation of number under the lognormal, and conservation of total number under the small drop peak (filament breakup) and under the large drop peak (sheet and disk breakup), the number of independent parameters reduces to four and three, respectively.
Conservation of total number under the lognormal distribution is applied using LL82's formula [their Eqs. (3. 3), (3.7), and (3.9)] to estimate the expected numbers of fragments as functions of D L and D S . This allows the effects of changes in the parameterizations of fit parameters to be isolated. There is some uncertainty as to what this number should be (appendix) since there could be significant numbers of undetected fragments below 0.05 cm, the lowest detectable diameter for the drop pair collisions of McTaggart-Cowan and List (1975) , but an investigation of this issue is beyond the scope of this study. After parameterizing ln, ( f,s,d ) 
where erf is the error function given by Mass conservation is automatic from the choice of l,f . For sheet and disk breakup, a new technique is developed to calculate fit parameters for the large drop remnant to ensure mass conservation. Assuming that the fit parameters describing the lognormal distribution have been determined, the mass contained in the large drop peak, M l, (s,d) , is calculated from mass conservation as
where w represents the density of water. With the additional constraint of the total number under the Gaussian being one, there is only one independent parameter.
Assuming that l, (s,d ) can be characterized as a function of D L and D S , l,(s,d ) is derived by solving the equation
Since there is no easy analytic solution to Eq. (13), Newton's root finding method is used to solve for l, (s,d ) .
Since the majority of mass is contained in the large drop remnant, it is really not possible to ensure mass conservation by constraining the fit parameters that describe the lognormal distribution and hence this approach must be used. ( f,s,d ) , and ln, ( f,s,d ) . The aforementioned variables are henceforth called fit parameters whereas coefficients derived to describe the representations of the fit parameters are henceforth called fit coefficients. Afterward, the other parameters can be calculated as outlined above. Confidence limits for the fit coefficients are determined by constructing constant chisquared boundaries in the three-dimensional or two-dimensional phase space of the fit coefficients; independent uncertainty estimates for each coefficient are not suitable because the coefficients may be and typically are related. Following Press et al. (1992) , the equation of the elliptical boundary of the confidence region encompassing the uncertainty estimates is determined from the covariance matrix generated by the fit C, by
where ␦ is the vector of the fit coefficients and ⌬ is a chosen so that the probability of a 2 variable with 3 or 2 degrees of freedom is less than some probability, p, typically a 99% confidence interval. By calculating the eigenvalues and eigenvectors of [C] Ϫ1 , Eq. (15) can
The parameter ln, f as a function of ⌬S for filament breakups. Data points (vertical bars) represent fit parameters obtained for 10 specific size combinations whose collisions were simulated by LL82, with length of bar representing uncertainty estimate derived from the bootstrap approach. Thick solid line represents fit defined by most likely values of fit parameters given in Table 2 . Thin solid lines represent fit defined by choice of parameters that are randomly chosen but that lie along the edge of a constant 2 boundary defined as described in text; 2 for fit is 12.1.
be converted to an equation in terms of the vector principal axis, given by 
where a , b , and c represent the eigenvalues of [C] Ϫ1 , and q a , q b , and q c represent the vector of fit coefficients rotated to the principle axis of the ellipsoid, which can be determined with knowledge of the eigenvectors of the inverse of the covariance matrix.
b. Representations of fit coefficients
The approach is illustrated for a specific fit. Figure 3 plots ln,f for each of the 10 colliding pairs as a function of ⌬S . The vertical error bars represent the standard deviations of the fit parameters for the original 10 colliding pairs calculated from the fits of the individual FSDs described in section 2. The thick line in Fig. 3 represents the best fit to the data using the function
where the coefficients of the fit are given in Table 2 . The 2 for the fit is 12.1. The computed probability Q ϭ 1 Ϫ P, where P ϭ P(0.5, 0.5 2 ) is the incomplete gamma function, gives a quantitative measure for the goodness of fit of the model. Press et al. (1992, p. 654) report that it is not uncommon to deem acceptable on equal terms any model with, say, Q Ͼ 0.001. Hence, the computed Q of 0.007 for the model represented by Eq. (17) provides an adequate fit to the data. Equation (17) shows that ln, f increases as ⌬S increases, then asymptotes to a constant value. This seems physically reasonable because if there is a greater decrease in surface energy, more energy should be available to force more mass from the large and small colliding drops, hence making larger fragments. However, there also has to be a limit to the drop sizes produced as filament collisions are typically low-energy collisions or those produced by the small drop colliding with the edge of the large drop, neither of which should produce huge satellite fragments.
Because of the relatively large 2 for the fit, a 99% confidence level was chosen for the constant 2 boundary. Hence, ⌬ in Eq. (15) is given by 11.3 (Press et al. 1992, p. 691) . The thin lines in Fig. 3 represent the variation of ln, f against ⌬S using fit coefficients randomly chosen on the boundaries of the ellipse constructed using Eq. (16); these alternate realizations therefore represent extreme variations from the most likely values. Figure 4 shows this ellipsoid in threedimensional fit parameter space. Sensitivity studies on the effect of increasing or decreasing ⌬ were performed in efforts to generate a reasonable amount of scatter in the resulting fits, as compared to the uncertainty estimates of the fit parameters.
Similar procedures were followed to derive fits and fit coefficients for the other fit parameters, and all fit coefficients and parameters describing the uncertainty surfaces are listed in Table 2 . Figure 5 shows ln, f as a function of W together with the fit, expressed by
The physical significance of the fit can be determined by examining the meaning of the Weber number, which represents the ratio between collisional kinetic energy and the surface energy of the colliding drops. When these two energies have similar magnitudes, W is close to 1 and there is a larger spread of drop sizes generated (larger ln, f ) compared to the case when either energy term dominates (smaller ln, f ). The boundaries of the ellipsoid are again constructed assuming a 99% confidence limit. For some coefficients randomly chosen from this ellipsoid, directly applying Eq. (18) can give ln, f values substantially smaller than any derived from the original experiments, or even negative values. To avoid such problems, a minimum ln, f is set as that value calculated for a Weber number of 3; this maintains the trends noted in Fig. 5 , but unrealistically small ln, f are avoided. A constant minimum ln, f is not set for fear that resulting FSDs and EDs might be unrealistically dominated by this value when Monte Carlo simulations are performed. 
provides an adequate fit to the data. Although a linear regression with slightly different coefficients would provide a better fit to the data, Eq. (19) provides the best physical basis. The value of s,f exceeded D s for some of the collision pairs because of the bin spacing; when D s did not occur at the center of the bin, the fits forced the value of s,f closer to the center of the bin. This nonphysical behavior is avoided by using Eq. (19). Realizations of fit parameters should be chosen to lie within the ellipsoid. Ellipsoid is constructed to include the 99% confidence limit. See text for details. Figure 7 shows H s,f as a function of W, with the best fit given by
The 2 for the fit is 44.7, which although a bit high, shows that the fit is not totally unreasonable. A maximum value of H s,f corresponding to a Weber number of 0.15 is set, a condition realized in exceedingly few circumstances. Examination of points not well characterized by Eq. (20) shows that the (W, H s,f ) points of (1.78, 126) and of (1.33, 90.8) are the fit values associated with the bin-centering problem mentioned above, and hence the fit represented by Eq. (20) should still be reasonable. Efforts to produce a better fit using other functions failed to produce a better fit. For low W, the surface energy of the colliding drops dominates the collisional kinetic energies, meaning that the reduced momentum of the D S drop with respect to the D L drop makes it more difficult for the smaller drop to quickly escape from the surface tension effects of the temporarily united drop mass (LL82), and hence the small drop fragment basically maintains its size and there is little mass transfer to the filament. This gives a small s,f and a large H s,f value as seen in Fig. 7 . For larger W, CKE is more dominant, and hence there is a greater spread in drop sizes generated and a smaller H s,f value. Because of the nature of some of the fits generated from the variation of the fit coefficients, a 90% confidence limit was chosen to define the boundaries of the ellipsoids, avoiding some nonphysical behavior associated with higher confidence limits. Since there are only five data points in Fig. 8 , only two fit coefficients are used to constrain the model. A 99% confidence limit is still used to characterize the ellipse of possible fit coefficients, now defined by a ⌬ of 9.21. For the physical significance, when sheet breakup occurs, the side of the larger drop where the small drop hits is torn off so that a sheet of water is issued, which then disintegrates. A larger W corresponds to a larger CKE compared to the surface energy of the colliding drops, and hence the larger CKE acts to disrupt the larger drop fragment, causing more mass to be transfered to the satellite drops. In addition, since a larger W typically corresponds to a larger D S , the drops produced from the breakup of the sheet, which is also closely associated with the remnant of the small drop, should have larger sizes. 
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with a confidence interval of 99% defining the ellipse boundaries. A maximum value of ln,s was defined as the value determined by a CKE of 1.5 ϫ 10 Ϫ5 J. The increase of ln,s for the smallest CKE (4.1 ϫ 10 Ϫ6 J) is not well represented by the fit. No simple relationship or physical model describing this behavior was found. The physical basis of Eq. (22) is that more energetic collisions cause a greater disruption and more violent motions in the sheet, which then acts to produce larger variations in drop sizes when the sheet disintegrates. Equation (22) does not provide as good of a representation for ln,s , when compared to the five data points, as that predicted by LL82. This is expected since LL82's Eq. (4.27) has four fit parameters, perhaps overly constraining the fit parameters to the original data. A simpler equation with more of a physical basis may extend better to arbitrary D L and D S values. Figure 10 illustrates the dependence of l,s on D L /D S , and ⌬S . Uncertainty analysis for the best fit, represented by
is not shown because the multivariate dependence cannot be easily depicted in two dimensions; ellipse boundaries are again determined by a 99% confidence interval.
To adequately represent the data, a minimum l,s of 0.002 is assigned. A combination of the the increase of l,s with increasing D L /D S and with increasing CKE is used in Eq. (23) because different effects are more or less important depending on the CKE. Equation (23) has physical significance since more energetic collisions produce larger sheets, taking more mass from the large drop fragment, and hence there is more variability in the large drop size. When two drops are comparable in size, the collisions might be more violent, hence causing larger sheets of water to break off from the large colliding drop, again causing more variation in the large drop size. For unknown reasons, this combination of parameters provides the best fit to the data.
For disk breakup, Fig. 11 shows ln,d as a function of D S /D L . The best fit is given by
A linear fit adequately characterized the data given the large uncertainty estimates in four of the five data points; 2 is 1.1. At first glance, an exponential appeared to provide a better fit, but extrapolating to larger values of D S /D L would then be problematic. A 99% confidence limit is still used to define the ellipse boundaries, and the minimum and maximum values of ln,d are set as those values occurring at D S /D L of 0.2 and 0.55, respectively, for each choice of fit coefficients. Disk breakups are the most violent and energetic collisions and occur when the impact point is closer to the center of the large drop, and the temporarily coalesced mass spreads out into a disk shape before breaking up. Thus ln,d probably increases with D S /D L because the point of the impact is more apt to be closest to the large drop center when the drop sizes are comparable; hence, these collisions are most violent and transfer more mass to the disk. Larger drop sizes would be expected to be associated with larger masses in the disk. It hence seems logical that ln,d depend on the difference between the sizes of D L and D S . Figure 12 
As in Fig. 10 , other realizable fits are not shown because the multivariate dependence cannot be illustrated in two dimensions. Because of the wide range of colliding sizes, a constraint must be added that ln,d have a minimum value of 0.1; there is no need to add another constraint for its maximum value given the possible range of colliding sizes. Figure 13 depicts the variation of l,d as a function of CKE. The best fit is given by
where a 99% confidence limit again defines the boundaries of the ellipse. Minimum and maximum values of l,d corresponding to CKEs of 4.0 ϫ 10 Ϫ6 and 1.4 ϫ 10 Ϫ5 J are set, respectively, with additional caveats that l,d cannot be lower than 0.005 or higher than 0.10. As with l,s , the fit is sensible because increasing CKE produces more violent collisions, which transfer more mass from the large drop into the disk, and hence there is a greater variation in the size of the large drop left.
Equations (17)- (26) give the additional constraints needed to determine the FSDs for any colliding drop pair. For Monte Carlo simulations, the coefficients in Eq. (17)- (26) .46)]. This allows differences caused by the alternate parameterization derived above to be isolated.
Finally, comments must be made about the suitability of extending data from the original 10 colliding size combinations to produce a parameterization in terms of arbitrary D L and D S . For all fits generated describing the variation of the fit parameters as functions of D L and D S , there were few outliers, suggesting that the approach of making physically based fits was adequately representing the collision process. This combined with the fact that the original size combinations covered a wide range of CKEs, suggests that the parameterization is adequate.
Box model simulations
In order to apply the parameterization in numerical cloud models, the collision-coalescence-breakup ker- Fig. 3 except for H nel, developed by Srivastava (1971) and others, is used. The change in number density due to coalescence and breakup is expressed by
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where n(m) represents the number density in mass coordinates and K(m; x, y) represents the kernel that describes the mean number of fragments of sizes m to m ϩ dm produced or lost by a single collision between drops of masses x and y. The kernel is given by
where E coal is the coalescence efficiency and E bu ϭ 1 Ϫ E coal is the breakup efficiency, C(x, y) represents the volume swept out per unit time, and P(m; x, y) is the breakup function derived above, converted to mass coordinates.
To simulate the evolution of RSDs due to coalescence and collision-induced breakup, the zero spatial dimension model of List and McFarquhar (1990) is used. Mass is conserved in such a model because all raindrops that fall from the bottom of the shaft are immediately reinserted at the top. Evaporation is not included and the model limits numerical spreading. The technique of Gelbard and Seinfeld (1978) was extended by List et al. (1987) to include breakup, and is used for the numerical integrations. There are 40 different size bins logarithmically spaced, with the smallest bin centered at 0.06 mm and the largest bin centered at 5.2 mm. Time iterations of 1 s ensure that no numerical instabilities occur. List and McFarquhar (1990) showed that further increases in size resolution did not affect the simulation of RSDs.
From the opposing forces of coalescence and breakup, an equilibrium distribution (ED) will be approached numerically (Srivastava 1971; Young 1975; List and Gillespie 1976) after sufficient evolution time given steadystate conditions and the absence of other forcings (e.g., FIG. 14. Number density per logarithmic diameter interval, a(l ), as function of raindrop diameter for ED generated by new parameterization (base ED), for ED generated by List and McFarquhar (1990) using LL82's parameterization (3PED), and for the MP54 distribution. evaporation); the form of the ED is independent of the distribution used to initialize the simulations and independent of the total mass of raindrops in the box (List 1988) . However, the time required to approach equilibrium is affected by these values. Although scant observational evidence for EDs exists, partly because of the time required to approach equilibrium and partly because of contributions of other processes to the evolution of RSDs, the ED is a valuable tool for examining changes in the representation of collision-induced breakup kernels. The ED shows changes associated with the modification of the collision kernel without visualizing the complete 40 by 40 by 40 cubic matrix that describes the breakup.
A Marshall-Palmer distribution with a rain rate of 54 mm h Ϫ1 (MP54) was used as the initial RSD. After 1 h of simulation time, only minor changes in the form of the RSD were occurring, indicating that equilibrium had been closely approached. Figure 14 compares the shape of the ED generated from the new representation of the breakup kernel, henceforth called the base ED, against the three-peak distribution generated from the original LL82 breakup kernel, henceforth called the 3PED, and the MP54 distribution. The size distributions are plotted as number density per logarithmic coordinate, a(l), and exaggerate the size of the peaks. Substantial differences between the base ED and the 3PED are noted. The 3PED has three peaks in number density at diameters of 0.26, 0.91, and 1.8 mm, whereas the base ED is bimodal with peaks at 0.26 and 2.3 mm. Further, the peak of small drops for the base ED is substantially larger and broader when compared to that of the 3PED.
Reasons for the difference in location of the large drop peak are not clear. It is not associated with the use of the delta function to describe the large drop remnant of filament breakup since Brown (1997) did not see major changes in the ED when applying such a technique. More likely, the differences are associated with the detailed representation of breakup. For example, the lack of an intermediary peak and the preponderance of small drops may allow for more coalescence events to occur than was possible with the LL82 kernel. The logarithmic scale used to plot Fig. 14 emphasizes contributions of small drops, which dominate number concentration but not the contribution of higher-order moments (e.g., R and radar reflectivity, Z) that are dominated by the medium to large drops. To more clearly show the contributions of these larger drops, Fig. 15 plots the same distributions but on a more conventional scale, with number density per linear diameter interval plotted versus diameter on a linear scale. When plotted in this manner, the differences between distributions do not seem as significant, with differences between the 3PED and the base ED, especially for large drop sizes, seeming substantially less.
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Moments of the EDs and of the MP54 distribution were calculated to further determine the significance of differences between distributions. Number concentration, weighted D 0 , varies from 8.6 ϫ 10 3 m Ϫ3 for the base ED, to 4.1 ϫ 10 3 m Ϫ3 for the 3PED, and to 4.0 ϫ 10 3 m Ϫ3 for MP54. The value of Z, weighted D 6 , varies from 4.7 ϫ 10 4 mm 6 /m Ϫ3 for the base ED, to 3.5 ϫ 10 4 mm 6 m Ϫ3 for the 3PED, to 8.0 ϫ 10 4 mm 6 m Ϫ3 for MP54. Mass does not vary because it is conserved during the simulations. The base ED has substantially higher numbers of smaller raindrops compared to the other two distributions, as is also seen from the large peak of small drops (Fig. 14) . Because mass is conserved, R or equivalently mass flux does not vary as significantly between distributions. The R values range from 51.1 mm h Ϫ1 for the base ED to 50.5 mm h Ϫ1 for the 3PED, to 54.0 mm h Ϫ1 for MP54. These differences of less than 10%, combined with differences in Z of less than 25% between the base ED and the 3PED, indicate that Z-R relations derived for the 3PED by List (1988) are not highly inappropriate for the base ED. Of course, these relations would only apply if the rain rates or updrafts are sufficiently large to permit enough raindrop collisions to force an approach to equilibrium, conditions that are not normally present in the atmosphere (McFarquhar and List 1991b) . Zawadzki et al. (1994) also showed that EDs could not be approached under conditions of light rain. The similarity between Z for the base ED and the 3PED occurs because there are not big differences in the numbers of larger drops (Fig. 15) . However, differences in Z of almost a factor of 2 exist between the MP54 and the base ED; this has important applications for retrievals of R from radar observations. Sensitivity studies are conducted to determine the robustness of the ED generated from the base parameterization, showing how uncertainties in the fit coefficients described by Eqs. (17)-(26) scale up to uncertainties in the associated EDs. A series of Monte Carlo simulations are performed where fit coefficients are randomly selected from the phase space of possible solutions (e.g., Fig. 4) , and a corresponding collision-induced breakup kernel is calculated. Ten such random kernels were generated. Box model simulations were then used to determine the ED approached through the use of each kernel. Figure 16 illustrates the range of EDs derived from this approach, compared to the base ED and the 3PED. All EDs generated by this Monte Carlo approach are bimodal, with peaks that occur at the same locations as for the base ED, but there is variation in the relative strengths of the peaks. The small drop peak varies by at most 36% between its maximum and minimum values, with an average difference of 11% from the base value, whereas for the large drop peak the maximum and average differences are given by 21% and 7%, respectively. The larger range is small drop peak values is associated with the greater uncertainty in the representations of the small drop fragments. Some small drop fragments occurred below the resolution of observations for 5 of 10 of the original colliding size combinations, and sometimes the peak of the parameterized lognormal distribution responsible for the existence of this peak (List and McFarquhar 1990) tal number of fragments might cause even larger variations. These experimental uncertainties cannot be addressed with a reparameterization of the original data.
To determine the maximum variation between EDs, another set of Monte Carlo simulations was performed where the fit coefficients were randomly selected to be on the boundaries of the ellipses or ellipsoids defining the uncertainties, rather than a random location in the interior of the ellipse. Figure 17 shows the variation in EDs generated using this approach. All EDs are still bimodal, but there is greater variation in the strengths of the peaks. The maximum and average variations of the height of the small drop peak are 66% and 21%, respectively, whereas equivalent variations for the large drop peak are given by 47% and 11%. For integrated quantities, R varies from 48.4 to 53.1 mm h Ϫ1 , Z from 4.1 ϫ 10 4 to 5.5 ϫ 10 4 mm 6 m Ϫ3 , and total number concentration from 6.2 ϫ 10 3 to 1.2 ϫ 10 4 m Ϫ3 . There is still not enough variation of Z and R between simulations to preclude List's (1988) findings on the relationship between Z and R.
In all Monte Carlo simulations, there is no variation in the locations of the peaks or any indication of the intermediary peak predicted using the LL82 parameterization. This three-peak distribution found in prior studies most likely does not occur because the physically based scaling used in the development of this parameterization represents different physical behavior than that of LL82 when the FSDs are extrapolated to regions of D L -D S phase space not included in the observations.
In an attempt to determine why bimodal EDs are realized instead of trimodal EDs, a series of simulations was performed to determine the EDs that evolve from considering each breakup type individually and in different combinations. Raindrop collisions resulting in breakup types not included in a simulation are still assumed to produce breakups, but the breakup type is reclassified as another breakup type according to the relative frequency of occurrence of the breakup types occurring. Coalescence is included in each simulation; otherwise, an ED would not evolve. The family of EDs plotted in Fig. 18 may be compared against those plotted in Fig. 1 of List and McFarquhar (1990) , derived using the original LL82 parameterization. From Fig. 18 , it is evident that filament breakup is responsible for the production of the small diameter peak, and coalescence, included in all simulations, for the production of the large peak. A peak at a diameter between the small and large drop peak of the base ED is produced when sheet and disk breakups are considered alone. The peak produced by sheet breakup occurs at a smaller diameter than in the List and McFarquhar (1990) simulations, whereas the disk peak occurs at a similar location. The magnitude of these peaks is much smaller than the small drop filament peak. Because of the small sheet and disk peak heights and because of the greater difference in location (diameter) between the sheet and disk small drop breakup peaks compared to the equivalent difference realized in the List and McFarquhar (1990) simulations, the trimodal ED does not occur. In reality, though, a larger observational database may be needed to isolate reasons for the differences between the LL82 parameterization and the one developed here, and to reduce the uncertainties associated with the extension of the original 10 colliding pairs to other regions of D L -D S phase space.
The bimodal distribution realized here represents a balance between breakup events, responsible for the generation of the small drop peak, and coalescence events, responsible for the creation of the large drop peak. The large drop peak is hence analogous to the accumulation mode for aerosol distributions.
Finally, some speculative comments are provided on why EDs are seldom, if ever, observed in nature. McFarquhar and List (1991b) previously showed that only in the highest rainfall rates would EDs possibly be expected to occur. Further, the strength of the large drop peak associated with the base ED is not great, making VOLUME 61
it hard to detect. There is also uncertainty in its location seen by comparing the 3PED to the base ED derived here. As previously discussed, there is a lot of experimental uncertainty in the numbers of small drops generated by raindrop breakup, which may affect the magnitude of the small drop peak. Further, Hu and Srivastava (1995) found that evaporation tends to somewhat smooth out the peaks at smaller sizes first, which may contribute to their lack of detection. The broader nature of the small drop peak computed here compared to that associated with the original parameterization will also make it harder to detect.
Summary and conclusions
Using original data from LL82 on the numbers and sizes of raindrops generated by collision-induced breakup of specific size combinations of colliding raindrops, a new parameterization for the fragment size distribution of raindrops produced by collisions of arbitrary pairs of colliding raindrops is determined. The parameterization follows the original parameterization of LL82 in that the FSDs generated by raindrop collisions are represented by combinations of lognormal and Gaussian distributions for each of the three breakup types (filament, sheet, and disk) observed. Following Brown (1999) , a delta function is also used to describe the large drop remnant associated with filament breakup. The parameterization differs from past parameterizations in that mass conservation is ensured, uncertainty estimates are placed on all derived coefficients, and there is more of a physical basis used to describe the variation of the properties of the lognormal and Gaussian distributions as functions of D L and D S .
A discrete version of the collision-coalescence kernel, describing the mean number of fragments of a size range produced or lost by collisions between raindrops of other size ranges, is computed, and then implemented in a zero-dimensional box model to determine the equilibrium distribution (ED) that is approached due to the opposing forces of coalescence and breakup. The ED is used mainly as a visualization tool for describing differences in breakup kernels. Sensitivity studies, whereby several realizations of the kernel and associated ED are randomly generated within a phase space of equally realizable solutions, allow a determination of the robustness of the findings. The the following are the principle conclusions of this paper. 1) Using the newly derived representation of collisioninduced breakup in a box model, an ED is approached from the opposing forces of coalescence and breakup. The ED is bimodal with peaks at 0.26 and 2.3 mm.
2) The ED generated by the new realization of the kernel is similar to that obtained using the kernel derived using the original LL82 parameterization (List and McFarquhar 1990) in that it has a peak of small drops at 0.26 mm. However, the new ED differs from the old ED in that the new peak of small drops is substantially larger and wider than that from the original parameterization, in that there is no intermediate or medium-sized peak of drops, and in that the large drop peak occurs at a larger diameter. 3) Results from a series of Monte Carlo simulations, where fit coefficients are randomly selected from a surface of equally realizable solutions, show that although the relative heights of the large and small drop peaks can vary by up to a factor 2, their locations do not vary. 4) The radar reflectivity factor and rain rate associated with the family of EDs derived from the numerical models vary by factors of at most 29% and 9%, respectively, with average differences of less than 10% and 4%. Further, Z and R estimated from the base ED differ by only 6% and 1% from those calculated for the ED obtained from the LL82 study. Differences from Z estimated from the MarshallPalmer distribution are much more substantial. 5) Comparison of EDs produced by considering varying combinations of breakup types showed that filament breakup was mainly responsible for the occurrence of the peak at 0.26 mm, and that coalescence of raindrops was responsible for the peak at 2.3 mm. The breakup peaks associated with sheet and disk breakup were too small in magnitude and too far removed from each other to produce the intermediary peak found in studies that use the LL82 breakup kernel.
The results presented here do not disprove the importance of collision-induced breakup in the evolution of RSDs. However, they do show that uncertainties associated with observations of collision-induced breakup and an incomplete sampling of D L -D S phase space prohibit a unique representation of this process. Although preliminary investigations show that estimates of Z and R might not be greatly affect by these uncertainties, further studies are needed to test the impacts of these uncertainties in higher-dimension cloud models with a more complete description of the dynamics and thermodynamics.
M C F A R Q U H A R APPENDIX
Fit Parameters Describing 10 Original Pairs of Colliding Raindrops
While performing fits to average FSDs generated using the bootstrap applied to Low's (1977) data, a number of minor problems were encountered that forced minor modifications to the fitting procedure outlined in section 2b. These additional assumptions were made to generate reasonable FSDs, and the rigor lost through these extra assumptions was balanced against intuitive expectations on the nature of the FSDs. In particular, the following additional assumptions were made. 1) Collisions originally classified as sheet breakup for the 0.18-0.0715-(11 breakups) and 0.18-0.10-cm (13 breakups) colliding pairs were reclassified as filament breakups because the remnant of the small drop was always identifiable in the observed fragments, matching the assumed functional form of filament FSDs. The existence of the small drop remnant also meant that a lognormal could not adequately fit the observed FSDs and the range of sizes associated with the remnant of the large drop was very narrow (0.1807 Ϯ 0.0007 for the 0.18-0.0715-cm collision and 0.1804 Ϯ 0.0009 for the 0.18-0.10-cm collision), suggesting it would be better characterized by a delta function than by a Gaussian function. Further, an examination of Fig. 1 in LL82b shows that a shift in CKE of less than 10% would force these collisions to be solely classified as filament collisions. 2) For the colliding pairs 0.30-0.10, 0.36-0.10, 0.46-0.10, 0.36-0.18, and 0.46-0.18 cm, the first bin (D Ͻ 0.050 cm) was not considered when calculating the best fit parameters for the FSDs. The FSDs for these pairs were measured by McTaggart-Cowan and List (1975) using a resolution of 0.050 cm, lower than that used by LL82. It was difficult to perform the fit when including this bin because the mode of the lognormal appeared to be lower than 0.050 cm for many of these collisions, and hence the nonlinear fitting algorithm generated lognormals with heights on the order of 10 9 to 10 10 for some of these pairs. Although many fragments might not be detected with these resolutions, it is impossible to say how many, and hence the smaller drop concentrations represent a substantial uncertainty. Nevertheless, the total number of fragments includes that number in the lowest bin, so the only effect of this omission is that these populations are not assigned to a particular diameter. Note that LL82's lognormal mode was below the lowest resolution of the detectable fragments (i.e., 0.05 cm) for more than half of the colliding pairs. The omission of the lowest bin should be the subject of future studies.
Despite the omission of this bin, some problems were still encountered when fitting lognormal distributions to FSDs generated by the bootstrap for the following fragments: 0.18-0.10-, 0.30-0.10-, 0.36-0.10-, 0.46-0.10-, and 0.36-0.18-cm filament breakups and 0.36-0.10-and 0.46-0.10-cm disk breakups. In the absence of any other information and because of the difficulty in extrapolating the lognormal to regions without data, the mode of the lognormal was constrained using Eqs. (4.14) and (4.16) of LL82 for the filament breakup, and using Eq. (4.37) of LL82 for disk breakup. Note that LL82's lognormal mode was below the lowest resolution of the detectable fragments (i.e., 0.05 cm) for more than half of the colliding pairs. Although the use of the LL82 relation for lognormal mode for some of the 10 original colliding pairs detracts somewhat from the rigor of the solution, it was necessary in the absence of any better information.
3) For a very few randomly selected FSDs, it was necessary to drop the lowest one or two bins to obtain convergence of the fit parameters. This was a last resort when all other attempts to force convergence failed. The first two bins were dropped for 0.18-0.0715-cm filament breakup, and for 0.36-0.18-cm sheet and filament breakup for very few fits.
