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Abstract
In this article we review the observation, due originally to Dwork, that the ζ-function
of an arithmetic variety, defined originally over the field with p elements, is a super-
determinant. We review this observation in the context of the family of quintic threefolds,∑5
i=1 x
5
i − ϕ
∏5
i=1 xi = 0, and study the ζ-function as a function of the parameter ϕ.
Owing to cancellations, the superdeterminant of an infinite matrix reduces to the (ordi-
nary) determinant of a finite matrix, U(ϕ), corresponding to the action of the Frobenius
map on certain cohomology groups. The ϕ-dependence of U(ϕ) is given by a relation
U(ϕ) = E−1(ϕp)U(0)E(ϕ) with E(ϕ) a Wronskian matrix formed from the periods of the
manifold. The periods are defined by series that converge for ‖ϕ‖p < 1. The values of ϕ
that are of interest are those for which ϕp = ϕ so, for nonzero ϕ, we have ‖ϕ‖p = 1. We ex-
plain how the process of p-adic analytic continuation applies to this case. The matrix U(ϕ)
breaks up into submatrices of rank 4 and rank 2 and we are able from this perspective to
explain some of the observations that have been made previously by numerical calculation.
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1. Introduction
A fundamental object of study for an arithmetic variety is its ζ-function. Consider, for
example, the one parameter family of quintic threefolds, Mϕ, defined by the vanishing of
the polynomial
P (x, ϕ) =
5∑
i=1
x5i − ϕ
5∏
i=1
xi (1.1)
which is the family of manifolds that will largely occupy us here. If ϕ takes values in Fp,
the field with p elements, and the manifold is considered as a submanifold of FpP
4 then
one can compute N1(ϕ) the number of solutions to (1.1). More generally one can take
ϕ ∈ Fp and the coordinates xj ∈ Fpm and denote the number of solutions by Nm(ϕ). The
ζ-function is defined as a generating function for these numbers
ζ(ϕ, T ) = exp
{
∞∑
m=1
Nm(ϕ)
Tm
m
}
.
The form of the ζ-function as a function of T is greatly restricted by the Weil conjectures [1],
which have since been proved. One of these conjectures, proved by Dwork [2], states
that the ζ-function is a rational function of T . The proof proceeds by showing that the
ζ-function is a ratio of products of determinants that of the form det (1− U(ϕ)T ) for
certain finite matrices U(ϕ) that are independent of T .
Dwork showed [3,4] that the ζ-function is a superdeterminant (though this was not stated
in this language) of a matrix that expresses the action of the Frobenius map on a differential
complex associated to the manifold. The Frobenius map is important in what follows so
we pause to review it here.
Consider again the manifold defined by the equation P (x, ϕ) = 0 where we take the
coefficients of P to take values in Fp (in our case this is just the statement ϕ ∈ Fp) but we
allow x to take values in a larger field such as the algebraic closure of Fp or, as we shall
want to do later, in Cp which is the completion of the algebraic closure of Qp, the field of
p-adic numbers. Now since P (x, ϕ) = 0 we have P (x, ϕ)p = 0 hence
P (xp, ϕ) = 0 , with xp = (xp1, x
p
2, x
p
3, x
p
4, x
p
5)
and where we have used the fact that ϕp = ϕ. In this way we see that the Frobenius map
Fr(x) = xp
1
is an automorphism of Mϕ. The fixed points of this map are the points for which
xpj = xj , j = 1, . . . , 5 and this is precisely the condition that x be defined over Fp. Thus
N1 is the number of fixed points of the Frobenius map.
1 Thus Dwork’s approach provides
an analogue of the Lefschetz fixed point theorem that applies to manifolds defined over C.
This permits the Euler number of the fixed point set of an automorphism to be calculated
as the trace of a matrix representing the action of the automorphism on the cohomology
of the manifold.
We work through this analysis here in the context of the quintic threefold in a way that we
hope is straightforward. The quantities that are familiar in the complex case, particularly
when the manifold can be embedded in a toric variety, duly make their appearance. In
particular the Newton polytope of the manifold and the cone of monomials over the Newton
polyhedron play an important role as do the periods of the manifold and the Picard-Fuchs
equation. An intriguing difference that we do not resolve is that, in the present calculation,
the periods appear as infinite series rather than in the truncated forms of [6].
Dwork represents the (inverse of) the action of the Frobenius map by a matrix U(ϕ) that
is given in a p-adic neighborhood of ϕ = 0 by the expression
U(ϕ) = E−1(ϕp)U(0)E(ϕ) (1.2)
where E is the Wronskian matrix formed from the periods of the manifold. The periods
are defined by series, and the series converge on the disk ‖ϕ‖p < 1. If the series were to
converge also for the Teichmu¨ller points for which ϕp = ϕ then the ζ-function, which is
calculated in terms of determinants of the form det (1− U(ϕ)T ) would not depend on ϕ.
In fact the series diverge for ‖ϕ‖p = 1 and the matrix U(ϕ) has to be defined via a
process of p-adic analytic continuation. This leads to a matrix U(ϕ) which is defined on
the Teichmu¨ller points but which is no longer of the form (1.2).
In [7] the ζ-function was calculated for the family (1.1). This was done numerically in
virtue of the fact that the numbers of points Nm(ϕ) can be computed rapidly in terms of
the periods ofMϕ (at least for p not too large and for the first few values of m). This was
sufficient to suggest that the ζ-function factorizes in the form
ζ(ϕ, T ) =
R1 (ϕ, T ) RA (ϕ, p
ρT ρ)
20
ρ RB (ϕ, p
ρT ρ)
30
ρ
(1− T )(1− pT )(1− p2T )(1− p3T )
, (1.3)
1 The rigidity theorem [5] states that the Frobenius map generates the full Galois group so
one can equally say that N1 is the number of fixed points of the Galois action.
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the interesting point here is the form of the numerator since the form of the denominator
is standard. In this expression ρ (= 1, 2 or 4) is the smallest integer such that 5|pρ−1 and
the quantities R1, RA, RB are quartics in their second argument. For example, R1 takes
the form
R1(ϕ, T ) = 1 + a(ϕ)T + b(ϕ) pT
2 + a(ϕ) p3T 3 + p6T 4
with a(ϕ) and b(ϕ) integers that depend on ϕ.
The organisation of this paper is as follows: in §2 we review the theory of the Dwork
character and show how this relates to an operator on a vector space. The vector space
in question is that of power series in the coordinates xj . The ζ-function for Mϕ is the
superdeterminant of a matrix acting on a complex of forms of degree up to 5. The matrices
are at this stage infinite matrices acting on the infinite dimensional space of power series.
By defining a suitable covariant derivative, the eigenvalues of the supermatrix are seen
to cancel in the superdeterminant apart from a finite number that correspond to the
action of the supermatrix on finite cohomology groups. Furthermore the superdeterminant
corresponding to these cohomology groups itself decomposes into a product of factors that
can be identified with the quartics R1, RA, RB that appear in (1.3).
Our interest in this formalism arises, in part, from a desire to study the arithmetic prop-
erties of the moduli spaces of Calabi–Yau manifolds. We hope to return to this topic
elsewhere particularly in regard to arithmetic special geometry and arithmetic properties
of the attractor mechanism.
3
2. Dwork’s Evaluation of the Zeta Function
2.1. Review of Dwork’s character
We begin by reviewing the properties of Dwork’s character Θ : Fp → C
∗
p; a full account
may be found in [8,9]. In order to define Θ we define first a function F as a power series
F(X) = exp
(
π
(
X −Xp)
)
=
∞∑
n=0
cn(πX)
n (2.1)
where π is a number in Cp such that π
p−1 = −p. The exponential is understood as given
by the usual power series and the resulting power series in X defines F in the first instance.
By differentiating F we find
1
π
dF
dX
=
(
1 + (πX)p−1
)
F
and it is easy to show from this relation that the series for F has the form shown and that
the coefficients satisfy the recurrence ncn = cn−1 + cn−p with cn = 0 for n < 0 and
c0 = 1. Now it is an essential fact that the series on the right of (2.1) converges in the
disk ‖X‖p ≤ 1+ ǫ for some fixed positive ǫ. The exponential series exp(πY ) converges, for
p-adic Y , in the disk ‖Y ‖p < 1 and the X-disk that ensures ‖X −X
p‖p < 1 is the disk
‖X‖p < 1. We now give an improved definition for F(X) as the sum of the series in (2.1)
valid throughout the disk where this series converges
F(X) =
∞∑
n=0
cn(πX)
n ; ‖X‖p ≤ 1 + ǫ . (2.2)
So defined, F(X) exists and is p-adic analytic in the disk ‖X‖p ≤ 1 + ǫ. On the smaller
disk ‖X‖p < 1 we have F(X) = exp
(
π
(
X −Xp)
)
. We shall need also to evaluate F(X) for
‖X‖p = 1. For such X the series converges however, as we shall see shortly, it does not
converge to exp
(
π
(
X −Xp)
)
.
The character Θ : Fp → C
∗
p, of order p, is defined by
Θ(x) = F
(
Teich(x)
)
.
The Teichmu¨ller representative X = Teich(x) corresponds to the embedding of F∗p in C
∗
p
as a multiplicative group. We think of x as an integer in the range 0 ≤ x ≤ p− 1 and then
we define Teich(x) as a limit
Teich(x) = lim
n→∞
xp
n
4
which converges in the p-adic sense. Thus Teich(x) = x+O(p) and Teich(x) satisfies the
equation
Teich(x)p = Teich(x) . (2.3)
In virtue of our previous discussion however we are prepared for the fact that even though
this last relation holds nevertheless Θ(x) 6= exp(0) = 1. In fact we see that
Θ(1) = 1 + π +O
(
π2
)
and since ‖π‖p < 1 it follows that Θ(1) 6= 1. If, however, X
p = X then
F(X)p = exp(pπX − pπXp) = 1
since the presence of the p in the exponent ensures the convergence of the series. In
particular Θ(1) is a p’th root of unity and since Θ(x) = 1+πTeich(x)+O
(
π2
)
we see also
that Θ(x) = Θ(1)Teich(x) = Θ(1)x.
It follows from the definition of the Teichmu¨ller representative that for x, y ∈ Fp
Teich(x+ y) = Teich(x) + Teich(y) + pZ
for some Z ∈ Zp. From this we see that Θ is a nontrivial additive character, that is
Θ(x+ y) = Θ(x)Θ(y) ,
and moreover is of order p since Θ(px) = 1.
Dwork also adapted this construction to give a character, of order p, Θr : Fpr → C
∗
p
Θr(x) = Θ(tr(x))
where tr : Fpr → Fp is the trace map
tr(x) = x+ xp + xp
2
+ · · ·+ xp
r−1
Now the limit Teich(x) = limn→∞ x
qn exists also for x ∈ Fq though Teich(x), for x 6= 0, is
now a unit (has unit norm) of Cp but is not in general
2 in Zp. We have
Teich (tr(x)) =
r−1∑
ℓ=0
Teichp
ℓ
(x) + pZ
2 Recall that Fq is an extension of degree r over Fp. That is, Fq = Fp(α) with α the root of
an irreducible monic polynomial of degree r with coefficients in Fp. Thus for x ∈ Fq the
Teichmu¨ller representative will have the form Teich(x) =
∑r−1
k=0 bkα
k with coefficients in
Qp (in fact in Zp) but the root α is not in Qp.
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with Z an integer of Cp. It follows that
Θr(x) = Θ(1)
∑
r−1
ℓ=0
Teichp
ℓ
(x) .
Note however that we cannot, in general, write the right hand side of this relation as the
product
r−1∏
ℓ=0
Θ(1)Teich
pℓ(x)
since the Teichp
ℓ
(x) are not in general in Zp. Dwork showed nevertheless that Θr has the
remarkable splitting property
Θr(x) =
r−1∏
ℓ=0
Θ
(
xp
ℓ
)
.
The characters in the product make sense through the series (2.2) for ‖X‖p ≤ 1 + ǫ even
if X is in Cp rather than Qp.
To show the utility of Dwork’s character let P (X) ∈ Fp[X
1, X2, . . . , Xn] be a homogeneous
polynomial of degree d and let ν∗r denote the number of x = (x
1, . . . , xn) ∈ Fnpr , with no
component zero, of solutions to the equation P (x) = 0, that is
ν∗r = #
{
x ∈ (F∗pr )
n
∣∣ P (x) = 0} .
Then in virtue of the relation
∑
y∈Fpr
Θr
(
yP (x)
)
=
{
pr , if P (x) = 0 ,
0 , otherwise ,
we have
prν∗r = (p
r − 1)n +
∑
(y,x)∈(F∗
pr
)n+1
Θr
(
yP (x)
)
, (2.4)
where the first term on the right arises from splitting off the y = 0 contribution to the sum.
It is convenient to set x0 = y and to write
W (x) = x0 P (x1, . . . , xn) .
We will have need of some notation relating to polynomials and series. For monomials we
employ a multi-index notation and write Xv =
∏n
α=0(X
α)vα . We shall refer to
∑n
j=1 vj
as the degree of Xv ignoring v0. The set of all X
v of degree ℓd with v0 = ℓ, ℓ = 0, 1, . . . ,
6
Figure 2.1: The cone K and polyhedron ∆ for the generic cubic.
define an n-dimensional lattice Λ. Within this lattice the monomials Xv that arise with
nonzero coefficient in W (X) define a polyhedron ∆. We shall have need also of the cone
K ⊂ Λ subtended from v = 0 by ∆. For the case of W a generic cubic and n = 3 this is
illustrated in Figure 2.1. With these conventions we can write W (x) =
∑
v∈∆ wvx
v and
we shall understand W (X) for p-adic X to be given by
W (X) =
∑
v∈∆
WvX
v , with Wv = Teich(wv) .
We have explained how the character Θ
(
W (x)
)
is related to the series
F(W (X)) = exp
(
π
(
W (X)−W (X)p)
)
. (2.5)
We wish now to show also that Θ
(
W (x)
)
= G(Teich(x)) for G(X) the function defined by
the power series
G(X) = exp
(
π
(
W (X)−W (Xp)
))
=
∑
v∈K
GvX
v .
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In other words we claim that the series on the right converges on the polydisk ‖Xα‖p ≤ 1
though again it does not converge, when ‖X‖p = 1, to exp
(
π
(
W (X)−W (Xp)
))
. To see
that Θ
(
W (x)
)
= G(Teich(x)) note that
Θ
(
W (x)
)
=
∏
v∈∆
Θ(wvx
v)
= lim
X→Teich(x)
∏
v∈∆
exp
[
π(WvX
v −WvX
pv)
]
= lim
X→Teich(x)
exp
[
π(W (X)−W (Xp))
]
= lim
X→Teich(x)
G(X) .
Similar relations apply also to the functions Θ
(
W (x)p
ℓ
)
and in this way we see that our
expression (2.4) can be rewritten in the form
prν∗r = (p
r − 1)n +
∑
(Xα)p
r
−1=1
G
(
X
)
G
(
Xp
)
. . .G
(
Xp
r−1)
. (2.6)
2.2. Operators on a vector space
One of Dwork’s great insights was to regard the computation of the ζ-function as a sequence
of operations on a vector space in a way that bears an intriguing similarity to the formalism
of quantum mechanics. The analog of a Hilbert space is here a ring H of power series of
the form Φ(X) =
∑
v∈K ΦvX
v where the powers Xv that occur lie in the cone K and the
coefficients Φv are required to decrease such that ‖Φv‖p < ‖π‖
deg v
p as deg v →∞.
A basis of states is provided by the monomials {Xv}
v∈K which, following the usage of
quantum mechanics, we can think of abstractly as states |v〉. There is no notion of hermi-
tian conjugation however we may nevertheless define a dual basis 〈v| by requiring
〈u|v〉 =
{
1 , if u = v
0 , otherwise .
In H, series Ψ(X) are both states and operators since a series Ψ(X) maps a state Φ(X)
to the state Ψ(X)Φ(X).
Dwork made important use of an operator Aq : H → H, that seems to have been first
introduced by Adkin, and which may be regarded as an inverse to the Frobenius map
Aq(X
v) =
{
Xv/q , if q|v
0 , otherwise .
8
Equivalently the action of Aq on a series Φ(X) =
∑
v∈K ΦvX
v can be written
AqΦ(X) =
∑
v∈K
ΦqvX
v
Dwork uses the notation ψq for this map and this notation is common in the literature. This
however would be confusing in an account that attempts to draw analogies with quantum
mechanics owing to the established use of ψ in the latter context to denote state vectors.
It is straightforward to establish the operator identities:
1) (Aq)
r = Aqr
2) AqΦ(X
q) = Φ(X)Aq
3) AqrΦ(X)Φ(X
q) . . .Φ(Xq
r−1
) = (AqΦ(X))
r .
We shall have need also of the matrix elements of operators of the form AqΦ(X). These
can be written in terms of the coefficients of Φ
〈u|AqΦ(X) |v〉 = Φqu−v
where it is understood that Φw = 0 for w 6∈ K.
Consider now the effect of summing Φ(X) over the images of (F∗q)
n+1. We will see that
this is related to the trace of the matrix AqΦ(X)∑
(Xα)q−1=1
Φ(X) = (q − 1)n+1
∑
v∈K
Φ(q−1)v = (q − 1)
n+1Tr
(
AqΦ(X)
)
.
We wish to apply this identity to the sum that arises in (2.6) in relation to the calculation
of ν∗. In virtue of the identities above we find∑
(Xα)p
r
−1=1
G
(
X
)
G
(
Xp
)
. . .G
(
Xp
r−1)
= (q − 1)n+1 Tr
(
AprG
(
X
)
G
(
Xp
)
. . .G
(
Xp
r−1))
= (q − 1)n+1 Tr
((
ApG(X)
)r)
.
We may also write
U = ApG(X) = e
−πW (X)Ap e
πW (X) .
This last expression is useful for purposes of manipulation however it must be borne in
mind that, while G(X) ∈ H, the series e±πW (X) are not in H. Thus it is not the case that
Tr(U) is Tr (Ap), for example.
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Using our identities in (2.6) we have
ν∗r =
(pr − 1)n
pr
+
(pr − 1)n+1
pr
Tr
(
U
r
)
. (2.7)
We wish to use this expression to compute a function Z∗(T ) that is closely allied to the
ζ-function
Z∗(T ) = exp
{
∞∑
r=1
ν∗r T
r
r
}
.
In order to do this we note that
exp
{
∞∑
r=1
Tr
(
U
r
)T r
r
}
= exp {−Tr log (1− UT )} = det (1− UT )
−1
.
If we now expand the powers of (pr − 1) in (2.7) by the binomial theorem we find
Z∗(T ) =
n∏
j=0
(
1− pj−1T
)(−1)(n−j+1) (nj) n+1∏
k=0
det
(
1− pk−1T U
)(−1)(n−k) (n+1k ) . (2.8)
At this stage the determinants that appear in this expression are determinants of infinite
matrices however Dwork has proved that Z∗ is a rational function of T . This is a conse-
quence of the fact that, owing to the alternating sign of the exponents in the last equation,
determinants appear both in the numerator and denominator and there is cancellation
between all but a finite number of eigenvalues (note that the matrices are all diagonal
if U is). We are interested in how this cancellation comes about. This is a story about
cohomology to which we now turn.
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3. Dwork Cohomology
3.1. Exterior and covariant derivatives
Following Monsky and Washnitzer [10], we define an analog of an exterior derivative that
acts on power series. The ‘differential forms’ require for their definition formal symbols
dXα. We start by defining logarithmic derivatives and differentials
Dα = X
α ∂
∂Xα
, ξα =
dXα
Xα
.
In order to commute with U = e−πW (X) Ap e
πW (X) we take our exterior derivative to be
D = e−πW (X)dXα
∂
∂Xα
eπW (X) = e−πW (X)ξaDαe
πW (X)
where here and in the following a summation convention applies to repeated indices.
Spaces, Hk, of k-forms are defined to be
Hk =
{
Φα1α2···αk(X) ξ
α1ξα2 . . . ξαk | Φα1α2···αk(X) = Φ[α1α2···αk](X) ∈ H
}
and we obtain in this way a chain complex
0 −→ H0 −→ H1 −→ · · · −→ Hn −→ Hn+1 −→ 0
↓ ↓ ↓ ↓
0 −→ H0 −→ H1 −→ · · · −→ Hn −→ Hn+1 −→ 0
with the horizontal maps beingD and the vertical maps U. Note that eachHk is, abstractly,
a tensor power of H0
Hk = H
⊗(n+1k )
0 .
Owing to the fact that ξα = d log(Xα) and the effect of Ap is, in effect, to replace X
α by
(Xα)1/p we define
Ap(ξ
α) =
1
p
ξα hence also U(ξα) =
1
p
ξα .
With this convention it is easy to check that D and U commute. It is sufficient to check
this for a form e−πWXv ξβ1 . . . ξβk
e−πWXv ξβ1 . . . ξβk
D
−→ e−πWXv vαξ
αξβ1 . . . ξβk
U ↓ U ↓
1
pk
e−πWAp (X
v) ξβ1 . . . ξβk
D
−→ 1
pk+1
e−πWAp (X
v) vαξ
αξβ1 . . . ξβk .
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Having been defined so as to commute with U the operator D should be regarded as a
covariant derivative. This being so a comment is in order regarding the manner in which
D respects the Leibnitz rule. If we write ξαDα = D then we have
D(φΨ) = φDΨ+ (Dφ)Ψ
which is appropriate if we regard Ψ as a vector and φ as an operator. We learn that D acts
differently on vectors and operators. Note however the necessary consistency property that
the derivative of a vector Φ = φΨ does not depend on the decomposition of the product
into its factors.
3.2. Overconvergent series
In order to have a well behaved cohomology theory it is necessary to place convergence
conditions on the series that arise in the differential forms. A first thought is that one
should require the series to converge on the polydisks ‖Xα‖p ≤ 1. This however is inad-
equate as we see already from the following standard one-dimensional example. Consider
the 1-form
α =
∞∑
n=0
pnxp
n
−1 dx = d
(
∞∑
n=0
xp
n
)
.
Owing to the fact that α is a 1-form and the space is one-dimensional, we have dα = 0.
There is, however, no 0-form β such that α = dβ, since the series on the right does not
converge for ‖x‖p = 1. Thus if we merely require convergence on the polydisks ‖X
α‖p ≤ 1
there is a failure of the Poincare´ Lemma: that, for a contractible space, a form that is
closed is also exact. It was shown by Dwork in [3] that this difficulty may be overcome
by requiring that the series converge on polydisks of radius 1 + δ for some fixed δ > 0.
These are referred to as overconvergent series. For a certain choice of δ the set of of
overconvergent series is the ring
H =
{∑
v∈K
avπ
deg(v)Xv
∣∣∣ av → 0 as deg(v)→∞
}
.
In the cited work it is shown, moreover, that for this choice of H the only nontrivial
cohomology occurs in Hn+1.
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3.3. The superdeterminant of the complex
The superdeterminant of the operator (1− pnT U) of the complex H• is
sdetH• (1− p
nT U) =
n+1∏
ℓ=0
detHℓ (1− p
nT U)
(−1)ℓ
and we wish to show now that this superdeterminant is precisely the product of deter-
minants that arises in Z∗(T ). Referring back to (2.8) we see that the latter expression
contains the product [
n+1∏
ℓ=0
detH0
(
1− pn−ℓT U
)(−1)ℓ (n+1ℓ ) ]−1 (3.1)
where we have written k = n+1− ℓ for the index in the product and we note that, in this
context, the determinants refer to matrices that act on H0.
An eigenfunction Φ(X) ∈ H0 of U, that has eigenvalue µ, contributes a factor (1− p
nµT )
to detH0 (1− p
nT U). This eigenfunction also gives rise to
(
n+1
ℓ
)
eigenforms in each Hℓ of
the form Φ(X) ξα1 . . . ξαℓ each satisfying
pnU
(
Φ(X) ξα1 . . . ξαℓ
)
= pn−ℓµΦ(X) ξα1 . . . ξαℓ .
Thus Φ(X) contributes a factor
∏n+1
ℓ=0
(
1− pn−ℓµT
)(−1)ℓ (n+1ℓ ) to the superdeterminant.
Furthermore it is immediate that every eigenform Ψ = Ψα1···αℓξ
α1 . . . ξαℓ of U has coeffi-
cients Ψα1···αℓ in H0 that are eigenfunctions of U. Thus all the eigenforms are of the form
Φ(X) ξα1 . . . ξαℓ and we see that the alternating product in the square brackets in (3.1) is
precisely the superdeterminant of the complex.
sdetH• (1− p
nT U) =
n+1∏
ℓ=0
detH0
(
1− pn−ℓT U
)(−1)ℓ (n+1ℓ ) .
If now Ψ(ℓ)(X) ∈ Hℓ is a ℓ-form which is an eigenform of U with eigenvalue µ then, since
D and U commute we have also
U
(
DΨ(ℓ)(X)
)
= µDΨ(ℓ)(X)
and we see that if DΨ(ℓ)(X) is nonzero it is a (ℓ + 1)-form with the same eigenvalue as
Ψ(ℓ)(X). The contribution of such eigenforms cancels from the superdeterminant and
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in this way we see that the superdeterminant reduces to a superdeterminant on the
D-cohomology of the complex.
sdetH• (1− p
nT U) = sdetH•/DH• (1− p
nT U) .
Now that the states have become forms we shall define the inner product 〈Φ|Ψ〉 to be
the constant term in the expansion of the highest order form, that is the coefficient of
ξ0ξ1 . . . ξn. Given that the only nontrivial cohomology occurs in Hn+1 we shall principally
be concerned with computing products 〈φ|Ψ〉 between zero-forms 〈φ| = φ∗(X) and (n+1)-
forms |Ψ〉 = ψ(X) ξ0ξ1 . . . ξn. When this is the case we may write
〈φ|Ψ〉 = (φ, ψ)
with the inner product on the right denoting the inner product defined previously for
zero-forms.
Now if |χ〉 = 1
n!
χα(X)ǫαβ1β2...βnξ
β1ξβ2 . . . ξβn is an n-form then D |χ〉 = Dαχ
α ξ0ξ1 . . . ξn
and we see that, in cohomology,
ψ(X) ≃ ψ(X) +Dαχ
α(X) .
In order for our inner products to respect this equivalence the dual states must satisfy
(φ, Dαχ
α) = 0 (3.2)
for all χα.
Let γ− denote the operator that projects onto the space of dual states
γ−X
v =
{
Xv if −v ∈ K , deg(v) 6= 0,
0 otherwise
and let
D
∗
α = −γ− e
πW (X)Dα e
−πW (X)
then a little thought shows that
(φ, Dαψ) = (D
∗
αφ, ψ)
for all φ and ψ. Thus (3.2) requires the condition D∗αφ
∗(X) = 0 be imposed on the allowed
dual states.
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4. Calculation of the determinants
We anticipate from [6] and [7] that the monomials of degree 5ℓ, 0 ≤ ℓ ≤ 5, will play a
special role. Among these there are 126 monomials of degree 5. The fifth powers, x5i , and
the twenty monomials whose exponents are permutations of (2, 1, 1, 1, 0) turn out to be
trivial in cohomology. In the case of the monomials which are permutations of (2, 1, 1, 1, 0)
these are related to monomials that are permutations of (4, 1, 0, 0, 0) and will not need to
be counted separately. We are left with 101 quintic monomials. The monomial
Q
def
= x0x1x2x3x4x5
plays a special role, and there are 100 others that we denote by xv. We anticipate also
that the determinants which are in principle of size 204×204 break up into a 4×4 block,
corresponding to a basis {Q,Q2, Q3, Q4}, and 100 blocks of size 2×2 corresponding to
bases {xv, Qxv}, one for each of the quintic monomials xv. We begin by considering the
case ϕ = 0.
4.1. The 4×4 determinant for ϕ = 0
When ϕ = 0 the operator whose determinant we wish to compute is
U(0) = Ap
5∏
i=1
F(X0X
5
i ) .
Consider the effect of this operator on a basis |ℓ〉 = (−πQ)ℓ.
U(0)|ℓ〉 = (−1)ℓ Ap
∑
ni
(∏
i
cni
)
π
∑
i
ni+ℓX
∑
i
ni+ℓ
0
∏
i
X5ni+ℓi . (4.1)
The terms in the sum that survive the effect of Ap are those for which
5ni + ℓ ≡ 0 mod p , i = 1, . . . , 5 . (4.2)
Note that these conditions imply
∑
i ni+ ℓ ≡ 0 mod p on summation over i. To proceed it
is useful to define integers 1 < a < p− 1 and 1 ≤ b ≤ 4 such that a is the smallest positive
integer that represents −1/5 in Fp and b satisfies
5a+ 1 = bp .
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Then (4.2) is solved by writing
ni = n(ℓ) + kip
where
n(ℓ) = aℓ− p
[
aℓ
p
]
is the smallest positive representative of aℓ mod p. Since 5n(ℓ) + ℓ ≡ 0 mod p there is an
integer 0 ≤ r(ℓ) ≤ 4 such that
5n(ℓ) + ℓ = r(ℓ)p .
A little thought reveals that, for p 6= 5, r(ℓ) has the property that it is the smallest positive
residue of bℓ mod 5
r(ℓ) = bℓ− 5
[
bℓ
5
]
.
Returning to (4.1) we see that
U(0) |ℓ〉 = (−1)ℓpr
5∏
i=1
(
∞∑
ki=0
ckip+n p
ki
(
−πX0X
5
i
)ki)
|r(ℓ)〉 .
Now for any state |χ〉 we have the following identity that holds in cohomology
Di |χ〉 =
(
Di + 5πX0X
5
i − πϕQ
)
|χ〉 = 0
or equivalently (
−πX0X
5
i
)
|χ〉 = eπϕQ
Di
5
e−πϕQ |χ〉 . (4.3)
Where we defer setting ϕ = 0 for the present. Now it follows from this last relation that(
−πX0X
5
i
)m
|χ〉 = eπϕQ
(
Di
5
)
m
e−πϕQ |χ〉
A word of caution is warranted here. Note that the right hand side of this last relation
contains the Pochhammer symbol(
Di
5
)
m
=
(
Di
5
)(
Di
5
+ 1
)
. . .
(
Di
5
+m− 1
)
not the power (Di/5)
m. This is so because we must unwrap the powers of X from the
outside in order to use (4.3). Thus we have(
−πX0X
5
i
)m
|Ψ〉 = −πX0X
5
i
( (
−πX0X
5
i
)m−1
|Ψ〉
)
= eπϕQ
Di
5
e−πϕQ
( (
−πX0X
5
i
)m−1
|Ψ〉
)
=
(
−πX0X
5
i
)m−1
eπϕQ
(
Di
5
+m− 1
)
e−πϕQ |Ψ〉 .
16
To naively unwrap the power from the inside would be wrong since the equalities are
true in cohomology, so |Ψ〉 = |Φ〉 means, of course, that |Ψ〉 − |Φ〉 = D |χ〉 for some |χ〉.
The formalism has the awkward feature that we can have |Ψ〉 = |Φ〉, in this sense, yet
f(X) |Ψ〉 6= f(X) |Φ〉, in general, since f(X)D |χ〉 is not necessarily a derivative. Worse
still, it follows that we can have |Ψ〉 = 0 but f(X) |Ψ〉 6= 0. We could avoid this awkward-
ness by restricting the allowed operators to be those that commute with D however that
would leave us with a very small class of operators; in the present case we would be limited
to just the constants. An essential aim in the following is to study how the cohomology
varies with ϕ. It is precisely because the operators we use do not commute with D that
they can map between spaces corresponding to different values of ϕ. It is better therefore
to proceed carefully with these caveats in mind.
Returning to our calculation, we take note of a relation established recently by Robert [11]
Γp(pz − a) =
∞∑
k=0
ckp+a p
k(z)k ; 0 ≤ a ≤ p− 1 , z ∈ Zp
and we see that our expressions simplify considerably yielding
U(0) |ℓ〉 = (−1)ℓpr Γ5p
(
ℓ
5
)
|r(ℓ)〉
where in writing this last relation we have used the fact that pr
5
− n = ℓ
5
. The matrix
〈k|U(0) |ℓ〉 is of size 5×5, has one entry in each row and column and 〈0|U(0) |0〉 = 1. The
characteristic equation of the 4×4 block with 1 ≤ k, l ≤ 4, after the replacement t → t/p
yields the the factor R1(t, 0) of the zeta function of [7].
Recall that r(ℓ) is the reduction of bℓ mod 5. We see from the following table that bρ ≡ 1
mod 5 precisely when pρ ≡ 1 mod 5, in fact, for p 6= 2, 5, we have that b is the smallest
positive integer that is 1/p mod 5. For ρ = 1, that is 5|p−1, we have b = 1 and r(ℓ) = ℓ so
the matrix is diagonal and one easily verifies the corresponding quartics R1(t, 0) given in [7].
For ρ = 2 we have U(0)2 |ℓ〉 = −p5 |ℓ〉 , 1 ≤ ℓ ≤ 4, leading to R1(t, 0) = (1+p
3t2)2 in these
cases. For ρ = 4 the states form a cycle of length four and U(0)4 |ℓ〉 = −p10 |ℓ〉 , 1 ≤ ℓ ≤ 4
leading to R1(t, 0) = 1 + p
6t4.
p mod 5 a b relation ρ
1 p−1
5
1 b = 1 1
2 3p−15 3 b
4 ≡ 1 4
3 2p−15 2 b
4 ≡ 1 4
4 4p−1
5
4 b2 ≡ 1 2
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For ϕ = 0 it is straightforward to see that a basis of solutions to the equationsD∗αΦ
∗(X) = 0
is provided by the dual states
〈u| = X−u
5∏
i=1
∞∑
ri=0
(
ui
5
)
ri
(−πX0X
5
i )
ri
; 0 ≤ ui ≤ 4 , 5| deg(u)
and that these states are dual to the states Xv.
4.2. Variation of structure
We turn now to the case ϕ 6= 0 and the operator
U(ϕ) = Ap exp
(
π
(
W (X)−W (X)p
))
= Ap
5∏
i=1
F(X0X
5
i )F(−ϕQ)
= eπϕ
pQ U(0) e−πϕQ .
In order to evaluate the matrix for the operator U(ϕ) explicitly we first take ‖ϕ‖p < 1,
for which the operators e−πϕQ and eπϕ
pQ preserve H, and we will later continue U(ϕ) to
‖ϕ‖p = 1. In our discussion of cohomology in the previous section it was implicit that the
parameters of W satisfied relations analogous to ϕp = ϕ. Now we have ‖ϕ‖p < 1 so a term
ϕpQp arises in W (X)p and this leads to the presence of ϕp in the expression for U(ϕ).
We wish to study how the matrix U(ϕ) acts on the cohomology groups H/D. To emphasize
the dependence of the states in the quotient space on the parameter we append a ϕ to
the states. Thus the state |v〉ϕ, for example, denotes the equivalence class of X
v in H/D.
The parameter dependence arises because the states now correspond to equivalence classes
and the D-operator depends on ϕ. We write D(ϕ) to emphasize this dependence; setting
W =W0 − ϕQ we have
D(ϕ) = eπϕQe−πW0D eπW0e−πϕQ = eπϕQD(0) e−πϕQ . (4.4)
Now, by writing out the derivative explicitly, we see that
1
5
Di(ϕ) |Ψ〉 =
(
πX0X
5
i + e
πϕQDi
5
e−πϕQ
)
|Ψ〉
As a relation on H/D(ϕ) this becomes(
−πX0X
5
i
)
|Ψ〉ϕ = e
πϕQDi
5
e−πϕQ |Ψ〉ϕ .
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The corresponding relation on H/D(0) is(
−πX0X
5
i
)
|Ψ〉0 =
Di
5
|Ψ〉0 . (4.5)
In virtue of (4.4), we also have e−πϕQD(ϕ) = D(0)e−πϕQ. It follows that
e−πϕQ
(
|Ψ〉+D(ϕ) |χ〉
)
=
∣∣e−πϕQΨ〉+D(0) ∣∣e−πϕQ χ〉 .
From this and an analogous relation involving eπϕQ we learn that
e−πϕQ : H/D(ϕ)→ H/D(0) and eπϕQ : H/D(0)→ H/D(ϕ) .
A restatement of the above is that
e−πϕQ |Ψ〉ϕ =
∣∣e−πϕQΨ〉
0
and eπϕQ |Φ〉0 =
∣∣eπϕQΦ〉
ϕ
.
We find it convenient to build the exponential factors into the notation and write
|Ψ; ϕ〉
def
= e−πϕQ |Ψ〉ϕ and |Ψ; 0〉
def
= |Ψ〉0 .
We apply these considerations to the operator U(ϕ) which is a composition of maps between
the following spaces
H/D(ϕ)
e−πϕQ
−→ H/D(0)
U(ϕ) ↓ ↓ U(0)
H/D(ϕp)
eπϕ
pQ
←− H/D(0)
We will understand the matrix for U(ϕ) to have components
Ujℓ(ϕ) = ϕp〈j| e
πϕpQ U(0) e−πϕQ |ℓ〉ϕ = 〈j; ϕ
p|U(0) |ℓ; ϕ〉 .
The operator U(ϕ) maps between spaces that are in general different but which become
the same when ϕp = ϕ. Now for the state on the right of this last matrix element we can
write
|ℓ; ϕ〉 =
∣∣e−πϕQ(−πQ)ℓ; 0〉
=
∞∑
n=0
ϕn−ℓ
(n− ℓ)!
|n; 0〉
=
4∑
j=0
∞∑
m=0
ϕ5m+j−ℓ
(5m+ j − ℓ)!
|5m+ j; 0〉
=
4∑
j=0
∞∑
m=0
ϕ5m+j−ℓ
(5m+ j − ℓ)!
(
j
5
)5
m
|j; 0〉
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where the third line follows from breaking up the n-sum by writing n = 5m+ j, 0 ≤ j ≤ 4,
and the fourth by noting that
(−πQ)5m |Ψ; 0〉 =
5∏
i=1
(
−πX0X
5
i
)m
|Ψ; 0〉 =
5∏
i=1
(
Di
5
)
m
|Ψ; 0〉 . (4.6)
In this way we see that
|ℓ; ϕ〉 =
4∑
j=0
|j; 0〉Ejℓ(ϕ) (4.7)
with
Ejℓ(ϕ) =
∞∑
m=0
ϕ5m+j−ℓ
(5m+ j − ℓ)!
(
j
5
)5
m
. (4.8)
It follows also that
〈j; ϕp| =
〈
(−πQ)je−πϕ
pQ; 0
∣∣∣ = 4∑
k=0
E−1jk (ϕ
p) 〈k; 0|
and hence we arrive at the expression
U(ϕ) = E−1(ϕp)U(0)E(ϕ) . (4.9)
We are seeking to calculate the 5×5 determinant det(1 − U(ϕ)T/p). The matrices E−1,
U(0) and E and hence also U(ϕ) all have a first row (1, 0, 0, 0, 0). Thus apart from a factor
of (1 − T/p) the 5×5 determinant reduces to a 4×4 determinant of the same form but
with the matrix indices running over the range 1 ≤ j, ℓ ≤ 4. We shall abuse notation by
denoting these reduced matrices by the same symbols as previously.
The matrix Ejℓ, 1 ≤ j, ℓ ≤ 4 is a Wronskian matrix as we see by noting that
Ejℓ(ϕ) =
(
d
dϕ
)ℓ−1
Ej1(ϕ)
and that ϕEj1 satisfies the Picard-Fuchs
3 equation
Lϕ
(
ϕEj1(ϕ)
)
= 0 , with Lϕ =
(ϕ
5
)5
δ4ϕ −
4∏
i=1
(δϕ − i)
3 The Picard-Fuchs operator that we give here is related to the corresponding Picard-Fuchs
operator, L, of [6] by Lϕ =
ϕ5
5 L.
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with δϕ = ϕ
d
dϕ . Being a Wronskian the determinant of E has a simple form
detE =
1(
1−
(
ϕ
5
)5)2 .
The components of the matrices E(ϕ) and E−1(ϕ) are power series in ϕ with coefficients
that are p-adic fractions. However it appears to be the case, on the basis of numerical
experiment, that U(ϕ) is a matrix whose components are power series with coefficients that
are p-adic integers. Integrality of these coefficients would follow it one could show that the
basis we use ‘comes from’ crystalline cohomology. One may well be able to do this using
results from §3 of [12]. In any event equation (4.9) provides a power series expansion for
U(ϕ). This series converges for ‖ϕ‖p < 1 but not for ‖ϕ‖p = 1 since the coefficients do not
tend to zero. It has, however, been shown by Lauder [13] (see especially the Appendix)
that the offending coefficients can however be summed to a rational function. For the
present case, numerical experiment suggests that we may write
U
(
Teich(5)ψ
)
=
(
1− ψ5
1− ψ5pn
)
U˜n
(
Teich(5)ψ
)
+O
(
pN
)
(4.10)
with U˜n(ϕ) a polynomial in ϕ of order approximately 5p
n and N > n. For example if
p = 3, 7 or 11 and n = 3 then N = 8 (in fact for p = 3 we have N = 9). Thus we may
compute U˜(ϕ) to arbitrary p-adic precision by taking n sufficiently large and then setting
ψp = ψ in U˜n. It is a consequence of the relation (4.10) that the limit
U˜(ϕ) = lim
n→∞
U˜n(ϕ)
exists and is a convergent series for ‖ϕ‖p = 1. Note also that if we understand the rational
function as a limit we have
1− ψ5
1− ψ5pn
=

1 ; ψ = Teich(u), u ∈ Fp, u
5 6= 1
1
pn
; ψ5 = 1 .
We find that pn|U˜n(ϕ) for ψ
5 = 1 so that we may use (4.10) to compute U even for these
values. Take now ϕ = Teich(5u), u ∈ Fp, with u
5 6= 1 then we have
det
(
1− U˜(ϕ)T/p
)
= 1 + a˜(ϕ)T + b˜(ϕ) pT 2 + a˜(ϕ) p3T 3 + p6T 4
with the coefficients most easily calculated as
a˜ = −
1
p
tr U˜ and b˜ =
1
2p3
((
tr U˜
)2
− tr
(
U˜2
))
.
In this way we recover the values of the coefficients given in the tables of [7].
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4.3. The other monomials
By applying a procedure closely analogous to that of §3.1 we may calculate the matrix U
in a basis corresponding to the monomials |v〉 = (−π)v0Xv. We find that
U(0) |v〉 = (−1)v0pr0
5∏
i=1
Γp
(vi
5
)
|r〉 (4.11)
where ri is the smallest positive residue of bvi mod 5 and b, 1 ≤ b ≤ 4, is again such that
bp = 1 mod 5. It is straightforward also to find the relations analogous to (4.7) and (4.8).
Let X v˜ be the monomial resulting from the extraction of as many powers of Q from Xv
as possible, so that Xv = QℓX v˜ and at least one component of v˜ is zero.
∣∣e−πϕQ(−π)v0Xv; 0〉 = ∣∣e−πϕQ(−π)ℓ+v˜0QℓX v˜; 0〉 = 4∑
j=0
|j1+ v˜; 0〉 Ev˜,j,l(ϕ) (4.12)
with
Ev˜,j,l(ϕ) =
∞∑
m=0
ϕ5m+j−ℓ
(5m+ j − ℓ)!
5∏
i=1
(
j + v˜i
5
)
m
. (4.13)
To apply this result consider the family of monomials obtained from a given monomial
Xv by multiplying successively by powers of Q and then reducing the exponents mod 5.
The families that descend in this way from our representative quintics are displayed in
the table:
(1, 4, 0, 0, 0) (3, 2, 0, 0, 0) (3, 1, 1, 0, 0) (2, 2, 1, 0, 0)
(1, 4, 0, 0, 0) (3, 2, 0, 0, 0) (3, 1, 1, 0, 0) (2, 2, 1, 0, 0)
(2, 0, 1, 1, 1) ∗ (4, 3, 1, 1, 1) ∗ (4, 2, 2, 1, 1) ∗ (3, 3, 2, 1, 1)
∗ (3, 1, 2, 2, 2) (0, 4, 2, 2, 2) (0, 3, 3, 2, 2) ∗ (4, 4, 3, 2, 2)
∗ (4, 2, 3, 3, 3) (1, 0, 3, 3, 3) ∗ (1, 4, 4, 3, 3) (0, 0, 4, 3, 3)
(0, 3, 4, 4, 4) ∗ (2, 1, 4, 4, 4) (2, 0, 0, 4, 4) (1, 1, 0, 4, 4)
(a, b) = ( 25 ,
2
5) (a, b) = (
1
5 ,
1
5 ) (a, b) = (
1
5 ,
2
5 ) (a, b) = (
1
5 ,
3
5 )
In each column of the Table there are two monomials that are distinguished by a ∗. These
are monomials that have ℓ 6= 0. Now it is clear that the relation (4.12) acts within each
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family and a little thought reveals that, on a family, the operator e−πϕQ acts as a 5×5
matrix which, relative to a basis in which the three monomials with ℓ = 0 are taken first
and the two with ℓ 6= 0 are taken last, has the block structure(
1 S
0 G
)
where the 1 denotes a 3×3 matrix and G denotes a 2×2 matrix. The unit matrix arises
from the j = 0 terms in (4.12) when ℓ = 0. Now the inverse of such a block matrix has a
similar form, in fact (
1 S
0 G
)−1
=
(
1 −SG−1
0 G−1
)
.
The operator U(0) will in general act between monomials from different families but the
operator preserves the number of zeros of a vector of exponents. Thus the vectors that
have ℓ 6= 0 are mapped among themselves. By considering all the vectors together we can
form big matrices for the operators e−πϕQ and eπϕ
pQ, but provided we write a basis with
the vectors that have ℓ = 0 before those with ℓ 6= 0 these big matrices will still take a
block triangular form of the type we are discussing. In this basis the operator U(0) will
be block-diagonal. It follows that the matrix (1− U(ϕ)T/p) is block upper triangular and
hence its determinant reduces (apart from a term (1− T/p)n, that is independent of ϕ) to
the determinant of a matrix evaluated on the monomials that have ℓ 6= 0.
If we evaluate the operator e−πϕQ with respect to the bases provided by these vectors with
ℓ 6= 0 we find, on using (4.12) and the multiplication formula for the Γ-function in the form
(5m)! = 55mm!
(
1
5
)
m
(
2
5
)
m
(
3
5
)
m
(
4
5
)
m
,
that it corresponds to a matrix that is essentially a Wronskian matrix of hypergeometric
functions. Setting z =
(
ϕ
5
)5
,
f(a, b; z) = 2F1(a, b; a+ b; z) and g(a, b; z) =
z1−a−b
1− a− b
2F1(1− a, 1− b; 2− a− b; z) ,
we have
G(a, b; z) =
(
f(a, b; z) za+b ddz f(a, b; z)
g(a, b; z) za+b ddz g(a, b; z)
)
where, for each family, the parameters a b take the values shown in the Table. In each
case we have the relation
detG(a, b; z) =
1
1− z
.
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The values of the a and b coefficients given in the Table differ from those that correspond to
theA and B curves of [7] but this is due merely to the fact that here we have hypergeometric
functions with argument z while in [7] we were dealing with functions of argument 1/z.
The functions
z−a2F1
(
a, 1− b; 1 + a− b;
1
z
)
and z−b2F1
(
1− a, b; 1− a+ b;
1
z
)
satisfy the same differential equation as 2F1(a, b; a+ b; z).
The block structure of U(0) depends on the value of ρ. We will illustrate the structure for
ρ = 4, since the other cases are simpler. The matrix U(0) relates, for the case ρ = 4, a
vector v with the mod 5 reduction of 2v. This process interchanges the permutations of
the (4, 1, 0, 0, 0) family with the (3, 2, 0, 0, 0) family. We take as a basis the monomials:
(1, 3, 2, 2, 2)
(2, 4, 3, 3, 3)
(2, 1, 4, 4, 4)
(4, 3, 1, 1, 1)
(4, 2, 3, 3, 3)
(3, 1, 2, 2, 2)
(3, 4, 1, 1, 1)
(1, 2, 4, 4, 4) .
These are taken in pairs, alternately, from the (4, 1, 0, 0, 0) and (3, 2, 0, 0, 0) families and
their permutations. With respect to this basis the matrix U(ϕ) takes the form
G˜ 0 0 0
0 H˜ 0 0
0 0 G˜ 0
0 0 0 H˜


0 0 0 V
W 0 0 0
0 V 0 0
0 0 W 0


G 0 0 0
0 H 0 0
0 0 G 0
0 0 0 H
 =

0 0 0 Y
Z 0 0 0
0 Y 0 0
0 0 Z 0

where the blocks correspond to 2×2 matrices, Y = G˜V H and Z = H˜WG. Thus the
determinant we require takes the form
det
(
1− U
T
p
)
= det

1 0 0 −TY/p
−TZ/p 1 0 0
0 −TY/p 1 0
0 0 −TZ/p 1
 = det(1− T 4
p4
(Y Z)2
)
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The last equality follows on factoring the matrix into the product of an upper triangular
and lower triangular matrix
1 0 0 −TY/p
−TZ/p 1 0 0
0 −TY/p 1 0
0 0 −TZ/p 1
 =

1 −T 3Y ZY/p3 −T 2Y Z/p2 −TY/p
0 1 0 0
0 0 1 0
0 0 0 1


1− T 4(Y Z)2/p4 0 0 0
−TZ/p 1 0 0
0 −TY/p 1 0
0 0 −TZ/p 1

It follows from these considerations that
det
(
1− U
T
p
)
= 1 + p6c(ϕ)T 4 + p12T 8 .
The explicit factors of p follow from counting the explicit powers that appear in (4.11).
The coefficient c(ϕ) has, for ϕ = Teich(5)ψ, a structure similar to that which we have seen
in the previous section
c(ϕ) =
1
p4
Tr
(
(Y Z)2
)
=
(
1− ψ5
1− ψ5pn
)
c˜n
(
Teich(5)ψ
)
+O
(
pN
)
which again allows us to recover the results of [7].
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5. Open Problems
We list here three open problems related to the present work:
5.1. Special Geometry
A formulation of p-adic special geometry valid throughout the moduli space would seem to
be a necessary prerequisite for a proper discussion of the arithmetic properties of conifolds
and attractor geometries.
5.2. The ϕ =∞ limit
Related to the above is the difficulty of developing a formalism analogous to Dwork analysis
presented here but with the ability to expand the operator U(ϕ) about ϕ =∞ instead of
expanding, as here, about ϕ = 0. The manifold corresponding to ϕ =∞ is highly singular
and this has, so far, prevented the application of the methods illustrated here. A specific
question is what is the ‘correct’ form for the ζ-function for the quintic for ϕ =∞.
5.3. Truncated periods vs. infinite series
In this work we have calculated the numbers of points of the manifold, say N1(ϕ), in
terms of the periods, with the periods given by infinite series. In [6] these same numbers
are calculated in terms of truncated periods, that is series truncated to the first p terms
whose argument is the parameter evaluated on the Teichmu¨ller points. Since, in the
latter approach, one deals with finite series there is no need for the process of analytic
continuation that has occupied us here. It is of interest to understand how these two
calculations are related.
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