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1. Eggenbeen and Lichter (1991) conclude that changes in family structure between 1960 and 1988 account for a substantial fraction of the rise in child poverty rates in the United States over the period. the external labor market forces that have affected the two countries over the past 25 years. Our key hypothesis is that young workers adjust to changes in labor market opportunities through a variety of mechanisms, including changes in living arrangements, changes in school enrollment, and changes in work effort. A comparative perspective offers at least two distinct benefits for evaluating this hypothesis. First, since the nature and timing of cyclical and secular shocks in the United States and Canada are slightly different, we gain valuable leverage for measuring the responses to these shocks. Second, a comparative perspective makes it immediately clear which modes of behavior are driven by country-specific policies or factors and which are attributable to broader forces.
Section 4.1 of the paper provides a descriptive overview of youth behavior in the two countries. Looking at such diverse outcomes as the fraction of youths who live with their parents and the fraction who work while attending school, we find similar behavior in the United States and Canada, with a general tendency toward convergence in outcomes over the period 1970-90. In particular, school enrollment rates, which were traditionally lower in Canada than in the United States, are now slightly higher in Canada. Very recently, U.S.-Canadian differences have been accentuated by the prolonged and severe recession in Canada. Some differences in family structure-associated with the higher fraction of female-headed families in the United States-stand out. Other differences arise because the distribution of family income has been more stable in Canada while widening sharply in the United States.'
In section 4.2 we develop and estimate a series of models for a variety of youth outcomes. Traditionally, economists have focused on youth employment or unemployment. Consistent with much of the existing literature, we interpret variation in youth employment as arising mainly from the demand side. On the supply side, we shift attention to three other behavioral outcomes that provide important mechanisms for adapting to external shocks: the decision to continue living with one's parents, the decision to attend school, and the decision to receive welfare benefits. Building on a standard choice framework, we emphasize two key "exogenous" variables: the wage rate available to young workers in the local labor market and a measure of cyclical conditions in the local labor market. We take as our unit of observation the set of individuals of a given gender and age in a specific regional market. This group-level analysis helps to solve a number of econometric issues (associated with the measurement of wages for nonworkers) while retaining substantial variation in the exogenous variables across observations. We use a pooled data set based on six prov-inceslregions in Canada and nine census divisions in the United States over the period 1971-94 to estimate our models.
The results of our analysis suggest that youths in the United States and Canada exhibit a multidimensional response to changing labor market conditions. As in most of the literature, we find that the traditional focus of economists' interest-youth employment-is highly responsive to local cyclical conditions but relatively insensitive to changes in wages. But other aspects of youth behavior are also affected by local labor market conditions. In particular, "home leaving" behavior and enrollment decisions are relatively sensitive to cyclical conditions and to the relative level of youth wages.
An Overview of Youth Labor Markets and Outcomes

Aggregate Labor Market Data
We begin with an aggregate overview of youth labor markets in Canada and the United States. Columns (l), (2), and (3) of table 4.1 present data on the fraction of young workers in the population, the civilian labor force, and civilian e m p l~y m e n t .~ In both the United States and Canada the youth share of population peaked around 1980 and has fallen steadily since then. Similar patterns hold for the labor force and for employment. A longer term perspective on the effect of the baby boom on employment shares is provided in figure 4.1, which plots the relative sizes of different age groups over the period since 1950. After a decade of stability in the 195Os, the fraction of jobs held by youths rose by over 200 percent in both countries from 1960 to 1980. The fractions of jobs held by the 25-34 and 35-44 age groups follow parallel paths with 10 and 20 year lags, respect i~e l y .~ Despite the relative supply shock created by the baby boom, the economies of Canada and the United States were able to create jobs for young workers at roughly comparable paces. Thus the ratio of the youth employment-population rate to the overall employment-population rate was constant (or even ri-sing) in both countries over the 1970s and 1980s. Another aspect of the supply side that underlies the data in table 4.1 is the rising labor force attachment of women. This phenomenon accounts for the roughly 6 percentage point rise in overall labor force participation and employment from the 1970s to 1990. A similar trend occurred for young women, leading to proportional shifts in the youth employment and participation rates. Columns (1 l), (1 2), and (1 3) of table 4.1 present data on unemployment rates. In the United States young workers historically have accounted for a disproportionate share of unemployment: the unemployment rate of 16-24-year-olds ranges from 1.9 to 2.2 times the overall unemployment rate. In Canada unemployment is more evenly distributed by age: the unemployment rate of 15-24-year-olds ranges from 1.6 to 1.8 times the overall rate. Interestingly, there is little evidence of a systematic relative trend in labor market opportunities for youths over the past 25 years in either country.
Both the U.S. and Canadian economies have strong regional components that lead to differential labor market outcomes for youths in different parts of the c o~n t r y .~ The disparities in regional economic conditions are illustrated in figure 4.2, which shows overall employment-population rates and youth employment rates by province (for Canada) and by region (for the United States). All provinces and regions experienced a peak in employment in the late 1970s, followed by downturn in the early 1980s. The timing and strength of the subsequent recovery varies somewhat by region, with the sharpest gains in the East Coast, Midwest, and Pacific regions of the United States and in Ontario, Quebec, and British Columbia in Canada. The subsequent recession in the early 1990s was particularly pronounced in the New England and Pacific regions of the United States and in the eastern and central provinces (especially Ontario) of Canada. A prominent feature of figure 4.2 is the excess cyclical volatility of youth employment-population rates: national or regional fluctuations in overall employment are typically magnified by a factor of 1.5 to 2.0 in youth employment. We return to a more detailed analysis of this phenomenon in section 4.2.
4.1.2
While the employment and unemployment data in table 4.1 show little evidence of a shift in the relative economic status of North American youths, a somewhat different conclusion emerges from an analysis of family income. Table 4 .2 presents data on the family income distributions and the relative position of youths in Canada and the United States in 1970 States in , 1980 States in , 1990 States in , and 1993 Sources U S data based on the March Current Population Survey Canadian data based on the census (1970, 1980, and 1990) The lower panel of table 4 .2 shows the position of individuals aged 16-24 in the quartiles of the adjusted family income distribution in the United States and Canada. In both countries, the fraction of youths living in families in the lowest quartile of the income distribution has risen since 1970. The rise is particularly dramatic in the United States: whereas 26.5 percent of youths lived in bottom quartile families in 1970, the fraction had risen to 33.9 percent by 1993 (a 28 percent increase in concentration in the bottom quartile).
6. The data for the United States are based on the March 1971 March , 1981 March , 1991 March , and 1994 Current Population Survey. The data for Canada are based on the 1971, 1981, and 1991 census, and on the 1994 Survey of Consumer Finances (SCF). In constructing the table we use family income adjusted for family composition (i.e., family income divided by the poverty threshold income level for the appropriate family size and composition). Families are "economic" families in the CPS and the SCF (consisting of all related people who live in the same household) but "census" families in the Canadian census (i.e., related subfamilies are assigned their own family income, rather than the total income of all related individuals in their household).
7. As we note below, the Canadian distributional data are not strictly comparable between 1990 and 1993. However, consistent data from the SCF over the 1980s and 1990s show a very stable distribution of family income in Canada (see Beach and Slotsve 1996) over the past decade. The 1993 Canadian data are directly comparable to the 1993 U.S. data.
By contrast, in Canada the fraction of youths living in the lowest quartile only increased by 2.3 percentage points, from 24.1 percent in 1970 to 26.4 percent in 1993. Note, however, that the distribution of family income in 1993 is not strictly comparable to other years because of data differences. Whereas family income in the 1993 SCF represents total income of the economic family, in the census (1970, 1980, and 1990 ) it represents total income of the census family. Using census family as opposed to economic family income tends to understate the position of youths in the family income distribution.8 To estimate the magnitude of this bias, we used the 1990 SCF to compute the fraction of youths in the lowest quartile of the distribution. In the 1990 SCF, only 25.7 percent of youths are in the lowest quartile, compared to 28.5 percent in the census. The fraction of youths in the lowest quartile is thus overstated by 2.8 percentage points in the census. Note, however, that even if we add this correction factor (2.8 percentage points) to the measured increase in the fraction of youths in the lowest quartile in Canada (2.3 percentage points), we still find a smaller increase in Canada (5.1 percentage points) than in the United States (7.4 percentage points).
In terms of relative purchasing power, the economic status of U.S. youths fell even further than suggested by their position in the relative income distribution. This is because, as shown in the upper panel of table 4.2, the fraction of total adjusted income earned by families in the bottom quartile fell by roughly 1 percentage point (a 14 percent decline) between 1970 and 1993. In Canada, on the other hand, the share of adjusted income earned by families in the bottom quartile actually rose from 1970 to 1990.
What can explain the relative deterioration of family incomes of youths over the past two decades-especially in the United States? One potential explanation is changing living arrangements: if youths who live with their parents have higher family incomes than those who live alone or head their own families, then a shift in the fraction who live with their parents would be expected to shift the relative family income status of youths. Table 4 .3 describes the evolution of living arrangements among youths by year and gender for the United States and Canada, while table 4.4 illustrates the link between the living arrangements of youths and their family income quartile. In both tables, living arrangements are based on the composition of the economic family in which a young person lives. For example, a young woman who lives in the same household as her parents will be classified as "living with parents" even if she heads her own family (either as a single mother or as a married person). Appendix A explains 8. Since the economic family (all related people who live in the same household) is a broader concept than the census family, economic family income is more likely to include the income of the parents-which tends to improve the relative position of youths-than census family income. See appendix A for more detail. the fraction of 16-24-year-olds who remain with their parents has forestalled a potential deterioration in the relative income of youths. Indeed, the simple simulation reported in the last column of table 4.4 suggests that had the fraction of youths living with their parents remained at the 1971 level, the percentage of youths in the bottom quartile of the family income distribution would have risen by an additional 0.9 percentage points in the United States (34.8 -33.9) and by an additional 3.4 percentage points in Canada (29.8 -26.4). In other words, the larger "move back home" in Canada has reduced the percentage of youths in the bottom quartile by 2.5 percentage points.
Interestingly, we noted earlier that the percentage of youths in the bottom quartile of the family income distribution rose 2.3 percentage points more in the United States than in Canada between 1971 and 1994, taking account of differences in the definition of family income in the SCF (1993) and the Canadian census (1970, 1980, and 1990) . Thus, if the move back home had not been more pronounced in Canada than in the United States, the fraction of youths in the lowest quartile would have risen by about as much in the two countries.
These results suggest that in the United States and especially in Canada, the family has played an important role in dampening the effect of the decline in the economic status of youths. The relative expansion of this family safety net for Canadian youths is potentially surprising, given the much wider public safety net in Canada (see, e.g., Blank and Hanratty 1993) . There is certainly no indication that broader public safety net programs in Canada have "crowded out" the role of families in coping with adverse economic conditions.
Living Arrangements by Gender and Age
A striking feature of the data in table 4.3 is the difference in living arrangements between young men and young women. In both Canada and the United States, young women are less likely to live with their parents and more likely to head their own families than young men. In part this reflects the difference in average age at marriage between men and women. In addition, the much higher fraction of women who head their own single-parent families contributes to the male-female gap in living arrangem e n t~.~ A richer portrait of the changing living arrangements of youths in the two countries is provided in figures 4.3 and 4.4. Close examination of figure 4.3 suggests a larger average increase in the fraction of youths living with parents between 1971 and 1994 than what is reported in table 4.3. A weighted average of the changes for individual age groups (with fixed 1971 weights) shows that the fraction of young men living with their parents increased by 4.9 and 9.0 percentage points in the United States and Canada, respectively (compared to 2.3 and 7.0 in table 4.3). The corresponding numbers for young women are 6.8 and 12.7 percentage points, respectively (compared to 4.5 and 11.3 percent in table 4.3). The source of discrepancy between fixed-weight averages and the averages for all youths is the changing youth age distribution. Since the youth population was younger-and thus more likely to be living with parents-in 197 1 than in 1994, the fraction of all 16-24-year-olds living with their parents did not increase as much as it rose for any single-year age group (e.g., 24-year-olds). Note, however, that since the changes in the age compositon are very similar in the United States and Canada, these composition biases do not affect the relative trends in family arrangements in the two countries. Figure 4 .4 provides more detail on the changing living arrangements of youths by age and gender. Perhaps the most striking feature of this figure is the relatively high incidence of single motherhood among U.S. women in 1994. About 11 percent of American women aged 20-24 are currently supporting a family without a male head. Even restricting attention to white women, 8 to 9 percent of U.S. women aged 20-24 were single mothers in 1994, compared to 4 to 5 percent in Canada.Io
The lower rate of single female headship in Canada also contributes to the higher relative income status of youths in Canada. In both countries, families headed by single mothers are very likely to be poor (Hanratty and Blank 1992) . Among single mothers heading their own households in the United States in 1994, for example, 89 percent were in the lowest quartile of the adjusted family income distribution. The U.S.-Canadian gaps in both the fraction of young women heading single-parent families (about 5 10. We have not attempted to decompose the higher incidence of single motherhood in the United States into differences in out-of-wedlock births and differences in marital stability. Overall, the divorce rate is about twice as high in the United States as in Canada. According to vital statistics data (e.g., Statistical Abstract of the U S . 1996, table 1358), the percentage of children born to unmarried mothers was about 18 percent in the United States in 1980 vs. 13 percent in Canada. By 1991 the rate was 30 percent in the United States and 29 percent in Canada. However, vital statistics data on the marital status of mothers are not strictly comparable across countries because of differences in common-law marriage rates and other factors. 
Relative Earnings of Youths
A second explanation for the declining relative income status of youths is a decline in the relative earnings of young workers. This is in fact the primary explanation for the sharp decline in the relative income position of youths who live on their own. Table 4 .5 shows the changing distribution of young men and women across the quartiles of the overall earnings distribution. In both Canada and the United States, a higher fraction of youths were concentrated in the bottom quartile of the earnings distribution in 1990 than in 1970. The increase is more pronounced for women than for men, and greater in Canada than in the United States. The greater effect for young women reflects the widening of age differentials among Sources: U.S. data based on the March Current Population Survey. Canadian data based on the census (1970, 1980, and 1990 ) and on the Survey of Consumer Finances (1993). Note: Earnings are defined as all wages and salaries received during the year.
female workers in both countries over the 1980s. Whereas historically the wage gaps between younger and older women were much smaller than the corresponding gaps for men, over the past two decades age differentials among women have risen sharply." The greater fall in the relative earnings of young workers in Canada than in the United States has been noted in other recent studies (e.g., DiNardo and Lemieux 1997). Compared to the United States, age differentials among male workers rose faster in Canada over the 1980s. Table 4 .5 also shows the fractions of overall earnings accruing to each earnings quartile in the United States and Canada over the past 25 years. Among male workers, earnings inequality increased in both countries, while among female workers the trend was ambiguous. Taken together with the trend toward an increasing fraction of young workers in the bottom earnings quartile, however, the growth in overall earnings inequality presents at least part of the explanation for the falling relative income of youths.
Although we have treated changes in family structure and changes in the relative earnings position of youths as separate phenomena, it is possible that family structure exerts some causal effect on earnings, or vice versa. For example, Korenman and Neumark (1991) have attempted to estimate the causal effect of marital status on male wages. While we place no causal interpretation on the correlation between wages and family structure, for completeness we estimated a series of linear regression models to measure the wage differentials associated with three living situations: living with one's parents, living alone, and heading one's own family. The results are summarized in appendix table 4B. 1 and are fairly similar across countries. As one might expect, young men who live alone or head their own families earn higher average hourly or weekly earnings than those who live with their parents, with a generally larger differential (10 to 35 percent) for those who head their own families and a smaller effect (5 to 20 percent) for those who live alone." Among young women the wage differentials associated with different living arrangements are smaller and tend to be close to zero in more recent years.
Work and School
While economists' attention is traditionally directed toward the labor force activities of youths, school attendance is at least as important an outcome for many youths. Figure 4 .5 presents some simple aggregate statistics on overall employment and full-time enrollment rates among youths 11. It could be argued that the rising return to labor market experience among women reflects a tendency for women to take less time off work for child rearing and to choose careers with greater returns to experience.
12. These are estimated from linear regression models that control for age, education, race, and location, estimated by gender and country using data for log average weekly or hourly earnings in 1970, 1980, 1990 Canada. Throughout the 1980s, however, relative enrollment rates in Canada rose, so that by 1990 the fraction of 16-24-year-olds enrolled full time in Canada actually surpassed the U.S. rate. This crossover marks a historic turning point: throughout the twentieth century the United States has had a much better educated labor force than Canada (see, e.g., Freeman and Needels 1993) . The data in figure 4.5 suggest that the rankings will be reversed within the next 25 years. Table 4 .6 gives a more detailed breakdown of work and school activity rates by gender and age group over our sample period. We distinguish four types of activities: school only, work and school, work only, and "inactivity" (neither work nor school).I5 Our data on school enrollment and 13. The Canadian data underlying this figure are for individuals aged 15-24 while the U.S. data are for individuals aged 16-24. We have adjusted the Canadian enrollment figures to a U.S. basis assuming that 100 percent of 15-year-olds are enrolled. We have not adjusted the Canadian employment rates; observe that any reasonable adjustment would raise the Canadian employment ratcs (by 4 to 5 percentage points).
14. The Canadian data in fig. 4 .5 are from published tabulations from the October Labour Force Survey. The U.S. data are our own calculations using the October CPS files.
15. We classify as "inactive" individuals who do not actively participate in the labor market by working or investing in human capital (going to school). Many individuals classified as inactive are of course actively involved in home production activities such as child rearing. They are only inactive from a labor market point of view. Sources: U.S. data from the October Current Population Survey (1971 , 1981 ) and the March CPS (1994 . Canadian data from the census (1971, 1981, and 1991) and the Survey of Consumer Finances (1994). Data from the 1991 SCF are also reported. In the SCF and the CPS, enrollment and work activities refer to the survey week (April in the SCF). In the Canadian census, enrollment refers to school attendance at any time over the nine-month period from September of the previous year to the "census week" (in June of the corresponding year), while work activity refers to the census week.
employment for the United States are taken from the October CPS and pertain to enrollment and employment as of the survey week. Our data on enrollment and employment for Canada are taken from two different sources. The rows labeled "SCF" present data from the Survey of Consumer Finances, a supplement to the Labour Force Survey much like the March CPS. Enrollment and work activities refer to the SCF survey week, in April of the corresponding year. The other rows present data from the Canadian censuses of 1971, 1981, and 1991 . Enrollment in these data sources refers to school attendance at any time over the nine-month period from September of the previous year to the "census week" (in June of the corresponding year), while work activity refers to the census week.
Complementing the data in table 4.6, figure 4.6 shows decompositions of work and school activities by age for U.S. and Canadian men and women in 1971 and 1994. Among the notable features of table 4.6 and figure 4.6 is the rapid rise in school enrollment rates of women over the past two decades. For example, in 1981 the enrollment rate of 20-21-year-old women was about 30 percent in both the United States and Canada. By 1994 this rate was 46 percent in the United States and 52 percent in Canada. Coupled with this rise in school attendance (and an increase in employment rates) was a drop in inactivity rates. In 1971 over 40 percent of 23-24-year-old women in the United States and Canada were inactive (many of these were of course homemakers). By 1994 this rate had halved in both countries.
A more subtle feature of the data in table 4.6 is the relative propensity of enrolled youths in Canada to work compared to those in the United States. For example, among 16-17-year-old enrollees in 1994, 27 percent of U.S. men worked versus 33 percent of Canadian men. At higher ages, however, the relation was reversed. Among 23-24-year-old enrollees, for example, 61 percent of U.S. men worked versus 48 percent of Canadian men. A similar pattern holds among women: in Canada, younger students are more likely to work than their U.S. counterparts, while older students are less likely to work. It is interesting to speculate whether this pattern is driven by the higher average cost of U.S. colleges.
Schooling and work activities of youths are intimately connected to their choice of living arrangements. Many youths who want to attend school full time, for example, must live with their parents, while those who want to live alone are forced to work to support themselves. In appendix table 4B.2 we present cross-tabulations of work and school activity rates with living arrangements for men and women in 1971 and 1994. For simplicity we limited the analysis to older youths (20-24-year-olds) whose work, school, and living arrangements exhibit more variability than those of teenagers. The cross-tabulations show many of the expected patterns. For example, in both the United States and Canada, young men who live with their parents are more likely to be inactive, whereas young women who live with their parents are less likely to be inactive (presumably reflecting the importance of full-time homemakers in the group of women who head their own families). Interestingly, differences in school and work activity rates between young men and women who live with their parents and those who do not tended to narrow over the 1971-94 period in both countries.
Welfare Recipiency
A final important determinant of the overall income status of youths is participation in government transfer programs. Table 4 .7 gives the fractions of all youths who reported receiving "welfare" payments in the two countries, and the fractions of youths not living with their parents who reported welfare recipiency. I h The data reveal several interesting similarities and differences between the United States and Canada. First, in both countries overall recipiency rates have risen over the past 25 years. Second, despite the much higher rate of single headship among U.S. women (see fig. 4 .4), welfare recipiency rates are similar for women in the two countries. This presumably reflects more generous Canadian benefits, as well as the availability of social assistance payments in Canada to dual-headed families and individuals living alone (see Blank and Hanratty 1993; Hanratty and Blank 1992) . Third, welfare recipiency rates are much lower for young men than for young women in the United States, but only marginally lower for men than for women in Canada. We believe that this reflects the much greater availability of cash welfare benefits to men in Canada than in the United States. The major welfare benefit available to men in the United States (food stamps) is not accurately recorded in the CPS and is not included in our tabulations.
Analytic Modeling of Youth Behavior
Theoretical Framework
Much of economists' attention to youths has focused on the determination of emp10yment.I~ A conventional framework for modeling youth employment is a supply-demand model, in which wages and employment are jointly determined by demand-side factors (e.g., the state of the business cycle) and supply-side factors (e.g., the relative size of the youth population). As we have emphasized throughout this paper, however, youth behavior is characterized by far more than simply holding a job. In principle, the same exogenous factors that affect employment and wages also affect other aspects of youth behavior. Thus a natural approach to modeling the evolution of youth living arrangements, school enrollment, and program participation would be to estimate "reduced form" models, comparable to standard reduced-form models for employment and wages, which show the dependence of living arrangements, enrollment, and so forth, on such exogenous shift factors as the state of the business cycle and the relative size of the youth population.
On the other hand, most research on youth employment in both the United States and Canada has (at least implicitly) assumed that minimum wages or other institutional features lead to above-equilibrium wages in the youth labor market. In this case, the wage is exogenous to supply-side factors and employment is determined "on the demand curve" (see, e.g., Brown, Gilroy, and Kohen 1982) . According to this view of the youth labor market, the youth wage rate and demand-side shift factors (such as the state of the business cycle) also determine other behavioral responses of youths, such as the decision to live with one's parents or the decision to attend school.
While a full investigation of the question of which (if either) of these two models of the youth labor market is correct is beyond the scope of this paper, we attempted a very simple test based on the effect of supplyshift factors on the youth wage. Specifically, we investigated the effect of changes in the relative youth population share on the level of youth wages in different regional labor markets in the United States and Canada.'* 17. See, e.g., Freeman and Wise (1982) . A voluminous literature focuses on the effect of minimum wages on youth employment. See Card and Krueger (1995) .
18. We used data for nine regions in the United States and six provinceslregions in Canada for 1971, 1981, 1991, and 1994 . In our models we regressed average youth wages on the fraction of the local population aged 16-24, the employment-population rate of adults, region dummies, and year-country dummies.
Contrary to the prediction of an unconstrained supply-demand model, but consistent with a model in which wages are held at above-equilibrium rates by minimum wage regulations or other institutional factors, we found no evidence that a larger youth population share is associated with a lower youth wage. (Indeed, our point estimates typically showed higher youth wages in regions or time periods with larger youth population shares.) Based on this evidence, we decided to adopt a modeling framework in which the youth wage and the state of demand (i.e., the business cycle) are taken as exogenous, with youth employment determined on the demand side (i.e., by employers' demand functions) and youth living arrangements, school enrollment, and program participation determined on the supply side (i.e., by individuals).
Regional Labor Markets
As noted in figure 4.2, labor markets in Canada and the United States exhibit significant regional differences. This regional variation provides a valuable tool for understanding the determinants of youth employment and other behaviors like leaving home or deciding to enroll in scho01.l~ For example, even in the presence of unspecified aggregate-level taste shifts, it is possible to identify the effect of changing business cycle conditions on the probability that a young person lives with his or her parents by correlating differences in living arrangements across regions with differences in local labor demand indicators. By pooling cross-sectional data for several years and including unrestricted region effects, it is also possible to account for any permanent differences in a particular outcome across different regions.
In this paper we combine region-specific data for the nine census divisions in the United States with data for the six major provinces/regions in Canada (the Maritimes, Quebec, Ontario, the Prairie provinces, Alberta, and British Columbia).2o Our U.S. data are drawn from the 1971, 1981, 1991, and 1994 March CPS." Comparable Canadian data are drawn from the 197 1, 198 1, and 199 1 censuses and the 1994 SCF. Table 4 .8 provides a brief overview of the regional differences within the United States and Canada in three key youth outcomes: the fraction who live with their parents, the fraction employed, and the fraction enrolled in school. In both 1971 and 1994 the data for the two countries show sizable 19. Regional variation has been used in some studies of the effect of minimum wages; see Card and Krueger (1995) .
20. The use of regional data (as compared to state data, e.g.) greatly increases the number of observations for youths in each age group.
21. We augment the March 1971 and 1981 data with enrollment data from the October 1970 and 1980 CPS. Beginning in the mid-1980s the March CPS contains enrollment information for youths-thus our 1991 and 1994 enrollment data are taken from the March CPS. A comparison of enrollment rates in the March 1991 and the October 1990 CPS reveals a high degree of consistency across regions and age groups in the two surveys. (1994) . In the SCF and the CPS, enrollment and work activities refer to the survey week (April in the SCF). In the Canadian census, enrollment refers to school attendance at any time over the nine-month period from September of the previous year to the "census week" (in June of the corresponding year), while work activity refers to the census week. 
percent (Ontario).
A second fact revealed by the data in table 4.8 is that although interregional differences tend to persist, they are far from permanent. In the United States, for example, the New England and Middle Atlantic regions had among the highest enrollment rates and fractions of youths living with their parents in both 1971 and 1994. However, youths in the Mountain region moved from having among the lowest employment rates in 1971 to the highest in 1994. Another remarkable change is the school enrollment rate of youths in Quebec, which moved from the lowest in Canada in 1971 to the second highest in 1994.
Estimation Results
Our goal is to estimate the effects of changes in youth wages and local labor demand conditions on four youth outcomes: the probability of employment, the probability of living with one's parents, the probability of being enrolled in school, and the probability of receiving welfare payments. To analyze these outcomes we first compute the proportion P!, of youths of a given age (i = 16, 17, . . . ,24) and a given region ( j ) and time period ( t ) who are employed, living with their parents, enrolled, or receiving ~e1fare.l~ We then estimate "grouped linear probability models" of the form where A , is a set of age dummies, R, is a set of region dummies, Y, is a set of year dummies, W,, is an index of youth wages in region j and year t , 23. Note that the 1971 enrollment data for Canada are defined as enrollment at any time over the nine months prior to the census, as compared to a "point in time" enrollment rate in the United States and for the 1994 Canadian data.
24. Note that employment status, living arrangements, and enrollment are all measured as of the survey dates of the CPS, census, or SCF, whereas welfare recipiency is measured for the previous year. and D,, is a measure of local labor demand in region j and year t. Note that for each region-year observation we have nine age-specific observations on the fraction who exhibit the behavior in question. Since the key covariates-the wage index and the labor demand index-are the same for all age groups, and since the error terms for different age groups in the same region-year may have a shared component of variance, conventional standard errors reported for OLS estimates of equation (1) are likely to be biased (Moulton 1986 ). We therefore report corrected standard errors, which allow for an unrestricted covariance structure between observations for different age groups in the same region-year.
As an index for local labor market conditions we use the employmentpopulation rate of 25-45-year-old adults of the same gender (estimated from the same sources as the dependent variables.2s The derivation of an appropriate wage index is more difficult. For the later U.S. data (1981, 1991, and 1994) , it is possible to use reported annual earnings, reported weeks of work, and reported hours per week over the previous calendar year to construct a measure of average hourly earnings of employed youth. However, neither the 1971 CPS nor the Canadian census files contain direct measures of hours per week in the previous year, and both the 1971 CPS and the 1971 and 1981 Canadian census files include only a categorical measure of weeks worked in the previous year. Thus a direct measure of the hourly wage cannot be computed from these data sets. For each year and each gender, we therefore computed a regional wage index for youth by running a regression of log annual earnings on a standard set of demographic variables, a set of controls for weeks worked last year and hours worked in the survey week, and a set of region dummies.26 Our regional wage index is simply the coefficient on the corresponding region dummy from this regression.
In appendix figure 4B . 1, we plot the values of the wage index in each region for young men and young women. In this figure, the wage index is expressed in terms of deviations from the annual mean for each gender in each country. One noticeable pattern is how the real price of oil (which increased sharply in the 1970s and then declined in the 1980s) drives rela-25. After some experimentation, we found that the employment-population rate of 2 5 4 5 -year-old women was a better proxy for local labor market conditions of young women than the employment-population rate of 25-45-year-old men.
26. The control variables are a set of age dummies, years of education, and years of education interacted with age. The weeks and hours variables for Canada are a set of five dummies for categories of "weeks worked last year" fully interacted with a dummy for part-time vs. full-time status last year and a set of eight dummies for categories of "hours worked last week." These hours variables are used because they are the broadest set that can be constructed on a comparable basis across years. A similar approach is used with the U.S. data. Note that the wage regressions are estimated using observations on youth (aged 16-24 in the survey month) who reported positive earnings and positive weeks of work in the previous calendar year. (Individuals who worked last year but not during the survey week are used in the estimation.) tive youth wages in the oil-rich regions of Canada (Alberta) and the United States (West South Central). One can also see how the "Massachusetts miracle" pushed up youth wages in New England in the 1980s after these wages had declined sharply in the 1970s.
A final issue concerns the functional form of equation (1). As written, this equation implies that changes in the key covariates-the wage index and the local demand index-exert the same effects on the probabilities of a given outcome for all nine individual age groups. Since younger individuals have very high enrollment rates and very high rates of living with their parents (close to 100 percent for 16-year-olds) this specification is clearly inappropriate. One possibility would be to use the log odds of different outcomes as the dependent variables. As an alternative, we actually estimated an interacted version of equation (l), including both the levels of the wage and local demand indexes and their interactions with the age of the specific subgroup. This specification allows the effects of higher adult employment rates, for example, to exert a systematically larger effect on the enrollment rates of older individuals than on the rates of younger people.
Estimation results for this interacted version of equation (1) are reported in table 4.9. For simplicity, we report the effects of the two key covariates on 20-year-olds. The first part of the table shows results for men, and the second part shows results for women. For both genders, we report three sets of estimates: estimates for U.S. data alone, estimates for Canadian data alone, and estimates from a pooled US.-Canadian sample. In the latter case, we include country-specific year dummies, as well as region dummies for each of the 15 regions in the combined two-country sample. The estimates are derived from a weighted OLS procedure, using as a weight for each region-year-age observation the estimated population of individuals of that age in the region in that year."
The results in the first part of table 4.9 indicate that, as expected, a rise in the employment-population rate of prime-age males has a strong positive effect on the employment rate of young men in the same region. The estimated coefficient in both the United States and Canada is larger than one, indicating that the employment rate of young men is more cyclical than the employment rate of prime-age males. Improving local demand conditions also tend to lower both the probability of living with parents and the probability of attending school among young men in the two countries. The cyclical effect on "living with parents" is larger in Canada while the cyclical effect on "attending school" is larger in the United States. The estimated effects of improving cyclical conditions on the probability of welfare receipt vary by country, although in the pooled model Note: Sample consists of age-region-year cells: all models also include unrestricted age, region, and year effects, as well as interactions between age and the wage and adult employment-population rate variables. The reported wage and employment-population rate effects are for youths aged 20. There are six provinces/regions in Canada and nine regions in the United States (see table 4.8). Years are 1970 Years are , 1980 Years are , 1990 Years are , and 1993 . The models are thus estimated using 234 ager-gion-year cells for the United States and 216 cells for Canada, except for the Canadian welfare models, in which only the years 1990 and 1993 are available.
Pooled U.S.-Canadian models include country-year effects. Standard errors (in parentheses) are adjusted for arbitrary forms of heteroscedasticity and for residual correlation among age groups within each year-region cell.
(as in the United States) better local demand leads to a modest fall in welfare recipiency among young men. The positive and significant effect of local demand on welfare recipiency of Canadian men is an anomaly. It should be noted, however, that because of data limitations, comparable welfare recipiency rates are only available for the last two years of our sample period for Canada. Thus the welfare recipiency model for Canada is fit with only 12 observations on the underlying regional data.
The estimated effects of the wage index in the first part of table 4.9 are quite interesting. In the employment models in column (2), wages exert essentially no effect. It should be noted that these estimated wage coefficients may be upward biased by unobserved region-specific factors that lead to higher employment demand for youths and at the same time exert upward pressure on youth wages. We attempted to instrument the youth wage using the fraction of youths in the regional population (a "supply shift" variable) but as noted earlier this variable has an insignificant (and "wrong signed") effect on wage levels in the first-stage equation. In future work it would be interesting to evaluate the performance of other potential instruments, such as a minimum wage measure.
In contrast to the negligible effect of the wage index on employment, the estimates in table 4.9 suggest that higher wages exert a more systematic effect on the living arrangements and enrollment behavior of young men. In particular, rising wages are associated with a lower probability of living with one's parents and a lower probability of enrollment. Both effects are marginally significant in the country-specific models and in the pooled model.
Overall, the results in table 4.9 suggest that external labor market conditions exert a fairly strong effect on a wide range of behaviors among young men. In regions with stronger local demand conditions and higher wages, young men are more likely to work, more likely to strike out on their own and move away from their parents' homes, and less likely to go to school. In regions with depressed local demand conditions and lower wages, young men adapt by continuing to live with their parents and by attending school. The latter mechanism leads to an interesting paradox: a depressed labor market may lead to greater human capital accumulation and (presumably) to enhanced long-run growth.
In comparison to the results for men, the results for women in the second part of table 4.9 are more variable across countries. The employment models in column (2) show that young women's employment is less responsive to changes in the prime-age adult employment rate (the employment rate of adult women in this case) than the employment of young men. There is no indication that higher wages lower young women's employment. Better cyclical conditions (as measured by the employment rate of prime-age women) exert a strong negative effect on the probability of living with parents among Canadian women but only show a weak negative effect among U.S. women. Perhaps surprisingly, the estimated cyclical effects on enrollment are positive (but only significant in the United States) for the two countries.
As in the case of men, the estimates suggest that higher wages exert a systematic effect on the living arrangements and enrollment behavior of young women. In particular, rising wages are associated with a lower probability of living with one's parents and a lower probability of enrollment. Both effects are statistically significant in the country-specific models and in the pooled model.
The cyclical effects on welfare recipiency in the United States are relatively strong but for Canada are again "wrong signed," perhaps as a consequence of the limited amount of data used in the Canadian welfare model. On the other hand, the wage has a negative and significant impact on welfare recipiency in Canada, as expected.
Overall, the estimation results are fairly similar for young men and young women. Looking at the pooled models for outcomes other than welfare recipiency, the only systematic difference between men and women is that the employment-population rate of prime-age adults has a negative and significant effect on the probability of attending school for young men, but a positive and insignificant effect for young women. All the other estimated effects conform to our expectations, except perhaps for the effect of the wage on employment, which should be negative when wages move employment along a fixed demand curve.
Are US.-Canadian Differences in Youth Outcomes
Driven by Regional Labor Markets?
The results presented in table 4.9 suggest that the state of the regional labor market has an important influence on youth decisions to live with parents, work, or enroll in school. We now turn to the question of whether changing regional labor market performance can account for differential U.S.-Canadian trends in these outcomes over the past 25 years. Table 4 .10 shows the changes in the U.S.-Canadian gaps in each "outcome" from 1971 to 1991 and from 1991 to 1994, along with the changes in each outcome predicted by our model as a consequence of changing regional labor market conditions and the "residual" component.'* To measure the total changes and predicted changes in each outcome we fit pooled models for the six Canadian provinces/regions and nine U.S. regions using a full set of country-specific year effects. In the first specification we excluded the regional labor market variables (the wage index and the adult employment rate), while in the second specification these 28. Note that our regional wage indexes have the same mean in every year. By construction, then, the average changes in the wage index variable over time are zero for both countries, and this variable cannot "explain" any relative trends between the two countries. .8
.5
.8
Calculated from the estimated coefficients (translated into percentage points) on the full set of interactions between country and year effects when the labor market variables (adult employment-population rate and wage index) are not included in the pooled U.S. variables were included. The total changes are measured by the differences in the differences of the U.S. and Canadian year effects between the base year and the end year (e.g., 1971 and 1991) in the model that excludes the labor market variables. The unexplained changes are measured by the differences in the differences between the base year and the end year in the model that includes the labor market variables. Finally, the explained changes are measured by the differences between the total and unexplained changes. The first part of table 4.10 indicates that for both men and women, the proportion of youths living with their parents and the proportion of youths working evolved similarly in the two countries between 1971 and 1991. By contrast, the proportion of youths attending school increased much faster (10 percentage points more) in Canada than in the United States. In the case of men, the slightly better labor market conditions in Canada account for a small increase in the probability of working and a small decrease in the probability of living with parents. Note that these effects are substantially larger for women. This is due to the fact-not shown in the tables-that the employment rate of adult women increased substantially more in Canada than in the United States during this period.
Note also that labor market conditions do not account for any of the relative growth in the fraction of young Canadians enrolled in school. If anything, slightly better labor market conditions should have reduced this proportion in Canada relative to the United States. Overall, none of the relative changes in aggregate youth outcomes between the United States and Canada between 1971 and 1991 are explained by our labor market variables.
By contrast, the second part of the table shows that the poor performance of the Canadian labor market between 1991 and 1994 fully explains the "move back home" of young Canadians. For both men and women, the proportion of youths living with their parents increased by about 3 percentage points more in Canada than in the United States, which corresponds to the change predicted by the relative deterioration of the Canadian labor market. Similarly, the sharp drop in the relative employment rate of young Canadians is explained by the poor labor market conditions in Canada.29 If anything, in fact, the employment rate of young men in Canada should have dropped slightly more than it actually did. The proportion of young Canadian men attending school also increased less than predicted between 199 1 and 1994. Changing labor market conditions 29. In Canada, there is a spurious negative trend in the proportion of youths working or attending school because of changes in the definitions of these variables between 1991 (census) and 1994 (SCF). The numbers reported in the second part of table 4.10 have been adjusted using an adjustment factor computed by comparing the employment rate and enrollment rate in the 1991 SCF and those in the 1991 census. The adjustment factor is 5.4 percentage points for employment and 7.1 percentage points for school enrollment.
should have pushed up the enrollment rate by 2.7 percentage points more in Canada than in the United States, while the actual rate only increased by 1 percentage point. In the case of women, there was no substantial change (actual or predicted) in enrollment rates in Canada relative to the United States.
Overall, our findings suggest that young Canadians have adjusted to the poor conditions in the Canadian labor market during the 1990s by staying with their parents longer (and working less). By contrast, labor market conditions explain little of the sharp increase in enrollment rates in Canada relative to the United States between 1971 and 1991. The explanation for this increase has to be found elsewhere. One conjecture is that Canadian youths were simply catching up to American youths through the 1970s and 1980s. Lower tuition costs in Canada may also explain some of the change.
Conclusions
In this paper we take advantage of the rich microdata sets available for the United States and Canada to study the responses of young people to the external labor market forces that have affected the two countries over the past 25 years. Our key hypothesis is that young people adjust to changes in labor market opportunities through a variety of mechanisms, including changes in living arrangements, changes in school enrollment, and changes in work effort.
In the case of young men, the results support this hypothesis. In regions with stronger local demand conditions and higher wages, young men are more likely to work, more likely to strike out on their own and move away from their parents' homes, and less likely to go to school. In regions with depressed local demand conditions and lower wages, young men adapt by continuing to live with their parents and by attending school. The results for young women are similar except that local demand conditions (the employment-population rate of adult women) have no significant effect on school enrollment.
In fact, poor labor market conditions in Canada explain why the fraction of youths living with their parents has increased in Canada relative to the United States recently. Paradoxically, this move back home also explains why the relative position of Canadian youths in the distribution of family income did not deteriorate as fast as in the United States. Other factors like the relatively high rate of single-headed households in the United States also have a negative impact on the relative income position of U.S. youths. However, unlike the move back home in Canada, which is a recent phenomenon, the high incidence of single-headed households in the United States relative to Canada has persisted throughout the period considered here . Short-run factors like the state of the labor market cannot account for the permanent difference in the fraction of youths who live in single-headed households in Canada and the United States.
The descriptive analysis presented in this paper raises a number of other interesting issues for future research. For example, enrollment rates were traditionally higher in the United States than in Canada but the situation has been reversed in the early 1990s. It would be interesting to know whether differences in college and university tuition levels and student loan programs can explain this reversal of historic trends. It would also be interesting to explore what analytical models of family behavior are consistent with our empirical observation that the family acts as a "safety net" for young people during difficult economic times.
Appendix A Determination of Living Arrangements
US. Data
We used the household and family relationship variables in the Current Population Survey (CPS) to distinguish between three living arrangements: living with one's parents, living outside one's parent's home as a head (or wife) of one's own family, and living outside one's parent's home as a lone individual (with or without roommates). Individuals who head their own families but live with their parents (or parents-in-law) are considered to be living with their parents. In addition, individuals who live with some other relative (e.g., a grandmother or aunt) with or without their own families are classified as living with their "parents."
Individuals who head their own families but live with their parents (or parents-in-law) are classified as living in related subfamilies in the March CPS. For these individuals (and their children) we used the family information for the associated primary family to determine whether the parental family has dual heads, a single female head, or a single male head. For all other individuals we used the family information for their own family to determine whether the family has dual heads, a single female head, or a single male head.
Specific details for the various CPS years follow.
March 1971
We use "family relationship summary" (columns 43-44 of the person record) to determine living arrangements. This variable combines primary and related subfamilies. Individuals coded as children, grandchildren, or other relatives of the head (codes 3-9) are classified as living with their parents. Individuals coded as not in a family (codes 10-1 1) are classified as living alone. Individuals coded as heads or wives (codes 1-2) are classified as heading their own families.
March 1981
We use "relationship to householder" (column 103 of the person record) plus "subfamily relationship" (column 106 of the person record) to determine living arrangements. Individuals whose relationship to the householder is child or other relative (column 103 = 4-5) plus individuals who are unrelated subfamily members (column 103 = 6) and whose subfamily relationship is child or other relative (column 106 = 3-4) are classified as living with their parents. Individuals who are nonfamily householders or unrelated individuals (column 103 = 2, 7) are classified as living alone. Individuals whose relationship to the householder is householder or spouse (column 103 = 1, 3) plus individuals who are unrelated subfamily members (column 103 = 6) and whose subfamily relationship is reference person or spouse (column 106 = 1, 3) are classified as heading their own families.
March 1991 and March 1994
We use "family type" (column 31 of the person record) plus "family relationship" (column 32 of the person record) to determine living arrangements. Individuals whose family type is primary family or unrelated subfamily (column 31 = 1, 4) and whose family relationship is child or other relative (column 32 = 3-4) plus individuals whose family type is related subfamily (column 31 = 3) are classified as living with their parents. Individuals whose family type is nonfamily householder or secondary individual (column 3 1 = 2, 5) are classified as living alone. Individuals whose family type is primary family or unrelated subfamily (column 3 1 = 1,4) and whose family relationship is reference person or spouse (column 32 = 1-2) are classified as heading their own families. 1971 , 1981 In the Canadian census (1971, 1981, and 1991) , we use the variables "census family status" and "relationship with the head of household" to determine the same type of family arrangements as in the U.S. data. We classify as "living with parents" all individuals whose census family status is "child." By definition, these individuals live with their parents, have never been married, and have no children. We also classify as "living with parents" some individuals whose relationship with the head of household is "child" or "child-in-law" but who are not themselves children in a cen-sus family. Most of these individuals are either "heads" (husband or single parent) or "wives" of their own census families who happen to live with their parents or in-laws. We also classify as "living with parents" those individuals whose relationship with the head of household is "child" or "child-in-law" but whose census family status is "non-census family member living with relatives." Examples of these cases would be a divorced daughter living with her parents or a widower living with his in-laws.
Canadian Data
Among individuals who were not classified as "living with parents," we classify as "living outside one's parent's home as a head (or wife) of one's own family" those who are heads (or wives) of census families. All other individuals do not live in a census family and are classified as "living outside one's parent's home as a lone individual (with or without roommates)." In the 1981 and the 1991 census, "census family status" can also be used to find out whether a child in a census family lives in a single-or dual-headed family. Since no such information is available for other individuals classified as "living with parents," we assume that all these individuals live in dual-headed households. This assumption is innocuous since only about 2 percent of individuals classified as "living with parents" are not children in census families. The "census family status" variable can also be directly used to classify individuals who are the heads of their own families as "head of a dual-parent family" or "head of a single-parent family."
In the 1971 census, however, the "census family status" variable provides no information on whether a family is single or dual headed. This explains why the subcategories that refer to living with parents in a singleor dual-headed family are left blank in table 4.3 in 1971. On the other hand, we use the martial status variable to classify as "single parent" an individual who is the head of a census family and is not married.
Survey of Consumer Finances
In the 1994 SCF, we used three variables-census family status, economic family status, and family type-to determine the living arrangements of individuals. We classify all individuals whose economic family status is "child or child-in-law" as "living with parents." We also classify as "living with parents" individuals who are neither head, spouse, nor child or child-in-law in an economic family (the residual category "other" in the SCF) and are also in the "other" category for census family A son living with his mother and his grandfather (head of the economic family) would fall into this particular category. 30 . There are four possible categories for the census status variable: "head," "spouse," "not in a census family or lone parent," and "other." Logically, all individuals in the "other" category should be children in a census family, but few of them (0.21 percent of the sample) are also classified as head of an economic family. We classified this latter group of individuals as "living alone." (1994) . In the SCF and the CPS, enrollment and work activities refer to the survey week (April in the SCF). In the Canadian census, enrollment refers to school attendance at any time over the nine-month period from September of the previous year to the "census week" (in June of the corresponding year), while work activity refers to the census week. Middle A t l a n t i c 1 81 91 94
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