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Abstract
The existence of solutions of the two-point boundary value problems consisting of the even-order differ-
ential equations
x(2n)(t) = f (t, x(t), x′(t), . . . , x(2n−2)(t))+ r(t), 0 < t < 1,
and the boundary value conditions
αix
(2i)(0) − βix(2i+1)(0) = 0, γix(2i)(1) + δix(2i+1)(1) = 0, i = 0,1, . . . , n − 1,
is studied. Sufficient conditions for the existence of at least one solution of above BVPs are established. It
is interesting that the nonlinearity f in the equation depends on all lower derivatives, especially, odd order
derivatives, and the growth conditions imposed on f are allowed to be super-linear (the degrees of phases
variables are allowed to be greater than 1 if it is a polynomial). The results are different from known ones
since we do not apply the Green’s functions of the corresponding problem and the method to obtain a priori
bounds of solutions is different from known ones. Examples that cannot be solved by known results are
given to illustrate our theorems.
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Considerable attention has been given to two-point boundary value problems for even-order
differential equations by several authors including Gupta [10,19], Agarwal et al. [1–3], Graef and
Yang [6,7], Chyan and Henderson [4,23], Ma [16,18], Davis et al. [14,27], Zhang and Liu [20],
and Palamides [17], Davis, Erbe and Hendersen [27]. These problems can arise in useful appli-
cations; we refer the readers to [4] and [23–26].
In [21,22], Erbe and Tang, Erbe and Wang studied the existence of positive solutions of the
following Sturm–Liouville boundary value problem consisting of the second-order differential
equation and the so-called Sturm–Liouville boundary value conditions{
x′′(t) = −f (t, x(t)), 0 < t < 1,
αx(0) − βx′(0) = 0, γ x(1) + δx′(1) = 0, (1)
where f is continuous and positive, α  0, β  0, γ  0 and δ  0 with αδ + γ δ + αβ > 0. By
using the Green’s functions and Krasnoselskii’s fixed point theorem in cones, they proved the
existence of a positive solution of (1) under the following assumptions:
f0 = lim
x→0+
max
0t1
f (t, x)
x
= 0, f∞ = lim
x→∞ min0t1
f (t, x)
x
= ∞,
i.e., f is super-linear at both end points x = 0 and x = ∞ or
f0 = lim
x→0+
min
0t1
f (t, x)
x
= ∞, f∞ = lim
x→∞ max0t1
f (t, x)
x
= 0,
i.e., f is sub-linear at both end points x = 0 and x = ∞.
In [23], Chyan and Henderson studied the following problem which is a generalization of
BVP (1):⎧⎨
⎩
(−1)nx(2n)(t) = f (t, x(t)), 0 < t < 1,
αix
(2i)(0) − βix(2i+1)(0) = 0, γix(2i)(1) + δix(2i+1)(1) = 0,
i = 0,1, . . . , n − 1,
(2)
where f is continuous and positive, αi  0, βi  0, γi  0 and δi  0 with αiδi + γiδi + αiβi >
0. Using Green’s functions and Krasnoselskii’s fixed point theorem in cones, they proved the
existence of a positive solution of (2).
BVP (2) contains the following BVPs as special cases:{
(−1)nx(2n)(t) = f (t, x(t)), 0 < t < 1,
x(2i)(0) = x(2i)(1) = 0, i = 0,1, . . . , n − 1, (3)
and {
(−1)nx(2n)(t) = f (t, x(t)), 0 < t < 1,
x(2i)(0) = x(2i+1)(1) = 0, i = 0,1, . . . , n − 1. (4)
We call BVP (3) and BVP (4) a Lidstone problem and a focal problem, respectively. BVP (3) and
BVP (4) and their special cases have been extensively studied; please see [1–4,6,7,11–18,20–23].
In [4], using Krasnoselskii’s fixed point theorem in cones, Chyan and Henderson established
existence results for positive solutions of the BVP{
(−1)nx(2n)(t) = f (t, x(t), . . . , x(2j)(t), . . . , x(2(n−1))(t)), 0 < t < 1,
(2i) (2i+1) (5)x (0) = x (1) = 0, i = 0,1, . . . , n − 1,
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(−1)nx(2n)(t) = f (t, x(t), . . . , x(2j)(t), . . . , x(2(n−1))(t)), 0 < t < 1,
x(2i)(0) = x(2i+1)(1) = 0, i = 0,1, . . . , n − 1, (6)
under the assumptions:
f0 = lim
p→0+
min
0t1
f (t, x1, . . . , xn−1, (−1)n−1p)
p
∈ {0,∞},
f∞ = lim
p→∞ min0t1
f (t, x1, . . . , xn−1, (−1)n−1p)
p
∈ {0,∞},
f 0 = lim
p→0+
max
0t1
f (t, x1, . . . , xn−1, (−1)n−1p)
p
∈ {0,∞},
f ∞ = lim
p→∞ max0t1
f (t, x1, . . . , xn−1, (−1)n−1p)
p
∈ {0,∞},
the above four limits are uniform in x1, . . . , xn−1.
In [17], using a different method, Palamides studied the existence of solutions of BVP (5) and
(6) under the assumptions
f0 = lim‖X‖→0 max0t1
f (t,X)
‖X‖ = 0, f∞ = lim‖X‖→0 min0t1
f (t,X)
‖X‖ = ∞,
or
f0 = lim‖X‖→0 min0t1
f (t,X)
‖X‖ = ∞, f∞ = lim‖X‖→0 max0t1
f (t,X)
‖X‖ = 0,
where X = (x0, . . . , xn−1) and ‖X‖ = max{|x0|, . . . , |xn−1|}.
We note that the nonlinearity f of the equation in above mentioned papers only depends on
t, x, x′′, . . . , x(2n−2) and the growth conditions imposed on f are either super-linear or sub-linear
at both end points 0 and ∞. It is not easy to check f0 and f∞, f 0 and f ∞ when f depends on
x, x′′, . . . , x(2j), . . . , x(2n−2).
Motivated and inspired by the above papers, in this paper, we are concerned with the following
boundary value problem for even order differential equation:⎧⎨
⎩
x(2n)(t) = f (t, x(t), x′(t), . . . , x(j)(t), . . . , x(2n−2)(t)) + r(t), 0 < t < 1,
αix
(2i)(0) − βix(2i+1)(0) = 0, γix(2i)(1) + τix(2i+1)(1) = 0,
i = 0,1, . . . , n − 1,
(7)
where αi,βi, γi and τi are constants, f is continuous, r ∈ L1[0,1].
Our purpose in this paper is to establish existence results and solutions of problem (7). Our
results are new since we allow f to depend on t, x, x′, . . . , x(2n−2), the degree of f to be greater
than 1 if f is a polynomial, and the method of the proof, which is different from the known ones,
is considerably technical. The results here are easy to check.
We use the classical Banach space Ck[0,1] with the norm ‖x‖ = max{‖x‖∞, . . . ,‖x(k)‖∞}.
We also use the Sobolev space W 2n,2n−1(0,1) defined by
W 2n,2n−1 = {x : [0,1] → R: x, . . . , x(2n−1) are absolutely continuous on [0,1],
x(2n) ∈ L1[0,1]}.
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‖y‖1 =
∫ 1
0 |y(s)|ds. Then X and Y are Banach spaces. Define the linear operator L and the
nonlinear operator N by
L :X ∩ D(L) → Y, Lx = x(2n), for x ∈ X ∩ D(L),
N :X → Y, Nx = f (t, x, x′, . . . , x(2n−2))+ r, for x ∈ X,
respectively, and D(L) = {x ∈ W 2n,2n−1: x satisfies the conditions (7)}.
This paper is organized as follows. In Section 2, we present existence results for the solutions
of problem (7), and we also give some examples to illustrate the main results. In Section 3, the
proofs of the main results are given.
2. Main results and examples
In this section, we first present sufficient conditions for the existence of solutions of BVP (7).
Then examples are given to illustrate the main results.
To present the results, we make the following assumptions:
(A1) There are continuous functions h : [0,1] × R2n−1 → R and gi : [0,1] × R → R (i =
0,1, . . . ,2n − 2) and positive numbers β¯ and m such that f satisfies
f (t, x0, x1, . . . , x2n−2) = h(t, x0, x1, . . . , x2n−2) +
2n−2∑
i=0
gi(t, xi),
h satisfies
x2n−2h(t, x0, x1, . . . , x2n−2) β¯|x2n−2|m+1
for all t ∈ [0,1] and (x0, x1, . . . , x2n−2) ∈ R2n−1, and
lim|x|→∞ supt∈[0,1]
|gi(t, x)|
|x|m = ri ∈ [0,+∞) for i = 0,1, . . . ,2n − 2.
(A2) There are continuous functions h(t, x0, . . . , x2n−2) and gi : [0,1] × R → R (i = 0,1, . . . ,
2n − 2) such that
f (t, x0, x1, . . . , x2n−2) = h(t, x0, . . . , x2n−2) +
2n−2∑
i=0
gi(t, xi),
and
x2n−2h(t, x0, . . . , x2n−2) 0
for all t ∈ [0,1] and (x0, x1, . . . , x2n−2) ∈ R2n−1 and
lim|x|→∞ supt∈ [0,1]
|gi(t, x)|
|x| = ri ∈ [0,+∞) for i = 0,1, . . . ,2n − 2.
(A3) αn−1, βn−1, γn−1, τn−1 ∈ R with αn−1βn−1  0 and γn−1τn−1  0 and μn−1 = βn−1τn−1+
αn−1γn−1 + αn−1τn−1 = 0.
(A4) αi,βi, γi, τi ∈ R with μi = βiτi + αiγi + αiτi = 0, for all i = 0, . . . , n − 2.
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x′′(t) = g(t), 0 t  1,
αx(0) − βx′(0) = 0, γ x(1) + τx′(1) = 0. (8)
It follows from (8) that
x(t) =
t∫
0
(t − s)g(s) ds − t
αγ + ατ + βτ
(
αγ
1∫
0
g(s) ds − ατ
1∫
0
(1 − s)g(s) ds
)
− 1
αγ + ατ + βτ
(
βγ
1∫
0
g(s) ds − βτ
1∫
0
(1 − s)g(s) ds
)
,
and
x′(t) =
t∫
0
g(s) ds − 1
αγ + ατ + βτ
(
αγ
1∫
0
g(s) ds − ατ
1∫
0
(1 − s)g(s) ds
)
.
Hence, we obtain that
∣∣x′(t)∣∣ |αγ | + |ατ | + |βτ ||αγ + ατ + βτ |
1∫
0
∣∣g(s)∣∣ds,
and
∣∣x(t)∣∣ (|α| + |β|)(|γ | + |τ |)|αγ + ατ + βτ |
1∫
0
∣∣g(s)∣∣ds.
Denote
Δi = (|αi | + |βi |)(|γi | + |τi |)|αiγi + αiτi + βiτi | , i = 0, . . . , n − 1,
and
δi = |αiγi | + |αiτi | + |βiτi ||αiγi + αiτi + βiτi | , i = 0, . . . , n − 1.
Theorem 2.1. Suppose (A1), (A3) and (A4) hold. Then BVP (7) has at least one solution provided
n−1∑
i=1
(
n−2∏
j=i
δj
)m
r2i−1 +
n−2∑
i=0
(
n−2∏
j=i
Δi
)m
r2i + r2n−2 < β¯. (9)
Theorem 2.2. Suppose (A2), (A3) and (A4) hold. Then BVP (7) has at least one solution in each
of the following cases.
Case 1. βn−1 = 0:
n−1∑
i=1
n−2∏
j=i
δj r2i−1 +
n−2∑
i=0
n−2∏
j=i
Δir2i + r2n−2 < 1/2.
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n−1∑
i=1
n−2∏
j=i
δj r2i−1 +
n−2∑
i=0
n−2∏
j=i
Δir2i + r2n−2 < 1/2.
Case 3. βn−1 = 0, γn−1 = 0, αn−1 = 0, τn−1 = 0:
n−1∑
i=1
n−2∏
j=i
δj r2i−1 +
n−2∑
i=0
n−2∏
j=i
Δir2i + r2n−2 < αn−12αn−1 + βn−1 .
Case 4. βn−1 = 0, γn−1 = 0, τn−1 = 0, αn−1 = 0:
n−1∑
i=1
n−2∏
j=i
δj r2i−1 +
n−2∑
i=0
n−2∏
j=i
Δir2i + r2n−2 < γn−12γn−1 + βn−1 .
Case 5. βn−1 = 0, γn−1 = 0, τn−1 = 0, αn−1 = 0:
n−1∑
i=1
n−2∏
j=i
δj r2i−1 +
n−2∑
i=0
n−2∏
j=i
Δir2i + r2n−2 < min
{
γn−1
2γn−1 + βn−1 ,
αn−1
2αn−1 + βn−1
}
.
The proofs of theorems will be given in Section 3. Now, we present some examples to illustrate
the main results.
Example 2.1. Consider the problem⎧⎪⎨
⎪⎩
x(2n)(t) = (2 +∑(2n−1)i=0 [x(i)(t)]2)[x(2n−2)(t)]3 +∑2n−2i=0 ai[x(i)(t)]3
+ r(t), t ∈ [0,1],
x(2i)(0) = x(2i+1)(1) = 0, i = 0, . . . , n − 1.
(10)
Corresponding to BVP (7), we have Δi = δi = 1 for i = 0, . . . , n− 1. By Theorem 2.1, it is easy
to check that, for each r ∈ L1[0,1], the problem (10) has at lest one solution if ∑2n−2i=0 |ai | < 2.
Example 2.2. Consider the following problem:{
x(2n)(t) = (∑2n−1i=0 [x(i)(t)]4)[x(2n−2)(t)]5 +∑2n−2i=0 aix(i)(t) + r(t), t ∈ [0,1],
x(2i)(0) = x(2i)(1) = 0, i = 0, . . . , n − 1.
(11)
Corresponding to BVP (7), we have Δi = δi = 1 for all i = 0, . . . , n − 1. By Theorem 2.2, it is
easy to check that, for each r ∈ L1[0,1], the problem (11) has at lest one solution if
2n−2∑
i=0
|ai | < 12 .
It is interesting that all nonlinear functions in Examples 2.1 and 2.2 are super-linear functions,
so known results cannot be applied to the above problems.
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In this section, we prove the theorems presented in Section 2. This will be done by using
the following fixed point theorem, which was initiated in Gaines and Mawhin [5] and in Granas
et al. [5,8,9].
Lemma GGL. Let X and Y be Banach spaces. Suppose L :D(L) ⊂ X → Y is a Fredholm
operator of index zero with KerL = {0}, N :X → Y is L-compact on any open bounded subset
of X. If 0 ∈ Ω ⊂ X is an open bounded subset and Lx = λNx for all x ∈ D(L) ∩ ∂Ω and
λ ∈ [0,1], then there is at least one x ∈ Ω so that Lx = Nx.
Proof of Theorem 2.1. Let X = C2n−2[0,1], Y = L1[0,1], D(L) = W 2n,2n−1(0,1) and the
operators L and N be defined in Section 1. It is easy to show that L :D(L) ⊂ X → Y is a
Fredholm operator of index zero with KerL = {0}, and N :X → Y is L-compact on any open
bounded subset of X. Let
Ω = {x ∈ D(L): Lx = λNx for λ ∈ [0,1]}.
We first prove Ω is bounded. For x ∈ Ω , we have
x(2n)(t) = λ[f (t, x(t), x′(t), . . . , x(2n−2)(t))+ r(t)], 0 < t < 1, (12)
and
αix
(2i)(0) − βix(2i+1)(0) = 0,
γix
(2i)(1) + δix(2i+1)(1) = 0, i = 0,1, . . . , n − 1. (13)
Then we get, using (A3),
λ
1∫
0
[
f
(
s, x(s), . . . , x(2n−2)(s)
)+ r(s)]x(2n−2)(s) ds
=
1∫
0
x(2n)(s)x(2n−2)(s) ds
= x(2n−1)(1)x(2n−2)(1) − x(2n−1)(0)x(2n−2)(0) −
1∫
0
[
x(2n−1)(s)
]2
ds
=
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
− τn−1
γn−1 [x(2n−1)(1)]2 −
∫ 1
0 [x(2n−1)(s)]2 ds, αn−1 = 0, γn−1 = 0,
−βn−1
αn−1 [x(2n−1)(0)]2 −
∫ 1
0 [x(2n−1)(s)]2 ds, αn−1 = 0, γn−1 = 0,
− τn−1
γn−1 [x(2n−1)(1)]2 −
βn−1
αn−1 [x(2n−1)(0)]2
− ∫ 10 [x(2n−1)(s)]2 ds, αn−1 = 0, γn−1 = 0,
 0.
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1∫
0
[
f
(
s, x(s), . . . , x(2n−2)(s)
)+ r(s)]x(2n−2)(s) ds
=
1∫
0
h
(
s, x(s), . . . , x(2n−2)(s)
)
x(2n−2)(s) ds +
2n−2∑
i=0
1∫
0
gi
(
s, x(i)(s)
)
x(2n−2)(s) ds
+
1∫
0
r(s)x(2n−2)(s) ds  0.
Hence,
β
1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds − 2n−2∑
i=0
1∫
0
gi
(
s, x(i)(s)
)
x(2n−2)(s) ds −
1∫
0
r(s)x(2n−2)(s) ds

2n−2∑
i=0
1∫
0
∣∣gi(s, x(i)(s))∣∣∣∣x(2n−2)(s)∣∣ds +
1∫
0
∣∣r(s)∣∣∣∣x(2n−2)(s)∣∣ds.
From (9), pick  > 0 so that
β¯ >
n−1∑
i=1
(
n−2∏
j=i
δj
)m
(r2i−1 + ) +
n−2∑
i=0
(
n−2∏
j=i
Δi
)m
(r2i + ) + (r2n−2 + ).
For such  > 0, there is δ > 0 so that∣∣gi(t, x)∣∣ (ri + )x for |x| > δ and t ∈ [0,1], i = 0, . . . ,2n − 2. (14)
Let, for i = 0, . . . ,2n − 2,
Δ1,i =
{
t : t ∈ [0,1], ∣∣x(i)(t)∣∣ δ},
Δ2,i =
{
t : t ∈ [0,1], ∣∣x(i)(t)∣∣> δ}, gδ,i = max
t∈[0,1], |x|δ
∣∣gi(t, x)∣∣. (15)
We note, for i = 0, . . . , n − 2, that
∣∣x(2i)(t)∣∣= n−2∏
j=i
Δi
1∫
0
∣∣x(2n−2)(s)∣∣ds,
and for i = 1, . . . , n − 1, we have
∣∣x(2i−1)(t)∣∣= n−1∏
j=i
δi
1∫
0
∣∣x(2n−2)(s)∣∣ds.
Then, we obtain
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1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds

2n−2∑
i=0
∫
Δ1,i
∣∣gi(s, x(i)(s))∣∣∣∣x(2n−2)(s)∣∣ds + 2n−2∑
i=0
∫
Δ2,i
∣∣gi(s, x(i)(s))∣∣∣∣x(2n−2)(s)∣∣ds
+
1∫
0
∣∣r(s)∣∣∣∣x(2n−2)(s)∣∣ds

2n−2∑
i=0
gδ,i
1∫
0
∣∣x(2n−2)(s)∣∣ds + 2n−2∑
i=0
(ri + )
1∫
0
∣∣x(i)(s)∣∣m∣∣x(2n−2)(s)∣∣ds
+
1∫
0
∣∣r(s)∣∣∣∣x(2n−2)(s)∣∣ds

2n−2∑
i=0
gδ,i
( 1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds
)1/(m+1)
+
n−1∑
i=1
(r2i−1 + )
(
n−2∏
j=i
δj
)m( 1∫
0
∣∣x(2n−2)(s)∣∣ds
)m+1
+
n−2∑
i=0
(r2i + )
(
n−2∏
j=i
Δj
)m( 1∫
0
∣∣x(2n−2)(s)∣∣ds
)m+1
+ (rn−2 + )
1∫
0
∣∣x(n−2)(s)∣∣m+1 ds +
1∫
0
∣∣r(s)∣∣∣∣x(n−2)(s)∣∣ds

2n−2∑
i=0
gδ,i
( 1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds
)1/(m+1)
+
n−1∑
i=1
(r2i−1 + )
(
n−2∏
j=i
δj
)m( 1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds
)
+
n−2∑
i=0
(r2i + )
(
n−2∏
j=i
Δj
)m( 1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds
)
+ (rn−2 + )
1∫ ∣∣x(2n−2)(s)∣∣m+1 ds0
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0
∣∣r(s)∣∣(m+1)/m ds
)m/(m+1)( 1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds
)1/(m+1)
.
Then, we get[
β¯ −
n−1∑
i=1
(
n−2∏
j=i
δj
)m
(r2i−1 + ) −
n−2∑
i=0
(
n−2∏
j=i
Δi
)m
(r2i + ) − (r2n−2 + )
]
×
1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds

2n−2∑
i=0
gδ,i
( 1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds
)1/(m+1)
+
( 1∫
0
∣∣r(s)∣∣(m+1)/m ds
)m/(m+1)( 1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds
)1/(m+1)
.
It is easy to see from the definition of  that there is M > 0 such that
1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds M.
Hence,
∥∥x(2i)∥∥∞ 
(
n−2∏
j=i
Δj
)( 1∫
0
∣∣x(2n−2)(s)∣∣ds
)

(
n−2∏
j=i
Δj
)( 1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds
)1/(m+1)

(
n−2∏
j=i
Δj
)
M1/(m+1) for i = 0, . . . , n − 2,
∥∥x(2i−1)∥∥∞ 
(
n−2∏
j=i
δj
)( 1∫
0
∣∣x(2n−2)(s)∣∣ds
)

(
n−2∏
j=i
δj
)( 1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds
)1/(m+1)

(
n−2∏
δj
)
M1/(m+1) for i = 1, . . . , n − 1.j=i
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that |x(2n−2)(t0)|M1/(m+1).
For t  t0, we get
λ
t∫
0
[
f
(
s, x(s), . . . , x(2n−2)(s)
)+ r(s)]x(2n−2)(s) ds
=
t∫
0
x(2n)(s)x(2n−2)(s) ds
= x(2n−1)(t)x(2n−2)(t) − x(2n−1)(0)x(2n−2)(0) −
t∫
0
[
x(2n−1)(s)
]2
ds
 x(2n−1)(t)x(2n−2)(t).
Thus, we have
λ
t0∫
t
s∫
0
[
f
(
u,x(u), . . . , x(2n−2)(u)
)+ r(u)]x(2n−2)(u) duds

t0∫
t
x(2n−1)(s)x(2n−2)(s) ds = 1
2
[
x(2n−2)(t0)
]2 − 1
2
[
x(2n−2)(t)
]2
.
We get, using (A1),
1
2
[
x(2n−2)(t)
]2
 1
2
M2/(m+1) − λ
t0∫
t
s∫
0
[
f
(
u,x(u), . . . , x(2n−2)(u)
)+ r(u)]x(2n−2)(u) duds
= 1
2
M2/(m+1) − λ
t0∫
t
s∫
0
h
(
u,x(u), . . . , x(2n−2)(u)
)
x(2n−2)(u) duds
− λ
2n−2∑
i=0
t0∫
t
s∫
0
gi
(
u,x(i)(u)
)
x(2n−2)(u) duds − λ
t0∫
t
s∫
0
r(u)x(2n−2)(u) duds
 1
2
M2/(m+1) − λβ¯
t0∫
t
s∫
0
∣∣x(2n−2)(u)∣∣m+1 duds
− λ
2n−2∑
i=0
t0∫ s∫
gi
(
u,x(i)(u)
)
x(2n−2)(u) duds − λ
t0∫ s∫
r(u)x(2n−2)(u) dudst 0 t 0
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2
M2/(m+1) +
2n−2∑
i=0
1∫
0
∣∣gi(s, x(i)(s))∣∣∣∣x(2n−2)(s)∣∣ds +
1∫
0
∣∣r(s)∣∣∣∣x(2n−2)(s)∣∣ds
 1
2
M2/(m+1) +
2n−2∑
i=0
∫
Δ1,i
∣∣gi(s, x(i)(s))∣∣∣∣x(2n−2)(s)∣∣ds
+
2n−2∑
i=0
∫
Δ2,i
∣∣gi(s, x(i)(s))∣∣∣∣x(n−2)(s)∣∣ds +
1∫
0
∣∣r(s)∣∣∣∣x(n−2)(s)∣∣ds
 1
2
M2/(m+1) +
2n−2∑
i=0
gδ,i
( 1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds
)1/(m+1)
+
n−1∑
i=1
(r2i−1 + )
(
n−2∏
j=i
δj
)m( 1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds
)
+
n−2∑
i=0
(r2i + )
(
n−2∏
j=i
Δj
)m( 1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds
)
+ (rn−2 + )
1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds
+
( 1∫
0
∣∣r(s)∣∣(m+1)/m ds
)m/(m+1)( 1∫
0
∣∣x(2n−2)(s)∣∣m+1 ds
)1/(m+1)
 1
2
M2/(m+1) +
2n−2∑
i=0
gδ,iM
1/(m+1) + M
n−1∑
i=1
(r2i−1 + )
(
n−2∏
j=i
δj
)m
+ M
n−2∑
i=0
(r2i + )
(
n−2∏
j=i
Δj
)m
+ M(rn−2 + )
+
( 1∫
0
∣∣r(s)∣∣(m+1)/m ds
)m/(m+1)
M1/(m+1).
For t  t0, we have
λ
1∫
t
[
f
(
s, x(s), . . . , x(2n−2)(s)
)+ r(s)]x(2n−2)(s) ds
=
1∫
x(2n)(s)x(2n−2)(s) dst
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1∫
t
[
x(2n−1)(s)
]2
ds
−x(2n−1)(t)x(2n−2)(t).
Thus, we have
λ
t∫
t0
1∫
s
[
f
(
u,x(u), . . . , x(2n−2)(u)
)+ r(u)]x(2n−2)(u) duds
−
t∫
t0
x(2n−1)(s)x(2n−2)(s) ds = −1
2
[
x(2n−2)(t)
]2 + 1
2
[
x(2n−2)(t0)
]2
.
We get
1
2
[
x(2n−2)(t)
]2  1
2
[
x(2n−2)(t0)
]2 − λ
t∫
t0
1∫
s
f
(
u,x(u), . . . , x(2n−2)(u)
)
x(2n−2)(u) duds
− λ
t∫
t0
1∫
s
r(u)x(2n−2)(u) duds.
Similar to the above argument, we can get
1
2
[
x(2n−2)(t)
]2  1
2
M2/(m+1) +
2n−2∑
i=0
gδ,iM
1/(m+1) + M
n−1∑
i=1
(r2i−1 + )
(
n−2∏
j=i
δj
)m
+ M
n−2∑
i=0
(r2i + )
(
n−2∏
j=i
Δj
)m
+ M(rn−2 + )
+
( 1∫
0
∣∣r(s)∣∣(m+1)/m ds
)m/(m+1)
M1/(m+1).
It follows from the above discussion that there is a constant M1 > 0 so that ‖x(2n−2)‖∞ M1.
Then we get
‖x‖max
{(
n−2∏
j=i
Δj
)m
M1/(m+1), i = 0, . . . , n − 2,
(
n−2∏
j=i
δj
)m
M1/(m+1), i = 1, . . . , n − 1, M1
}
= M2.
Let Ω = {x ∈ X: ‖x‖ < M2 + 1}. Then Lx = λNx for λ ∈ [0,1] and x ∈ D(L)∩ ∂Ω . It follows
from Lemma GGL that BVP (5) has at least one solution. The proof is complete. 
Proof of Theorem 2.2. Let X = C2n−2[0,1], D(L) = W 2n,2n−1(0,1) and the operators L and
N be defined in Section 1. It is easy to show that L :D(L) ⊂ X → Y is a Fredholm operator of
734 Y. Liu / J. Math. Anal. Appl. 323 (2006) 721–740index zero with KerL = {0}, N :X → Y is L-compact on any open bounded subset of X. Let
Ω = {x ∈ D(L): Lx = λNx for λ ∈ [0,1]}.
We first prove Ω is bounded. For x ∈ Ω , we have (12) and (13). It follows from (12) that
λ
1∫
t
[
f
(
s, x(s), . . . , x(2n−2)(s)
)+ r(s)]x(2n−2)(s) ds
= x(2n−1)(1)x(2n−2)(1) − x(2n−1)(t)x(2n−2)(t) −
1∫
t
[
x(2n−1)(s)
]2
ds,
λ
t∫
0
[
f
(
s, x(s), . . . , x(2n−2)(s)
)+ r(s)]x(2n−2)(s) ds
= x(2n−1)(t)x(2n−2)(t) − x(2n−1)(0)x(2n−2)(0) −
t∫
0
[
x(2n−1)(s)
]2
ds.
Then from (A2), we get
λ
1∫
t
[
f
(
s, x(s), . . . , x(2n−2)(s)
)+ r(s)]x(2n−2)(s) ds −x(2n−1)(t)x(2n−2)(t), (16)
and
λ
t∫
0
[
f
(
s, x(s), . . . , x(2n−2)(s)
)+ r(s)]x(2n−2)(s) ds  x(2n−1)(t)x(2n−2)(t), (17)
and
λ
1∫
0
[
f
(
s, x(s), . . . , x(2n−2)(s)
)+ r(s)]x(2n−2)(s) ds

{−αn−1
βn−1 [x(2n−2)(0)]2 if βn−1 = 0,
− τn−1
γn−1 [x(2n−2)(1)]2 if γn−1 = 0.
(18)
We note, for i = 0, . . . , n − 2, that
∣∣x(2i)(t)∣∣= n−2∏
j=i
Δi
1∫
0
∣∣x(2n−2)(s)∣∣ds  ∥∥x(2n−2)∥∥∞
n−2∏
j=i
Δi,
and for i = 1, . . . , n − 1, we have
∣∣x(2i−1)(t)∣∣= n−1∏
j=i
δi
1∫
0
∣∣x(2n−2)(s)∣∣ds  ∥∥x(2n−2)∥∥∞
n−1∏
j=i
δi .
To prove that Ω is bounded, we consider five cases.
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In this case, we see that x(2n−2)(0) = 0. Integrating (16) from 0 to t , we see from (A2) that
1
2
[
x(2n−2)(t)
]2
−λ
t∫
0
1∫
s
[
f
(
u,x(u), . . . , x(2n−2)(u)
)+ r(u)]x(2n−2)(u) duds
= −λ
( t∫
0
1∫
s
h
(
u,x(u), . . . , x(2n−2)(u)
)
x(2n−2)(u) duds
+
2n−2∑
i=0
t∫
0
1∫
s
gi
(
u,x(i)(u)
)
x(2n−2)(u) duds +
t∫
0
1∫
s
r(u)x(2n−2)(u) duds
)
−λ
( 2n−2∑
i=0
t∫
0
1∫
s
gi
(
u,x(i)(u)
)
x(2n−2)(u) duds +
t∫
0
1∫
s
r(u)x(2n−2)(u) duds
)

2n−2∑
i=0
1∫
0
∣∣gi(s, x(i)(s))∣∣∣∣x(2n−2)(s)∣∣ds +
1∫
0
∣∣r(s)∣∣∣∣x(2n−2)(s)∣∣ds.
From the assumptions of the theorem, pick  > 0 such that
1
2
>
n−1∑
i=1
(
n−2∏
j=i
δj
)
(r2i−1 + ) +
n−2∑
i=0
(
n−2∏
j=i
Δi
)
(r2i + ) + (r2n−2 + ).
For this , there is δ > 0 so that (14) holds with m = 1. Let Δ1,i , Δ2,i and gδ,i be defined as
in (15). Then,
1
2
[
x(2n−2)(t)
]2  2n−2∑
i=0
gδ,i
1∫
0
∣∣x(2n−2)(s)∣∣ds + 2n−2∑
i=0
(ri + )
1∫
0
∣∣x(i)(s)∣∣∣∣x(2n−2)(s)∣∣ds
+
1∫
0
∣∣r(s)∣∣∣∣x(2n−2)(s)∣∣ds

2n−2∑
i=0
gδ,i
∥∥x(2n−2)∥∥∞ +
n−1∑
i=1
(r2i−1 + )
(
n−2∏
j=i
δj
)∥∥x(2n−2)∥∥2∞
+
n−2∑
i=0
(r2i + )
(
n−2∏
j=i
Δj
)∥∥x(2n−2)∥∥2∞ + (r2n−2 + )∥∥x(2n−2)∥∥2∞
+
1∫ ∣∣r(s)∣∣ds∥∥x(n−2)∥∥∞.
0
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1
2
∥∥x(n−2)∥∥2∞ 
2n−2∑
i=0
gδ,i
∥∥x(2n−2)∥∥∞ +
n−1∑
i=1
(r2i−1 + )
(
n−2∏
j=i
δj
)∥∥x(2n−2)∥∥2∞
+
n−2∑
i=0
(r2i + )
(
n−2∏
j=i
Δj
)∥∥x(2n−2)∥∥2∞ + (r2n−2 + )∥∥x(2n−2)∥∥2∞
+
1∫
0
∣∣r(s)∣∣ds∥∥x(2n−2)∥∥∞.
From the definition of , there is a constant M > 0 so that ‖x(n−2)‖∞ M . Then,
∣∣x(2i)(t)∣∣M n−2∏
j=i
Δi, i = 0, . . . , n − 2,
and
∣∣x(2i−1)(t)∣∣M n−1∏
j=i
δi , i = 1, . . . , n − 1.
So there is a constant M1 > 0 so that ‖x‖M1 for all x ∈ Ω . This shows that Ω is bounded.
Case 2. γn−1 = 0.
In this case, we see x(2n−2)(1) = 0. Using (17), and integrating from t to 1, we get, similar to
the above argument,
1
2
[
x(2n−2)(t)
]2 = −λ
1∫
t
s∫
0
[
f
(
u,x(u), . . . , x(2n−2)(u)
)+ r(u)]x(2n−2)(u) duds

2n−2∑
i=0
gδ,i
∥∥x(2n−2)∥∥∞ +
n−1∑
i=1
(r2i−1 + )
(
n−2∏
j=i
δj
)∥∥x(2n−2)∥∥2∞
+
n−2∑
i=0
(r2i + )
(
n−2∏
j=i
Δj
)∥∥x(2n−2)∥∥2∞ + (r2n−2 + )∥∥x(2n−2)∥∥2∞
+
1∫
0
∣∣r(s)∣∣ds∥∥x(n−2)∥∥∞.
The remainder is similar to the above discussion, and we again have that Ω is bounded.
Case 3. βn−1 = 0, γn−1 = 0, αn−1 = 0, τn−1 = 0.
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[
x(2n−2)(0)
]2 −βn−1
αn−1
λ
1∫
0
[
f
(
s, x(s), . . . , x(2n−2)(s)
)+ r(s)]x(2n−2)(s) ds.
From the assumptions of the theorem, pick  > 0 such that
αn−1
2αn−1 + βn−1 >
n−1∑
i=1
(
n−2∏
j=i
δj
)
(r2i−1 + ) +
n−2∑
i=0
(
n−2∏
j=i
Δi
)
(r2i + ) + (r2n−2 + ).
For this , there is δ > 0 so that (14) holds with m = 1. Let Δ1,i , Δ2,i and gδ,i be defined as
in (15). Then,
1
2
[
x(2n−2)(t)
]2
 1
2
[
x(2n−2)(0)
]2 − λ
t∫
0
1∫
s
[
f
(
u,x(u), . . . , x(2n−2)(u)
)+ r(u)]x(2n−2)(u) duds
− β
2α
λ
1∫
0
[
f
(
s, x(s), . . . , x(2n−2)(s)
)+ r(s)]x(2n−2)(s) ds
− λ
t∫
0
1∫
s
[
f
(
u,x(u), . . . , x(2n−2)(u)
)+ r(u)]x(2n−2)(u) duds
− βn−1
2αn−1
λ
( 1∫
0
h
(
u,x(u), . . . , x(2n−2)(u)
)
x(2n−2)(u) du
+
2n−2∑
i=0
1∫
0
gi
(
u,x(i)(u)
)
x(2n−2)(u) du +
1∫
0
r(u)x(2n−2)(u) du
)
− λ
( t∫
0
1∫
s
h
(
u,x(u), . . . , x(2n−2)(u)
)
x(2n−2)(u) duds
+
2n−2∑
i=0
t∫
0
1∫
s
gi
(
u,x(i)(u)
)
x(2n−2)(u) duds +
t∫
0
1∫
s
r(u)x(2n−2)(u) duds
)
− βn−1
2αn−1
λ
( 2n−2∑
i=0
1∫
0
gi
(
u,x(i)(u)
)
x(2n−2)(u) du +
1∫
0
r(u)x(2n−2)(u) du
)
− λ
( 2n−2∑
i=0
t∫ 1∫
gi
(
u,x(i)(u)
)
x(2n−2)(u) duds +
t∫ 1∫
r(u)x(2n−2)(u) duds
)
0 s 0 s
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(
1 + βn−1
2αn−1
)( 2n−2∑
i=0
1∫
0
∣∣gi(s, x(i)(s))∣∣∣∣x(2n−2)(s)∣∣ds +
1∫
0
∣∣r(s)∣∣∣∣x(2n−2)(s)∣∣ds
)
.
Similar to the above discussion, we get
1
2
∥∥x(2n−2)∥∥2∞

(
1 + βn−1
2αn−1
)[ 2n−2∑
i=0
gδ,i
∥∥x(2n−2)∥∥∞ +
n−1∑
i=1
(r2i−1 + )
(
n−2∏
j=i
δj
)∥∥x(2n−2)∥∥2∞
+
n−2∑
i=0
(r2i + )
(
n−2∏
j=i
Δj
)∥∥x(2n−2)∥∥2∞ + (r2n−2 + )∥∥x(2n−2)∥∥2∞
+
1∫
0
∣∣r(s)∣∣ds∥∥x(2n−2)∥∥∞
]
.
The remainder of the proof is similar to that in Case 1. So Ω is bounded.
Case 4. βn−1 = 0, γn−1 = 0, αn−1 = 0, τn−1 = 0.
In this case, it follows from (18) that
[
x(2n−2)(1)
]2 −γn−1
τn−1
λ
1∫
0
[
f
(
s, x(s), . . . , x(2n−2)(s)
)+ r(s)]x(2n−2)(s) ds.
Hence, (17) implies that
1
2
[
x(2n−2)(t)
]2
 1
2
[
x(2n−2)(1)
]2 − λ
1∫
t
s∫
0
[
f
(
u,x(u), . . . , x(2n−2)(u)
)+ r(u)]x(2n−2)(u) duds.
The remainder of the proof is just similar to that of Case 3. We get Ω is bounded.
Case 5. βn−1 = 0, γn−1 = 0, αn−1 = 0, τn−1 = 0.
In this case, we get from (18) that
[
x(2n−2)(1)
]2 −γn−1
τn−1
λ
1∫
0
[
f
(
s, x(s), . . . , x(2n−2)(s)
)+ r(s)]x(2n−2)(s) ds,
and
[
x(2n−2)(0)
]2 −βn−1
αn−1
λ
1∫ [
f
(
s, x(s), . . . , x(2n−2)(s)
)+ r(s)]x(2n−2)(s) ds.
0
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1
2
[
x(2n−2)(t)
]2 max{1 + βn−1
2αn−1
,1 + γn−1
2τn−1
}
×
( 2n−2∑
i=0
1∫
0
∣∣gi(s, x(i)(s))∣∣∣∣x(2n−2)(s)∣∣ds +
1∫
0
∣∣r(s)∣∣∣∣x(2n−2)(s)∣∣ds
)
.
From the assumptions of the theorem, pick  > 0 such that
n−1∑
i=1
(
n−2∏
j=i
δj
)
(r2i−1 + ) +
n−2∑
i=0
(
n−2∏
j=i
Δi
)
(r2i + ) + (r2n−2 + )
< min
{
αn−1
2αn−1 + βn−1 ,
τn−1
2τn−1 + γn−1
}
.
For this , there is δ > 0 so that (14) holds with m = 1. Let Δ1,i , Δ2,i and gδ,i be defined in (15).
Then similar to the above discussion in Case 3, we get that Ω is bounded.
The remainder of the proof of this theorem is similar to that of the corresponding part of
Theorem 2.1 and is omitted. 
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