Special characters on star graphs and representations of $*$-algebras by Ostrovskyi, Vasyl
ar
X
iv
:m
at
h/
05
09
24
0v
3 
 [m
ath
.R
A]
  1
2 D
ec
 20
05 Special characters on star graphs and
representations of ∗-algebras
Vasyl Ostrovskyi∗
Institute of Mathematics, National Acad. Sci. of Ukraine
E-mail: vo@imath.kiev.ua
Introduction
In a series of recent papers (see [4, 2, 13, 15] and references therein), families of
self-adjoint operators A1, . . . , An were studied such that A1 + · · · + An = λI
and the spectrum of each operator Al, l = 1, . . . , n, lies in fixed finite set Ml.
Such families can be naturally regarded as ∗-representation of certain algebra
related to a star-shaped graph Γ and a positive function (character) on the set
of its vertexes.
While the cases where Γ is a Dynkin graph or extended Dynkin graph were
studied in details (see [2, 7, 6, 9] and others), in the case of general graph only
partial results are known [4, 8, 12].
In the case of extended Dynkin graphs, well-known are special characters,
which possess extra invariance properties. In this paper, we introduce such
special characters for general star-shaped graphs and study their properties
(Sec. 3). The formulas based on the positive solutions of certain equation,
which is related to the graph (Sec. 2). Following [12] we decompose the special
character into odd and even parts and study their evolution under reflections
(Sec. 4). Notice that similar formulas for the evolution of the even and odd parts
have been obtained independently in [11]. The obtained formulas are used in
Sec. 5 to prove that for any graph containing an extended Dynkin graph as a
proper subgraph there exists a character such that the corresponding algebra has
infinite-dimensional irreducible ∗-representation (the converse statement that
for the case of extended Dynkin graph all irreducible representations are finite-
dimensional, was proved in the previous paper [10]) Notice that this fact was
formulated as a hypothesis in [12].
∗This work was supported by the DFG, grant no. 436UKR 113/71/0-1 and State Founda-
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1 Preliminaries
Let Γ be a star-shaped graph, i.e., simply-laced non-oriented graph consisting
of n branches, such that l-th branch has kl + 1 vertexes, l = 1, . . . , n, and all
branches are connected at a single root vertex (which is extreme point for all
branches). Any function on the set of vertexes, is defined by a character on the
graph,
χ = (α
(1)
1 , . . . , α
(1)
k1
; . . . ;α
(n)
1 , . . . , α
(n)
kn
;λ), (1)
where α
(l)
1 , . . . , α
(l)
kl
are the values on the veriest of l-th branch starting from
non-root extreme point, and λ is the value on the root vertex.
Given a graph Γ and a character χ on Γ consider the ∗-algebra AΓ,χ over C
generated by self-adjoint elements al, l = 1, . . . , n, which satisfy relations
pl(al) = 0,
n∑
l=1
al = λe,
where pl(x) = x(x − a
(l)
1 ) . . . (x − a
(l)
kl
), l = 1, . . . , n. Then ∗-representations
of this algebra are n-tuples A1, . . . , An of self-adjoint operators in a Hilbert
space, such that A1 + · · ·+ An = λI and the spectrum of each Al is contained
in {a
(l)
1 , . . . , a
(l)
kl
}.
The essential tool to study ∗-representations of AΓ,χ are reflection (Coxeter)
functors introduced in [5] (for non-involutive case, see [1]). Namely there exist
two functors, S : RepAΓ,χ → RepAΓ,χ′ and T : RepAΓ,χ → RepAΓ,χ′′ , where
χ′ = (α
(1)
kl
− α
(1)
kl−1
, . . . , α
(1)
kl
− α
(1)
0 ; . . . ;α
(n)
kl
− α
(n)
kl−1
, . . . , α
(n)
kl
− α
(n)
0 ;λ
′),
λ′ = α
(1)
k1
+ · · ·+ α
(n)
kn
− λ,
χ′′ = (λ − α
(1)
k1
, . . . , λ− α
(1)
1 ; . . . ;λ− α
(n)
kn
, . . . , λ− α
(n)
1 ;λ)
(we put α
(l)
0 = 0, l = 1, . . . , n.) The action of these functors on ∗-representations
gives rise to the action on the set of characters, S : χ 7→ χ′, T : χ 7→ χ′′. This ac-
tion is extensively used to study the structure and properties of representations
of algebras introduced above.
2 Equation related to a graph
Let n and kl, l = 1, . . . , n be given natural numbers, and let Γ be the cor-
responding star-shaped graph. In what follows, we will use solutions of the
following equation
n− 1− t =
n∑
l=1
1
1 + t+ · · ·+ tkl
, t ≥ 0. (2)
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Theorem 1. (See [10]). The equation (2) have no solutions on [0,∞) if and
only if the corresponding graph Γ is one of the Dynkin graphs Ad, d ≥ 1, Dd,
d ≥ 4, E6, E7, or E8. The equation (2) has a unique solution on [0,∞) if and
only if the corresponding graph Γ is one of the extended Dynkin graphs D˜4, E˜6,
E˜7, or E˜8, this solution is t = 1. In all other cases (i.e., where Γ is neither a
Dynkin graph nor an extended Dynkin graph), the equation (2) has on [0,∞)
two solutions 0 < t1 < 1 < t2 < n− 1.
We show that t1t2 = 1.
Proposition 1. Let t be a solutions of (2). Then t−1 is also a solution of (2).
Proof. Indeed,
t−1 +
n∑
l=1
1
1 + t−1 + · · ·+ t−kl
= t−1
(
1 +
n∑
l=1
tkl+1
1 + t+ · · ·+ tkl
)
= t−1
(
1 +
n∑
l=1
tkl+1
1 + t+ · · ·+ tkl
+ n− 1− t−
n∑
l=1
1
1 + t+ · · ·+ tkl
)
= t−1
(
n− t+
n∑
l=1
tkl+1 − 1
1 + t+ · · ·+ tkl
)
= n− 1.
Hypothesis 1. Let r be the largest eigenvalue of a star-shaped graph Γ. Then
t+ t−1 + 2 = r2, where t is a positive solution of (2).
3 Special characters
For graphs which are not Dynkin graphs, we introduce special character as
follows:
χΓ = (α
(1)
1 , . . . , α
(1)
k1
; . . . ;α
(n)
1 , . . . , α
(n)
k1
; 1),
α
(l)
j =
1 + t+ · · ·+ tj−1
1 + t+ · · ·+ tkl
, (3)
where t is a solution of (2). For extended Dynkin graph such character is unique
(since (2) has a unique solution t = 1) and has the form
χD˜4 =
1
2
(1; 1; 1; 1; 2);
χE˜6 =
1
3
(1, 2; 1, 2; 1, 2; 3);
χE˜7 =
1
4
(1, 2, 3; 1, 2, 3; 2; 4);
χE˜8 =
1
6
(1, 2, 3, 4, 5; 2, 4; 3; 6).
For any graph containing extended Dynkin graph there are two special charac-
ters corresponding to two positive solutions of (2).
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Proposition 2. (TS)χΓ = t
−1χΓ.
Proof. Indeed, the equality
n∑
l=1
tkl
1 + · · ·+ tkl
= n− 1−
1
t
implies that
n∑
l=1
1 + · · ·+ tkl−1
1 + · · ·+ tkl
= 1 +
1
t
, (4)
and by a direct calculations we get (TS)χΓ =
1
t
χΓ.
Given a graph Γ consider the following quadratic form on the set of charac-
ters χ:
γΓ(χ) =
n∑
l=1
kl∑
j=1
(α
(l)
j )
2 + λ2 −
n∑
l=1
kl>1
kl−1∑
j=1
x
(l)
j x
(l)
j+1 − λ
n∑
l=1
x
(l)
kl
(5)
Proposition 3. For special character, γΓ(χΓ) = 0.
Proof. We have, using (4)
γΓ(χΓ, 1) =
n∑
l=1
kl∑
j=1
(1 + · · ·+ tj−1)2
(1 + · · ·+ tkl)2
+ 1
−
n∑
l=1
kl>1
kl−1∑
j=1
(1 + · · ·+ tj−1)(1 + · · ·+ tj)
(1 + · · ·+ tkl)2
−
n∑
l=1
1 + · · ·+ tkl−1
1 + · · ·+ tkl
=
n∑
l=1
1
(1− tkl+1)2
( kl∑
j=1
(1− tj)2 −
kl−1∑
j=1
(1− tj)(1 − tj+1)
)
−
1
t
.
Here we assume t 6= 1, since for t = 1 (Γ being an extended Dynkin graph) the
statement is well known.
For kl > 1 we have
1
(1− tkl+1)2
( kl∑
j=1
(1 − tj)2 −
kl−1∑
j=1
(1− tj)(1 − tj+1)
)
=
1− tkl
(1 − tkl+1)(1 + t)
.
For kl = 1 the same hods assuming the second summand is zero. Then by (4)
we have
γΓ(χΓ) =
1
t+ 1
n∑
l=1
1− tkl
1− tkl+1
−
1
t
= 0.
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4 Evolution of odd and even components
In this section, similarly to [12] we decompose the special character into odd
and even parts (in [12] these parts are called odd and even standard characters)
and study their evolution under the action of the Coxeter functors. We obtain
for arbitrary star-shaped graphs the formulas obtained in [12] for special classes
of graphs.
As shown in [2], there is a correspondence between non-degenerate ∗-represen-
tations of algebras AΓ,χ and non-degenerate locally scalar representations of Γ.
Namely, ∗-representations of the algebra AΓ,χ correspond to locally scalar rep-
resentations of the graph Γ with character
uΓ = (x
(1)
1 , . . . , x
(1)
k1
; . . . ;x
(n)
1 , . . . , x
(n)
kn
; 1) (6)
where
x
(l)
kl
= α
(l)
kl
, x
(l)
kl−1
= α
(l)
kl
− α
(l)
1 ,
x
(l)
kl−2
= α
(l)
kl−1
− α
(l)
1 , x
(l)
kl−3
= α
(l)
kl−1
− α
(l)
2 ,
x
(l)
kl−4
= α
(l)
kl−2
− α
(l)
2 , x
(l)
kl−5
= α
(l)
kl−2
− α
(l)
3 , (7)
and so on; l = 1, . . . , n.
Applying these formulas for the special character χΓ we have the following
special character of locally scalar representation:
x
(l)
kl
=
1 + t+ · · ·+ tkl−1
1 + t+ · · ·+ tkl
, x
(l)
kl−1
=
t (1 + t+ · · ·+ tkl−2)
1 + t+ · · ·+ tkl
,
x
(l)
kl−2
=
t (1 + t+ · · ·+ tkl−3)
1 + t+ · · ·+ tkl
. x
(l)
kl−3
=
t2 (1 + t+ · · ·+ tkl−4)
1 + t+ · · ·+ tkl
, (8)
and so on.
Following [3] we decompose the set of vertexes Γv into odd and even parts,
Γv =
•
Γv ∪
◦
Γv. However, unlike in [3], we always assume that the root vertex is
odd. According to the decomposition of Γv we decompose uΓ into odd end even
parts, uΓ =
•
uΓ +
◦
uΓ, where
•
uΓ = (. . . , 0, x
(1)
k1−3
, 0, x
(1)
k1−1
, 0; . . . ; . . . , 0, x
(n)
kn−3
, 0, x
(n)
kn−1
, 0; 1),
◦
uΓ = (. . . , 0, x
(1)
k1−2
, 0, x
(1)
k1
; . . . ; . . . , 0, x
(n)
kn−2
, 0, x
(n)
kn
; 0).
Denote by σg the reflection at a point g ∈ Γv. Let
•
c and
◦
c be compositions of
reflections at all odd and even points respectively (the order is irrelevant since
all odd reflections commute and all even reflections commute). For detailed
definitions and properties of these mappings, see [3].
Proposition 4. Let the character of locally scalar representation be defined by
(6), (8). For odd vertexes σg(xg) = t
−1xg . For even vertexes σg(xg) = txg.
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Proof. Straightforward calculations.
Proposition 5. The following formulas hold for all j = 1, 2, . . . .
(
•
c
◦
c)j
•
uΓ =
1
tj(1− t)
(
(1− t2j+1)
•
uΓ + t(1− t
2j)
◦
uΓ
)
,
◦
c(
•
c
◦
c)j
•
uΓ =
1
tj(1− t)
(
(1− t2j+1)
•
uΓ + (1− t
2j+2)
◦
uΓ
)
,
(
◦
c
•
c)j
◦
uΓ =
1
tj(1− t)
(
(1− t2j)
•
uΓ + (1− t
2j+1)
◦
uΓ
)
,
•
c(
◦
c
•
c)j
◦
uΓ =
1
tj+1(1− t)
(
(1− t2j+2)
•
uΓ + t(1− t
2j+1)
◦
uΓ
)
.
Proof. The following fact follows from the Proposition 4 above.
Lemma 1. Let uΓ be defined by (6), (8). Then
•
c
•
uΓ = −
•
uΓ,
◦
c
◦
uΓ = −
◦
uΓ,
◦
c
•
uΓ =
•
uΓ + (1 + t)
◦
uΓ,
•
c
◦
uΓ =
◦
uΓ + (1 + t
−1)
•
uΓ,
Now the statement follows by induction from Lemma 1.
Remark 1. Since
•
c
•
uΓ = −
•
uΓ and
◦
c
◦
uΓ = −
◦
uΓ, Proposition 5 obviously gives
the formulas for (
◦
c
•
c)j
•
uΓ,
•
c(
◦
c
•
c)j
•
uΓ, (
•
c
◦
c)j
◦
uΓ,
◦
c(
•
c
◦
c)j
◦
uΓ as well.
Corollary 1. For a character of the form v = α
•
uΓ + β
◦
uΓ (α 6= 0) introduce a
“normalized” character v˜ =
•
uΓ + α
−1β
◦
uΓ. Then we have formulas similar to
[12]:
˜
(
•
c
◦
c)j
•
uΓ =
•
uΓ +
t
1 + t
ρλ−2(2j)
◦
uΓ,
˜◦
c(
•
c
◦
c)j
•
uΓ =
•
uΓ + (1 + t)(ρλ−2(2j + 1))
−1 ◦uΓ
=
•
uΓ +
t
1 + t
(λ + 2− ρλ−2(2j))
◦
uΓ,
˜
(
◦
c
•
c)j
◦
uΓ =
•
uΓ + (1 + t)(ρλ−2(2j))
−1 ◦uΓ
=
•
uΓ +
t
1 + t
(λ + 2− ρλ−2(2j − 1))
◦
uΓ,
˜•
c(
◦
c
•
c)j
◦
uΓ =
•
uΓ +
t
1 + t
ρλ−2(2j + 1)
◦
uΓ.
Here λ = t+ t−1 and following [12] we denote
ρλ−2(n) = 1 +
t− tn
1− tn+1
.
We use the formula
(ρλ−2(n+ 1))
−1 =
t
(t+ 1)2
(λ+ 2− ρλ−2(n)),
6
which is verified directly. Notice that in [12], the condition t > 1 was assumed,
while we admit as t any of the two positive solutions of (2).
Proposition 6. Let u′Γ be the special character, constructed by the same for-
mulas (6), (8) as uΓ but with t
−1 instead of t. Then for t > 1
lim
j→∞
˜
(
•
c
◦
c)j
•
uΓ = lim
j→∞
˜•
c(
◦
c
•
c)j
◦
uΓ = uΓ,
lim
j→∞
˜◦
c(
•
c
◦
c)j
•
uΓ = lim
j→∞
˜
(
◦
c
•
c)j
◦
uΓ = u
′
Γ,
and for t < 1
lim
j→∞
˜
(
•
c
◦
c)j
•
uΓ = lim
j→∞
˜•
c(
◦
c
•
c)j
◦
uΓ = u
′
Γ,
lim
j→∞
˜◦
c(
•
c
◦
c)j
•
uΓ = lim
j→∞
˜
(
◦
c
•
c)j
◦
uΓ = uΓ.
Proof. Let t > 1. It was shown in [12] that limj→∞ ρλ−2(j) = 1 + t
−1 which
implies the first formula.
The same formula yields
lim
j→∞
˜◦
c(
•
c
◦
c)j
•
uΓ =
•
uΓ + t
◦
uΓ
Let
•
u′Γ and
◦
u′Γ be odd and even components of u
′
Γ. The nonzero components
of
•
uΓ have the form
x
(l)
kl−2j+1
=
tj(1 + t+ · · ·+ tkl−2j)
1 + t+ · · ·+ tkl
, j = 0, 1, . . .
which is invariant under replacement t 7→ t−1. Therefore,
•
u′Γ =
•
uΓ.
The nonzero components of
◦
uΓ have the form
x
(l)
kl−2j
=
tj(1 + t+ · · ·+ tkl−2j−1)
1 + t+ · · ·+ tkl
, j = 0, 1, . . .
which implies
◦
u′Γ = t
◦
uΓ.
For t < 1 we have limj→∞ ρλ−2(j) = 1 + t. The rest of the proof is the
same.
5 Representations
Proposition 7. Let Γ be a star-shaped graph. If Γ contains an extended Dynkin
graph as a proper subgraph, then there exists a character χ on Γ such that AΓ,χ
has infinite-dimensional irreducible ∗-representation.
Otherwise, all irreducible ∗-representations of AΓ,χ are finite-dimensional
regardless of the choice of χ.
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Proof. It was shown in previous paper [10] that for Dynkin graphs and extended
Dynkin graphs all irreducible ∗-representations of AΓ,χ are finite-dimensional.
Therefore, we need to prove the first part of the proposition only.
Let Γ′ ⊃ Γ. Then any irreducible representation of AΓ,χ can trivially be
extended to irreducible representation of AΓ′,χ′ , where χ
′ coincides with χ on
vertexes of Γ and is arbitrary outside Γ. Therefore, it remains to prove the
statement for the following graphs: Γ(1,1,1,1,1), Γ(1,1,1,2), Γ(2,2,3), Γ(1,3,4), Γ(1,2,6),
since any star-shaped graph containing an extended Dynkin graph as a proper
subgraph, contains (or coinsides with) one of the five listed above. Here we
denote by Γ(k1,...,kn) the graph with n branches of lengths k1, . . . , kn.
After some calculations one can see that the components of the characters
wp =
•
uΓ +
1− tp
1− tp−1
◦
uΓ,
are increasing along branches, (wp)
(l)
j+1 > (wp)
(l)
j , for p ≥ k = max kl. Let χp be
the corresponding character on the graph constructed by the procedure inverse
to (7). Then the components of χp are positive and increasing along branches,
(χp)
(l)
j+1 > (χp)
(l)
j , j = 1, . . . , kl − 1, l = 1, . . . , n. This property of characters
is essential for the constructions related to the corresponding algebra AΓ,χp .
Moreover, for p = k, we have (χk)
(l)
k = 1 (kl = k) which allows to construct for
this algebra one-dimensional representation.
Since the action of T and S is induced by the action of
◦
c and
•
c, applying
powers of (TS), to this representation, we get irreducible representations of the
whole family of algebras AΓ,χj , j = p+ 2r, r = 0, 1,. . . .
Applying Proposition 6 and results of [14] we conclude that the algebra
AΓ,χΓ has at least one ∗-representation.
If AΓ,χΓ has a finite-dimensional irreducible representation, then the trace
equality implies that 1 belongs to the rational span of components of χΓ. To
complete the proof, we show that this is not true for the five graphs listed above.
This is known for Γ(1,1,1,1,1) [4] and for Γ(1,1,1,2) [8]
Indeed, after simple transformations we find that t is a root of the corre-
sponding polynomial pΓ(·):
pΓ(1,1,1,1,1)(x) = x
2 − 3x+ 1,
pΓ(1,1,1,2)(x) = x
4 − x3 − x2 − x+ 1,
pΓ(2,2,3)(x) = x
6 − x4 − x3 − x2 + 1,
pΓ(1,3,4)(x) = x
8 − x5 − x4 − x3 + 1,
pΓ(1,2,6)(x) = x
10 + x9 − x7 − x6 − x5 − x4 − x3 + x+ 1.
It is a routine exercise to check that each of these polynomials is irreducible
over N and therefore over Q. Therefore, if t is a root of pΓ(·), the numbers 1, t,
. . . , tm−1, m = deg pΓ(·), are rational independent.
Reducing the components of χΓ to common denominator, we obtain the
following problem: to check that
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—for Γ(1,1,1,1,1) qΓ(t) = 1 + t is rational independent of 1;
—for Γ(1,1,1,2) qΓ(t) = (1+ t)(1+ t+ t
2) is rational independent of 1+ t+ t2,
1 + t, (1 + t)(1 + t);
—for Γ(2,2,3) qΓ(t) = (1 + t + t
2)(1 + t + t3) is rationally independent of
1+t+t2+t3, (1+t)(1+t+t2+t3), 1+t+t2, (1+t)(1+t+t2), (1+t+t2)(1+t+t2);
—for Γ(1,3,4) qΓ(t) = (1+ t)(1 + t+ t
2 + t3)(1 + t+ t2 + t3 + t4) is rationally
independent of (1 + t+ t2 + t3)(1 + t+ t2 + t3 + t4), (1 + t)(1 + t+ t2+ t3+ t4),
(1+t)(1+t)(1+t+t2+t3+t4), (1+t+t2)(1+t)(1+t+t2+t3+t4), (1+t)(1+t+
t2+ t3+ t4), (1+ t)(1+ t)(1+ t+ t2+ t3+ t4), (1+ t+ t2)(1+ t)(1+ t+ t2+ t3+ t4),
(1 + t+ t3 + t4)(1 + t)(1 + t+ t2 + t3 + t4);
—for Γ(1,2,6) qΓ(t) = (1+t)(1+t+t
2)(1+t+t2+t3+t4+t5+t6) is rationally
independent of (1+t+t2)(1+t+t2+t3+t4+t5+t6) (1+t)(1+t+t2)(1+t+t2+t3+
t4+t5+t6), (1+t)(1+t+t2+t3+t4+t5+t6), (1+t)(1+t)(1+t+t2+t3+t4+t5+t6),
(1 + t)(1 + t + t2), (1 + t)(1 + t)(1 + t + t2), (1 + t + t2)(1 + t)(1 + t + t2)
(1 + t + t2 + t3)(1 + t)(1 + t + t2), (1 + t + t2 + t3 + t4)(1 + t)(1 + t + t2),
(1 + t+ t2 + t3 + t4 + t5)(1 + t)(1 + t+ t2).
But this immediately follows since none of these numbers except contains
tm−1, m = deg pΓ(·).
The author expresses his deep gratitude to Prof. Yu. S. Samoilenko and
Prof. S. V. Popovych for valuable discussions of the subject of this paper.
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