This paper describes the participation of the SINAI-DL team at RumourEval (Task 7 in SemEval 2019, subtask A: SDQC). SDQC addresses the challenge of rumour stance classification as an indirect way of identifying potential rumours. Given a tweet with several replies, our system classifies each reply into either supporting, denying, questioning or commenting on the underlying rumours. We have applied data augmentation, temporal expressions labeling and transfer learning with a four-layer neural classifier. We achieve an accuracy of 0.715 with the official run over reply tweets.
Introduction
Fake news has been identified as "news stories that have no factual basis but are presented as news" (Allcott and Gentzkow, 2017) . On a conceptual level, we can define hoaxes or rumours as false information spread across social media with the intention to be picked up by traditional news websites (Rubin et al., 2015) . Rumours have been around for millennia, as attested by the ancient (and modern) Greek word 'pheme', which means rumour or inaccurate information.
We have participated in RumourEval (SemEval 2019 Task 7, Subtask A), named SDQC: Determining support for rumours, with the complementary objective of tracking how other sources orient to the accuracy of the rumourous story by looking at the replies to the tweet that presented the rumourous statement (Gorrell et al., 2019) .
These replies are extracted from Twitter and Reddit, but we have only processed the tweet replies, obtaining a good score in terms of accuracy.
The rest of the paper is organized as follows. Section 2 is a brief overview of the task. Data analysis is shown in section 3. Section 4 describes the neural network architecture. The experiments and results are analyzed in section 5. Finally, conclusions and proposals for further experimentation are provided in section 6.
Related Work
The previous edition of RumorEval was organized as part of the SemEval 2017 workshop. Thirteen systems were presented in that edition. Most of the systems presented face this task as a tweet classification task with four categories. Some participants use neural networks such as LSTM (Kochkina et al., 2017) and CNN (Chen et al., 2017; García Lozano et al., 2017) , or SVM machine learning algorithm (Wang et al., 2017; Singh et al., 2017) , using as main feature word embeddings. Most systems add lexical, syntactic and semantic features to word embeddings.
Data analysis
The data provided by the organization consist of a set of tweets and replies. Replies can be originated from two different sources: Reddit or Twitter. We have only worked with Twitter replies because features of Reddit replies and tweets are different, especially in regards to the length. In Table 1 The objective of task A is to determine whether each reply supports, denies, queries or comments the rumour. The classification of tweet replies in each of the four categories established is shown in Table 2 . We can conclude that although the labels show a realistic situation in terms of user comments, the classes are very unbalanced. In order to decide which window size to use in our system, we generated a cumulative histogram according to the different lengths of the tweets replies. Our objective was to select a size that could cover a high rate of tweets replies. In Table 3 we summarize the quantiles at 80 % and 90 % for the different datasets. Based on the values we decided to select a window size with 30 words because approximately 90 % of training and development tweet replies have a length of 30 words or less.
Category train_EN dev_EN test_EN

Data
Quantile 0.8 Quantile 0.9 train_EN 25 29 dev_EN 28 30 
System overview
Nowadays, deep neural architectures are populating the scientific playground in many scenarios: image recognition, speech recognition (Graves et al., 2013) and synthesis (Ze et al., 2013) , and, of course, text classification (Zhang et al., 2015) . But these supervised learning algorithms demand certain requirements that sometimes are difficult to meet. One of the most difficult to overcome in some cases is the need for a large and varied learning data set. When there is a lack of data, two main strategies can be followed: transfer learning and data augmentation.
Model description
We have implemented the proposed neural network using the The model has been trained with the hyperparameters values specified in The texts have been preprocessed as follows:
1. Lower case is applied.
2. Hashtags are split into several tokens according to a camel case approach. For example, "#MeToo" is converted into the terms "<BOH>me too <EOH>".
Mentions are replaced by the token <MENTION>
4. Unknown terms (those not found in the embedding dictionary) are replaced by the token <UNK>.
5.
A final token <EOT> is added at the end of the tweet.
We have taken an already trained word embedding matrix for the first layer, allowing the weights of the these learned model to get retrained during the learning process. We have used the weights from the GloVe Twitter model provided by the Stanford NLP Group, which is built over 2 billion tweets (27B tokens, 1.2M vocab, uncased, 200-dimensional vectors, 1.42 GB download).
Data augmentation
There are two important reasons for proposing data augmentation. On the one hand, deep neural models require a significant amount of training data to extract relevant features. On the other hand, as we can see in the section 3 there is a strong class imbalance between the samples (in dev and train datasets more than 75 % of the tweets are labeled as comments).
For each tweet, our system expands the information using paraphrasing. To express the same message with different words, we applied the online tool RewriterTools 2 . For instance, the paraphrase of the tweet "EU's hailed migrant plan 'a road to Hell' Czech Republic refuses involvement" is "EU's hailed migrant layout 'a avenue to Hell' Czech Republic refuses involvement".
Temporal expressions
As human beings, we tend to organize the flux in structured units known as events. Events take place at certain times, which are expressed in the text in the form of temporal expressions. However, these expressions are not always explicit dates that a computer is able to understand. For this reason, we decided to add a module that is capable of processing temporal information at the level of events and temporal expressions and annotate and resolve this information, so that it can be used in the detection of a rumor.
TimeML (Saurí et al., 2006) is the most standardized schema to annotate temporal information.
They defined the event as "something that can be said to obtain or hold true, to happen or to occur". This annotation schema annotates not only events and temporal expressions, but also temporal relations, known as links (Pustejovsky et al., 2003) . Example below shows a sentence annotated with TimeML temporal expressions (TIMEX3), events (EVENT), and the links between them (TLINK).
John <EVENT eid='e1'>came</EVENT> on <TIMEX3 tid='t1'>Monday</TIMEX3> <TLINK eventInstanceID='e1' relatedToTime='t1' relType='IS_INCLUDED' /> In our approach, the Temporal Information Extraction and Processing was performed by TIPSem system (Temporal Information Processing using Semantics) (Llorens et al., 2013 (Llorens et al., , 2012 3 . TIPSem is able to automatically annotate all the temporal information according to TimeML standard annotation scheme (Saurí et al., 2006) . In this first approach of the system, only the tags regarding temporal expressions and events have been considered and we will explore using the links as further work.
Experiments and results
We performed an evaluation of the proposed neural network on the development set, but training a model on two different official training sets: the official ones and those augmented by paraphrasing the given tweets. The results were discouraging when paraphrased tweets are added to the training set, as Table 5 shows. After checking the tweets generated by the paraphrasing tool, we noticed that the quality was low, with non-sense texts in some cases and few structural variations from the original tweet. Thus, we believe that the network was not even less robust, but worse as a nonrealistic model was learned.
The detection of temporal expressions and the inclusion of the generated tags into the model didn't report any improvement either. We believe that the related embeddings (randomly initialized) needed a far larger set to fit in the transferred learned embedding model for GloVe vectors.
Thus, our submission relies only on official training data which was, as we know, not enough data to ensure a good learning process. Anyhow, our system performed in 9th position out from 21 in train data accuracy on dev data official 0.690499 official + paraphrased 0.675808 official with temporal tags 0.684622 In the first analysis of results we can verify that the neural network system, on the base case, has worked correctly (almost perfect) for the comment class that have a sufficient number of examples of train and dev, and much worse for those with very few examples (classes support, deny and query).
We have to finish a more exhaustive analysis of these results, especially of the mislabelled samples. For instance, in the analysis of the truth label support, our system tags the most of the cases with the comment label. In this case, we can conclude that the comment label has been overtrained because of the greater number of examples (high bias).
Conclusions and future work
Our proposal explores how transferred embeddings and data augmentation may help in a text classification task like RumourEval. By augmenting official training data with paraphrasing, no improvement is noticed on classifying development data, due to the poor quality of the paraphrasing tool. So, we plan to explore other augmentation strategies, like a forward-backward translation. Neither temporal expression detection has been found useful in this task, at least with the model proposed. We have found also that the models trained exhibits high variance. That means that we are overfitting the model on training data, so despite the use of the dropout technique, early stopping, fewer parameters or more training data could help to produce a more robust model. Attention mechanism in the neural network could also help (Wang et al., 2016) , along with a pre-training of the LSTM with a large corpus of tweets for a language model (predicting next word) and then transfer those weights and retrain them for this specific task.
Finally, we intend to incorporate a module that takes into account the reputation of the user who makes comments, based on non-textual parameters, such as the relationship between the user of the original tweet and the user of the reply tweet, number of followers, knowledge of the subject, etc. We will use that information to work in the second task, predicting the veracity of the original tweet.
