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Abstract-Past research studies have documented the failure of the
Insurance Regulatory Information System (IRIS) to provide
adequate warning of insurer financial distress or insolvency. As a
result, scholars have examined alternative parametric and nonparametric models to predict insurer insolvency. This study uses a
neural network, a non-parametric alternative to past techniques,
and shows how this methodology more effectively predicts insurer
insolvency than parametric models.

I. INTRODUCTION
Researchers often encounter binary dependent variables in
the prediction of individual or company credit worthiness.
Based upon research of Berkson [10] and Altman [2],
analysts have routinely used binary logit regression (BLR)
and discriminant analysis (DA) to solve this class of problem.
Empirical studies examining these two parametric
methodologies have generally concluded that both are
effective in predicting business failure or bankruptcy [28] and
[7].
However, parametric models, such as BLR and DA, require
the researcher to specify, in advance, the functional
relationship between dependent and independent variables,
and to identify expected interaction effects among
independent variables. These limitations can be especially
problematic for solvency assessment in the insurance industry
where recent high failure rates and low profit margins have
intensified practical and academic interest in quantitative and
statistical methods of insolvency prediction [4]. Furthermore,
the multiple threats of rising health costs and AIDS have
increased financial stress among life and health insurers [42].
The increased financial stress has encouraged the federal
government to more closely examine insolvency assessment
methodologies and to actually consider setting federal
insolvency standards for companies involved in the interstate

sale of life and health insurance [15].
The heightened importance of insolvency prediction in the
insurance industry, and limitations of parametric prediction
models, have prompted researchers to test non-parametric, or
distribution free, alternatives to BLR and DA [5]. However,
to the authors' knowledge, researchers have not tested the
effectiveness of neural networks (NNs) in insolvency
assessment among life and health insurers, despite NN's
demonstrated effectiveness in applications as diverse as
aquatic salinity prediction [17], weather forecasting [34], and
hospital survival modeling [18] and [13].1
The purpose of this study is to construct an empirical NN
for predicting life and health insurer insolvency and to
compare its forecasting capability to that of parametric
models. It is proposed that NN models could assist state
regulators in establishing the size of loss reserve funds and in
focusing financial audit activities of financially distressed
insurers [22]. Using data from an earlier study by BarNiv and
Hershbarger [6], the present study will compare insolvency
predictions obtained from a NN, BLR and DA.
II. INSOLVENCY PREDICTION IN THE INSURANCE INDUSTRY
In terms of receiving early warning of potential insurer
insolvency, insurance purchasers and benefit managers have
typically relied heavily on rating services such as the A.M.
Best Company [42]. However, A.M. Best currently rates only
slightly over 3,000 insurers. Thus, many regulated insurers
are not rated by the A.M. Best Company, or other rating
services such as Moody's or Standard and Poor's. For
1

Brockett, Cooper, Golden, and Pitaktong [13] tested a neural network on
insolvency prediction in the property-casualty insurance industry in Texas and
noted the need for testing a NN on a national sample of life insurers.
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example, of the 1,300 life and health insurers examined in
1994, Best placed 294 in the vulnerable category but failed to
rate 419 of the insurers [12]. Additionally, hundreds of
smaller insurance companies did not meet the requirements to
be included in A.M. Best's reports and were likely more
susceptible to financial collapse than examined firms.
To aid state regulators in insurer oversight activities and
solvency assessment, the National Association of Insurance
Commissioners (NAIC) developed the Insurance Regulatory
Information System (IRIS) in the 1970s. The IRIS was
intended to quickly identify companies that require close
surveillance from state insurance department personnel. The
IRIS warns regulators that immediate attention is required
when four of twelve designated financial ratios of an insurer
are outside the specified range [33].
In theory, the IRIS highlights insurers who have a high
probability of insolvency and merit closer financial scrutiny
from regulatory agencies. However, Thornton and Meador
[41] and Hershbarger and Miller [25] concluded that the IRIS
tests were ineffective in predicting insurer insolvency and that
several of the IRIS ratios provided very little explanatory
power in predicting insurer insolvency. One shortcoming of
the IRIS approach is that acceptable ranges for the twelve
ratios are so wide that few truly vulnerable insurers meet the
IRIS conditions for regulator audit activity.
Barrese [11] concluded that it was possible to improve
substantially over the IRIS ratios in predicting insolvency
using multivariate techniques such as regression. In past
studies, researchers have normally used the regression
technique of BLR and/or multivariate DA to confirm the
inadequacies of the IRIS system and benchmark alternative
techniques.
A.

Parametric Modeling

Researchers have used the Binary Logit Regression (BLR)
model extensively in insurance industry studies predicting
insolvency.2 In cases with non-normally distributed
populations, research has found the BLR model to provide
classification results superior to that of the Discriminant
Analysis (DA) model when the BLR parameters are estimated
with maximum likelihood techniques [37] and [31]. One
problem with the use of this technique is that in cases where
the likelihood function is flat or has more than one peak, the
function may diverge or converge to a local maximum
depending on the initial or "starting" parameter estimates. As
a consequence, different empirical results can be obtained for
different starting values of parameter estimates. Typically,
2

See BarNiv and McDonald [5] for a review of empirical studies.

statistical packages use ordinary least squares (OLS)
estimates as starting values. Thus, if the OLS starting values
are far from the global maximum, this methodology can result
in convergence to a local maximum rather than the global
maximum.
The DA procedure assigns an observation of unknown
group membership to one of two or more groups based upon
the observation's calculated discriminant score. Fisher's
methodology, used in this research study, employs a linear
combination of the independent variables, which yields
estimated coefficients that maximize the ratio of variance
between groups to variance within groups [20].
In the case of insurer insolvency, coefficients of the
discriminant function are usually estimated from financial
ratios of companies in the training set. The estimated
parameters from the DA model are then used to produce a
discriminant score for each observation in test or "holdout"
data. The DA algorithm then assigns each insurer to the
predicted groups based on this discriminant score [36].
Theoretically, DA requires the two populations to be
characterized as multivariate normal distributions with equal
covariances. Research has concluded that violations of the
basic DA assumptions produce parameter estimates and
categorization capabilities less than optimal [26]. In the case
of bankruptcy prediction, Deakin [16] found fourteen of
fifteen financial ratios examined failed to conform to the
normality assumption. In order to overcome violations of
basic DA assumptions, Lachenbruch, Sneeringer, and Revo
[26] recommended the use of quadratic methods. However,
Altman, Avery, Eisenbeis, and Sinkey [1] demonstrated that
quadratic methods produce poor classification results on test
or holdout data. As a result of the limitations of BLR and DA,
it is hypothesized that the NN model could potentially
provide regulators with a model that provides more accurate
predictions when violations of the basic assumptions of the
BLR and DA models exist.
B.

Non-Parametric Methodologies

Remarkable enhancements in the computational power of
digital computers have expanded the researchers' use of nonparametric, or distribution free, techniques which allow the
data to dictate functional relationships among variables in the
model [32], [8] and [29]. For example, BarNiv and Raveh [8]
outlined a non-parametric categorization technique that
predicted bankruptcy more accurately than DA in a sample of
200 industrial firms.
Contrary to DA, the BarNiv-Raveh model permits nonnormally distributed independent variables. Their procedure
maximizes an index of separation that is a monotonic
transformation of DA scores derived from Fisher's
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discriminant function. The technique guarantees maximum
separation between groups by adjusting the estimated
discriminant coefficients so that the number of
misclassifications in the training set is minimized. However
the method, which is limited to producing ordinal rankings
within groups, categorizes observations with no
quantification of the prediction error.
Likewise, Messier and Hansen [32] developed a nonparametric technique that categorized bankrupt firms more
correctly than parametric techniques such as DA. After
scanning training data, the methodology generates a
classification tree, or set of rules, which identifies the most
effective method of classifying the data into risk groups.
These rules, or algorithms, are then used to classify test or
"unseen" data. This approach, contrary to other rule-based
systems, does not rely on explicitly obtaining the expert's
knowledge or decision matrix. However, Messier and Hansen
recommend that practitioners limit the use of this technique to
relatively small data sets since the entire set of examples must
be searched and a new set of rules generated each time a new
example is added.
Other analysts, using non-parametric categorization
techniques, merged rule-based or expert systems with NNs.
For example, CREDITVIEW, a hybrid NN and expert
system, evaluates the credit worthiness of loan applicants
based on past financial data on good and bad obligators, and
on industry norms drawn from COMPUSTAT data [29].
Developed by Chase Manhattan Bank, this model produces
three-year predictions that are used to assign companies to
risk categories of good, problematic or charged-off.
Paralleling non-parametric approaches such as Chase's
CREDITVIEW, the present study applies a NN to historical
financial data to classify life insurance companies into risk
categories. This methodology, as opposed to expert systems
that rely on the explicit delineation of rules by the expert,
depends on "learning" within the system.
C.

hidden layer and an output layer, each of which contains one
or more nodes.3 In standard statistical terminology, nodes in
the input layer correspond to the independent variables while
nodes in the output layer compare to the dependent variable.
The hidden layer simulates interaction effects among nodes in
the input layer.
Fig. 1 presents a schematic of a NN with three nodes in the
input and hidden layers and with one node in the output layer.
Weights to and from each layer, indicated by the solid
connecting lines, are empirically estimated to produce an
optimal model. The NN package used in this study adds two
bias nodes to the basic model. The bias nodes are always "on"
supplying a weight similar to a threshold value that is learned
just like other weights in the model [39]. The value at the
output node is thus a function of the weights of the paths from
the hidden nodes and the bias node.
Although published research studies identify a wide variety
of NN approaches, researchers increasingly develop
applications using back propagation learning algorithms due
to their intuitive appeal, high level of development, and ease
of use. Kolmogorov [24] through an existence theorem,
proved the ability of multi-layer networks to represent nonlinear patterns. Applying the back propagation learning
algorithm to input data, White [45] concluded that a three
layer NN, as presented in Fig. 1, provides an accurate
approximation to any function likely encountered as long as
the number of hidden units is sufficiently large.

The NN Approach

The basis of the neural network approach is the construction
of a network of nodes that are interconnected, with weights
associated with each connection. Learning algorithms
determine the weights for each connection. In order to
empirically estimate the weights, a set of representative
training cases are first presented to the network. The network
"learns" the relationship between the predictor variables and
the outcome variable for the training set. When presented
with new or test data, the network predicts the outcome
variable based upon patterns learned from the training set.
The network is typically composed of an input layer, a

Fig. 1. BPNN with input, hidden, bias, and output nodes
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White [45] contended that back propagation and non-linear
regression could be viewed as alternative statistical
approaches to solving the least squares problem. Rumelhart,
Hinton, and Williams [39] provide a more detailed
specification of the back propagation learning algorithm. The
next section presents the empirical results from applying
BLR, DA, and NN models to the sample data.
III. EMPIRICAL RESULTS
Data used in the subsequent empirical analysis comes from
the BarNiv and Hershbarger study [6]. This is one of a very
few studies examining insolvency in the life insurance
industry. BarNiv and Hershbarger's selection criteria
produced a total of twenty-eight insolvent life insurance
companies matched with twenty-eight solvent insurers based
on state of domicile, firm size and time frame. They defined
insolvent insurers as those companies declared insolvent by
their respective state insurance commissioners and
subsequently also reported insolvent by the A.M. Best
Company. BarNiv & Hershbarger's definition, selection
criteria and data are also used in the present study. However,
BarNiv and Hershbarger included eight life insurance firms
for which data were not provided by A.M. Best's Insurance
Reports. Since being listed in the A.M. Best's Insurance
Reports is itself an indicator of insurer financial solvency,
these eight firms were omitted from the analysis.4 Applying
this additional condition to the BarNiv and Hershbarger
dataset reduced this study's dataset to twenty insolvent and
twenty matching solvent life insurance firms.
Though the dataset is somewhat smaller than that used by
BarNiv and Hershbarger, past research has generally
demonstrated that small samples generally favor parametric
models over NN in classification comparisons. For example,
Soulie, Gallinari, Cun, and Thiria [39] found that as the size
of the training set increases, the ability of the neural network
to accurately predict the test set increased. Generalizing to
other studies, they found that for sample sizes less than 100,
the relative accuracy of the NN deteriorated dramatically. On
the other hand, Wann, Hediger, and Greenbaum [43] found
that larger training sets do not guarantee better NN
performance. To the authors' knowledge, no study to date has
demonstrated that sample size adversely affects prediction
comparisons between NNs and parametric models.
Despite the paucity of variables, the authors, for several
reasons, rejected adding other explanatory variables. First,
Frydman, Altman, and Kaod [21] concluded that the use of
fewer financial ratios and equal group sizes produces less
4

Six of these eight insurers subsequently failed.

biased results in failure prediction. Second, adding other
financial ratios to the model, in general, provides negligible
explanatory power since financial ratios of life insurers are
usually highly correlated.
BarNiv and Hershbarger [6] used a four variable model to
estimate insolvency in the life insurance industry and found
that the selected IRIS ratios had significant discriminatory
power.5 In the subsequent analysis, this same four variable
model is used. A description of each variable, along with
group means, is presented in Table 1.
IV. CLASSIFICATION METHODOLOGY
In order to compare the relative effectiveness of the
empirical models, this study uses the jackknife method, as
outlined by Lachenbruch [26] and applied to the insurance
industry by Ambrose and Seward [3]. This method produces
sample distribution data from which one obtains confidence
intervals for the probability of misclassification. This
validation technique supplies the researcher with a valuable
tool for comparing the effectiveness of alternative models
when the number of observations is relatively small.
The jackknife technique has an advantage over resubstituting the sample values back into the optimal model,
since re-substitution underestimates the probabilities of
misclassification. Another testing technique, dividing the
sample into training and testing sets, requires fairly large
samples and has the disadvantage that the empirical results
could be biased by non-random selection of the training and
test sets [26].
Using the jackknife method, the researcher first develops an
optimal model from a training set obtained by omitting one
observation from the full data set. Using the empirical model
generated from the training data, the researcher classifies the
omitted observation. Next the analyst adds the previously
omitted observation to the training set, omits a new
observation and re-estimates the model. The researcher uses
the new optimal model to classify the omitted case. The
researcher repeats this process until all observations in the
training set have served as test data and have been classified.
The analyst then computes the overall percent of cases
misclassified. A misclassification is determined by comparing
the actual group membership (solvent or insolvent) to the
predicted group membership for each life insurer in the test
set. For BLR and NN models, the predicted group
membership is determined by comparing the estimated
5

Using the jackknife method, Ambrose and Seward [3] tested a four
independent variable model on a sample of 58 property/casualty insurers and
correctly classified almost 80% of the test set correctly.
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probability of insolvency (Ok) to the cutoff value (CV). Thus
if Ok ≥ CV, the test case is classified as insolvent, and if Ok <
CV, the test case is classified as solvent. In cases with
matched data whereby half of the full data set fails, one
normally uses 50% as the a priori probability of failure or
CV. BLR produces a predicted probability of insolvency and
the NN produces an output score that can be interpreted as the
probability of insolvency.
Hecht-Nielsen [24] used Kolmogorov's theorem to show
that any real mapping can be exactly performed by a three
layered neural network of limited size and that (2i+1) hidden
nodes are required for a single hidden layer network, where
(i) is the number of input nodes. However, Pao [35] and
Maren, Jones, and Franklin [30] recommended a smaller
number of hidden nodes in order to more fully exploit
regularities of the sample.
Table 1. Mean value of predictor variables
Variable

Insolvent
Firms

Solvent
Firms

All
Firms

I2-IRIS ratio
of net gain to
income

0.066

0.095

0.081

I3-IRIS ratio
of commission
and other
expenses to
premium
income

9.086

0.472

4.780

I4-IRIS ratio
of net invested
income to net
invested assets

0.081

0.094

0.088

I11-IRIS ratio
of change in
income
invested in
assets6

0.096

0.073

0.084

At the 95% level of confidence, differences
between ratios of solvent and insolvent insurance
companies were not statistically different.

Yoon, Swales, and Margavio [47] using a NN to predict
stock prices, found improved performance for a three layered
network when the number of hidden units is increased up to a
certain limit. More recent research has demonstrated that
increasing the number of nodes in the hidden layer usually
improves performance on training data but diminishes
classification performance on test data as the ability of the
NN to generalize is reduced [27].
However, Rumelhart, Hinton, and Williams [39] contended
that there is no objective methodology to generate the optimal
NN configuration and that determination of the proper
number of nodes in the hidden layer is more art than science.
In order to gauge the impact of hidden layer size on
classification effectiveness in the present investigation, the
number of nodes in the hidden layer is varied from (0i+1) to
(3i+1), or from one hidden node (NN1) to thirteen hidden
nodes (NN13).
During the NN training process for the thirteen models, the
learning rate (α) was gradually reduced from 0.9 to 0.01 to
hasten learning.7 This methodology is supported by White
[45] who suggested that the learning rate should decline to a
vanishing point in order to generate optimum results and to
avoid "getting stuck" in a local optimum. The learning rate
determines the effect of past weight changes on the current
direction of movement in weight space. Lower learning rates
tend to avoid oscillation but produce longer training times
[43].
Initial experimentation revealed no significant reduction in
error below an average of 3% per observation in the training
set, even when the neural network was allowed to "learn" for
eight hours on an Intel 80486, 33 MHz microcomputer.
Subsequently, the learning process was stopped when the
average error in the training set descended to 3% per
observation. When the error was greater than 4%,
classification effectiveness of the test set was found to be
impaired.
Misclassifying insolvent insurers as solvent is usually
assumed to cost much more than misclassifying solvent
insurers as insolvent [3]. However, if an otherwise solvent
firm is predicted to fail, this could have the impact of
damaging the financial condition of the firm and encouraging
insolvency. Thus, dropping the CV to increase the likelihood
that insolvent insurance firms are highlighted could be very
costly for firms that would otherwise survive financial
problems. Moreover, if the CV is lowered in order to reduce
the proportion of misclassified insolvent insurers, NN4
continues to outperform BLR and DA in classification
7

6

NAIC more broadly defines this IRIS ratio as the change in overall assets.

In addition to employing alternative hidden layer size, the authors
experimented with alternative learning rates.
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accuracy.
Fig. 2 presents the classification results for each of the
thirteen configurations using the methodology outlined above
and using the four ratios listed in Table 1 as input nodes.

Compared to other non-parametric techniques tested
previously, the NN4 generates promising classification results
on life and health insurance companies. For example, the NN4
developed in this study compares favorably to BarNiv and
McDonald's [5] exponential generalized beta distribution of
the second kind (EGB2) in classification success. Despite
EGB's lower expected cost of misclassification in comparison
to DA, it did not generate classification results that were
statistically different from DA.
On the other hand, the classification success of each model
tested in this study was somewhat less than that obtained by
BarNiv and Hershbarger [6], because by excluding firms not
listed in the A.M. Best's Insurance Reports, a lower success
rate was already expected. It was hypothesized however, that
these unlisted insurers were much smaller, more likely to fail,
and more accurately classified than listed life and health
insurers.
V. SUMMARY AND CONCLUSIONS

Fig. 2. Impact of hidden layer size on percent Missclassified
As shown in Fig. 3, the NN4 provides superior results for
cutoff values less than 60%. Above a CV of 60%, the NN4
produces a proportion of misclassifications between that of
BLR and DA.

Fig. 3. Comparison of Incorrectly Classified Life Insurers for
Alternative Models

The NAIC created the IRIS to quickly identify companies that
require close surveillance from state insurance department
personnel. Past studies have documented the failure of IRIS
ratios to predict insolvency in the insurance industry and have
likewise criticized the system's arbitrary range of predictor
variables. This study examined a neural network for predicting
insolvency and showed how it can effectively assist regulators in
predicting insolvency.
The NN tested provided a lower percentage of life and health
insurance firms incorrectly categorized than either BLR or DA
and a smaller prediction error than BLR. In addition to
providing superior empirical results, the NN methodology does
not require the developer to make assumptions regarding the
underlying parameter distributions nor does it require the
developer to specify potential interactions among independent
variables. And contrary to DA, NNs produce a continuous
scoring system between zero and one for comparisons of
observations within the same group.
However, several limitations exist which may restrict the use
of neural networks for prediction purposes. First, there is no
formal theory for determining optimal network typology. Thus,
decisions such as the appropriate number of layers, hidden layer
size, and the appropriate learning rate must be determined
experimentally. Second, the interpretation of neural network
output results requires more expertise from the user than
traditional statistical models.
Nonetheless, results from this study indicate promising
prospects of the NN model for insolvency prediction in the life
and health insurance industry, and demonstrate an alternative to
BLR, DA and the IRIS methodology. Results show that state
insurance regulators could potentially use a NN to more
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adequately warn of likely financial difficulties among insurers.
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