Single-cell RNASeq (scRNASeq) has emerged as a powerful method for quantifying the transcriptome of individual cells. However, the data from scRNASeq experiments is often both noisy and high dimensional, making the computational analysis non-trivial. Here we provide an overview of different experimental protocols and the most popular methods for facilitating the computational analysis. We focus on approaches for identifying biologically important genes, projecting data into lower dimensions and clustering data into putative cell-populations. Finally we discuss approaches to validation and biological interpretation of the identified cell-types or cell-states.
Introduction
There are an estimated 4 Â 10 13 cells in the human body (Bianconi et al., 2013) , and they exhibit a stunning diversity in terms of both form and function. The traditional classification intõ 200 cell-types is mainly based on morphology (Junqueria et al., 1992) rather than molecular features. Since the middle of the last century, immunofluorescence and flow cytometry have enabled more refined classification based on the presence or absence of various surface proteins (Coons et al., 1941; Fulwyler, 1965) . However, these technique are limited to easily dissociable tissues, e.g. blood cell lineages (Roussel et al., 2010) , and they only allow for a relatively small number of surface markers.
The development of single-cell RNA sequencing (scRNASeq) has enabled cell-type to be determined using the entire transcriptome of thousands of individual cells. scRNASeq has already been used to study several different tissues and organs, both during development and at a fixed point in time. These studies include various regions of the brain (Darmanis et al., 2015; Karlsson and Linnarsson, 2017; Liu et al., 2016; Tasic et al., 2016; Zeisel et al., 2015) , retina ((Baron et al., 2016; Jaitin et al., 2014; Macosko et al., 2015; Zheng et al., 2017) ), pancreas (Baron et al., 2016; Segerstolpe et al., 2016; Wang et al., 2016) , immune cells (Jaitin et al., 2014; Villani et al., 2017) , early embryonic development (Biase et al., 2014; Goolam et al., 2016; Xue et al., 2013) and in hematopoiesis (Velten et al., 2017; Wilson et al., 2015) .
Here we will overview the main computational methods used by these and similar studies to process scRNASeq data for the identification and characterization of cell populations (Fig. 1 ). In addition, we discuss different protocols and experimental consideration that need to be taken into account when designing a scRNASeq experiment since they affect downstream analysis. We also discuss characteristics of scRNASeq which pose a challenge to the identification of biologically-relevant cell populations and statistical approaches to overcoming them. This is followed by an overview of methods available for performing unsupervised clustering on scRNASeq data that are used to group cells. Finally we discuss approaches to validating the identified groups of cells represent true distinct cell populations.
Experimental design considerations for scRNA-seq
Single-cell RNASeq (scRNASeq) is not a single method. It is a collection of protocols suitable for various applications that vary in terms of strengths and limitations. Consequently they are appropriate for different systems and different scientific questions. For example, one popular application is to identify rare cell populations (<1%) (Campbell et al. (2017) ; Grün et al., 2015; Jiang et al., 2016; Segerstolpe et al., 2016) , which means that a large number of cells must be examined. For example, Campbell et al., 2017 . sequenced 20,921 cells from mouse hypothalamus and they were able to identify neuronal subpopulations comprised of fewer than 50 cells (<0.2%). Another use of scRNA-seq is to characterize differences between similar cell-types, a task that requires methods with high detection rates for lowly expressed genes, and low levels of technical noise. For instance, dissecting differences among hematopoietic stem-cells requires detection of relatively lowly expressed transcription factors, which in turn requires highly sensitive scRNASeq protocols or targeted approaches such as RT-qPCR (Wilson et al., 2015) .
Experimental protocols
Briefly, each single-cell RNASeq protocol involves three main steps: i) isolation of single cells, ii) library preparation, and iii) sequencing. Isolation of cells requires dissociation of the sample followed by sorting into separate wells of a PCR plate, or capturing individual cells in separate droplets, microwells or microfluidic chambers. Library preparation involves reverse transcribing and amplifying either the full-length or only the 3'/5' "tagged" end of each mRNA. Sequencing is generally highly multiplexed and depth can vary from an average of 25,000 reads per cell (Macosko et al., 2015) to an average of 5 million reads per cell .
For studies requiring high throughput, droplet-based protocols such as InDrop (Klein et al., 2015) , Drop-seq (Macosko et al., 2015) or 10X Chromium , have gained wide popularity since they support cost-effective capture and library production for thousands to millions of cells. However, sequencing such a large number of cells can be prohibitively expensive. Fortunately, it has been shown that the minimum sequencing depth required to determine cell-type identity can be as few as 25,000e50,000 reads per cell (Jaitin et al., 2014; Pollen et al., 2014) . Nevertheless, dropletbased methods tend to have lower detection rates and poorer mRNA capture efficiencies compared to other protocols (Svensson et al., 2017; Ziegenhain et al., 2017) . Recent alternatives to droplets for high-throughput experiments include microwell-based approaches (Fan et al., 2015; Gierahn et al., 2017) and combinatorial indexing (Cao et al., 2017) . However, these methods require cell-specific barcodes to be added prior to fragmentation thus only support 3'/5' sequencing.
For smaller-scale experiments, the two main classes are PCR plate-based methods, including Smartseq2 (Picelli et al., 2013) , SCRB-seq (Soumillon et al., 2014) , CEL-seq (Hashimshony et al., 2012) and MARS-seq (Jaitin et al., 2014) , for which single cells are typically isolated with cell-sorters or microfluidic chips (e.g. Fluidigm C1) which combine cell-capture and library preparation. These methods tend to be less cost-effective for capturing cells, but have higher detection rates (Svensson et al., 2017; Ziegenhain et al., 2017) . In addition, these methods can support both 3'/5' tag-based and full-transcript sequencing. It has been shown that sequencing such samples to a depth of 1 million reads per cell maximizes gene detection rates (Svensson et al., 2017; Ziegenhain et al., 2017) , but additional sequencing is necessary for accurate quantification of isoforms or more lowly abundant ncRNAs (Huang and Sanguinetti, 2017; Sims et al., 2014) .
A key feature of scRNASeq protocols to consider is the doublet rate. Doublets occur when two (or more) cells are captured in a single droplet or reaction chamber, and only through careful analysis, e.g. (Segerstolpe et al., 2016; Wang et al., 2016) can they avoid being mistaken for novel intermediate cell types. For highthroughput methods there is a trade-off between cell-capture efficiency and doublet rates, and common practice is to aim for 1e5% doublet rates (Ziegenhain et al., 2017) . A similar tradeoff exists for microfluidic chips though higher capture rates are typically achievable with doublet rates 1e10% (Fluidigm Corporation, 2017) though older versions had doublet rates as high as 30% (Macosko et al., 2015) . For plate-based methods there is no such explicit trade-off. In addition to contamination through doublets, mixed libraries could result from sequencing library "leakage", which has been reported at rates of 5e10% of reads in Illumina HiSeq 4 000 sequencing (Sinha et al., 2017) , though another study has failed to detect this leakage in Illumina HiSeq X data (Owens et al., 2017) . Doublets are just one experimental challenge that can confound cell-population identification. Another major challenge is batch effects (Hicks et al., 2015; Tung et al., 2017) . Batch effects result from minor differences in experimental efficiencies or cell state between experimental replicates prepared at different times or by different experimenters. If biological conditions of interest (e.g. mutant vs wild-type) are processed in different batches (e.g. on different days or on different plates), then it is impossible to statistically resolve biological vs technical effects (Hicks et al., 2015) . Batch effects can be removed through careful experimental design which involves spreading each biological condition over all experimental batches. Consequently, cell populations identified in a single experimental batch may be a result of technical confounders and should thus be treated with skepticism.
Managing technical noise
Single-cell RNASeq protocols are typically used in conjunction with unique molecular identifiers (UMIs) and/or exogenous RNA spike-ins to address the high technical noise. UMIs eliminate amplification noise by enabling reads to be assigned to individual reverse-transcription events, thereby estimating original molecule Fig. 1 . Overview of methods covered in this review. Colour indicates which parts of the expression matrix are adjusted after each step, for instance feature selection only removes rows from the expression matrix, whereas dimensionality reduction calculates a new matrix composed of meta-features. Preprocessing steps not covered in detail in this review include quality control and normalization. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) counts (Islam et al., 2014; Kivioja et al., 2011) . Whereas spiking-in exogenous RNAs at known concentrations to each cell lysate can be used to model technical noise Vallejos et al., 2015) , employed in normalization (Ding et al., 2015; Risso et al., 2014) , and used to estimate absolute transcript counts from observed read counts (Owens et al., 2016) . Plate-based methods support both the use of spike-ins and UMI tagging, whereas droplet-based and microwell-based methods exclusively employ UMI tagging (Gierahn et al., 2017; Macosko et al., 2015) . Microfluidic devices may or may not be compatible with UMIs or spikeins depending on their design.
The standard set of RNA spike-ins were chosen by the ERCC consortium from bacterial sequences (Baker et al., 2005; Jiang et al., 2011) . Thus, they differ from mammalian transcriptomes in terms of transcript length, nucleotide content, poly-A tail length, and absence of introns. In addition, it has been shown that ERCC spikeins have lower capture efficiencies than endogenous mRNA (Svensson et al., 2017) . Moreover, ERCC spike-ins exhibit high technical variability which may exceed that observed for endogenous genes in some circumstances (Robinson and Oshlack, 2010; SEQC/MAQC-III Consortium, 2014) , and spike-in counts can be influenced by biological effects, thereby invalidating them as a true control (Risso et al., 2014; Tung et al., 2017) . New spike-in RNAs derived from human sequences are more representative of mammalian transcripts, and may alleviate some of these issues (Paul et al., 2016) .
UMIs are 4e10bp barcodes added to the 5 0 or 3 0 end of each cDNA during reverse transcription (Islam et al., 2014) ; and hence are used in combination with transcript-end sequencing. As such isoform information is lost and fewer genetic variants will be captured hence it is much more difficult to assess allelic expression. The main advantage of 5'/3 0 sequencing is improved power at low sequencing depth due to the elimination of amplification noise, by incorporating UMIs, and elimination of gene length biases (Phipson et al., 2017) . While full-length protocols capture all parts of the transcript, they suffer from either a 3 0 and/or a 5' bias (Archer et al., 2016; Ziegenhain et al., 2017) . Non-uniform coverage is also evident in bulk RNASeq (Lahens et al., 2014) . However, correcting for nonuniform coverage is more complex in scRNASeq due to the diversity of library preparation methods used in scRNASeq, e.g. Smartseq2, CEL-seq and MARS-seq, each with different coverage biases (Archer et al., 2016) . The advantages of full-length protocols is greater sensitivity (Svensson et al., 2017) , isoform usage in highly expressed genes (Shalek et al., 2013) and coverage of genetic variants to assess allelic expression (Deng et al., 2014; Jiang et al., 2017) .
Multiplexed-sequencing of scRNASeq results in unequal numbers of reads across cells. Normalization methods are available for correcting for different sequencing depths across cells and removing batch effects (see: Vallejos et al. (2017) review). Sequencing depth can be corrected using counts/transcripts per million, or downsampling. Methods developed specifically for scRNASeq include scran (Lun et al., 2016) , which has advantages for datasets with many differentially expressed genes, and SCnorm (Bacher et al., 2017) , which accounts for different effects of sequencing depth of genes with different expression levels. As discussed above, if spike-ins were included in the dataset they may be used for normalization strategies which are robust to differentially expressed genes and preserves differences due to total RNA content Grün et al., 2014; Owens et al., 2016; Risso et al., 2014; Vallejos et al., 2015) . Batch effects can be statistically removed in experiments where each batch contains cells from multiple biological conditions and each biological condition is spread across multiple batches, i.e. a "balanced" design (Hicks et al., 2015) . Methods for batch correction include RUVs (Risso et al., 2014) , ComBat (Stein et al., 2015) and linear mixed-modelling (Tung et al., 2017) .
Strategies for dealing with high dimensionality
A scRNASeq experiment provides information about all genes, which is very useful for uncovering new biology, but simultaneous analysis of thousands of genes introduces statistical challenges. The total number of genes measured in a dataset is referred to as the dimensionality, and for mammalian samples there are often~10 4 dimensions. The difficulties arising when comparing any high dimensional data are well known and they are often referred to as the "curse of dimensionality". When comparing cells in a high dimensional gene expression space, distances between cells become more homogenous, making it difficult to distinguish differences between populations from variability within a population.
There are two main approaches to dealing with the curse of dimensionality. Firstly, data can be projected into a lower dimensional space (generally referred to as "dimensionality reduction"). The lower dimensional space is generally defined by an algorithm to optimally preserve some characteristic(s) of the original data. Since information is always lost during projection, the choice of projection method involves a prioritization of a specific set of properties. Secondly, uninformative genes can be removed, referred to as "feature selection" in machine learning, to reduce the number of dimensions used in the analysis. Reducing the number of genes not only facilitates visualization, but it may also reduce noise and speed up calculations. Below we discuss some of the most popular methods for unsupervised dimensionality reduction and feature selection for scRNASeq data.
Dimensionality reduction
Principal component analysis (PCA) is a deterministic algorithm which projects data into a reduced number of independent dimensions. Dimensions are linear and they capture the highest variance possible. PCA is relatively fast, and when used with sparsematrix representations it can scale to very large datasets. PCA generally preserves both long-range and short-range relationships amongst data points. A drawback is that PCA is restricted to linear dimensions and assumes approximately normally distributed data; two assumptions that may not be appropriate for scRNASeq datasets. A variation of PCA which explicitly deals with the large number of zero-values in scRNASeq data has been developed (Pierson and Yau, 2015) but the zero-inflation model employed may not fit all datasets (Andrews and Hemberg, 2016) . Recently Risso et al. (2017) proposed a method similar to PCA based on a zeroinflated negative binomial model instead of a Gaussian model.
T-distributed stochastic neighbor embedding (tSNE) is a stochastic method designed for visualizing large high dimensional datasets (Maaten et al., 2008) . A two or three dimensional embedding of the high dimensional data which preserves local structure amongst cells is calculated, but as a trade-off long-range information is lost (Fig. 2) . Due to the probability distributions used to estimate the embedding, tSNE specifically projects data into isolated clusters, making it a popular choice for visualizing cell populations in scRNASeq data (Baron et al., 2016; Campbell et al., 2017; Macosko et al., 2015; Muraro et al., 2016; Segerstolpe et al., 2016) .
A drawback of tSNE is the stochastic nature of the algorithm, and applying tSNE to the same dataset multiple times will produce different embeddings. Although the differences are often small and insignificant, best practice is to run the algorithm multiple times to ensure the stability of results. In addition, tSNE embeddings are sensitive to the choice of the "perplexity" parameter. Thus, it is necessary to run the algorithm multiple times to determine the appropriate perplexity for a particular dataset (Fig. 2C,D) . The authors of the method recommend only using tSNE for visualization purposes and not as a dimensionality reduction method (Maaten et al., 2008) .
Diffusion maps (DM) is a nonlinear projection method which has predominantly been used for analyzing continuous progressions of cells (Moon et al., 2017; Angerer et al., 2016; Haghverdi et al., 2016) . DM is based on models of a diffusion process to embed high dimensional data in low dimensional space. It is assumed that the low dimensional space is smooth and that it can be inferred from the distances between the cells. Unlike tSNE, DMs preserve both local and distant relationships between points. Since DM assumes a relatively smooth continuum of cells it performs well on large RT-qPCR and large scRNASeq experiments (i.e. > 1000 cells assayed) but performance drops for datasets with few cells or the presence of very distinct cell populations .
Feature selection
Michaelis-Menten modelling of dropouts (M3Drop) uses the relatively tight relationship between dropout rate (i.e. the frequency of zeros) and mean expression to perform feature selection. Genes with high dropout rate relative to their expression are likely to be differentially expressed across subpopulations of cells within the dataset. Thus, identifying outliers from the fitted relationship is an effective method of feature selection for scRNASeq, and it can be shown that the method improves clustering and allows for batch effect corrections (Andrews and Hemberg, 2016) .
Highly variable genes (HVG) is based on the assumption that genes with high variance relative to their mean expression are due to biological effects rather than just technical noise. The method seeks to identify genes that have a higher variability than expected by considering the relationship between variance and mean expression. This relationship is difficult to fit, and in practice genes are ranked by their distance from a moving median or another statistic derived from variance is used, e.g. the squared coefficient of variation (Brennecke et al. (2013) ).
Spike-in based methods use a similar idea to HVG and M3Drop to identify features of interest. Here, technical noise is explicitly modelled using data from spike-in RNAs to identify genes exhibiting dropout rates or variance significantly higher than those of spike-ins with similar expression levels. Examples of spike-in based methods include those by Brennecke et al., 2013 , BASiCS (Vallejos et al., 2015 , and scLVM .
Correlated expression is a different approach to identifying biologically relevant genes specifically for identifying cell populations (Andrews and Hemberg, 2016) . Genes differentially expressed between a pair of cell-types will be correlated with each other. Correlations will be positive if they are co-expressed in the same cell-type and negative if they are expressed in different celltypes. Feature selection proceeds using either the magnitude and/ or significance of the correlations. An alternative which combines high variability and correlation information is to use gene-loading from PCA e.g. ( , 2015) . PAGODA (Fan et al., 2016 ) performs a variant on this method which combines HVG and PCA loadings to identify important sets of genes which either were highly correlated in the dataset or which share functional annotations.
The methods for dealing with high dimensional data presented here are not mutually exclusive, and it is common practice to apply multiple approaches. Dimensionality reduction methods, i.e. PCA, tSNE, and DM, are susceptible to batch effects and technical noise which may obscure structure within the data (Finak et al., 2015; Hicks et al., 2015; Tung et al., 2017) . Performing feature selection to remove genes with little biological signal prior to dimensionality reduction can greatly reduce these effects (Andrews and Hemberg, 2016) . Examples of such approaches include iteratively performing spike-in based feature selection followed by PCA Tasic et al., 2016) , HVG feature selection followed by tSNE (Segerstolpe et al., 2016) , and HVG feature selection followed by dimensionality reduction with both PCA and tSNE (Campbell et al., 2017) .
Unsupervised clustering methods for identification of cell populations
One of the most popular uses of scRNASeq is to identify and characterize cell-populations. From a biological point of view, cellpopulations are often different cell-types, e.g. neurons and glia in a brain sample, but they can also correspond to different states of identical cell-types, e.g. stimulated and unstimulated T-cells. From a mathematical point of view, de novo identification of cellpopulations in scRNASeq data is an unsupervised clustering problem. As such, the problem has been widely studied in the machine learning literature, and there are several well-established strategies that have been adapted for scRNASeq data. We will discuss some of the central issues as well as the main classes of clustering algorithms which have been applied to single-cell RNASeq data below.
The number of different possibilities for grouping a large number of cells into k clusters is typically astronomical, making it infeasible to consider all possible partitionings. Instead an optimal solution is found using various heuristic methods which balance partitioning quality and scalability. The quality of a clustering is based on a metric comparing intra-and inter-cluster similarity employ, different metrics make different assumptions about the underlying distribution of the data, e.g. "modularity" assumes a sparse graph structure of data, whereas distance to cluster centroid, used by k-means, assumes roughly equally sized round clusters in the data. Applying a method to data which violates its assumption will result in incorrect cluster identification, and consequently no clustering algorithm works well in all situations (Wiwie et al., 2015) .
K-means is a commonly used clustering algorithm for singlecell analysis (Burns et al., 2015; Grün et al., 2015; Kiselev et al., 2017; Muraro et al., 2016; Tsang et al., 2015) , and it is generally used after feature selection and dimensionality reduction, e.g. (Burns et al., 2015; Grün et al., 2015) . K-means is a very fast method which iteratively assigns cells to the nearest cluster centre (or "centroid"), and then recomputes the cluster centroids. However, kmeans requires the number of clusters to be predetermined and uses stochastic starting locations for each cluster, thus requiring it to be run multiple times to check robustness to these parameters. These many results can subsequently be combined by calculating a consensus, e.g. as done by SC3 (Kiselev et al., 2017) .
A shortcoming of k-means is that the method assumes a predetermined number of round equally-sized clusters. If these assumptions are violated, k-means may identify many adjacent clusters along a differentiation trajectory and merge rare cells with a more prevalent cell-type (Fig. 3A) . Rare cell-populations can be identified by combining k-means with outlier detection methods, e.g. RaceID (Grün et al., 2015) . However, RaceID performs poorly when the data does not contain rare cell-populations Lin et al., 2017) .
Hierarchical clustering is another popular general-purpose clustering method commonly used to identify cell-populations (Baron et al., 2016; Guo et al., 2015; Patel et al., 2014; Wilson et al., 2015) . Different variants of hierarchical clustering make different assumption, but the most common ones, i.e. Ward's (Ward, 1963) and "complete", assume round equally-sized clusters like k-means (Fig. 3C,D) . However, hierarchical clustering is slower than k-means, but has the advantage of being able to determine relationships between clusters of different granularities since the result can be visualized as a dendrogram. This dendrogram is then "cut" at different heights to generate different numbers of clusters. Methods which tailor hierarchical clustering for single-cell RNASeq data include pcaReduce (
Zurauskien _ e and Yau, 2016), SINCERA (Guo et al., 2015) , and CIDR (Lin et al., 2017) . Extensions to hierarchical clustering which perform feature selection after each split have been used in the analysis of the neuronal cell-types in brain (Zeisel et al., 2015) and islet cell-types in pancreas (Baron et al., 2016) . However these methods tend to identify many clusters which likely represent the same cell type (Baron et al., 2016; Li et al., 2017) .
Density-based clustering identifies clusters as contiguous regions with a high density of cells. Unlike hierarchical clustering or k-means, density-based clustering does not assume clusters of a particular shape or size (Fig. 3 B) . However, density-based methods often assume that all clusters are equally dense, i.e. cell populations are equally homogenous. In addition, this density must be provided to the algorithm through one or more parameters. Setting the density parameters is analogous to choosing the number of clusters for k-means or selecting where to cut the tree for hierarchical clustering. Since density-based clustering requires a large number of samples to accurately estimate densities, it works well on droplet-based datasets, large RT-qPCR experiments and cytometry experiments containing data for thousands to millions of cells (Campbell et al., 2017; Jiang et al., 2016; Macosko et al., 2015) . The dominant method is DBSCAN (Ester et al., 1996) , which has been combined with dimensionality reduction in the original Seurat (Macosko et al., 2015) or a rare cell-type sensitive feature selection method in GiniClust (Jiang et al., 2016) .
Graph clustering, also known as "community detection", is an extension of density-based clustering specifically for data represented as a graph, i.e. a set of cells connected to each other by "edges". Since graphs can easily represent complex nonlinear structure with minimal assumptions, cell populations of different sizes, densities, and shapes can be identified (Lancichinetti and Fortunato, 2009 ). An additional advantage of graph-based clustering methods is that they can scale to millions of cells (Blondel et al., 2008; Danon et al., 2005; Rosvall and Bergstrom, 2008; Schaeffer, 2007. Density in a graph can be measured as the number of edges connecting a set of cells and can be readily compared to a null hypothesis, e.g. a fully random graph or a degree-controlled random graph, using a metric called modularity. The most popular methods using modularity are based on the Louvain algorithm (Blondel et al., 2008; Lancichinetti and Fortunato, 2009) , which is used in PhenoGraph (Levine et al., 2015) and version 1.4 of Seurat. Alternatively, density can be estimated by modelling random walks on the graph and using the proportion of time spent at each cell, a strategy used by densityCut (Ding et al., 2016) . Another approach to estimating density, that is employed by SNN-Cliq (Xu and Su, 2015) , is to use the overlaps between the k-nearest neighbours of each cell.
The main drawback of graph-based methods is that scRNASeq data does not have an inherent graph structure. Thus, the performance of these methods is reliant on how effectively the scRNASeq data is converted into graph-representation. scRNASeq data is typically converted to a graph-structure by representing cells as nodes connected by edges to their k nearest neighbours (kNN), e.g. (Ding et al., 2016; . This representation assumes equally sized cell populations (Fig. 3 E,F) . However, due to the curse of dimensionality, the identification of k-nearest-neighbours may not be a robust strategy (Beyer et al., 1999) . Thus, it is often necessary to perform some form of dimensionality reduction and/ or feature selection prior to defining kNN graphs to prevent biasing clustering algorithms (Radovanovi c et al., 2010) . A key decision for clustering methods is how many groups to identify. Coarse clusterings identify a small number of very distinct clusters which are more likely to correspond to cell-types; whereas fine clustering identifies a large number of less distinct clusters which may correspond to different cell-states. Most clustering algorithms require either the number of clusters (k) or parameters relating to the coarseness of clustering (e.g. density parameters) to be defined a priori by the user. Choosing an appropriate k is difficult since there is no generally accepted method to do so. In fact, for many samples there exists a hierarchy of cell-types and cell-states, and they may all be of interest. For example, Zeisel et al. (2015) clustered a brain sample and found a coarse level of 9 main celltypes which separated neurons from various non-neuronal celltypes such as glia, and a second finer level which subdivided neurons into seven layer-specific groups.
Although there are several software packages available for unsupervised clustering (Ding et al., 2016; Grün et al., 2015; Guo et al., 2015; Kiselev et al., 2017; Levine et al., 2015; Lin et al., 2017; Macosko et al., 2015; Xu and Su, 2015;  Zurauskien _ e and Yau, 2016), the different methods have not yet been thoroughly and independently benchmarked. Benchmarking scRNASeq clustering is a challenging problem due to the difficulty of obtaining a ground truth through orthogonal methods. In general, we do not know the identity of any of the cells assayed a priori and reliable marker genes are only available for a few well-characterized cell-types. A possible solution is to use samples where the cells are derived from different cell-lines or early embryonic states (Kiselev et al., 2017 ), but such benchmarks may fail to recapitulate the complexity of a tissue sample.
Many of the computational tools discussed in the preceding sections are available in ASAP, a recently released user-friendly interactive web-tool (Gardeux et al., 2016) . Other easy to use software packages which implement different combinations of feature selection, dimensionality reduction and clustering algorithm include Seurat , PAGODA (Fan et al., 2016) , and SC3 (Kiselev et al., 2017) . 
Biological characterization of clusters
Interpreting groups identified by a clustering algorithm is not trivial. Firstly, due to the heuristic nature of clustering algorithms, they will always find some partitioning, even if presented with data generated from a uniform distribution. In addition, even when clusters are a result of biological effects, rather than noise, those effects may not represent differences in cell-type. Today, there are no accepted standards for the criteria required to label a cell population as a novel cell type. Defining cell-types based on transcriptional differences is difficult since transient differences in cellstate, e.g. cell-cycle stage, can have a larger effect on the global transcriptome than cell-type . Furthermore, studies of differentiation processes in the intestine (Barker, 2014) and bone marrow (Velten et al., 2017) have revealed greater functional plasticity than previously thought, challenging the notion of rigid cell-type definitions in these systems. However, single cell studies of adult differentiated tissue are generally consistent with each other and recapitulate morphology-based cell-type classifications (Crow et al., 2017; Kiselev and Hemberg, 2017) .
Computational approaches
Clustering algorithms always identify groups, even if these groups represent only slight differences in density due to noise in homogeneous datasets. Assessing the statistical significance of clusters, however, is very difficult due to the heuristic nature of most clustering algorithms. In general, to assess significance the algorithm must be re-run of multiple instances of a null-model and the results compared to those of the observed data. The null-model datasets may be drawn from probability distributions fit to the observed data, e.g. (Severson et al., 2017) , or generated by randomly reordering the observed expression values for each gene independently.
A useful strategy for ensuring that a good clustering has been obtained is to apply several algorithms to the same data and make sure that the results are consistent. Since clustering methods make different assumptions, using more than one method for the same data can ensure the result is not dependent on those assumptions. In addition, for stochastic clustering methods, such as k-means (Hartigan and Wong, 1979) or Louvain maximum modularity (Blondel et al., 2008) , running the algorithm multiple times and taking the consensus will give a more robust solution than the result from any single run (Goder and Filkov, 2008; Kiselev et al., 2017) . Based on our experience, distinct clusters are consistent across clustering algorithms, whereas if there is little separation between clusters the results will vary between methods.
Another way to assess the reliability of cell clusters is to subsample cells and/or genes and re-analyze the result (Joost et al., 2016; Tasic et al., 2016; Zeisel et al., 2015) . Clusters resulting from outliers or low frequency doublets will be absent in any subsampling which don't contain them. However, a rare cell population may comprise only a handful of cells in the dataset, and thus will generally fail this approach, even if they represent true celltypes. Identifying large dominant clusters as well as rare outliers is a very challenging problem, and to the best of our knowledge there is no method available that performs well for both tasks.
The approaches discussed above improve the confidence that the obtained clusters are robust and reliable, but they do not demonstrate that the cell populations are biologically relevant. Cell-types and cell-states are generally associated with specific functional characteristics, for instance neurons transmit electrical signals whereas T-cells recognize foreign antigens and initiate the immune response (Trapnell, 2015) . Linking cell-clusters from a scRNASeq experiment with biological function(s) is usually a challenging problem and there are no automated procedures or softwares to carry out this task in full.
Experimental approaches
Often the first step is to identify differentially expressed genes, i.e. genes that can reliably distinguish between two or more clusters, or marker genes, i.e. genes that are high in only one cluster. However, groups derived from unsupervised clustering methods will always have differentially expressed genes between them due to the nature of the algorithms. Instead, functional enrichment analysis using external annotations, e.g. Gene Ontology, needs to be applied to marker and differentially expressed genes to identify patterns that are biologically meaningful.
Crucially, marker genes can be used for experimental validation. For example, co-expression of marker genes could be replicated using RT-qPCR, high-throughput sequencing or cytometry (Burns et al., 2015; Jaitin et al., 2014; Muraro et al., 2016; Tasic et al., 2016) . Marker genes may be used to isolate cell populations for culturing and functional assays. Examples of this are found in hematopoiesis; where Velten et al. (2017) demonstrated that different hematopoietic progenitor subgroups found in scRNASeq data were biased towards either myeloid or erythropoietic cell-fates while retaining the potential to differentiate into both classes, and immunology; where cell populations identified by scRNASeq were isolated and shown to release novel suites of cytokines (Jaitin et al., 2014; Wilson et al., 2015) . In some cases functional assays can be directly combined with scRNASeq, such as measuring the excitability of neurons with patch-clamping experiments which was used to identify subsets of interneurons with quicker or slower excitation profiles (Fuzik et al., 2016) .
Marker genes may also be used for in situ imaging of the putative cell population. Burns et al. (2015) used immunofluorescence to demonstrate spatial localization of different cell-types in the inner ear. Immunofluorescence may also be used to confirm coexpression or mutually exclusive expression of cell-type markers (Tirosh et al., 2016) . Alternatively, cell-type specific markers can be targeted using FISH to validate their co-expression in addition to determining spatial distribution of the cell-type in the tissue. Both immunohistochemistry and single-molecule RNA-FISH were used to identify spatial location of different putative cell-types within hair follicles and dissect spatial vs differentiation related expression patterns (Joost et al., 2016) .
A different approach to validating clusters is comparing across across different species, e.g. human and mouse, to determine whether a cluster is broadly conserved and thus likely to be a true cell-type. A good example of this approach is the comparison of radial glial progenitor populations in human, mouse and ferret by Johnson et al. (2015) . They found two novel subpopulations which were present in human and ferret but absent in mouse which through comparative genomics of the respective marker genes were linked to gyrencephaly in mammals. Another example is the validation of neuron populations with high Dlx1 and Dlx2 in both human and mouse brain (Aibar et al., 2017) . A conceptually similar approach to the cross-species comparison is to compare clusters from different states, e.g. healthy and diseased. Such studies have been carried out for pancreas cell-populations in both healthy individuals and those with type-II diabetes (Baron et al., 2016; Segerstolpe et al., 2016; Wang et al., 2016) . Cell-types were broadly consistent in donors with type-II diabetes, but significant differences in expression of specific genes and in relative frequencies of cell-types have been noted. Instead of a disease state, gene knockouts can be used to interrogate identified cell populations. Manipulating the levels of key transcription factors associated with particular a cell population can validate the population by showing it increases or decreases respectively. Olsson et al. (2016) created knockouts of Gfi1 and Irf8, which are associated with different hematopoietic progenitors. These resulted the respective cell-types, i.e. granulocytic progenitors for Gfi1 and monocytic progenitors for Irf8, being absent in the knockout populations.
Biological validation of cell populations is necessary as clustering methods can over-partition cells into multiple groups which represent the same single functional cell-type (Fuzik et al., 2016; Jiang et al., 2016; Severson et al., 2017) . Validation experiments can also provide useful information on the specific function(s) of novel cell population or relevance to disease states.
Closing remarks
Identifying novel or known cell populations is likely to remain a key goal of scRNASeq experiments in the future. These endeavors will continue to drive the development of experimental protocols and analysis methods. However, due to the trade-offs between cell number and sensitivity, it is likely there will never be a single optimal platform for scRNASeq experiments. Likewise, no computational methods for dimensionality reduction, feature selection and unsupervised clustering will be optimal in all situations. In addition, many challenges remain for the analysis of cell populations identified by scRNASeq. Although novel cell populations can be readily identified using existing methods, these findings must be validated using external data or experiments to ensure they are not technical artefacts.
