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ON SOME CONJECTURES CONCERNING STERN’S SEQUENCE AND
ITS TWIST
MICHAEL COONS
Abstract. In a recent paper, Roland Bacher conjectured three identities concerning Stern’s
sequence and its twist. In this paper we prove Bacher’s conjectures. Possibly of independent
interest, we also give a way to compute the Stern value (or twisted Stern value) of a number
based solely on its binary expansion.
1. Introduction
We define the Stern sequence (also known as Stern’s diatomic sequence) {s(n)}n>0 by
s(0) = 0, s(1) = 1, and for all n > 1 by
s(2n) = s(n), s(2n+ 1) = s(n) + s(n+ 1);
this is sequence A002487 in Sloane’s list. We denote by S(z) the generating function of the
Stern sequence; that is,
S(z) :=
∑
n>0
s(n)zn.
Stern’s sequence has been well studied and has many interesting properties (see e.g., [4, 5, 6,
7] for details). One of the most interesting properties is that the sequence {s(n+1)/s(n)}n>1
is an enumeration of the positive reduced rationals without repeats.
Similarly Bacher [2] introduced the twisted Stern sequence {t(n)}n>0 given by the recur-
rences t(0) = 0, t(1) = 1, and for n > 1 by
t(2n) = −t(n), t(2n+ 1) = −t(n)− t(n+ 1).
We denote by T (z) the generating function of the twisted Stern sequence; that is,
T (z) :=
∑
n>0
t(n)zn.
Towards describing the relationship between the Stern sequence and its twist, Bacher [2]
gave many results, and two conjectures. As the main theorems of this article, we prove
these conjectures, so we will state them as theorems (note that we have modified some of
the notation).
Theorem 1.1. There exists an integral sequence {u(n)}n>0 such that for all e > 0 we have∑
n>0
t(3 · 2e + n)zn = (−1)eS(z)
∑
n>0
u(n)zn·2
e
.
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Note that in this theorem (as in the original conjecture), it is implicit that the sequence
{u(n)}n>0 is defined by the relationship
U(z) :=
∑
n>0
u(n)zn =
∑
n>0 t(3 + n)z
n
S(z)
.
Theorem 1.2. (i) The series
G(z) :=
∑
n>0(s(2 + n)− s(1 + n))z
n
S(z)
satisfies ∑
n>0
(s(2e+1 + n)− s(2e + n))zn = G(z2
e
)S(z)
for all e ∈ N.
Similarly, (ii) the series
H(z) := −
∑
n>0(t(2 + n) + t(1 + n))z
n
S(z)
satisfies
(−1)e+1
∑
n>0
(t(2e+1 + n) + t(2e + n))zn = H(z2
e
)S(z)
for all e ∈ N.
These theorems were originally stated as Conjectures 1.3 and 3.2 in [2].
2. Untwisting Bacher’s First Conjecture
In this section, we will prove Theorem 1.1, but first we note the following lemma which
are a direct consequence of the definitions of the Stern sequence and its twist.
Lemma 2.1. The generating series S(z) =
∑
n>0 s(n)z
n and T (z) =
∑
n>0 t(n)z
n satisfy
the functional equations
S(z2) =
(
z
1 + z + z2
)
S(z)
and
T (z2) = (T (z)− 2z)
(
−z
1 + z + z2
)
,
respectively.
We prove here only the functional equation for T (z). The functional equation for the
generating series of the Stern sequence is well–known; for details see, e.g., [3, 4].
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Proof of Lemma 2.1. This is a straightforward calculation using the definition of t(n). Note
that
T (z) =
∑
n≥0
t(2n)z2n +
∑
n≥0
t(2n+ 1)z2n+1
= −
∑
n≥0
t(n)z2n + t(1)z +
∑
n≥1
t(2n+ 1)z2n+1
= −T (z2) + z −
∑
n≥1
t(n)z2n+1 −
∑
n≥1
t(n+ 1)z2n+1
= −T (z2) + z − zT (z2)− z−1
∑
n≥1
t(n + 1)z2(n+1)
= −T (z2) + 2z − zT (z2)− z−1
∑
n≥0
t(n+ 1)z2(n+1)
= −T (z2) + 2z − zT (z2)− z−1T (z2).
Solving for T (z2) gives
T (z2) = (T (z)− 2z)
(
−z
1 + z + z2
)
,
which is the desired result. 
Since the proof of Theorem 1.1 is easiest for the case e = 1, and this case is indicative of
the proof for the general case, we present it here separately.
Proof of Theorem 1.1 for e = 1. Recall that we define the sequence {u(n)}n>0 is by the re-
lationship
U(z) :=
∑
n>0
u(n)zn =
∑
n>0 t(3 + n)z
n
S(z)
.
Since ∑
n>0
t(3 + n)zn =
1
z3
(
T (z) + z2 − z
)
,
we have that
(2.1) U(z) =
T (z) + z2 − z
z3S(z)
=
1
z3
·
T (z)
S(z)
+
z2 − z
z3
·
1
S(z)
.
Note that we are interested in a statement about the function U(z2). We will use the
functional equations for S(z) and T (z) to examine this quantity via (2.1). Note that equation
(2.1) gives, sending z 7→ z2 and using applying Lemma 2.1, that
U(z2) =
1
z6
·
T (z2)
S(z2)
+
z4 − z2
z6
·
1
S(z2)
=
1
z6S(z)
(
2z − T (z) + (z3 − z)(1 + z + z2)
)
.
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Thus we have that
(−1)1S(z)U(z2) =
−1
z6
(
2z − T (z)− z − z2 − z3 + z3 + z4 + z5
)
=
1
z6
(
T (z)− z + z2 − z4 − z5
)
=
1
z6
∑
n≥6
t(n)zn
=
∑
n≥0
t(3 · 2 + n)zn,
which is exactly what we wanted to show. 
For the general case, complications arise in a few different places. The first is concerning
T (z2
e
). We will build up the result with a sequence of lemmas to avoid a long and calculation–
heavy proof of Theorem 1.1.
Lemma 2.2. For all e ≥ 1 we have
T (z2
e
) = T (z)
e−1∏
i=0
(
−z2
i
1 + z2i + z2i+1
)
− 2
e−1∑
j=0
z2
j
e−1∏
i=j
(
−z2
i
1 + z2i + z2i+1
)
.
Proof. We give a proof by induction. Note that for e = 1, the right–hand side of the desired
equality is
T (z)
(
−z
1 + z + z2
)
− 2z
(
−z
1 + z + z2
)
= (T (z)− 2z)
(
−z
1 + z + z2
)
= T (z2)
where the last equality follows from Lemma 2.1.
Now suppose the identity holds for e− 1. Then, again using Lemma 2.1, we have
T (z2
e
) = T ((z2)2
e−1
) = T (z2)
e−2∏
i=0
(
−z2
i+1
1 + z2i+1 + z2i+2
)
− 2
e−2∑
j=0
z2
j+1
e−2∏
i=j
(
−z2
i+1
1 + z2i+1 + z2i+2
)
= (T (z)− 2z)
(
−z
1 + z + z2
) e−1∏
i=1
(
−z2
i
1 + z2i + z2i+1
)
− 2
e−1∑
j=1
z2
j
e−1∏
i=j
(
−z2
i
1 + z2i + z2i+1
)
= (T (z)− 2z)
e−1∏
i=0
(
−z2
i
1 + z2i + z2i+1
)
− 2
e−1∑
j=1
z2
j
e−1∏
i=j
(
−z2
i
1 + z2i + z2i+1
)
= T (z)
e−1∏
i=0
(
−z2
i
1 + z2i + z2i+1
)
− 2
e−1∑
j=0
z2
j
e−1∏
i=j
(
−z2
i
1 + z2i + z2i+1
)
.
Hence, by induction, the identity is true for all e ≥ 1. 
We will need the following result for our next lemma.
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Theorem 2.3 (Bacher [2]). For all e > 1, we have
e−1∏
i=0
(
1 + z2
i
+ z2
i+1
)
=
(−1)e
z(1 + z2e)
3·2e∑
n=0
t(3 · 2e + n)zn.
The following lemma is similar to the comment made in Remark 1.5 of [2].
Lemma 2.4. For all e ≥ 1, we have that
3·2e∑
n=0
t(n)zn = z − z2 +
e−1∑
k=0
(−1)kz3·2
k+1(z2
k
+ 1)
k−1∏
i=0
(1 + z2
i
+ z2
i+1
).
Proof. If e ≥ 1, then we have
3·2e∑
n=0
t(n)zn = z − z2 +
e−1∑
k=0
3·2k+1∑
n=3·2k
t(n)zn
= z − z2 +
e−1∑
k=0
3·2k∑
n=0
t(3 · 2k + n)zn+3·2
k
= z − z2 +
e−1∑
k=0
z3·2
k
3·2k∑
n=0
t(3 · 2k + n)zn.
Applying Theorem 2.3, we have that
3·2e∑
n=0
t(n)zn = z − z2 +
e−1∑
k=0
z3·2
k
(−1)kz(z2
k
+ 1)
k−1∏
i=0
(1 + z2
i
+ z2
i+1
),
which after some trivial term arrangement gives the result. 
Lemma 2.5. For all e ≥ 1, we have
3·2e∑
n=0
t(n)zn = 2z
e−1∑
j=0
(−1)j
j−1∏
i=0
(1 + z2
i
+ z2
i+1
)− (−1)ez(z2
e
− 1)
e−1∏
i=0
(1 + z2
i
+ z2
i+1
).
Proof. This lemma is again proved by induction, using the result of the previous lemma.
Note that in view of the previous lemma, by subtracting the first term on the right–hand
side of the desired equality, it is enough to show that for all e ≥ 1, we have
(2.2) z − z2 +
e−1∑
k=0
(−1)k
(
z4·2
k
+ z3·2
k
− 2
)
z
k−1∏
i=0
(1 + z2
i
+ z2
i+1
)
= −(−1)ez(z2
e
− 1)
e−1∏
i=0
(1 + z2
i
+ z2
i+1
).
If e = 1, then the left–hand side of (2.2) is
z − z2 + (z4 + z3 − s)z = −z − z2 + z4 + z5,
and the right–hand side of (2.2) is
−(−1)z(z2 − 1)(1 + z + z2) = −z − z2 + z4 + z5,
so that (2.2) holds for e = 1.
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Now suppose that (2.2) holds for e− 1. Then
z − z2 +
e−1∑
k=0
(−1)k
(
z4·2
k
+ z3·2
k
− 2
)
z
k−1∏
i=0
(1 + z2
i
+ z2
i+1
)
= (−1)e−1
(
z4·2
e−1
+ z3·2
e−1
− 2
)
z
e−2∏
i=0
(1 + z2
i
+ z2
i+1
)
+ z − z2 +
e−2∑
k=0
(−1)k
(
z4·2
k
+ z3·2
k
− 2
)
z
k−1∏
i=0
(1 + z2
i
+ z2
i+1
)
= (−1)e−1
(
z4·2
e−1
+ z3·2
e−1
− 2
)
z
e−2∏
i=0
(1 + z2
i
+ z2
i+1
)
− (−1)e−1z(z2
e−1
− 1)
e−2∏
i=0
(1 + z2
i
+ z2
i+1
)
Factoring out the product we thus have that
z − z2 +
e−1∑
k=0
(−1)k
(
z4·2
k
+ z3·2
k
− 2
)
z
k−1∏
i=0
(1 + z2
i
+ z2
i+1
)
= (−1)e
e−2∏
i=0
(1 + z2
i
+ z2
i+1
) ·
(
−
(
z4·2
e−1
+ z3·2
e−1
− 2
)
z + z(z2
e−1
− 1)
)
= −(−1)ez
e−2∏
i=0
(1 + z2
i
+ z2
i+1
) ·
(
z4·2
e−1
+ z3·2
e−1
− z2·2
e−1
− 1
)
= −(−1)ez
e−2∏
i=0
(1 + z2
i
+ z2
i+1
) · (z2
e
− 1)(1 + z2
e−1
+ z2
e
)
= −(−1)ez(z2
e
− 1)
e−1∏
i=0
(1 + z2
i
+ z2
i+1
),
so that by induction, (2.2) holds for all e ≥ 1. 
With these lemmas in place we are in position to prove Theorem 1.1.
Proof of Theorem 1.1. We start by restating (2.1); that is
U(z) =
T (z) + z2 − z
z3S(z)
=
1
z3
·
T (z)
S(z)
+
z2 − z
z3
·
1
S(z)
.
Sending z 7→ z2
e
, we have that
U(z2
e
) =
1
z3·2e
·
T (z2
e
)
S(z2e)
+
z2
e+1
− z2
e
z3·2e
·
1
S(z2e)
=
1
z3·2e
·
T (z2
e
)
S(z2e)
+
z2
e+1
− z2
e
z3·2ez2e−1S(z)
·
e−1∏
i=0
(1+z2
i
+z2
i+1
),
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where we have used the functional equation for S(z) to give the last equality. Using Lemma
2.2 and the functional equation for S(z), we have that
T (z2
e
)
S(z2e)
=
T (z)
∏e−1
i=0
(
−z2
i
1+z2i+z2i+1
)
− 2
∑e−1
j=0 z
2j
∏e−1
i=j
(
−z2
i
1+z2i+z2i+1
)
S(z)
·
e−1∏
i=0
(
1 + z2
i
+ z2
i+1
z2i
)
= (−1)e
T (z)
S(z)
− (−1)e
2z
S(z)
e−1∑
j=0
(−1)j
j−1∏
i=0
(
1 + z2
i
+ z2
i+1
)
.(2.3)
Applying this to the expression for U(z2
e
) we have, multiplying by (−1)eS(z), that
(−1)eS(z)U(z2
e
) =
1
z3·2e
(
T (z)− 2z
e−1∑
j=0
(−1)j
j−1∏
i=0
(
1 + z2
i
+ z2
i+1
)
+(−1)ez(z2
e
− 1)
e−1∏
i=0
(
1 + z2
i
+ z2
i+1
))
.
Now by Lemma 2.5, this reduces to
(−1)eS(z)U(z2
e
) =
1
z3·2e
(
T (z)−
3·2e∑
n=0
t(n)zn
)
=
∑
n≥0
t(3 · 23 + n)zn,
which proves the theorem. 
3. Untwisting Bacher’s Second Conjecture
In this section, we will prove Theorem 1.2. For ease of reading we have separated the
proofs of the two parts of Theorem 1.2.
To prove Theorem 1.2(i) we will need the following lemma.
Lemma 3.1. For all k ≥ 0 we have that
z
k−1∏
i=0
(
1 + z2
i
+ z2
i+1
)
=
2k∑
n=1
s(n)zn +
2k−1∑
n=1
s(2k − n)zn+2
k
.
Proof. Again, we prove by induction. Note that for k = 0, the product and the left–most
sum are both empty, thus they are equal to 1 and 0, respectively. Since
z = s(1)z =
20∑
n=1
s(n)zn
the theorem is true for k = 0. To use some nonempty terms, we consider the case k = 1.
Then we have
z
1−1∏
i=0
(
1 + z2
i
+ z2
i+1
)
= z + z2 + z3 =
21∑
n=1
s(n)zn +
21−1∑
n=1
s(21 − n)zn+2
1
,
so the theorem holds for k = 1.
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Now suppose the theorem holds for k − 1. Then
z
k−1∏
i=0
(
1 + z2
i
+ z2
i+1
)
=
(
1 + z2
k−1
+ z2
k
)
· z
k−2∏
i=0
(
1 + z2
i
+ z2
i+1
)
=
(
1 + z2
k−1
+ z2
k
)2k−1∑
n=1
s(n)zn +
2k−1−1∑
n=1
s(2k−1 − n)zn+2
k−1


=

2k−1∑
n=1
s(n)zn +
2k−1−1∑
n=1
s(2k−1 − n)zn+2
k−1
+
2k−1∑
n=1
s(n)zn+2
k−1


+

2k−1−1∑
n=1
s(2k−1 − n)zn+2
k
+
2k−1∑
n=1
s(n)zn+2
k
+
2k−1−1∑
n=1
s(2k−1 − n)zn+3·2
k−1


= Σ1 + Σ2,
where Σ1 and Σ2 represent the triplets of sums from the previous line (we have grouped the
last sums in triplets since we will deal with them that way. Note that we have
Σ1 =
2k−1∑
n=1
s(n)zn + s(2k−1)z2
k
+
2k−1−1∑
n=1
(
s(n) + s(2k−1 − n)
)
zn+2
k−1
=
2k−1∑
n=1
s(n)zn + s(2k)z2
k
+
2k−1−1∑
n=1
s(2k−1 + n)zn+2
k−1
=
2k∑
n=1
s(n)zn,
where we have used the fact that s(2n) = s(n) and for n ∈ [0, 2j] the identity s(2j + n) =
s(2j − n) + s(n) holds (see, e.g., [2, Theorem 1.2(i)] for details). Similarly, since 2k−1 − n =
2k − (n+ 2k−1) and
s(2k−1 − n) + s(n) = s(2k−1 + n) = s(2k + n)− s(n) = s(2k − n)
(see Proposition 3.1(i) and Theorem 1.2(i) of [2]), we have that
Σ2 =
2k−1−1∑
n=1
(
s(2k−1 − n) + s(n)
)
zn+2
k
+ s(2k−1)z3·2
k−1
+
2k−1−1∑
n=1
s(2k−1 − n)zn+2
k−1+2k
=
2k−1−1∑
n=1
s(2k − n)zn+2
k
+ s(2k−1)z3·2
k−1
+
2k−1∑
n=2k−1−1
s(2k − n)zn+2
k
=
2k−1∑
n=1
s(2k − n)zn+2
k
.
Thus
Σ1 + Σ2 =
2k∑
n=1
s(n)zn +
2k−1∑
n=1
s(2k − n)zn+2
k
,
ON SOME CONJECTURES CONCERNING STERN’S SEQUENCE AND ITS TWIST 9
and by induction the lemma is proved. 
Proof of Theorem 1.2(i). We denote as before the generating series of the Stern sequence by
S(z). Splitting up the sum in the definition of G(z) we see that
G(z) =
1
z2
(1− z)−
1
zS(z)
,
so that using the functional equation for S(z) we have
G(z2
e
) =
1
z2e+1
(1− z2
e
)−
1
z2eS(z2e)
=
1
z2e+1
(1− z2
e
)−
1
z2e
·
∏e−1
i=0 (1 + z
2i + z2
i+1
)
z2e−1S(z)
.
This gives
(3.1) G(z2
e
)S(z) =
1
z2e+1
(
(1− z2
e
)S(z)− z
e−1∏
i=0
(1 + z2
i
+ z2
i+1
)
)
.
We use the previous lemma to deal with the right–hand side of (3.1); that is, the previous
lemma gives that
(1− z2
e
)S(z)− z
e−1∏
i=0
(1 + z2
i
+ z2
i+1
) =
∑
n≥1
s(n)zn −
2e∑
n=1
s(n)zn
−
∑
n≥1
s(n)zn+2
e
−
2e−1∑
n=1
s(2e − n)zn+2
e
=
∑
n≥2e+1
s(n)zn −
∑
n≥2e
s(n)zn+2
e
−
2e−1∑
n=1
(s(n) + s(2e − n))zn+2
e
=
∑
n≥1
s(2e + n)zn+2
e
−
∑
n≥2e
s(n)zn+2
e
−
2e−1∑
n=1
s(2e + n)zn+2
e
=
∑
n≥0
s(2e+1 + n)zn+2
e+1
−
∑
n≥0
s(2e + n)zn+2
e+1
.
Dividing the last line by z2
e+1
gives the desired result. This proves the theorem. 
The proof of the second part of the theorem follows similarly. We will use the following
lemma.
Lemma 3.2 (Bacher [2]). For n satisfying 1 ≤ n ≤ 2e we have that
(i) t(2e+1 + n) + t(2e + n) = (−1)e+1s(n),
(ii) t(2e + n) = (−1)e(s(2e − n)− s(n)),
(iii) t(2e+1 + n) = (−1)e+1s(2e − n).
Proof. Parts (i) and (ii) are given in Proposition 3.1 and Theorem 1.2 of [2], respectively.
Part (iii) follows easily from (i) and (ii).
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Note that (i) gives that
t(2e+1 + n) = (−1)e+1s(n)− t(2e + n),
which by (ii) becomes
t(2e+1 + n) = (−1)e+1s(n) + (−1)e+1s(2e − n)− (−1)e+1s(n) = (−1)e+1s(2e − n). 
Proof of Theorem 1.2 (ii). We denote as before the generating series of the Stern sequence
by S(z). Splitting up the sum in the definition of H(z) we see that
H(z) =
1
zS(z)
−
1 + z
z2
·
T (z)
S(z)
.
Since we will need to consider H(z2
e
), we will need to compute T (z
2
e
)
S(z2e )
. Fortunately we have
done this in the proof of Theorem 1.1, in (2.3), and so we use this expression here. Thus,
applying the functional equation for S(z), we have that
H(z2
e
) =
∏e−1
i=0
(
1 + z2
i
+ z2
i+1
)
z2e+1−1S(z)
− (−1)e
(
1 + z2
e
z2e+1
)
T (z)
S(z)
+ (−1)e
(
1 + z2
e
z2e+1
)
2z
S(z)
e−1∑
j=0
(−1)j
j−1∏
i=0
(
1 + z2
i
+ z2
i+1
)
,
so that
(−1)e+1H(z2
e
)S(z) =
1
z2e+1
(
(1 + z2
e
)T (z)− (−1)ez
e−1∏
i=0
(
1 + z2
i
+ z2
i+1
)
−2z(1 + z2
e
)
e−1∑
j=0
(−1)j
j−1∏
i=0
(
1 + z2
i
+ z2
i+1
))
.
An application of Lemma 2.5 gives
(−1)e+1H(z2
e
)S(z) =
1
z2e+1
(
(1 + z2
e
)T (z)− (−1)ez
e−1∏
i=0
(
1 + z2
i
+ z2
i+1
)
−(1 + z2
e
)
3·2e∑
n=0
t(n)zn − (−1)ez(z2
e
− 1)(1 + z2
e
)
e−1∏
i=0
(
1 + z2
i
+ z2
i+1
))
=
1
z2e+1
(S1 +S2 +S3 +S3) ,
where we have used the Si to indicate the terms in the previous line.
Note that
S1 +S3 = (1 + z
2e)
(
T (z)−
3·2e∑
n=0
t(n)zn
)
= (1 + z2
e
)
∑
n≥1
t(3 · 2e + n)zn+3·2
e
=
∑
n≥2e+1
t(2e+1 + n)zn+2
e+1
+
∑
n≥2e+1+1
t(2e + n)zn+2
e+1
,
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so that
S1 +S3
z2e+1
=
∑
n≥2e+1
t(2e+1 + n)zn +
∑
n≥2e+1+1
t(2e + n)zn.
Using Lemma 3.1, we have
S2 +S4
z2e+1
=
1
z2e+1
(
−(−1)e − (−1)e(z2
e+1
− 1)
)
z
e−1∏
i=0
(
1 + z2
i
+ z2
i+1
)
=
(−1)e+1
z2e+1
· z2
e+1
(
2e∑
n=1
s(n)zn +
2e−1∑
n=1
s(2e − n)zn+2
e
)
= (−1)e+1
(
2e∑
n=1
s(n)zn +
2e−1∑
n=1
s(2e − n)zn+2
e
)
.
Using the proceeding lemma and the fact that t(2e+1) + t(2e) = 0 so that we can add in a
zero term, we have that
S2 +S4
z2e+1
=
2e∑
n=1
(t(2e+1 + n) + t(2e + n))zn +
2e−1∑
n=1
t(2e+1 + n)zn+2
e
=
2e∑
n=1
(t(2e+1 + n) + t(2e + n))zn +
2e+1−1∑
n=2e
t(2e + n)zn
=
2e∑
n=0
(t(2e+1 + n) + t(2e + n))zn +
2e+1−1∑
n=2e
t(2e + n)zn
=
2e∑
n=0
t(2e+1 + n)zn +
2e+1−1∑
n=0
t(2e + n)zn.
Putting together these results gives
(−1)e+1H(z2
e
)S(z) =
1
z2e+1
(S1 +S2 +S3 +S3)
=
∑
n≥0
t(2e+1 + n)zn +
∑
n≥0
t(2e + n)zn,
which proves the theorem. 
4. Computing with binary expansions
To gain intuition regarding Bacher’s conjectures mentioned in the first section, we found
it very useful to understand what happens to the Stern sequence and its twist at sums of
powers of 2. Thus, in this section we prove the following theorem which removes the need
to use the recurrences to give the values of the Stern sequence.
Theorem 4.1. Let n > 4 and write n =
∑m
i=0 2
ibi, the binary expansion of n. Then
s(n) =
[
1 1
](m−1∏
i=1
[
1 1− bi
bi 1
])[
1
b0
]
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Proof. Note that from the definition of the Stern sequence we easily have that
s(2a+ x) = s(a) + x · s(a+ 1) (x ∈ {0, 1}).
It follows that for each k ∈ {0, 1, . . . , m− 1} we have that both
s
(
m∑
i=k
2i−kbi
)
= s
(
m∑
i=k+1
2i−(k+1)bi
)
+ bk · s
(
1 +
m∑
i=k+1
2i−(k+1)bi
)
and
s
(
1 +
m∑
i=k
2i−kbi
)
= (1− bk) · s
(
m∑
i=k+1
2i−(k+1)bi
)
+ s
(
1 +
m∑
i=k+1
2i−(k+1)bi
)
.
Starting with k = 0 and applying the above equalities, and using the fact that bm = 1 so
that s(bm) = s(bm + 1) = 1 gives the result. 
We have a similar result for the twisted Stern sequence whose proof is only trivially
different from the above and so we have omitted it.
Theorem 4.2. Let n > 4 and write n =
∑m
i=0 2
ibi, the binary expansion of n. Then
t(n) = (−1)m
[
1 −1
](m−1∏
i=1
[
1 1− bi
bi 1
])[
1
b0
]
.
Indeed, both s(n) and t(n) are 2–regular, and so the fact that s(n) and t(n) satisfy
theorems like the two above is provided by Lemma 4.1 of [1] (note that while the existence
is proven, the matrices are not explicitly given there).
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