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‘‘Molecular computing,’’ according to a deﬁnition
given in the introduction to this book, involves ‘‘in-
formation processing systems in which individual
molecules play a crucial functional role.’’ The intention
of the editors is to design and construct computers that
use molecular reactions to do computations. They are
not interested in simply shrinking transistors down to
molecular scales (eﬀorts to make transistors from single
nanotubes, for example, are not discussed), and instead
focus on ‘‘biocomputing.’’ The editors, seemingly
frustrated by the inability for current computers to
perform stunts that biological cells and brains do with
ease, wish to harness the apparent computational
power embodied in biomolecules. An example of such a
computation is that which is undertaken when two
proteins ‘‘decide’’ to bind to one another. The editors
forsee a coming paradigm shift, as these ‘‘computa-
tions’’ are harnessed to solve diﬃcult computational
problems by dint of parallelism, evolvability, and
complexity, giving up ‘‘conventional programmability’’
along the way.
To give you an idea of the kind of topics in which the
editors are interested, Conrad and Zauner state in the
ﬁrst chapter that deciding whether a protein is soluble in
water is a computational problem that is diﬃcult to
solve for a standard computer (Ill allow them this
point) but easy for the protein to do. Conrad and
Zauner are apparently not interested in solubility per se,
but as using solubility to read out information encoded
in the protein sequence. Somewhat surprisingly, they
suggest that the solubility problem can be solved by a
molecular computer that chemically synthesizes the
protein and physically tests whether it is soluble. By
automating the process, one ‘‘may well exceed the
practical capabilities of presently available general-
purpose machines.’’ I dont think anybody would argue
that if synthesizing the protein and testing it were easier
and more cost-eﬀective than making a computational
prediction, that would be the way to solve the problem.
But to a computational biologist this solution seems to
be somewhat of a cop-out. Of course, the key issue
raised by Conrad and Zauner is how the protein
sequence might be exploited for computation by1532-0464/$ - see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2004.01.001this method, but this topic is not expanded upon in any
clear way.
Conrad and Zauner go on to describe a simple
benchtop ‘‘molecular computer’’ that they actually built,
consisting of a single XOR gate. It turns out that this
involves a solution containing an enzyme that has a
biphasic activity relationship to divalent cation con-
centration. As decoded by the ‘‘molecular computer,’’
measuring the catalytic output of a bulk solution of
malate dehydrogenase, in response to low concentra-
tions of MgCl2 (encoding the two bits 00) yields a 0
output, medium concentrations (01 or 10) yield 1 and
high concentrations (11) yield 0. It strikes me that this is
computation at the level of populations of enzyme
molecules in solution, not single molecules. It is not
clear that the same readout could be obtained from a
single protein in their system. To say that ‘‘individual
molecules play a crucial functional role’’ in this domain
doesnt say much at all.
Much of the book is in this vein. Among the chapters
I will mention here is one by Nicholas Rambidi on ap-
plications of the Belousov–Zhabotinsky reaction (a
chemical reaction that produces waves of color at the
surface of the reaction vessel) to solve image processing
and other problems. He displays a great deal of crea-
tivity and cleverness, but practical applications seem
lacking. A thankfully sober chapter by Carlo Manley on
DNA computing describes a ﬁeld that has a great deal of
diﬃculty constructing good hammers, and is still in
search of nails; instead it ‘‘labors under a preponderance
of theory.’’ The example of a theoretical application of
DNA computing to perform brute-force cracking of a
56 bit cryptographic key in four months is depressing
given that such keys can be cracked in a day (or less)
using ‘‘conventional’’ computers, and that cracking even
a 256 bit key using the proposed algorithm would re-
quire a test tube of literally astronomical proportions.
The chapter ends with the prediction that DNA com-
puting will be applied primarily to the understanding of
biological systems. In the sense that PCR and DNA
sequencing are ‘‘computations,’’ this is already the case.
Manley provides a very clear impression that DNA
computing is unlikely to provide real payoﬀs in cryp-
tography or any other ﬁeld of computation any time
soon. Rounding out the range of topics are chapters on
biosensors and biomolecular memories, which while
somewhat more practically-oriented than the other
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making biomolecules usable in electronics applications.
Will our computers soon be replaced by something
the dog might eat? My sense from reading this book,
and from casually following this ﬁeld in the pages of
mainstream journals such as Science and Nature, is that
more immediate payoﬀs will be made by making con-
ventional circuits at molecular scales, not by inventing
new computing architectures. While this book is some-
times provocative and eye-opening, readers who areinterested in getting a summary of cutting-edge research
that is going to have a real impact on their work within
the next ten years will have to look elsewhere.
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