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Abstract
Many asymptotic formulas exist for unrestricted integer partitions as well as for distinct partitions
of integers into a finite number of parts. Szekeres and Canfield have derived an asymptotic formula
for the number of partitions that is valid for any value of the number of parts. We obtain general
asymptotic formulas for distinct partitions that are valid in a wider range of parameters than the
existing asymptotic formulas, and we recover the known asymptotic results as special cases of our
general formulas.
Keywords: Integer partitions, analytic combinatorics, distinct partitions, asymptotics, saddle-
point.
1
Introduction
Let q(E,N) denote the number of partitions of an integer E into N distinct integer parts (these partitions
are called distinct partitions), and P (E,N) the number of unrestricted integer partitions of E into N
parts or less. It is well known in the theory of partitions that q(E,N) = P (E − N(N + 1)/,N). The
asymptotic behaviour of q(E,N) is often derived from the asymptotic behaviour of P (E,N) and from
the preceding relationship between the two.
The partition function of unrestricted partitions is known from the theory of partitions Andrews (1976).
A general asymptotic formula for P (E,N) which is valid for all values of N has been derived in
Szekeres (1953). Canfield (1997) has obtained it in a simpler way from the recursive formula satisfied
by the function P (E,N); however, his derivation requires to know the asymptotic dependence of the
function P (·, N) to be derived.
Here, we solve the same problem for the number of distinct partitions. We obtain an explicit asymp-
totic formula for the function q(E,N) when both E and N are large, which is similar to the one obtained
by Canfield for unrestricted partitions. To our knowledge, this result is new. Additionally, we use the
same approach to compute the asymptotic number q(E,N,B) of distinct partitions with N terms each
one being smaller to to a given value B, in the limit when these three variables go to infinity but with
constant values for N2/E = u and N/B = p. The asymptotic formula obtained by Szekeres (1987)
corresponds to the limit N2/E → ln 2/c. Our formula is valid in a wider range of parameters since u is
arbitrary; we recover Szekeres’ formula as a special case.
The plan of the paper is as follows: we first detail our methodology.Second, we derive Szekeres-
Canfield’s formula for unrestricted partitions with a saddle-point approximation which, in essence, is
similar to Szekeres’ derivation. Third, we derive the general asymptotic formula for the number of
unequal partitions q(E,N). Finally, we extend the formula to cases where, in addition, the summands
constrained to be smaller or equal to a given integer B.
1 Methodology and notations
Throughout this paper we follow the same methodology. We illustrate it with the function P (E,N). We
introduce the partition function related to the function P (E,N):
ZE(x, z) =
∞∑
E=1
∞∑
N=1
zN xEP (E,N) (1)
So, by inverting this relationship, we have:
P (E,N) =
1
(2iπ)2
∮ ∮
dx dz
ZE(x, z)
zN+1 xE+1
(2)
We set z = e−α and x = e−β. The partition function for unrestricted partitions is:
ZE(α, β) =
∞∏
k=1
(
1− e−αe−βk
)−1
(3)
The partition function of P (E,N) is well known (Andrews 1976):
ZE(α, β) =
∞∏
k=1
(
1− e−αe−βk
)−1
(4)
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The integrals of eq.(2) are taken over closed contours round the origin of the complex x and z plane.
We apply the saddle-point approximation method to compute eq.(2). So, by inverting this relationship,
we have:
P (E,N) ∼ 1
2π
√
D
exp [α∗N + β∗E + lnZE(α
∗, β∗)] (5)
where α∗ and β∗ are the coordinates of the saddle-point that maximizes the entropy function SE(α, β) =
αN + βE + lnZE(α, β) and:
DE =
(
∂2SE
∂β2
)
.
(
∂2SE
∂α2
)
−
(
∂2SE
∂β∂α
)2
(6)
The second order derivatives are evaluated at the saddle-point (α∗, β∗).
Similar formulas hold for the number of distinct partitions q(E,N) and q(E,N,B). The partition
function of q(E,N) is:
ZD(α, β) =
∞∏
k=1
(
1− e−αe−βk
)−1
(7)
The associated entropy function is SD(α, β) = αN+βE+lnZD(α, β). The restriction of the size of parts
to be lower than B modifies the partition function of q(E,N,B) compared to the one of q(E,N):
ZR(α, β) =
B∏
k=1
(
1− e−αe−βk
)−1
(8)
The entropy function SR(α, β) is changed accordingly.
Finally, following Szekeres (1987), we introduce the following notations:
c2 = pi
2
12
γ = 1− (ln 2)2c2
σ = N −
√
E ln 2c
(9)
2 Canfield’s formula from the saddle-point approximation
We recover Canfield’s formula for P (E,N) in an easy way with the saddle-point approximation. The
entropy function writes for equal partitions:
SE(α, β) = αN + βE −
∞∑
k=1
ln(1− e−αe−βk) (10)
= αN + βE −
∞∑
k=0
ln(1− e−αe−βk) + ln(1− e−α) (11)
By applying the Euler-McLaurin formula to the sum term, we get:
SE(α, β) ∼ αN + βE −
1
β
∫ ∞
0
ln(1− e−αe−x)dx + 1
2
ln(1− e−α) (12)
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The saddle-point equations write:
∂SE
∂α
= 0 ∼ N − 1
β
∫ ∞
0
dx
eα+x − 1 (13)
and
∂SE
∂β
= 0 ∼ E + 1
β2
∫ ∞
0
ln(1− e−αe−x)dx (14)
We set v = β∗N and u = N/
√
E After some analytics, we get the value of α at the saddle-point:
e−α
∗
= 1− e−β∗N = 1− e−v (15)
The integral term in eq.(14) is equivalent to:
∫ ∞
0
ln(1 − e−α∗e−x)dx =
∫ β∗N
0
t dt
1− et (16)
Then, eq.(14) is equivalent to:
v2
u2
=
∫ v
0
t dt
et − 1 (17)
The second order derivatives are:
∂2SE
∂β2 ∼ − 2β∗3
∫∞
0
ln(1 − e−α∗e−x)dx = 2β∗3 v
2
u2
∂2SE
∂α∂β ∼ 1β∗2 ddα
∫∞
0 ln(1− e−α
∗
e−x)dx = vβ∗2
∂2SE
∂α2 ∼ e
v−1
β∗
(18)
At the saddle-point, the function SE(α
∗, β∗) is equal to:
SE(α
∗, β∗) = 2β∗E + α∗N + v/2 (19)
=
[
2
v
u
− u ln(1− e−v)
]√
E +
v
2
(20)
The denominator of the saddle-point formula is equal to:
2π
√
DE =
((
2
β∗3
v2
u2
)
·
(
ev − 1
β∗
)
− v
2
β∗4
)1/2
(21)
= 23/2πE
u
v
ev/2
(
(1− e−v)− 1
2
u2e−v
)1/2
(22)
Finally, we get the number of partitions of E into N summands or less:
P (E,N) =
f(u)
E
e
√
Eg(u) (23)
where:
g(u) = 2
v
u
− u ln(1 − e−v) (24)
and
f(u) =
v
23/2πu
(
(1− e−v)− 1
2
u2e−v
)−1/2
(25)
This is exactly Canfield’s formula (Canfield 1997).
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3 Asymptotic formula for unrestricted partitions
3.1 General formula for q(E,N)
We use the same methodology to obtain a similar formula for unequal partitions. The entropy formula
for unequal partitions writes:
SD(α, β) = βE + αN +
∞∑
k=1
ln(1 + e−αe−βk) (26)
= βE + αN +
∞∑
k=0
ln(1 + e−αe−βk)− ln(1 + e−α) (27)
By applying the Euler-McLaurin formula to the sum term, we get:
SD(α, β) ∼ βE + αN +
1
β
∫ ∞
0
ln(1 + e−αe−x)dx − 1
2
ln(1 + e−α) (28)
The saddle-point equations write:
∂SD
∂α
= 0 ∼ N − 1
β
∫ ∞
0
dx
1 + eα+x
(29)
and
∂SD
∂β
= 0 ∼ E − 1
β2
∫ ∞
0
ln(1 + e−αe−x)dx (30)
The coordinates (α∗, β∗) of the saddle-point for distinct partitions are different from the ones for
unrestricted partitions as seen in the previous section. We set v = β∗N and u = N/
√
E After some
analytics, we get the value of α∗ at the saddle-point:
e−α
∗
= eβ
∗N − 1 = ev − 1 (31)
The integral term in eq.(30) is equivalent to:
∫ ∞
0
ln(1 + e−α
∗
e−x)dx =
∫ β∗N
0
t dt
1− e−t (32)
Then, eq.(30) is equivalent to:
v2
u2
=
∫ v
0
t dt
1− e−t (33)
The second order derivatives are:
∂2SD
∂β2 ∼ 2β∗3
∫∞
0 ln(1 + e
−α∗e−x)dx = 2β∗3
v2
u2
∂2SD
∂α∂β ∼ − 1β∗2 ddα
∫∞
0
ln(1 + e−α
∗
e−x)dx = vβ∗2
∂2SD
∂α2 ∼ 1−e
−v
β∗
(34)
At the Saddle-point, the entropy function is equal to:
SD(α
∗, β∗) = 2β∗E + α∗N − v/2 (35)
=
[
2
v
u
− u ln(ev − 1)
]√
E − v
2
(36)
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The denominator of the saddle-point formula is equal to:
2π
√
DD =
((
2
β∗3
v2
u2
)
·
(
1− e−v
β∗
)
− v
2
β∗4
)1/2
(37)
= 23/2πE
u
v
(
(1 − e−v)− 1
2
u2
)1/2
(38)
Finally, we get the number of unequal partitions of E into N summands:
q(E,N) =
f¯(u)
E
e
√
Eg¯(u) (39)
where:
g¯(u) = 2 vu − u ln(ev − 1)
f¯(u) = v
23/2piu
(
(ev − 1)− 12u2ev
)−1/2
v2
u2 =
∫ v
0
t dt
1−e−t
(40)
3.2 Limit N <<
√
E
Let’s now focus on some limiting cases. In the limit N <<
√
E (i.e. u << 1), we have α∗ → ∞, and
then, from eq.(31), v = β∗N → 0. From eq.(30):
β∗2E =
∫ ∞
0
ln(1 + e−α
∗
e−x)dx ∼ e−α∗ (41)
Then, β∗ =
√
e−α∗/E ∼
√
β∗N/E because β∗N << 1. It follows that β∗ ∼ N/E. We obtain u ∼ √β∗N
and v ∼ β∗N . The function g¯(u) is equal to:
g¯(u) = 2
N√
E
− N√
E
ln
(
N2
E
)
(42)
Similarly, from eq.(40), we get for f¯(u):
f¯(u) =
1
23/2π N√
E
eN2/2E
(
1− e−N2/E − N22E
)1/2 (43)
We obtain the known result:
q(E,N) ∼ e
2NEN−1
2πN2N
(44)
We can take the same limit N <<
√
E in Canfield’s formula eq.(23) for unrestricted partitions and we
will get the same result as in eq.(44). Both asymptotics converge to the same limiting distribution which
corresponds to the Maxwell-Boltzman distribution as explained for instance in (Debnath 1987).
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3.3 Limit N →
√
2E
We know from eq.(31), that N ≤
√
2E. We can compute the asymptotics of q(E,N) in the limit
N →
√
2E. This limit correspond to α∗ → −∞ and β∗N → ∞. It is straightforward to see that
β∗2(E −N2/2) ∼ 2c2:
β∗2(E −N2/2) =
∫ ∞
0
ln(1 + eβ
∗Ne−x)dx −
∫ β∗N
0
x dx
=
∫ ∞
0
ln(1 + e−x)dx +
∫ 0
−β∗N
ln(1 + e−x)dx−
∫ β∗N
0
x dx
= c2 +
∫ β∗N
0
ln(1 + ex)− xdx
= c2 +
∫ β∗N
0
ln(1 + e−x)dx
∼ 2c2
3.4 Limit α∗ → 0
Finally, there is another interesting limit when α∗ → 0. This limit corresponds to the total number of
unequal partitions, whatever the value of N .
In the limit α∗ → 0, we have v ∼ ln 2. We set v = ln 2+ ǫ. At first order in ǫ, we obtain from eq.(33):
v
u = c+
ln 2
c ǫ
u ln(ev − 1) = 2 ln 2c ǫ+ 2γc ǫ2
(45)
Then, we obtain g(u) ∼ 2c− 2cγǫ2/c In addition, we can rewrite ǫ as a function of N and E. Indeed:
ǫ = v − ln 2 = uv
u
− ln 2 (46)
=
N√
E
(
c+
ln 2
c
ǫ
)
− ln 2 (47)
We can solve this first order equation to get ǫ ∼ 1γ
(
c N√
E
− ln 2
)
. Finally, we obtain
ǫ2 ∼ c
2σ2
γ2E
(48)
From the approximations of eq.(45), we get f¯(u) ∼ 4√6γ. In the limit α∗ → 0, the number of unequal
partitions with N terms is:
q(E,N) ∼
exp
(
2c
√
E − 2cσ2
γ
√
E
)
4
√
6γ
(49)
This is exactly the result of Erdos and Lehner (1941). Szekeres (1987) explains that the total number of
unequal partitions is obtained by summing over all the values of N (or equivalently over all values of σ),
and we obtain the well known asymptotic formula q(E) ∼ exp(2c
√
E)/
(
4.31/4.E3/4
)
.
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4 Formula when the summands are smaller than B
In the case where the summands are restricted to be lower than a given number B, the entropy function
of eq.(26) is slightly modified because the sum term stops at B instead of infinity:
SR(α, β) = αN + βE +
B∑
k=0
ln(1 + e−αe−βk)− ln(1 + e−α) (50)
We introduce the partition function related to the function q(E,N,B):
ZR(x, z) =
∞∑
E=1
∞∑
N=1
zN xEq(E,N,B) (51)
We set z = e−α and x = e−β . The partition function for unequal partitions is well known:
ZR(α, β) =
B∏
k=1
(
1 + e−αe−βk
)
(52)
By inverting this relationship, we have:
q(E,N,B) ∼ 1
2π
√
DR
exp [α∗N + β∗E + lnZR(α
∗, β∗)] (53)
where α∗ and β∗ are the coordinates of the saddle-point that maximizes the function SR(α, β) = αN +
βE + lnZR(α, β) and:
DR =
(
∂2S
∂β2
)
.
(
∂2S
∂α2
)
−
(
∂2S
∂β∂α
)2
(54)
The second order derivatives are taken at the saddle-point (α∗, β∗).
By applying the Euler-McLaurin formula to the sum term of eq.(50), we get:
SR(α, β) = βE + αN +
1
β
∫ βB
0
ln(1 + e−αe−x)dx− 1
2
ln(1 + e−α) +
1
2
ln(1 + e−α−βB) (55)
The saddle-point equations write:
∂S
∂α
= 0 = N − 1
β
∫ βB
0
dx
1 + eα+x
(56)
and
∂S
∂β
= 0 = E − 1
β2
∫ βB
0
ln(1 + e−αe−x)dx+
B
β
ln(1 + e−α−βB) (57)
We set p = N/B, v = β∗N , e−α
∗
= ev(p) − 1 and u = N/
√
E. After some analytics, we get the value
of α∗ at the saddle-point from eq.(56):
e−α
∗
= ev(p) − 1 = e
v − 1
1− ev(1−1/p) (58)
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Additionally, eq.(56) leads to e−α−βB ∼ v(p)− v. The integral term in eq.(57) is equal to:
∫ βB
0
ln(1 + e−αe−x)dx =
∫ ln(1+e−α)
0
t dt
1− e−t − e
−α−βB (59)
We see that the finite size correction coming from the upper bound of the integral is much smaller than
the last term in eq.(57), but it cannot be neglected as we shall see later. Then, eq.(57) is equivalent to:
v2
u2
=
∫ v(p)
0
t dt
1− e−t +
(
v
p
− 1
)
(v(p)− v) (60)
The second order derivatives are, when B →∞:
∂2SR
∂β ∼ 2β∗3
∫∞
0 ln(1 + e
−α∗e−x)dx = 2β∗3
v2
u2
∂2SR
∂α∂β ∼ − 1β∗2 ddα
∫∞
0 ln(1 + e
−α∗e−x)dx = vβ∗2
∂2SR
∂α2 ∼ 1−e
−v(p)
β∗
(61)
At the saddle-point, the function S(α∗, β∗) is equal to:
SR(α
∗, β∗) = 2β∗E + α∗N +
1
β∗
v
p
(v(p)− v)− v(p)/2 (62)
=
[
2
v
u
− u ln(ev(p) − 1) + u
p
(v(p)− v)
]√
E − v(p)
2
(63)
The denominator of the saddle-point formula is equal to:
2π
√
DR =
((
2
β∗3
v2
u2
)
·
(
1− e−v(p)
β∗
)
− v
2
β∗4
)1/2
(64)
= 23/2πE
u
v
(
(1 − e−v(p))− 1
2
u2
)1/2
(65)
Finally, we get the number of unequal partitions of E into N summands, each summand being not
larger than B:
q(E,N,B) =
f˜(u)
E
e
√
Eg˜(u) (66)
where:
g˜(u) = 2 vu − u ln(ev(p) − 1) + up (v(p)− v)
f˜(u) = v
23/2piu
(
(ev(p) − 1)− 12u2ev(p)
)−1/2 (67)
In the limit α→ 0, we have v(p), v ∼ ln 2. We set v(p) = ln 2+ ǫ+ (v(p)− v). At first order in ǫ and
v(p)− v, we obtain from eq.(60):
v
u = c+
ln 2
c ǫ+
1
2c
(
2 ln 2− vp − 1
)
(v(p)− v)
u ln(ev(p) − 1) = 2 ln 2c ǫ+ 2cγǫ2 + 2 ln 2c (v(p)− v)
(68)
9
Then, we obtain g˜(u) ∼ 2c−2γǫ2/c− 1c (v(p)−v). Compared to the case of q(E,N), there is an additional
term in the definition of the function g˜(u). This leads directly to Szekeres’ asymptotic formula as a special
case of eq.(66 - 67):
q(E,N,B) ∼
exp
(
2c
√
E − 2cσ2
γ
√
E
−
√
E
c e
cB/
√
E
)
4
√
6γE
(69)
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