An Internet of Things for Manufacturing (IoTfM) has the potential to boost manufacturing by enabling the ability to monitor, analyze, and adjust production processes. However, manufacturers struggle with individually adhering to the wide variety of protocols utilized by Internet of Things (IoT) devices. This article proposes a low-cost architecture based upon the publish-and-subscribe standard for implementing IoTfM. The proposed system utilizes a message-queuing telemetry transport broker to handle data transfer in addition to a payload format designed for equipment monitoring. Low-cost gateways are used to adapt existing equipment and applications to the proposed architecture. Therefore, the architecture is a low-cost, nonintrusive, and flexible system for implementing IoT applications in production facilities.
Introduction
Utilizing Internet of Things (IoT) for manufacturing systems is vital for optimizing productivity in industrial environments. In this work, IoT is defined as an architecture where multiple objects interact through an integrated network [1] . In the manufacturing environment, technology can be integrated using process-monitoring techniques in the factory. The use of sensor-based process-monitoring architecture can aid in identifying machine faults, production line trends, and optimal parameters for maximizing quality while minimizing wasteful processes/parameters. Note that the identification of such parameters can be performed in real time and for predictive analytics [2] . In addition, the use of cloud computing in a dynamic architecture can create new avenues in developing manufacturing technologies [3] . Also, the cloud-based manufacturing architecture based on IoT can facilitate customized production for flexible manufacturing, thus enabling a variety of options in the design-to-manufacturing paradigm [4] . Therefore, IoT has the capability to enable Smart Manufacturing in new avenues to strive for more flexibility, agility, and innovation [5] .
Before IoT can be accepted into a production environment, an evaluation of cost versus profit must be performed [6] . Thus, minimizing monetary and production costs associated with adopting the IoT architecture is vital to ensure its adoption into a production environment. Therefore, the exact implementation of the IoT architecture is critical to ensuring its success. One of the most difficult challenges in adopting IoT is the integration of enterprise data and sensor architectures [7] . However, the inherent nature of utilizing a variety of sensors from different vendors that adhere to a plethora of protocols can limit the application of IoT in practical settings. Sensors and manufacturing data in the IoT environment can adhere to a variety of protocols, including Serial Peripheral Interface (SPI), Universal Asynchronous Receiver-Transmitter (UART), Open Platform Communications (OPC), Controller Area Network, and Interintegrated Circuit (I 2 C), in addition to proprietary protocols [8] [9] [10] . There are several communication techniques (e.g., MTConnect, OPC, Computer-Aided Manufacturing using extensible markup language (CAMX), Modbus, Interface A, and SECS-II) that have greatly improved interoperability on the factory floor by defining standard protocols for exchanging data among equipment and applications. These standards have reduced the need for expensive and complex ad hoc or proprietary protocols. However, a single protocol is not sufficient for all data exchanges because of the myriad of manufacturing equipment types, data structures, and sampling rate requirements.
A truly flexible IoT architecture must be able to facilitate a wide array of these protocols in addition to sustaining new potential protocols that are introduced in the manufacturing environment. However, caution must be exercised to ensure that an architecture that allows all these individual protocols is not overcomplicated by attempting to address each of these protocol needs individually. Hence, this article proposes such an architecture that utilizes a publish-and-subscribe standard known as Message Queuing Telemetry Transport (MQTT) [11] .
MQTT Protocol
MQTT is a publish-and-subscribe machine-to-machine protocol that utilizes transmission control protocol/internet protocol. Publish-and-subscribe is defined as a messaging pattern in which a publisher transmits data to a message queue, otherwise known as the topic [12] . The subscriber receives data from the publisher via the topic. Thus, information about the subscriber is not required for a publisher to send data. Therefore, the publish-and-subscribe standard is flexible at facilitating communication to single, multiple, or no subscribers. Thus, as a protocol designed for flexible messaging transport, MQTT is suitable for implementation in IoT applications. The protocol was originally developed for sensor-based monitoring of oil pipelines [13] . MQTT was designed to be lightweight in terms of its low energy usage in addition to its simplicity, and it can facilitate wireless network environments [14] . Because of its publish-and-subscribe standard, MQTT is event driven and therefore does not require constant polling. Thus, the MQTT standard is robust in unreliable communication environments.
The core of the MQTT protocol is the message broker. The broker handles the communication for each topic. The broker identifies the publishers and subscribers for a particular topic and therefore manages messages between the data transmitters and receivers. Note that a broker will distribute a message to the subscribers if a new message is published to the topic. In addition, if an MQTT client is disconnected from the broker, the missed data can simply be buffered and sent to the client after the connection is reinitiated. An example implementation of the MQTT architecture is shown in Fig. 1 .
Motivation
Utilizing the MQTT publish-and-subscribe protocol, the proposed architecture aims to accomplish the following to enable manufacturing industries to adopt IoT systems:
• Process monitoring of a wide array of manufacturing equipment.
• Allow in-depth analysis and characterization of process.
• Develop nonintrusive and low-cost options for implementing IoT.
• Enable high-level decision making and feedback.
Therefore, this article contributes the proposal and description of a flexible and lowcost IoT for Manufacturing (IoTfM) architecture. The Georgia Institute of Technology has defined, developed, and implemented the architecture with positive results. The architecture's value proposition is that it provides a simple method for connecting equipment and applications that communicate with multiple languages and can easily be extended to meet the needs of the entire enterprise. The technologies used by the architecture are straightforward and widely supported in the IoTfM space. In addition, the proposed technologies are already used as the basis for the most popular cloud providers' IoT frameworks.
FIG. 1
Example MQTT architecture.
NGUYEN AND DUGENSKE ON AN IOTFM ARCHITECTURE
The article is organized as follows: The architecture overview and critical components are described in detail. Then, payload specifications that the devices must adhere to are described. A detailed overview of the publish-and-subscribe implementation within the architecture is given. Discussion and conclusions are provided in the final section.
Architecture Overview Fig. 2 shows the schematic of the proposed architecture. The components of the architecture are defined as follows: Assets are the manufacturing equipment of interest for process monitoring. Applications perform high-level computation; in addition, they display and store data. Gateways convert the asset protocols to MQTT and vice versa. As described previously, the MQTT broker handles the publish-and-subscribe protocol between end applications and assets. In the proposed architecture, end applications subscribe to a topic using the MQTT standard. The assets publish data to the topic via the use of MQTT protocols. Gateways are used to enable applications or the assets that lack the MQTT capability to communicate with the broker.
ASSETS
IoT-enabled assets are critical for enabling cloud-based architectures. Assets include, but are not limited to, machine tools, assembly systems, and inspection equipment. Though assets must be able to send relevant machine data, their communication protocol (including OPC, MTConnect, UART, analog voltage, and proprietary protocols) is not specified. Thus, the communication flexibility of assets is an advantage of the proposed architecture. For efficient and direct data transfer, assets with native MQTT protocol capability are recommended but not required. Relevant machine data include throughput, electrical power usage, and process-induced vibration.
APPLICATIONS
For process control feedback implementation, applications must appropriately handle the data for the end user. Possible applications include web servers, Structure Queried Language (SQL) databases, and web pages. As with assets, the applications' native communication protocol is not specified, though it is recommended that it adhere to the MQTT standard. At the Georgia Institute of Technology, the end application uses Amazon Web Services (Amazon, Seattle, WA) to facilitate data storage while using a gateway to communicate with the MQTT broker.
Note that, in addition to reading data from the MQTT broker, the application can transmit data to the broker. Thus, intercommunication between applications is facilitated with the proposed architecture. In addition, automated process feedback on the asset level based on the applications performing high-level control decisions is possible. However, sampling rates should be tested and monitored for high-speed low-level feedback applications, including chatter suppression and tool breakage prevention.
GATEWAYS
A gateway is required when an asset or application cannot facilitate the MQTT protocol. The gateway is an MQTT-enabled device that converts the component's native protocol to the MQTT standard. Note that the gateway can be either hardware (BeagleBone Black; BeagleBoard.org Foundation, Oakland Charter Township, MI) or software (Node-RED; International Business Machines Corporation, Armonk, NY). To minimize the types of gateways used in multiple types of assets or applications, the implemented gateways should facilitate a wide variety of protocols. In addition, asset-based gateways should be able to format the data into the payload format described in later sections.
The Georgia Institute of Technology has utilized the BeagleBone Black for asset-based gateways. A BeagleBone Black is a low-cost (∼$50) Linux-based single-board computer that can facilitate a variety of hardware protocols, including analog voltage, UART, SPI, I 2 C, and general purpose input-output. In addition, the BeagleBone Black can facilitate wireless protocols, including Wi-Fi (Wi-Fi Alliance, Austin, TX) and Bluetooth Low Energy (Bluetooth Special Interest Group, Kirkland, WA). Therefore, a large variety of boards and sensors can be easily connected to the BeagleBone Black. Fig. 3 shows implementation of the BeagleBone Black with a sensor. This gateway can be programmed using a variety of languages, including Python, JavaScript, and C. Because of its relatively inexpensive price, a single BeagleBone Black can be assigned to individual assets for heightened gateway-asset fidelity. 
MQTT BROKER
The message broker used to handle the publish-and-subscribe standard must adhere to the MQTT standard. A variety of open-source MQTT brokers are readily available for implementation, including Mosquitto [15] , CloudMQTT (84codes, Stockholm, Sweden), and HiveMQ (dc-square GmbH, Landshut, Germany). Note that the requirements of the MQTT broker are not strict because most brokers can facilitate the basic publishand-subscribe standard specified by the MQTT protocol. The architecture components are summarized in Table 1 .
Payload Format
To send the data to the message broker, the gateway must arrange the packets in a specific payload format. Ensuring that the payload format is adhered to by all devices in the architecture enables efficient and robust data interpretation. In the proposed architecture, the payload is arranged in the JavaScript Object Notation (JSON) format. JSON is an open standard file format that pairs data attributes to values [16] . Note that JSON is language independent and can therefore be supported by embedded devices and software applications. In addition, JSON is chosen over other formats, including extensible markup language (XML) and comma-separated values, because of its simplicity, intuitive interpretation, and ability to facilitate multiple data types. An example JSON payload is shown in Fig. 4 .
DATA ATTRIBUTES
The data attributes in the proposed architecture are based on the CAMX standard. The CAMX was originally developed to exchange data among manufacturing equipment using the XML format. Because the proposed architecture utilizes the JSON format, the CAMX standard messages were converted for implementation. Therefore, the meanings of data attributes are intuitively easy to understand and can be referenced in documentation [17] . The proposed architecture sorts data attributes into hierarchical order (primary, secondary, and tertiary), as shown in Table 2 .
• Primary refers to attributes that are required for any type of publishing. Therefore, primary attributes include the asset identifier, timestamp, data of interest, and the corresponding values.
• Secondary refers to attributes that are optional for publishing. Secondary attributes provide additional information that can be used to determine underlying trends or feedback.
• Tertiary refers to attributes that correspond to errors with the production process.
Note that tertiary attributes are optional.
FIG. 4
Example payload. 
EQUIPMENT ERROR ATTRIBUTES
Because of their unique nature, equipment faults require further description for the end user. Thus, equipment error attributes are recommended to be sent in the following format:
• errorId: Error code meant for computer parsing. Examples include E100.10234. 34 and E1001023434. Note that this data attribute is required when sending errors.
• errorDescription: Optional description of the error to be interpreted by personnel.
Examples include "Clamp Cylinder Z Retract Fault" and "Cantilever Screw Driver Fault." Note that the optional nature of this attribute allows the errorId value to be interpreted either at the application level or at the asset level. However, because possible faults can differ among assets, including the errorDescription attribute can reduce the burden of interpreting the error by the application.
• errorInstance: Optionally assigning a unique value to the error instance. Each time an error is generated, a unique value is assigned to the error instance so it can be tracked. Note that the value is assigned in a similar manner to the database ID. Examples include 123454 and d67b90e0-f1e3.
Publish-and-Subscribe Implementation
The specifics of the publish-and-subscribe standard are discussed in this section. Fig. 5 shows an example of the publish-and-subscribe implementation for a single asset and application. Proper implementation of the standard is critical to create appropriate abstraction layers to facilitate a wide array of applications and assets.
MQTT MESSAGE TOPIC PATTERN
In the proposed architecture, topics are required to adhere to the format shown in Fig. 6 . The topic root is always labeled as "Asset" for straightforward identification. Out of the alternative topic roots (e.g., Control, Broker, $SYS), "Asset" was determined to be the most intuitive because the assetId subdirectory lies underneath it. The assetId is the name of an asset that corresponds to the message topic. Note that the assetId can follow any naming standard the end user desires. However, a single asset cannot have multiple assetIds. Thus, in factories with large numbers of assets, a record of assetIds and their corresponding physical systems should be maintained.
The dataItemId is the specific data of interest in the message topic. The dataItemId follows the CAMX standards discussed in the previous section.
Note that the proposed format is suitable for subscribing to multiple topics and assets simultaneously. Table 3 shows the possible message patterns for subscribing to multiple assets and topics. For subscribing to all assets of a topic, an application must use "+" in the assetId. Such an implementation is useful when an application is required to know when a particular event occurs among all machines in an equipment line. To subscribe to all topics of an asset, the application must use "#" in the dataItemId. Subscribing to all topics is recommended when an application requires in-depth characterization of a specific process, such as machine-learning applications. To subscribe to all topics and assets of a particular broker, "#" is assigned to the assetId. Such an implementation is recommended if the application is expected to parse through all assets and topics. 
NODE-RED GATEWAY
At the Georgia Institute of Technology specifically, a gateway is used between the application and the message broker. Thus, the gateway performs the actual subscription to the topic. Node-RED is used as the gateway in this work. Node-RED was developed as a flowbased development tool for converting protocols between application program interfaces (APIs), hardware, and online services [18] . In addition to multiple libraries supporting a variety of communication protocols, Node-RED can be programmed with JavaScript functions for further processing or custom protocols. Fig. 7 shows an example implementation of Node-RED protocol conversion. In this example, Node-RED is shown to facilitate conversion between MQTT and SQL commands in addition to converting between MQTT standards (a proprietary programmable logic controller and CAMX).
APPLICATION SUBSCRIPTION
After the gateway has converted the MQTT protocol and enabled the subscription capability for applications, the data are stored in a database using the SQL standard. The SQL standard is recommended because of its availability and wide usage. Thus, the application can communicate with the database and, in turn, the MQTT broker using SQL commands. Note that the application can be developed in any programming language that the developer determines to be suitable. However, to display information using web services, it is recommended to Representational State Transfer (REST) APIs. A direct SQL implementation is not feasible if multiple web services are communicating with an application because of the additional scripting and library requirements. Contrarily, RESTful APIs use standard HyperText Transfer Protocol methods for communication to a base URL. In addition, applications can be constrained to utilize safe methods, such as "get", to prevent the state of the server from changing by means of a web service. When querying the application, JSON is recommended as the payload standard. Note that the JSON payload format described in the previous section is not required for communication between the web service and applications because the MQTT protocol is not used. However, it is 
recommended to use a consistent payload format for each application or, ideally, to connect all applications to a single broker to reduce complexity. An example of application subscription implementation is shown in Fig. 8 .
Discussion and Conclusion
This article presents architecture for implementing IoT applications in production environments. The architecture uses the publish-and-subscribe standard with assets, brokers, applications, and gateways. Gateways are used as a cost-effective method to adapt assets into the architecture, while the broker manages topics between applications. Therefore, the architecture is capable of facilitating a variety of asset and application configurations. Thus, the proposed architecture can minimize cost while maintaining flexibility. In addition, the added flexibility can facilitate more informed decisions and therefore contribute to the Smart Manufacturing paradigm. Note that the proposed architecture can be scaled to larger commercial operations through use of an IoT team to develop gateways as more devices are added to the architecture. However, as more assets and topics are added to the architecture, the bandwidth requirements of the broker increase. Though the addition of more brokers can aid in easing network traffic loads, the system complexity increases. Thus, it is important to evaluate the architecture to determine possible limits in the maximum assets for a single broker. In addition, the maximum data transmission rates should be evaluated. Because the MQTT protocol is event based, the data transfer times can vary depending on how often the event occurs. Though the assets can periodically transmit data, the consistency between time intervals for each sample should be evaluated. Though the proposed architecture enables high sampling rates by compressing data at the assets, cloud computing can provide more processing capabilities if messages are published at speeds sufficient for signal-processing techniques.
The proposed architecture has been successfully implemented at the Georgia Institute of Technology. Because adapting to the system occurs at the asset level in the hardware, other production facilities can easily implement the architecture in their own factories. In addition, the architecture's low-cost nature minimizes the barrier for small-scale production facilities to adopt IoT. Therefore, the proposed architecture is expected to be used more frequently in future manufacturing environments.
