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Abstract—Aerial photography obtained by unmanned aerial
vehicles (UAVs) is a rising market for their civil application. Small
UAVs are believed to close gaps in niche markets, such as acquiring
airborne image data for remote sensing purposes. Small UAVs can
fly at low altitudes, in dangerous environments, and over long pe-
riods of time. However, their small lightweight construction leads
to new problems, such as higher agility and more susceptibility to
turbulence, which has a big impact on the quality of the data and
their suitability for aerial photography. This paper investigates the
use of fish-eye lenses to overcome field-of-view (FOV) issues for
highly agile UAV platforms susceptible to turbulence. The fish-eye
lens has the benefit of a large observation area (large FOV) and
does not add additional weight to the aircraft, such as traditional
mechanical stabilizing systems. We present the implementation
of a fish-eye lens for aerial photography and mapping purposes,
with potential use in remote sensing applications. We describe
a detailed investigation from the fish-eye lens distortion to the
registering of the images. Results of the process are presented
using low-quality sensors typically found on small UAVs. The
system was flown on a midsize platform (a more stable Cessna
aircraft) and also on ARCAA’s small (< 10 kg) UAV platform.
The effectiveness of the approach is compared for the two sized
platforms.
Index Terms—Aerial photography, fish-eye lens, image registra-
tion, mapping, unmanned aerial vehicle (UAV).
I. INTRODUCTION
UNMANNED aerial vehicles (UAVs) are a revolutionarynew component of the aviation industry. They have re-
ceived rapid and widespread adoption for military purposes
due to the conflicts in Afghanistan and Iraq. Their growth into
civil markets has been slower due to the lack of compelling
business cases to support their use [1] and the increased regu-
latory restrictions placed on civil airspace operations [2]. As
the military systems grow in maturity and UAV regulations
are reformed, a greater number of civil applications for UAVs
are becoming feasible. For example, airborne remote sensing
missions into cyclones [3], [4] are an application that has
allowed the Aerosonde company to grow over the last decade.
In the civil case, it must be remembered that any UAV
mission is competing with an equivalent piloted aircraft mis-
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sion. UAVs must offer benefits that cannot be afforded by
their manned aircraft counterparts if they are to be widely
adopted for civil use. For military applications, their ability to
keep military personnel out of harms way has mandated their
use, but for civil use, flight crew risk is not often a driving
factor for adopting UAV solutions (it is in the case of cyclone
surveillance). One of the principal benefits of UAVs is the
potential to provide airborne missions at a cost less than an
equivalent piloted aircraft, although, with current technology,
this is debatable.
Aside from obvious utility in risky application, the other ma-
jor benefit of UAVs is their ability to perform long-endurance
missions (up to 48 h or longer). This is well beyond the
capabilities of manned aircraft and would require numerous
crew changes or even multiple returns to the home base for the
same period [5]. Long-endurance tasks, such as the inspection
of power lines or pipeline monitoring, are prime examples of
emerging civil markets. These applications cannot be addressed
by satellites due to current spatial-resolution limitations. In
addition, it is becoming increasingly difficult to send company
personnel on piloted light aircraft inspection tasks due to the
introduction of stringent new health and safety laws, where
flying staff in light aircraft is seen as undue risk (particularly
the lower cost single-engine type).
With the growing demand of UAV aerial photography, nu-
merous small long-endurance UAV systems have become avail-
able on the market; however, their ability to collect high-quality
sensor and image data is limited by the engineering limitations
imposed by fitting sensors to such small platforms.
This paper explores a concept in overcoming some of these
limitations through the use of a body-fixed fish-eye lens. Prob-
lems, such as lens calibration, aircraft vibration, orthorectifi-
cation, and mapping, are assessed in this paper. Comparisons
between mid- and small-size aircraft tests are provided to
demonstrate the benefits and limitations of this approach.
II. PROBLEM OF IMAGING FROM SMALL UAVS
In small UAVs (< 30 kg), which are commonly touted as cost
effective in civilian applications, the design compromises that
must be made in terms of mass, power, data storage, and attitude
sensor quality are severe. Thus, typically, the image sensors are
not gimbaled, and as such, the resulting images are subject to
motion blur from rapid changes in aircraft attitude. Small UAVs
are more susceptible to aircraft maneuvers and turbulence [6]
due to smaller wingspan, smaller moments of inertia, and lower
performing control systems.
0196-2892/$25.00 © 2009 IEEE
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Fig. 1. Comparison of roll angles in two different platforms (a UAV and
Cessna 172).
This is in counterpart to the requested high-quality acquisi-
tion of aerial images. In particular, narrow-field-of-view (FOV)
cameras show significant problems in providing any useful
imagery for analysis purposes [7]. Fig. 1 compares the roll-
angle variation, as reported by two commercially available UAV
autopilots. One was fitted to a small UAV, while the other was
fitted to a larger and more stable Cessna 172. Both data sets
were collected on good flying days and on periods when the
aircraft was commanded for straight and level flight.
This comparison shows that the small UAV experiences
roll-angle variations approximately twice that observed on the
Cessna 172 (compare the straight and level periods for the
small UAV of 500–1000 epochs versus for the Cessna of 800–
1300 epochs). The excursions to 20◦ in both cases represent
periods when the respective aircraft are commanded to roll.
A body-fixed camera on the small UAV will have an area
of interest (AOI) that moves rapidly over the image frame or
completely out of the image. This obviously causes problems
for many aerial photography applications (such as mapping)
because the camera is often not pointing at the AOI and
effectively results in loss of data.
There are a number of solutions to this problem. A gimbal
system can be used to actively keep the boresight vector of the
imaging sensor inertially stabilized; however, this comes at the
penalty of weight, mechanical maintenance, and the cost of
the sensors to control the gimbal. Another solution is to perform
postmission stabilization using image processing techniques
[8], but these methods cannot recover the lost data if the camera
is not pointed at the AOI.
One potential solution is to make use of body-fixed
ultrawide-angle fish-eye lenses. These lenses can still provide
information about the AOI even if the aircraft has roll angles up
to 60◦, albeit quite distorted and with less resolution. However,
the distorted image can be rectified into a rectilinear image such
as those provided by normal lenses.
The following sections of this paper present an approach
for registering distorted fish-eye lens images for low-cost UAV
applications. We show a method for measuring the asymmetric
distortion in the fish-eye images for the purposes of aerial pho-
tography. Furthermore, we address sensor and integration prob-
lems using typical low-cost microelectromechanical-systems
(MEMS)-grade UAV sensors. Results are presented from a
UAV avionics system which was flown on a Cessna 172 aircraft.
Results are also presented from a smaller version of the avionics
system flown on a small fixed-wing UAV.
III. LITERATURE REVIEW
Numerous studies refer to the use of UAVs for mapping
applications [9], [10] or archeological sites [11], [12] and for
remote sensing applications [13], [14]. These reviews leave
the reader with little doubt that aerial photography and remote
sensing of high-spatial-resolution data, collected from long-
endurance UAVs, will form an important component of the
future remote sensing industry.
The use of fish-eye lenses, however, has been traditionally
limited to scenic, panoramic, and artistic photography since the
1950s. From a technical perspective, however, there have been
several recent attempts to perform aerial mapping from fish-eye
or catadioptric cameras.
Chapman et al. [15] presented the potential use of fish-eye
lenses on top of infrared cameras. Yuping et al. [16] presented
an application to improve Google Earth maps using UAV
imagery. Simultaneous localization and mapping was presented
by Bryson and Sukkarieh [17]. An application using fish-eye
lenses was presented by Hrabar et al. [18] and Hartley and
Kang [19].
Further work presented by Backstein and Pajdla [20],
Heikkila [21], and Kannala and Brandt [22] presented image
rectification for panoramic lenses, whose images could poten-
tially be used to perform mosaicking. Most fish-eye lens studies
are from the ground robotics field.
Research on aerial photography from aerial robots (or UAVs)
has had limited exposure in literature, but the work of [33]–[35]
is worth noting. As a result of the limited literature available, it
was decided to perform an experiment to determine how useful
the fish-eye lens could be for UAV aerial photography. The next
section explains the test procedure used for the experiment.
IV. EXPERIMENTAL SETUP FOR AIRCRAFT PLATFORM
The objective of the experiment was to determine the utility
of using a fish-eye lens for UAV aerial photography. It was
decided to make use of a midsize platform (Cessna 172) and
a small-size platform (ARCAA small UAV) in order to acquire
the image data. The inclusion of the Cessna platform simplified
the logistics associated with the various flight approvals and
provided plenty of room for the installation of our experimental
equipment. The small UAV was flown under more restrictions
due to the existing regulatory environment.
The Cessna data acquisition system consisted of two laptop
computers (one for each camera), storage devices (four external
hard disks), a GPS receiver, a typical UAV inertial sensor
(Crossbow MicroNav), and a battery box to power the system
for over 6 h. The design requirement for such a large battery
capacity was a lesson learned from numerous previous trials
where unplanned delays on the ground, or in the air, jeopar-
dized the value of the experiment. This requirement, however,
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Fig. 2. Fish-eye lens camera installation underneath the wing of the Cessna
172 aircraft.
impacted on the size and weight of the test system which came
in at 60 kg, with 35 kg of batteries.
The system was developed to collect images from the
downward-looking fish-eye lens with 15 fps (frames per sec-
ond), at a resolution of 1024 × 768 pixels and 16 bpp (bits per
pixel) uncompressed. GPS data were collected at 20 Hz and
the inertial sensor (MicroNav) at 100 Hz. Images, GPS, and
MicroNav data are synchronized with each other within 20 ms,
as described in the next section.
The data acquisition system was installed into the luggage
compartment of the aircraft with the cameras mounted under-
neath the wing of the aircraft, as shown in Fig. 2. The camera
was mounted on a bracket that required certification from the
Civil Aviation Safety Authority in Australia. Furthermore, the
bracket and cables could only be mounted onto the aircraft
by a Licensed Aircraft Maintenance Engineer. Cables from the
camera were taped onto the aircraft and brought inside through
a gap in the aircraft door.
A single flight test was performed, collecting urban and
suburban data from altitudes between 500 and 2000 ft. The
flight took place from Archerfield Airport in Brisbane. The
methodology for processing the data is presented in the next
section.
V. METHODOLGY
This section provides an overview of the lens–camera system
used for the flight tests along with a detailed description of the
lens calibration method, data synchronization problems, image
rectification methodology, and registering of the images.
A. Camera–Lens System
A Point Grey Research “Flea” camera and a Fujinon YV
2.2 × 1.4 A-2 fish-eye lens were chosen for testing purposes
due to their representative nature of components that could be
installed on small UAVs and also their suitability for installation
on the exterior of the flight test aircraft.
No detailed specifications about the optical characteristics
of the lens could be obtained from the manufacturer despite
several requests. This is probably due to the low-cost nature
Fig. 3. Computer clock time drift.
of the lens, indicating that lens quality may vary significantly
from lens to lens (a problem which is further investigated later
in this section).
Having outlined the experimental equipment, we now pro-
ceed to discuss the manner in which time synchronization was
performed for the sensor data and the collected images. The
time synchronization was performed between the computer
clock, GPS receiver, images, and the inertial sensor data using
the computer clock as the common timing reference. The
synchronization process is very important for the registering
and mosaic mapping results that will appear later in this paper.
B. Data Synchronization
The general approach for managing the time synchronization
for this experiment was to use an embedded PC clock as the
common timing source. All sensor and image data were time
stamped with this clock with great care taken to understand the
actual timing delays within the system.
1) PC Clock: First, an analysis of the time drift of the
computer clock was conducted. The reference signal for this
was the pulse-per-second (PPS) signal from a NovAtel GPS
receiver, measured at the parallel port of the computer. Each
time the PC received the PPS signal, an interrupt was generated
that recorded the PC clock. The results of this test are shown in
Fig. 3.
The x-axis of Fig. 3 is the time into the experiment in
seconds, with the first 6000 s representing the setup time and
operations on ground. The y-axis shows the epoch by epoch
difference between the PC clock second and the GPS receiver
PPS. We can see that during ground operations, when the data
collection system was not receiving image data, the relative
delay is relatively consistent. Under load when the processor
is busy servicing other interrupt routines, the time synchro-
nization interrupt subroutine is delayed resulting in greater
uncertainty in the timing knowledge. However, for > 99% of
the measurements, the time delays are within 25 ms. If all
interrupts had been processed with zero delay, all the points
would lie on the dashed red line.
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Fig. 4. Illustration of image time-stamp delays.
This dashed red line represents the native PC clock drift
relative to GPS time. In this case, the computer clock is running
faster than the GPS time (≈0.6 ms/h), so the computer clock
seconds are shorter than GPS time seconds, which results in the
negative slope of the curve. With this slope of the dashed red
line, we can correct the computer clock for the time drift.
2) Image Sensor Time: Another important synchronization
problem is that associated with the images. Again, the PPS
signal from the GPS was used as a trigger to the camera to
collect the image. The image was then saved onto the PC
using the Coriander IEEE camera software. As shown in Fig. 4,
there are several delays that play into the time stamping of the
images.
The first delay is the camera delay, the time taken for the
camera to receive the trigger signal and to start integrating
the image. This time is less than 10 μs, according to Point
Grey Research [23]. The integration time is set by the camera
automatically and depends on the illumination. Based on our
measurements, it is typically 10–20 ms on a cloudy day. The
transmission of the image data over the FireWire 400 bus
requires approximately 35 ms.
Then, there are the delays within the computer. The chosen
operating system is Linux, which is not a real-time operating
system. The latency to process an interrupt can be assumed to
be < 25 ms based on the previous experimental results. The
delay of the Coriander software to collect and save the image
is assumed to be small (< 1 ms). This results in a total latency
of approximately 80 ms from the time the PPS signal triggers
the camera to the time the image is saved onto the PC. This
allows us to correlate the time the images were collected to
other sensor data to an accuracy of < 10 ms.
Notice also that the camera is blocked while it is processing
an image. Blocked means that it would not process any other
trigger signal before the transmission of the last image is
complete.
3) Inertial Sensor Timing: The Crossbow MicroNav was
the chosen inertial sensor for use with the experiments. It was
chosen since it is representative of the quality of sensor that is
typically found in small-UAV systems. The MicroNav has its
own internal clock which is synchronized in a similar manner
to the PC clock. Fig. 5 shows the clock drift of the MicroNav
compared to the GPS PPS signal.
Fig. 5 shows that the drift of the MicroNav internal clock
is significantly worse than the PC clock (gradient of the red
dashed line). This drift can be ignored since we do not rely
on the internal MicroNav clock; rather, we time stamp the
Fig. 5. MicroNav clock time drift.
Fig. 6. Zoomed illustration of MicroNav delays.
incoming MicroNav packets against the PC clock and adjust
for the estimated delay time between the MicroNav sensor
measurement and the reception at the PC.
By analyzing the transmission delays further (as shown in
Fig. 6), it was determined that approximately one-third of the
delays are smaller than 10 ms. About two-thirds are delayed by
more than 10 ms. However, on average, the delay time is about
10 ms, which was verified with previous experiments. To work
around this problem, we add the average transmission time of
10 ms to the interrupt time to synchronize the inertial sensor
measurements to GPS time.
One observation from the experiment was the random large
delay, as shown with the green dotted lines in Fig. 5. Since these
random delays are rare, it affects only a few images during the
entire flight, which we remove from processing. The cause for
these delays is the processor load of the PC in the full data
collection mode.
4) Data Synchronization Summary: Great care was taken to
understand the timing problems associated with the images,
sensors, and PC clock. While this methodology is not perfect, it
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Fig. 7. Tracking of fish-eye lens circle boundary using the Hough transform
(airborne data only).
represents a good starting point for a system that is suitable for
use in small UAVs.
C. Preprocessing Images
This section describes the vibration compensation and the
fish-eye image rectification preprocessing to create refined im-
ages for the registering.
1) Compensation of a Vibrating Lens: One of the first prob-
lems associated with processing the image was the fish-eye
lens’ focal length: The manufacturer specifications clearly state
that the lens produces a full-frame fish-eye image on a 1/3 in
sensor, which was unfortunately not the case (see Fig. 11 for
an example). The lens is only capable of focusing, if the fish-
eye image is slightly larger than the sensor size, but this result
in a clipping of the image at the top and bottom. This problem
did not significantly impact on the experimental outcomes but
would affect further use of the lens for other applications such
as horizon tracking (will be discussed later).
The second problem was the observation of a vibration of the
lens relative to the camera during the flight tests. Through
the observation of numerous images, it could be observed that
the distortion of the projected fish-eye image changed relative
to the sensor array (a component of the lens moves relative to
the sensor). To automatically compensate for the vibration, we
used a novel approach based on the application of the Hough
transform applied to the partially available fish-eye image circle
boundary [24]. Fig. 7 shows the result of this processing.
Fig. 7 shows the estimated displacement of the center of the
fish-eye image in pixels (xm, ym) and the estimated radius
of the entire fish-eye lens image circle boundary (r). It can
be observed that all three parameters remain within ±5 pixels,
except for the erroneous data samples at approximately 1400 s.
The erroneous data are due to problems with the edge detec-
tion process (due to sun glare) and cannot be automatically
removed by the Hough transform alone. With a combination of
automated and manual processing, the variable distortion due to
vibration could be compensated for, allowing the experiments
to continue.
It is noted that the vibrations were not visible to us in
previously conducted ground tests. These ground tests included
the installation of the system into a car and mounting the
cameras on a bracket onto the roof of the car. Even with typical
road vibrations, the lens vibration was not detected at that time.
Fig. 8. Calibration disk with camera and target pointer.
The next step in processing the images is the rectification
process, which depends on an accurate placing of the distortion
function in relation to the fish-eye image center, which gets
shifted due to the vibration. Furthermore, we will present how
to remove the distortion in the fish-eye images and identify the
virtual camera parameters.
2) Fish-Eye Image Rectification: Previous work in fish-eye
lens calibration (and similar lenses) has been intensively re-
searched by [21], [22], and [25]. For the calibration presented
for this lens, we used a similar approach described by Clarke
and Fryer [26], using multiple light sources (e.g., lasers) and
measure the lens distortion on the image plane using the known
position of the light source.
The rectification process removes the lens distortion by
applying the distortion function. However, there is uncertainty
associated with this. In theory, the lens is a polynomial or
similar higher order function, which is uniformly distributed
around the lens center. In practice, it differs from a uniform
distributed lens function, particularly when using a low-cost
fish-eye lens.
In a previous paper [27], we presented a rectification proce-
dure for fish-eye images suitable for photogrammetry applica-
tions. We described that the lens distortion can be described as
a polynomial function, namely
r(θ) = k0 + k1θ + k2θ2 + k3θ3 + · · · (1)
where r is the radius of the image projected onto the charge-
coupled-device (CCD) sensor plate, θ is the angle of the incom-
ing light ray, and k0, . . . , kn are coefficients of polynomial.
It was noted that multiple distortion functions, measured over
the lens axis, would improve the overall accuracy. For this
paper, we improved the lens function derivation with a simple-
to-conduct hand method. For this purpose, we created a fixed
measuring disk shown in Fig. 8.
This measuring disk allowed us to make an accurate estimate
of the lens distortion. The lens was rotated through four set-
tings about the camera principal axis. For each lens rotation,
the target pointer images were collected and superimposed to
create on complete image, as shown in Fig. 9. This process
effectively allowed the creation of eight distortion functions
spaced by 45◦ about the camera principal axis, providing a more
accurate understanding of the distortion distribution over the
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Fig. 9. Overlaid set of calibration images showing the target pointer.
Fig. 10. Nonlinearity of the lens distortion functions.
lens surface. Furthermore, a lens should never be removed, or
the lens distortion will change.
Fig. 9 shows an example of the images collected from the
measuring disk configuration. The target pointer was placed
with 5◦ increments over the entire hemisphere of the lens’
FOV. A second set of images was taken with the target pointer
pointing into the opposite direction to suppress influences with
the edge detection. The edge detection of the target pointer was
then taken at both image sets and averaged. With this method,
we were able to measure the target pointer position manually.
Its position in the image and the knowledge on which angle it
was positioned allowed us to determine an accurate distortion
function over the lens.
For each lens rotation, 18 data points were recorded by
incrementing the position of the target pointer by 5◦ between
each step. The data points are then approximated by applying
an interpolation function, such as a polynomial, least square,
or spline method. The entire function over the fish-eye circle is
then created as a mesh grid, where each pixel of the fish-eye
image corresponds to a mesh grid knot. Fig. 10 shows the eight
lens distortion functions compared to a conventional fish-eye
lens function r = f ∗θ [22].
The x-axis is the angle θ, in which the light rays enter the
lens, and the y-axis is the distance from the fish-eye lens center
that the light ray strikes the CCD sensor plate. Although the
lens functions have a similar nonlinearity, we can see that they
Fig. 11. Distorted extraction grid on fish-eye image.
Fig. 12. Rectified image with extraction grid.
are not the same. More than one lens function is required to
correctly model the asymmetric lens distortion accurately.
The resulting lens function is then overlaid over the distorted
fish-eye image, as shown in Fig. 11. First, the grid with the
representation of the lens distortion (bent rectangle over the
fish-eye image) is overlaid over the fish-eye image. The grid
is only as large as the AOI and is defined by the FOV that we
would like to extract. In this case, the FOV is 80◦. The grid
representing the distortion will then be aligned rectilinearly,
which will result in a rectified image shown in Fig. 12.
To achieve the rectified image, each grid intersection repre-
sents a pixel of the rectified image. For each intersection, the
color value of the underlying fish-eye image gets interpolated to
create a pixel in the new now rectified image. It is noted in this
figure that some distortion still remains, and this is a limitation
that rectifies the extremely distorted fish-eye lens images.
After the rectification, we can treat the image as an image
from a perspective camera, but the virtual camera parameters
must be calculated. The virtual parameters will be used in
the registering process, explained in the next sections. These
parameters are required in the transformation of the image
coordinates to world coordinates, which transforms the images
to their respective size and orientation, as shown in Fig. 13.
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Fig. 13. Registered image using the rectified image from Fig. 12.
Attitude information about the aircraft is also required for
this transformation, and this is a limitation for small-UAV aerial
photography since the quality of the attitude sensors is typically
poor. The next section presents the technique used to make
aircraft attitude estimates from the MEMS sensor.
D. Attitude Estimation
The inertial sensor and GPS data are processed in a loosely
coupled extended Kalman filter (EKF) GPS–INS navigation
filter, as outlined in [32]. This allowed estimates of position,
velocity, and attitude to be produced at 100 Hz.
1) Sensors: The GPS sensor used was a dual-frequency
NovAtel Propak-G4 configured to output the BestXYZ data.
No differential corrections were used, and hence, the position
and velocity solution is a stand-alone dual-frequency solution.
Typical position and velocity accuracies during the test were
6.0 m and 0.72 m/s, respectively (these estimates are made in
real time by the receiver).
The inertial sensor that was employed was a Crossbow Mi-
croNav. This sensor comprises low-cost MEMS gyroscopes and
accelerometers from Analog Devices, as well as a barometric
altitude sensor and a three-axis magnetometer. Since the mag-
netometer could not be mounted remotely from other electronic
equipment and the aircraft structure, its measurements were
considered unreliable. Similarly, the pressure altimeter could
not be connected to a calibrated static source and hence includes
some airspeed-dependent error due to the cockpit pressure.
A major issue with this class of sensor in this application
is the bandwidth of the gyroscopes. The bandwidth of the
gyroscopes in the Micronav is 40 Hz (3-dB cutoff). This fre-
quency corresponds directly with the vibrations induced by the
cruise RPM of the engine and propeller (also at 2400 r/min or
40 Hz). Furthermore, it would be expected that there would be
higher order vibrations (for example, 80 Hz) due to the engine
power strokes and higher order vibrations due to component
resonances. Clearly, this is far above the frequencies which
can be adequately measured by the gyroscopes which results
in aliasing of the gyroscope measurements. This is somewhat
reduced by the antivibration foam used between the aircraft
Fig. 14. Roll gyroscope measurement.
structure and the MicroNav, but nevertheless, some residual
errors exist. The amount of noise is clearly seen in Fig. 14
which shows engine startup at times 100 and 115 min into the
test. Typical aircraft roll rates are on the order of 5◦/s, well
below the noise floor during flight.
2) Results: Although no truth data were available for the
attitude accuracy, the following observations were made.
The attitude accuracy achieved by the loosely coupled filter
was approximately 3.2◦ (1-sigma) in roll and pitch and 5.8◦
(1-sigma) in yaw which is estimated through covariance analy-
sis. This pitch and roll accuracy corresponds to a ground
distance of 15.7 m at 300 m AGL. This is consistent with
observations made from the alignment of registered images,
which align on average to about 20 m.
3) Use of Image Data to Estimate Attitude Errors: One of
the unique advantages of using the fish-eye camera lens is the
ability to almost always have a view of the horizon, regardless
of the aircraft attitude. Initial investigations suggest that attitude
accuracies on the order of 2◦ for roll and pitch can be achieved
by estimating the horizon line from the image sequence. Adding
these estimates to the filter would make the observability matrix
full rank and hence greatly increase the accuracy, stability, and
robustness of the attitude solution.
E. Registering the Images
The rectified image can now be treated as a conventional
picture, taken from a perspective camera. The difference to
a perspective camera is the unusually large FOV and large
image overlap (> 99%). The next section describes in detail
the modeling of a fish-eye lens, whereas the following sections
describe the registration process.
1) Modeling a Perspective Camera System: The following
parameters of the virtual camera are defined.
a) Sensor pixel size:
sizePixel. = 4.65 μm/pixel (Sony ICX204 Datasheet).
b) Virtual sensor resolution (in the x- and y-directions):
d = 1000 pixels.
c) Virtual FOV:FOVVirtual = 80◦.
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Fig. 15. Pixel resolution per 5◦ θ.
These parameters can be chosen arbitrarily but are set to
reasonable values and to limit the processing time.
One of the first steps in registering the images is to calculate
the spatial resolution of the virtual sensor, which is linked
to the spatial resolution of the fish-eye image. This can be
approximated for the rectified image, noting that unmodeled
uneven terrain or camera orientation will introduce uncertainty
onto the resulting resolution. From the fish-eye lens model
shown in Fig. 10 and with assumed aircraft altitude, the spatial
resolution can be estimated.
Fig. 15 shows that if the principal axis of the camera is nadir
pointing, then the maximum spatial resolution on the ground
is 30 pixels per 5◦ or 0.17◦ per pixel. At 50◦ (maximum θ
within the 80◦ FOV), the resolution drops to 24 pixels per 5◦ or
0.21◦ per pixel.
The virtual focal length of the perspective camera system is
calculated in (2), with the parameters from above
fVirtual =
1
2 · d · sizePixel
tan
(
1
2 · FOVVirtual
) = 2.771 mm. (2)
If the camera is assumed to be vertically pointing downward,
the maximum spatial resolution on the ground is 0.17◦ per pixel.
At 50◦ (maximum θ within the 80◦ FOV), the resolution drops
to dppmin = 0.21◦ per pixel.
If we assume that the aircraft is flying at an altitude of 1000 ft
AGL (300 m), then the minimal spatial resolution of the virtual
camera can be calculated as 2.14 m per pixel, as in (4), by
using (3)
FOVmax = atan
( √
2
2 · d
fVirtual
)
= 49.88◦ (3)
Resolutionmin = (tan(FOVmax)
− tan(FOVmax − dppmin)) · 300 m
=2.14 m. (4)
With these parameters, we can now register the images to
an absolute ground-based position, correcting for the calculated
aircraft attitude and position.
The registering process is explained in the next sections in
the following steps.
1) Create a local coordinate system for the current image.
2) Calculate the coordinates of the aircraft, image plane,
ground image plane, and orthophoto absolute to the local
coordinate system.
3) Transform the image according to the coordinates.
2) Local Coordinate System: As mentioned before, we use
a local coordinate system to register an image. We use the
north–east–down (NED) coordinate system and convert all
coordinates to this coordinate system.
GPS coordinates are available in earth-centered earth-fixed
(ECEF) coordinates and are transformed into NED according
to Kayton and Fried [30]. Even though we create a local coor-
dinate for each image, we can mosaic the images together by
using the local coordinate system origin in ECEF coordinates.
3) Image Coordinates: Image coordinates are taken in the
four corners of the image and the center of the image. Each
coordinate has its own height, which we derive from the Shut-
tle Radar Topography Mission (SRTM) data available from
the USGS. The SRTM data have an underlying grid of 3′′
(SRTM-3) corresponding to a 90-m grid. Although these data
have a number of missing data points, these were filled using
interpolation techniques.
The image plane coordinates are taken from the virtual
camera parameters, as explained in Section V-E1. These coor-
dinates are then transformed into the respective position of the
aircraft at the local coordinate and scaled down to Earth surface
using the perspective camera projections. The aircraft attitude
is integrated by applying the rotation matrix, as in the work by
Nelson [31]
Rtot = Rz ·Ry ·Rx. (5)
4) Order of Coordinates and Image Transform: To proceed
to register the images, we create the relative orientation of each
image. This orientates the image from the physical mounting
of the camera on the aircraft to the positioning in the local
coordinate system. The absolute orientation then takes the rel-
ative oriented image and transforms it according to the aircraft
attitude and position. The outcome is a registered image and its
absolute ground coordinates in WGS-84.
VI. EXPERIMENTAL SETUP FOR SMALL UAV
The platform chosen for the small platform experiments
(representative of a small UAV) is a Boomerang 60-size model
aircraft. The Boomerang (known as Elanor) is fitted with a
MicroPilot UAV autopilot and MaxStream radio modem. The
platform is shown in Fig. 16.
Modifications were made to the data acquisition system
due to the space and weight constraints on the small-UAV
platform. This system consisted of a PC104+ computer fit-
ted with firewire capture board, storage devices, a NovAtel
single-frequency GPS receiver, the Crossbow MicroNav inertial
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Fig. 16. Fish-eye lens camera installation underneath the UAV (with oil
shield) and PC104-based onboard data collection system.
sensor, and a battery box to power the system for over 1 h.
The same camera and lens were used in both flight test experi-
ments. Due to constraints in the processing power of the PC104
computer, all data were collected at 1 Hz.
The data acquisition system was installed into the small
compartment of the aircraft with the camera mounted under-
neath the main fuselage, as shown in Fig. 16. The camera was
mounted on a small supporting platform that was isolated from
vibration using a special antishock material.
VII. RESULTS
A. Results From Data Acquisition on Cessna-Size Platform
For convenience, it was decided to make use of Google Earth
as a visualization tool. This software is readily available, easy
to use, and free.
It was decided to conduct a short investigation to determine
the accuracy of the existing Google Earth maps (which make
use of WGS84). In Fig. 17, we show the ground track of
the aircraft operating on the ground before taking off, where
the GPS positions from taxiing follow the taxiway lines very
accurately. The accuracy is estimated to be within ±3 m. To
provide an indication of the precision, the taxiway tracks after
landing where also analyzed and with similar results. The
conclusion is that the Google Earth system, for our experiments,
has an acceptable level of accuracy.
The image data collected during the flight get processed
by the methods described in this paper. With this information
available, we can mosaic the images in any software, capable
of using registered images (e.g., Google Earth, FreeGIS, and
Fig. 17. Taxiing on ground before taking off.
GRASS). The following images show results from our data
acquisition, with image sets at different altitudes and places.
Mosaicking during straight and level flight is shown in
Fig. 18. The images in this sequence align to 10% of the
baseline length. Fig. 19 shows an image sequence soon after
taking off while the aircraft is in climb. Fig. 20 shows a mosaic
from the aircraft while the aircraft is in a 20–30◦ roll performing
a turn. While some of the image segments correlate to each
other quite well, the correlation to the Google Earth imagery is
poor. These images are collected from a more distorted region
of the fish-eye lens. The reason for the poor image registration
result in the turn is probably due to dynamic and timing errors.
As can be observed in the images, even though the images
are registered at this stage, they do not completely line up with
each other due to sensor errors. The last step in the mosaic
process would now be to search for features within overlaying
images and align them in both images to prevent the alignment
problems, as shown in Fig. 21. Even in a system using state-
of-the-art sensors, images are still adjusted either manually
(surveying professionals) or by automated processes. For a
low-cost system like ours, either we do not align the image
sequence, and leave them with an uncertainty, or software like
Leica Photogrammetry Suite could be used to improve the
alignment of the image sequence.
Through manual inspection, the typical positioning error that
was approximately 45 m over a 480-m baseline (∼10% error)
was observed. This is a reasonable result, given that the low-
cost MEMS sensors have estimated accuracies of 3◦ in roll
and pitch and 5◦ in yaw (as discussed in Section V-D2), while
the nondifferential GPS provides a positioning accuracy on the
order of 10 m.
For the image sequences, an image overlap of < 90% was
obtained when using an effective 80◦ FOV extracted from the
fish-eye images. The overlap of the native fish-eye images was
over 98%, but blur effects increase to the edges of rectified
images, making the data in this region less valuable.
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Fig. 18. Image sequence collected during straight and level flight using Google Earth.
Fig. 19. Mosaic of an image sequence in climb after taking off using Google
Earth.
Fig. 20. Mosaic over existing Google Earth ground overlay and through a turn
(20◦–30◦ roll).
Fig. 21. Problems in mosaicking to align the images.
One problem that was observed in the data was that of
light reflections. The extremely large FOV of the fish-eye
lens showed that, in general, the data were very susceptible
to sunlight reflections which caused the loss of data due to
overexposure in the CCD sensor. An example of this is shown
Fig. 22. Sun glare obscures image features with white lines and areas.
Fig. 23. Resulting mosaic over existing Google Earth ground overlay. Data
collected using the Small-UAV.
in Fig. 22, where the sun glare obscures parts of the image
features.
B. Results From Data Acquisition on Small-UAV Platform
Small-UAV platform tests were conducted south of Brisbane
over a turf farm. The maximum altitude of the flights, due
to legal restrictions, was 300 ft, and several circuits were
flown to collect the data. An example of the most significant
performance of the system is shown in Fig. 23.
Fig. 23 shows the registered images when the aircraft tran-
sitioned from straight and level flight into a turn for the next
circuit. It was noted from the analysis of the data that the
platform was more susceptible to attitude variation, as expected.
Due to the constraints of the small-UAV data collection system,
a different time synchronization process was used, but this was
compensated for by the lower altitudes that small UAVs are
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typically flown (resulting in less position error with attitude un-
certainty) at and their lower velocity (reduced along-track error
due to timing synchronization uncertainty). Positioning errors
of less than 30 m along track were typically observed from the
small-UAV tests, which was an improvement over the results
observed on the more stable but faster and higher Cessna tests.
VIII. DISCUSSION
These results have been obtained using cameras and sensors
that are typically found on small UAVs and have been flown on
both a large stable platform and a smaller platform. It is shown
in Fig. 1 that a small UAV, operated at lower altitudes, is more
susceptible to external influences, expected to result in lower
quality data acquisition.
However, we demonstrated that the typically observed error
in the aerial-image mosaic process was on the order of 30–45 m
for both the platforms tested. While the rectification of the
images only introduces minor errors (previous investigations
showed ±3 pixels), the primary limitation is the accuracy of
the inertial sensors, GPS position data, and the time synchro-
nization between imagery inertial and GPS. The performances
of the attitude data filtering (see Section V-D) from the EKF
estimates are about 3.2◦ in roll and pitch and 5.8◦ in yaw
(1-sigma). These errors are confirmed by inspection of the
overlapping images where an average error of about 20 m is
visible in the alignment of the images.
It was stated in the introduction that the fish-eye lens could
be used for other purposes. One of these could be to use the
fish-eye lens to improve the poor attitude sensor measurements
from the MEMS sensors. This could be achieved by taking ad-
vantage of the fish-eye lens and tracking the horizon. Assuming
horizontal flight (max 10◦ roll), the fish-eye lens would always
see the entire horizon. The horizon would be visible between
80◦ and 110◦ within the fish-eye lens, where the resolution in
this area is 2 pixels per degree. If the horizon could be tracked
to a certainty of 2 pixels (which seems to be reasonable, as we
detected the fish-eye lens boundary within 3-pixel certainty),
our attitude estimation could potentially improve the attitude
estimation to 2.2◦ (1-sigma), as simulations show. However,
this technique would obviously not be able to improve the yaw
estimate. For this approach to be useful, it would be assumed
that the horizon was not significantly distorted by the presence
of mountains, clouds, or buildings.
Performance gains could also be achieved through the use
of differential GPS techniques, where an improvement factor
of ten could be obtained in the aircraft position accuracy.
Differential GPS will also slightly improve attitude estimation
due to correlation between attitude error and GPS velocity error.
Additional improvements could be obtained with a more tight
synchronization of the sensor data or through the use of aerial
triangulation techniques.
However, the costs and additional logistics of establishing
this capability reduce the low-cost nature of the approach.
Experiments conducted on the Cessna have shown that the
stable nature of this type of platforms has less impact on the
AOI, as shown in Fig. 20, where the aircraft is conducting a
20◦–30◦ turn.
The system definition for a UAV approach with the same
camera and lens would be to fly at 50 m AGL at a speed of
approximately 100 km/h. We would be able to capture images at
a rate of 1–5 fps, which would give us an image overlap of about
30%–80%, depending on the speed of the aircraft and the frame
rate of the camera. It has been shown that the performance
gained from this scenario is similar to that obtained from the
Cessna flight tests.
IX. CONCLUSION
We presented an analysis of how fish-eye lenses might be
used to collect aerial photography from small UAVs. The
primary motivation for investigating the use of this lens was
that it could simplify the lens mounted on small UAVs, which
are much more susceptible to turbulence effects than larger
aircraft. This would provide a virtual gimbaled camera with
some resulting loss of resolution. MEMS-grade UAV sensors
were used, and great care was taken to develop a model of the
asymmetric lens distortion.
While the results of tests show reasonable image registration
for straight and level flight, the performance in turns is not
optimal. Fig. 20 shows the performance of the mosaic process
while in the turn of 20–30◦. While the images from below the
aircraft (using the distorted part of the lens) are reasonable in
clarity, there is still some remaining distortion, and also, the
registration of these images is worse than the straight and level
case, with the latter fact being due to the limitations of the
attitude solution in turns. Preliminary simulations have shown
that automatically locating the horizon in the fish-eye image
may be used to improve the overall attitude estimate from the
MEMS sensors by about 1◦.
Future work will include the incorporation of the horizon to
improve the attitude estimate and to explore image processing
methods to allow automatic alignment of the images using
features in two overlaying images.
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