Abstract. Suppose that a locally compact group G acts freely and properly on the right of a locally compact space T . Rieffel proved that if α is an action of G on a C * -algebra A and there is an equivariant embedding of C 0 (T ) in M (A), then the action α of G on A is proper, and the crossed product A⋊ α,r G is Morita equivalent to a generalised fixed-point algebra Fix(A, α) in M (A) α . We show that the assignment (A, α) → Fix(A, α) extends to a functor Fix on a category of C * -dynamical systems in which the isomorphisms are Morita equivalences, and that Rieffel's Morita equivalence implements a natural isomorphism between a crossed-product functor and Fix. From this, we deduce naturality of Mansfield imprimitivity for crossed products by coactions, improving results of Echterhoff-Kaliszewski-Quigg-Raeburn and Kaliszewski-Quigg-Raeburn, and naturality of a Morita equivalence for graph algebras due to Kumjian and Pask.
Introduction
When α is an action of a compact group G on a unital C * -algebra A, there is a large fixed-point algebra A α which plays an important role in the analysis of the crossed product A ⋊ α G. When G is locally compact and A is not unital, there may be very few fixed points: for example, when G acts on a commutative C * -algebra C 0 (T ), fixed points would be functions which are constant on G-orbits in T , and such functions need not vanish at infinity. There has nevertheless been considerable interest in situations where there is a useful analogue of A α in the multiplier algebra M(A) [5, 8, 23, 30, 33, 36, 37] . Here we are particularly interested in the proper actions introduced by Rieffel in [36] ; in the motivating example, A = C 0 (T ) is commutative, G acts properly on the right of T , α is the action rt of G by right translation on functions, and the algebra C 0 (T /G), which we can view as a subalgebra of C b (T ) = M(C 0 (T )), is an excellent substitute for the missing fixed-point algebra.
An action α : G → Aut A is proper in the sense of [36] if there is a dense α-invariant * -subalgebra A 0 of A which has properties like those of the subalgebra C c (T ) of C 0 (T ). In particular, A 0 carries an M(A)-valued inner product, and the completion Z(A, α) of A 0 in this inner product is a Hilbert module over a generalised fixed-point algebra A α ⊂ M(A); Rieffel identified a class of saturated proper actions for which Z(A, α) implements a Morita equivalence between A α and the reduced crossed product A ⋊ α,r G [36, Corollary 1.7] . In the motivating example (C 0 (T ), rt), the action is proper in Rieffel's sense if and only if the underlying action of G on T is proper, and saturated if and only if G acts freely on T (see [22, §3] , for example), and the generalised fixed-point algebra is C 0 (T /G).
There are by now many examples of proper actions, and there is often an obvious choice for the dense subalgebra A 0 . However, there is in general no systematic method for finding a suitable A 0 , and thus Morita equivalences obtained from the construction of [36] ostensibly depend on choices. More recently, though, Rieffel has shown that if G acts properly on T and there is a nondegenerate homomorphism φ : C 0 (T ) → M(A) such that φ • rt = α, then (A, α) is proper with respect to A 0 := span{φ(f )aφ(g) : a ∈ A, f, g ∈ C c (T )} (see [37, Theorem 5.7] ). There are several situations where there are canonical choices for the system (C 0 (T ), rt) and the homomorphism φ, and then one can ask questions about the functoriality and naturality of the constructions in [36] .
To ask questions about functoriality and naturality, one first needs to decide what categories one is working in. The objects in our underlying category C* are C * -algebras, and the morphisms from A to B are isomorphism classes of the rightHilbert A -B bimodules which were invented by Rieffel [35] to place the theory of induced representations of groups in a C * -algebraic setting. The category C* was introduced in [2] and [3] as a setting for imprimitivity theorems for crossed products by actions and coactions, and was independently discovered in other contexts by Landsman [18, 19] and by Schweizer [38] . It has the attractive feature that the invertible morphisms are those which are based on imprimitivity bimodules (see, for example, [2, Proposition 2.6]).
Here we extend C* to a category C*act(G) of dynamical systems (A, α), show that the constructions (A, α) → A ⋊ α,r G and (A, α) → A α are the object maps in functors from a subcategory of C*act(G) to C*, and prove that Rieffel's bimodules Z(A, α) implement a natural isomorphism between these functors. We then illustrate our general theorem with two applications. We first prove that the version of Mansfield's imprimitivity theorem for crossed products by coactions in [7] is natural, thereby extending one of the main theorems of [3] from normal subgroups to arbitrary subgroups. We then show that if G acts freely on a directed graph E, then Kumjian and Pask's Morita equivalence of C * (E) ⋊ G and C * (E/G) from [14] is also natural. In a sequel we plan to discuss further applications to nonabelian duality, and in particular to the representation theory of crossed products by coactions of homogeneous spaces and to the duality of restriction and induction, as in [12] and [3, §5.2] .
Our starting point is recent work [11, 13] concerning characterisations of crossedproduct C * -algebras due to Landstad [20] and Quigg [27] . Quigg's theorem identifies crossed products by coactions of G as the systems (A, α) which carry an equivariant embedding j G : (C 0 (G), rt) → (M(A), α). In [13] , it was observed that adding the equivariant homomorphism j G to the system (A, α) gives an element of what is called a comma category. In general, if b is an object in a category D, then in the comma category b ↓ D the objects are pairs (c, φ) with φ ∈ Mor(b, c), and the morphisms from (c, φ) to (d, ψ) are morphisms θ : c → d in D such that ψ = θ • φ. The objects in the main category C*act nd (G) of [13] are systems (A, α), the morphisms from (A, α) to (B, β) are nondegenerate homomorphisms ψ : A → M(B) such that ψ • α = β, and the data ((A, α), j G ) in Quigg's theorem defines an object in the comma category (C 0 (G), rt) ↓ C*act nd (G). The theorem of Rieffel we discussed above ( [37, Theorem 5.7] ) says that if G acts properly on T , then systems in the comma category (C 0 (T ), rt) ↓ C*act nd (G) are proper in the sense of [36] ; if G acts freely on T , then they are also saturated, so that [36, Corollary 1.7] gives a Morita equivalence Z(A, α). Corollary 2.8 of [13] says that A → A α is the object map in a functor Fix on the comma category (C 0 (T ), rt) ↓ C*act nd (G); Theorem 3.2 of [13] says that the assignment (A, α) → Z(A, α) gives a natural isomorphism between Fix and the reduced crossed-product functor RCP -provided we view Fix and RCP as taking values in C*.
Our first task is to find a suitable analogue of the comma category for the category C*act(G) (as opposed to the category C*act nd (G) used in [13] ). Choosing the right category is crucial: to prove that a system (A, α) is proper, we need a morphism from (C 0 (T ), rt) to (A, α) which is implemented by a nondegenerate homomorphism rather than a right-Hilbert bimodule, and this forces some asymmetry in our hypotheses. We call our choice the semi-comma category associated to (C 0 (T ), rt), and denote it C*act(G, (C 0 (T ), rt)): the objects in C*act(G, (C 0 (T ), rt)) consist of a system (A, α) and a nondegenerate equivariant homomorphism φ : C 0 (T ) → M(A), and the morphisms are the usual morphisms in the category C*. (In the semi-comma category, unlike the comma category, we do not require that the morphisms are in any way compatible with the homomorphisms φ.) We discuss the semi-comma category and our reasons for choosing it in §2. A key technical result (Corollary 2.3) says that every morphism in the semi-comma category factors as a composition of a Morita equivalence and a morphism which comes from one in the comma category (C 0 (T ), rt) ↓ C*act nd (G), and to which the results of [13] apply.
To extend Rieffel's map (A, α, φ) → A α to a functor Fix from the semi-comma category C*act(G, (C 0 (T ), rt)) to C*, we need to handle morphisms. We already know from [13, Theorem 2.6 ] that every nondegenerate homomorphism restricts to a nondegenerate homomorphism between fixed-point algebras, so our first task is to say how we intend to Fix imprimitivity bimodules. We do this in §3, using a linking-algebra argument. We then define Fix on general morphisms by factoring them, dealing with the two pieces, and reassembling. At this point we can state our two main theorems: Theorem 3.3, which says that Fix is indeed a functor, and Theorem 3.5, which says that Rieffel's bimodules implement a natural equivalence between Fix and a reduced crossed-product functor.
We prove our main theorems in §4. The hard bit is proving that Fixing morphisms respects composition. To see why this is hard, notice that it includes as a special case the assertion that when X and Y are imprimitivity bimodules, Fix(X ⊗ B Y ) is isomorphic to (Fix X) ⊗ Fix B (Fix Y ) -indeed, we need to prove this as an important step in the proof of Theorem 3.3. This part of the paper contains some interesting technical innovations: we make heavy use of linking algebras, and introduce a 3 × 3 matrix trick which we think may be useful elsewhere (see §4.2).
Our first application is in §5. We consider the category C*coact n (G) of normal coactions (B, δ) of G and a closed subgroup H of G. We deduce from [3, §3.1.2] that there is a crossed-product functor CP : C*coact n (G) → C*act(G, (C 0 (G), rt)) which takes (B, δ) to (B ⋊ δ G,δ, j G ), and then applying Theorem 3.5 with (T, G) = (G, H) shows that Rieffel's bimodules give a natural isomorphism between (B ⋊ δ G) ⋊δ H and Fix H (B ⋊ δ G). To deduce naturality of Manfield imprimitivity from this we need to identify Fix H (B ⋊ δ G) with the crossed product B ⋊ δ (G/H), which we do in Proposition 5.5. The final result is Theorem 5.6, which directly improves Theorem 6.2 of [13] by replacing the category C* nd with C*, and Theorem 4.3 of [3] by removing the requirement that the subgroup is normal.
In the last section, we give our new application to graph algebras, which is naturality of the Morita equivalence of [26, Theorem 1.6 ] (see Theorem 6.1). As in §5, we have to work to identify Fix with the functor appearing in [26] , which takes an action of G on a graph E to the C * -algebra C * (E/G) of the quotient graph. In this application we are working with group actions on discrete sets, and the semi-comma category appears only as a technical device in the proof of Theorem 6.1.
The semi-comma category
In our basic category C* the objects are C * -algebras and the morphisms from A to B are isomorphism classes [ A X B ] of right-Hilbert A -B bimodules X. We always assume that the left action of A on X is implemented by a nondegenerate homomorphism κ A : A → L(X), and that X is a full Hilbert module, in the sense that the ideal span{ x, y B : x, y ∈ X} is dense in B. It is proved in [2, §2] that C* is a category with composition defined by
and the identity morphism at the object A given by [ A A A ]; it is shown in [2, Proposition 2.6], for example, that the isomorphisms in C* are the classes whose elements are imprimitivity bimodules. We observe straight away that this category C* is not the same 1 as the category C* nd used in [13] Throughout we consider a fixed locally compact group G, and several associated categories. It is shown in [2, Proposition 3.3] that there is a category C*act(G) whose objects are dynamical systems (A, α) consisting of an action α of G on a C * -algebra A, and whose morphisms from (A, α) to (B, β) are isomorphism classes [X, u] of rightHilbert A -B bimodules X which carry an α-β compatible action u of G satisfying
Again, C*act(G) is not the same as the category C*act nd (G) used in [13] , where the morphisms are given by nondegenerate equivariant homomorphisms.
We now fix a free and proper right action of G on a locally compact space T , and consider the action rt : G → Aut C 0 (T ) defined by rt s (f )(t) = f (t · s). In the semicomma category C*act(G, (C 0 (T ), rt)), the objects (A, α, φ A ) are systems (A, α) in C*act(G) together with a nondegenerate homomorphism φ A : C 0 (T ) → M(A) which is rt -α equivariant, and the morphisms from (A, α, φ A ) to (B, β, φ B ) are just the usual morphisms [X, u] from (A, α) to (B, β) in C*act(G), with the same composition defined by balanced tensor product of right-Hilbert bimodules. It follows immediately from [2, Proposition 3.3] that the semi-comma category is indeed a category. This may seem an unusual choice of category, and we will say more at the end of the section about our reasons for choosing it (see Remark 2.4). However, it is easy to explain why the morphism φ A is there: it allows us to deduce from Theorem 5.7 of [37] that the system (A, α) is proper in the sense of [36] with respect to the subalgebra
A key technical result says that every morphism in the semi-comma category factors into an isomorphism (that is, a morphism implemented by an imprimitivity bimodule) and a morphism which comes from a nondegenerate homomorphism. This is proved in [3, Proposition 2.27], which we can restate in our terms as follows.
given by the left action is α -µ equivariant, and
of an imprimitivity bimodule and a nondegenerate homomorphism.
When we view [X, u] as a morphism between objects (A, α, φ A ) and (B, β, φ B ) in the semi-comma category C*act(G,
is a morphism in the comma category (C 0 (T ), rt) ↓ C*act nd (G) considered in [13] . So every morphism in our semi-comma category factors as the composition of a morphism implemented by an imprimitivity bimodule and a morphism in the comma category of [13] . The imprimitivity bimodule has a left action of C 0 (T ) implemented by φ K(X) : C 0 (T ) → M(K(X)) and a right action of C 0 (T ) implemented by φ B : C 0 (T ) → M(B), but we make no assumption relating these left and right actions. We summarise the above discussion:
Remark 2.4. We now explain why we have added the homomorphism φ A to the object (A, α) and then completely ignored it in our choice of morphisms. In particular, we explain why two obvious variations do not serve our purposes.
First, we could have used objects in the comma category associated to the object (C 0 (T ), rt) of C*act(G). As observed above, the homomorphism φ A is there to ensure that our system is proper in the sense of [36] , which follows from Theorem 5.7 of [37] . If we merely suppose that there is a morphism [X, u] from (C 0 (T ), rt) to (A, α), so that (A, α, [X, u]) is an object in the comma category, then we would need an analogue of [37, Theorem 5.7] which said that the existence of (X, u) implied that (A, α) was proper. But there cannot be such a theorem -indeed, for every system (A, α) in C*act(G), proper or not, there is such a morphism from (C 0 (G), rt) to (A, α). To see this, we take (X, u) to be the bimodule (A ⊗ L 2 (G), α ⊗ ρ) which implements the Morita equivalence between the second dual system ((A ⋊ α G) ⋊α G,α) and (A, α) (this is one formulation of the duality theorem of Imai and Takai; see, for example, [3, Theorem A.67 
]). Then with the left action of
Second, we could have used the morphisms from the usual comma category associated to the object (C 0 (T ), rt) in C*act(G), which are morphisms
would imply in particular that X B is isomorphic to the trivial module B B . Since we want to discuss naturality of Morita equivalences, we definitely want to allow morphisms based on non-trivial Hilbert modules. So we choose not to impose any relation between the left action of C 0 (T ) on X coming from φ A and the right action coming from φ B .
The functor Fix
We fix a free and proper action of a locally compact group G on a locally compact space T . In [13] , it was shown that Rieffel's generalised fixed-point algebra is the object map in a functor Fix from the comma category (C 0 (T ), rt) ↓ C*act nd (G) to C* nd . In this section we extend Fix to a functor on our semi-comma category. Since this category has the same objects as the comma category (C 0 (T ), rt) ↓ C*act nd (G), Fix is already defined on objects, and our first main theorem says that we can extend the functor in [13] to cover our more general morphisms. We can then state our other main theorem on the naturality of Rieffel's Morita equivalence.
We begin by recalling the construction of Fix from [13] . Suppose that (A, α, φ) is an object in the comma category (C 0 (T ), rt) ↓ C*act nd (G). We write A 0 for the dense * -subalgebra φ(C c (T ))Aφ(C c (T )) of A; as in [13] , we often suppress the map φ, so that
(When X is a B-module, the juxtaposition XB denotes span{x · b : x ∈ X, b ∈ B}.) In [13, §2] it was shown, using techniques of Olesen-Pedersen [24, 25] and Quigg [27, 29] , that for every element a ∈ A 0 , there is a multiplier E(a) = E A (a) such that
For fixed f, g ∈ C c (T ), the map a → E(f ag) is norm continuous on M(A) [27, Corollary 3.6(3)], and the range E(A 0 ) is a * -subalgebra of the fixed-point algebra
Rieffel proved that the action α is proper and saturated with respect to the subalgebra A 0 (see [37, Theorem 5.7] and [9, Lemma C.1]). Thus there is a generalised fixed-point algebra A α in M(A) which is Morita equivalent to A ⋊ α,r G; an imprimitivity bimodule Z(A, α, φ A ) which implements this equivalence is obtained by completing A 0 in the A α -valued inner product a, b := E A (a * b). In [13, Proposition 3.1], it was shown that A α coincides with the fixed-point algebra Fix A = Fix(A, α, φ). It was also shown in [13] that (A, α, φ) → Fix(A, α, φ) is the object map in a functor Fix : (C 0 (T ), rt) ↓ C*act nd (G) → C* nd : indeed, the functor Fix simply sends the morphism based on a nondegenerate homomorphism σ : A → M(B) to the restriction of σ to Fix A ⊂ M(A), which is itself is a nondegenerate homomorphism of Fix A into M(Fix B) [13, Proposition 2.6]. The upshot is that, viewed as a map on the comma category, Rieffel's assignment (A, α, φ) → A α becomes a functor. To make Fix into a functor from our semi-comma category C*act(G, (C 0 (T ), rt)) into C*, we need to extend Fix to morphisms [X, u]. Our strategy, borrowed from [3] , is to factor [X, u] in C*act(G, (C 0 (T ), rt)) using Corollary 2.3. We can apply the results of [13] to the nondegenerate homomorphism, and now we need to know how to Fix imprimitivity bimodules.
Proposition 3.1. Suppose that (K, µ, φ K ) and (B, β, φ B ) are objects in the semicomma category C*act(G, (C 0 (T ), rt)), and that (K,µ) (X, u) (B,β) is an imprimitivity bimodule. Denote by L(u) the action of G on the linking algebra L(X), and let φ = φ K ⊕φ B be the diagonal embedding of
The embeddings of K and B as corners in L(X) extend to embeddings of M(K) and M(B) as corners pM(L(X))p and qM(L(X))q in M(L(X)), and these carry the generalised fixed-point algebras K µ and B β onto the corners
bimodule, and has K µ -and B β -valued inner products given by computing in L(X) L(u) . We need to see that these inner products are full.
Let f, g ∈ C c (T ) and b ∈ B, so that E
because p commutes with the image of φ. But the right-hand side of (3.2) is an element of (X u )
, and we have proved that the B β -valued inner product is full. Similarly, the K µ -valued inner product is full.
We now extend the definition of Fix to right-Hilbert bimodules. Suppose that (X, u) is a right-Hilbert A -B bimodule which implements a morphism
. We define Fix(X, u) to be the right-Hilbert Fix(A, α, φ A ) -Fix(B, β, φ B ) bimodule X u in which the left action is given by κ A |. In view of Lemma 3.2 below we can define
Proof. We factor X and Y as in Corollary 2.3 to obtain actions µ, µ ′ and nondegenerate homomorphisms
A |], and we need to show that (
. It follows that the three corners ρ|, ψ| and id B | in ψ L | form an imprimitivity-bimodule isomorphism of (
Theorem 3.3. Suppose a locally compact group G acts freely and properly on a locally compact space T . Then the assignments
form a functor Fix : C*act(G, (C 0 (T ), rt)) → C*.
Theorem 3.3 is the hardest result in this paper: it includes, for example, the assertion (proved as Theorem 4.5 in §4.2) that if (A,α) (X, u) (B,β) and (B,β) (Y, v) (C,γ) are imprimitivity bimodules implementing isomorphisms in the semi-comma category,
Proposition 3.4. Suppose a locally compact group G acts freely and properly on a locally compact space T . Then the assignments
Proof. It follows from [3, Theorem 3.7] that the assignments (A, α) → A ⋊ α,r G and (X, u) → X ⋊ u,r G give a functor from C*act(G) to C* (since C*act(G) and C* are subcategories of the categories considered in [3, Theorem 3.7] ). After restricting to the semi-comma category we still have a functor.
We can now state our main theorem, which extends [13, Theorem 3.2] to our more general setting. We will prove it in §4.4. Theorem 3.5. Suppose a locally compact group G acts freely and properly on a locally compact space T . Then Rieffel's Morita equivalences
form a natural isomorphism between the functors RCP : C*act(G, (C 0 (T ), rt)) → C* of Proposition 3.4 and Fix : C*act(G, (C 0 (T ), rt)) → C* of Theorem 3.3.
Proofs of the main theorems
The main problem in proving Theorem 3.3 is to prove that Fix respects composition. To help understand the issues which arise, we start the proof. Suppose that (A,α) (X, u) (B,β) and (B,β) (Y, v) (C,γ) are right-Hilbert bimodules. We need to prove that
, we factor (X, u) and (Y, v) as in Corollary 2.3, and apply Fix to each factor. Proposition 2.6 of [13] gives nondegenerate homomorphisms κ A | and κ B |, Proposition 3.1 gives imprimitivity bimodules X u and Y v , and then
To compare this to the canonical form of Fix(X ⊗ B Y, u ⊗ v), we need to first realise 
4.1.
Composing a homomorphism with an imprimitivity bimodule. The object of this subsection is to prove the following proposition.
Proposition 4.1. Suppose that (K, µ, φ K ), (B, β, φ B ) and (C, γ, φ C ) are objects in the semi-comma category C*act(G, (C 0 (T ), rt)), that (K,µ) (X, u) (B,β) is an imprimitivity bimodule, and that ψ : (B, β) → M(C, γ) is a nondegenerate homomorphism satisfying ψ • φ B = φ C . Then
We begin the proof of Proposition 4.1 with two lemmas. 
Proof. For x, x ′ ∈ X and y, y ′ ∈ Y we have
which implies that C x is adjointable with C *
, and since C x 2 = C * x C x , the result follows. 
Proof. The existence of Ψ K , Ψ B and Ψ X is proved in [3, Lemma 1.52]; since Ψ is nondegenerate, [3, Lemma 1.52] also implies that Ψ X (X) · C = Y , and thus Ω has dense range. For x 1 , x 2 ∈ X and c 1 , c 2 ∈ C we have
so Ω is inner-product preserving. It is clearly a C-module homomorphism, and is a
Remark 4.4. In the proof of Proposition 4.1 we make a lot of identifications, and it will be helpful to get these straight before we begin. Suppose (Z, v) is a right Hilbert (C, γ)-module. Then its linking algebra L(Z) carries an action L(v); in the top lefthand corner of L(v) is the action µ on K(Z), which can be described on an operator
(see the top of page 292 in [1] ). When we identify
, and when we identify L(Z ⊕ C) with the multiplier algebra of
as in Remark 4.4 with Z = X ⊗ B C and v = u ⊕ γ, and defining Φ L = (Φ ij L ) on the corners. We will then show that Φ L is a morphism in the comma category (C 0 (T ), rt) ↓ C*act nd (G), and apply [13, Proposition 2.6] to Φ L .
For a ∈ K, b ∈ B, c ∈ C and x ∈ X define
where C x and A x are the creation and annihilation operators of Lemma 4.2. To see that Φ L is a homomorphism, we check what happens on the four corners. Let
which is the top left-hand corner of Φ L (m 1 m 2 ) applied to 
show that three of the four corners are appropriately equivariant. The fourth is too: 
By Proposition 3.1 the two fixed-point algebras are themselves linking algebras:
gives the required isomorphism.
Composing two imprimitivity bimodules.
Theorem 4.5. Suppose that (A,α) (X, u) (B,β) and (B,β) (Y, v) (C,γ) are imprimitivity bimodules. Then
A key ingredient in the proof of Theorem 4.5 is the following 3 × 3 matrix trick.
Lemma 4.6. Suppose that D is a C * -algebra and that p 1 , p 2 and p 3 are projections in M(D) such that p 1 + p 2 + p 3 = 1 and each p i Dp j is a p i Dp i -p j Dp j imprimitivity bimodule. Then the map 
and each p k is full. Conversely, if we know that each p k is full, then the hypotheses of the lemma are satisfied. So the off-diagonal entries are imprimitivity bimodules if and only if p 1 , p 2 and p 3 are full. (1) the map x → C x is an isometric isomorphism of X onto K(Y, X ⊗ B Y ) and (2) the map x → A x is an isometric isomorphism of 
Since BY is dense in Y we deduce that ψ(L x ⊗ 1) = C x , and this gives (1). To establish (2), we observe that
is an isometric isomorphism of X onto K(X, B) (see, for example, [34, Lemma 2.32]). Applying Lemma 4.9, we have isometric isomorphisms
and (2) follows.
Proof of Theorem 4.5. We view (X ⊗ B Y ) ⊕ Y ⊕ C as a right Hilbert C-module, and realise
We identify the diagonal entries with A, B and C, respectively, and we use Lemma 4.10 to identify the (1, 2) entry with X and the (2, 1) entry with X. We also know that
This is clear on the diagonal blocks, and the other entries follow from routine calcu-
By assumption, we have nondegenerate maps φ A : C 0 (T ) → M(A), φ B : C 0 (T ) → M(B) and φ C : C 0 (T ) → M(C), and these give a nondegenerate diagonal map φ := φ A ⊕ φ B ⊕ φ C of C 0 (T ) into M(F ). Now (F, η, φ) is an object in the semi-comma category A G, C 0 (T ), rt) . The linking algebras L(X), L(Y ) and L(X ⊗ B Y ) embed into F as, respectively, the p 1 + p 2 , p 2 + p 3 and p 1 + p 3 corners. As in Proposition 3.1, this allows us to transfer
. Putting these identifications together shows that
We know that X u , Y v and (X ⊗ B Y ) u⊗v are imprimitivity bimodules with actions and inner products coming from the matrix operations in F η , so Lemma 4.6 gives the required isomorphism of
Proof of Theorem 3.3.
To show that Fix is a functor we need to show that it maps the identity morphism at an object (A, α, φ A ) in C*act(G) to the identity morphism at Fix(A, α, φ A ) in C*, and that Fix preserves composition. 
has the property (3.1)
which characterises E M 2 (A) , and it follows that
which is the identity morphism at Fix(A, α, φ A ) in C*. 
It remains to show that if
where µ and ρ are the compatible actions coming from Corollary 2.3. Similarly,
where ξ is the compatible action coming from Corollary 2.3. We need to show that the right-Hilbert A α -C γ bimodules defined by (4.4) and (4.5) are isomorphic. We begin by applying Proposition 4.1 to the middle two arrows of (4.4). This gives us a right-Hilbert bimodule isomorphism of
and hence the composition (4.4) is isomorphic to
Applying Theorem 4.5 to the third and fourth arrows in (4.6) gives an isomorphism
of imprimitivity bimodules; the composition of the first two arrows just implements the left action by A (or rather, of the subalgebra
. So the compositions (4.4) and (4.6) are isomorphic to
as right-Hilbert bimodules, and we need a right-Hilbert C γ -module isomorphism of the right-hand side of (4.7) onto (X ⊗ B Y ) u⊗v which respects the left actions of
, and θ preserves the left actions of A. This isomorphism induces an equivariant isomorphism Ad θ of
. Proposition 3.1 implies that the two linking algebras are objects in (C*act(G), (C 0 (T ), rt)), and
is an isomorphism. By [13, Proposition 2.6], L(θ) induces an isomorphism L(θ)| on generalised fixed-point algebras; by Proposition 3.1, the three corners (Ad θ)|, θ| and id of L(θ)| form an imprimitivity-bimodule isomorphism of the right-hand side of (4.7) onto (X ⊗ B Y ) u⊗v . This isomorphism preserves the left action of A α because θ preserves the left action of A.
This completes the proof of Theorem 3.3.
4.4. Proof of Theorem 3.5. Let (X, u) : (A, α, φ A ) → (B, β, φ B ) be a morphism in C*act(G, (C 0 (T ), rt)). We factor X using Corollary 2.3 to get:
Write K = K(X). We need to show that the outer square of the following diagram
y y s s s s s s s s s s
commutes. The factorisation (4.8) induces a factorisation of X ⋊ u,r G, and this factorisation says precisely that the left triangle of diagram (4.9) commutes. Since
imprimitivity bimodule, and apply [4, Lemma 4.6] to see that that the lower quadrilateral of diagram (4.9) commutes. Since Fix(X, u) is by definition the composition of κ| with X u , the right triangle of diagram (4.9) commutes. Thus the outer square commutes too.
Naturality of Mansfield imprimitivity
We want to use Theorem 3.5 to prove naturality for the Mansfield imprimitivity theorem for closed subgroups of [7] . As observed in [13] , for every closed subgroup H, ((B ⋊ δ G,δ|), j G ) is an object in the comma category (C 0 (G), rt) ↓ C*act nd (H), and the general theory of [13, §3] gives a version of naturality for functors defined on a category of coactions built from the smaller category C* nd , but taking values in the larger category C*. Here we prove a similar result for functors defined on a category of coactions built from C* (Theorem 5.6 below). This new theorem directly extends [3, Theorem 4.3] from closed normal subgroups to arbitrary closed subgroups. Throughout this section, H is a closed subgroup of a locally compact group G.
Mansfield's theorem is about crossed products by coactions, and since there are several different kinds of coactions, we either have to prove several versions of every theorem or make choices. Since the crossed products associated to the different kinds of coactions typically coincide, and since our goal is a theorem about crossed products, we are going to make choices and hope that whoever wants them can deduce the other versions easily enough. Here we choose to use the normal coactions which were introduced in [28] and discussed at length in [3, Appendix A]. We have three reasons for making this choice. First, we know from [3, Theorem 2.15] that there is a category C*coact n (G) (denoted there by C n (G)) in which the objects (B, δ) consist of a normal coaction δ of G on B, and in which the morphisms are based on those in the category C*. Second, we know from [3, Theorem 3.13 ] that the assignment (B, δ) → B ⋊ δ G extends to a functor CP from C*coact n (G) to C*. And third, we want our results to directly generalise Theorem 4.3 of [3] , which is couched in terms of normal coactions and the crossed product functors on C*coact n (G). However, our choice has downsides: we have to jump around a bit to apply results from [7] and [13] about reduced coactions, and we have to add the hypothesis of normality, which irks a little because we believe we could prove a similar result without normality using Quigg's normalisation process [28] .
Suppose that δ :
G is equivariant for the action rt of H by right translation on C 0 (G) and the restriction δ| H of the dual coaction, and hence (B ⋊ δ G,δ| H , j G ) is an object in the semi-comma category C*act(H, (C 0 (G), rt)). Since the morphisms in the semi-comma category are just those in C*act(H), it follows from [3, Theorem 3.13] that there is a functor CP : C*coact n (G) → C*act(H, (C 0 (G), rt)) which takes (B, δ) to (B ⋊ δ G,δ| H , j G ). The natural isomorphism of Theorem 3.5 immediately gives:
Suppose for the moment that G is amenable, so that full and reduced crossed products coincide, and normal and reduced coactions coincide. Then it follows from results in [7] that the fixed-point algebra Fix(B ⋊ δ G,δ| H , j G ) is the crossed product B ⋊ δ (G/H) by the homogeneous space G/H (see [13, §6] for the details), and Corollary 5.1 gives a natural isomorphism between functors with object maps (B, δ) → (B ⋊ δ G) ⋊δ H and RCP G/H : (B, δ) → B ⋊ δ (G/H). This isomorphism extends [3, Theorem 4 .3] to non-normal subgroups of amenable groups. Our next goal is to remove the assumption of amenability, and thereby obtain a theorem which includes the full strength of [3, Theorem 4.3] .
The amenability of G appeared above because we needed to use the results on functoriality of CP from [3] , which apply to normal coactions, alongside results from [7] , which are about reduced coactions. So to lift the amenability hypothesis, we have to convert the results about reduced coactions to normal coactions.
) is a reduced coaction, called the reduction of δ, and (B ⋊ δ r G, j B , j G ) is also a crossed product for the original system (B, G, δ) [28, Propositions 3.3 and 2.8]. The dual actionsδ and δ r also coincide, because both are characterised by their behaviour on the spanning set {j B (b)j G (f )}, and
This system is an element of the semicomma category C*act (H, (C 0 (G), rt) ), which has the same objects as the comma category (C 0 (G), rt|) ↓ C*act nd (H) in [13] , so Proposition 3.1 of [13] implies thatδ| H is proper with Fix(B ⋊ δ G,δ|, j G ) = Fix(B ⋊ δ r G, δ r |, j G ) (properness itself was first proved in [37, Theorem 5.7] ). Since H acts freely on G, the actionδ| H is also saturated in the sense of [36, Definition 1.6] , and Corollary 1.7 of [36] gives an imprimitivity bimodule
The discussion at the start of [13, §6] (applied to the reduced coaction δ r ) gives the following description of Fix(B ⋊ δ G,δ| H , j G ).
which is called the crossed product of B by the homogeneous space G/H.
We have now proved an analogue of [7, Theorem 3 .1] for normal coactions:
Proposition 5.3 (Mansfield imprimitivity for normal coactions). Suppose that δ is a normal coaction of G on a C * -algebra B, and that H is a closed subgroup of G. Then the dual actionδ of H on B ⋊ δ G is proper and saturated with respect to the subalgebra [21] (if H is amenable) or in [10, §3] . To get the naturality of this version of Mansfield imprimitivity, we need to extend the construction of crossed products by homogeneous spaces to a functor on C*coact n (G). Since the objects B ⋊ δ,r (G/H) are the same as Fix • CP(B, δ), applying Fix • CP to the morphisms in C*coact n (G) gives such a functor. But to see that this functor is the same as the one used in [3] when H is normal, we need a more concrete description of what it does to morphisms. Proposition 5.5. Suppose that (B,δ) (X, ∆) (C,ǫ) is a right-Hilbert bimodule which implements a morphism in C*coact n (G), and define
Then with the module actions and inner products from
form a functor RCP G/H from C*coact n (G) to C* which coincides with Fix • CP.
Proof. We know from [3, Theorem 3.13] and Theorem 3.3 that Fix • CP is a functor. So, since Fix(B ⋊ δ G,δ|, j G ) and B ⋊ δ,r (G/H) are the same subset of M(B ⋊ δ G), and similarly for (C, ǫ), it suffices to prove that Fix(X ⋊ ∆ G,∆| H ) ⊂ M(X ⋊ ∆ G) coincides with X ⋊ ∆,r (G/H). For this calculation we adopt the notation of [3, page 65] . The bimodule Fix(X ⋊ ∆ G,∆| H ) has as its underlying set the space
back to L(X ⋊ δ G), we get the matrix
which is the right-hand side of (5.2).
Now Corollary 5.1 shows that Mansfield imprimitivity for normal coactions (as in Proposition 5.3) is natural. To sum up: Theorem 5.6. Suppose that H is a closed subgroup of a locally compact group G. Then Rieffel's bimodules
implement a natural isomorphism between the functors RCP H • CP and RCP G/H from C*coact n (G) to C*. 
Proper actions on graph algebras
Let E = (E 0 , E 1 , r, s) be a directed graph. We assume as in [16, §6] that E is row-finite and has no sources, and in general we use the conventions of [31] . In particular, the graph algebra C * (E) is generated by a universal Cuntz-Krieger Efamily {s e , p v : e ∈ E 1 , v ∈ E 0 }, and
is a dense * -subalgebra of C * (E). An action of a group G on E consists of actions on E 0 and E 1 which preserve the range and source maps r and s, and the action is free if the action on E 0 is free. An action of G on E induces an action α = α E of G on C * (E) such that α t (s e ) = s e·t −1 . It was shown in [26, §1] that if G acts freely on E, then the induced action α is proper and saturated with respect to the subalgebra X 0 (E), and the generalised fixed-point algebra is isomorphic to the C * -algebra of the quotient graph E/G [26, Corollary 1.5]. Thus Rieffel's theory gives an imprimitivity bimodule Z(E, G) which implements a Morita equivalence between C * (E)⋊ α,r G and C * (E/G) [26, Theorem 1.6] (thus giving a new proof of a theorem of Kumjian and Pask [14] ).
Here we formulate a naturality result for the Morita equivalence of [26] , using a category of directed graphs recently introduced by Kumjian, Pask and Sims [16] . If E and F are directed graphs, an E-F morph is a countable set X together with maps r = r X : X → E 0 and s = s X : X → F 0 , and a bijection b = b X of the fibre product
Proposition 6.1 of [16] says that there is a category DG in which the objects are row-finite directed graphs with no sources, and the morphisms from E to F are the isomorphism classes [X] of E-F morphs such that s X and r X are surjective and r X is finite-to-one. It is straightforward to add actions of G on morphs (just demand that they preserve all the structure) to get a category DGact(G) in which the objects (E, G) consist of a directed graph E with a right action of G. We are also interested in the full subcategory DGfreeact(G) in which the actions of G on objects are free. Kumjian, Pask and Sims showed that for each E-F morph X there is a rightHilbert C * (E) -C * (F ) bimodule C * (X), whose isomorphism class depends only on the isomorphism class of X, and that the assignments E → C
2 CK from DG to the category C* (see [16, Theorem 6 .6]; we discuss their construction in the proof of Proposition 6.4). If (E, G) and (F, G) are objects in DGact(G), then an action of G on an E-F morph X induces an α E -α F compatible action α X of G on C * (X), and hence we can extend CK to a functor CK(G) from DGact(G) to C*act(G). On the other hand, passing to the quotient graph also gives a functor Q G from DGact(G) to DG. We can now formulate our theorem:
Theorem 6.1. The assignment (E, G) → Z(E, G) implements a natural isomorphism between the functors RCP • CK(G) and CK • Q G from DGfreeact(G) to C*.
To apply Theorem 3.5 we need an appropriate semi-comma category. Fix a countable set S with a free right action of G. Then we define the semi-comma category DGact(G, S) to be the category whose objects are triples (E, G, π), where (E, G) is an object of DGact(G) and π : E 0 → S is an equivariant surjection, and whose morphisms from (E, G, π) to (F, G, ρ) are the morphisms from (E, G) to (F, G) in DGact(G). Then π induces an equivariant nondegenerate homomorphism of c 0 (S) into M(c 0 (E 0 )), and hence an equivariant nondegenerate homomorphism π * : c 0 (S) → M(C * (E)). Thus we obtain a functor CK(G) from DGact(G, S) into the semi-comma category C*act(G, (c 0 (S), rt)) which maps objects (E, G, π) to (C * (E), α E , π * ). Applying Theorem 3.5 gives:
actions, and we can view the completion of X 0 (E) as the closure X 0 (E) of X 0 (E) in Z(C * (E), α, π * ). Since the right-hand inner product on the submodule generates C * (E) α , it follows from the Rieffel correspondence that X 0 (E) = Z(C * (E), α, π * ).
Our next step is to show that we can replace Fix • CK(G) in Proposition 6.2 by CK • Q G . We know from [26, Proposition 1.4 ] that for each system (E, G) in DGfreeact(G), the elements P v·G := I G (p v ) and S e·G := I G (s e ) form a Cuntz-Kriegerwhich is characterised by α Λ t (s λ ) = s λ·t −1 . The projections p E and p F are fixed by α Λ , and hence α Λ restricts to an action α X on the corner C * (X). The linking algebra of the right Hilbert C * (F )-module C * (X) is by definition C * (Λ), and the action L(α X ) is α Λ . With the diagonal embedding φ Λ := (ι E • π * ) ⊕ ρ * of c 0 (S), (C * (Λ), α Λ , φ Λ ) is an element of the semi-comma category; the morphism Fix(C * (X), α X ) in the bottom row of (6.2) has underlying right Hilbert module p E Fix(C * (Λ), α Λ , φ Λ )p F , and the left action of Fix C * (E) is given by the restriction ι E | of the nondegenerate homomorphism ι E .
The module C * (X/G) in the top row of (6.2) is obtained by applying the construction described above to the linking graph Λ(X/G) of the quotient morph, which we can identify with the quotient 2-graph Λ(X)/G. As in [26 ) is an isomorphism onto Fix C * (Λ(X)). This isomorphism maps p E/G and p F/G to p E and p F , and hence it maps C * (X/G), which is by definition the corner p E/G C * (Λ(X/G))p F/G , onto Fix(C * (X), α X ) := p E (Fix C * (Λ(X)))p F . The restriction of φ Λ G to C * (F/G) = p F/G C * (Λ(X/G))p F/G is the isomorphism φ Proof of Theorem 6.1. Suppose G acts freely on E and F and (X, G) is an (E, G)-(F, G) morph. We need to show that the following diagram commutes in C*:
/ / C * (F/G).
Since G acts freely on the discrete sets E 0 and F 0 , they are trivial as G-bundles, and we can find equivariant surjections π : E 0 → G and ρ : F 0 → G. Then with S := G, [X, G] : (E, G, π) → (F, G, ρ) is a morphism in the semi-comma category DGact(G, S), and Proposition 6.2 implies that the top square in the following diagram commutes in C*:
/ / C * (F/G) Proposition 6.4 says that the bottom square commutes in C*, and hence so does the outside square. In the discussion preceding Proposition 6.4 we observed that using the isomorphism φ E G to view Z(C * (E), α E , π * ) as a (C * (E) ⋊ α E ,r G) -C * (E/G) bimodule gives Z(E, G), and this says precisely that the composition of the two vertical arrows on the left is Z(E, G). Similarly, the composition on the right is Z(F, G). So the outside square in (6.4) is (6.3) , and we are done.
Remark 6.5. It is a little unnerving that we have chosen the equivariant surjections π and ρ quite arbitrarily in the above proof. However, Lemma 6.3 provides some comfort: different choices give the same fixed-point algebra and the same imprimitivity bimodule, and so do not change the vertical arrows in the top square of (6.4).
