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The present paper is devoted to properties of set-valued stochastic integrals deﬁned
as some special type of set-valued random variables. In particular, it is shown that
if the probability base is separable or probability measure is nonatomic then deﬁned
set-valued stochastic integrals can be represented by a sequence of Itô’s integrals of
nonanticipative selectors of integrated set-valued processes. Immediately from Michael’s
continuous selection theorem it follows that the indeﬁnite set-valued stochastic integrals
possess some continuous selections. The problem of integrably boundedness of set-
valued stochastic integrals is considered. Some remarks dealing with stochastic differential
inclusions are also given.
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1. Introduction
The present paper deals with set-valued stochastic integrals deﬁned as some special type of set-valued random vari-
ables with values at r-dimensional Euclidean space Rr . The ﬁrst paper dealing with set-valued stochastic integrals is due
(according to my knowledge) to B. Bocs¸an [3]. Unfortunately, the deﬁnition and some properties of such deﬁned integrals
are not quite correct. Quite different deﬁnitions of the set-valued stochastic integrals have been independently given by
F. Hiai [5] and M. Kisielewicz [11]. The set-valued stochastic integrals have been deﬁned there as some subsets of the space
L
2(Ω,X ) of all square integrable random variables with values at a Hilbert space X . In what follows such deﬁned set-
valued stochastic integrals are called as functional set-valued stochastic integrals. Unfortunately, the functional stochastic
integrals are not decomposable subsets of L2(Ω,X ). Therefore, they do not deﬁne set-valued random variables with sets
of all their integrable selectors equal to the functional set-valued integrals. B.K. Kim and J.H. Kim [7] did not notice that
and have deﬁned a set-valued stochastic integral as a set-valued random variable with sets of all its integrable selectors
covering with the functional integral deﬁned in [11]. In 2003, E.J. Jung and J.H. Kim have correctly deﬁned in the paper [9]
the set-valued stochastic integral by the closed decomposable hull of the stochastic integral deﬁned in [11]. Unfortunately,
some properties of such integrals presented in [9] are not true and proofs of some theorems are not correct. Let us note
that in Remark 3.4 of the paper [9] the authors not precisely informed on the deﬁnitions of set-valued integrals given in [7]
and [11], respectively. They have written there: “Kim and Kim [6] and Kisielewicz [7] deﬁned a set valued integral It(F ) by
It(F )(ω) = Γt(F )(ω) = {
∫ t
0 f (s,ω)dws: ( f (t))t0 ∈ S2(F (t))}.” It is not true, because in [11] a set-valued stochastic integral
Γt(F ) is deﬁned as a subset of the space L2(Ω,Rn) of the form Γt(F ) = {
∫ t
0 f (s, ·)dws: ( f (t))t0 ∈ S2(F (t))} and It(F ) is
in [7] understood as a set-valued random variable such that S(It(F )) = Γt(F ). In this case (see [8, Theorem 2.3.8]) such
set-valued random variable does not exist because Γt(F ) is not decomposable. In this paper we shall present the basic
properties and some representation theorems for the set-valued stochastic integrals deﬁned by E.J. Jung and J.H. Kim in [9].
Throughout the paper we shall deal with a complete ﬁltered probability space PF = (Ω,F ,F, P ) with a ﬁltration F =
(Ft)t0 satisfying the usual conditions (see [15]). By Cl(Rr) and Conv(Rr) we shall denote the spaces of all nonempty
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F -measurable multifunction, i.e., a multifunction Z : Ω → Cl(Rr) such that {ω ∈ Ω: Z(ω)∩C = ∅} ∈ F for every C ∈ Cl(Rr).
If Z(ω) ∈ Conv(Rr) for every ω ∈ Ω then Z will be called convex valued. It can be proved [8, Theorem 2.2.4] that Z : Ω →
Cl(Rr) is a set-valued random variable if and only if there exists a sequence (zn)∞n=1 of F -measurable selectors of Z such
that Z(ω) = cl{zn(ω): n 1} for every ω ∈ Ω . In what follows by S(Z) we shall denote subtrajectory integrals of Z, i.e., the
set of all integrable selectors of Z. If S(Z) is nonempty then Z is said to be (see [2]) Aumann integrable. In such a case the
Aumann integral
∫
Ω
Z dP is denoted by E[Z] and said to be the mean value of the set-valued random variable Z . It can be
veriﬁed (see [8, Proposition 2.3.29, Corollary 2.3.5]) that if Z and G are Aumann integrable and S(Z) = S(G) then Z(ω) =
G(ω) for a.e. ω ∈ Ω and S(coZ) = co S(Z). It is clear that S(Z) is a closed subset of L(Ω,F ,Rr). It is decomposable, i.e.,
such that for every A ∈ F and u, v ∈ S(Z) one has 1Au + 1Ω\A v ∈ S(Z). If Z is Aumann integrable and (zn)∞n=1 ⊂ S(Z)
is such that Z(ω) = cl{zn(ω): n  1} for every ω ∈ Ω then (see [6, Lemma 1.3]) for every z ∈ S(Z) and every ε > 0 there
exist a ﬁnite F -measurable partition (Ak)Nk=1 of Ω and a family (znk )Nk=1 ⊂ {zn: n 1} such that E|z −
∑N
k=1 1Ak znk | ε. In
what follows the family of all ﬁnite F -measurable partitions of Ω is denoted by Π(Ω,F). We call Z integrably bounded if
there exists m ∈ L(Ω,F ,R+) such that ‖(Z)(ω)‖ =: sup{|x|: x ∈ Z(ω)}m(ω) for a.e. ω ∈ Ω . If m ∈ L2(Ω,F ,R+) then Z
is said to be square integrably bounded. It is easy to verify that for such set-valued random variables S(Z) is a nonempty
closed bounded decomposable subset of L(Ω,F ,Rr). It can be proved (see [6]) that a set-valued random variable Z is
integrably bounded if and only if S(Z) is a nonempty bounded subset of L(Ω,F ,Rr). For a given C ⊂ L(Ω,F ,Rr) by
dec(C) we denote the decomposable hull of C , i.e., the smallest decomposable set containing C . The closure of dec(C) is
denoted by dec(C). If the probability measure P is nonatomic [8, Theorem 2.3.17] then clw [dec(C)] = co[dec(C)], where
clw [A] denotes the closure of a set A ⊂ L(Ω,F ,Rr) in the weak topology of L(Ω,F ,Rr).
Proposition 1.1. The decomposable hull of a convex set K ⊂ L(Ω,F ,Rr) is itself convex and its closure is convex and sequentially
weakly closed.
Proof. Let K be a convex subset of L(Ω,F ,Rr) and u, v ∈ dec(K ). There are partitions (An)Nn=1, (Bm)Mm=1 ∈ Π(Ω,F)
and (un)Nn=1, (vm)Mm=1 ⊂ K such that u =
∑N
n=1 1Anun and v =
∑M
m=1 1Bm vm . Let (Dk)Kk=1 ∈ Π(Ω,F) be such that
u = ∑Kk=1 1Dk u¯k and v = ∑Kk=1 1Dk v¯k, where u¯k = unk and v¯k = vmk for nk ∈ {1, . . . ,N} and mk ∈ {1, . . . ,M} for every
k = 1, . . . , K . For every λ ∈ [0,1] and 1 k K one has λu¯k + (1−λ)v¯k ∈ K . Therefore λu+ (1−λ)v =∑Kk=1 1Dk [λu¯k + (1−
λ)v¯k] ∈ dec(K ). Thus dec(K ) is a convex subset of L(Ω,F ,Rr). Hence the convexity of dec(K ) follows. Now, immediately
from Mazur’s Theorem [1, Theorem 9.11] it follows that dec(K ) is sequentially weakly closed. 
Let us observe that the unit ball B of L(Ω,F ,Rr) is not decomposable and dec(B) = L(Ω,F ,Rr). Hence in particular,
it follows that for every integrably bounded set-valued random variable Z : Ω → Cl(Rd) the interior Int[S(Z)] of S(Z) is
an empty set. Indeed, if it would be Int[S(Z)] = ∅ then for every z ∈ Int[S(Z)] it would be exist ε > 0 such that B(z, ε) ⊂
Int[S(Z)] ⊂ S(Z), where B(z, ε) is an open ball centered at z ∈ Int[S(Z)] with the radius ε > 0. Hence, by decomposability
of S(Z), it would be follow that dec[B(z, ε)] ⊂ S(Z), which would be imply that S(Z) = L(Ω,F ,Rr). A contradiction,
because S(Z) is a bounded subset of L(Ω,F ,Rr).
Immediately from the above properties of the set S(Z) it follows that if (zn)∞n=1 ⊂ S(Z) is such that Z(ω) =
cl{zn(ω): n  1} for every ω ∈ Ω , then S(Z) = dec{zn: n  1}. Indeed, it is clear that dec{zn: n  1} ⊂ S(Z). On the
other hand, for every z ∈ S(Z) and ε > 0 there exist a partition (Ak)Nk=1 ∈ Π(Ω,F) and a family (znk )Nk=1 ⊂ {zn: n 1} such
that E|z −∑Nk=1 1Ak znk | ε, which implies that z ∈ dec{zn: n 1}. Thus S(Z) = dec{zn: n 1}.
Finally, let us observe that for every convex valued and integrably bounded set-valued random variable Z its subtrajec-
tory integrals S(Z) is a convex weakly compact subset of L(Ω,F ,Rr). Indeed, it is clear that S(Z) is closed and convex
and therefore weakly closed. By integrably boundedness of Z it follows that the set S(Z) is relatively weakly compact.
Thus it is weakly compact. It can be proved [8, Proposition 2.3.28] that if F : Ω → Cl(Rr) and G : Ω → Cl(Rr) are Aumann
integrable then S(F + G) = S(F ) + S(G), where (F + G)(ω) = F (ω) + G(ω) for ω ∈ Ω .
Summing up the above remarks we obtain the following result.
Proposition 1.2. Let Z : Ω → Cl(Rd) be an Aumann integrable set-valued random variable. Then
(i) S(Z) is a closed decomposable subset of L(Ω,F ,Rr) and S(coZ) = co S(Z),
(ii) Z is integrable bounded if and only if S(Z) is a nonempty bounded subset of L(Ω,F ,Rr),
(iii) S(Z) = L(Ω,F ,Rr) if and only if Int[S(Z)] = ∅ and Int[S(Z)] = ∅ if Z is integrably bounded,
(iv) there exists a sequence (zn)∞n=1 of r-dimensional random variables such that zn(ω) ∈ Z(ω) and Z(ω) = cl{zn(ω): n  1} for
n 1 and ω ∈ Ω . If (zn)∞n=1 ⊂ S(Z) then S(Z) = dec{zn: n 1},
(v) if (zn)∞n=1 ⊂ S(Z) is such that Z(ω) = cl{zn(ω): n  1} for ω ∈ Ω , then for every z ∈ S(Z) and every ε > 0 there exist a
partition (Ak)Nk=1 ∈ Π(Ω,F) and a family (znk )Nk=1 ⊂ {zn: n 1} such that E|z −
∑N
k=1 1Ak znk | ε,
(vi) if F and G are the Aumann integrable set-valued random variables such that S(F ) = S(G) then F (ω) = G(ω) for a.e. ω ∈ Ω ,
(vii) if Z is convex valued and integrably bounded then S(Z) is a decomposable, convex and weakly compact subset of L(Ω,F ,Rr),
(viii) if F and G are the convex valued and integrably bounded set-valued random variables then S(F + G) = S(F ) + S(G). 
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sup{u(ω, x): x ∈ Z(ω)} for every ω ∈ Ω . It can be proved [6, Lemma 2.1] that if u(ω, ·) is upper semicontinuous or lower
semicontinuous for every ω ∈ Ω then ξ is a random variable. The following result can be proved.
Proposition 1.3. (See [6, Theorem 2.2].) If Z is Aumann integrable, u : Ω × Rr → R ∪ {−∞,+∞} is measurable, u(ω, ·) is upper
semicontinuous for everyω ∈ Ω and the integral functional K (z) =: E[u(·, z(·))] is deﬁned for every z ∈ S(Z) and there exists at least
one z0 ∈ S(Z) such that K (z0) < ∞, then sup{E[u(·, z(·))]: z ∈ S(Z)} = E[sup{u(ω, x): x ∈ Z(ω)}]. 
Remark 1.1. The above results are also true for a closed valued measurable multifunction F deﬁned on a complete measure
space (X,T ,μ). In particular, subtrajectory integrals S(F ) is closed and decomposable. It is bounded if F is integrably
bounded. Furthermore, it is convex and weakly compact if F is convex valued and integrably bounded. 
A family Φ = (Φt)t0 of set-valued random variables Φt : Ω → Cl(Rq) is said to be a q-dimensional set-valued stochastic
process. If Φt(ω) ∈ Conv(Rr) for every t  0 and ω ∈ Ω then Φ is called convex valued. In what follows we shall consider
set-valued processes with q = r×m and q = r. A set-valued process Φ = (Φt)t0 can be also deﬁned as a set-valued mapping
Φ : R+ × Ω  (t,ω) → Φt(ω) ∈ Cl(Rq) such that Φ(t, ·) is for every t  0 a set-valued random variable. If such deﬁned
multifunction Φ is β(R+) ⊗ F -measurable then a set-valued process Φ is said to be measurable. If furthermore for every
t  0 the set-valued mapping Φ(t, ·) is Ft-measurable then Φ is said to be F-nonanticipative. It is easy to see that Φ is F-
nonanticipative if and only if it is ΣF-measurable, where ΣF = {A ∈ βT ⊗F : At ∈ Ft for t  0} and At denotes the t-section
of a set A ⊂ R+ ×Ω . Similarly as above we can deﬁne integrably and square integrably boundedness of set-valued processes.
If a set-valued process Φ = (Φt)t0 is square integrably bounded then E
∫ T
0 ‖Φt‖2 dt < ∞, where ‖Φt(ω)‖ = sup{|x|: x ∈
Φt(ω)}. In what follows, by S(Φ) we denote the square integrably subtrajectory integrals of a set-valued stochastic process
Φ : R+ ×Ω → Cl(Rq), i.e., a set of all measurable and square dt× P -integrable selectors of Φ . By SF(Φ) we denote a subset
of S(Φ) containing all F-nonanticipative elements of S(Φ). If Φ is a set-valued process deﬁned on [0, T ] × Ω its square
integrably subtrajectory integrals will be still denoted by S(Φ). In this case S(Φ) ⊂ L2([0, T ] × Ω,βT ⊗ FT ,Rq). Similarly
if Φ : [0, T ] × Ω → Cl(Rq) is F-nonanticipative then SF(Φ) ⊂ L2([0, T ] × Ω,ΣF,Rq). If S(Φ) = ∅ then Φ is said to be
Aumann integrable, whereas it is called Itô integrable if SF(Φ) = ∅. If Φ is square integrably bounded then S(Φ) and SF(Φ)
are the closed bounded decomposable subsets of L2([0, T ] × Ω,βT ⊗ FT ,Rq) and L2([0, T ] × Ω,ΣF,Rq), respectively. If
furthermore Φ is convex valued then S(Φ) and SF(Φ) are the convex weakly compact subsets of these spaces, respectively.
2. Functional set-valued stochastic integrals
Let B = (Bt)t0 be m-dimensional F-Brownian motion deﬁned on PF and denote by J B the mapping deﬁned on
L2
F
=: L2([0, T ] × Ω,ΣF,Rr×m) by setting J B(ϕ) =
∫ T
0 ϕt dBt for every ϕ = (ϕt)0tT ∈ L2F . It is clear that J B is a lin-
ear continuous mapping on L2
F
with values at L2(Ω,FT ,Rr). Given an Itô integrable set-valued process Φ = (Φt)0tT
with values at Cl(Rr×m) the set J B [SF(Φ)] ⊂ L2(Ω,FT ,Rr) is denoted by J B(Φ) and said to be the Itô functional
set-valued stochastic integral. Similarly, if T : L2([0, T ] × Ω,βT ⊗ FT ,Rr) → L2(Ω,FT ,Rr) is a linear mapping deﬁned
by setting T (ϕ)(ω) = ∫ T0 ϕt(ω)dt for ω ∈ Ω then for a given Aumann integrable set-valued process Φ = (Φt)0tT
with values at Cl(Rr) the set T [S(Φ)] ⊂ L2(Ω,FT ,Rr) is denoted by T (Φ). If Φ is an Itô integrable then the set
T [SF(Φ)] ⊂ L2(Ω,FT ,Rr) is denoted by TF(Φ) and said to be the Aumann functional set-valued stochastic integral of
Φ with respect to the Lebesgue measure dt . We have the following properties of the functional set-valued stochastic inte-
grals.
Theorem 2.1. Let Φ = (Φt)0tT and Ψ = (Ψt)0tT be r ×m-dimensional Itô integrable set-valued processes. Then
(i) J B(Φ) is a closed subset of L2(Ω,FT ,Rr) and E[ J B(Φ)] = {0}. If Φ is square integrably bounded then J B(Φ) is a bounded
subset of L2(Ω,FT ,Rr),
(ii) if J B(Φ) is not a singleton then it is not decomposable,
(iii) dec{ J B(Φ)} = L2(Ω,FT ,Rr) if and only if Int[dec{ J B(Φ)}] = ∅,
(iv) if Φ is convex valued then J B(Φ) and dec[ J B(Φ)] are the convex and weakly closed subsets of L2(Ω,FT ,Rr),
(v) if (Ω,F , P ) is separable then there exists a sequence (ϕn)∞n=1 ⊂ SF(Φ) such that J B(Φ) = clL2 {
∫ T
0 ϕ
n
t dBt : n  1} and
dec[ J B(Φ)] = dec{
∫ T
0 ϕ
n
t dBt : n 1},
(vi) if Φ is convex valued and square integrably bounded then J B(Φ) is a convex weakly compact subset of L2(Ω,FT ,Rr) and there
exists a sequence (ϕn)∞n=1 ⊂ SF(Φ) such that J B(Φ) = clw{
∫ T
0 ϕ
n
t dBt : n 1} and dec[ J B(Φ)] = clw [dec{
∫ T
0 ϕ
n
t dBt : n 1}],
(vii) if Φ and Ψ are convex valued and square integrably bounded then J B(Φ + Ψ ) = J B(Φ) + J B(Ψ ),
(viii) if Φ is convex valued square integrably bounded and P is nonatomic then there exists a sequence (ϕn)∞n=1 ⊂ SF(Φ) such that
dec[ J B(Φ)] = co[dec{
∫ T
0 ϕ
n
t dBt : n 1}].
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exists a sequence (ϕn)∞n=1 of SF(Φ) such that un =
∫ T
0 ϕ
n
t dBt for n 1. For every n >m one has
E|un − um|2 = E
∣∣∣∣∣
T∫
0
ϕnt dBt −
T∫
0
ϕmt dBt
∣∣∣∣∣
2
= E
T∫
0
∣∣ϕnt − ϕmt ∣∣2 dBt,
which implies that (ϕn)∞n=1 is a Cauchy sequence of L2F . Therefore, there exists ϕ ∈ L2F such that E| J B(ϕn) − J B(ϕ)|2 → 0
as n → ∞. But SF(Φ) is a closed subset of L2F . Therefore, ϕ ∈ SF(Φ) and u = J B(ϕ) ∈ J B(Φ).
If Φ is square integrable bounded then E
∫ T
0 ‖Φt‖2 dt < ∞. Similarly as above for every u ∈ J B(Φ) there exists ϕ ∈ SF(Φ)
such that u = ∫ T0 ϕt dBt . Therefore, for every u ∈ J B(Φ) one has
E|u|2 = E
∣∣∣∣∣
T∫
0
ϕt dBt
∣∣∣∣∣
2
= E
T∫
0
|ϕt |2 dt  E
T∫
0
‖Φt‖2 dt.
Thus sup{E|u|2: u ∈ J B(Φ)}  E
∫ T
0 ‖Φt‖2 dt < ∞. Finally, by the deﬁnition of J B(Φ) one has E[ J B(Φ)] = {E[ J B(ϕ)] =
0: ϕ ∈ SF(Φ)} = {0}.
(ii) Suppose dec{ J B(Φ)} = J B(Φ). Then for every A ∈ FT and every u, v ∈ J B(Φ) one has 1Au + 1Ω\A v ∈ J B(Φ). Let
ϕ,ψ ∈ SF(Φ) be such that u = J B(ϕ) and v = J B(ψ). We have 1A J B(ϕ) + 1Ω\A J B(ψ) = J B(ψ) + 1A J B(ϕ − ψ). Therefore,
E[1A J B(ϕ−ψ)] ∈ E[ J B(Φ)] = {0} for every A ∈ FT , which implies that J B(ϕ−ψ) = 0 because J B(ϕ−ψ) is FT -measurable.
Thus u = v for every u, v ∈ J B(Φ). A contradiction, because J B(Φ) is not a one point set. Then dec{ J B(Φ)} = J B(Φ).
(iii) If dec{ J B(Φ)} = L2(Ω,FT ,Rr) then Int[dec{ J B(Φ)}] = ∅, because in this case dec{ J B(Φ)} is an open set.
If Int[dec{ J B(Φ)}] = ∅ then for every u ∈ Int[dec{ J B(Φ)}] there exists an open ball B(u) centered at u such that
B(u) ⊂ Int[dec{ J B(Φ)}] ⊂ dec{ J B(Φ)}, which implies that dec{B(u)} ⊂ dec{ J B(Φ)}. Hence it follows that dec{ J B(Φ)} =
L
2(Ω,FT ,Rr), because dec{B(u)} = L2(Ω,FT ,Rr).
(iv) If Φ is convex valued then SF(Φ) is closed convex. Thus J B [SF(Φ)] is convex, because J B is linear. Hence and (i)
it follows that J B(Φ) is a closed convex subset of L2(Ω,FT ,Rr), which by Mazur’s Theorem [1, Theorem 9.11] implies that
of J B(Φ) is a sequentially weakly closed, and therefore weakly closed subset of L2(Ω,FT ,Rr). The properties of dec[ J B(Φ)]
follow now immediately from Proposition 1.1.
(v) Suppose (Ω,F , P ) is separable. Then L2(Ω,FT ,Rr) is a separable metric space and hence its closed subset
J B(Φ) is a separable metric space. Thus there exists a sequence (un)∞n=1 of J B(Φ) such that J B(Φ) = clL2 {un: n  1}.
By the deﬁnition of J B(Φ) it follows that there exists a sequence (ϕn)∞n=1 of SF(Φ) such that un = J B(ϕn) for ev-
ery n  1, which together with the last equality implies that J B(Φ) = clL2 {
∫ T
0 ϕ
n
t dBt : n  1}. Hence it follows that
dec{ J B(Φ)} = dec{clL2 {
∫ T
0 ϕ
n
t dBt : n  1}}. We shall show now that dec{clL2 {
∫ T
0 ϕ
n
t dBt : n  1}} = dec{
∫ T
0 ϕ
n
t dBt : n  1}.
Indeed, it is clear that dec{∫ T0 ϕnt dBt : n  1} ⊂ dec{clL2 {∫ T0 ϕnt dBt : n  1}}. Let u ∈ dec{clL2 {∫ T0 ϕnt dBt : n  1}}. Then by
the deﬁnition of dec{clL2 {
∫ T
0 ϕ
n
t dBt : n  1}}, for every ε > 0 there exist an FT -measurable partition (Ak)Nk=1 of Ω and a
family (vk)Nk=1 ⊂ clL2 { J B(ϕn): n 1} such that E|u−
∑N
k=1 1Ak vk|2 < ε/4. For every k = 1, . . . ,N there exists a subsequence
(ϕn j(k))∞j=1 of (ϕ
n)∞n=1 such that max1kN E|vk − J B(ϕn j(k))|2 → 0 as j → ∞. Thus for every ε > 0 there exists rN  1 such
that max1kN E|vk − J B(ϕn j(k))|2 < ε/4N for j  rN . Now, for every j  rN one obtains
E
∣∣∣∣∣u −
N∑
k=1
1Ak J B
(
ϕn j(k)
)∣∣∣∣∣
2
 2E
∣∣∣∣∣u −
N∑
k=1
1Ak vk
∣∣∣∣∣
2
+ 2E
∣∣∣∣∣
N∑
k=1
1Ak
(
vk − J B
(
ϕn j(k)
))∣∣∣∣∣
2
 ε/2+ 2E
N∑
k=1
1Ak
∣∣vk − J B(ϕn j(k))∣∣2  ε.
Then, u ∈ dec{ J B(ϕn): n  1} and therefore, dec{clL2 {
∫ T
0 ϕ
n
t dBt : n  1}} ⊂ dec{
∫ T
0 ϕ
n
t dBt : n  1}. Thus dec{clL2 {
∫ T
0 ϕ
n
t dBt :
n 1}} = dec{∫ T0 ϕnt dBt : n 1}.
(vi) Let Φ be convex valued and square integrably bounded. Similarly as in the case of (vi) of Proposition 1.2 we can ver-
ify that SF(Φ) is a convex weakly compact subset of L2F . By linearity of J B and the deﬁnition of J B(Φ) it follows that J B(Φ)
is a convex and weakly compact subset of L2(Ω,FT ,Rr). Then J B(Φ) together with the induced weak topology is a separa-
ble topological space. Thus there exists a sequence (un)∞n=1 of J B(Φ) such that J B(Φ) = clw{un: n 1}. For every n 1 there
exists ϕn ∈ SF(Φ) such that un =
∫ T
0 ϕ
n
t dBt . Therefore, J B(Φ) = clw{
∫ T
0 ϕ
n
t dBt : n  1}. Hence it follows that dec[ J B(Φ)] =
clw [dec{clw{
∫ T
0 ϕ
n
t dBt : n  1}}], because clw [dec{ J B(Φ)}] = dec[ J B(Φ)]. We shall show that clw [dec{clw{
∫ T
0 ϕ
n
t dBt :
n  1}}] = clw [dec{
∫ T
ϕnt dBt : n  1}]. It is clear that clw [dec{
∫ T
ϕnt dBt : n  1}] ⊂ clw [dec{clw{
∫ T
ϕnt dBt : n  1}}]. Let0 0 0
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∫ T
0 ϕ
n
t dBt : n  1}}]. There exists a sequence (um)∞m=1 of dec{clw [{
∫ T
0 ϕ
n
t dBt : n  1}]} weakly converging
to u, i.e., such that | ∫A um dP − ∫A u dP | → 0 for every A ∈ FT as m → ∞. For every m  1 there exist an FT -measurable
partition (Amk )
Nm
k=1 of Ω and a family (v
m
k )
Nm
k=1 ⊂ clw{ J B(ϕn): n  1} such that um =
∑Nm
k=1 1Amk v
m
k . For every m 1 and k =
1, . . . ,Nm there exists a subsequence (ϕn j(k,m))∞j=1 of (ϕ
n)∞n=1 such that |
∫
C J B(ϕ
n j(k,m))dP −∫C vmk dP | → 0 for every C ∈ FT
as j → ∞. By weak compactness of SF(Φ) for every m  1 and k = 1, . . . ,Nm there exists a subsequence, still denoted by
(ϕn j(k,m))∞j=1, of (ϕ
n j(k,m))∞j=1 weakly converging to ϕ
k,m ∈ SF(Φ), which implies that |
∫
C J B(ϕ
n j(k,m))dP − ∫C ϕk,m dP | → 0
for every C ∈ FT as j → ∞. Now, for every j,m 1 one has∣∣∣∣∣
∫
A
u dP −
∫
A
Nm∑
k=1
1Amk J B
(
ϕk,m
)
dP
∣∣∣∣∣

∣∣∣∣
∫
A
u dP −
∫
A
um dP
∣∣∣∣+
∣∣∣∣∣
∫
A
um dP −
∫
A
Nm∑
k=1
1Amk J B
(
ϕn j(k,m)
)
dP
∣∣∣∣∣+
∣∣∣∣∣
Nm∑
k=1
∫
A
1Amk
(
J B
(
ϕn j(k,m)
)− J B(ϕk,m))dP
∣∣∣∣∣

∣∣∣∣
∫
A
u dP −
∫
A
um dP
∣∣∣∣+
∣∣∣∣∣
Nm∑
k=1
∫
A
1Amk
(
vmk − J B
(
ϕn j(k,m)
))
dP
∣∣∣∣∣
+
∣∣∣∣∣
Nm∑
k=1
∫
A
1Amk J B
(
ϕn j(k,m)
)
dP −
Nm∑
k=1
∫
A
1Amk J B
(
ϕk,m
)
dP
∣∣∣∣∣

∣∣∣∣∣
Nm∑
k=1
∫
A∩Amk
(
vmk − J B
(
ϕn j(k,m)
))
dP
∣∣∣∣∣+
∣∣∣∣
∫
A
(u − um)dP
∣∣∣∣+
∣∣∣∣∣
Nm∑
k=1
∫
A∩Amk
(
J B
(
ϕn j(k,m)
)− J B(ϕk,m))dP
∣∣∣∣∣.
Hence it follows∣∣∣∣∣
∫
A
u dP −
∫
A
Nm∑
k=1
1Amk J B
(
ϕk,m
)
dP
∣∣∣∣∣
∣∣∣∣
∫
A
(u − um)dP
∣∣∣∣
for every A ∈ FT and m  1. Then a sequence (∑Nmk=1 1Amk J B(ϕk,m))∞m=1 of dec{ J B(ϕn): n  1} converges weakly
to u. Therefore, u ∈ clw [dec{ J B(ϕn): n  1}]. Thus clw [dec{clw{
∫ T
0 ϕ
n
t dBt : n  1}}] ⊂ clw [dec{
∫ T
0 ϕ
n
t dBt : n  1}] and
clw [dec{clw{
∫ T
0 ϕ
n
t dBt : n 1}}] = clw [dec{
∫ T
0 ϕ
n
t dBt : n 1}].
(vii) Similarly as in the case (viii) of Proposition 1.2 we can verify that SF(Φ + Ψ ) = SF(Φ) + SF(Ψ ). Therefore,
J B [SF(Φ + Ψ )] = J B [SF(Φ) + SF(Ψ )]. For every u ∈ J B [SF(Φ) + SF(Ψ )] there are ϕ ∈ SF(Φ) and ψ ∈ SF(Ψ ) such that
u = J B(ϕ)+ J B(ψ) ∈ J B [SF(Φ)] + J B [SF(Ψ )]. Then J B [SF(Φ)+ SF(Ψ )] ⊂ J B [SF(Φ)] + J B [SF(Ψ )]. In a similar way we also
get J B [SF(Φ)] + J B [SF(Ψ )] ⊂ J B [SF(Φ)+ SF(Ψ )]. Therefore, J B [SF(Φ +Ψ )] = J B [SF(Φ)] + J B [SF(Ψ )], which is equivalent
to J B(Φ + Ψ ) = J B(Φ) + J B(Ψ ).
(viii) Let Φ be convex valued and square integrably bounded. Assume P is nonatomic. By virtue of [8, Theorem 2.3.17]
one has clw [dec{ J B(Φ)}] = co[dec{ J B(Φ)}] and clw [dec{ J B(ϕn): n  1}] = co[dec{ J B(ϕn): n  1}]. By convexity of J B(Φ)
and Proposition 1.1 it follows that dec{ J B(Φ)} is convex. Therefore, co[dec{ J B(Φ)}] = clL2 (co[dec{ J B(Φ)}]) = dec{ J B(Φ)}.
Hence and (vi) it follows that dec{ J B(Φ)} = co[dec{ J B(ϕn): n 1}]. 
Theorem 2.2. Let Φ = (Φt)0tT and Ψ = (Ψt)0tT be r-dimensional Itô integrable set-valued processes. Then
(i) if T (Φ) is decomposable,
(ii) if Φ is square integrably bounded then TF(Φ) is a bounded subset of L2(Ω,FT ,Rr). If furthermore Φ is convex valued then
TF(Φ) is a convex weakly compact subset of L2(Ω,FT ,Rr),
(iii) dec{TF(Φ)} = L2(Ω,FT ,Rr) if and only if Int[dec{TF(Φ)}] = ∅,
(iv) if Φ is convex valued and square integrable bounded then TF(Φ) and dec[TF(Φ)] are the convex and weakly closed subsets of
L
2(Ω,FT ,Rr),
(v) if (Ω,F , P ) is separable then there exists a sequence (ϕn)∞n=1 ⊂ SF(Φ) such that TF(Φ) = clL2 {
∫ T
0 ϕ
n
t dt: n  1} and
dec[TF(Φ)] = dec{
∫ T
0 ϕ
n
t dt: n 1},
(vi) if Φ is convex valued and square integrably bounded then TF(Φ) is a convex and weakly compact subset of L2(Ω,FT ,Rr), and
there exists a sequence (ϕn)∞n=1 ⊂ SF(Φ) such that TF(Φ) = clw{
∫ T
0 ϕ
n
t dt: n 1} and clw{dec[TF(Φ)]} = clw [dec{
∫ T
0 ϕ
n
t dt:
n 1}],
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(viii) if Φ is convex valued square integrably bounded and P is nonatomic then there exists a sequence (ϕn)∞n=1 ⊂ SF(Φ) such that
dec[TF(Φ)] = co[dec{
∫ T
0 ϕ
n
t dt: n 1}].
Proof. (i) Let u, v ∈ T (Φ) and let ϕ,ψ ∈ S(Φ) be such that u = T (ϕ) and v = T (ψ). For every A ∈ FT one has 1Au +
1Ω\A = T (1Aϕ + 1Ω\Aψ) ∈ T (Φ). Then T (Φ) is decomposable.
(ii) Immediately from Hölder’s inequality it follows that E|T (ϕ)|2  T E ∫ T0 |ϕt |2 dt for every ϕ ∈ L2F , which in particular
implies that T is continuous. If Φ is square integrably bounded then sup{E|u|2: u ∈ TF(Φ)}  T E
∫ T
0 ‖Φt‖2 dt < ∞. If
furthermore Φ is convex valued then SF(Φ) is convex and weakly compact, which, by the properties of T and the deﬁnition
of TF(Φ), implies that TF(Φ) is a convex weakly compact subset of L2(Ω,FT ,Rr).
(iii)–(viii) can be veriﬁed similarly as (iii)–(viii) of Theorem 2.1. 
Remark 2.1. Up to now we do not know if for every r-dimensional Itô integrable set-valued process Φ the set TF(Φ) is
decomposable or not. 
Remark 2.2. It can be proved [12, Theorem 2] that if Φ and Ψ are the r- and r ×m-dimensional F-nonanticipative square
integrably bounded set-valued processes and x = (xt)t0 is an L2-continuous stochastic process such that
xt − xs ∈ clL2
{TF(1[s,t]Φ) + J B(1[s,t]Ψ )}
for every 0 s < t < ∞ then for every ε > 0 there are f ε ∈ SF(Φ) and gε ∈ SF(Ψ ) such that
sup
t0
∥∥∥∥∥xt − x0 −
t∫
0
f ετ dτ −
t∫
0
gετ dBτ
∥∥∥∥∥
L2
 ε.
If furthermore, Φ and Ψ are convex valued then there are f ∈ SF(Φ) and g ∈ SF(Ψ ) such that xt = x0 +
∫ t
0 fτdτ +
∫ t
0 gτ dBτ
a.s. for every t  0. 
3. Set-valued stochastic integrals
Let B = (Bt)t0 be an m-dimensional F-Brownian motion and Φ = (Φt)0tT an r ×m-dimensional Itô integrable set-
valued process on PF . By virtue of [8, Theorem 2.3.8] there exists exactly one (with respect to the equality a.s.) the set-
valued random variable F : Ω → Cl(Rr) such that S(F ) = dec J B(Φ), where S(F ) denotes the set of all FT -measurable
square integrable selectors of F .
The set-valued random variable F satisfying conditions presented above is denoted by
∫ T
0 Φt dBt and said to be the Itô
set-valued stochastic integral of Φ with respect to the Brownian motion B . If Φ = (Φt)t0 is an r × m-dimensional Itô
integrable set-valued stochastic process then the set-valued stochastic process (
∫ t
0 Φτ dBτ )t0 is said to be the indeﬁnite Itô
set-valued stochastic integral of Φ with respect to the Brownian motion B . Here and latter we put
∫ 0
0 Φτ dBτ = {0} a.s.
In a similar way we deﬁne the Aumann set-valued stochastic integral of an r-dimensional Itô integrable set-valued
process Φ with respect to the Lebesgue measure dt . It is denoted by
∫ T
0 Φt dt and deﬁned as the set-valued random vari-
able such that S(
∫ T
0 Φt dt) = dec[TF(Φ)]. The indeﬁnite Aumann set-valued stochastic integral is deﬁned as the set-valued
stochastic process of the form (
∫ t
0 Φτdτ )t0. Immediately from Theorem 2.1 and Theorem 2.2 we obtain the following
properties of Itô’s and Aumann’s set-valued stochastic integrals.
Theorem 3.1. Let B = (Bt)t0 be anm-dimensional F-Brownianmotion,Φ = (Φt)0tT andΨ = (Ψt)0tT the r×m-dimensional
Itô integrable set-valued processes on PF . Then
(i) S(
∫ T
0 Φt dBt) = L2(Ω,FT ,Rr) if and only if Int[S(
∫ T
0 Φt dBt)] = ∅,
(ii)
∫ T
0 Φt dBt is convex valued if Φ is convex valued,
(iii) if (Ω,F , P ) is separable then there exists a sequence (ϕn)∞n=1 ⊂ SF(Φ) such that (
∫ T
0 Φt dBt)(ω) = cl{(
∫ T
0 ϕ
n
t dBt)(ω): n 1}
for a.e. ω ∈ Ω ,
(iv) if Φ is convex valued square integrably bounded and P is nonatomic then there exists a sequence (ϕn)∞n=1 ⊂ SF(Φ) such that
(
∫ T
0 Φt dBt)(ω) = co[cl{(
∫ T
0 ϕ
n
t dBt)(ω): n 1}] for a.e. ω ∈ Ω ,
(v) if Φ and Ψ are convex valued square integrable bounded and P is nonatomic then
∫ T
(Φ +Ψ )t dBt =
∫ T
Φt dBt +
∫ T
Ψt dBt a.s.0 0 0
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(ii) By the deﬁnition of
∫ T
0 Φt dBt , Proposition 1.1 and (iv) of Theorem 2.1 one gets
S
( T∫
0
Φt dBt
)
= dec J B(Φ) = co
[
dec J B(Φ)
]= co S
( T∫
0
Φt dBt
)
.
But S(
∫ T
0 Φt dBt) is a closed subset of L
2(Ω,FT ,Fr). Therefore, by (i) of Proposition 1.2 and the above equalities we get
S
( T∫
0
Φt dBt
)
= clL2
[
S
( T∫
0
Φt dBt
)]
= co S
( T∫
0
Φt dBt
)
.
Then
S
( T∫
0
Φt dBt
)
= S
(
co
T∫
0
Φt dBt
)
,
which by (vi) of Proposition 1.2 implies that
∫ T
0 Φt dBt = co
∫ T
0 Φt dBt a.s.
(iii) By the deﬁnition of
∫ T
0 Φt dBt and (v) of Theorem 2.1 one has S(
∫ T
0 Φt dBt) = dec{
∫ T
0 ϕ
n
t dBt : n  1}, where
(ϕn)∞n=1 ⊂ SF(Φ) is such that J B(Φ) = clL2 {
∫ T
0 ϕ
n
t dBt : n  1}. Let Λ : Ω → Cl(Rr) be a set-valued random variable de-
ﬁned by Λ(ω) = cl{(∫ T0 ϕnt dBt)(ω): n 1} for ω ∈ Ω . It is clear that (∫ T0 ϕnt dBt)∞n=1 ⊂ S(Λ). Then by (iv) of Proposition 1.2
one has S(Λ) = dec{∫ T0 ϕnt dBt : n 1}. Thus S(∫ T0 Φt dBt) = dec{∫ T0 ϕnt dBt : n 1} = S(Λ) which, by (vi) of Proposition 1.2,
implies that
∫ T
0 Φt dBt = Λ a.s. Then
∫ T
0 Φt dBt = cl{
∫ T
0 ϕ
n
t dBt : n 1} a.s.
(iv) By (viii) of Theorem 2.1 one has dec[ J B(Φ)] = co[dec{
∫ T
0 ϕ
n
t dBt : n  1}], where (ϕn)∞n=1 ⊂ SF(Φ) is such
that J B(Φ) = clw{
∫ T
0 ϕ
n
t dBt : n  1}. Hence and the deﬁnition of the integral
∫ T
0 Φt dBt it follows that S(
∫ T
0 Φt dBt) =
co[dec{∫ T0 ϕnt dBt : n  1}]. Let G(ω) = co[cl{(∫ T0 ϕnt dBt)(ω): n  1}] for ω ∈ Ω . It is clear that cl{(∫ T0 ϕnt dBt)(ω): n  1} is
a compact subset of Rr for a.e. ω ∈ Ω , because Φ is integrably bounded. Therefore, by Mazur’s Theorem [4, Theorem V.2.6]
co[cl{(∫ T0 ϕnt dBt)(ω): n 1}] is also compact. Then G(ω) = co[cl{(∫ T0 ϕnt dBt)(ω): n 1}] for a.e. ω ∈ Ω . Similarly as above
we have {∫ T0 ϕnt dBt : n  1} ⊂ S(G). But S(G) is a closed convex and decomposable subset of L2(Ω,FT ,Rr). Therefore,
co[dec{∫ T0 ϕnt dBt : n 1}] ⊂ S(G). On the other hand, by (i) of Proposition 1.2 one has S(G) = S(co[cl{∫ T0 ϕnt dBt : n 1}]) =
co[S(cl{∫ T0 ϕnt dBt : n  1})]. Therefore, for every u ∈ S(G) there exists a sequence (um)∞m=1 of co[S(cl{∫ T0 ϕnt dBt : n  1})]
such that E|u−um|2 → 0 as m → ∞. Then for every ε > 0 there exists mε  1 such that E|u−um|2  ε/4 for every mmε .
Now for every m  1 there exist λm1 , . . . , λmk(m) ∈ [0,1] and vm1 , . . . , vmk(m) ∈ S(cl{
∫ T
0 ϕ
n
t dBt : n  1}) such that
∑k(m)
k=1 λ
m
k = 1
and um =∑k(m)k=1 λmk vmk a.s. By (v) of Proposition 1.2, for every m 1 and k = 1, . . . ,k(m) there exist an FT -measurable par-
tition (Ak,mj )
N(k,m)
j=1 of Ω and a family (ϕ
n j(k,m))
N(k,m)
j=1 ⊂ {
∫ T
0 ϕ
n
t dBt : n 1} such that E|vmk −
∑N(k,m)
j=1 1Ak,mj
∫ T
0 ϕ
n j(k,m)
t dBt |2 
ε/4k(mε)M(ε), where M(ε) =∑k(mε)k=1 (λmεk )2. Hence, for every mmε it follows
E
∣∣∣∣∣u −
k(m)∑
k=1
λmk
( N(k,m)∑
j=1
1
Ak,mj
T∫
0
ϕ
n j(k,m)
t dBt
)∣∣∣∣∣
2
 2E|u − um|2 + 2E
∣∣∣∣∣
k(m)∑
k=1
λmk v
m
k −
k(m)∑
k=1
λmk
( N(k,m)∑
j=1
1
Ak,mj
T∫
0
ϕ
n j(k,m)
t dBt
)∣∣∣∣∣
2
 ε/2+ 2E
[ k(m)∑
k=1
λmk
∣∣∣∣∣vmk −
N(k,m)∑
j=1
1
Ak,mj
T∫
0
ϕ
n j(k,m)
t dBt
∣∣∣∣∣
]2
= ε/2+ 2E[〈λm, ξm〉]2,
where 〈·,·〉 denotes the inner product in Rm, λm = (λm1 , . . . , λmk(m)) and ξm = (ξm1 , . . . , ξmk(m)) with ξmk = |vmk −∑N(k,m)
j=1 1Ak,mj
∫ T
0 ϕ
n j(k,m)
t dBt | for k = 1, . . . ,k(m) and m  mε . But E[〈λm, ξm〉]2  E[〈λm, λm〉〈ξm, ξm〉] = |λm|2E[|ξm|2]
for m  1. Hence, by the properties of E|ξmk |2 for every ε > 0 and m = mε it follows E[〈λmε , ξmε 〉]2  |λmε |2k(mε)ε/
2k(mε)M(ε) = ε/2. Therefore, for every ε > 0 we get
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∣∣∣∣∣u −
k(mε)∑
k=1
λ
mε
k
( N(k,mε)∑
j=1
1
Ak,mεj
T∫
0
ϕ
n j(k,mε)
t dBt
)∣∣∣∣∣
2
 ε.
Taking in particular ε = 1/r for r  1 we obtain a sequence (zr)∞r=1 of co[dec{
∫ T
0 ϕ
n
t dBt : n  1}] such that E|zr −
u|2 → 0 as r → ∞. Therefore, u ∈ co[dec{∫ T0 ϕnt dBt : n  1}], which implies that S(G) ⊂ co[dec{∫ T0 ϕnt dBt : n  1}]. Thus
S(G) = co[dec{∫ T0 ϕnt dBt : n  1}]. But by (viii) of Theorem 2.1 and the deﬁnition of ∫ T0 Φt dBt one has S(∫ T0 Φt dBt) =
co[dec{∫ T0 ϕnt dBt : n  1}]. Therefore, S(∫ T0 Φt dBt) = S(G), which by (vi) of Proposition 1.2 implies that ∫ T0 Φt dBt = G a.s.
Thus (
∫ T
0 Φt dBt)(ω) = co[cl{(
∫ T
0 ϕ
n
t dBt)(ω): n 1}] for a.e. ω ∈ Ω .
(v) Let (ϕn)∞n=1 ⊂ SF(Φ) and (ψm)∞m=1 ⊂ SF(Ψ ) be such that J B(Φ) = clw{
∫ T
0 ϕ
n
t dBt : n 1} and J B(Ψ ) = clw{
∫ T
0 ψ
m
t dBt :
m 1}. By (vii) of Theorem 2.1 one has J B(Φ + Ψ ) = J B(Φ) + J B(Ψ ). Therefore, for every n,m 1 one has J B(ϕn + ψm) ∈
J B(Φ + Ψ ), which implies that clw{
∫ T
0 (ϕ
n
t + ψmt )dBt : n,m  1} ⊂ J B(Φ + Ψ ). For every u ∈ J B(Φ + Ψ ) there exists
(ϕ,ψ) ∈ SF(Φ) × SF(Ψ ) such that u = J B(ϕ + ψ). On the other hand, by the properties of sequences (φn)∞n=1 and
(ψm)∞m=1 there exist subsequences (ϕnk )∞k=1 and (ψ
nk )∞k=1 of (ϕ
n)∞n=1 and (ψm)∞m=1, respectively such that ( J B(ϕnk ))∞k=1
and ( J B(ψnk ))∞k=1 converge weakly to J B(ϕ) and J B(ψ), respectively. Therefore, ( J B(ϕ
nk + ψnk ))∞k=1 converges weakly to
J B(ϕ+ψ) = u, which implies that u ∈ clw{
∫ T
0 (ϕ
n
t +ψm)dBt : n,m 1}. Then J B(Φ +Ψ ) ⊂ clw{
∫ T
0 (ϕ
n
t +ψm)dBt : n,m 1}.
Thus J B(Φ + Ψ ) = clw{
∫ T
0 (ϕ
n
t + ψm)dBt : n,m  1}. Now, by virtue of (iv) veriﬁed above, we get
∫ T
0 (Φt + Ψt)dBt =
co[cl{∫ T0 (ϕnt + ψmt )dBt : n,m  1}] = co[cl{∫ T0 ϕnt dBt + ∫ T0 ψmt dBt : n,m  1}] a.s. Let A = {(∫ T0 ϕnt dBt)(ω): n  1} and B =
{(∫ T0 ψmt dBt)(ω): m 1} for ﬁxed ω ∈ Ω . It is clear that A and B are the compact subsets of Rr for a.e. ω ∈ Ω . Therefore,
A + B = A + B . Then [4, Theorem V.2.4] co(A + B) = co(A) + co(B), because by Mazur’s Theorem [4, Theorem V.2.6] co(A)
is compact. Thus co[cl{∫ T0 ϕnt dBt + ∫ T0 ψmt dBt : n,m  1}] = co[cl{(∫ T0 ϕnt dBt)(ω): n  1}] + co[cl{(∫ T0 ψmt dBt)(ω): m  1}].
Hence, by virtue of (iv) veriﬁed above, it follows that
∫ T
0 (Φt + Ψt)dBt =
∫ T
0 Φt dBt +
∫ T
0 Ψt dBt a.s. 
Remark 3.1. The authors of the paper [9] proved of the above property (iii) (see [8, Theorem 3.5]) for a convex valued mul-
tiprocess and an arbitrary probability space (Ω,F , P ). Unfortunately, the proof is not correct, because in the proof of this
theorem the authors applied for every j,n  1 the equality
∑mj(n)
i=1 (1Am j (n)i
∫ t
0 f
m j(n)
i (s, ·)dws)(ω) = (
∫ t
0 f
m j(n)
k (s, ·)dws)(ω)
for any k ∈ [1,mj(n)] and a.e. ω ∈ Ω, where (Amj(n)i )
mj(n)
i=1 is Ft-measurable partition of Ω and ( f
m j(n)
i (s, ·))0st ∈ S2(F (t))
for every i = 1, . . . ,mj(n). The authors of the paper [9] did not notice that the above number k ∈ [1,mj(n)] depends on
ω ∈ Ω and should be selected for every ω ∈ Ω such that ω ∈ Amj(n)k(ω) . We do not know the properties of the mapping
[0, t] × Ω  (s,ω) → f m j(n)k(ω) (s,ω) ∈ R. Therefore, in particular, we do not know if this mapping belongs to S2(F (t)) and if
the last Itô integral exists. 
In a similar way as above we can prove the following theorem.
Theorem 3.2. Let Φ = (Φt)0tT and Ψ = (Ψt)0tT be the r-dimensional Itô integrable set-valued processes on PF . Then
(i)
∫ T
0 Φt dt is square integrable bounded if Φ is square integrable bounded,
(ii)
∫ T
0 Φt dt is convex valued if Φ is convex valued,
(iii) if (Ω,F , P ) is separable then there exists a sequence (ϕn)∞n=1 ⊂ SF(Φ) such that (
∫ T
0 Φt dt)(ω) = cl{(
∫ T
0 ϕ
n
t dt)(ω): n 1} for
a.e. ω ∈ Ω ,
(iv) if Φ is convex valued square integrable bounded and P is nonatomic then there exists a sequence (ϕn)∞n=1 ⊂ SF(Φ) such that
(
∫ T
0 Φt dt)(ω) = co[cl{(
∫ T
0 ϕ
n
t dt)(ω): n 1}] for a.e. ω ∈ Ω ,
(v) if Φ and Ψ are convex valued square integrable bounded and P is nonatomic then
∫ T
0 (Φ + Ψ )t dt =
∫ T
0 Φt dt +
∫ T
0 Ψtdt a.s. 
Theorem 3.3. Let B = (Bt)t0 be an m-dimensional F-Brownian motion and Φ = (Φt)0tT an r ×m-dimensional Itô integrable
set-valued process on PF . Then
(i) S(
∫ T
0 Φt dt) = dec{ J B(L2F)} if Φ is square integrably bounded,
(ii) if (Ω,F , P ) is separable then
E
∥∥∥∥∥
T∫
0
Φt dBt
∥∥∥∥∥
2
 sup
(ϕnk )Nk=1⊂{ϕn: n1}
E
[
max
1kN
∣∣∣∣∣
T∫
0
ϕ
nk
t dBt
∣∣∣∣∣
2]
for every sequence (ϕn)∞ ⊂ SF(Φ) such that
∫ T
Φt dBt = cl{
∫ T
ϕnt dBt : n 1} a.s.,n=1 0 0
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E
∥∥∥∥∥
T∫
0
Φt dBt
∥∥∥∥∥
2
 sup
(ϕnk )Nk=1⊂{ϕn: n1}
E
[
max
1kN
∣∣∣∣∣
T∫
0
ϕ
nk
t dBt
∣∣∣∣∣
2]
for every sequence (ϕn)∞n=1 ⊂ SF(Φ) such that
∫ T
0 Φt dBt = co[cl{
∫ T
0 ϕ
n
t dBt : n 1}] a.s.
Proof. (i) Similarly as in the case (iii) of Proposition 1.2 one gets Int[SF(Φ)] = ∅ and SF(Φ) = L2F . Hence and the deﬁnition
of
∫ T
0 Φt dBt the result follows.
(ii) Let (ϕn)∞n=1 be any sequence of SF(Φ) such that
∫ T
0 Φt dBt = cl{
∫ T
0 ϕ
n
t dBt : n  1} a.s. By virtue of Proposition 1.3
one has
E
∥∥∥∥∥
T∫
0
Φt dBt
∥∥∥∥∥
2
= E
[
sup
{
|x|2: x ∈
( T∫
0
Φt dBt
)
(ω)
}]
= sup
{
E|u|2: u ∈ S
( T∫
0
Φt dBt
)}
.
By (v) of Theorem 2.1 we have S(
∫ T
0 Φt dBt) = dec{
∫ T
0 ϕ
n
t dBt : n 1}. Therefore,
sup
{
E|u|2: u ∈ S
( T∫
0
Φt dBt
)}
= sup
{
E|u|2: u ∈ dec
{ T∫
0
ϕnt dBt : n 1
}}
= sup
{
E|u|2: u ∈ dec
{ T∫
0
ϕnt dBt : n 1
}}
= sup
{
E
∣∣∣∣∣
N∑
k=1
1Ak
T∫
0
ϕ
nk
t dBt
∣∣∣∣∣
2
: (Ak)
N
k=1 ∈ Π(Ω,FT ),
(
ϕnk
)N
k=1 ⊂
{
ϕn: n 1
}}
 sup
(ϕnk )Nk=1⊂{ϕn: n1}
E
[
max
1kN
∣∣∣∣∣
T∫
0
ϕ
nk
t dBt
∣∣∣∣∣
2]
.
Hence and the ﬁrst inequality the result follows. In a similar way (iii) can be veriﬁed. 
Remark 3.2. The authors of the paper [8] in the proofs of Theorem 3.7, Theorem 3.9 and Theorem 3.14 of this paper instead
of the equality
E
[
sup
{
|x|2: x ∈
( T∫
0
Φt dBt
)
(ω)
}]
= sup
{
E|u|2: u ∈ S
( T∫
0
Φt dBt
)}
have applied the equality of the form
E
[
sup
{
|x|2: x ∈
( T∫
0
Φt dBt
)
(ω)
}]
= sup
{
E
∣∣∣∣∣
T∫
0
ϕt dBt
∣∣∣∣∣
2
: ϕ ∈ SF(Φ)
}
.
Unfortunately it is not true because sup{E| ∫ T0 ϕt dBt |2: ϕ ∈ SF(Φ)} = sup{E|u|2: u ∈ J B(Φ)} and J B(Φ) = S(∫ T0 Φt dBt). 
Theorem 3.4. Let B = (Bt)t0 be an m-dimensional F-Brownian motion and Φ = (Φt)0tT an r ×m-dimensional Itô integrable
set-valued process on PF. If (Ω,F , P ) is separable then a set-valued stochastic integral
∫ T
0 Φt dBt is square integrably bounded if
and only if there exists a sequence (ϕn)∞n=1 ⊂ SF(Φ) such that
∫ T
0 Φt dBt = cl{
∫ T
0 ϕ
n
t dBt : n  1} a.s. and such that a sequence
(
∫ T
ϕnt dBt)
∞ is square integrably bounded.0 n=1
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∫ T
0 Φt dBt is square integrably bounded then by (ii) of Proposition 1.2, the set S(
∫ T
0 Φt dBt) is a nonempty
bounded subset of L2(Ω,FT ,Rr). Therefore, the set {
∫ T
0 ϕ
n
t dBt : n  1} is for every sequence (ϕn)∞n=1 ⊂ SF(Φ) such
that
∫ T
0 Φt dBt = cl{
∫ T
0 ϕ
n
t dBt : n  1} a.s. a bounded subset of this space because {
∫ T
0 ϕ
n
t dBt : n  1} ⊂ S(
∫ T
0 Φt dBt).
Hence it follows that a sequence (
∫ T
0 ϕ
n
t dBt)
∞
n=1 is square integrably bounded for every sequence (ϕn)∞n=1 ⊂ SF(Φ) such
that
∫ T
0 Φt dBt = cl{
∫ T
0 ϕ
n
t dBt : n  1} a.s. Conversely, if there exists a sequence (ϕn)∞n=1 ⊂ SF(Φ) such that
∫ T
0 Φt dBt =
{∫ T0 ϕnt dBt : n  1} a.s. and a sequence (∫ T0 ϕnt dBt)∞n=1 is square integrably bounded then there exists m ∈ L2(Ω,FT ,R+)
such that | ∫ T0 ϕnt dBt |m a.s. for every n 1. Hence and (ii) of Theorem 3.3 it follows that E‖ ∫ T0 Φt dBt‖2  E[m2]. Hence,
by Proposition 1.3 it follows that S(
∫ T
0 Φt dBt) is a bounded subset of L
2(Ω,FT ,Rr). Therefore, by virtue of (ii) of Proposi-
tion 1.2 the set-valued stochastic integral
∫ T
0 Φt dBt is square integrably bounded. 
Remark 3.3. Similar result follows from (iii) of Theorem 3.3 for a convex valued square integrably bounded set-valued
stochastic process Φ deﬁned on a ﬁltered probability space PF with a nonatomic measure P . 
Remark 3.4. In the paper [8] the authors estimated (see [8, Theorem 3.2]) the mean values of the norms of elements of
the set dec{∫ T0 ϕnt dBt : n 1} by K =
√
E
∫ t
0 ‖Φt‖2 dt and obtained E[|
∑N
k=1 1Ak
∫ T
0 ϕ
nk
t dBt |] K
∑N
k=1 P (Ak) = K instead of
E[|∑Nk=1 1Ak ∫ T0 ϕnkt dBt |] K ∑Nk=1 √P (Ak). Therefore, this approach does not prove that the set dec{∫ T0 ϕnt dBt : n  1} is
a bounded subset of L2(Ω,FT ,Rr), because sup{∑Nk=1 √P (Ak): (Ak)Nk=1 ∈ Π(Ω,FT )} is not ﬁnite. 
4. Indeﬁnite set-valued stochastic integrals
Let Φ = (Φt)t0 be an r ×m-dimensional Itô integrable set-valued stochastic process. For a given above m-dimensional
F-Brownian motion B by JB(Φ) we shall denote the indeﬁnite set-valued stochastic integral (
∫ t
0 Φτ dBτ )t0. Immediately
from the deﬁnition of set-valued stochastic integrals it follows that it is a closed valued F-adapted set-valued process. In
what follows by J B(Φ)t we shall denote for every t > 0 the functional set-valued stochastic integral of Φ on [0, t], i.e.,
J B(Φ)t = {
∫ t
0 ϕτ dBτ : ϕ ∈ SF(Φ)}. We shall show that for a given convex valued square integrably bounded set-valued
process Φ a set-valued mapping [0,∞)  t → S(∫ t0 Φτ dBτ ) ⊂ L2(Ω,F ,Rr) possesses a continuous selector. Similarly as
in [8] we prove the following result.
Lemma 4.1. Let (X,ρ) be a metric space. If Γ : X → P(L(Ω,F ,Rr)) is l.s.c., then the multifunction X  x → dec{Γ (x)} ⊂
L(Ω,F ,Rd) is l.s.c.
Proof. By virtue of [10, Theorem II.2.8] one has to verify that dec(Γ )−(C) =: {x ∈ X: dec{Γ (x)} ⊂ C} is a closed subset of
X for every closed set C ⊂ L(Ω,F ,Rr). Let C be a closed subset of L(Ω,F ,Rr) and (xn)∞n=1 a sequence of dec(Γ )−(C)
converging to x ∈ X . For every u ∈ dec{Γ (x)} ⊂ dec{Γ (x)} and ε > 0 there exist a measurable partition (Aεk )Nεk=1 of Ω
and a family (vεk )
Nε
i=1 ⊂ L(Ω,F ,Rr) such that ‖u −
∑Nε
i=1 1Aεk v
ε
k‖ < ε and vεk ∈ Γ (x) for every k = 1, . . . ,Nε . But Γ is
lower semicontinuous at x ∈ X . Therefore, by virtue of [10, Theorem II.2.9] for every k = 1, . . . ,Nε and ε > 0 there exists
a sequence (vn,εk )
∞
n=1 converging to v
ε
k and such that v
n,ε
k ∈ Γ (xn) for every n  1, k = 1, . . . ,Nε and ε > 0. Hence it
follows that ‖∑Nεk=1 1Aεk vn,εk −∑Nεk=1 1Aεk vεk‖ → 0 as n → ∞ for every ε > 0. Therefore, limn→∞ ‖u −∑Nεk=1 1Aεk vn,εk ‖ ε for
every ε > 0. But
∑Nε
i=1 1Aεk v
n,ε
k ∈ dec{Γ (xn)} ⊂ C for every n  1 and ε > 0. Then u ∈ C + εB , where B denotes the closed
unit ball of L(Ω,F ,Rr). Therefore, for every u ∈ dec{Γ (x)} one has u ∈ C = C . Thus dec{Γ (x)} ⊂ C, which implies that
x ∈ dec(Γ )−(C). Therefore, dec(Γ )−(C) is a closed subset of X for every closed set C ⊂ L(Ω,F ,Rr). 
Remark 4.1. Immediately from Lemma 4.1 it follows that the multifunction X  x → dec{Γ (x)} ⊂ L(Ω,F ,Rd) is l.s.c. 
Lemma 4.2. Let B = (Bt)t0 be an m-dimensional F-Brownian motion on PF . If Φ = (Φt)t0 is an r × m-dimensional F-
nonanticipative square integrably bounded set-valued process then a set-valued mapping Γ : [0,∞)  t → J B(Φ)t ∈ Cl[L2(Ω,
F ,Rr)] is l.s.c.
Proof. Let H denote the Hausdorff subdistance on the space Cl[L2(Ω,F ,Rr)] of all nonempty closed subsets of
L
2(Ω,F ,Rr), i.e., H(A,C) = supa∈A infc∈C
√
E|a − c|2 for A,C ∈ Cl[L2(Ω,F ,Rr)]. We shall show that Γ is H-l.s.c., i.e.,
that for every ﬁxed t  0 and every sequence (tn)∞n=1 of positive numbers tn converging to t we have H(Γ (t),Γ (tn)) → 0
as n → ∞. Let t  0 be ﬁxed and (tn)∞n=1 be a sequence converging to t . Assume tn  t for every n 1. For every ϕ ∈ SF(Φ)
one has dist2(
∫ t
0 ϕτ dBτ ,Γ (tn))  E|
∫ t
0 ϕτ dBτ −
∫ tn
0 ϕτ dBτ |2 = E|
∫ tn
t ϕτ dBτ |2 = E
∫ tn
t |ϕτ |2 dτ 
∫ tn
t E‖Φτ ‖2 dτ for every
n  1. Therefore, H(Γ (t),Γ (tn)) → 0 as n → ∞. In a similar way we can consider the case with t > 0 and every sequence
(tn)∞ of the interval [0, t] converging to t . Thus Γ is H-l.s.c. and therefore [10, p. 35] it is also l.s.c at every t  0. n=1
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result.
Theorem 4.3. Let B = (Bt)t0 be an m-dimensional F-Brownian motion on PF . If Φ = (Φt)t1 is an r × m-dimensional
F-nonanticipative square integrably bounded set-valued process then a set-valued mapping Λ : [0,∞)  t → S(∫ t0 Φτ dBτ ) ∈
Cl[L2(Ω,F ,Rr)] is l.s.c. 
Now from Michael’s continuous selection theorem and the properties of subtrajectory integrals of the set-valued stochas-
tic integral
∫ t
0 Φτ dBτ we get the following continuous selection theorem.
Theorem 4.4. Let B = (Bt)t0 be an m-dimensional F-Brownian motion on PF . If Φ = (Φt)t1 is an r × m-dimensional F-
nonanticipative convex valued square integrably bounded set-valued process then there exists a continuous mapping u : [0,∞) 
t → u(t) ∈ L2(Ω,F ,Rr), a selector of a set-valued mapping Λ : [0,∞)  t → S(∫ t0 Φτ dBτ ) ∈ Cl[L2(Ω,F ,Rr)].
Proof. By virtue of Theorem 4.3 the multifunction Λ is l.s.c. By the deﬁnition of
∫ t
0 Φτ dBτ one has S(
∫ t
0 Φτ dBτ ) =
dec[ J B(Φ)t ]. Therefore, by (iv) of Theorem 2.1, Λ is closed convex valued. Then by Michael’s continuous selection the-
orem [10, Theorem II.4.1] the multifunction Λ possesses a continuous selector, i.e., there is a continuous mapping
u : [0,∞)  t → u(t) ∈ L2(Ω,F ,Rr) such that u(t) ∈ Λ(t) for every t  0. 
Corollary 4.1. If the assumptions of Theorem 4.4 are satisﬁed then the set-valued stochastic process (
∫ t
0 Φτ dBτ )t0 possesses an
L
2-continuous F-adapted selector.
Proof. Let u be an L2-continuous selector of Λ deﬁned in Theorem 4.4. Then u(t) ∈ S(∫ t0 Φτ dBτ ) for every t  0. Thus u(t)
is for every t  0 r-dimensional Ft-measurable random variable such that u(t) ∈
∫ t
0 Φτ dBτ a.s. for t  0. 
Remark 4.2. In a similar way we can verify that the above result is also true for the indeﬁnite Aumann’s set-valued stochastic
integrals. 
5. Stochastic differential inclusions
Let F : [0, T ] × Rr → Cl(Rr) and G : [0, T ] × Rr → Cl(Rr×m) satisfy the following conditions (H):
(i) F (·, x) and G(·, x) are measurable and F (t, ·) and G(t, ·) are continuous for ﬁxed x ∈ Rr and t ∈ [0, T ], respectively,
(ii) there is m ∈ L2([0, T ],R+) such that max{‖F (t, x)‖,‖G(t, x)‖}m(t) for a.e. t ∈ [0, T ].
For a given r-dimensional F-nonanticipative stochastic process x = (xt)0tT on PF by F ◦ x and G ◦ x we denote the set-
valued stochastic processes deﬁned on PF by settings: F ◦ x = (F (t, xt))0tT and G ◦ x = (G(t, xt))0tT . Let
∫ t
0 F (τ , xτ )dτ
and
∫ t
0 G(τ , xτ )dBτ denote the set-valued stochastic integrals
∫ t
0 (F ◦ x)τdτ and
∫ t
0 (G ◦ x)τ dBτ , respectively.
Given above set-valued mappings F and G by stochastic differential inclusions SDI(F ,G) and SDI(F ,G) we mean the
relations
xt − xs ∈
t∫
s
F (τ , xτ )dτ +
t∫
s
G(τ , xτ )dBτ a.s. (5.1)
and
xt − xs ∈ cl
( t∫
s
F (τ , xτ )dτ +
t∫
s
G(τ , xτ )dBτ
)
a.s. (5.2)
which have to be satisﬁed for every 0  s  t  T by a system (PF, x, B) consisting of a complete ﬁltered probability
space PF with a ﬁltration F = (Ft)0tT satisfying the usual conditions, an r-dimensional F-adapted continuous stochastic
process x = (xt)0tT and an m-dimensional F-Brownian motion B = (Bt)0tT on PF . Such systems (PF, X, B) are said to
be weak solutions of SDI(F ,G). If μ is a given probability measure on β(Rd) then a system (PF, x, B) is said to be a weak
solution of the initial value problems SDI(F ,G,μ) if it satisﬁes (5.1) and Px−10 = μ. If apart from the set-valued mappings
F and G we have also given a ﬁltered probability space PF and an m-dimensional F-Brownian motion B on PF then a
continuous F-adapted process x such that the system (PF, x, B) satisﬁes (5.1) is said to be a strong solution of SDI(F ,G).
Similarly, the strong solution of (5.2) can be deﬁned.
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the form
xt − xs ∈ TF
[
1[s,t](F ◦ x)
]+ J B[1[s,t](G ◦ x)] (5.3)
and
xt − xs ∈ clL2
{TF[1[s,t](F ◦ x)]+ J B[1[s,t](G ◦ x)]} (5.4)
respectively, which have to be satisﬁed for every 0 s t  T by systems (PF, x, B) deﬁned above. Such systems (PF, x, B)
are also said to be weak solutions of SFI(F ,G) and SFI(F ,G), respectively. Similarly as above we can deﬁne strong solutions
of SFI(F ,G) and SFI(F ,G).
It is clear that every weak solution of SFI(F ,G) is a weak solution of SDI(F ,G). But there are some problems with inves-
tigations of the properties of sets of all weak solutions of SDI(F ,G), because in the general case the Itô set-valued stochastic
integrals are not integrably bounded. Properties of solutions sets of SFI(F ,G) have been investigated in the author’s paper
during last ten years. In particular in [13] it was proved that for some multivalued mappings F and G the set Xμ(F ,G)
of all weak solutions of SFI(F ,G,μ) with an initial distribution μ is weakly compact with respect to the convergence in
distributions, i.e., the set X Pμ (F ,G) of all distributions of all continuous processes deﬁning weak solutions belonging to
Xμ(F ,G) is a compact subset of the space M(CT ) of all probability measures deﬁned on the Borel σ -algebra of the space
CT =: C([0, T ],Rr). This property of the set Xμ(F ,G) is very useful in the stochastic optimal control theory. It can be also
applied (see [14]) for solving some problems of partial differential inclusions.
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