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Abstract: This paper presents a method developed to quantify three-dimensional energy dispersive spectrometry
(3D EDS) data with voxel size smaller than the volume from which X-rays are emitted. The inﬂuence of the
neighboring voxels is corrected by applying recursively a complex quantiﬁcation, improving thereby the accuracy
of the quantiﬁcation of critically small features. The enhanced quantiﬁcation method is applied to simulated and
measured data. A systematic improvement is obtained compared with classical quantiﬁcation, proving the
concept and the prospect of this method.
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INTRODUCTION
Capabilities of the scanning electron microscope (SEM)
are extended to elemental analysis with energy dispersive
spectrometry (EDS). EDS analysis is performed at the
electron-beam position and is used to determine the local
composition of the specimen. A main limitation of this
technique is due to the electron-beam energy that needs to be
high enough to efﬁciently excite the characteristic X-ray lines
of interest. The high energy electrons consequently spread
deep into the material, and the volume from which X-rays
are emitted is large, roughly in the micrometer range under
typical conditions. Such a large volume of emission affects
the analysis as illustrated in Figure 1 with an exemplary
sample formed by a particle (light gray) in a matrix (dark
gray). The particle is smaller than the volume of primary
generated X-rays drawn with a black outline. Some of
the X-rays are emitted from the feature’s surrounding.
The recorded spectrum is only partially characteristic for
the particle. The large volume of X-ray emission is hence the
main factor limiting the smallest size of features that can be
directly analyzed quantitatively by SEM/EDS spectrometry.
Despite this limitation, the SEM/EDS instrument is
widely used for elemental mapping as reviewed by Friel
& Lyman (2006). Using a dual-beam microscope formed
by a SEM equipped with a focused ion beam (FIB), EDS
mapping can be extended to three-dimensional (3D) EDS
microanalysis. The experimental method used in this work
was developed by Schaffer et al. (2007). It is illustrated
in Figure 2. Before acquisition, the sample area to be
analyzed is prepared: the sample is tilted perpendicularly to the
ion beam and trenches are milled away around the volume of
interest. The freshly milled cross-section surrounded by a
dashed stroke in Figure 2 is analyzed during acquisition. This
surface has a tilt angle that is complementary to the angle
between the two columns, typically 36°. In the sequential
acquisition, thin layers of material are milled away by the ion
beam through the volume of interest, and each section is
characterized by SEM imaging and EDS mapping. The recor-
ded 3D data set is thus composed of a stack of SEM images and
a stack of EDS maps which are spectral images.
The complex acquisition presented in Figure 2 induces
three speciﬁc limitations. (1) The analyzed surface is sur-
rounded by trenches, in which spurious X-rays are generated
and can be detected, as reported by Schaffer & Wagner
(2008). (2) As the acquisition lasts longer, global conditions
of the whole system, such as temperature, are more likely to
vary inducing mechanical drift that can affect the milling
operations or image acquisition. (3) The time per spectrum is
reduced in order to be able to characterize a large volume in a
reasonable total acquisition time. The obtained spectra suffer
from low total number of X-ray counts leading to high noise.
Since Schaffer’s work, faster detectors such as the silicon
drift detector, have become available. This greatly improves
the counting statistics. 3D EDS microanalysis has become
signiﬁcantly faster on the experimental side.
The procedure to determine the local sample composition
from a spectrum is referred to as quantiﬁcation. Classical
quantiﬁcationmethods assume the sample to be homogeneous
over the full range of X-ray generation (Goldstein et al., 2003,
chap. 9). Some methods were extended to heterogeneous*Corresponding author. pb565@cam.ac.uk
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sample in the case of a known microstructure, such as thin
layered ﬁlms on a substrate (Pouchou & Pichoir, 1984; Bastin
et al., 1993; Merlet, 1995), ﬁbers and particles on a substrate
(Small et al., 1978; Statham & Pawley, 1978) and spheres
embedded in a matrix (Gauvin et al., 1995).
The issues in quantifying a spectrum from a hetero-
geneous and unknown microstructure are illustrated in
Figure 1. Examples of the complex effects that need to be
compensated for are shown with Z′, A′, and F′: Z′ the X-ray
generation distribution that varies in a complex way from
one material to the other, A′ the absorption along the path
that goes through different materials to the surface towards
the detector, and F′ the ﬂuorescence of one material due
to X-rays of another material. In order to determine the
corrections to compensate for these effects, the sample’s
microstructure needs to be known in three dimensions. This
structure could be estimated from the information provided
by mapping. Classical 2D mapping however lacks informa-
tion in the depth direction, which is particularly important
as X-rays tend to be spread more in this primary direction
of the entering high-energy electrons. No quantiﬁcation
method has yet been developed for the general case of
heterogeneous and unknown microstructure.
This problem can be addressed in 3D EDSmicroanalysis
as the depth information becomes accessible. With voxel size
smaller than X-ray depth distribution, the X-rays are emitted
from the adjacent voxels, mainly from the deeper ones.
With progressive milling of the sample along the depth, the
structure inﬂuencing the previous analysis is revealed.
The present work introduces a novel “enhanced quanti-
ﬁcation”method that uses the depth information in order to
improve quantiﬁcation of 3D EDS microanalysis. The
method is ﬁrst described in the light of the existing quanti-
ﬁcation methods. As a ﬁrst step to assess the method,
three test materials have selected with microstructures of
increasing complexity: thin-ﬁlms, round-shaped particles in
a matrix, and a globally complex microstructure. These
samples are characterized by 3D EDS and the acquisition is
modeled by Monte Carlo simulations. With the obtained
data, enhanced quantiﬁcation is assessed comparing it to
classical quantiﬁcation and to absolute references.
MATERIALS AND METHODS
Existing Quantiﬁcation Methods
Quantiﬁcation for homogeneous samples, referred to here as
bulk quantiﬁcation, is ﬁrst considered. The elements to be
analyzed are identiﬁed by their characteristic X-ray lines.
For each element, a standard spectrum is measured on a
reference sample of known composition under the same
experimental conditions. After background correction,
X-ray intensities are extracted from both unknown (Iunk)
and standard spectra (Istd). The content of an element A is
approximated with the following k-ratio,
k-ratiosA ¼ Iunk;AIstd;A ; (1)
k-ratios differ from the actual composition as sample and
standard have different composition. This difference induces
the matrix efects: variation in X-ray ionization (Z) induces
variation in X-ray spatial distribution, and absorption (A) and
ﬂuorescence (F) differs due to the different elements present.
The method to compensate for these effects can be written as
C ¼ fbulkðk-ratiosÞ; (2)
where C is the composition and k-ratios are the k-ratio of
the different elements. The fbulk used in this work is the
well-regarded matrix correction algorithm from Pouchou and
Pichoir (1991), the XPP φ(ρz) method.
The XPP φ(ρz) method was extended to the case of thin
ﬁlms on a substrate (Pouchou & Pichoir, 1993). With an
assumption of continuity, the φ(ρz) curves can be derived,
and the intensity of one X-ray line emitted in a particular
layer can be derived by partial integration. In practice, a
layered system is deﬁned with all the a priori knowledge.
Guesses are given for the unknown thicknesses and/or
compositions. The system is solved through an iterative
procedure. k-ratios predicted with one system are used to
reﬁne the next system. The iteration is stopped when a
convergence criteria is reached. In the unfavorable case of
Figure 1. Example of a feature critically small for energy dispersive
spectrometry (EDS) analysis. The light gray particle in a darker
matrix is smaller than the volume of primary generated X-rays,
borders of which are drawn with a black stroke. Z′, A′, and F′ illus-
trate the complex matrix effects: Z′ the X-ray distributions, A′ the
absorption along the path to the surface, and F′ the ﬂuorescence.
Figure 2. Schematic view of a sample ready for three-dimensional
energy dispersive spectrometry (3D EDS) acquisition. The posi-
tion of the different beams is shown. The sample is tilted to be
perpendicular to the ion beam. The freshly milled cross-section
that is analyzed is surrounded by a dashed stroke. A protective
layer is deposited on the block of interest. The x, y, and z-axes are
deﬁned. The z-axis shows the direction of sequential milling.
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elements common to different layers, the iteration can con-
verge to a local minimum or may not converge in the limit of
the iteration steps. In such cases, k-ratios measured at several
accelerating voltages should be used.
Enhanced Quantiﬁcation for 3D EDS Microanalysis
A step in 3D EDS quantiﬁcation is schematically plotted in
Figure 3. Drawn with dashed boxes, the voxels are indexed
with m,n relative to the upper voxel (i,j). The electron beam
comes with an angle as the sample surface is tilted in the
acquisition geometry used (see Fig. 2). The global shape of
X-ray distribution is described with the plotted electron
paths. Electrons entered the material with their highest
energy in the same direction. After the ﬁrst scattering events,
they start to lose their energy and to diffuse laterally. The
highest density of electrons with the highest energy is in a
ﬂame in the direction of the electron beam.
Because of the relatively low lateral spreading, the electrons
can be regarded as going through a locally homogenous
material of composition Cj + n in each voxel layer j+n.
Assuming that layers have a locally uniform composition,
equation (2) can be extended to take into account the inﬂu-
ence of the deeper layers. The composition of the upper voxel
(Ci,j) is hence given by
Ci;j ¼ flayersðk-ratiosi;j;Cj + 1;Cj + 2; ¼ ;Cj + n; ¼ ;Cj + rmaxÞ;
(3)
where rmax is the index of the maximum depth of generated
X-ray. As a system of uniform layers is equivalent to a stra-
tiﬁed sample, the thin-ﬁlm quantiﬁcation of Pouchou &
Pichoir (1993) is a candidate for flayers.
To apply equation (3), the voxel composition in two
directions needs to be known; after initialization, the equa-
tion can be applied recursively through the data in the
direction opposite to the milling and in the opposite direc-
tion of the y-axis. The k-ratios of each voxel are corrected for
the inﬂuence of the subsequent slices. Equation (3) is the
recursive relation for which flayers is the recurrence relation,
and the global recursion forms the enhanced-quantiﬁcation
method.
The layer composition Cj + n of equation (3) needs to be
an accurate approximation of the composition “seen” by
the electrons going through the layer. Cj + n is deﬁned as the
weighted mean of neighboring-voxels in layer j+ n:
Cj + n ¼
Xm
Di;j m; nð ÞCi +m;j + n; (4)
where i is the global y index, m the y index relative to i,
and Di;jðm; nÞ the weighting factors as plotted in Figures 3
for n = 2. Di;jðm; nÞ can be derived from Monte Carlo
simulations. To save computing time, the number of simu-
lations is reduced estimating Di;jðm; nÞ from a limited set
of simulations, one per element present in the sample,
as follows:
Di;jðm; nÞ ¼
XA
DAðm; nÞk-ratiosi;j;A; (5)
where DA(m,n) is the electron distribution in pure material A.
DA(m,n) gives the number of electrons travelling through a box
at the position y = m and z = n and with inﬁnite dimension
in x-axis. k-ratiosi,j are taken as an estimation of the global
composition.
To use the thin ﬁlm quantiﬁcation in equation (3), a
system of layers needs to be deﬁned. For a robust recursion,
the layer system is simpliﬁed at each step. When in homo-
geneous phase, k-ratios of the voxels are similar and bulk
quantiﬁcation is used. When deﬁning the layer system, layers
with close compositions are grouped together. In practice,
the recursion is implemented as depicted in Figure 4. The
main loop on voxel along j goes backwards, toward smaller
values of j. In the loop, the homogeneity is ﬁrst tested: if
the k-ratios of voxels j and j+ 1 are close enough
(
PA k-ratiosj;A - k-ratiosj + 1;A
 <εk), the part of the sample
under the voxel is considered as homogeneous, and bulk
quantiﬁcation is used. The layer system is then deﬁned. The
layers composition C is calculated with equation (4). The
k-ratios are set as guesses for the unknown composition of
Figure 3. Schematic three-dimensional energy dispersive spectro-
metry (3D EDS) acquisition of the sample of Figure 1. The elec-
tron beam is tilted 36°. A system of voxels is drawn with dashed
boxes. An indexing system for y and z-axes is deﬁned. The central
voxel is indicated by indexes i,j and m,n are indexes relative to
this voxel. The plotted electron trajectories are simulated in pure
Al (5 kV, 40 nm voxel size). The corresponding curve of weighting
factors Di;jðm;nÞ is plotted in function of continuous m for n = 2.
Figure 4. Implementation of the enhanced-quantiﬁcation recursion.
Ovals indicate loops, rectangles indicate actions, and rhombi
indicate tests.
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the upper layer. The layers underneath are deﬁned in a
loop along n. The similarity between layers is ﬁrst tested: if
compositions of voxels j+ n and j+ n+ 1 are close enough
(
PA Ci;j + n;A -Ci;j + n + 1;A
 <εc), they are grouped in one layer
and thickness t is adapted. If not, the layer n is deﬁned with a
composition Ci;j + n; and a thickness t corresponding to the
voxel size in depth. The loop on n ends when rmax is reached:
the substrate is deﬁned with Ci;j + rmax ; and the quantiﬁcation
procedure is applied on the layer system.
All voxels with the same j are calculated before moving
to j− 1. Because Di;jðm; nÞ is shifted toward positive y (see
Fig. 3), voxels with larger i are calculated ﬁrst. When using
equation (4) to calculate Ci;j + n; components of Ci+m,j+ n
with positive m are thus known. Ci+m,j+ n with negative m
are approximated by k-ratiosi+m,j+ n. Borders in y are
extended with mirror voxels. Bulk quantiﬁcation is used to
initialize the recursion at highest value of j. rmax is given
by the maximum among all X-ray ranges in pure material
calculated with the relation of Anderson & Hasler (1966).
εk and εc are set typically to 1 wt.% times the number
of elements. The enhanced-quantiﬁcation method is hence
implemented.
Selected Materials
To properly assess the developed technique with measured
data, the samples used need to fulﬁll some requirements,
such as being free of sample-speciﬁc artifacts. The selected
samples are metallic alloys: they are dense, conductive, well
studied and well known, with a microstructure size in the
range of the EDS spatial resolution, and with a set of non-
overlapping X-ray lines.
(A) The ﬁrst selected samples are thin-ﬁlm deposited on a
substrate. This simple structure is suited for a ﬁrst set of
tests. The data here are taken from a database.
(B) The second is an Al-Zn alloy with a simple micro-
structure and phase composition, and is thus easy
to model.
(C) The third is a weld between nickel-titanium (NiTi) and
stainless steel (SS). 3D EDS microanalysis is a suitable
characterization technique for the complex microstruc-
ture and phase composition of this sample (Burdet et al.,
2013).
(A) Thin-ﬁlm samples were accurately characterized by
Bastin & Heijligers (2000a, 2000b). They established a
database containing X-ray intensities measured by wave
length spectrometry (WDS) on thin ﬁlms. This database is
formed of k-ratios from six different thicknesses (10–320 nm)
of Al and Pd ﬁlms deposited on 20 different substrates (Z = 4
to Z = 83) andmeasured at 10 accelerating voltages (3–20 kV).
As a WDS detector has a smaller energy resolution than an
EDS detector, and as k-ratios are independent of acquisition
parameters by construction, k-ratios of the two techniques
are equivalent.
(B) Aluminum is immiscible with Zinc below 277°C (see
Massalski, 1986) so Al-Zn alloys are composed of two almost
pure phases at equilibrium. An Al-Zn alloy was prepared
with 78 wt.%Zn. With a speciﬁc heat treatment, the alloy
underwent a solid state decomposition and formed a suitable
microstructure. The Al phase is formed in sphere-shaped
particles smaller than a micron in a Zn matrix. The sample
used was prepared and was extensively studied by Friedli
(2011) in his thesis.
(C) NiTi plays an important role in biomedical engi-
neering thanks to properties such as shape memory and
biocompatibility. In order to extend the range of applications,
NiTi is joined with other biocompatible alloys such as SS.
During his thesis, Vannod (2011) developed a laser welding
technique to join NiTi wires (56.4 wt.%Ni) and SS (grade
304L) wires, 300 μm in diameter. The resultingmicrostructure
is complex in geometry and composition. Phase formation
was revealed comparing the phase diagram with the micro-
structural characterization obtained with 3D EDS by FIB/SEM
(Burdet et al., 2013). The same set of data is used here to test
the enhanced quantiﬁcation.
Spatial and compositional references are needed to assure
that the obtained compositions accurately describe the actual
sample and do not suffer from artifacts. The phase composi-
tion of metallic alloys is theoretically predicted at equilibrium
in phase diagrams; they are used as compositional references.
Due to their low energy, secondary electrons (SE) have an
escape depth of less than ~10 nm. As the pixel size of the SE
images is small compared with the volume of interaction, the
SE generated far from the probe location (SE2) contribute
signiﬁcantly less to the details of the image than the SE
generated at the probe location (SE1). Therefore, the spatial
resolution is of the same order of magnitude as the escape
depth (see Goldstein et al., 2003). For the studied samples,
the escape depth of SE is at least 10 times smaller than the
X-ray generation volume. SE images are consequently used as a
spatial reference.
Experimental
The 3D data of samples (B) and (C) were collected with a Carl
Zeiss Nvision40. The angle between the vertical electron
column and the ion column (liquid metal ion source, Ga+) was
54°. The InLens detector was used to record the SE images. The
EDS detector was an Oxford Instrument X-Max with 80mm2
detection area. The acquisitions were run with the geometry
deﬁned in Figure 2. In this geometry, the milled surface is tilted
by 36° with respect to a surface normal to the electron beam
direction. X-rays leave the milled surface toward the detector
with a take-off angle of 27.5°. The collection solid angle of the
detector is about 0.08± 0.005 steradians.
Table 1 gives the main acquisition parameters for the
two samples characterized by 3D EDS (samples B and C).
The accelerating voltage was set to efﬁciently excite the
lowest-energy set of X-ray lines that does not suffer from
overlapping peaks, with a detector process time set as low as
possible. The probe current was adjusted to obtain 50% dead
time (the detection rate). The acquisition time per map was
adjusted to record several maps per hour. The dwell time, the
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time spent to record one spectrum, was accordingly low as
given in Table 1. A probe current of 9.2 and 2.8 nA was
measured for samples B and C, respectively. The current
difference before and after the acquisition was <1%. The
image pixel size was set equal to the slice thickness (isotropic
voxel), which was chosen to obtain X-rays emitted from
consecutive slices. During each EDS map acquisition, the
image shift was compensated by image cross-correlation
(SEM images). SE images were recorded with a pixel size
eight times smaller than the EDS maps. The standard spectra
used to calculate the k-ratios were recorded with the same
microscope parameters, apart from a much longer acquisi-
tion time of 30 s. Pure materials mounted on a separate
support were used (Structure Probe Incorporation supplies).
The average number of iterations for the enhanced
quantiﬁcation was about 10 for sample C and less for sample B.
For sample C, the quantiﬁcation takes about 3 ms per voxel
on a standard computer (one processor of 3.4 GHz), a total
of 25 min for the 128 × 96 × 44 voxels. All the data were
acquired with the automated solution of Oxford Instruments
for 3D EDS. After acquisition, the data were processed
with a home-made script. k-ratios were extracted using a
measured standard with the method described by Goldstein
et al. (2003). SEM images were used as a reference to register
the whole set of data with the approach developed by
Thèvenaz et al. (1998). Quantiﬁcation (bulk and enhanced)
were applied to the set of k-ratios using Stratagem® library, a
commercial software based on the work of Pouchou and
Pichoir (1984). Principal component analysis (PCA) was
used as a noise ﬁlter in the case of the weld sample &
applied to the raw EDS maps with a script developed in the
laboratory (Lucas et al., 2013). Before applying the enhanced
quantiﬁcation described before, k-ratios were normalized.
All Monte Carlo simulations were run with DTSA-II soft-
ware (Ritchie, 2009). Ten thousand electrons were used
to simulate each spectrum of the modeled acquisitions.
A hundred thousand electrons were used to simulate the
electron distributions for DA (see equation (5)).
RESULTS
Thin Films: Proﬁle Along z
In a ﬁrst step, the enhanced quantiﬁcation is tested on data of
the simplest geometry; one dimension proﬁles characterizing
thin-ﬁlms sample, as described in the upper part of Figure 5.
The electron beam is perpendicular to the surface, and slices
are milled away by the ion beam from right to left. A spec-
trum is simulated on each subsequent surface and the X-ray
intensities are extracted. The resulting data form a proﬁle
along z describing the composition of the different layers. A
simulated proﬁle along z is shown in the lower part of
Figure 5. Experimental proﬁles along z were extracted
from the thin-ﬁlms database of Bastin & Heijligers (2000a,
2000b) considering the ﬁlm thicknesses as equivalent to the
subsequent milled surface.
Simulated data are considered ﬁrst, then the data from
the thin-ﬁlm database. The lower part of Figure 5 shows a
simulated proﬁle through ﬁlms of pure Al and pure Zn with a
slice thickness of 40 nm at 5 keV. The dashed curves give the
depth distributions of emitted X-ray for the two materials.
In both materials, X-rays are emitted from several slices
(voxels) up to a maximum of seven slices of 40 nm in the case
of Al as indicated under the curve. The curve formed by the
Al k-ratios is consequently deformed close to the interfaces
in a shift opposite to the direction of the incident electron
beam. The shift is different for the two interfaces as the
electrons have to go through a denser or a less dense material
ﬁrst. The range of the inﬂuence of the “substrate” (deeper
material) is directly related to the X-ray depth distribution.
In Figure 5, the recursion of the enhanced quantiﬁcation
goes from left to right. The left interface (Al|Zn) is perfectly
treated; the enhanced quantiﬁcation returns the actual
composition at the ﬁrst voxel. For the right interface (Zn|Al),
47% of Al is obtained for the ﬁrst voxel (point (1) in Fig. 5):
far from the actual composition, but closer to it than the
k-ratio. In the next voxel, the layer system is deﬁned with a
virtual layer of 47% of Al under the upper layer. The result
is still not the actual composition, but again closer to it than
the k-ratio. This continues until the actual composition is
reached. The resulting curve forms a sharper interface than
the k-ratios curve, with an improvement of composition for
each voxel up to 25%. The inappropriate bulk quantiﬁcation
gives a slightly worse Al content compared with k-ratios.
Table 1. Acquisition Parameters of the 3D EDS Acquisition.
V0 (kV)
Rate
(kct/s)
Dwell
time (ms)
Voxel
size (nm)
(B) A1-Zn 5 95 66 40
(C) Weld 10 40 29 100
V0 is the accelerating voltage. “Dwell time” is the time spent to record a
spectrum. “Rate” is the count rate (rate of detected X-rays).
3D EDS, three-dimensional energy dispersive spectrometry.
Figure 5. Enhanced quantiﬁcation applied on a simulated proﬁle
along z. The thin-ﬁlm samples and beams position are deﬁned at
the top. The proﬁle is simulated at 5 kV with a slice thickness of
40 nm. The enhanced quantiﬁcation is compared with the bulk
quantiﬁcation and the k-ratios (left scale). The two dashed curves
give simulated depth distributions of emitted X-ray (right scale).
The area under these curves is normalized to one.
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Similar results are obtained when applying the enhanced
quantiﬁcation to the experimental k-ratios proﬁles extracted
from the thin-ﬁlms database. Considering the Al thin-ﬁlms
of the database, the corresponding Al-content curves look
like the simulated curves of the right interface (Zn|Al) in
Figure 5. To extract statistical information over all thin-ﬁlm
systems, Al content is averaged over all voxels and substrates,
and the obtained average is plotted as a function of V0 as
shown in Figure 6. In this ﬁgure, Al k-ratios and Al contents
obtained with enhanced quantiﬁcation, the input and the
output, are compared. A perfectly accurate quantiﬁcation
method would return an average of one pure Al in every
position of the proﬁle. The k-ratios and enhanced-
quantiﬁcation curves similarly increase, as V0 decreases.
WhenV0 is lower more X-rays are emitted from the ﬁlm, and
the proﬁles form a sharper interface for the Al k-ratios and
hence for the enhanced Al contents. The difference between
curves is relatively constant, around 30%. V0 is the parameter
best showing the correlation between inputs and outputs.
The accuracy of enhanced quantiﬁcation does not only
depend on k-ratios as seen with one other parameter: the
maximum range of substrate X-ray line in substrate (Rx,sub)
for a ﬁxed V0. Rx,sub is calculated with the relation of
Anderson & Hasler (1966); it depends on the substrate
density, V0, and the X-ray energy. In Figure 7, the Al content
is averaged over all voxels andV0, and the obtained average is
plotted in function of Rx,sub relative to Rx,ﬁlm (range of Al Kα
in bulk Al). The higher Rx,sub is, the higher is the enhance-
ment in Al content, while k-ratios show little variation and
no clear correlation. The vertical dashed line gives Rx,sub for
three substrates of various density. The enhancement is one
of the lowest on an Au substrate and is medium on a Zr
substrate. The best result is obtained with a Si substrate
that has Rx,sub/Rx,ﬁlm higher than one. Results on Pd ﬁlms are
globally better, and the same behavior is observed. The curve
of the enhanced quantiﬁcation quickly reaches one with
Rx,sub/Rx,ﬁlm higher than one. The fact that k-ratios are not
inﬂuenced by Rx,sub suggests that the observed behavior is
induced by inaccuracies of the enhanced quantiﬁcation and,
consequently, of the thin-ﬁlm quantiﬁcation.
To consider a more complex case, a proﬁle through com-
pound materials containing the same elements is simulated.
The sample is formed of an Al-rich phase containing 20 wt.%
Zn and a Zn-rich phase containing 20 wt.%Al, as shown in
Figure 8. The proﬁle along z is simulated with the same
parameters used in Figure 5. In Figure 8, the enhanced
Al contents are globally closer to the actual composition than
bulk quantiﬁcation. However, a dampened oscillation is
observed for the left interface. The ﬁrst voxel after the
interface has an Al content 10.7% too low, the next has an Al
content 1.4% too high, and the following has an Al content
1.0% too low. The oscillations are stopped when the homo-
geneity test is fulﬁlled and the bulk quantiﬁcation is used.
This behavior is less pronounced for the other interface.
The oscillations are due to inaccuracies of the thin-ﬁlm
quantiﬁcation at one voxel reported on the following one
during the recursion.
Al-Zn Alloy: Round-Shaped Particles
In a next step, the enhanced quantiﬁcation is tested on round-
shaped particles of the Al-Zn sample. Before considering the
Figure 6. Enhanced quantiﬁcation applied on proﬁles extracted
from the Al-ﬁlm database of Bastin & Heijligers (2000a). Al contents
are averaged over the voxels in the Al ﬁlm and over the different
substrates. The obtained average is plotted as a function of the
accelerating voltage (V0).
Figure 7. Enhanced quantiﬁcation applied on proﬁles extracted
from the Al-ﬁlm database of Bastin & Heijligers (2000a). Al contents
are averaged over the voxels in the Al ﬁlm and over the different
accelerating voltages (V0). The obtained average is plotted as a
function of the maximum range of substrate X-ray line in sub-
strate (Rx,sub) at a ﬁxed V0. Rx,sub is scaled relatively to Rx,ﬁlm the
range of Al Kα in bulk Al.
Figure 8. Enhanced quantiﬁcation applied on a simulated proﬁle
along z through compound materials. The proﬁle is simulated at
5 kV with a slice thickness of 40 nm. The Al rich phase contains
20 wt.%Zn, and the Zn rich phase contains 20 wt.%Al. Actual Al
content is indicated by horizontal grey lines. Interfaces are parallel
to the surface situated at right. The beams position is indicated at
the top-right corner.
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measured data, a data set is simulated on a model sample
formed by a sphere of pure Al in a pure Zn matrix. The sphere
has a diameter of 280 nm, slightly smaller than the range of Al
Kα in Al (~300 nm). The sample is mapped with 11× 11× 14
voxels. Orthogonal views through the sphere center are shown
in Figure 9. Inside the sphere, the highest Al k-ratio is 0.75; a
good amount of Zn Lα X-rays are emitted from the matrix. Al
content is far from 100% for the bulk quantiﬁcation, but it is
about 30% higher for the enhanced quantiﬁcation. Outside the
sphere, the Al content is generally lower for the enhanced
quantiﬁcation. In the same way as with proﬁles along z, a shift
is observed opposite to the electron beam direction (along the
y and z directions). This shift is partially corrected with the
enhanced quantiﬁcation.
Figure 10 shows orthogonal views through the stack of
experimental data. Particle shapes are well deﬁned in the SE
stack. The volume of interest contains some larger particles of
~300 nm at a low value of z. The smaller particles have an
average size of ~100 nm. In the bulk-quantiﬁed stack, particles
appear more blurry than in the enhanced-quantiﬁed stack.
In the latter stack, higher Al concentration is obtained at the
particle positions given by the SE image. Inside the bigger
particles, the enhanced-quantiﬁed maps show an uneven
pattern similar to noise for yz and xz maps, but less marked
for the xy map at the top left.
Figure 11 gives a closer look at this artifact, with a proﬁle
along z through the big particle at the crosshair position in
Figure 10. The k-ratios and the enhanced quantiﬁcation, the
input and the output, are compared. The SE signal gives a
spatial reference for the position of the interfaces. At the
right interface, the three curves have a sharp and regular
shape and enhanced content is lower than the k-ratio form-
ing a curve close to the SE reference. At the left interface, the
k-ratio curve is ﬂatter and has a slightly irregular shape.
The enhanced content is higher overall than the k-ratio, but
the curve oscillates between voxels. A k-ratio with a value
slightly higher than the mean slope results in Al content
clearly higher than the mean slope [e.g. point (1)], over-
compensated in the next step [e.g. point (2)]. This behavior is
linked to inaccuracies passed on by the recursion, similar
to what is observed for compound materials (see Fig. 8).
However in this case, inaccuracies are mainly due to noise in
the input data. Smoothing the input k-ratios, the oscillations
of the enhanced curve is reduced. The enhanced quantiﬁca-
tion hence ampliﬁes the noise. The recursion is along z,
oscillations are thus observed only in this direction. As
oscillations have a short period they can be easily smoothed,
for instance with a mean ﬁlter along z.
NiTi-SS Weld: Complex Structure
In a ﬁnal test, the enhanced quantiﬁcation is tested on the
complex microstructure of the NiTi-SS sample. Before con-
sidering the measured data, an acquisition is simulated with
proﬁles along z with a low level of noise. Figure 12 shows a
proﬁle between γ-(Fe,Ni) and Fe2Ti, two phases that compose
one of the ﬁne microstructures of the sample. The phase
composition is approximated based on the quantiﬁed maps
and the Ti-Fe-Ni phase diagram (fromCacciamani et al., 2006).
Figure 9. Enhanced quantiﬁcation applied on simulated 3D
acquisition. Modeling the Al-Zn sample, the simulated sample is
composed of an Al spherical particle of 280 nm in a Zn matrix.
The acquisition is simulated at 5 kV with voxel size 40 nm in all
directions. The colored maps give the Al content of orthogonal
views through the sphere center. The sphere border is drawn with
black circles.
Figure 10. Enhanced quantiﬁcation applied on data from the Al-Zn-sample acquisition. Orthogonal views through the
stack of SE images (ground truth), bulk and enhanced quantiﬁcation are shown. The color scale of SE images is set
arbitrarily to obtain pictures similar to the others. The white lines show the position of the other orthogonal views.
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The highest X-ray range (Rx) is 390 nm in γ-(Fe,Ni) and
430 nm in Fe2Ti, which corresponds to 4.3 times the voxel size
(7.75 for Al-Zn sample). The Ni content is constant and equal
in the two phases and is not displayed. The two closest voxels at
the right of the interfaces deviate from the phase compo-
sition and are corrected by the enhanced quantiﬁcation.
Because of the short range of inﬂuence, the oscillation problem
observed for Al-Zn compounds (see Fig. 8) is strongly reduced
in this proﬁle.
Dwell time and acquisition rate are lower than for the
Al-Zn sample (see Table 1). A spectrum acquired on the weld
sample contains only 1,000 counts as plotted in gray in
Figure 13. It is noisy and so is the corresponding Ti-content
map on the left (bulk quantiﬁcation). When applying the
enhanced quantiﬁcation on such noisy data, the increase
in noise induced by the method hides all possible gains.
Noise reduction becomes indispensable. Using the PCA, the
raw set of spectra is decomposed and reconstructed using
only the most meaningful components, leaving apart the
noise (see Lucas et al., 2013). The reconstructed spectrum is
strongly smoothed, as observed in Figure 13. The main peaks
are efﬁciently ﬁtted, as conﬁrmed with the smoothed
Ti-content map on the right: features that were unseen are
revealed and can be correlated to details of the SE image of
Figure 14. The reconstructed spectrum clearly shows small
peaks, such as Ti Kβ, that are buried in the noise in the raw
spectrum. These peaks should not be used for quantiﬁcation
as they are likely to be correlated to other peaks with higher
signal-to-noise ratio, such as Ti Kα in the case of Ti Kβ.
PCA does not remove the requirement of a high enough
signal-to-noise ratio for a reliable quantitative analysis.
Before applying any quantiﬁcation, the raw set of spec-
tra is treated by PCA. Bulk and enhanced quantiﬁcation is
then applied and displayed in Figure 14. In this ﬁgure,
orthogonal views through the stacks of SE images and of
quantiﬁed Ti contents are shown. The Ti content is con-
sidered because it is different in each phase. In Figure 15, the
Fe-, Ni-, and Ti-concentrations measured at each voxel of
the quantiﬁed 3D stacks are reported in a ternary Gibbs
simplex, with a logarithmic scale (from blue to red). This
type of representation, called here ternary histogram, was
suggested by Bright & Newbury (1991). In Figure 15, they
are overlaid on a 1,000°C-isothermal section of the Fe-Ni-Ti
phase diagram (Cacciamani et al., 2006).
The enhanced quantiﬁcation clearly increases the contrast
in the Ti maps, especially in regions with ﬁne microstructure.
On the other hand, the enhanced quantiﬁcation increases
the noise, still present after smoothing with PCA, as can be
observed in the Ti maps and in the peak broadening in the
ternary histogram. The features revealed by the enhanced
contrast in Ti content can be linked to the ﬁne details of the SE
image, for instance in the region indicated by the red area
of the inset at the bottom right of the SE images in Figure 14.
This region is formed by γ-(Fe,Ni) and Fe2Ti phases, the
same phases used for the simulated proﬁle of Figure 12. In this
proﬁle, voxels close to the interface show an increase/decrease
Figure 11. Details on the measured data of the Al-Zn sample,
showing the oscillating behavior of the enhanced quantiﬁcation.
Proﬁle along z through the big particle at the crossing of the white
lines of Figure 10. SE contrast is adjusted from 1 to 0.
Figure 12. Enhanced quantiﬁcation applied on a simulated pro-
ﬁle along z through two phases of the weld sample, γ-(Fe,Ni) and
Fe2Ti phases. The proﬁle is simulated at 101 kV with a slice thick-
ness of 100 nm. Ni content is constant and not displayed. The
phase composition is indicated by horizontal grey lines. The inter-
faces are parallel to the surface situated at right. The beam posi-
tion is indicated at the top-right corner.
Figure 13. Principal component analysis (PCA) used as a noise
ﬁlter and applied on the raw set of spectra from the weld-sample
acquisition (experimental parameters given in Table 1). A raw
spectrum is plotted in gray, and its reconstruction after PCA
decomposition is plotted in black. The set of X-ray lines used for
quantiﬁcation and Ti Kβ is indicated. Scaled by a color code, the
Ti-content maps are obtained by bulk-quantifying the raw spectra
at left and the reconstructed spectra at right.
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of Ti, being in a phase rich/poor in Ti, respectively. This
corresponds perfectly to the observed increase in Ti contrast.
Similarly predicted by simulations, the enhanced Fe stack
shows an increased contrast, while the contrast of the Ni
stack stays constant. In the ternary histogram of Figure 15,
this should correspond to a further split of the γ-(Fe,Ni) and
Fe2Ti peaks along a line of constant Ni. The γ-(Fe,Ni) peak
indeed moves to higher values of Fe, closer to the composi-
tion predicted by the phase diagram. However, the shift of
Fe2Ti peak is not signiﬁcant, since the Fe2Ti phase mainly
forms a coarser microstructure that is less inﬂuenced by the
enhanced quantiﬁcation.
DISCUSSION
For all simulated and measured data, the developed enhanced
quantiﬁcation signiﬁcantly improves the accuracy of compo-
sition compared with the well-established bulk quantiﬁcation.
Quantiﬁed compositions are closer to the actual compositions,
which are known or predicted based on phase diagrams. A
gain of about 25 wt.% is measured over the wide range of
elements of Bastin’s database. For the two sets of measured
data, this improved accuracy results in a better resolution
of ﬁne microstructures. The interaction volume induces a
shift opposite to the direction of the incident electron beam.
This shift is partially corrected with the enhanced quantiﬁ-
cation. The phase boundaries in the EDS maps are closer to
the interfaces observed in the SE images, which are known or
approximated with the SE images.
Applying enhanced quantiﬁcation to the different data,
the beneﬁts of the method are established, as well as its weak
points. In this part, these weak points are discussed exploring
different possibilities for further improvements. The most
noticeable one is an oscillating behavior induced by the
recursive nature of the method. In a recursion, imprecisions
of one step impacts on the next steps, and the ﬂuctuations
due to imprecisions are ampliﬁed. Considering the spatial
evolution of composition, the sharper it is, the smoother it
gets, as the gradient is higher than the imprecisions on the
Figure 14. Enhanced quantiﬁcation applied on data from the
weld-sample acquisition. Orthogonal views through the stack of
SE images, bulk, and enhanced quantiﬁcation are shown. Both
quantiﬁcations are preceded by principal component analysis
(PCA) noise ﬁltering. The white lines show the position of the
other orthogonal views. In the inset at the bottom right of the SE
images, the area drawn in red corresponds to the ﬁne micro-
structure formed by γ-(Fe,Ni) and Fe2Ti phases.
Figure 15. Ti-Fe-Ni ternary histograms characterizing the whole
set of quantiﬁed composition from the weld sample. A ternary
phase diagram cut at 1,000°C is superimposed (from Cacciamani
et al., 2006). The bulk quantiﬁed stack is compared with the
enhanced quantiﬁed stack. Both quantiﬁcations are preceded by
principal component analysis (PCA) ﬁltering.
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composition. Sharper variations hence show less oscillation
after the enhanced quantiﬁcation, as can be clearly observed
for the Al-Zn sample. The presented method was conse-
quently modiﬁed applying a cut-off for a compositional
gradient that is too low with a “homogeneity test”. If two
sets of subsequent k-ratios in the main recursion are close
enough, the bulk quantiﬁcation is used. This simple test
greatly helps to reduce oscillations, but does not differentiate
noise from actual compositional gradient due to its local
nature and can be subject to improvement. The oscillations
can also be reduced afterwards as they have speciﬁc char-
acteristics: a short period only along z. A mean ﬁlter in this
direction is appropriate and shows good results. Part of the
enhanced quantiﬁcation gain is however lost, regardless of
the ﬁlter.
The imprecisions ampliﬁed by the recursion are either
present in the experimental input, or generated by the pro-
cessing of each recursion step. On the experimental side,
the noise is clearly the highest source of imprecision as a
short time needs to be spent per spectrum. To minimize the
noise, the acquisition rate is maximized reducing the energy
resolution to the minimum required and using the highest
electron beam current possible. Despite that, the spectra of
the weld sample are particularly noisy, and noise ﬁltering,
such as the PCA, is a necessary step before the enhanced
quantiﬁcation. PCA, a multivariate statistical technique,
provides highly effective noise-reduction accounting for the
numerous and correlated spectra that form the stack. Using
PCA as a noise ﬁlter is, however, a non-standard technique
that can suffer from artifacts if the considered peaks have a
low signal-to-noise ratio. It should be used with care and
requires visual inspection of the reconstructed spectra, as
further discussed for the weld-sample data by Lucas et al.
(2013) and by Burdet (2012, chap. 5).
Apart from the noise, other potential sources of
experimental imprecision are the parasite X-rays and the
drift. The parasite X-rays are generated in the surrounding
wall, and their inﬂuence can be considered a global bias of
the input, as observed by Burdet (2012, chap. 4). They do not
add ﬂuctuation at a voxel length scale and thus have a
reduced inﬂuence on the oscillation problem. This unwanted
signal can be suppressed with the acquisition geometry
suggested by Schaffer & Wagner (2008), not used here
because it is more time consuming. The drift is minimized
with a carefully stabilized microscope and no stage move-
ment. On the same microscope, acquisitions with smaller
slice thickness showed minimal drift ( Cantoni et al., 2010).
During EDS map acquisition, image shift is compensated
by image correlation (SEM image). After acquisition, the
remaining shift between subsequent images is reduced
applying on all stacks the same registration obtained with the
SE images, which have pixel size eight times smaller than
the EDS maps. However, the imprecision on slice thickness
remains unknown. It is more likely to show variation at
a longer period than a single slice thickness. In a further
improvement, the slice thickness can be measured and used
as an input of the enhanced quantiﬁcation.
The precision of the processing can be evaluated by con-
sidering the recursion step in two parts: the system of layers is
established and the X-ray depth distributions (φ(ρz) curves)
are determined. In the ﬁrst part, the X-ray spreading due to the
tilt is taken into account. The different compositions seen by
the electrons in a particular layer are approximated by
an average composition. The average is weighted following
electron distributions, which are simulated in pure elements
before the recursion. This rather straight approximation can be
improved with more realistic simulations, but at the expense of
computing time. The second step of determining the φ(ρz)
curves is extensively tested with the proﬁles along z, for which
the noise is low and the layers have a constant composition.
Lower performances are observed and can be linked to two
unfavorable cases of thin-ﬁlm quantiﬁcation described by
Pouchou (2002). When the ratio between X-ray ranges of ﬁlm
and substrate (Rx,sub/Rx,ﬁlm) is high, the main assumption of
the thin-ﬁlm quantiﬁcation, the continuity of φ(ρz) curves, is
more likely to be invalidated as observed with Bastin’s data-
base. When different layers share the same elements, the φ(ρz)
curves become hard to determine unambiguously, resulting in
a local solution. In the presentedmethod, themost unfavorable
layer systems are avoided by grouping together layers of similar
composition. Lower performances are still observed in critical
cases, such as proﬁles through compound materials containing
the same elements. In such samples, oscillations can be
reduced by a small enough ratio between the maximum X-ray
range and the slice thickness (rmax). Otherwise, ambiguous
systems are more likely to be resolved using all available high
and low energy X-ray lines, as stressed by Pouchou (2002).
However, careful work needs to be done on peak deconvolu-
tion as low energy peaks have more chance to overlap.
For further progress, the method needs to be modiﬁed
more extensively. To reduce imprecisions of the thin-ﬁlm
quantiﬁcation, its accuracy can be predicted with the method
developed by Statham (2010) and can be used to weigh each
step of the recursion. To increase the precision, the enhanced
quantiﬁcation can be applied iteratively aiming for a solution
with the lowest total variation. To correct the matrix-effects
(absorption and ﬂuorescence) more accurately, the X-ray
path to the surface toward the detector can be considered as a
succession of voxels, and not as a succession of layers
like in the present method. Acting at different levels, these
improvements are believed to greatly improve the enhanced
quantiﬁcation. The oscillation could be reduced to the level
of the input imprecisions while keeping or increasing the
gain obtained with the presented method.
CONCLUSIONS
In this paper, a method to correct 3D EDS data for effects of
the large volume of X-ray emission was presented. The
method is recursive along the z direction and backwards from
the depth to the surface. At each step of the recursion, the
inﬂuence of the deeper neighboring voxels is corrected. In an
approximation of the actual sample, a layers system is deﬁned,
on which thin-ﬁlm quantiﬁcation is applied to obtain the
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corrected composition. This enhanced quantiﬁcation was
applied on data from a thin-ﬁlm database, from simulations,
and from acquisitions on two metallic alloys. The method
showed clear improvement of the composition accuracy for all
tested data compared with classical (bulk) quantiﬁcation. The
shift induced by the emission volume is partially corrected,
interfaces appear sharper, and small features are more clearly
revealed. The concept of the method is thus proven.
Out of the different application examples, the weak
points of the method were identiﬁed. The main artifact is an
oscillating behavior induced by the recursion that ampliﬁes
the imprecisions. The experimental and processing impre-
cisions are reduced optimizing the acquisition and the
recursion implementation, respectively. On the experimental
side, noise and drift are minimized. On the processing side,
the most unfavorable cases for thin-ﬁlm quantiﬁcation are
avoided, the noise is reduced with a multivariate statistical
technique, and the drift between subsequent EDS maps is
carefully corrected.
In the discussion of the imprecision sources, different
possibilities of improvements were identiﬁed. Some weaker
points can be optimized, for instance using measured slice
thicknesses as an input of the method or deﬁning each layer
system with a more accurate model. The method can be
modiﬁed more extensively, for instance applying it iteratively
in a way to converge to a result with reduced oscillations. The
presented improvements are believed to largely improve the
technique and will be explored in future work.
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