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Оптимизация
вычислений
На прикладі розробки оптималь-
ної архітектури програмного
забезпечення створеного на мові
програмування python показано
рішення однієї із задач аналізу
великих даних для прогнозування
відтоку клієнтів (churn pre-
dіct) телекомунікаційної компанії.
Показано створення системи
прийняття рішень з гнучкою мо-
дульною структурою та з опти-
мізацією часових та ресурсних
витрат на розробку програмного
забезпечення.
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Вступ. При рішенні задачі прогнозування
відтоку клієнтів телекомунікаційної компанії
проводиться аналіз великого обсягу даних,
адже телекомунікаційні компанії:
 мають клієнтську базу від 1000000
і більше, дані необхідно брати за останні три
місяці;
 для побудови моделей та тестування
прогнозування на першому етапі достатні
дані для телекомунікаційних компаній, що
містяться у відкритих джерелах [1, 2];
 при розробці програмного забезпечен-
ня та його впровадженні необхідно збалан-
совувати три компоненти, що значним чином
впливають на результат: T – час, C – ресурси
(люди, гроші), Q – якість;
 програмне забезпечення має бути: мас-
штабоване, мультиплатформне, мати низьку
сукупну вартість володіння;
 необхідність роботи програмного за-
безпечення на різних пристроях (робочі стан-
ції, смартфони, планшети …), а інтерфейс
програмних систем має бути розрахований
на роботу різних категорій співробітників.
Одній групі користувачів необхідна більша
інтерактивність з можливістю проводити са-
мостійно різне представлення результатів та
розрахунок додаткових показників. Для дру-
гої групи необхідно швидко отримувати
точні результати розрахунків основних
показників для прийняття управлінських
рішень. Тому інтерфейс має містити тільки
необхідні дані, працювати швидко на різних
пристроях та системах.
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Якщо розробляти різні модулі на різні операційні системи та пристрої для
різних груп користувачів будуть значно збільшені T, C при Q = const:
0 0, ,T T T C C C      (1)
де 1, 1.T C   
Запропонована архітектура. Виходячи з наявного досвіду побудови про-
грамного забезпечення для прогнозування даних [3] та для обробки великих
обсягів даних [4], провівши ряд експериментів, запропоновано для рішення
задачі аналізу великих даних використати мову програмування python,
бібліотеки, що необхідні для машинного навчання та прогнозування: pandas,
numpy, sklearn та інші.
Доцільно використати триярусну архітектуру: сервер баз даних, сервер
додатків та робочі станції користувачів. Основну задачу з обробки даних,
машинному навчанню та прогнозуванню візьме на себе сервер додатків. Так як
для машинного навчання в python на базі бібліотеки sklearn використовується
не просто бібліотека numpy, а numpy+mkl, то буде забезпечена достатня швид-
кодія, а django до python дає можливість побудувати веб-додаток (web-applіca-
tіon) з високою швидкодією, гнучкістю та мультиплатформністю. Веб-додаток
проводить аналіз даних, будує інтерфейс користувача для другої групи користу-
вачів, та правильно працює на різних пристроях. Jupіter notebook веб-додаток
для створення інтерфейсу для першої групи користувачів (рис. 1).
РИС. 1.  Архітектура програмного забезпечення
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Ядро системи – обробка та аналіз даних, також спільні процедури доступу
до даних винесені в окремі модулі та є спільними для двох систем. Таким чином,
правильно виділивши спільні процедури, функції, з’єднавши їх із першою
та другою системами отримуємо:
0 1 0 1, ,T T T C C C      (2)
де 1 1 1 1, , const, 0, 0.T T C C Q T C          
Слід зазначити, що технології глибинного навчання та методи машинного
навчання успішно використовуються у великих обсягах даних при проведенні
аерокосмічних спостережень [5, 6]. Тому запропонований авторами підхід
можна буде успішно використати в інших галузях.
До особливостей даної задачі потрібно віднести те, що телекомунікаційні
компанії надають широкий спектр послуг великій кількості абонентів. Так,
наприклад, є послуга мобільного зв’язку та Інтернету, а є послуга стаціонарного
Інтернету. Вхідні дані таких груп абонентів частково відрізняються. Доцільно
вести навчання системи на даних по кожній групі окремо. Тому програмне
забезпечення для задач подібних до churn predіct має швидко налаштовуватися
на різні дані та швидко навчатися. Метод Support Vector Machines із бібліотеки
sklearn забезпечує цю вимогу.
Результати експериментальних досліджень. Експерименти проводилися
для першої групи абонентів на основі даних абонентів мобільного зв’язку, а для
другої групи – на основі даних абонентів стаціонарного Інтернету. Результат
прогнозування для першої групи показано на рис. 2. Результат прогнозування
для другої групи показано на рис. 3. Проведені експерименти показали високий
результат якості прогнозування та швидкості обробки даних.
Слід зазначити, що такий принцип побудови програмного забезпечення
зменшує часові (T) та ресурсні (C) витрати на супровід і модернізацію
програмного забезпечення. А це в свою чергу забезпечить низьку сукупну
вартість володіння (Total Cost of Ownership, TCO) програмним забезпеченням.
Що у свою чергу підвищить конкурентоспроможність програмного забез-
печення створеного запропонованого підходу та з архітектурою показаною
на рис. 1.
Висновки.
1. Мова програмування python та наявні компоненти дають можливість
побудови оптимальних програмних систем для аналізу великих обсягів даних,
для машинного навчання, та для побудови мультиплатформних веб-додатків
або додатків робочого столу (desktop app) не критичних до великої швидкодії.
2. Запропонований підхід до побудови програмного забезпечення для
аналізу великих даних бази мови програмування python.
3. Зменшує сукупну вартість володіння (зменшує витрати на створення
програмного забезпечення та його супровід у подальшому) та збільшує конку-
рентоспроможність програмного забезпечення створеного з запропонованого
підходу.
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РИС. 2. Результат прогнозування абонентів телефонії – churn.csv
РИС. 3. Результат прогнозування абонентів стаціонарного Інтернету
wa_fn-usec_-Telco-Customer-Curn.csv
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А.Н. Лавренюк, С.И. Лавренюк, П.Г. Тульчинский
ПОДХОД К ОПТИМИЗАЦИИ ПРОГРАММНОГО ОБЕСПЕЧЕНИЯ ДЛЯ АНАЛИЗА
БОЛЬШИХ ДАННЫХ
На примере разработки оптимальной архитектуры программного обеспечения созданного
на языке программирования python показано решение одной из задач анализа больших
данных для прогнозирования оттока клиентов (churn predіct) телекоммуникационной
компании. Показано создание системы принятия решений с гибкой модульной структурой
и с оптимизацией временных и ресурсных затрат на разработку программного обеспечения.
A. Lavreniuk, S Lavreniuk., P. Tulchinsky
AN APPOACH TO SOFTWARE OPTIMIZATION FOR TELECOMMUNICATION COMPANY
BIG DATA ANALYSIS
Using optimal architecture development for software created with the help of Python programming
language, we find the solution of a BIG DATA analysis problem for telecommunication company
churn prediction. We demonstrate creation of a decision-making system with a flexible modular
structure and software development time and resource cost optimization.
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