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ABSTRACT
RELATIONSHIP BETWEEN THE AUTONOMIC NERVOUS SYSTEM AND
THE RECOVERING HEART POST EXERCISE USING HEART RATE
VARIABILITY
by
Pierre Asselin
The goal of this thesis is to determine if a relationship exists between the activity of the
autonomic nervous system (ANS) and the speed of heart rate recovery post maximal
exercise. The parasympathetic branch of the ANS was assessed during rest by obtaining
the high frequency (HF) component of the heart rate variability (HRV) frequency
spectrum. The recovery time was estimated by fitting an exponential curve to the heart
rate post exercise where the exponent was used to calculate the time constant to indicate
recovery time. A regression was then performed on the HF and recovery time in order to
find a relationship between the ANS activity and the recovery time.
Changes in the ANS through all stages of the experiment were characterized using
two different time-frequency methods; Continuous Wavelet Transform (CWT) and the
Short Time Fourier Transform (STFT).
A moderate relationship (R2=0.5164) exists between the HF and the rate of
recovery. Changes in the ANS throughout the experiment indicated a drop in both the LF
and HF (where LF represents a mixture of sympathetic and parasympathetic activity)
values during exercise and may indicate sympathetic saturation. The normalized LF and
HF values contained a large spike in the LF and a corresponding drop in the HF at the
start of exercise and again at the start recovery indicating sympathetic activation and
sympathetic desaturation, respectively.
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CHAPTER 1
BACKGROUND
1.1 Introduction
The autonomic nervous system (ANS) is the portion of the central
nervous system that controls involuntary functions such as sweating, digestion,
breathing and heart rate. Of these four functions, heart rate can be utilized to assess the
heath and fitness level of an individual.
Most people today know of the direct relationship between a person's health and
the proper functionality of their heart. However, there exists a deeper relationship than
what appears on the surface. For instance, there have been indications of a relationship
that exists among patients with slow heart rate recovery and the occurrence of
pathological cardiac events, as well as a link identified between low heart rate variability
(HRV) and the occurrence of cardiac abnormalities such as myocardial infarctions and
diabetic neuropathies [1, 8, 12]. Therefore, it is important to be able to assess the ANS in
a noninvasive manner to identify a relationship between its activity, which can be
characterized by the variability of a person's heart rate, and the rate at which the heart
recovers after an exercise or stress.
This thesis examines the relationship between heart rate variability at a resting
state and the rate at which heart rate recovers after exercise. In addition this thesis will
map changes in autonomic activity during both exercise and recovery stages.
In order to assess the relationship between the ANS and heart rate recovery two
different testing procedures were used. The first, Test A, had participants perform three
1
2tasks: resting while breathing at a controlled rate, exercise, and seated recovery. The
second, Test B also performed three similar tasks: rested breathing at a self selected rate,
exercise, and an extended seated recovery.
Depending on the testing procedure and task performed, different methods of
analyzing changes in the heart rate were used. The HRV method used to analyze data
acquired from the controlled breathing task of Test A was power spectrum analysis,
which was implemented with the use of the Fourier transform. The heart rate during the
seated recovery stage was assessed by fitting an exponential curve, where the time
constant of the curve represented the estimated rate of recovery. A relation was then
developed between the high frequency (HF) component obtained from the analysis of the
paced breathing data and the above mentioned time constant. This was done since the HF
is associated with the activity of the parasympathetic nervous system [6, 8, 12], which is
the section of the ANS thought to be associated with reducing heart rate [2].
It is unknown how the two branches of the ANS function in order to cause heart
rate recovery. There are four possibilities that can explain the initial changes within the
ANS which bring about the return of the heart rate to its resting values. The first theory is
that there is no change in sympathetic activity and an increase in parasympathetic
activity. The second theory explains the phenomenon with a decrease in sympathetic
activity while the parasympathetic activity remains the same. The third explanation is a
combination of the first two; it supports an increase in parasympathetic activity and a
reduction in sympathetic activity. Finally the last theory is an increase in both branches of
the ANS but there is a larger increase in the parasympathetic branch then the sympathetic
branch.
3In order to visualize what may be happening, a secondary test was employed to
analyze both Test A and Test B. This test consisted of two methods, the Wavelet
Transform (WT) and the Short Time Fourier Transform (STFT). These methods are
capable of measuring changes in frequency with time unlike traditional spectral analysis.
This would enable us to quantify the changes in both divisions of the ANS with respect to
time.
1.2 Autonomic Nervous System
1.2.1 Divisions of the Autonomic Nervous System
The autonomic nervous system (ANS) is the portion of the central nervous system that
controls involuntary functions. It makes the necessary adjustments to cardiac muscle,
smooth muscle, and gland activity in order to support the change in the body's activities
[2]. It also increases or decreases heart rate, respiratory rate, adjusts blood pressure, body
temperature, and stomach secretions. The ANS is divided into two branches,
parasympathetic and sympathetic, which serve the same visceral organs but have opposite
effects. Generally, both divisions of the ANS are partially active, although one branch
will dominate over the other depending on whether the body is under stress or returning
to rest. The responsibility of the sympathetic branch is to increase the heart rate under
situations of stress (e.g., exercise, flight or fight conflicts, etc.) and the responsibility of
parasympathetic branch is to decrease the heart rate to recover to a resting state [2].
The sympathetic nervous system increases the heart rate while inhibiting digestion
when a person is in fear, rage, or exercising. When the sympathetic nervous system is
active, it dilates heart vessels and skeletal muscles, and constricts cutaneous and visceral
blood vessels [2]. This causes an increased flow of blood to skeletal muscles and raises
4the heart rate as well as dampens gastrointestinal and urinary tract motility. Another
reaction to an increase in sympathetic activity is dilation of the bronchioles in order to
increase ventilation [2].
The branch of the ANS that allows us to relax, conserve energy and decrease the
heart rate is the parasympathetic nervous system. When it is active, blood pressure, heart
and breath rates become regulated at low normal levels. Also the gastrointestinal tract
becomes active in digestion to replenish the body and pupils constrict to protect the
retinas from being damaged from excessive light [2]. A more detailed list of how both
branches affect different target organs is listed in Table 1.1
Table 1.1 Sympathetic and Parasympathetic Divisions Effects on Various Organs
5
61.2.2 Physiology of Autonomic Nervous System
The major neurotransmitters released by the ANS are acetylcholine (ACh) and
norepinephrine (NE). Fibers which release ACh are called cholinergic fibers and those
releasing NE are called adrenergic fibers. The exceptions of adrenergic fibers which
secrete ACh are the fibers innervating the sweat glands of the skin, the blood vessels
within skeletal muscles and the external genitalia [2]. There is no straight forward
generalization that can explain the effects of ACh and NE such as excitation or inhibition,
their effects depend on which receptors they attach to.
Each autonomic transmitter has two main kinds of receptors which allow different
effects caused by the same chemicals. The cholinergic receptor contains nicotinic
receptors and muscarinic receptors. Nicotinic receptors are affected the same way when
nicotine binds to them as when ACh does. Muscarinic receptors are activated with the
mushroom poison, muscarine which will not affect nicotinic receptors just as nicotine
will not affect muscarinic receptors [2]. Nicotinic receptors are found in neuromuscular
junctions of skeletal muscle cells, such as all post ganglionic neurons of both sympathetic
and parasympathetic nervous system. When ACh binds to the nicotinic receptor it will
always stimulate or excite the neuron or effecter cell. The effect ACh has on muscarinic
receptors will generally excite all parasympathetic target organs except it will inhibit
cardiac muscle [2]. For example ACh will stimulate receptors on the smooth muscle of
the gastrointestinal tract and cause the cardiac muscle receptors of the heart to slow its
activity.
Adrenergic receptors are divided into two major classes, the alpha (a) and beta (0)
receptors. Generally NE or epinephrine binding to a receptors is stimulatory but has the
7opposite effect when it binds to f3 receptors. These receptors have been divided into
subclasses al, a2, 131 and 02 [2]. A description of how these receptors affect their target
organ is described in Table 1.2.
1.2.3 Effects of Drugs
Certain drugs can be administered to suppress or stimulate selected organs. An example
of this is an adrenergic blocker, also referred to as beta-blockers that attach to (31
receptors of the cardiac muscle. This will reduce heart rate without interfering with
sympathetic effects. Another example is neostigmine, an anticholinesterase drug, which
prevents the breakdown of ACh allowing it to accumulate. This drug is used with patients
suffering from myasthenia gravis, where skeletal muscle activity is impaired due to a lack
of ACh stimulation.
8Table 1.2 Cholinergic and Adrenergic Receptors
91.3 Physiological Effects of EDercise
At any given work load, chronic training is associated with lower HR. This is caused by
reduced sympathetic plasma catecholamines and decreased muscle sympathetic nerve
activity. In addition, exercise leads to resting bradycardia due to an alteration in
autonomic control by either, an increase in vagal activity, a decrease in sympathetic
activity or both. Exercise will also help to reduce resting blood pressure (BP) which may
also involve reducing resting sympathetic activity. Some indications of reduced
sympathetic output due to training could be seen with by decreased plasma
catecholamines, catecholamine spillover and muscle sympathetic nerve activity [3].
Exercise not only has a strong correlation with a lower HR, it also has an effect on
how quickly a person can recover after exercise. The rate of recovery, however, is
dependent on the level of exertion [5]. It also is mediated by both reduction of
sympathetic withdrawal and parasympathetic reactivation. As to which part of the ANS
has a greater effect on the recovery, Pierpont has looked into the work of several
investigators. One investigator postulated that the initial reaction toward the HR recovery
is an initial drop in sympathetic tone which would then be followed by an increase in
parasympathetic activity [4]. Other theones believe that there is a more rapid reaction of
the parasympathetic activity. This explains why at shorter and lower levels of exercise the
HR recovers more rapidly then from longer and higher levels of exercise since the
sympathetic activity has not had as much of a chance to change [5].
The effects of exercise are not only seen if performed on a regular basis, but even
a single bout of exercise introduces some changes up to 24 hours after the exercise bout
[I]. Some benefits have been lower density of blood lipids, and increased insulin
10
sensitivity. Another interesting result after one bout of submaximal exercise is that the
heart becomes more reactive to neurological inputs causing heart rate to change more
rapidly.
1.4 Heart Rate Variability (HRV)
One of the ways the heart rate is regulated for humans and animals is by the
parasympathetic and sympathetic branches of the ANS. The sympathetic branch will
cause an increase in heart rate under stress while the parasympathetic branch will have an
opposite effect once the stress is removed. These branches are linked to the heart at the
Sinoatnal Node (SA node) where the beat is initiated for a normal heart [2, 6]. One
approach for understanding the activity in both branches of the autonomic nervous
system involves studying HRV [6].
The first important application of HRV was recognized in 1963 by Hon and Lee
[7]. In their study, they noted that there was a change in the HRV before any substantial
changes in the average heart rate. Hon and Lee analyzed the time between successive
heart beats, known as the R-R interval or as the inter-beat-interval (IBI). The time where
a heart beat occurs can be obtained from observing the maximum points of the QRS
complex of the electrocardiogram (ECG) signal. Other researchers, as noted by Malik,
[8] continued the development and expanded the application of HRV. In the 1980s it was
confirmed that HRV was a strong predictor of mortality following an acute myocardial
infarction [9]. It was at this point when the clinical importance of HRV was finally
understood. Since then, there have been different methods of analyzing HRV. The first
method applies time domain calculations and is mainly applied to analyzing large sample
11
sizes such as those obtained from 24 hour data. The second method uses frequency
domain calculations and is employed to analyze shorter segments of data generally
lasting for 5 minutes.
1.4.1 Physiological Correlates of HRV
The vanations seen within each R-R interval represents the beat-to-beat control
mechanism adjusting itself to the changing body. The vagal and sympathetic activities are
constantly interacting, but under resting conditions the vagal tone would prevail and the
HRV is largely due to vagal modulation [8]. The parasympathetic influences exceed
sympathetic effects due to two independent mechanisms, the first being a cholinergically
induced reduction of norepinephnne released in response to sympathetic activity, and the
second being a cholinergic attenuation of the response to an adrenergic stimulus [8]. The
sympathetic influence is generated by the release of epinephnne and norepinephnne. The
adrenergic receptor activation will ultimately result in the acceleration of the diastolic
depolanzation thereby increasing the heart rate [8].
The HRV representations of sympathetic and vagal activities are denved with
respect to the sinus node. Therefore, outside vanations affect the HRV model. For
instance there is a large influence caused by the central oscillators such as the respiratory
and vasomotor centers. The penpheral oscillators, such as oscillation of artenal pressure,
and respiratory sinus arrhythmia also help modulate the cardiac cycle. These oscillators
will affect the heart penod in both the long term and short term due to their rhythmic
fluctuations in neural discharge [8]. For example, an increase in breath rate may cause a
decrease in the HF even though vagal activity remains unchanged [12]. This can be
12
shown by observing the change in the energy in the HF band as the breathing frequency
is vaned.
1.4.2 Time Domain Methods of HRV
Some of the simple time domain measures which can be calculated are the mean R-R
interval, mean heart rate, the difference between the longest and shortest R-R interval,
etc. Other time domain measurements are statistical measures and come from either the
R-R interval itself or from the difference between successive R-R intervals.
One of the simplest statistical time domain vanables is the standard deviation of the
R-R interval (SDNN). This variable reflects all the cyclical components responsible for
vanability in the penod of recording. The ECG signals used must be the same length in
time in order to compare results. The total vanance of the signal changes with signals of
different lengths.
Another statistical time domain measurement is the standard deviation of the
average R-R interval (SDANN) [8]. This method breaks a 24 hour signal into 288 smaller
5 minute windows and calculates the mean for each window. This measure is used to
calculate changes in heart rate due to signals with penods greater then 5 min.
The statistical measures which use the time difference between consecutive beats
are commonly used to estimate high frequency vanations in the heart rate. The first is the
square root of the mean squared differences of successive R-R intervals (RMSSD).
Another is the number in interval differences of successive R-R intervals greater than
50ms (pNN50). Finally there is the proportion denved by dividing the pNN50 by the total
number of R-R intervals (pNN50) [8].
13
1.4.3 Frequency Domain Methods of HRV
Heart rate vanability may be charactenzed by its frequency spectrum and has been shown
to be a good representation of the activity of both the sympathetic and parasympathetic
portions of the autonomic nervous system act [10]. The traditional method of performing
HRV in the frequency domain applies a Founer transform to the III. The HRV
frequency spectrum can be broken up into 3 sections: high, low, and very low frequency
(HF, LF, and VLF, respectively) components. The HF component ranges from 0.15-
0.4Hz and represents the parasympathetic activity. The LF ranges from 0.04-0.15Hz and
represents a mixture of parasympathetic and sympathetic activity. Everything below the
frequency range of 0.04 is known as the VLF [6, 8,11,12] and it is hypothesized that it
may represent an assortment of factors such as thermoregulation fluctuation [11]. Since
the known activity of the ANS lies within the LF and HF bands, the main concentration
of the analysis involves these two frequency bands.
The measurements of LF and HF can be represented in absolute values of power
or in normalized units. Normalized units represent the relative value of each power
component in proportion to the total power minus the VLF.
The recording time of the signal should last at least 10 times the wavelength of
the lowest frequency in the frequency range of interest, which will ensure the proper
detection of the signal. Therefore, the minimum signal length to obtain the high
frequency component should approximately be a 1 minute signal and a 2 minute signal is
14
needed to determine the LF component [8]. Typically a 5 minute signal is used to obtain
optimal results as well as an easily obtainable standard for analyzing any signal. When
companng results, all the signals must be of the same length in order to be able to
compare between two different signals. The total power contained in the frequency
spectrum will be increased in signals of longer duration. However, the total power can be
normalized to a signal of a fixed length.
Pharmacological expenments which block portions of the ANS have shown how
the different branches affect the frequency bands. It was noted that parasympathetic
activity is the main contnbutor to the HF band and the LF component represents a
mixture of vagal and sympathetic activity [12, 10]. An increase in LF can be seen under
several conditions such as mental stress, dunng moderate hypotension, physical activity,
and occlusion of a coronary artery. An increase in HF can also be induced by controlled
respirations, cold stimulation of the face and rotational stimuli. LF/HF ratio is considered
by some investigators to mirror sympathetic/parasympathetic balance or to reflect
sympathetic modulations [8]. It is important to remember that these components of HRV
do not provide a level of autonomic tone but instead show the degree of autonomic
vanation.
CHAPTER 2
ENGINEERING BACKGROUND
2.1 Signal Acquisition
The first step to properly perform any HRV measurement is to accurately obtain IBI [6].
This is done by first acquinng an ECG signal which is digitized using a high enough
sampling rate to accurately identify the QRS complex and to satisfy the sampling
theorem[8,13]. An optimal sampling rate choice is between 250-500 Hz since the
maximum frequency contained within an ECG signal is 100 Hz.
Next, an R-wave (or peak) detection program is used to calculate the time
difference (in ms) between beats. A program was developed which has the added
flexibility of manually correcting any falsely detected R-waves. This is accomplished by
comparing the abnormalities contained within the IBI signal to the ECG. A more specific
explanation of how this is performed is found in the Methods Chapter 3.
The reliability of the processed data is affected by events such as ectopic beats,
arrhythmic events, and missing data. If the ECG contains data due to these phenomena,
interpolation using preceding and successive beats can be used to fill in the sections
containing blemished data. No interpolation was used in this study. If there were sections
of data that contained any of the above mentioned events the whole data set was removed
from the study.
In order to perform many of the HRV analyses including all of the frequency
domain methods, it is important to use a signal with equally spaced samples. The IBI
samples are not equally spaced but are indirectly related to time (since it is defined as the
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time interval per beat sampled). To make it explicitly depend on time, a transformation is
performed by interpolating points according to a desired sampling rate. This results in the
interpolated inter-beat-interval (IIBI) signal. Generally the sampling rate chosen is the
same as the one used dunng the ECG acquisition process. For some more complex
methods of analysis and long data sets, it may be too time consuming to interpolate the
data at such a high sampling frequency. It would be adequate to choose an interpolation
frequency as low as 5 to 10 Hz since the highest frequency of interest is 0.4 Hz, in the
resting state, and .7 Hz, in strenuous exercise.
Different methods of interpolation include cubic spline interpolation, linear
interpolation and backward step function interpolation [6]. The backward step function
interpolation method was used in this study since it is the simplest and still produced
good results. The backward step function is done by taking the IBI values and
multiplying it by the interpolation sampling rate divided by 1000ms.
That number is then rounded to the nearest whole number. This will set the
number of times to fill an array with the IBI value. The number of samples contained
within the IIBI will then be in proportion to that of the ECG signal. For example, if the
sampling rate of the ECG signal was twice that of the IIBI then the number of samples in
the ECG signal will be twice that of the IIBI.
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2.2 Power Spectral Analysis
The spectral analysis is based on the Founer transform. The Founer transform is a
method used to determine the frequency content of a time domain signal. It is defined by
the following equation:
where t is time, f is frequency and x(t) is the time domain signal and X0 is called the
spectral density function and represents the magnitudes and phases of the frequency
content of x(t) [14,15]. The Founer transform converts x(t) from the time domain into
the frequency domain in a similar manner as the Founer senes represents a
decomposition of a penodic signal time sequence as an infinite senes of sinusoids. (Note
that e-2filft is the complex form of a sinusoid since e."2-mfi = cos(aft)+jsin(brft) using
Euler's formula [15].) The difference between the Founer transform and Founer senes is
that the Founer Transform can be applied to non penodic signals while the Founer senes
is defined for penodic signals. Therefore, the Founer transform can be viewed as a
Founer senes of a penodic function whose period goes to infinity. Since the Founer
senes relates the magnitudes and phases of a penodic signal at a specified frequency,
called the spectrum, the Founer transform becomes a spectral density which represents
the contnbution of any given frequency to the signal. The power density spectrum Sap
is defined as
where X0 is the Founer transform of the input signal x(t) and the X*(f is the complex
conjugate of X0`) [14].
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The Founer transform analysis assumes that the input signal x(t) is a stationary
signal. In general, signals from the ANS are non-stationary. However, for the purposes of
this study the ANS will be assumed to be stationary only dunng paced breathing. This
assumption is based on the fact that there are a limited number of influences affecting the
ANS during rest. This method, however, is not acceptable during exercise and recovery.
Methods needed for this type of analysis must be able to measure changes in frequency
over time.
2.3 Short Time Fourier Transform
There are different methods that could be implemented to in order to observe changes in
frequency over time. Two methods are the Short Time Founer Transform (STFT) and the
wavelet transform. The SIFT method uses the Founer transform to calculate the power
but incorporates a windowing function, obtaining time localization according to the
following equation.
This equation defines the SIFT as the Fourier transform, at time r and frequency f, of the
signal x(t) multiplied by the complex conjugate of the shifted analysis window y *( t-r)
shifted by time I" [14,16]. The integration is over the interval of z -A to r +A where 20 is
the window size. The SIFT is performed for all time shifts and for all frequencies. From
this, the power density spectrum as a function of z and f is calculated using equation 2.5.
The resulting 2-dimensional function is referred to as a spectrogram.
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The spectrogram represents a "localized" power for a specific frequency and time
penod. This localization is a result of eliminating the effects of the signal beyond the
window size of 2 A centered at r. The result given from the STFT is greatly influenced by
the length and shape of the window 7 *( t) [16]. Choosing an appropnate window size is a
key issue since this is what sets the time-frequency resolution. That is, the window should
be small enough to assume that the signal is stationary and using a smaller portion of the
signal results in greater time resolution. The drawback to this is that using a smaller sized
window lowers the obtainable frequency resolution. Therefore the window size should be
large enough to produce an acceptable frequency resolution. The filter size versus the
time-frequency resolution is descnbed by the Heisenberg Uncertainty Pnnciple [14]. The
uncertainty pnnciple is defined as by the following equation:
where, At is the uncertainty in time, EE is the uncertainty in energy, and h is Planck's
constant [17,18]. It identifies the relationship of the time resolution to the frequency
resolution and puts a limitation on the degree of obtainable time resolution by reducing
the degree of obtainable frequency resolution and vice versa.
2.4 Wavelet Transform
The problem of obtaining good frequency and time resolution can not be avoided but the
WT offers a unique solution. This function is similar to the STFT in that it is based on the
Founer transform and uses a windowing function. However, the windowing function
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used has a unique approach in optimizing the time-frequency resolution. The window
size is determined according to the frequency.
The WT is defined as follows:
Just as the STFT convolved the signal xet) with a window Wet), this transform convolves
the signal xet) with an analysis window i,v* (t). This window is also called the mother
wavelet and just as the Founer transform uses sines and cosines to break down the signal
the WT uses this mother wavelet. Another difference between the WT and STFT is that
in addition to the time shifting parameter, r, there is a parameter, s, which is used to scale
the size of the window. STFT uses a fixed window size. The signal is also multiplied by
le in order to normalize the energy contained so that there will be uniform energy at
every scale [14,19].
The scale is related to the frequency of the signal, and this relationship depends
on the type of wavelet applied but, in general, scale is inversely proportional to
frequency. This means that low scales represent high frequencies and high scale values
represent low frequencies. Since the scale determines window size and the Uncertainly
Pnnciple still applies, better frequency resolution at the expense of time resolution is
obtained for low frequencies. For higher frequencies the opposite it true, a better time
resolution is obtained at the expense of frequency resolution [14].
The changing window throughout the process provides a unique time frequency
resolution pictured in Figure 2.1. The box heights and widths change but the area of the
box stays constant making each box represent an equal portion of time and frequency.
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The STFT time and frequency resolutions are determined by a window of constant width
making the time-frequency plane consist of equal sized squares.
Figure 2.1 (a) Time-Frequency plane for WTs (b) Time-Frequency plane for STFT.
There are different types of mother wavelets that can be used for analyzing
different signals. For example the use of the Morlet wavelet favors spectral accuracy
whereas the Mexican Hat wavelet favors individual event localization [20]. In order to be
a wavelet it must satisfy the following mathematical cntena. It must have finite energy
[21]
and the area contained within the wavelet is equal to zero [22]
The choice was made in using the Morlet wavelet in this thesis since it provides spectral
accuracy as well as its use in other similar research [19, 21, 26].
The Morlet wavelet is defined as
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where coo is the central frequency of the mother wavelet. The 1term is the
normalization factor the will give the wavelet unit energy. The first term in the brackets,
e i'°' contains the complex sinusoidal waveform cos(aot + i sin(a0t) . The second term
_0)0 2 /
in the brackets e 2 corrects for non-zero mean of the complex sinusoid of the first
t 2/
term, and is known as the correction term. The last term e ' 2 is the Gaussian envelope
which has unit standard deviation and confines both the real and imaginary part of the
complex sinusoidal waveform [21].
CHAPTER 3
METHODS
3.1 Subjects
Both Test A and Test B had their own separate unique group of subjects. Test A's
participants were patients at University of Medicine and Dentistry of New Jersey
(UMDNJ) who signed an informed consent form. All 128 participants from UMDNJ
involved in the study are of either sex, and at least 18 but less then 100 years of age.
Participants who were permitted to participate were those who were not currently taking
heart medications, did not have heart disease and were in good enough physical health to
undergo an exercise test. Any person who had atrial fibnllation, a history of palpitations,
a pacemaker or a defibnllator was excluded from the study. All participants in the study
were patients that were requested to undergo a stress test by their physician.
In Test B, data was collected from one subject at New Jersey Institute of
Technology (NJIT). He was a 24 year old of average health and fit all the above listed
inclusion cntena except the requisition to undergo a stress test.
3.2 EDperimental Design for Test A Patients
UMDNJ patients in Test A were instrumented with a 12 lead ECG configuration and then
monitored with the Quinton QStress TM55. Lead II of the ECG was taken from the rear
output of the stress test machine as an analog signal. It was digitized at 250 Hz and was
saved on a laptop computer with the use of a National Instruments DAQCard-1200 and a
program wntten in LabView 5.1. The preparation of the ECG electrodes included shaving
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of the skin electrode site, lightly abrading, and cleaning the site with alcohol. The data
collection was continuous lasting the entire time they spent in the stress test laboratory.
All data were collected between the hours of 9 am to 12 pm, which would limit
the effects due to the circadian rhythm. The test was composed of three different sections,
resting baseline, exercise and recovery. The resting baseline lasted for a penod of 5
minutes, and involved the subject sitting relaxed in the UMDNJ's cardiology division
stress test laboratory, breathing at a paced rate of 12 breaths per min or 0.2 Hz. In order
to achieve the regulated breath rate the subject followed a series of moving lights that
would move up when the subject should inhale and move down indicating that it is time
for the subject to exhale. The participant was asked to follow the rhythm and not to take
in deep breaths but to try to keep the volume of air in every breath consistent with normal
breathing.
Once they completed 5 minutes of uninterrupted paced breathing the subject was
asked to stand and walk onto the treadmill where they were explained the exercise
portion of the test. This portion of the test followed the Bruce protocol for stress tests
involving different stages of exertion. The protocol began at a slow walking pace of 1.7
mph on tread mill with 10% elevation. Every 3 minutes the tread mill increased in speed
and elevation according to Table 3.1.
The advancement of stages continued until the subject reached 85% of their
designated maximum heart rate, established by their sex, age, height, weight and current
medications. The test may be stopped by the subject before he or she reached 85% of
their maximum heart rate if they indicated that they could not continue due to shortness
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of breath, chest pain, lightheadedness, discomfort or cramping. The physician may also
stop the test if any senous abnormalities in the ECG or blood pressure were discovered.
3.3 EDperimental Design for Test B
The second expenment, Test B, was performed in order to observe the changes in
autonomic activity dunng recovery for a longer penod of time. Test A only acquired the
recovery data for a time penod of 5 minutes. It was thought that this might not be long
enough to determine the changes in the ANS since it was observed that the heart rate did
not return to baseline levels after 5 minutes.
The single participant involved in Test B used a Polar S810i heart rate monitor to
acquire beat to beat time recordings. The accuracy of heart rate measurements dunng
steady state conditions acquired with this system was recorded at +/. 1% or +/..1 bpm
which ever was longer [23]. The validity of the data acquired from a similar system was
tested previously by other researchers for HRV analysis [24].
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This person did not follow the same testing protocol as the UMDNJ participants.
He sat outside in a park for 6 minuets resting, then ran for 8 minutes and finally sat down
to recover for 30 minutes. He did not perform the paced breathing and did not run in
incremental stages such as what is done in the Bruce protocol. Instead, dunng the initial
resting penod he breathed at his own self selected rate and he ran at his own pace. The
subject was allowed to breath at his self selected rate since this test was used to look at
the changes in the ANS over a longer recovery penod. In addition, dunng the recovery
penod the subject will breathe at his self selected rate and this will give a better
indication whether or not their heart rate has fully recovered. Following the protocol
performed in Test A was not needed since the data acquired from this person's data was
used in order to view the changes in the ANS dunng the extended recovery penod.
However, the resting and exercise was still recorded and analyzed in order to make any
comparisons if needed.
3.4	 Data Processing
3.4.1 Peak Detection
The first step of processing the data acquired in Test A is to detect the occurrence of R-
waives in the ECG, also referred to as peak detection. This was done in order to determine
the time that a heart beat occurred and to compile an inter-beat-interval (IBI) signal. This
process was not performed with the data acquired in Test B since its output was already
in IBI format. The choice of using the R-wave in order to designate where a heart beat
occurred was done since it is very distinct and its peak can easily be found. The program,
wntten in LabView 7 Express, is outlined in Figure 5.1 and descnbed in Appendix A.
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Figure 3.1 Diagram showing the process flow required to perform the peak detection.
Once this program was complete manual correction could be applied to correct
any incorrectly detected beats so that any extra beats were removed and any missed beats
were added. The changes in the IBI would then be edited according to where the
additions and deletions were made. A simple method of locating miss detected beats was
done by plotting the IBI and looking for spikes in the data. The indication of a miss
detected beat or set of beats would be shown in the IBI plot as a spike pointing upward.
Having a spike pointing downward would indicate that there was at least one extra R-
wave found.
3.4.2 Test B Filtering
The data in Test B were acquired in IBI format; however the signal still needed to be
filtered. The Polar system used to acquire the data missed some beats in the process. This
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left sections in the data where the time between beats would be at least twice the mean of
previous heart beats. In order to clean the data and make it usable, a filtenng program,
descnbed in Figure 3.2, was wntten to split these long intervals. The program started
with the fifth point in the data set and tested to see if it was 70% longer than the mean of
the previous 4 points. If this was the case the point was tested to see how much longer
than the mean it was and was divided into equal parts. For instance, if the current point
was twice the mean of the previous 4 points then this point was divided into two equally
valued points.
Figure 3.2 Diagram showing the process flow to filter the IBI acquired by the Polar heart
rate monitor.
3.4.3 IIBI Creation
Once the IBI was formed it was converted into interpolated inter-beat-interval (IIBI) form
which keeps the time occurrence between each data point evenly spaced. The formation
of an IIBI is done by inserting data points of the same IBI value into the array depending
on the value of the IBI sample and the interpolation sampling rate. The process of
29
forming an IIBI is illustrated in Figure 3.3 where Figure 3.3b represents the acquired IBI
signal extrapolated from the ECG signal of Figure 3.3a by measunng the time between
successive R-waves. Figure 3.3c then represents the IIBI formation with a 5 Hz
interpolation sampling rate. The number of samples inserted into the IIBI array was
chosen by the following equation:
The IIBI was than used with the frequency domain analysis as well as the curve fitting
process. The interpolation was done at different frequencies depending on the method
used. Programs such as the STFT and the WT used an interpolating frequency of 5 Hz.
because the time needed to process the data was much greater then the time for a basic
power spectrum. However, the power spectral analysis used an interpolating frequency of
250 Hz, equal to that of the ECG sampling frequency. It could have also used the 5 Hz
sampling frequency but the available program to interpolate the signal was wntten to
sample at 250 Hz.
When sampling the IIBI at 250 samples per second the resulting signal has data
samples separated by the same time resolution as the ECG. However when the IIBI is
sampled at 5 Hz there is a large difference in time resolution. The time separating the
samples will be 0.2 seconds instead of 0.004 seconds, consequently causing time
intervals 800ms and 875ms to be represented with the same number of samples. This will
not affect the resulting frequency power output since the frequency range of interest is
0.04 Hz to 0.7 Hz where such small vanations are not noticed.
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Figure 3.3 Creation of the JIBI signal interpolated at 5 Hz.
(a) ECG signal
(b) IBI
(c) IIBI values interpolated at 5 Hz
3.4.4 Spectral Analysis
The paced breathing portion of the test was analyzed using power spectral analysis. The
power spectrum S„„(f) is defined in chapter 2 is
where X(f) is the Founer transform of the input signal x(t), in this case it is the III, and
the X*W is the complex conjugate of X(/). The power spectrum shows the power
contained at each sampled frequency of a stationary signal. We assume that dunng the
paced breathing, the body is not changing, therefore producing a stationary signal. This
assumption is not ideal but there are no other alternatives. However, the use of this
method is not suitable for the exercise and recovery portions of the test.
31
The spectral analysis was also programmed using the LabView programming
language. This program loaded the IIBI that was interpolated at the same rate as the ECG
collection and passed it through the FFT.vi to compute the Founer transform. The
algonthm of calculating the Founer transform depended on the length of the IIBI. If the
length was a power of 2 then it used the fast Founer transform (FFT) if it was not, it used
the discrete Founer transform (DFT).
Once the power spectrum was calculated the next step was to quantify the energy
contained within both the LF and HF portions of the signal. This was accomplished by
dividing the power spectrum into frequency bands. The first division is from 0.04-0.15
Hz representing LF and 0.15-0.4 Hz representing the HF. The areas contained in these
two frequency bands were calculated by summing the power spectrum array representing
the LF and then the HF.
3.4.5 Short Time Fourier Transform
The STFT program was wntten in Matlab and it is closely related to the power spectrum
program descnbed previously. The main difference between the two programs is that the
STFT produces changes in frequency over time by applying a small time window to the
data and calculating the power spectral analysis to the data in the window. The window is
then shifted and another spectral analysis was obtained until it has reached the end of the
data set. This program was used dunng the exercise and recovery stage of the data set in
order to show how the frequencies change with time.
This program uses an III that was sampled at 5 Hz in order to speed up
processing time. The first step was to set up the windowing properties. A window size of
30 seconds was used since it provided reasonable time-frequency resolution for the
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lowest frequency of 0.04 Hz. Any window size could have been chosen, but when testing
with a 0.04 Hz sine wave, the spread of the spike in the frequency spectrum that leaked
into the other frequency bands could be tolerated more than with shorter window sizes.
The next windowing property was how much of a time shift each window would have.
The window could be shifted over several samples to reduce processing time by limiting
the amount of overlap each window would have on the other window. Since the
program's processing time was not reduced that significantly with a shift of several
samples as opposed to just one, the window was shifted by one sample.
Once the windowing properties were established the next step was to form a
matnx containing all the windowed data. The first window was applied to the first 30
seconds of data. Then the mean was removed from that window and the result was
multiplied by a Hanning window. The Hanning window was applied in order to reduce
leakage or spreading of energy when taking a Founer transform of a signal that was not
penodic. [25] The windowed section was then contained within its own column of the
matnx.
The power spectrum of the matnx was calculated using equation 3.2 by taking the
FFT of the window matnx. Then the power spectrum was calculated by multiplying each
column of the matnx by its complex conjugate.
The next step was to calculate how the LF and HF power changed through time.
However, the frequencies that compnse the HF band were changed. The power spectrum
used the range of 0.15-0.4 Hz where the STFT used 0.15-0.7 Hz. This change was
incorporated due to the different breathing frequencies dunng exercise and recovery from
exercise. Since breathing frequency may exceed the .4 hz breath rate dunng exercise and
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recovery, a higher frequency range was needed to obtain all the energy due to a higher
breathing frequency. The power spectral analysis used a known breathing frequency of
0.2 Hz and therefore, the standard frequency range of 0.15-0.4 Hz could be used.
The LF power was calculated for every time shift by taking the sum of the values
between the sample numbers representing 0.04 and 0.15 Hz. The same was done to
calculate HF except it used the region between 0.15 and 0.7 Hz.
In order to present the LF and HF data in different formats, the LF and HF values
were also normalized using the following equations.
where NLF and NHF are the normalized values of LF and HF, respectively and they
represent a percentage of energy associated with each frequency band. Viewing the
normalized data makes it easier to see how the power changes with respect to each other.
The program plotted a senes of 2D graphs of the onginal signal, LF, HF, NLF and NHF.
Then it would show a 3D representation of the data by plotting the power spectrum in
two formats, mesh and contour. This was done to give a better view of what the data was
doing. An example representing the output for one subject in Test A is shown in Figure
3.4.
Figure 3.4 STFT output results for the entire experiment for one UMDNJ patient.
(a) IIBI with the mean removed.
(b) LF/HF ratio.
(c) Absolute values of the LF and HF.
(d) LF and HF in normalized unit.
(e) 3D representations of the frequency data as a mesh.
(f) 3D representations of the frequency data contour plot.
3.4.6 Wavelet Transform
The wavelet transform program, written in Matlab 6.5, is also able to represent how
frequencies change with time. This program was used in order to have a secondary
method of analysis to ensure the results obtained were accurate. It analyzed the same IIBI
signals sampled at 5 Hz and also had its mean removed. The frequency ranges for the LF
and HF of 0.04-0.15 Hz and 0.15-0.7 Hz, respectively were also unchanged. The function
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used to transform the data was the CWT function, which is part of the Matlab wavelet
toolbox that performs a continuous wavelet transform. The mother wavelet applied was
the Monet wavelet. This was done since other papers have used this for analyzing HRV.
[26, 27, 28] Once the wavelet coefficients were calculated, they were converted from
scale to frequency using the following equation.
Where Fa is the frequency, in Hz, corresponding to scale a, F , is the center frequency of
the wavelet in Hz, and A is the sampling penod [29].
After processing the data, large edge effects appeared at the beginning and the end
of the signal so padding was added. The padding added to the start of the signal was 1
minute worth of the first data value in the signal. The same padding process was
performed to the end of the signal but it used last data value of the signal.
The III as well as the LF, HF and the ratio LF/HF were plotted in order to see
how they changed with time. Contour plots of both the wavelet coefficients and their
converted values into frequency were also plotted. An example representing the output
for the same subject as the one in the STFT section is shown in Figure 3.5.
Figure 3.5 WT output results for the entire experiment for one UMDNJ patient.
(a) III with the mean removed.
(b) LF/HF ratio.
(c) Absolute values of the LF and HF.
(d) LF and HF in normalized units.
(e) 3D representations of the frequency data as a mesh.
(f) 3D representations of the frequency data contour plot.
3.4.7 Curve Fitting
A curve fitting program was wntten in order to model the rate of recovery and obtain its
time constant as an indication of the rate of recovery. The program used the Levenberg-
Marquardt algonthm to determine the set of coefficients for the recovery model. The
model we used was an exponential equation defined as
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1 — AeB1 + C	 (3.6)
where the exponent B is the inverse of the time constant of the exponential function.
The curve fitting program, wntten in LabView, uses the IIBI that was interpolated
at 5 Hz. Once the III was loaded the values were normalized so that the minimum value
was equal to zero and the maximum value was one. This was done by subtracting the
minimum value from every point in the data set. Then the maximum value was divided
from every point in the data.
This data was then input into the LabView curve fitting function as well as an
array representing the time component of each sample. The curve fitting function was set
up to fit the a curve according to equation 3.5 and an initial guess for the values A, B, and
C were set as 20, -1, and 0, respectively. These numbers where chosen to set the initial
shape of the curve since the program uses these numbers as a starting point for the
algonthm. The program then outputs the best fit curve, its coefficients, residuals and the
mean square error of the fitted curve.
3.5 Statistical Analysis
Since the results were assessed using qualitative assessment, limited statistical analysis
was necessary. Statistical analysis was used to examine the relationship between the HF
dunng the paced breathing portion obtained from Test A and the exponent B obtained
dunng the corresponding estimated recovery curve. This was done by forming a scatter
plot of the HF value verses the exponent B. Then a regression line was obtained from this
plot also producing a correlation coefficient which gives an indication of how well these
two vanables correlate with each other. This indication will be represented as a number
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ranging from 0 to 1, where 0 indicates there is no correlation and 1 indicates a perfect
correlation.
A correlation coefficient was also obtained for all the estimated recovery curves.
This would denote the accuracy of the how well the estimated curve fit the recovery data.
This was not used to exclude any of the curves from the analysis but just as a reference.
CHAPTER 4
RESULTS AND DISCUSSION
This section presents the results and discussion for all the methods performed using both
Test A and Test B data sets. The first method discussed is the regression of HF values
and recovery time constant. This method used only the data obtained from Test A in
order to form a correlation between the HRV indicator of parasympathetic activity (i.e.
HF) and the time of recovery (i.e. recovery time constant). The data obtained from Test B
was omitted from this analysis method since it did not follow the same exercise protocol
and used a different method of acquinng data. The results of both the STFT and the
wavelet transform techniques will be presented next. These methods used the data from
both Test A and Test B in order to visualize the changes in ANS over time.
4.1 Results from Regression of HF and Recovery Data From Test A
Of the 128 subject data collected from Test A, 20 met the requirements to properly
analyze the data. It was important to obtain data that met the requirements so that the HF
obtained from the paced breathing, and the exponential fit from the recovery phase would
be reliable. The excluded data was disqualified due to the following reasons:
1. The presence of one or more ectopic beats or arrhythmic events where the
heart beat was not initiated by the SA node. However, if these irregular beats
occurred at the start or end of the paced breathing section some of the data
could be salvaged through truncation if the section of unaffected data is at
least three minutes in duration.
2. Inability of the subject to adhere to the proper paced breathing rate of 12
breaths per minute which was indicated by a spike in the spectrum at 0.2Hz,
as shown in Figure 4.1.
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3. Inability to detect one or more R-waves due to noise contained in the data or
sections of data being lost due to equipment malfunction. In similar fashion to
reason one, if an undetectable R-wave occurred at the start or end of the data,
the data could then be used if at least three minutes of uncorrupted data could
be salvaged.
Once all the raw data was converted into IIBI format, a frequency spectrum was
obtained for the paced breathing section of the data shown in Figure 4.1. The HF area in
the band (0.15 — 0.4 Hz) was calculated. This data is presented in the second column of
Table 4.1.
The next step was to obtain the best fitting exponential curve for the recovery portion of
the IIBI. Figure 4.2 represents an example of the calculated recovery curve (in red)
plotted against the raw IIBI (in blue). The program that calculated the best fit curve also
produced an equation for this curve in the following format:
where the exponent B was used as an indication of how quickly the heart rate recovered.
This is presented in the third column of Table 4.1. In order to obtain a quantitative
estimate of the goodness of fit, a correlation coefficient was calculated using the
following formula
where R2 is the correlation coefficient, SSreg is the sum of squares of the residuals, and the
SStot is the sum of squares of the difference between the data points and the mean value.
This is presented in the fourth column of Table 4.1.
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After obtaining the HF component from the power spectrum and the exponent
from the regression curve, they were plotted against each other as represented in Figure
4.3. A regression line was then obtained in order to determine the correlation between the
HF from paced breathing and the exponent B from the recovery, which is plotted in
Figure 4.3 as a solid black line.
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Figure 4.3 Plot of the HF vs. the exponent.
4.2 Discussion of Regression of HF and Recovery Data From Test A
As a person's fitness level increases, the amount of activity contained within the HF is
expected to increase while in a resting state. Fitness level of a person is also expected to
affect the rate of recovery for the heart. The more fit an individual is the more rapid the
recovery. However, the correlation coefficient of Figure 4.3 (R 2=0.5164) indicates that
there is a moderate relationship between the HF and the rate of recovery. This could be
partially due to a substantial vanance in HRV for healthy individuals [32] or a small
sample size. A larger sample size may have helped reduced the effects of the vanance in
HRV, since some of subjects may or may not have been healthy. Some of the unhealthy
subjects may have had their HRV spectrum more affected by their health then their
recovery time or vice versa. A similar situation was observed in a study observing mean
heart rate and HRV power spectrum on patients with ventncular tachyarrhythmia (VTA).
These investigators observed changes in the mean heart rate as well as changes in the
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HRV power spectrum. Patients taking antiarrhythmic (AA) drugs indicated an increase in
heart rate as well as a decrease in HRV before VTA. Patient that were not taking AA
medication showed no difference in mean heart rate while there was a significant
decrease in HRV [30].
Dunng the analysis process, a problem was discovered with the software that
calculates the frequency spectrum. The problem occurred when analyzing two identical
signals with only one difference. The difference in the signal is the time duration. The
output produced a greater power output for the shorter signal then the longer signal. Since
this program was used to process the paced breathing data, the problem was not obvious
because the duration of most signals was five minutes. The instance of a data set that had
a duration different then five minutes came about if there was a section of the data where
an R-wave could not be detected or the occurrence of an ectopic beat. Only the segment
of data containing a continuous signal with all R-waves that were properly detected was
used.
After inspecting the program, the problem found dealt with the normalization of
the data. The LabView block, which computes the power spectrum, normalized the data
according to the number of samples contained within the data set. In addition there was
another normalization function added which normalized the data to represent power
contained in an equivalent five minute signal. Therefore a data set that was shorter then
five minutes would have proportionally more power added to it and if the signal was
longer then the power was decreased proportionally. This problem and its resolution are
descnbed in more detail in Appendix B. Once the problem was resolved all of the data
was reprocessed producing the results presented in Table 4.1 and Figure 4.3.
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4.3	 EDpected Results for Time Frequency Methods
The absolute values of the LF and HF are expected to oscillate at a constant level dunng
paced breathing, where one may dominate more then the other. If there is one frequency
band that dominates, then it should remain proportionally higher for the entire paced
breathing penod. Dunng the exercise stage we would expect to see these values change
in one of the following ways:
1. An increase in LF with a decrease in HF
2. An increase in LF while the HF stays constant
3. A decrease in HF while the LF stays constant
4. A decrease in both LF and HF but a larger decrease in the HF
Dunng the recovery stage these values are expected to revert back to baseline values
according to any of these four methods:
1. A decrease in the LF and an increase in the HF
2. A decrease in the LF while the HF stays constant
3. An increase in the HF while the LF stays constant
4. An increase in both the LF and HF but a larger increase in the HF
The LF and HF, when presented in normalized units, are expected to oscillate at a
constant level where the LF or the HF could dominate dunng the paced breathing phase.
The domination of one branch is an indication of having either sympathetic or
parasympathetic domination. Dunng the exercise portion, the normalized LF should
increase at the start of exercise and continue to increase when compared to the paced
breathing values. The normalized HF should do the opposite, with a corresponding
decrease in the normalized HF. When the subject starts the recovery stage, there should
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be an immediate jump within the normalized HF and a corresponding drop within the
normalized LF. As recovery continues these values should revert back to the baseline
values. Since the normalized HF and LF are normalized to each other, when one
increases then the other will have a corresponding decrease. This will leave one possible
result representing all three theones descnbing how the absolute values of the HF and LF
are expected to change dunng recovery.
The LF/HF ratio, dunng the paced breathing section, should indicate little
difference between the HF and LF with values close to 1. Once the person stands and
starts to exercise there should be an increase of the ratio and it should stay elevated for
the duration of exercise. Once the subject finishes exercising and is seated there should
then be a drop in this ratio with values close to zero and well below 1.
4.4 Results of Time Frequency Analysis for Test A
The acquired IIBI data were also analyzed using the previously mentioned STFT and WT
programs. These results both show how the ANS change throughout the experiment. Due
to noise contained mainly dunng the exercise portion of the data 5 more data sets were
eliminated from this analysis. The results for all remaining 15 data sets from both
programs are shown in Appendix H. This chapter presents one of the files, shown in
Figure 4.4 and Figure 4.5 representing the output from the STFT analysis and the wavelet
analysis, respectively. This file represents all of the most common features contained
within the other data files. Due to the similarity between the outputs of the STFT and the
WT they will be explained in parallel.
Figure 4.4a and Figure 4.5a, show the same IIBI for one subject. From this plot it
is clear that the resting, exercise and recovery stages are easily distinguished from one
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another. The resting stage is indicated by a plateau in the graph, the exercise stage by the
following negative slope, and the recovery by a final positive slope. Another instance that
can be seen is the assumed point in which the person stood after performing the seated
paced breathing. This instance is indicated by a momentary dip in the JIB! after the paced
breathing but before the exercise stage and is noticeable in 12 out of the 15 data sets.
The subsequent graphs, Figure 4.4b and Figure 4.5b, show the LF/HF ratio for the
same subject. These plots exhibit little difference between the LF and HF values dunng
the paced breathing since the values are small and close to 1 which can be more easily
seen in Figure 4.6e and Figure 4.7e. However, once the subject stands up and walks onto
the treadmill there is a significant increase in the ratio followed by an immediate drop.
This occurrence was noticed in all 12 of the STFT and Wavelet data sets that contained a
noticeable point where the person stood. This occurrence was also noticed when exercise
started in 13 of the STFT data sets and 14 of the WT data sets. Again dunng the start of
the recovery a similar event was noticed in 12 of the STFT data sets and 11 of the WT
data sets.
Figure 4.4c and Figure 4.5c represents the absolute values of the LF and HF
where both analysis methods also produced results consistent with one another. Although
the results produced by the STFT were smoother and more evident than the WT the same
conclusion can be made from both analysis methods. This graph indicates first an equal
mixture of LF and HF dunng rest, a subsequent significant drop in the amplitude of these
two values dunng exercise, then finally, an approach to baseline values once the subject
has stopped exercising and is seated. This sequence consistently occurred among all
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participants. This graph also indicates that 5 minutes of rest is not enough time to bnng
these values back to the baseline level.
Figure 4.4d and Figure 4.5d represent the LF and HF in normalized units. It
shows the LF and HF as a percentage of their activation. It is difficult to see what is
happening with the normalized LF and HF values; therefore they have been expanded
into different sections represented in Figure 4.6 through Figure 4.13, which will be
discussed in detail later.
Figure 4.4e and Figure 4.4f both show how the frequencies change with time over
the entire testing session; however, they are illustrated differently. The mesh plot of
Figure 4.4e illustrates the data in 3D where the X, Y and Z axis correspond to time,
frequency, and amplitude. This plot has a clearer view of the change in amplitudes of
each frequency component contained in the signal. The contour plot of Figure 4.4f
illustrates the data in a 2D format where the X and Y axis correspond to time and
frequency respectively and the change in amplitude is indicated by the change in color.
This plot better reveals which frequencies become active throughout the testing session.
The large activation of the 0.2 Hz component indicating the paced breathing rate of the
subject is more noticeable in the contour plot.
Figure 4.5e and Figure 4.5f also show how the frequencies change with time in a
similar fashion as Figure 4.4e. These graphs are both contour plots in which Figure 4.5e
represents how the scales change with time and Figure 4.5f represents how the converted
frequencies change with time.
Figure 4.4 STFT output results for the entire expenment for one UMDNJ patient.
(a) III with the mean removed.
(b) LF/HF ratio.
(c) Absolute values of the LF and HF.
(d) LF and HF in normalized unit.
(e) 3D representations of the frequency data as a mesh.
(f) 3D representations of the frequency data contour plot.
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Figure 4.5 WT output results for the entire experiment for one UMDNJ patient.
(a) IIBI with the mean removed.
(b) LF/HF ratio.
(c) Absolute values of the LF and HF.
(d) LF and HF in normalized units.
(e) 3D representations of the frequency data as a mesh.
(1) 3D representations of the frequency data contour plot.
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The STFT output for the paced breathing portion of the data can be seen below in
Figure 4.6 and the portion from the WT in Figure 4.7. The entire IIBI data collected is
plotted in Figure 4.6a and Figure 4.7a. The current area of interest, highlighted in red,
represents the paced breathing portion of the testing session. This section is expanded in
Figure 4.6b and Figure 4.7b, with the subsequent plots corresponding to the same time
line, in order to give a clearer view of how the data behaves. The paced breathing IIBI is
level with apparent vanations caused by the effects of the ANS and respiration. The
results shown in Figure 4.6c through Figure 4.6e and Figure 4.7c through 4.7e exhibit an
even mixture of LF and HF since they oscillated closely about the 0.5 level. However,
this is not consistent for all subjects; some consistently have a dominating LF or HF and
may oscillate slightly higher or lower then the 0.5 level. Even though these values will
oscillate they will do so about a constant level, which shows the activation of both
branches of the ANS stay at a relatively constant level. The output from the STFT
indicated that two subjects had an elevated LF and one had an elevated HF while the WT
indicated only one person with an elevated LF and 5 had an elevated HF.
Figure 4.6 STFT output for the paced breathing portion of the expenment.
(a) IIBI of the entire collection penod (black), paced breathing IIBI section
(red).
(b) Expanded view of the paced breathing IIBI.
(c) Expanded view of the absolute LF (black) and HF (blue) values.
(d) LF (black) and HF (blue) in normalized units.
(e) LF/HF ratio.
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Figure 4.7 WT output for the paced breathing portion of the expenment.
(a) IIBI of the entire collection penod (black), paced breathing IIBI section
(red).
(b) Expanded view of the paced breathing IIBI.
(c) Expanded view of the absolute LF (black) and HF (blue) values.
(d) LF (black) and HF (blue) in normalized units.
(e) LF/HF ratio.
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Figure 4.8a and Figure 4.9a show the portion of the IIBI highlighted in red,
assumed to be the point at which the subject stood up. There is a relationship between the
rapid drop of the IIBI (Figure 4.8b and Figure 4.9b) and the spike in the LF/HF ratio
(Figure 4.8e and Figure 4.9e). This immediate drop in IIBI following paced breathing
consistently appeared in each subject's data. This drop correlates with the point where the
subject would stand just pnor to the start of exercise. The extent of the drop and its
rebound would be vanable, and is hypothesized to be dependent on the subject's muscle
activity [31]. This hypothesis was made from a study that compared lying-to-standing
data to tilt test data. The individuals in this study went from a lying position to a standing
position in four different ways. Two of the methods involved active standing and the
other two passive tilting. The four methods are described in detail below:
1. Manually go from a lying position to a standing position as fast as they could.
2. Manually go from a lying position to a standing position in a manner that would
take 10 to 15 seconds.
3. Tilt table brought the person from a lying position to an 80 ° head up position in 2-
3 seconds
4. Tilt table brought the person from a lying position to an 80 ° head up position in 12
seconds.
There was a difference in the drop and rebound of the heart activity between the
active standing data and the passive tilting data. The data showed a more significant drop
in inter-beat-interval dunng active standing than dunng passive tilting. The explanation
for this is thought to be related to the involvement of muscle activity dunng active
standing.
Figure 4.8 STFT output for the time period the patient was in the process of standing.
IIBI of the entire collection penod (black), standing section of the IIBI
(red).
(b) Expanded view of the standing section IIBI.
(c) Expanded view of the absolute LF (black) and HF (blue) values.
(d) LF (black) and HF (blue) in normalized units.
(e) LF/HF ratio.
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Figure 4.9 WT output for the time penod the patient was in the process of standing.
IIBI of the entire collection period (black), standing section of the JIB!
(red).
(b) Expanded view of the standing section JIB!.
(c) Expanded view of the absolute LF (black) and HF (blue) values.
(d) LF (black) and HF (blue) in normalized units.
(e) LF/HF ratio.
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Figure 4.10 and Figure 4.11 represent the exercise portion of the experiment, which took
place immediately after the subject stood up. Figure 4.10c through Figure 4.10e and
Figure 4.11c through Figure 4.11e show the LF as the dominant frequency range at the
start of exercise, where it increases until it peaks, then slowly drops until it equalizes with
the HF. This demonstrates that the sympathetic activity has increased resulting in the
increase of the heart rate.
Figure 4.10 STFT output for the exercise portion of the expenment.
(a) IIBI of the entire collection period (black), exercise IIBI section (red).
(b) Expanded view of the exercise IIBI.
(c) Expanded view of the absolute LF (black) and HF (blue) values.
(d) LF (black) and HF (blue) in normalized units.
(e) LF/HF ratio.
Figure 4.11 WT output for the exercise portion of the expenment.
(a) IIBI of the entire collection penod (black), exercise IIBI section (red).
(b) Expanded view of the exercise IIBI.
(c) Expanded view of the absolute LF (black) and HF (blue) values.
(d) LF (black) and HF (blue) in normalized units.
(e) LF/HF ratio.
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The recovery portion presented in Figure 4.12 and Figure 4.13 surprisingly has
similar charactenstics to that of the exercise portion. Figure 4.12c through Figure 4.12e
show the LF as the dominant frequency range at the start of recovery, where it also
increases until it peaks, followed by rapid attenuation until it equalizes with the HF. This
is most apparent in the LF/HF ratio where there was a spike at the start of recovery in 12
and 11 of the of the SIFT and WT plots, respectively. Another important feature noticed
is that the LF starts its recovery before the HF does. This indicates an initially large
sympathetic activity with the parasympathetic activity inhibited which should prevent the
heart rate recovery and is contrary to what was expected.
There are a few possibilities to explain this result. There could be an effect of a
change in respiration where the person automatically reduced their breathing frequency
initially to be contained within the LF range. There may also be an effect of the
sympathetic system going out of saturation as it transitions from exercise to recovery.
Another theory is that having an increased parasympathetic activity may saturate the
HRV response [12,32,33]. A more detailed explanation will be discussed later.
Figure 4.12 STFT output for the recovery portion of the expenment.
(a) IIBI of the entire collection period (black), recovery IIBI section (red).
(b) Expanded view of the recovery IIBI.
(c) Expanded view of the absolute LF (black) and HF (blue) values.
(d) LF (black) and HF (blue) in normalized units.
(e) LF/HF ratio.
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Figure 4.13 WT output for the recovery portion of the expenment.
(a) IIBI of the entire collection penod (black), recovery IIBI section (red).
(b) Expanded view of the recovery IIBI.
(c) Expanded view of the absolute LF (black) and HF (blue) values.
(d) LF (black) and HF (blue) in normalized units.
(e) LF/HF ratio.
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4.5 Results for Test B
Figure 4.14 represents the output for the single participant of Test B with an extended
recovery penod. This person rested for close to 6 minutes, then started to run for about 8
minutes and then sat down quietly dunng his recovery for 30 minutes. The important
difference between this expenment and Test A is the extended recovery penod. This
would allow us to view the changes occurnng throughout the entire recovery penod. The
acquired IIBI data was analyzed using both the STFT and WT programs, and the result of
this analysis is shown in Figure 4.14 and Figure 4.15, respectively. Since these outputs
are also similar they will be presented in parallel, in a similar manner to section 4.2.
Figure 4.14a and Figure 4.15a, show the same acquired IIBI for the subject. From
this plot it is discernable that the resting, exercise and recovery stages are easily
distinguished from one another. The resting stage is indicated by a plateau in the graph,
the exercise stage by the following negative slope, and the recovery by a final positive
slope.
The subsequent graphs, Figure 4.14b and Figure 4.15b, show the LF/HF ratio for
the same subject. These plots exhibit little difference between the LF and HF values
dunng the baseline resting penod of Test B similar to the paced breathing phase of Test
A. However, once the subject started exercising there was a significant drop in this ratio.
Once the subject finished exercising and was seated the increase in this ratio was far
greater then what was observed during resting but as time passed it slowly started to
resume resting values.
Figure 4.14c and Figure 4.15c represents the absolute values of the LF and HF.
This graph indicates first an equal mixture of LF and HF dunng rest, a subsequent
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significant drop in the amplitude of these two variables during exercise, then finally, an
approach to baseline values once the subject has stopped exercising and is seated. This
graph also indicates that even 30 minutes of rest is not enough time to bnng these values
back to baseline level.
Figure 4.14d and Figure 4.15d represents the LF and HF in normalized units.
They show the LF and HF as a percentage of their activation. It is difficult to see what
exactly is happening with the normalized LF and HF values, therefore they have been
expanded into different sections represented in Figure 4.16 through Figure 4.21, which
will be discussed in detail later.
Figure 4.14e and Figure 4.14f both show how the frequencies change with time
over the entire testing session; however, they are illustrated differently. The mesh plot of
Figure 4.14e has a clearer view of the change in amplitudes of each frequency component
contained in the signal, while the contour plot of Figure 4.14f better reveals which
frequencies become active throughout the testing session.
Figure 4.15e and Figure 4.15f also show how the frequencies change with time in
a similar fashion as Figure 4.14e. These graphs are both contour plots in which Figure
4.15e represents how the scales change with time and Figure 4.15f represents how the
converted frequencies change with time.
Figure 4.14 Output from the STFT program running a file with an extended 30 minute
recovery period.
(a) III with the mean removed.
(b) LF/HF ratio .
(c) Absolute values of the LF and HF.
(d) LF and HF in normalized units.
(e) 3D representations of the frequency data as a mesh.
(f) 3D representations of the frequency data contour plot.
64
65
Figure 4.15 Output from the WT program running a file with an extended 30 minute
recovery penod.
(a) III with the mean removed.
(b) LF/HF ratio.
(c) Absolute values of the LF and HF.
(d) LF and HF in normalized units.
(e) 3D representations of the frequency data as a mesh.
(f) 3D representations of the frequency data contour plot.
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The STFT output for the resting baseline portion of the data can be seen below in
Figure 4.16 while Figure 4.17 exhibits the WT. The entire IIBI data collected is plotted in
Figure 4.16a and Figure 4.17a. The current area of interest, resting baseline, is
highlighted in red. This section is expanded in Figure 4.16b and Figure 4.17b, with the
subsequent plots corresponding to the same time line, in order to give a clearer view of
how the data behaves. The resting IIBI is level with oscillations mainly due to the effects
of the ANS and respiration. The results shown in Figure 4.16c through Figure 4.16e and
Figure 4.17c through Figure 4.17e exhibit the LF and HF values at similar levels.
Figure 4.16 STFT output for the resting portion of the expenment.
(a) IIBI of the entire collection penod (black), resting IIBI section (red).
(b) Expanded view of the resting IIBI.
(c) Expanded view of the absolute LF (black) and HF (blue) values.
(d) LF (black) and HF (blue) in normalized units.
(e) LF/HF ratio.
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Figure 4.17 WT output for the resting portion of the experiment.
(a) IIBI of the entire collection penod (black), resting IIBI section (red).
(b) Expanded view of the resting IIBI.
(c) Expanded view of the absolute LF (black) and HF (blue) values.
(d) LF (black) and HF (blue) in normalized units.
(e) LF/HF ratio.
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Figure 4.18 and Figure 4.19 represent the exercise portion of the expenment,
which took place immediately after the resting portion. This person did not stand up and
wait a few minutes before starting to exercise which is why there is no drop in the IIBI
between this section and the resting breathing as there was with some of the Test A data.
Figure 4.18c through Figure 4.18e and Figure 4.19c through Figure 4.19e indicate that
the LF is dominant for a very bnef penod, consistent with what was obtained with the
Test A data. This portion of time corresponds to the penod in which the IIBI is
decreasing at a rapid rate. Surpnsingly, once the IIBI starts to level off the HF starts to
become the dominant frequency range.
Figure 4.18 STFT output for the exercise portion of the expenment.
(a) IIBI of the entire collection penod (black), exercise IIBI section (red).
(b) Expanded view of the exercise IIBI.
(c) Expanded view of the absolute LF (black) and HF (blue) values.
(d) LF (black) and HF (blue) in normalized units.
(e) LF/HF ratio.
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Figure 4.19 WT output for the exercise portion of the expenment.
(a) IIBI of the entire collection period (black), exercise IIBI section (red).
(b) Expanded view of the exercise IIBI.
(c) Expanded view of the absolute LF (black) and HF (blue) values.
(d) LF (black) and HF (blue) in normalized units.
(e) LF/HF ratio.
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The output for the recovery of the STFT and WT is presented in Figure 4.20 and
Figure 4.21, respectively. The LF range is the dominant frequency range throughout this
time period, as indicated by Figure 4.20c through Figure 4.20e and Figure 4.21c through
Figure 4.21e. However, the results obtained from the STFT shows that at the start of
recovery, there is an increase in LF followed by a rapid drop but the LF still remains as
the dominant frequency range. This increase is most apparent within the LF/HF ratio plot.
The result from the WT does not show this initial spike but it does show a significant
increase in the LF. Both methods of analysis indicated that as time passed the signal
started to slowly attenuate until the LF equalized with the HF. However, this data
indicates the LF was always more elevated and for longer penod of time then what was
revealed in the Test A experiment. This suggests that the parasympathetic nervous system
is still inhibited with predominance within the sympathetic division.
Even though HRV has been shown to be reliable and reproducible [34], the results
seem to contradict other reports [35,36,39]. However, there is other research done [37]
that produced similar results to what was obtained for Test B. They tested normal
subjects at different intensities of exertion also using a polar heart rate monitor for data
acquisition. They not only recorded IBI but also obtained respiration as well. Their
results were similar to what was obtained in Test B where the HF in normalized units
increased as exercise continued and that it was always significantly higher then the LF.
Their explanation for this phenomenon is to the intensification of respiratory sinus
arrhythmia.
Figure 4.20 STFT output for the recovery portion of the expenment.
(a) III of the entire collection penod (black), recovery III section (red).
(b) Expanded view of the recovery III.
(c) Expanded view of the absolute LF (black) and HF (blue) values.
(d) LF (black) and HF (blue) in normalized units.
(e) LF/HF ratio.
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Figure 4.21 WT output for the recovery portion of the expenment.
(a) IIBI of the entire collection period (black), recovery IIBI section (red).
(b) Expanded view of the recovery IIBI.
(c) Expanded view of the absolute LF (black) and HF (blue) values.
(d) LF (black) and HF (blue) in normalized units.
(e) LF/HF ratio.
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As exercise increases so does the breathing frequency and the depth of breathing.
Amara obtained HRV results from normal participants breathing at a rate of 12
breaths/mm and 16 breaths/mm and indicated no significant difference for all spectral
parameters [34]. However, the depth of breathing effects the energy contained at the
breathing frequency in the III power spectrum in such a way that the deeper the breath
the more energy is added to the HRV frequency spectrum [38]. Since the depth of
breathing dunng exercise is heavier and the breathing frequency is in the HF range this
would explain why the HF dominates dunng the exercise phase of Test B. Nevertheless,
it would not explain the sudden increase in the LF dunng the recovery phase. Although a
person could automatically decrease their breathing rate after exercise causing the energy
denved from respiration to be contained within the LF range, it is unlikely to occur for
the entire recovery penod.
The large activation found within the HF dunng the exercise phase of Test B and
the large LF dominance dunng the subsequent recovery phase could also be due to
vanability introduced by the heart rate monitor used to acquire the data. The vanability
could have been introduced by the algonthm that the heart rate monitor used for heart
beat detection. This algonthm may have miss detected the heart beat in such a way that it
added energy in to the HF dunng exercise and LF dunng recovery. This method of
acquinng an IBI did not allow for correcting any improperly detected beats such as what
was available with the Test A data. Therefore this method of collecting data may need to
be reevaluated.
There are some researchers such as Arai [39] that have obtained the expected
results by normalizing the HF according to the respiration power. They conducted a
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similar expenment which compared results obtained from three populations: normal,
heart failure, and heart transplant. This group rationalized this decision since the
vanations in the heart rate are dependent on the frequency and amplitude of respiration.
They found the HF to progressively decrease dunng exercise and then increase post
exercise. This however contradicts their finding that the LF/HF ratio increased
significantly dunng the recovery stage compared to exercise. This shows that the results
due to exercise and recovery may partially be affected by the respiration.
Another theory, presented by Goldberger, was that increased parasympathetic
activity may saturate the HRV response [32,33]. He performed a pharmacological study
consisting of ten normal volunteers where he increased parasympathetic tone by
activating the baroreflex using phenylephrine [33]. His results showed a decrease in both
frequency and time domain measures of HRV which are an indication of parasympathetic
activity.
Another explanation for the spike in the LF data at the start of recovery could be
the effect of the sympathetic branch of the ANS coming out of saturation. This theory is
based on another presumption which justifies the low levels of LF energy dunng exercise
as an indication of sympathetic saturation [40]. Therefore, when the person stops
exercising it may be possible the sympathetic division would come out of saturation
producing the increase in the LF.
CHAPTER 5
CONCLUSION AND FUTURE WORK
Since the HRV method is an indirect measure of analyzing the ANS, there may be some
other mechanisms that dampen the effects of the ANS. In order to form a conclusion on
what exactly occurs to the heart from the ANS during exercise and recovery, more testing
would be needed. Other tests regarding the effects of the respiratory sinus arrhythmia, or
chemical changes in the body may be needed to further explain the presented results.
The main drawback to this study was that respiration was not recorded. This
parameter would have been very useful in order to determine how much effect the
respiration had on the HRV throughout the experiment. It could also have been
potentially used to normalize the data according to the respiration. Before the respiration
could be used for normalization, a linear relationship between the depth of breathing and
energy added to the frequency spectrum would have to be determined.
Since every person has different levels of HRV even though their health may be
the same, it would be interesting to be able to form a relationship between actual
parasympathetic activity and the HF. Perhaps this could be accomplished by recording
resting baseline HF of healthy participants and record parasympathetic activity directly.
This may help show more significance within the relationship of HF and the recovery
time constant, since there may be different things causing every individual's heart to be
more variable.
Other work that may help form a more significant correlation coefficient in the
HF verses the recovery time constant would be to keep the time and level of exertion
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constant. It may be possible that the more time spent active the more time the heart will
take to recover back to baseline values. Even though this study used a stress test which is
supposed to represent maximal exercise it would be better if a slightly lower level of
exertion be used in order to achieve consistent exercise duration.
APPENDIX A
PEAK DETECTOR
The ECG signal was filtered with a second order band pass Butterworth filter in the
frequency range of 0.5-40Hz, providing a smother cleaner ECG signal. The derivative of
the filtered signal was then computed and the result was then squared which suppressed
other segments of the ECG and made the R-wave more prominent. The signal was then
divided into a series of 2 second intervals where the maximum values are found for these
2 second blocks. Afterward, the signal was clipped to be between zero and the median
value from the array of maximum values. Next a threshold was set indicating that the
peak value of the R-waves is greater then 30 percent of the median value from the array
of maximum values. Then an array of indexes was formed indicating where the program
started looking for an R-wave by finding where the points in the data start to exceed the
threshold. The program then uses these values and extends the search window out for
150ms to find where the maximum occurred. The program filled another array of
approximated R-wave locations with the index value of where the maximum occurred.
Finally the actual array of R-wave locations was found by taking the assumed location of
the R-waves and look for the maximum value in the range starting at 60ms before and
ending at 60ms after the assumed index location from the initial raw ECG array. Once the
array of actual peak locations was acquired, the times between the occurrence of
successive beats or IBI was derived using the sampling rate.
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APPENDIX B
POWER SPECTRUM NORMALIZATION
During the analysis an issue was discovered with the off the shelf LabView program that
performs the power spectral analysis called 'Power Sectrum.vi'. The problem was
noticed when looking at the same signals but taking samples of different time duration.
The output after the processing would still produce greater power output then the longer
signal. For example a 5 min signal was taken and the power it contained was obtained.
Then the power was obtained for the first 2.5 min found the power was not half of that
which was in the 5 min signal. Then the power was obtained from the last 2.5 min and
added to the first power of the first half of the signal. The result still did not match what
was obtained from the total 5 min signal.
In order to resolve this problem the first step taken was analyzing the algorithm
which calculates the power spectrum. In doing so it was noticed that the method of
calculation followed the following equation
Where Sxx(f) is the power spectrum output, n is the sample size, and F {X} is the fast
Fourier transform (FFT) when the sample size is a power of 2 or the discrete Fourier
transform (DFT) for other sample sizes. The division by the sample size squared
essentially normalizes the power of the signal so that no matter how long of a signal is
taken the same power would be attained. For example if a 0.2 Hz sine wave lasting 1
minute and another lasting 10 minutes was entered into the power spectrum program, the
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output would be the same value. The expected result would be to have the 10 minute
signal produce an output that is 10 minute times that of the 1 min signal.
Further analysis was then done by breaking down the Power Spectrum.vi
algorithm. In order to break down the program into more basic components the first
process was to just perform a FFT with the Labview FFT.vi block. This still did not
produce what was expected.
Then it was noticed that the program added some zero padding the signal input
into the FFT.vi. The zero padding was there in order to use the FFT algorithm as apposed
to the DFT. The only difference between the two algorithms is the processing time
associated with the two. Theoretically the zero's added at the end of the signal should not
effect the power contained within the zero padding should be zero. After testing the
signal with different amounts of zero padding it was noticed that the output power would
increase. We then looked at how the spectrum was changing with the different amounts
of zeros added. It appeared that there was a spreading affect caused by the zero padded
signal. A Hanning window was then added to the padded signal in order to reduce the
spreading and it was noticed that the program would then get values similar to what you
would get with a signal that did not have any zero padding.
The final outcome of these discoveries was to eliminate the zero padding and let
the program use the DFT algorithm. In addition the use of the Power Spectrum.vi was
eliminated and a program was written to perform this function. Although the numbers
produced were tremendously larger in value then that which was obtained from the
Power Spectrum.vi, it was clearer exactly what the program was doing.
APPENDIX C
WAVELET TRANSFORM PROGRAM CODE
This appendix presents the code for the Matlab program used to perform the wavelet
transform
%iib plots 1 0.m
function [hf,lf,curvehf,curvelf,
coeff]=iibip lots 1 0(samp lrate,upperhtlowerhtupperlf,lowerlf,iibi,file,y,curves)
% This function calculates the Continuous Wavelet coefficients using a Morlet wavelet
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%plot the wavelet coefficients
plotts3D([0.075 .08 .4 .29],[tCoeff: = t,num2str(upperhf),tHz (t,num2str(upperhfscale),)-
C,num2 str(lowerlf),tHz C,num2 lowerlfscale,coeff ,tS calest,tSamp lest, [0 Liibil ],0: Liibil-
1 ,upperhfscale : lowerlfscale,coeff);
% calculate the frequency band
freqBand = scal2frq(upperhfscale:lowerlfscale,wavelets, 1 /samp Lrate);
% Square the coefficents
%coeffcoeff.'2;
coeffabs(coeff);
%plot the energy coefficients
plotts3D([0.55 .08 .4 .29],[tEnergy Coeff: = t,num2str(upperhf),tHz
Gnum2str(upperhfscale),V,num2str(lowerlf),tHz Gnum2str(lowerlfscale),7],tFrequncy
(Hz)tNinutest,xlimit,time,freqBand,coeff);
%This section calculates the frequency band and ration plots
[htlf,r]=freqbandcalc(samplrate,centre,coeff,upperhfscale,lowerhfscale,upperlfscale,lowe
rlfscale);
nhf=hf./(hf+10;
nlf=lf./(hf+10;
% find the maximum of the high and/or low frequency band to plot this bands using the
same vertical scale
maxhf=max(max(hf,10);
%plot the hf bands
[curvehf]=plotband([0.075 .44 .4 .29],[tHF = 1,num2str(upperhf),tHz-
t,num2str(lowerhf),tHz 1],",tMinutest,xlimit,time,hf,curves,V);
hold on
%plot the Lf band
[curvelf]=plotband([0.075 .44 .4 .29],[tLF = t,num2str(upperlf),tHz-
t,num2str(lowerlf),tHz HF = t,num2str(upperhf),tHz-t,num2str(lowerhf),tHz
"],",tMinutest,xlimit,time,lf,curves,trt);
hold off
%plot the nhf bands
[curvehf]=plotband([0.55 .44 .4 .29],[tHF = t,num2str(upperhf),tHz-
t,num2str(lowerhf),tHz t],",tMinutest,xlimit,time,nhf,curves, Pbt);
hold on
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%plot the nLf band
[curvelf]=plotband([0.55 .44 .4 .29],['LF = ',num2str(upperlf),'Hz-',num2str(lowerlf),'Hz
'],",'Minutes',xlimit,time,nlf,curves,'r');
hold off
% plot the lf/hf ratio
plotband([0.5 5 .8 .4 .15],'Low/High Ratio',",'Minutes',xlimit,time,r,curves,'b');
set(gcf,tposition', [5 36 646 662]);
C.3 Format the Scale
%scalefind.m
function scale = scalefind(freq,samplrate,centre);
scale=round(centre*samplrate/freq);
C.4 Removing Mean
function x = filterdc(x);
y=mean(x)*ones(size(x));x=x-y;
C.5 Format Plotting
% plotts.m
function xplotts(x, y, z, plotposition, xlimit, plottitle, plotylabel,
plotxlabel,linetype,linewidth,size)
% x: x coordinate - numerical array
% y: y coordinate - numerical array
% z: z coordinate - numerical array
% plotposition: subplot position - numerical array
% xlimit x coorinate limit - 2 element array
% plottitle: title of plot - string array
% plotylabel: label of y axis - string array
% plotxlabel: label of x axis - string array
% linetype: string
% linewidth parameter: string
% size: numerical constant
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APPENDIX E
EXPANDING PROGRAM
This appendix presents the font panel and block diagrams for the Labview programs used
to expand sections of the data. This program loaded an IIBI and the corresponding LF
and HF data. Then the user can focus on a section of the IIBI data and the program will
expand the view of the LF, HF, normalized LF, normalized HF, and the LF/HF ratio. This
program will also indicate if the mean LF or HF is greater in that particular section of the
data and how significant it is. Once everything is set the program will plot the graphs in
Matlab so that they can be saved and viewed later.
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E.1 Labview Front Panel and Block Diagrams
95
Figure E.2 Block Diagram of the main program used to expand data view.
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Figure E.4 Block Diagram of sub program that will calculate the significance of one
group being greater then the other.
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APPENDIX F
PEAK DETECTOR PROGRAM
This program was developed by Dr. Ronald Rockland and was used to detect the R-
waves from the acquired ECG signal.
Figure F.1 Main program for peak detection front panel.
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Figure F.2 Main program for peak detection block diagram.
Figure F.4 Expand ECG block diagram.
101
Figure F.6 Interval Rwave array block diagram.
102
Figure F.8 Final Rdetect 032704 block diagram.
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Figure F.18 R wave filter derive 2 block diagram.
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Figure F.21 Start group front panel.
Figure F.22 Start group block diagram.
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Figure F.26 Rwave >level 031704 block diagram.
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Figure F.32 Decimate block diagram.
116
Figure F.34 Sub difference block diagram.
117
Figure F.36 Refractory block diagram.
118
Figure F.38 Signal greater then level block diagram.
119
Figure F.40 Meet conditions block diagram.
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APPENDIX H
PLOTS FROM TIME FREQUENCY ANALYSIS
This appendix presents the outputs for all participant data that was analyzed using both
the STFT and the wavelet transform, time-frequency methods.
Figure H.1 STFT output for subject 1.
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Figure H.2 STFT output for subject 2.
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Figure H.7 STFT output for subject 7.
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Figure H.9 STFT output for subject 9.
Figure H.10 STFT output for subject 10.
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Figure H.11 STFT output for subject 11.
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Figure H.14 STFT output for subject 14.
135
l_FIHF raDo of Stress20040730b118151-lz
200 	 400 	 600	 800
IF (red)r@feWblack)
200	 400 	 .600 	 800 	 1000
Time vs_ Frequency coTIN g-ess200407301311815Hz
0
2
x105
136
137
Figure H.17 STFT output for subject 17.
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Figure H.19 STFT output for subject 19.
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Figure H.20 STFT output for subject 20.
Figure H.21 SIFT output for subject 21.
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Figure H.23 STFT output for subject 23.
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Figure H.24 STFT output for subject 24.
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Figure H.26 STFT output for subject 26.
147
1'16l11 	 / 1J 11'VU.1.1.71.4 L 11../1 	 U.I.J j 	 / .
148
Figure H.28 STFT output for subject 28.
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