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Abstract
The use of the Local critique plot is illustrated by three different applications. The applications
involve directed acyclic graph (DAG) models of varying complexity and structure, and they illustrate
different aspects and abilities of the plots. We see examples where the posterior is a trade off of tail
specifications because of conflict between the local prior and the lifted likelihood. Hence model choices
made on these tails are, perhaps unexpectedly, identified as influential. We also see how the local critique
plot can reveal local prior or lifted likelihood domination. The applications also illustrate that diagnostic
warnings from the local critique plot prompt us to reconsider the statistical model, but that sometimes a
reexamination can assure us that the choices are justified.
1. Introduction
In this paper we illustrate the use of the Local critique plot introduced by Scheel et al. (2010). We con-
sider three applications, one 2-level directed acyclic graph (DAG) and two 3-level DAGs. In Section 2,
the Pumps application illustrate the use of the approximate method based on numerical integration de-
scribed in Scheel et al. (2010, Appendix A.3), and also that the non-invariance of the ψ dimension to
one-to-one transformations of the parameter does not seem to be very dramatic. In Section 3, we illus-
trate the use of the Local critique plot for a Normal hierarchical random effects model in the application
Rats, and in Section 4, we apply the Local critique plot to a Poisson-Gamma spatial moving average
model in the application SAVIAH.
2. 3-Level DAG: Pumps
This application concerns the numbers of failures of n = 10 power plant pumps. Pump i has yi failures,
operation time ti (in 1000s of hours) and failure rate θi. The model implemented in Spiegelhalter et al.
(2004) is
yi|θi ∼ Poisson(θiti), θi|α, β ∼ Gamma(α, β), i = 1, . . . , n,
α ∼ Gamma(1, 1), β ∼ Gamma(0.1, 1).
(1)
This example originates from Gaver & O’Muircheartaigh (1987), with α and β fixed at empirical Bayes
estimates. Gelfand & Smith (1990) also use an empirical Bayes estimate for α, but assume a Gamma
distribution for β, while George et al. (1993) assume Gamma distributions for both α and β. Here
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x = (y1, . . . , yn, θ1, . . . , θn, α, β). The DAG can be seen in Figure 1. The local priors for the parameters
are
pα(x) = exp (−α), pβ(x) =
β−0.9
Γ(0.1)
exp (−β),
pθi(x) =
βαθα−1i
Γ(α)
exp (−βθi), i = 1, . . . , n,
(2)
and the lifted likelihoods
lα(x) = lβ(x) =
n∏
i=1
βαθα−1i exp (−βθi)
Γ(α)
, lθi(x) ∝ θ
yi
i exp (−tiθi), i = 1, . . . , n. (3)
Figure 1: DAG for the Pumps model (squares represent constants, i.e. not true vertices).
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The lifted likelihood for α is
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It is not possible to integrate this lifted likelihood analytically, we therefore use the the approximate
method based on numerical integration described in Scheel et al. (2010, Appendix A.3). The local cri-
tique plot for α with ψα(x) estimated by ψ̂α(x) with n = 6 and m = 200 can be seen in Figure 2 (a).
To assess how well this approximation is doing we performed another approximation. lα(x) depends
on the parameters β and θi, i = 1, . . . , n only through κ. An examination of lα(x) for different values of
κ suggests that the normalised lα(x) can be approximated well by a Normal distribution with mean equal
to the mode of lα(x) (α⋆, found by optimisation) and precision equal to the estimated Fisher Information
(estimated by setting α = α⋆). The Fisher Information for α from lα(x) is nφ1(α), where φ1(α) is the
trigamma function. The local critique plot for α with ψα(x) estimated by this Normal approximation
can be seen in Figure 2 (b). We see that the two local critique plots in (a) and (b) are very similar.
As shown in Scheel et al. (2010), the lifted likelihood dimension in the Local critique plot is not
invariant to one-to-one transformations of the parameter, but in the following example we see that
relatively drastic transformations do not cause a great discrepancy in ψ. Alternatively to the para-
metrisation used in (1), one could for example use ηi = log (θi) or νi = 1/θi instead of θi. Let
x˜ = xn+i→ηi and x˙ = xn+i→νi . We have p˜iηi(x˜) = Γ(exp (ηi);α, β) = Γ(θi;α, β) = piθi(x) and
p˙iνi(x˙) = 1−Γ(1/νi;α, β) = 1−Γ(θi;α, β) = 1− piθi(x). However, ψ˜ηi(x˜) = Γ(exp (ηi); yi, ti) for
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Figure 2: The local critique plots for α in the Pumps example where the ψα(x(t)) is (a) estimated using the numerical
approach described in Scheel et al. (2010, Appendix A.3) and (b) approximated by a Normal distribution
(M = 10000, results are shown for a random subsample of size 300).
yi > 0 and ψ˙νi(x˙) = Γ(1/νi; yi − 1, ti) for yi > 1. Hence neither ψ˜ηi(x˜) nor ψ˙νi(x˙) are the same as
ψθi(x) = Γ(θi; yi + 1, ti) (or 1− ψθi(x)). Figure 3 shows the Local critique plots for (a) θi, (b) ηi and
(c) νi. Because the pumps 2, 7 and 8 have yi = 1, we used the numerical approach proposed in Scheel
et al. (2010, Appendix A.3) for estimating ψ˙νi(x˙), i = 2, 7, 8. These three cases with the lowest failure
counts are where we see the biggest differences between ψθi(x), ψ˜ηi(x˜) and ψ˙νi(x˙), with ψ˙νi(x˙) for
i = 2 being the most divergent. Pump 2 has only one failure despite a relatively long operation time.
However, for most i there are actually no substantial visible distinctions between ψθi(x), ψ˜ηi(x˜) and
ψ˙νi(x˙). The posterior mean estimates of the θi’s range from 0.06 to 1.98, hence θi, ηi = log (θi) and
νi = 1/θi are in fact substantially different.
3. 3-Level DAG: Rats
This application illustrates how the Local critique plot can reveal local prior or lifted likelihood domin-
ation, and identify situations where the posterior is a trade off of tail specifications. It shows the Local
critique plots for the parameters in a 3-level DAG, and is based on the Rats example in Spiegelhalter
et al. (2004). The weights of N = 30 rats were measured weekly over T = 5 weeks. Rat i has weight
yij at day tj . The model is
yij |αi, βi, σc ∼ N(αi + βi(tj − t¯), 1σ2c ), i = 1, . . . , N, j = 1, . . . , T,
αi|αc, σα ∼ N(αc, 1σ2α ), βi|βc, σβ ∼ N(βc,
1
σ2
β
), i = 1, . . . , N.
(5)
The DAG can be seen in Figure 4. Instead of using the prior distributions from Spiegelhalter et al. (2004),
we invent a biologist with strong opinions about what the priors should be. He suggests σc ∼ Unif(0, 10),
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Figure 3: The Local critique plots for (a) θi, (b) ηi and (c) νi for the Pumps example (M = 10000, R = 300).
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αc ∼ N(250, 1), σα ∼ Unif(0, 10), βc ∼ N(1, 1) and σβ ∼ Unif(0, 10). Let τc = 1/σ2c , τα = 1/σ2α and
τβ = 1/σ
2
β . It is more convenient to derive ψ functions for the precisions rather than for the standard
deviations. A uniform distribution Unif(0, U) on the standard deviation σ is equivalent to the precision
τ = 1/σ2 having the cumulative distribution function F (τ ;U) = 1 − τ−1/2/U, τ ∈ [U−2,∞). The
pi and ψ functions can be seen in Appendix A.1. The corresponding Local critique plots can be seen
in Figure 5 and Figure 6. Many of the Local critique plots draw attention to possible conflicts in
Figure 4: DAG for the Rats model.
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assumptions. The strongest warning is given by Figure 5 (c), which implies the influence of the tails of
both the local prior and lifted likelihood. The marginal posterior distribution for τα is a trade off of the
outer left tail of the local prior and the outer right tail of the lifted likelihood. In Figure 5 (b), the local
prior of αc is constraining the marginal posterior, and only a very small part of the outer right tail of
the lifted likelihood is used, which generally is a very unsatisfying situation. The Local critique plots in
Figure 5 (d) and (e) show cases where the lifted likelihoods are constraining the marginal posteriors, and
only a small part of the outer right tail of their respective local priors are used. Figure 5 (a) also shows a
case where the marginal posterior is dependent on only a small part of the local prior, but here the part
of the local prior being used is closer to the centre. It is common, and often desired, for the likelihood
to dominate the posterior. However, if we have more justified specifications for the centres of the local
priors than for the tails, we may be happy with a Local critique plot similar to the one in Figure 5 (a),
while a plot similar to those shown in Figure 5 (d) and (e) attracts attention. The Local critique plots seen
in Figure 6 (a) show that the marginal posteriors for many of the αi’s are dependent only on the outer
left or right tail of their local prior. This mostly concerns the rats with low average weights, for which
the corresponding αi posterior samples are located only in the outer left tail of the local prior. However,
most extreme is the plot for the rat with the highest average weight (rat 9), which shows that in addition
to being dependent only on the outer right tail of the local prior, the marginal posterior of α9 depends
heavily on the left tail of the lifted likelihood. The same type of situation, to a slightly less serious
extent, can be seen in Figure 6 (b) for the βi’s of the rats with the highest weight gains. For the rats with
the lowest weight gains, we can see the opposite situation; the posterior samples of the corresponding
βi’s are located only in the left tail of the local prior and to a large extent in the right tail of the lifted
likelihood. Generally, the Local critique plots in Figure 6 (b) show that the posterior samples of the βi’s
are more spread out across their local priors than is the case for the αi’s in Figure 6 (a).
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Figure 5: The Local critique plots for (a) τc, (b) αc, (c) τα, (d) βc and (e) τβ for Rats (M = 10000, R = 300).
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Figure 6: The Local critique plot for (a) αi and (b) βi for Rats. The αi plots are sorted by increasing order of the
average rat weights y¯i·, while the βi plots are sorted by the increasing order of the weight gains yi5 − yi1
(M = 10000, R = 300).
Rat 29 Rat 10 Rat 22 Rat 12 Rat 23 Rat 7
Rat 5 Rat 17 Rat 4 Rat 25 Rat 1 Rat 18
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4. 2-Level DAG: Poisson-Gamma Spatial Moving Average Model
This application shows how diagnostic warnings from the Local critique plots prompt us to reconsider
the statistical model, in particular the way that information from the data is distributed spatially. The
application is taken from Best et al. (2000). They used a Poisson-Gamma spatial moving average model
to asses the association between exposure to NO2 and potentially unobserved spatial factors, and the rate
of respiratory illness in children in the Huddersfield region in England. The data is from the European
multicentre study SAVIAH. The Huddersfield region was partitioned into a grid of I = 605 cells Ai of
750m× 750m each, to which the disease counts were aggregated (yi) and long-term average population
(Ni, in hundreds) and excess NO2 concentration (Zi) estimated. Another partition was done of a larger
rectangle that covers all of Huddersfield as well as a surrounding buffer zone of 2km into J = 96 areas
Bj of 3km× 3km, representing areas associated with latent spatial factors. The model Best et al. (2000)
used is
yi ∼ Poisson(Ni · (β0 + β1Zi + β2
∑
j
kijγj)), i = 1, . . . , I, β0 ∼ Ga(α0, τ0),
β1 ∼ Ga(α1, τ1), β2 ∼ Ga(α2, τ2), γj ∼ Ga(αγ , τγ), j = 1, . . . , J.
(6)
The DAG can be seen in Figure 7.
Figure 7: DAG for the SAVIAH model.
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We use here the kij matrix from Thomas et al. (2004, Example 6), which is of the form kij =
1/(2piρ2|Bj |)
∫
Bj
exp
(
− |ai − bj |
2/(2ρ2)
)
dbj , where ai is the centre of cell Ai, |ai − bj | is the Euc-
lidean distance between ai and the location bj within the latent risk area Bj , and |Bj | is the area of Bj .
Here, kij is a kernel function integrated over all distances between the centre of cell Ai and all locations
in the latent risk area Bj , divided by the area of Bj . In Best et al. (2000), kij is simply the kernel eval-
uated for the distance between the centre of Ai and the centre of Bj . For computational reasons, Best
et al. (2000) fix the value of the scale ρ. They experimented with several different values in the range
0-15 km, but settled on ρ = 1 km, which they found to be most consistent with the data. In order to avoid
aggregation inconsistencies, Best et al. (2000) chose the identity link, which gives a linear dose-response
relationship. The model given by (6) has the same joint distribution of data and parameters as the model
yi(J+1) ∼ Poisson(Niβ0), yi(J+2) ∼ Poisson(Niβ1Zi),
yij ∼ Poisson(Niβ2kijγj), i = 1, . . . , I, j = 1, . . . , J,
(7)
where {yij} are augmented data and yi =
∑J+2
j=1 yij . The local priors for β0, β1, β2 and {γj}Jj=1 are the
8
Figure 8: The Local critique plots for (a) β0, (b) β1 and (c) β2 (M = 20000, R = 300).
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same as in (6). This second way of expressing the model is useful when setting up the full conditionals.
The pi and ψ functions for the parameters can be seen in Appendix A.1.
The fixed parameters of the prior distributions of β0, β1 and β2 were chosen by Best et al. (2000)
so that there was 80% prior probability that the disease counts attributed to each of three risk factors
(baseline β0, NO2 related β1Zi, unobserved spatial β2
∑
j kijγj) would lie between one tenth and ten
times a nominal equal attribution. The choice of α0 = α1 = α2 = 0.575 gives a ratio of 100 for the 90th
and 10th percentiles, while τ0 = 3α0/Y¯ , τ1 = 3α1Z¯/Y¯ , τ2 = 3α2/Y¯ in addition lead to prior means for
β0, β1 and β2 corresponding to each of the three risk categories contributing with one third of the overall
disease rate Y¯ =
∑
i yi/
∑
iNi. Z¯ is the population weighted average excess NO2 concentration. The
parameters of the prior distributions of {γj}j=1,...,j were fixed so that the prior mean of γj would be
|Bj | and the prior variance reflected the prior belief of moderate spatial variability. This was achieved
by setting αγ = |Bj |/km2 and τγ = 1/km2. The data we have used (taken from Thomas et al., 2004,
Example 6) are randomly perturbed compared to the ones used in Best et al. (2000). The Local critique
plots can be seen in Figures 8 and 9. We see that the samples of β0, β1 and β2 are distributed well across
their respective lifted likelihoods. The marginal posterior distributions of β0 and β1 are using almost
all of the local priors, except for the right-hand tails. The marginal posterior distribution of β2 is using
almost exclusively the right-hand tail of its local prior. The Local critique plots of the γj’s in Figure 9
are laid out in accordance with the location of the corresponding latent risk areas Bj , j = 1, . . . , J .
The plots for the γj’s close to the edges give warnings about their lifted likelihoods. All of the posterior
samples of these γj’s are concentrated in a small part of the left tail of their lifted likelihoods. An
examination of ψγj (x) and the data reveals that this is due to the fact that the lifted likelihoods for these
γj’s are extremely vague. This is caused by very small values of kij ,∀i for these latent risk areas and
thus small values of
∑I
i=1Nikij . The reason for the small kij-values is that the correlation length ρ = 1
km is relatively short, and that the peripheral latent risk areas are actually partially or completely outside
the Huddersfield region, which has an irregular shape. Hence, there is almost no information in the data
about these γj’s, and the posterior samples are dominated by the local prior information. We verified
this explanation by experimenting with a longer correlation length, namely ρ = 15 km. This alternative
kij matrix resulted in Local critique plots for the γj’s with good spread across the whole plotting regions
for all j (plots not shown), illustrating that a long correlation length distributes the information in the
9
Figure 9: The Local critique plots for γj (M = 20000, R = 300). The plots for the latent risk areas are laid out
according to the respective locations.
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data to all the latent risk areas. Hence, Figure 9 is an example of Local critique plots that give warnings
which make us reconsider the modelling, but where a re-examination of the problem reveals that there is
a reasonable explanation consistent with the model and data.
Many of the non-peripheral γj’s have Local critique plots that cover the whole of the plotting region,
that is all of the local priors and lifted likelihoods are being used. Some of the non-peripheral plots are
concentrated in the upper-left (e.g. and j = 20 and j = 62) or the lower-right corner (e.g. j = 69).
It seems that the local priors of γ20 and γ62 are restricting their posterior samples to be of lower values
than the lifted likelihoods suggest. They have the highest posterior mean and median of all the γj’s.
Conversely, for γ69 it seems that the local prior is restricting the posterior samples to be higher than the
lifted likelihood suggest. γ69 has the lowest posterior mean and median of all the γj’s. The ”gaps” in
some of the Local critique plots in Figure 9 are due to the fact that the augmented data yij are discrete.
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A. Appendix
A.1 pi and ψ functions
The pi and ψ functions for the parameters in the Rats example in Section 3 are
piαi(x) = Φ (αi;αc, τα) ,ψαi(x) = Φ
(
αi; yi·, T τc
)
,∀i
piβi(x) = Φ (βi;βc, τβ) ,ψβi(x) = Φ
(
βi;
PT
j=1(tj−t¯)(yij−yi·)P
T
j=1(tj−t¯)
2
,
T∑
j=1
(tj − t¯)
2τc
)
,∀i
piτc(x) = F (τc;Uσc) ,ψτc(x) = Γ
(
τc;
NT
2 + 1,
PN
i=1
PT
j=1(yij−αi−βi(tj−t¯))
2
2
)
piαc(x) = Φ (αc;µαc , ταc),ψαc(x) = Φ
(
αc; α¯, Nτα
)
piτα(x) = F (τα;Uσα) ,ψτα(x) = Γ
(
τα;
N
2 + 1,
PN
i=1(αi−αc)
2
2
)
piβc(x) = Φ (βc;µβc , τβc) ,ψβc(x) = Φ
(
βc; β¯, Nτβ
)
piτβ (x) = F
(
τβ ;Uσβ
)
,ψτβ (x) = Γ
(
τβ ;
N
2 + 1,
PN
i=1(βi−βc)
2
2
)
,
(A.1)
The pi and ψ functions for the parameters in SAVIAH in Section 4 are
piβ0(x) = Γ (β0;α0, τ0), ψβ0(x) = Γ
(
β0;
I∑
i=1
yi(J+1) + 1,
I∑
i=1
Ni
)
piβ1(x) = Γ (β1;α1, τ1), ψβ1(x) = Γ
(
β1;
I∑
i=1
yi(J+2) + 1,
I∑
i=1
NiZi
)
piβ2(x) = Γ (β2;α2, τ2), ψβ2(x) = Γ
(
β2;
I∑
i=1
J∑
j=1
yij + 1,
I∑
i=1
J∑
j=1
Nikijγj
)
piγj (x) = Γ (γj ;αγ , τγ), ψγj (x) = Γ
(
γj ;
I∑
i=1
yij + 1, β2
I∑
i=1
Nikij
)
, j = 1, . . . , J,
(A.2)
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