In this paper, we will define a new Rosenbrock-Wanner type scheme (ROW) for solving stochastic differential equations (SDEs). By applying the corresponding order conditions,an implicit four stage ROW-type scheme with weak order 2 be introduced and compared its results with the explicit ten stage ROW-type scheme.
Introduction
Until recently, many models have developed to describe physical phenomena have ignored stochastic effects because of the lack of suitable numerical methods. Stochastic differential system are made by adding stochastic effects to ordinary differential equations. Some areas where SDEs are used in modeling include investment finance, population dynamics, polymer dynamics and VLSI circuit design. There are also stochastic counterparts of, for example, chemical kinetic models. One of suitable methods for solving SDEs, is ROW-type scheme, where it has higher convergence order with respect to the Euler-Maruyama and Heun methods [2] . The aim of this paper is presentation of an implicit four stage ROW-type scheme and comparison with explicit ten stage ROW, defined in [6] .
Assume W(t) be a Wiener process define on the probability space (Ω, F , P ). A SDE given as follows:
dY (t) = f (Y (t))dt + g(Y (t)) • dW (t),
Y(t 0 ) = y 0 (1.1)
Where f (Y (t)) and g(Y (t)) are drift and diffusion coefficients respectively, and the symbol • present Stratonovich integral. ; then Y converge strongly to Y with order p if ∃k > 0 (independent of h) and δ > 0 such that
The discrete time approximation Y N converge weakly with order p to Y if for each polynomial g (which is 2(p + 1) time continuously differentiable), ∃k > 0 (independent of h) and δ > 0 such that
If we assume g(y) = ay + b, then
By using the following approximation, the value of k can be estimated 
Richardson extrapolation method
Y (t 0 ) can be obtained by two following formulae:
Now, assume h 1 = 2h 2 = 4h 3 , then
We apply this method for SDEs and take into consideration of definition 1.2, with linear weak convergency
ROW method
The s-stage ROW-type scheme is as follows:
Where y h is approximation of the solution (1.1) and
With the definition ofJ 
In equation ( 
1)
The above order conditions are obtained in the following way: We are looking for a ROW method with order two, so elementary weights of all bi-colored rooted trees should be equal to elementary numerical weights of all bi-colored rooted trees with labels which satisfy in r(t) + r b (t) ≤ 4 (r(t) and r b (t) are the number of bullet vertices and the number of all vertices in tree t, respectively). Definition 2.
1. An elementary weight of bi-colored rooted tree t is given recursively, as follow:
2. An elementary numerical weight as (s + 1)-th component of vectorΦ(t) for a bi-colored rooted tree with labels t be defined recursively:
where X is the label of vertices and would be one of matrices A, B, A , B ,
For example the elementary weight of t = σ (•) and the elementary numerical weight of σ A (• A ) are:
Therefore elementary numerical weight is the (s + 1)-st component ofΦ(σ A ) and according to the definition α s+1,i = c i will be equal 
2. if i = 2 So that δ 2j = 0 and β 2j = 0, then j must be equal one, and so
3. For i = 3, the only new case is j = 2, therefore k = 1,and so β 1l = δ 1l = 0,
In all of the above cases, left hand side of the 16-th equation of the order conditions will be equal zero and this is contradiction. Consequently the minimum stage number for a ROW method with p = 2 is four.
Implicit four stage ROW method
Suppose s = 4 in (2.2). In all of the order equations of the pervious section, except the equations 4) and 5) which their right-hand sides are 1 2 h.ΔW , the integral in right-hand side of the equations 8), 9), 11), 12) and 13) can't be calculated. By evaluation w 1 , w 2 , w 3 , w 4 , a 1 , a 2 , a 3 , b 1 , b 2 , b 3 , α 21 , α 32 , α 43 , α 42 , α 31 , γ 33 , c 4 , as in Table 1 , also with conditions α ij = γ ij , β ij = δ ij for all i, j except γ 33 = 0 and α 41 = γ 41 , a system of 12 nonlinear equations with 25 unknown are obtained. We have solved this system in MAPLE environment. So the implicit four stage ROW method be defined such as Table 1 (γ 33 = 0). Explicit four stage ROW methods were calculated from the above system with different initial evaluation, but they hadn't good accuracy in comparison with the implicit method.
Explicit ten stage ROW method
Komori et. al. [5] assumed s = 10 in (2.2) and derived an explicit ten stage ROW method such as Table 2 . 
Numerical results
One applications of SDEs is the population dynamics( [1, 4] ). The simplest deterministic model of the population growth is a exponential equation dy(t) = ay(t)dt, where a is the Malthusian growth coefficient, which is usually a positive constant. The variation of environmental conditions may change the coefficient a to a + σξ t , where ξ t is a white noise process. The population dynamics be modeled by the following stochastic differential equation:
Where has the general exact solution( [3] ):
In this section, the numerical results of two ROW-type schemes are compared and demonstrated the advantages of using the implicit four stage ROW method. All numerical simulations with two methods have obtained with similar codes in Matlab. In Table 3 , the constant k be estimated by using (1.3) for h = 2 −6 , 2 −7 and 2 −8 and finally Table 4 gives the estimation value of kh p in the right-hand side of (1.2). All numerical results are obtained by 1000 simulated trajectories. Our numerical experiment shows that the implicit four stage ROW method has less CPU time,higher estimation of order(2.0799) and lower upper bound kh p in Table 4 with respect to the explicit ten stage ROW method. By adding the stage number to a ROW method,we may define new methods with higher accuracy and certainly with much computational expensive. By Lemma 2.3, s = 4 is the minimum stage number can be supposed for a ROW method with order p = 2.
