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Nesta tese estuda-se sistemas dinâmicos compartimentais contínuos e 
discretos. 
Partindo do modelo utilizado para os sistemas compartimentais contínuos, 
aplica-se dois processos distintos de discretização (exacta e aproximada) de 
forma a obter os sistemas compartimentais discretos correspondentes, 
comparando-se o comportamento destes sistemas em relação ao do sistema 
contínuo inicial. 
Estuda-se ainda o problema do controlo da massa tanto no caso contínuo 































In this work we study continuous- and discrete-time compartmental systems. 
Starting from a continuous-time compartmental model, we apply two different 
discretization methods, namely exact and approximate discretization, and 
compare the behaviour of the two discretized models when compared to the 
original continuous-time model. A study of the mass control problem both in the 
continuous- and the discrete-time case, as well as in the context of 
discretization of continuous-time systems, is also performed. 
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A utilização de modelos torna-se essencial sempre que há necessidade de estudar e 
investigar fenómenos reais que envolvem a interacção de elementos quantitativos. 
O estudo levado a cabo neste trabalho tem como base os modelos de sistemas 
compartimentais, que descrevem fenómenos onde há trocas de matéria entre diferentes 
compartimentos. Estes modelos são utilizados em diversas áreas científicas, tais como, em 
Biologia, Química, Medicina, Engenharias e até nas Ciências Sociais. 
No Capítulo 1 faz-se a apresentação dos sistemas em estudo, analisando as propriedades 
das matrizes envolvidas na sua descrição matemática, cujas entradas são as taxas de fluxo 
de matéria que é trocada entre os diferentes compartimentos e também entre estes e o meio 
ambiente. 
O Capítulo 2 é dedicado ao processo de discretização de sistemas compartimentais 
contínuos. Considera-se duas formas diferentes de discretização: a discretização exacta e a 
discretização aproximada, fazendo-se um estudo gráfico comparativo da evolução dos 
sistemas contínuos e dos correspondentes sistemas discretizados exacta e 
aproximadamente. 
No Capítulo 3 estuda-se o controlo da massa de sistemas implementando uma lei de 
realimentação do estado do tipo ( )u t Kx L= + , que assume formas diferentes no caso 
contínuo e no caso discreto, com o objectivo de seguimento de um valor de referência 
constante. Apresenta-se simulações sobre a aplicação da lei de controlo em sistemas 
contínuos, em sistemas discretos e ainda no contexto de controlo de sistemas contínuos 
amostrados.  
INTRODUÇÃO








Um sistema é um conjunto de elementos interligados e dependentes entre si que, em 
conjunto, formam uma unidade que possui determinadas características e tem funções 
específicas. 
Cada sistema admite estados, definidos como um conjunto de variáveis capazes de 
descrever o sistema em determinado instante temporal. Nesta perspectiva, os sistemas 
podem ser classificados como sistemas contínuos ou sistemas discretos, de acordo com a 
natureza contínua ou discreta da variável temporal. 
Relativamente à interacção com o ambiente que os envolve, os sistemas podem ser 
classificados como sistemas abertos ou sistemas fechados (isolados). Nos sistemas 
fechados não há interacção com o meio ao nível de trocas de matéria e energia, ao 
contrário do que acontece com os sistemas abertos, nos quais se processam trocas 
significativas com o ambiente em que estão inseridos. Os sistemas fechados são raríssimos, 
podendo a sua existência ser considerada meramente conceitual. 
 









Um sistema compartimental é um sistema que possuí um número finito de compartimentos 
que trocam matéria entre si, de tal modo que cada compartimento funciona como um 
subsistema. A evolução da quantidade de matéria em cada compartimento pode ser descrita 
através de uma equação diferencial de primeira ordem, no caso contínuo, ou através de 
uma equação diferencial linear às diferenças de primeira ordem, no caso discreto. Estes 
sistemas possuem estados, entradas e saídas que representam quantidades de matéria e são, 
por isso, todos positivos. Assim, dentro da teoria dos sistemas, os sistemas 





Um sistema compartimental contínuo pode ser esquematizado através da seguinte figura, 
que permite visualizar as trocas existentes entre dois compartimentos, i  e j , e, ainda, as 








Figura 1.1 - Taxas de fluxo entre dois compartimentos de um sistema contínuo 
1.2.  Sistemas Compartimentais Contínuos
0if  0 jf  0if  0jf  
jif  
ijf  
i  j  
iif  jjf  
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Considera-se que as taxas de fluxo do sistema são directamente proporcionais à quantidade 
de matéria no compartimento de origem, com constantes de proporcionalidade não 
negativas. Assim, ( ) ,    1,...,ij ij if x k x i j n= ≠ =  representa a taxa de fluxo do 
compartimento i  para o compartimento j , analogamente, ( ) ,    1,...,ji ji jf x k x i j n= ≠ =  
representa a taxa de fluxo do compartimento j  para o compartimento i , e
 
( )0i if x bu=  e 
( )0i i if x q x=  representam, respectivamente, a taxa de fluxo do ambiente para o 
compartimento i  e a taxa de fluxo do compartimento i  para o ambiente, onde ib , jb , iq , 
j
q , ijk e jik  são coeficientes constantes não negativos e, por convenção, o ambiente 
corresponde ao compartimento 0  do sistema. 
 
A taxa de variação da quantidade de matéria presente no compartimento i , ixɺ , é a 
diferença entre a taxa de fluxo de matéria que entra no compartimento e a que sai do 
mesmo, sendo que a primeira tem proveniência dos outros compartimentos que constituem 
o sistema e do ambiente, enquanto a segunda corresponde à matéria que sai deste 
compartimento para os restantes e para o ambiente. 
 
Deste modo, matematicamente, pode escrever-se: 
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Considerando todos os compartimentos do sistema, a igualdade anterior pode escrever-se 
matricialmente do seguinte modo: 
  











   
   = =   




e ( )ijA a=  é uma matriz quadrada de dimensão n , cujos elementos fora da diagonal 
principal são da forma ,ij jia k=  com  i j≠  e , 1,...,i j n= , os elementos da diagonal 
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= − − =∑ , de tal modo que esta 
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Para simplificação da escrita, por vezes, haverá a necessidade de designar o sistema (1.2) 
simplesmente por ( ),c cA B , evidenciando, deste modo, as matrizes que o constituem e a 
sua natureza contínua (através do índice c ). 
 
A matriz ( )ijA a= , presente na equação do sistema anterior, é dotada de várias 
propriedades referidas na definição que se segue. Todas as matrizes com estas 
propriedades são classificadas como matrizes compartimentais contínuas uma vez que 
podem ser encaradas como matrizes de sistemas compartimentais em tempo contínuo. 
 
Uma matriz quadrada, ( ) ,  , 1,...,ijG g i j n= = , de dimensão n , é uma matriz 
compartimental contínua se satisfaz as seguintes condições: 
 
 
1. ( )ijG g=  é uma matriz de Metzler, isto é, uma matriz não nula com elementos não 
negativos fora da diagonal principal). 
 
0,   e  , 1,...,
ij




2. Todos os elementos da diagonal principal da matriz ( )ijG g=  são não positivos. 
 









3. ( )ijG g=  é uma matriz diagonalmente dominante por colunas, isto é, o valor 
absoluto da entrada da diagonal principal em cada coluna é maior que a soma dos 
valores absolutos de todas as outras entradas (não diagonais) nessa coluna. 
 
1 1
0,    1,...,
n n
ii li ii li
l l
l i l i
g g g g i n
= =
≠ ≠
≥ ⇔ − ≥ =∑ ∑  
(1.7) 
 
A equação (1.1) anteriormente apresentada para um sistema com n  compartimentos, se 
particularizada para um sistema em que o número de compartimentos é três, toma um 




1 1 11 1x b u k x= +ɺ 21 2 31 3 11 1k x k x k x+ + − 12 1 13 1 1 1
2 2 12 1 22 2
k x k x q x
x b u k x k x
− − −
= + +ɺ 32 3 21 2 22 2k x k x k x+ − − 23 2 2 2
3 3 13 1 23 2 33 3
k x q x
x b u k x k x k x
− −
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1 12 13 1 1 21 2 31 3 1
2 12 1 21 23 2 2 32 3 2
3 13 1 23 2 31 32 3 3 3
x k k q x k x k x b u
x k x k k q x k x b u
x k x k x k k q x b u
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
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Ou, ainda, matricialmente: 
 
1 1 112 13 1 21 31
2 12 21 23 2 32 2 2
13 23 31 32 33 3 3
x x bk k q k k
x k k k q k x b u
k k k k qx x b
− − −      
      = − − − +      









Um sistema compartimental discreto pode ser, analogamente, esquematizado através da 
seguinte figura, que representa as trocas de matéria existentes entre dois compartimentos 










Figura 1.2 – Trocas de matéria entre dois compartimentos de um sistema discreto 
  
1.3.  Sistemas Comportamentais Discretos
0if  0 jf  0if  0jf  
jif  
ijf  
i  j  






Assim, ( )jif x  representa a quantidade de matéria que entra no compartimento i  vinda do 
compartimento j , num determinado instante, convencionando-se, uma vez mais, que o 
ambiente se encontra representado pelo compartimento 0  do sistema. 
Considera-se que esta quantidade de matéria é directamente proporcional à quantidade de 
matéria existente no compartimento j , no instante anterior, com constante de 
proporcionalidade não negativa.  
Portanto, a quantidade de matéria que se encontra no compartimento i  no instante 1k +  
pode ser obtida do seguinte modo:  
( ) ( ) ( ) ( )1i i i ix k x k in k out k+ = + −  
(1.8) 
onde ( )iin t
 
e ( )iout t
 
representam, respectivamente, a quantidade de matéria que entra e a 
quantidade de matéria que sai do compartimento i , entre os instantes k  e 1k + . 
Deste modo: 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
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+ = + −
= + + − −
= + + − −
 














onde 0i iq k= , 0i ib k= , ijk  e jik  são constantes de proporcionalidade não negativas. 




As equações relativas a todos os compartimentos podem escrever-se na forma matricial 
como: 
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   
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Analogamente ao caso contínuo, o sistema (1.10) será, por vezes, referido como ( ),d dA B , 
evidenciando o índice d  a sua natureza discreta. 
 
A matriz ( )d dijA a= , assim definida, é uma matriz compartimental discreta de acordo com 






Uma matriz ( ) ,   , 1,...,ijH h i j n= = , de dimensão n , diz-se uma matriz compartimental 
(discreta) se satisfaz as seguintes condições: 
1. Todos os elementos da matriz ( )ijH h=
 
são não negativos. 
 
0,   , 1,...,
ij
h i j n≥ ∀ =
 
(1.13) 
2. A soma de todas as entradas de cada uma das colunas da matriz ( )ijH h=
 
é não 
superior à unidade. 
1






≤ ∀ =∑  
(1.14) 
Tal como no caso contínuo, toda a matriz compartimental discreta pode ser encarada como 
a matriz de um sistema compartimental em tempo discreto. 
Analogamente ao apresentado para os sistemas compartimentais contínuos, considere-se, a 






1 1 12 13 1 21 2 31 3 1
2 12 1 2 21 23 2 32 3 2




x q k k x k x k x b u
x k x q k k x k x b u
x k x k x q k k x b u




= + − − − + +
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












1 1 11 12 13 21 31
2 12 2 21 23 32 2 2




x x bq k k k k
x k q k k k x b u
k k q k kx x b
− − −      
      = − − − +      








A matriz compartimental discreta ( )d dijA a=  pode ainda ser escrita como a soma de duas 
matrizes, sendo uma delas a matriz identidade de dimensão igual à da matriz dA , I , e a 
outra uma matriz compartimental contínua, ( )c cijA a= . 
Seja ( )d dijA a=  uma matriz compartimental discreta, então d cA I A= + , onde cA  é uma 
matriz compartimental contínua. 
Sejam ( )d dijA a=  e ( )c d cijA A I a= − = . Note-se que todos os elementos, de cA , fora da 
diagonal principal são não negativos já que, por (1.13), coincidem com os correspondentes 
elementos de dA . 
Isto é, 
0,  com  e  , 1,...,cjia i j i j n≥ ≠ =  
(1.15) 
Por outro lado, todos os elementos da diagonal principal de cA  são não positivos pois, por 
(1.14), 
1





a a a i n
=










Mais ainda, verifica-se que a soma de todos os elementos de cada coluna é uma quantidade 
não positiva, de facto, por (1.14): 
1 1 1 1
1 1 0,  com 1,...,
n n n n
c c c d d d
li ii li ii li li
l l l l
l i l i
a a a a a a i n
= = = =
≠ ≠
= + = − + = − ≤ =∑ ∑ ∑ ∑  
(1.17) 
 
Isto implica que, 
1






a a i n
=
≠











a a i n
=
≠










a a i n
=
≠
≤ =∑ . 
(1.19) 
Das considerações anteriores resulta que a matriz cA  é, de facto, compartimental contínua. 
 
 
O exemplo que se segue mostra que o recíproco do lema anterior não se verifica. 
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=  − 
. 
Facilmente se verifica que a matriz cA  é compartimental contínua, uma vez que os 
elementos da sua diagonal são não positivos, os restantes são não negativos e, ainda, cada 





d cA I A
− 
= + =  − 
 não é uma matriz compartimental discreta pois tem 
entradas negativas. 
É, porém, possível verificar que dada uma matriz compartimental contínua cA , a matriz 
d cA I hA= +  é compartimental discreta se h  for suficientemente pequeno. 
Seja cA  uma matriz compartimental contínua.  
Então existe 0ε >  tal que, [ ]0,h ε∀ ∈ , d cA I hA= +  é uma matriz compartimental discreta. 
Uma vez que ( ) ( ) ,  d cij ija h a i j= ≠  com 0h>  e 0cija ≥  (pois cA  é compartimental 
contínua), verifica-se que 0,  dija i j≥ ≠
 
e, por outro lado, ( ) ( )1d cii iia h a= + . 
Portanto, se ( )1 0,  1,...,ciih a i n+ ≥ = , os elementos da diagonal de dA  serão também não 
negativos. Para tal basta que: 
1














Se todos os c
iia
 
forem nulos, os elementos da diagonal de dA  serão iguais a um e portanto 
não negativos, independentemente dos valores de h . 
Fica, assim, demonstrada a primeira condição da definição de matriz compartimental 
(discreta) apresentada em 1. da definição 1.3. 





d c c c
ij ij jj ij
i i i j
i




 = + = + +  
 
∑ ∑ ∑ . 
(1.22) 
Como cA  é diagonalmente dominante e 0
c





















+ ≤∑  
(1.24) 

















= − ≠ ∈ 
 
, e ε  
qualquer se todos os c
iia
 









Nesta secção será feita a análise do processo de discretização de um sistema 
compartimental contínuo, como definido em (1.2), através de dois processos diferentes que 
serão respectivamente designados por discretização exacta e discretização aproximada. 
Em ambos os casos, designar-se-á por cx  o estado do sistema compartimental contínuo, 
para o melhor distinguir do estado da sua discretização. Considerar-se-á, ainda, que h  é o 















Suponha-se que a entrada u
 
do sistema compartimental contínuo (1.2) se mantém 
constante, e portanto igual a ( )u kh , no intervalo ( ) ) ,  1kh k h+ , então: 
 





1    
k h
A k h kh A k hc c
kh
x k h e x kh e B d u kh
θ θ
+
+ − + −+ = + ∫ , 
(2.1) 












=∑ .  
 
Definindo ( ) ( )d cx k x kh=  e ( ) ( )du k u kh= , 
 
( ) ( ) ( ) ( )
( ) ( )
( ) ( )
0
0
1   
                
                
kh h
A kh hd Ah d d
kh
Ah d A d
h
h
Ah d A d
x k e x k e d B u k
e x k e d B u k
























d AB e d Bτ τ= ∫  obtém-se o sistema compartimental 
discretizado: 
( ) ( ) ( )1d d d d dx k A x k B u k+ = +  
(2.3) 





Note-se que, atendendo à construção efectuada, para entradas constantes entre cada 
instante de discretização, o estado do sistema contínuo coincide com o do sistema 
discretizado, nos instantes de discretização. Por isso, o processo de discretização 
apresentado será referido como discretização exacta. 
A matriz d AhA e=  presente no sistema compartimental discretizado (2.3) é uma matriz 
compartimental discreta. Verifique-se esta afirmação. 
Para tal, mostre-se, primeiro, que todos os elementos de dA  são não negativos, i.e., 
0,  com , 1,...,dija i j n≥ = . 
Seja ie  o i-ésimo vector da base canónica de 
nℝ  e represente-se a i-ésima coluna da matriz 
compartimental discreta, dA , por ic . Então esta coluna será dada por: 
 edi ic A=  
(2.4) 
Deste modo, tomando ( ) ( )0 0c d ix x e= =
 
e ( ) 0u t =  em [ )0,h , tem-se que 
( ) ( )1c d d i ix h x A e c= = = . 
Uma vez que o sistema compartimental contínuo é positivo, é possível concluir que ( )1cx  
tem componentes não negativas. Logo a coluna ic  de 
dA  é exclusivamente constituída por 
elementos não negativos e, portanto, todos os elementos de dA  são não negativos. 
Mostre-se, agora, que a soma dos elementos de cada coluna é não superior a um, ou seja, 
1







≤ =∑ . 
Atendendo à interpretação de ic , atrás apresentada, tem-se ( ) ( )1
d c
ix x h c= =  quando 









( ) ( )0c d cx h A x=  
(2.5) 












Então, o somatório dos elementos da coluna ic , ou seja, ( )iM c  é dado por: 




Porém, uma vez que se considerou 0u = , não entrou matéria no sistema, pelo que a 
quantidade de matéria, no instante h , terá que ser necessariamente não superior à 
quantidade no instante inicial, ou seja, 
( )( ) ( )( )0c cM x h M x≤
 
(2.8) 
Mais ainda, na medida em que se tem ( )( ) ( )0 1c iM x M e= = , conclui-se, finalmente, que: 






Assim, resulta que a soma de todos os elementos da coluna ic  é não superior a um, isto é, 
1










Visto ter-se considerado uma coluna genérica i   da matriz dA , conclui-se que esta 
propriedade se verifica para todas as colunas desta matriz.  
Do anteriormente exposto, resulta que a matriz d AhA e=  do sistema compartimental 
discretizado (2.3) é uma matriz compartimental discreta, independentemente da amplitude 
dos intervalos de tempo considerados. 




d AB e d Bτ τ= ∫  é obviamente uma matriz com entradas não negativas já 
que as entradas de B , de Ae τ  e, consequentemente, de 
0
h
Ae dτ τ∫  são não negativas. 
Isto permite estabelecer que a discretização de um sistema compartimental contínuo é um 
sistema compartimental discreto. 
 
Sejam ( ),c cA B  um sistema compartimental contínuo e ( ),d dA B  a sua discretização exacta 
com intervalo de discretização h . Então ( ),d dA B  é um sistema compartimental discreto. 
 
Apresentam-se, a seguir, dois exemplos ilustrativos simples aos quais foi aplicado o 
processo de discretização exacta de sistemas compartimentais contínuos. O primeiro 







Considere-se o seguinte sistema compartimental contínuo, com dois compartimentos, onde 
[ ]1 2   
T




   
= +   
   
ɺ  
(2.11) 
Faça-se o intervalo de discretização 0.05 h seg= . 
 
Determine-se, através do processo de discretização exacta, dA : 

















 −  
  














   
  
  
    
 
       
0.05
1 1 0.05




   
= =   
   
 
(2.12) 
Determine-se, também pelo mesmo processo, dB : 
0.05
0























 −    
    
     
  


























Então o sistema compartimental discretizado, resultante do processo de discretização 
exacta, será dado por: 
 




x k x k u k
   
+ = +   









0     










e a resposta ao degrau é dada como a resposta de um sistema ao degrau unitário aplicado 
no instante 1 0t = , com condições iniciais nulas. 
 
Relativamente aos sistemas apresentados em (2.11) e (2.14) analise-se a representação 
gráfica da resposta ao degrau unitário, ( ) 1,  com  0u t t= ≥ , de modo a compará-los no que 
respeita à evolução de ambos ao longo do tempo. 
 
Na seguinte figura apresenta-se três gráficos com a evolução da resposta ao degrau unitário 
ao longo do tempo. O primeiro gráfico é relativo ao sistema contínuo, o segundo 
relativamente ao sistema discretizado e o terceiro onde é possível visualizar, sobre o 










Figura 2.1 – Respostas ao degrau do sistema (2.11) e da sua discretização exacta (2.14) 
 
A análise gráfica da resposta ao degrau dos sistemas compartimentais apresentados permite 
concluir que a resposta do sistema discretizado se sobrepõe à do sistema contínuo, o que 
resulta do modo como a discretização foi feita. 
 
Considere-se agora o seguinte sistema compartimental contínuo, com três compartimentos, 
onde [ ]1 2 3      
T
x x x x=  representa o vector das variáveis de estado. 
1 0 1 0
0 0 0 1
0 1 1 0
x x u
−   
   = +   










































Use-se o mesmo intervalo de discretização entre dois instantes consecutivos, 0.05 h seg= . 
 
Determine-se, por discretização exacta, dA . 
 





















 + − 
  
  
  − +  
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  + + +  
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   





1 0 1 0
1
0 0 1









 + −   
    
    












































 − + +
 
=  



















Donde resulta o seguinte sistema compartimental discretizado: 
 
( ) ( ) ( )
0.05 0.05 0.05 0.05
0.05 0.05 0.05
1 1.05 0.05 1.95 2.05
1 0 1 0 0.05
0 1 0.95
e e e e
x k x k u k
e e e
− − − −
− − −
   − − +
   
+ = +   







Tal como para o exemplo anterior, analise-se, graficamente, a resposta ao degrau unitário, 
( ) 1,  com  0u t t= ≥ , para o sistema apresentado e para a sua discretização exacta. 
 
Figura 2.2 - Respostas ao degrau do sistema (2.16) e da sua discretização exacta (2.19) 
 
A análise da figura apresentada permite confirmar que, como seria de esperar, também 
neste caso, o gráfico da resposta ao degrau está sobre a curva que representa a resposta ao 
degrau para o sistema contínuo inicial. 
 
Note-se que a coincidência entre as respostas, do sistema exactamente discretizado e do 
sistema contínuo que lhe deu origem, embora se verifique para qualquer intervalo de 
discretização, apenas se pode garantir para entradas que são constantes entre dois instantes 








































O exemplo que se segue ilustra o caso em que tal não acontece. 
Considere-se o sistema compartimental contínuo com três compartimentos (2.16) e a sua 
discretização exacta (2.19). 
Compare-se, agora, graficamente, a resposta forçada do sistema contínuo com entrada 
( ) ,   0u t t t= ≥ , relativamente à resposta forçada da correspondente discretização exacta 
deste sistema. 
 
Figura 2.3 - Respostas forçadas do sistema (2.16) e da sua discretização exacta (2.19) 
 
Tal como seria de esperar, as respostas forçadas do sistema contínuo e da sua discretização 






































Considere-se, uma vez mais, o sistema compartimental contínuo dado em (1.2), 
x Ax Bu= +ɺ . 




d AB e d Bτ τ= ∫ . Assim, 
0
2 2 3 3
2 2 3 1
    
!
    ... ...
2! 3! !
    ... ...
2! 3! !












A h A h A h
I Ah
n
Ah A h A h
I A Ih
n






= + + + + + +
 
 











( ) ( )0
0 0
0
2 2 3 3
2 2 3 1
1 1 1
   1
1
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A h A h A h
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≃ ,  com a aproximação ,% Ih≃
 




onde I  é a matriz identidade com a mesma dimensão que A . 








A I Ah= +  e 
d
B hB=  obtém-se o sistema compartimental discretizado 
aproximadamente que se segue. 
ɵ ( )  ɵ ( )  ɵ ( )1
d dd d d
x k A x k B u k+ = +  
(2.24) 
 
Note-se que, ao contrário do concluído na discretização exacta, para entradas constantes, o 
estado do sistema discretizado, em cada instante de discretização, é, na maioria dos casos, 
apenas uma aproximação do estado do sistema contínuo. Deste modo, e por oposição ao 
processo de discretização anterior, este processo será denominado de discretização 
aproximada. 
De acordo com o Lema 1.7, se o intervalo de discretização h  for suficientemente pequeno, 
o sistema discreto  ( , )
d d
A B  é ainda um sistema compartimental (discreto). De facto, sendo 
A  uma matriz compartimental contínua, para 0h >  pequeno, 
ˆ dA I Ah= +  é uma matriz 
compartimental discreta. Além disso, sendo as entradas de B  não negativas, o mesmo 
acontece com as entradas de 
d
B Bh= . 
 
Sejam ( ),A B  um sistema compartimental contínuo e  ( ),d dA B  a sua discretização 
aproximada com intervalo de discretização h . Então, se h  for suficientemente pequeno, 
 ( ),d dA B  é um sistema compartimental discreto. 
 
Analisem-se de seguida dois exemplos ilustrativos da discretização aproximada de 






Considere-se o sistema compartimental contínuo, com dois compartimentos, apresentado 




   
= +   
   
ɺ , e admita-se o mesmo intervalo de discretização, 
0.05 h seg= . 
 
Relativamente às matrizes A  e B , deste sistema, execute-se o processo de discretização 
aproximada de modo a obter o sistema correspondente aproximadamente discretizado. 
Posto isto, analise-se a resposta ao degrau do sistema discretizado comparando-a à resposta 
do sistema contínuo que lhe deu origem. 
A discretização aproximada da matriz A , 1
d
A , é dada por: 

1
1 0 0 1 1 0.05
0.05 0.05
0 1 0 0 0 1
d
A I A
     
= + +     
     
≃ ≃  
(2.25) 
Analogamente, a discretização aproximada da matriz B , 1
d
B , é dada por: 






   
=    
   
≃ ≃  
(2.26) 
De acordo com a discretização apresentada para as duas matrizes obtém-se o seguinte 
sistema compartimental discretizado: 
 




x k x k u k
   
+ = +   









Da observação deste sistema conclui-se que a matriz 1
d
A  tem as mesmas entradas que a 
matriz dA , obtida por discretização exacta, pelo que os sistemas (2.14) e (2.25) apenas 
diferem quanto às matrizes dB  e 1
d
B , sendo esta diferença apenas ao nível de uma das 
entradas destas matrizes. 
Graficamente, pode observar-se a relação existente entre a evolução dos dois sistemas 
quando sobrepostos os gráficos das suas respostas ao degrau. 
 
Figura 2.4 – Respostas ao degrau do sistema (2.11) e da sua discretização aproximada (2.27) 
           Nota: Apenas se marcou 10 pontos do gráfico, para não sobrecarregar a figura.  
 
A observação da resposta ao degrau unitário para estes sistemas permite concluir que 
realmente a diferença entre as curvas correspondentes ao sistema contínuo e ao sistema 
aproximadamente discretizado é desprezável. Isto prende-se com o facto de as matrizes dos 
















































B B= . 
(2.28) 
O novo sistema compartimental discretizado é o seguinte: 
 




x k x k u k
   
+ = +   
   
 
(2.29) 
Na figura que se segue estão representadas as respostas ao degrau do sistema contínuo e do 
sistema aproximadamente discretizado, verificando-se que a discrepância entre estas 
respostas é mais acentuada que no caso anterior. 
 







































Considere-se agora o sistema compartimental contínuo, com três compartimentos, 
apresentado em (2.16), no exemplo 2.3. 
Sejam, mais uma vez, os intervalos de discretização 1 0.05 h seg=  e 2 0.5 h seg= . 
Determine-se as matrizes 1
d
A  e 1
d
B , obtidas pelo processo de discretização aproximada 
aplicado às matrizes A  e B  respectivamente, para 1 0.05 h seg= . 

1
1 0 0 1 0 1 0.95 0 0.05
0.05 0 1 0 0.05 0 0 0 0 1 0
0 0 1 0 1 1 0 0.05 0.95
d
A I A
−     
     = + +     












   
   =    
      
≃ ≃   
   (2.31) 
O sistema compartimental discretizado obtido é da forma: 
( ) ( ) ( )
0.95 0 0.05 0
1 0 1 0 0.05
0 0.05 0.95 0
x k x k u k
   
   + = +   
      
 
(2.32) 
Analogamente ao estudo feito para os sistemas anteriores, é, agora, graficamente 









Figura 2.6 - Respostas ao degrau do sistema (2.16) e da sua discretização aproximada (2.32) 
 




A I A= +   e   2 0.5
d
B B= . 
(2.33) 
E o sistema compartimental discretizado obtido é o que a seguir se apresenta: 
( ) ( ) ( )
0.5 0 0.5 0
1 0 1 0 0.5
0 0.5 0.5 0
x k x k u k
   
   + = +   












































A resposta do degrau do correspondente sistema aproximadamente discretizado é 
apresentada na figura que se segue, juntamente com a resposta ao degrau do sistema 
contínuo. 
 
Figura 2.7 - Respostas ao degrau do sistema (2.16) e da sua discretização aproximada (2.34) 
 
Em relação à figura anterior, verifica-se que existe uma maior diferença entre a evolução 
do degrau unitário dos dois sistemas. 
Como seria de esperar, um sistema aproximadamente discretizado tem, ao longo do tempo, 
um comportamento que se assemelha ao do sistema contínuo que lhe deu origem, mas, 
contrariamente ao que acontece no caso da discretização exacta, não coincide com este. 
Além disso, verifica-se que a diferença entre o sistema aproximadamente discretizado e o 







































Compare-se, agora, o sistema compartimental contínuo, apresentado em (2.16), com 
( ) ,   0u t t t= ≥ , e a sua discretização aproximada (2.27). 
A resposta forçada destes sistemas é apresentada a seguir: 
  
Figura 2.8 - Respostas forçadas do sistema (2.16) e da sua discretização aproximada (2.27) 
 
Tal como concluído em relação ao sistema compartimental contínuo e ao correspondente 
sistema obtido por discretização exacta, também a análise dos últimos gráficos 
apresentados permite verificar que as respostas forçadas do sistema contínuo e da sua 
discretização aproximada diferem uma da outra quando se introduz uma entrada u  que 
varia dentro de cada intervalo de discretização. Como seria de esperar, essa diferença é 







































A interpretação dos resultados dos exemplos apresentados neste capítulo permite concluir 
que, uma vez considerado u  constante, a discretização exacta dos sistemas mantém a 
resposta inalterada relativamente à resposta do sistema contínuo original. 
Caso a discretização aplicada seja aproximada, esta coincidência das respostas já não se 
verifica, podendo ser a diferença entre ambas mais ou menos evidente, questão que se 
prende com a estrutura das matrizes A
 
e B . 
No caso dos gráficos referentes à entrada u  variável, a evolução dos sistemas é diferente 
quer se processe a discretização exacta ou a discretização aproximada. 






O objectivo deste capítulo é a apresentação de uma lei de controlo para um sistema 
compartimental de forma a garantir que a massa total do sistema em malha fechada 
convirja para um valor da massa desejado, que será denotado *M . 
Relembre-se que tal como foi definida no capítulo anterior, em (2.6), a soma da massa ix
 
existente em cada um dos n  compartimentos, 





M x t x t
=
=∑ . 
Na prática, uma vez que as entradas de um sistema compartimental têm de ser positivas, a 
lei de controlo a determinar deverá fornecer apenas valores positivos. 
Uma maneira simples de garantir isto será tomar 
( ) ( )( )max 0,u t u t= ɶ  
(3.1) 
onde ( )u tɶ
 










No entanto, uma vez que a consideração do máximo em (3.1) torna o sistema controlado 
não-linear, exigindo ferramentas que saem fora do âmbito deste trabalho, abandona-se 
aqui, no estudo teórico, o requisito de positividade. 
Como se verá a lei de controlo a implementar consiste numa realimentação do estado do 
tipo 




Seja x Ax Bu= +ɺ  um sistema compartimental contínuo. Tendo em conta que a massa deste 
sistema, no estado x , se pode escrever como ( ) [ ]1 ... 1M x x= , obtém-se a seguinte 
equação para a evolução da massa do sistema: 
[ ] [ ] [ ]1 ... 1 1 ... 1 1 ... 1x Ax Bu= +ɺ  
(3.3) 
ou seja, 




Suponha-se que se pretende que o valor da massa do sistema siga um valor de referência 
*M . 
 
3.2. O Caso Contínuo 




Se for possível determinar ( )u t  de modo que (3.3) tome a forma 




onde λ  é um número positivo, ter-se-á que: 




na medida em que, por *M  ser um valor constante, se tem * 0M =ɺ . 
Deste modo, definindo ( ) *M M x M∆ = − , obtém-se M Mλ∆ = − ∆
i
, que pelo facto da 
constante λ  ser negativa, é um sistema assimptoticamente estável. 
Assim, pode-se concluir que ( )( ) ( )( ) * 0
t
M x t M x t M
→∞
∆ = − → , ou seja ( )( ) *
t
M x t M
→∞
→ , 
como se pretende. 
Igualando os dois membros de (3.4) e de (3.5) e resolvendo em ordem a ( )u t  obtém-se: 
[ ] ( ) ( ) ( ) ( )( )( )
( ) ( ) ( )( )( ) [ ] ( )
( ) ( ) ( )( ) [ ] ( )
( ) ( ) [ ] ( ) [ ] ( )






    1 ... 1
1 ... 1
1 ... 1







Ax t b u t M x t M
u t b M x t M Ax t
u t b M x t M Ax t
u t b x t M Ax t










+ Σ = − −
 ⇔ = Σ − − − 
 ⇔ = Σ − + − 
 ⇔ = Σ − + − 






Conclui-se, então, que a lei de controlo 
( ) ( )( ) ( ) [ ]( ) ( )1 *1 ... 1 ciu t u x t b I A x t Mλ λ
−  = = Σ − − +  . 
(3.8) 
permite estabilizar a massa do sistema compartimental contínuo considerado. 
Equivalentemente, 
( )( ) ( ) [ ]( ) ( ) ( )1 1 *1 ... 1 ci iu x t b I A x t b Mλ λ
− −
= − Σ + + Σ , 
(3.9) 
pelo que, ( )( )u x t  toma a forma já referida, ( )( ) ( )u x t Kx t L= + , com 
( ) [ ]( )1 1 ... 1iK b I Aλ
−
= − ∑ +
 
e ( ) 1 *iL b Mλ
−
= ∑  
(3.10) 
A aplicação desta lei de controlo conduz o sistema em malha fechada, 
( )x A BK x BL= + +ɺ , 
(3.11) 
com K  e L  como definidos em (3.10) e (3.11), respectivamente, ou seja, 
( ) [ ]( )( ) ( )1 1 *1 ... 1i ix A b B I A x b B Mλ λ− −= − Σ + + Σɺ  
(3.12) 
Com o objectivo de analisar o comportamento da lei de controlo proposta, apresentam-se, 
de seguida, exemplos em que se consideram diferentes valores iniciais e de referência para 
a massa. 




Considere-se, mais uma vez, o sistema contínuo (2.16) e o sistema em malha fechada 
(3.12), obtido a partir dele e a seguir apresentado, correspondente ao valor do parâmetro 
0.5λ =  e ao valor de referência para a massa 
* 15M = . 
1 0 1 0
0.5 1.5 0.5 7.5
0 1 1 0
x x
−   
   = − − +   
   −   
ɺ  
(3.13) 
Suponha-se que a condição inicial para o estado é [ ]0 0 0 0
T
x = , o que corresponde a 
um valor nulo para a massa inicial. Tomando para saída y
 
do sistema o valor da massa, 
isto é, fazendo [ ]1 ... 1y x= , obtém-se a resposta representada na figura que se segue.  
 
 
Figura 3.1 – Evolução da massa do sistema em malha fechada para * 15M =  e [ ]0 0 0 0
T
x = . 

























Considerando o mesmo sistema do exemplo anterior e ainda o valor de referência para a 
massa * 15M = , mas fazendo o estado inicial [ ]0 5 5 5
T
x = , correspondente a uma 
massa inicial de 15 , obtém-se: 
 
 
Figura 3.2 – Evolução da massa do sistema em malha fechada para * 15M =  e [ ]0 5 5 5
T





























Considere-se, uma vez mais, o sistema do exemplo 3.1, fazendo * 15M =  e 
[ ]0 5 10 5
T
x = , o que corresponde a um valor inicial de 20 para a massa inicial. 
 




Figura 3.3 – Evolução da massa com * 15M =  e [ ]0 5 10 5x = . 
 























Os exemplos apresentados mostram que a massa do sistema em malha fechada tem uma 
variação monótona crescente ou decrescente conforme o seu valor inicial é menor ou maior 
que o valor de referência *M , mantendo-se constante quando o valor inicial já coincide 
com *M . 
 
De facto, atendendo a que a evolução da massa no sistema em malha fechada é dada por  
 










( ) ( )( )* *0tM t M e M Mλ−= + − . 
(3.16) 
 
Assim, e uma vez que te λ−
 




se ( ) *0 0M M− < , isto é, 




se ( ) *0 0M M− > , isto é, se ( ) *0M M> , e 
( )M t
 
mantém-se constantemente igual a *M
 
se ( ) *0 0M M− = , isto é, ( ) *0M M= . 
 





Analogamente ao caso contínuo considere-se o sistema compartimental discreto, 
( ) ( ) ( )1 d dx k A x k B u k+ = + . 
Mais uma vez, fixando um valor de referência *M
 
para a massa, pretende-se definir uma 
lei de controlo,
 




→ , com ( ) ( )( )M k M x k= . 
Como ( ) [ ] ( )1 ... 1M k x k= , tem-se que: 
( ) ( )( ) [ ] ( ) [ ] ( ) ( )( )1 1 1 ... 1 1 1 ... 1 d dM k M x k x k A x k B u k+ = + = + = + , 
(3.17) 
isto é,  
( ) [ ] ( ) ( ) ( )1 1 ... 1 d diM k A x k b u k+ = + Σ . 
(3.18) 
Agora, caso seja possível encontrar um controlo ( )u k
 
que transforme (3.18) em   
( ) ( )( )* *1M k M M k Mα+ − = − , 
(3.19) 
 com 1α < , resultará que 
( ) ( )0kM k Mα∆ = ∆ ,
 
(3.20) 
onde  ( ) ( ) *M k M k M∆ = − .  
 













= , como pretendido. 
(3.21) 
Tendo em vista obter ( )u k , escreva-se (3.19) como: 
( ) ( ) ( ) *1 1M k M k Mα α+ = + − . 
(3.22) 
Igualando os segundos membros de (3.18) e (3.22), e resolvendo em ordem a ( )u k , 
obtém-se: 
[ ] ( ) ( ) ( ) ( )( ) ( )
( ) ( ) [ ] ( ) ( )( ) ( )




      1 ... 1 1
1 ... 1 1
1 ... 1 1
d d d d
i
d d d d
i
d d d d
i
A x k b u k M x k M
b u k A x k M x k M







+ Σ = + −
⇔ Σ = − + + −
 ⇔ = Σ − + + − 
 
(3.23) 
Donde, uma vez que ( )( ) [ ] ( )1 ... 1d dM x k x k= , resulta 
( ) ( ) [ ]( ) ( ) ( )1 *1 ... 1 1d d diu k b I A x k Mα α−  = Σ − + −  . 
(3.24) 
Note-se que ( ) ( )( )d du k u x k= , sendo (analogamente ao caso contínuo, mas com as 
devidas adaptações) 
( )u x Kx L= +  
(3.25) 






 ( ) [ ]( )
1





e ( ) ( )1 *1iL b Mα
−
= ∑ − . 
(3.27) 
O sistema em malha fechada correspondente a esta lei de controlo é dado por 




Considere-se o sistema compartimental discreto com 3 compartimentos apresentado em 
(2.19) e suponha-se que se pretende controlar este sistema de modo a que a sua massa total 
siga o valor de referência * 15M = . Para tal aplique-se a lei de controlo (3.24) com 
diferentes valores do parâmetro α
 
e para diferentes valores da massa total inicial. 
Mais concretamente, tome-se três diferentes valores para o parâmetro α , ( )0.5 0,1α = ∈ , 
( )0.5 1,0α = − ∈ −  e 0α = , e três condições iniciais diferentes para o estado 0x  do sistema, 
[ ]0 0 0 0
T
x = , [ ]0 5 5 5
T
x =  e [ ]0 5 10 5
T
x = , correspondendo cada uma destas 
condições iniciais a valores iniciais para a massa total do sistema, respectivamente, 
menores, iguais e maiores que o valor de referência. 
Os gráficos das figuras representam a resposta do sistema em malha fechada para as 






Figura 3.4 – Evolução da massa com 0.5α =
 
e [ ]0 0 0 0
T
x = . 
 
 
Figura 3.5 – Evolução da massa com 0.5α =
 
e [ ]0 5 5 5
T
x = . 











































Figura 3.6 – Evolução da massa com 0.5α =
 
e [ ]0 5 10 5
T
x = . 
 
 
Figura 3.7 – Evolução da massa com 0.5α = −
 
e [ ]0 0 0 0
T
x = . 










































Figura 3.8 – Evolução da massa com 0.5α = −
 
e [ ]0 5 5 5
T
x = . 
 
 
Figura 3.9 – Evolução da massa com 0.5α = −
 
e [ ]0 5 10 5
T
x = . 











































Figura 3.10 – Evolução da massa com 0α =
 
e [ ]0 0 0 0
T
x = . 
 
 
Figura 3.11 – Evolução da massa com 0α =
 
e [ ]0 5 5 5
T
x = . 











































Figura 3.12 – Evolução da massa com 0α =
 
e [ ]0 5 10 5
T
x = . 
 
 
Note-se que para 0α >  a massa varia monotonamente desde o valor inicial até ao valor de 
referência, enquanto para 0α <  a massa aproxima-se do valor de referência, oscilando em 
torno deste. 
Para 0α =  a convergência para o valor de referência dá-se num só passo, ou seja, a partir 
de 1k =  a massa do sistema em malha fechada toma o valor de referência. 
Estas conclusões podem facilmente ser verificadas através da análise da equação de 
evolução da massa em malha fechada ( ) ( )( )* *0kM k M M Mα= + − . 
 
























Uma vez que em muitas situações práticas não é possível aplicar a lei de controlo contínua 
anteriormente obtida em (3.9) para o controlo da massa (por exemplo por não se ter 
continuamente informação sobre o estado do sistema), torna-se necessário obter uma 
aproximação desta lei de controlo. 
Neste sentido, supondo que estão disponíveis medições do sistema em instantes de 
amostragem espaçados de h unidades de tempo, aplica-se ao sistema contínuo um controlo 
cu  definido como 
( ) ( ) ( ):c c du kh u kh u kτ+ = =  para 0,1,...k =  e [ )0,hτ ∈ . 
(3.29) 
Isto significa que o controlo do sistema contínuo é mantido constante entre dois instantes 
de amostragem consecutivos. 
Dado um sistema contínuo  
c c c c cx A x B x= +ɺ  
(3.30) 
com lei de controlo 
( ) [ ]( )1 *1 ... 1c c c ciu b I A x Mλ λ
−
 = − Σ + +   
(3.31) 
verifica-se que, no k-ésimo instante de amostragem, a lei de controlo do sistema é dada por 
( ) ( ) [ ]( ) ( )1 *1 ... 1d c c diu k b I A x k Mλ λ
−
 = Σ − + +  , 
(3.32) 





Não é difícil verificar que, sob certas condições, (3.24) é uma lei de controlo da massa para 
o sistema discreto 
( ) ( ) ( )ˆ ˆ1d d d d dx k A x k B u k+ = +  
(3.33) 
com ˆ d cA I hA= +
 
e ˆd cB B h= , que corresponde à discretização aproximada do sistema 
contínuo dado. 
De facto, 
( ) [ ]( )
( ) [ ]( )
( ) [ ]( ) ( )








   1 ... 1
ˆ ˆ   1 ... 1 1
ˆ ˆ   1 ... 1 1








u b I A x M
b h Ih hA x hM
b h I A x M










 = Σ − + + 
 = Σ − + + 
 = Σ − − + + −
 




com 1 hα λ= − . 
Assim, para hλ
 
tal que 1 1hα λ= − < , (3.24) é uma lei de controlo que conduz a massa 
do sistema discreto ao valor *M , uma vez que 
 
1 1 1 1 1
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− < ⇔ − < − <








Considere-se o seguinte sistema contínuo x Ax Bu= +ɺ , 
 
36 0 36 0
0 0 0 1
0 36 36 0
x x u
−   
   = +   
   −   
ɺ . 
 
Apresenta-se a seguir duas simulações do método de controlo amostrado, onde se toma 
como valor de referência da massa do sistema * 15M =  e para valor inicial da mesma 
( )0 0M = , o que corresponde a ter a condição inicial nula para o estado do sistema, isto é, 
[ ]0 0 0 0 .
T
x =  Toma-se, ainda, o valor 0.05λ =  na lei de controlo. 
 
 
Figura 3.13 – Evolução da massa do sistema com 0.01h = . 

























Figura 3.14 – Evolução da massa do sistema com 0.05h = . 
 
A análise dos gráficos apresentados permite concluir que, como seria de esperar, a 
performance da lei de controlo amostrado piora com o aumento do intervalo de 
amostragem. 
























Ao longo desta tese foi feito um estudo dos sistemas compartimentais tanto em tempo 
contínuo como em tempo discreto.  
No primeiro capítulo apresentou-se a estrutura das matrizes ( )cc BA ,  de um sistema 
compartimental contínuo uBxAx cc +=ɺ , bem como das matrizes ( )dd BA ,  de um sistema 
compartimental discreto )()()1( kuBkxAkx dd +=+ . Verificou-se que se d cA I A= +  for 
uma matriz compartimental discreta, então cA  é uma matriz compartimental contínua. Se 
cA  for uma matriz compartimental contínua, 
d cA I A= +  não é necessariamente uma 
matriz compartimental discreta. No entanto para valores positivos de h  suficientemente 
pequenos, a matriz d cA I hA= +   já é compartimental discreta.  
Este resultado é essencial para o funcionamento do processo de discretização aproximada 
considerado no segundo capítulo, pois garante que o sistema discreto aproximado obtido a 
partir de um sistema compartimental contínuo é ainda um sistema compartimental desde 
que o intervalo de discretização h seja suficientemente pequeno. É de salientar que o 
processo de discretização exacta não implica qualquer limitação à amplitude do intervalo 













Relativamente à comparação dos dois processos de discretização, as simulações efectuadas 
mostram que, como seria de esperar, a discretização exacta produz melhores resultados que 
a aproximada, uma vez que, para entradas constantes entre dois instantes de discretização, 
tem uma resposta que se sobrepõe à do sistema contínuo original. 
O terceiro e último capítulo consiste num estudo, simplificado, do controlo da massa dos 
vários tipos de sistemas apresentados, derivando-se a lei de controlo que é adequada para o 
seguimento de um valor de referência da massa. A análise dos sistemas em malha fechada 
permitiu verificar que, relativamente aos sistemas contínuos, a massa evolui 
monotonamente, sendo crescente ou decrescente consoante o valor de referência seja 
respectivamente superior ou inferior ao valor inicial da massa do sistema, já no caso dos 
sistemas discretos a massa evolui no sentido de tomar o valor de referência mas esta 
evolução nem sempre é uma evolução monótona.  
A finalizar este capítulo, foi apresentado um estudo do controlo amostrado em que a lei de 
controlo foi construída com base na informação nos vários instantes de amostragem, sendo 
mantida constante entre duas amostragens consecutivas. Relativamente aos exemplos 
apresentados verificou-se que a qualidade da lei de controlo piorou quando se procedeu ao 
aumento do intervalo de amostragem. 
As simulações apresentadas nos exemplos foram executadas em MATLAB. 
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