Abstract
Introduction
Multimedia databases are of growing importance in various application fields, such as television archives (movies, documentaries, news, . . . ), multimedia publishing, road traffic surveillance, medical imaging, remote sensing and meteorology (satellite images), . . . Then, efficient use of these databases requires to identify pertinent information related to their content to satisfy a given query or to access particular pieces of information. There is obviously a real need of indexing and retrieving multimedia documents by their content in an automatic way (at least partly). Several pioneering systems already exist for still images, [1, 5] , and a large research effort is currently undertaken to handle image and video databases, [1, 7, 9, 13, 16] . Nevertheless, due to the complexity of image interpretation and dynamic scene analysis, several important issues remain to be further investigated.
As far as video sequences are concerned, contentbased video indexing, browsing, editing, or retrieval, have motivated specific investigations focusing first on the structuration of the video in elementary shots, [1, 3, 7, 16] , and concentrating more recently on image mosaicing [10] , on image layering [2] , on object motion characterization in case of a static camera [4] , or on segmentation and tracking of moving elements [6] . Motion segmentation methods usually rely on 2D parametric motion models, and aim at localizing the different types of motions present in a scene. However, they turn out to be unadapted to certain classes of sequences, particularly in the case of unstructured motions of rivers, flames, foliages in the wind, or crowds, . . . , (see Fig.1 ). Besides, it seems pertinent to provide a direct global characterization without any prior motion segmentation or without any complete motion estimation in terms of parametric models or optical flow fields. These remarks emphasize the need for the design of new low-level approaches in order to supply a direct global motion description, [11, 14, 15] .
We follow this point of view and we propose an original method for video indexing with respect to motion content. It uses local non-parametric motion-related information, and extracts, from temporal cooccurrence statistics, global motion features relative to motion complexity, coherence or acceleration. In Section 2, we outline the analogy between our approach and texture analysis. Section 3 describes the local motion-related information used. In Section 4, we introduce temporal cooccurrence matrices and the extracted global motion features. Section 5 contains results obtained on various real video sequences and concluding remarks.
Problem statement
Our approach consists in analyzing, within each shot previously extracted from the processed video sequence, the whole spatio-temporal motion distribution, as spatial grey level distribution in texture analysis. In particular, we aim at adapting in that context cooccurrence measurements which supply a texture characterization in terms of homogeneity, contrast or coarseness [8] .
Preliminary work in that direction, developed by Polana and Nelson, [11, 14] , introduces the notion of temporal texture, related to fluid motions. Indeed, motions of rivers, foliages, flames, or crowds, . . . , can be regarded as temporal textures. Maps of local motion-related measures along the image sequence, required as input of cooccurrence measurements, could be provided by dense optical flow fields. However, first, it is really time consuming, and second, the quality of the estimated displacement fields cannot be ensured in the case of temporal content corresponding to such complex dynamic scenes. Therefore, we prefer to consider local motion-related information, easily computed from the spatio-temporal gradients of the intensity. Contrary to [11] , where the normal velocity is considered, we make use of a more reliable information as explained in the next section.
Local motion-related measures
By assuming intensity constancy along 2D motion trajectories, the image motion constraint relating the 2D apparent motion and the spatio-temporal derivatives of the intensity function can be expressed by :
vp r Ip + I t p = 0 (1) where v is the 2D motion vector in the image, Ip the intensity function at point p, rI = I x ; I y the intensity spatial gradient, and I t p the intensity partial temporal derivative. Then, we can infer the normal velocity v n : v n p = ,I t krIpk (2) This quantity v n can in fact be null whatever the motion magnitude, if the motion direction is perpendicular to the spatial intensity gradient. v n is also very sensitive to noise attached to the computation of the intensity derivatives. However, if the spatial intensity gradient is sufficiently distributed in terms of direction in the vicinity of point p, an appropriately weighted average of v n in a given neighbourhood forms a more relevant motionrelated quantity :
where Fp is a 3 3 window centered on p.
2 is a predetermined constant, related to the noise level in uniform areas, which prevents from dividing by zero or by a very low value. In [12] , this motion-related measure v obs has been successfully used to process sequences compensated by the estimated dominant motion with a view to detecting moving objects in a scene, and confidence bounds, depending on the intensity gradient distribution within Fp, have been derived to assess its reliability.
Thus, v obs provides us with a local motion measure, easily computed and reliably exploitable. The loss of the information relative to motion direction is not a real shortcoming, since we are interested in interpreting the general type of dynamic situations observed in a given video shot.
Extraction of global motion features

Quantifying the motion quantities
The Nevertheless, in practice, it turns out to be irrelevant due to the spreading out of motion quantities, as shown in Figure 2 . The sequence Merry-go-round is a static camera shot with, in the foreground, a merry-go-round which undergoes a rotation, and, in the background, walking persons and a bus just leaving the square. Therefore, we introduce bounds which define an interval where measures are regarded as pertinent. Since the motion quantities are positive, 0 is taken as the lower bound. Moreover, in motion estimation, it is generally considered that a single resolution analysis is unable to correctly estimate displacements of large magnitude. It appears relevant to introduce a limit beyond which measures are no more regarded as usable. In the experiments,practice, sampling within 0; 4 on 16 levels proves accurate, as shown in Figure 2. 
Motion cooccurrences
Polana and Nelson have combined spatial cooccurrence distribution with normal flow fields to classify processed examples in pure motions (rotational, divergent) or in temporal textures (river, foliage), [11] . However, temporal evolution cannot be handled in that way , since studied interactions are purely spatial, and only stationary motions can be characterized. Moreover, considering spatial cooccurrences is highly time-consuming, since matrices relative to several configurations of spatial interactions have to be computed. That is the reason why we have looked for transferring cooccurrence to the temporal domain.
The temporal cooccurrence for the pair of quantified motion quantities i; j at the temporal distance d t is defined as follows : 
Global motion features
From cooccurrence matrices, we can now extract global motion features similar as those defined in [8] 
Results and concluding remarks
This approach has been validated by experiments with several kinds of real video sequences. We report here results obtained on four video sequences representative of different classes of dynamic situations. The first sequence, called Fire (Fig.1) , is temporal texture with a poorly structured motion in space and time. The second processed example is the sequence Merry-go-round, shown in Figure 2 , which involves quite an important motion activity. In the third sequence Mobi (Fig. 3a) , several rigid motions are combined ; along with the camera panning, the train and the calendar undergo a translation respectively from right to left, and towards the top of the scene, whereas the ball rolls towards the left. The fourth sequence is a static shot of the Concorde Place in Paris (Fig. 3b) , with a weak motion activity resulting from the presence of cars around the Obelisk. The results reported in Figure 4 show that the computed motion features can discriminate between the different motion configurations and quantify their degree of homogeneity, spatial and temporal uniformity, as well Table of values computed for the shot zoom as complexity. The characterization of secondary motions in presence of camera motion seems also possible. In the case of sequence Mobi, the camera is panning the scene. Nevertheless, our global motion characterization method accesses directly to the content of the filmed scene. Moreover, other experiments prove that this analysis is quite independent of subsampling in space or time.
Results given in Figure 5 corresponds to another example involving a camera zooming on a curtain. They show that the four features relative to coherence and homogeneity, i.e., average, variance, Dirac, and ASM features, are almost independent of the chosen temporal distance d t . Consequently, we can compute these four motion features for only one cooccurrence parameter value, which greatly saves calculation time. Concerning the contrast feature, its evolution with respect to d t yields a characterization of the motion acceleration.
Indeed, in the video shot zoom, the acceleration is positive and the contrast feature increases with d t .
We have described in this paper an original and efficient method of global motion characterization for content-based video indexing. It relies on a secondorder statistical analysis of temporal distributions of relevant, local, and quantified motion-related information. It exploits global motion features extracted from temporal cooccurrence matrices. This approach allows us to deal with various kinds of motion configurations, and to describe properties of the image dynamic content as complexity, uniformity and homogeneity. It does not require parametric motion models nor the computation of optical flow fields. Obtained results on a reasonable range of real scenes demonstrate that these global motion features can provide us with a set of pertinent and discriminating indexes with a view to video indexing by the dynamic content. In future work, a first step will be to determine optimal sets of global features corresponding to specific video databases, and to design a complete classification scheme. Moreover, we hope to benefit from the flexibility of our method by introducing a multi-scale approach in order to refine the analysis of the motion structure.
