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We consider the stability in an inverse problem of determining the
potential q entering the wave equation ∂2t u − u + q(x)u = 0 in a
bounded smooth domain of Rd from boundary observations. The
observation is given by a hyperbolic (dynamic) Dirichlet to Neu-
mann map associated to a wave equation. We prove a log-type
stability estimate in determining q from a partial Dirichlet to Neu-
mann map provided that q is a priori known in a neighbourhood
of the boundary of the spatial domain and satisﬁes an additional
condition. Next, we use this result to establish a stability estimate
related to the multidimensional Borg–Levinson theorem.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω ⊂ Rd be a bounded domain with smooth boundary Γ . Let T > 0 be ﬁxed and let us denote
(0, T )×Ω and (0, T )×Γ respectively by Q and Σ . We set Sd−1 := {x ∈ Rd; |x| = 1} and we consider
the following initial–boundary value problem (IBVP in short) for the wave equation:
⎧⎨⎩
∂2t u − u + q(x)u = 0 in Q ,
u(0, ·) = 0, ∂tu(0, ·) = 0 in Ω,
u = f on Σ.
(1.1)
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H1,1(Σ) = L2(0, T ; H1(Γ ))∩ H1(0, T ; L2(Γ )).
We prove (see Theorem A.3 in Appendix A) that for any q ∈ L∞(Ω) and f ∈ H1,1(Σ) the IBVP (1.1)
has a unique solution
uq ∈ C
([0, T ]; H1(Ω))∩ C1([0, T ]; L2(Ω))
such that ∂νuq ∈ L2(Σ). In addition, for any positive constant M , there exists a positive constant C ,
depending only on Ω , T and M , such that for all q ∈ L∞(Ω) with ‖q‖L∞(Ω)  M , the following
estimate holds
‖u‖C([0,T ];H1(Ω)) + ‖uq‖C1([0,T ];L2(Ω)) + ‖∂νuq‖L2(Σ)  C‖ f ‖H1,1(Σ).
In particular the following operator, usually called the Dirichlet to Neumann map (DN map in short),
Λq : H1,1(Σ) → L2(Σ)
f 	→ Λq( f ) = ∂νuq (1.2)
is bounded.
Let Γ0 be an arbitrary non-empty relatively open subset of Γ . We set Σ0 = (0, T ) × Γ0 and we
introduce the partial DN map deﬁned as follows
Λ
	
q : H1,1(Σ) → L2(Σ0)
f 	→ Λ	q( f ) = ∂νuq|Σ0 . (1.3)
We observe that since Λq is bounded, Λ
	
q is also bounded.
We establish a stability result for the inverse problem consisting in the determination of the po-
tential q from the partial DN map Λ	q . Let C0,μ(Ω) be the usual Hölder space with 0< μ < 1. We ﬁx
q0 ∈ C0,μ(Ω) and we consider the set
X(M,ω) = {q ∈ C0,μ(Ω); ‖p‖L∞(Ω)  M, q(x) = q0(x) in ω}, (1.4)
where ω ⊂ Ω is an arbitrary neighbourhood of Γ and M is a given positive constant.
The ﬁrst main result in this paper can be stated as follows.
Theorem 1.1. There exist C > 0, δ ∈ (0,1) and suﬃciently large T such that
‖q1 − q2‖H−1/2(Ω)  C
(∥∥Λ	q1 − Λ	q2∥∥δ + ∣∣log(∥∥Λ	q1 − Λ	q2∥∥)∣∣−δ) (1.5)
for any q1,q2 ∈X(M,ω).
If in addition q1,q2 ∈ Hs(Ω) for s > d/2 and ‖q j‖Hs(Ω)  M, j = 1,2, then there exists δ′ ∈ (0,1) such
that
‖q1 − q2‖L∞(Ω)  C
(∥∥Λ	q1 − Λ	q2∥∥δ′ + ∣∣log(∥∥Λ	q1 − Λ	q2∥∥)∣∣−δ′). (1.6)
As an immediate consequence of Theorem 1.1, we have the following uniqueness result.
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Then there exists suﬃciently large T such that Λ	q1 = Λ	q2 implies q1 = q2 in Ω .
In order to study the stability for the multidimensional Borg–Levinson theorem, we need to restrict
the operator Λ	q to the following subspace
H1 =
{
h ∈ H2d+4(0, T ; H3/2(Γ )); ∂ jt h(0, ·) = 0, 0 j  2d + 3}.
This subspace is endowed with the topology of H2d+4(0, T ; H3/2(Γ )). By Λ˜	q we denote this restriction
of Λ	q , which deﬁnes a bounded operator from H1 into
H2 = L2
(
0, T ; Hs(Γ0)
)
for any s ∈ [0,1/2].
We have the following variant of Theorem 1.1, where ‖ · ‖s denotes the norm in B(H1;H2), the
Banach space of all bounded linear operators from H1 into H2.
Theorem 1.2. There exist C > 0, δ ∈ (0,1) and suﬃciently large T such that
‖q1 − q2‖H−1/2(Ω)  C
(∥∥Λ˜	q1 − Λ˜	q2∥∥δs + ∣∣log(∥∥Λ˜	q1 − Λ˜	q2∥∥s)∣∣−δ) (1.7)
for any q1,q2 ∈X(M,ω).
If in addition q1,q2 ∈ Hα(Ω), for α > d/2 and ‖q j‖Hα(Ω)  M, j = 1,2, then there exists δ′ ∈ (0,1) such
that
‖q1 − q2‖L∞(Ω)  C
(∥∥Λ˜	q1 − Λ˜	q2∥∥δ′s + ∣∣log(∥∥Λ˜	q1 − Λ˜	q2∥∥s)∣∣−δ′). (1.8)
Now, for 0 q ∈ L∞(Ω), we denote by Aq the operator Aq = − + q with the domain D(Aq) =
H10(Ω) ∩ H2(Ω). It is well known that the spectrum of Aq consists of a sequence of eigenvalues,
counted according to their multiplicities:
0 λ1,q  λ2,q  · · · λk,q → +∞.
The corresponding sequence of eigenfunctions is denoted by (ϕk,q). We may assume that this se-
quence forms an orthonormal basis of L2(Ω).
In the sequel C denotes a generic positive constant depending only on Ω , Γ0, ω and M .
Since ϕk,q is the solution of the following BVP
{
(− + q)ϕ = λk,qϕ in Ω,
ϕ = 0 on Γ,
from the classical H2(Ω) a priori estimates we derive
‖ϕk,q‖H2(Ω)  Cλk,q‖ϕk,q‖L2(Ω) = Cλk,q. (1.9)
Therefore
‖∂νϕk,q‖H1/2(Γ )  Cλk,q.
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K−1k2/d  λk,q  Kk2/d. (1.10)
Here K can be chosen uniformly in q with 0 q(x) M for x ∈ Ω (e.g., [9]). Therefore we have
‖∂νϕk,q‖H1/2(Γ0)  C‖∂νϕk,q‖H1/2(Γ )  Ck2/d.
We ﬁx ζ such that d/2+ 1< ζ  d + 1. Therefore it follows that(
k−2ζ/d‖∂νϕk,q‖H1/2(Γ0)
) ∈ 1.
We recall that 1 is the usual Banach space of real-valued sequences such that the corresponding
series is absolutely convergent. This space is equipped with its natural norm.
Let r = (rk) be the sequence given by rk = k−2ζ/d for each k  1. We then introduce the following
Banach space
1
(
H1/2(Γ0); r
)= {g = (gk); gk ∈ H1/2(Γ0), k 1, and (rk‖gk‖H1/2(Γ0)) ∈ 1}.
The natural norm on this space is
‖g‖1(H1/2(Γ0); r) =
∑
k1
rk‖gk‖H1/2(Γ0).
Let μ = (μk) be the sequence of eigenvalues of A0 (that is Aq with q = 0). As a consequence of the
min–max formula (e.g., [11]), we have
|λk,q −μk| ‖q‖L∞(Ω), k 1.
In other words, λq = (λk,q) belongs to the aﬃne space ˜∞ = μ + ∞ , where ∞ is the usual Banach
space of bounded real-valued sequences. We equip ˜∞ with the following distance
d∞(λ1, λ2) =
∥∥(λ1 −μ) − (λ2 −μ)∥∥∞ = ‖λ1 − λ2‖∞ ,
if λ j ∈ ˜∞ , j = 1,2.
We will apply Theorem 1.2 to prove the following one.
Theorem 1.3. There exist C > 0 and μ0 ∈ (0,1) such that the following estimate holds
‖q1 − q2‖H−1/2(Ω)  C
(∣∣log(| logη|)∣∣)−μ0 (1.11)
for any q1,q2 ∈X(M,ω), where
η = d∞(λq1 , λq2 ) + ‖∂νϕq1 − ∂νϕq2‖1(H1/2(Γ0);r)
is assumed to be small and ∂νϕq j = (∂νϕk,q j ), j = 1,2.
If in addition q1,q2 ∈ Hs(Ω), for s > d/2 and ‖q j‖Hs(Ω)  M, j = 1,2, then there exists μ′0 ∈ (0,1) such
that
‖q1 − q2‖L∞(Ω)  C
(∣∣log(| logη|)∣∣)−μ′0 . (1.12)
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are observed on any ﬁxed subboundary Γ0 × (0, T ), provided that unknown coeﬃcients q j are given
in a neighbourhood of Γ . The hyperbolic inverse problem consisting in the determination of the
potential q in Eq. (1.1) from the full DN map deﬁned by (1.2) was initiated by Rakesh and Symes
[22]. They prove that the potential q can be recovered uniquely from the DN map Λq provided that
the length of the time interval is larger than the diameter of the space domain Ω , see also [7] and
[12]. A sharp uniqueness result was proved in [15] by the so-called boundary control method. We
also refer to [3] and [14]. In the case of a piecewise constant potential q, Rakesh [21] proves the
uniqueness and a stability estimate from the values of Λq( f ) where f is suitably chosen in a ﬁnite
dimensional subspace. When the DN map is given on the whole lateral boundary Σ , the papers [10]
and [25] establish Hölder stability estimates. Most recently, Bao and Yun [2] improve the result of
[25]. Precisely, they prove a nearly Lipschitz stability estimate. The uniqueness and a Hölder stability
estimate in a subdomain were established by Isakov and Sun [13] by a partial DN map. By the same
method, Bellassoued, Jellali and Yamamoto [6] prove a log–log-type stability estimate in the case
where Neumann data are observed on some large portion of Γ . Based on a method using global
Carleman estimates, Bellassoued, Jellali and Yamamoto [5] prove a Lipschitz stability estimate when
the potential is restricted to a ﬁnite dimensional subspace. The present work continues the one in [6]
and generalizes it.
Theorem 1.3 is an extension of a result in [8] which is itself a variant of a theorem in [1]. To
our knowledge, [1] is the only result which we found in the literature on stability estimates for
multidimensional inverse spectral problems.
2. Preliminaries
This section is devoted to some estimates which are necessary in our analysis.
Let u = u(t, x) ∈ H2(Q ) satisfy
u(0, ·) = ∂tu(0, ·) = 0 in Ω, u(t, ·) = 0 on Σ (2.1)
and let v = v(t, x) ∈ H2(Q ) be the solution to the following backward wave equation⎧⎨⎩
∂2t v − v + q(x)v = 0 in Q ,
v(T , ·) = 0, ∂t v(T , ·) = 0 in Ω,
v = h on Σ.
(2.2)
We have the following identity
∫
Q
(
∂2t −  + q
)
uv dxdt =
∫
Q
u
(
∂2t −  + q
)
v dxdt −
∫
Σ
(v∂νu − u∂ν v)dS dt
= −
∫
Σ
v∂νu dS dt. (2.3)
This identity is seen by integration by parts and an application of Green’s formula with respect to the
variable x.
We recall a result on the existence of geometric optics solutions, which is due to Rakesh and
Symes [22].
Lemma 2.1. Let Φ ∈ C∞0 (Rd), θ ∈ Sd−1 , σ > 0 be arbitrarily given. Then the equation
∂2t u − u + q(x)u = 0 in Q
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u(t, x) = Φ(x+ tθ)eiσ(x·θ+t) + ψq(t, x;σ). (2.4)
Here ψq(t, x;σ) satisﬁes
ψq(t, x;σ) = 0, (t, x) ∈ Σ,
ψq(s, x;σ) = ∂tψq(s, x;σ) = 0, x ∈ Ω, s = 0 or T ,
and
σ
∥∥ψq(·, ·;σ)∥∥L2(Q ) + ∥∥∇ψq(·, ·;σ)∥∥L2(Q )  C‖Φ‖H3(Rd), (2.5)
where the constant C depends only on T , Ω and M and does not depend on Φ and σ .
We refer to [22] for the proof. We note that the H2 regularity of ψq(·, ·;σ) can be derived from
Theorem 2.1 in [19].
The following lemma shows a stability estimate in the continuation of the solutions of a hyperbolic
equation from lateral boundary data on an arbitrary non-empty relatively open subset Γ0 of Γ . The
corresponding uniqueness in the continuation was proved by Robbiano [23].
We shall use the following notations. We choose  > 0 such that
ω(8) := {x ∈ Ω; dist(x,Γ ) 8}⊂ ω (2.6)
and, for τ > 0, we set
ωτ = (0, τ ) ×ω, ωτ () = (0, τ ) ×ω(). (2.7)
Lemma 2.2. Let q1 ∈ X(M,ω) and T be suﬃciently large such that T /3 > Diam(Ω). Let w ∈ H2(Q ) be a
solution of the following boundary value problem{(
∂2t −  + q1(x)
)
w = F in Q ,
w = 0 on Σ, (2.8)
where F ∈ L2(Q ). Then there exist positive constants C , T1 > T /3, μ and γ0 such that the following estimate
holds
‖w‖H1(ωT1 (2)) 
C√
γ
‖w‖H2(Q ) + eμγ
(‖F‖L2(ωT ) + ‖∂νw‖L2(Σ0)) (2.9)
for any γ > γ0 . Here the constant C depends on Ω , ω, T , M and is independent of w and q1 .
The proof of the lemma is given in Section 5.
3. Proof of Theorems 1.1 and 1.2
As in the previous works, our proof is essentially based on geometric optics solutions and the
X-ray transform.
Without loss of generality, we can assume that 0 ∈ Ω . Moreover we assume that T /3 > Diam(Ω).
Let ε > 0 and T1 > 0 satisfy T1 > T3 and T1 − 2ε > Diam(Ω). We set
Ωε =
{
x ∈ Rd \ Ω; dist(x,Ω) < ε}. (3.1)
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form. To Φ ∈ C∞0 (Ωε) and θ ∈ Sd−1 we associate Φ˜θ deﬁned by
Φ˜θ (x, t) = Φ(x+ tθ), x ∈ Rd, t ∈ R,
where Φ was extended by 0 outside Ωε .
Lemma 3.1. Let q1 , q2 ∈X(M,ω), and let q be equal to q1−q2 extended by 0 outsideΩ . There exist suﬃciently
large T1 > 0, A > 0 and C > 0 such that for any θ ∈ Sd−1 and any Φ ∈ C∞0 (Ωε)
∣∣∣∣∣
T1∫
0
∫
Ω
Φ2(x)q(x− sθ)dxds
∣∣∣∣∣ C
(
1
γ 1/4
+ eAγ ∥∥Λ	q1 − Λ	q2∥∥)‖Φ‖2H3(Rd)
for suﬃciently large γ > 0. Here the constant C depends on Ω , ω, T , M and is independent of w and q j .
Proof. It follows from Lemma 2.1 that if σ is suﬃciently large, then the initial value problem(
∂2t −  + q2(x)
)
u = 0 in Q 1 := (0, T1) × Ω, u(0, ·) = ∂tu(0, ·) = 0 in Ω
has a solution u2 of the form
u2(t, x) = Φ(x+ tθ)eiσ(x·θ+t) + ψq2 (t, x;σ), (3.2)
where ψq2 satisﬁes
ψq2 (0, x;σ) = ∂tψq2 (0, x;σ) = 0, x ∈ Ω, ψq2 (t, x;σ) = 0 on Σ1 := (0, T1) × Γ (3.3)
and
σ
∥∥ψq2 (·, ·;σ)∥∥L2(Q 1) + ∥∥∇ψq2 (·, ·;σ)∥∥L2(Q 1)  C‖Φ‖H3(Rd). (3.4)
Let fσ := u2∣∣Σ1 = Φ(x+ tθ)eiσ(x·θ+t) and let u1 be the solution of the IBVP:
⎧⎨⎩
∂2t u1 − u1 + q1(x)u1 = 0 in Q 1,
u1(0, x) = ∂tu1(0, x) = 0 in Ω,
u1 = u2 := fσ on Σ1.
We set w = u1 − u2 and q(x) = q2(x) − q1(x). Then we easily prove⎧⎨⎩
∂2t w − w + q1(x)w = q(x)u2 in Q 1,
w(0, x) = ∂t w(0, x) = 0 in Ω,
w = 0 in Σ1.
We introduce a cut-off function χ ∈ C∞(Rd) satisfying 0 χ  1 and
χ(x) =
{
0, x ∈ ω(),
1, x ∈ Ω \ω(2).
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∂2t w0 − w0 + q1(x)w0 = q(x)u2 − [,χ ]w in Q 1,
w0(0, ·) = ∂t w0(0, ·) = 0 in Ω,
w0 = 0 on Σ1,
where we used χ(x)q(x) = q(x) in Ω because q(x) = 0 in ω.
On the other hand, for suﬃciently large σ , Lemma 2.1 guarantees the existence of exponentially
growing solutions v to the wave equation(
∂2t −  + q1(x)
)
v = 0 in Q 1,
of the form
v(t, x) = Φ(x+ tθ)e−iσ(x·θ+t) + ψq1 (t, x;σ), (3.5)
where ψq1 satisﬁes
ψq1 (t, x;σ) = 0, (t, x) ∈ Σ1,
ψq1 (T1, x;σ) = ∂tψq1 (T1, x;σ) = 0, x ∈ Ω,
and
σ
∥∥ψq1 (·, ·;σ)∥∥L2(Q 1) + ∥∥∇ψq1 (·, ·;σ)∥∥L2(Q 1)  C‖Φ‖H3(Rd). (3.6)
By T1 > diam(Ω) + 2ε and Φ ∈ C∞0 (Ωε), we see that Φ(x + T1θ) = |∇Φ(x + T1θ)| = 0 in Ω . Hence
we have
v(T1, ·) = ∂t v(T1, ·) = 0 in Ω.
Then, by Green’s formula, we obtain∫
Q 1
q(x)u2(t, x)v dxdt −
∫
Q 1
[,χ ]wv dt dx =
∫
Q 1
((
∂2t −  + q1(x)
)
w0
)
v dxdt
=
∫
Q 1
w0
(
∂2t −  + q1(x)
)
v dxdt = 0 (3.7)
for an arbitrary v ∈ H1(Q ).
It follows from (3.2), (3.5) and (3.7)∫
Q 1
q(x)Φ2(x+ tθ)dxdt +
∫
Q 1
q(x)Φ(x+ tθ)(ψq1 (t, x;σ)eiσ(x·θ+t) + ψq2 (t, x;σ)e−iσ(x·θ+t))dxdt
+
∫
Q 1
q(x)ψq1 (t, x;σ)ψq2 (t, x;σ)dxdt
=
∫
Q
[,χ ]w(t, x)v(t, x)dt dx. (3.8)
1
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∣∣∣∣ ∫
Q 1
q(x)Φ(x+ tθ)(ψq1 (t, x;σ)eiσ(x·θ+t) + ψq2 (t, x;σ)e−iσ(x·θ+t))dxdt∣∣∣∣
 C|σ | ‖Φ‖
2
H3(Rd)
and ∣∣∣∣ ∫
Q 1
q(x)ψq1 (t, x;σ)ψq2 (t, x;σ)dxdt
∣∣∣∣ Cσ 2 ‖Φ‖2H3(Rd).
Furthermore
∣∣∣∣ ∫
Q 1
[,χ ]w(t, x)v(t, x)dxdt
∣∣∣∣ C‖w‖H1(ωT1 (2))‖v‖L2(Q 1)
 C‖Φ‖H3(Rd)‖w‖H1(ωT1 (2)). (3.9)
Hence, by (3.8) we obtain
∣∣∣∣ ∫
Q 1
q(x)Φ2(x+ tθ)dxdt
∣∣∣∣ Cσ ‖Φ‖2H3(Rd) + C‖w‖H1(ωT1 (2))‖Φ‖H3(Rd).
This and Lemma 2.2 yield
∣∣∣∣ ∫
Q 1
q(x)Φ2(x+ tθ)dxdt
∣∣∣∣ C‖Φ‖2H3(Rd)σ + C
(‖w‖H2(Q )√
γ
+ eAγ ‖∂νw‖L2(Σ0)
)
‖Φ‖H3(Rd). (3.10)
Here we used F = q(x)u2 ≡ 0 in ω. By (3.4), the energy estimate for the equation in w and
fσ = Φ(x+ tθ)eiσ(x·θ+t) on Σ1, we have
‖w‖H2(Q )  Cσ‖Φ‖H3(Rd) (3.11)
and
‖∂νw‖L2(Σ0) =
∥∥Λ	q1 ( fσ ) − Λ	q2 ( fσ )∥∥L2(Σ0)  C∥∥Λ	q1 − Λ	q2∥∥‖ fσ ‖H1,1(Σ)
 Cσ 2
∥∥Λ	q1 − Λ	q2∥∥‖Φ‖H3(Rd). (3.12)
Now (3.10), (3.11) and (3.12) imply
∣∣∣∣ ∫
Q
q(x)Φ2(x+ tθ)dxdt
∣∣∣∣ C( 1σ + σ√γ + σ 2eAγ ∥∥Λ	q1 − Λ	q2∥∥
)
‖Φ‖2
H3(Rd)
. (3.13)1
474 M. Bellassoued et al. / J. Differential Equations 247 (2009) 465–494Choosing σ = γ 1/4, we ﬁnd
∣∣∣∣∣
T1∫
0
∫
Ω
q(x)Φ2(x+ tθ)dxdt
∣∣∣∣∣ C
(
1
γ 1/4
+ eAγ ∥∥Λ	q1 − Λ	q2∥∥)‖Φ‖2H3(Rd).
By using the substitution x → x+ sθ , we obtain the desired estimate. 
Lemma 3.2. There exist four constants C > 0, A > 0, δ > 0 and γ0 > 0 such that∣∣∣∣ ∫
R
q(y + sθ)ds
∣∣∣∣ Cγ δ + CeAγ ∥∥Λ	q1 − Λ	q2∥∥, a.e. y ∈ Rd,
for any γ  γ0 and all θ ∈ Sd−1 .
Proof. We ﬁx θ ∈ Sd−1 and a positive function ϕ ∈ C∞0 (Rd) which is supported in the unit ball and
satisﬁes ‖ϕ‖L2(Rd) = 1. We deﬁne
Φκ(x) = κ−d/2ϕ
(
x− y
κ
)
,
where y ∈ Ωε and κ > 0 is small enough.
If
h(x, θ) =
T1∫
0
q(x− tθ)dt,
then
∣∣h(y, θ)∣∣= ∣∣∣∣ ∫
Rd
Φ2κ (x)h(y, θ)dx
∣∣∣∣

∣∣∣∣ ∫
Rd
Φ2κ (x)h(x, θ)dx
∣∣∣∣+ ∣∣∣∣ ∫
Rd
Φ2κ (x)
(
h(y, θ) − h(x, θ))dx∣∣∣∣.
Since
∣∣h(y, θ) − h(x, θ)∣∣ {C |x− y|μ if q j ∈ C0,μ(Rd),
C |x− y|μ′ if q j ∈ Hs(Rd),
where μ′ = s− d2 if s− d2 < 1 and μ′ is an arbitrary number such that 0μ′ < 1 if s− d2  1, taking
κ > 0 suﬃciently small and applying Lemma 3.1, we obtain
∣∣h(y, θ)∣∣ C( 1
γ 1/4
+ eμγ ∥∥Λ	q1 − Λ	q2∥∥)‖Φκ‖2H3(Rd) + C ∫
Rd
(|x− y|μ + |x− y|μ′)Φ2κ (x)dx.
On the other hand,
‖Φκ‖L2(Rd) = 1, ‖Φκ‖H3(Rd)  Cκ−3,
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Rd
(|x− y|μ + |x− y|μ′)Φ2κ (x)dx Cκμ0 .
Then by Lemma 3.1 we have, for all θ ∈ Sd−1,
∣∣∣∣∣
T1∫
0
q(y − tθ)dt
∣∣∣∣∣ Cγ 1/4 κ−6 + Cκ−6eμγ ∥∥Λ	q1 − Λ	q2∥∥+ Cκμ0 , a.e. y ∈ Ωε.
We select κ satisfying
κμ0 = 1
γ 1/4
κ−6.
From the last estimate, there exist δ > 0 and B > 0 such that
∣∣∣∣∣
T1∫
−T1
q(y + tθ)dt
∣∣∣∣∣ Cγ δ + CeBγ ∥∥Λ	q1 − Λ	q2∥∥, a.e. y ∈ Ωε.
Using that T1 > Diam(Ω) and supp(q) ⊂ Ω , we obtain∣∣∣∣ ∫
R
q(y + tθ)dt
∣∣∣∣ Cγ δ + CeBγ ∥∥Λ	q1 − Λ	q2∥∥, a.e. y ∈ Rd,
for all θ ∈ Sd−1.
The proof is then completed. 
We set
P(q)(θ, x) =
∫
R
q(x+ tθ)dt, x ∈ Rd, θ ∈ Sd−1.
Proof of Theorem 1.1. We identify q with its zero extension outside Ω . From Lemma 3.2 we have
∣∣P(q)(x, θ)∣∣= ∣∣∣∣ ∫
R
q(x+ sθ)ds
∣∣∣∣ C( 1γ δ + eμγ ∥∥Λ	q1 − Λ	q2∥∥
)
, a.e. x ∈ Rd.
We choose R > 0 such that Ω ⊂ B(0, R). Then
∥∥P(q)∥∥2L2(T ) := ∫
Sd−1
∫
θ⊥
∣∣P(q)(θ, y)∣∣2 dy dθ
=
∫
Sd−1
∫
θ⊥∩B(0,R)
∣∣P(q)(θ, y)∣∣2 dy dθ  C( 1
γ δ
+ eμγ ∥∥Λ	q1 − Λ	q2∥∥),
where T = {(θ, y); θ ∈ Sd−1, y ∈ θ⊥} is the tangent bundle.
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in [20]):
‖q‖
H−
1
2 (Ω)
 C
∥∥P(q)∥∥2L2(T ).
Therefore
‖q‖
H−
1
2 (Ω)
 C
(
1
γ δ
+ eμγ ∥∥Λ	q1 − Λ	q2∥∥). (3.14)
The estimate above is valid if γ  γ0. Hence there exists a suﬃciently small 0 > 0 such that if
‖Λ	q1 − Λ	q2‖ < 0 and
γ = 1− δ
μ
∣∣log∥∥Λ	q1 − Λ	q2∥∥∣∣,
then we have γ  γ0. From (3.14) we obtain
‖q‖H−1/2(Ω)  C
(∥∥Λ	q1 − Λ	q2∥∥δ + C ′∣∣log∥∥Λ	q1 − Λ	q2∥∥∣∣−δ) (3.15)
if ‖Λ	q1 − Λ	q2‖ < 0. On the other hand, ‖Λ	q1 − Λ	q2‖ 0 directly implies
‖q‖H−1/2(Ω)  C‖q‖L∞(Ω) 
2CM
δ0
δ0  C ′
∥∥Λ	q1 − Λ	q2∥∥δ.
Thus (3.15) holds for all q1,q2 ∈X(M,ω). That is, the proof of (1.5) is completed.
The second estimate is a consequence of the Sobolev imbedding theorem and an interpolation
inequality. Let η > 0 be such that s = d/2+ 2η. Then we have
‖q‖L∞(Ω)  C‖q‖Hs−η(Ω)  C‖q‖αH−1/2(Ω)‖q‖1−αHs(Ω)  C‖q‖αH−1/2(Ω),
where
α = s − d/2
2s + 1 < 1.
The conclusion (1.6) follows from (3.15). 
Proof of Theorem 1.2. We use the same notations as in Lemma 3.1. From (3.12) we deduce
‖∂νw‖L2(Σ0) =
∥∥Λ˜	q1 ( fσ ) − Λ˜	q2 ( fσ )∥∥L2(Σ0)
 C
∥∥Λ˜	q1 ( fσ ) − Λ˜	q2 ( fσ )∥∥L2(0,T ;Hs(Γ0))
 C
∥∥Λ˜	q1 − Λ˜	q2∥∥s‖ fσ ‖H2d+4(0,T ;H3/2(Γ )).
On the other hand, one can easily establish the following estimate (a proof will be given in [8]):
‖ fσ ‖H2d+4(0,T ;H3/2(Γ ))  Cσ 2d+4‖Φ‖H6+2d(Rd).
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‖∂νw‖L2(Σ0)  Cσ 2d+4
∥∥Λ˜	q1 − Λ˜	q2∥∥s.
In this case, in place of (3.13) we have
∣∣∣∣ ∫
Q
q(x)Φ2(x+ tθ)dxdt
∣∣∣∣ C( 1σ + σ√γ + σ 2d+4eμγ ∥∥Λ˜	q1 − Λ˜	q2∥∥s
)
‖Φ‖2
H6+2d(Rd).
As in Lemma 3.1, by taking σ = γ 1/4, we ﬁnd
∣∣∣∣ ∫
Q
q(x)Φ2(x+ tθ)dxdt
∣∣∣∣ C( 1γ 1/4 + eCγ ∥∥Λ˜	q1 − Λ˜	q2∥∥s
)
‖Φ‖2
H6+2d(Rd).
That is, we have Lemma 3.1 with Λ	qi replaced by Λ˜
	
qi . The rest of the proof is similar to that of
Theorem 1.1. 
4. Proof of Theorem 1.3
We ﬁrst deﬁne an elliptic DN map. Let q ∈ L∞(Ω), σ(Aq) = {λk,q} be the spectrum of Aq and
ρ(Aq) = C \ σ(Aq) be the resolvent set of Aq . From well-known results (e.g., [18]), for any λ ∈ ρ(Aq)
and f ∈ H3/2(Γ ), the nonhomogeneous boundary value problem
{−u + qu − λu = 0 in Ω,
u = f on Γ
has a unique solution uq, f ∈ H2(Ω) and the DN map
Π
	
q (λ) : f → ∂νuq, f |Γ0
deﬁnes a bounded operator from H3/2(Γ ) into H1/2(Γ0).
We recall
H1 =
{
h ∈ H2d+4(0, T ; H 32 (Γ )); ∂ jt h(0, ·) = 0, 0 j  2d + 3},
and let
R	qh =
∑
k1
1
λd+2q,k
(∂νϕq,k)|Γ0
t∫
0
sin
√
λq,k(t − s)√
λq,k
〈−∂2(d+2)s h(·, s), ∂νϕq,k〉ds,
where 〈·,·〉 denotes the L2(Γ )-scalar product. Then R	q deﬁnes a bounded operator from H1 into
H2 = L2(0, T ; Hs(Γ0)).
We shall need in the sequel the following three lemmas. Their proof can be found in [1] or can be
deduced easily from the results in this reference (see also [8]).
We ﬁx 0 s 12 .
478 M. Bellassoued et al. / J. Differential Equations 247 (2009) 465–494Lemma 4.1. Let q ∈ L∞(Ω). Then for any m > d2 , f ∈ H3/2(Γ ) and λ ∈ ρ(Aq), we have
dm
dλm
Π
	
q (λ) f = −m!
∑
k1
1
(λk,q − λ)m+1 〈 f , ∂νϕk,q〉∂νϕk,q|Γ0 .
Lemma 4.2. Let N be a nonnegative integer and let q1 , q2 ∈ L∞(Ω) satisfy 0 q1,q2  M for some positive
constant M. Then there exists a positive constant C , depending only on Ω and M, such that∥∥∥∥ dpdλp [Π	q1 (λ) − Π	q2 (λ)]
∥∥∥∥
s
 C
|λ|p+ 1−2s4
, λ 0 and 0 p  N,
where ‖ · ‖s denotes the norm in L(H3/2(Γ ); Hs(Γ0)).
Lemma 4.3. For each h ∈ H1 , we have
Λ˜
	
qh =
d+1∑
j=0
[
d j
dλ j
Π
	
q (λ)
]
|λ=0
(−∂2t h)+R	qh, (4.1)
where Λ˜	q is as in Theorem 1.2.
By this lemma, for q ∈ L∞(Ω) we note that Λ˜	q deﬁnes a bounded operator from H1 into
H2 = L2(0, T ; Hs(Γ0)).
Lemma 4.4. Let q1,q2 ∈ X(M,ω). There exist C > 0, δ ∈ (0,1) and γ0 > 0 such that the following estimate
holds
C
∥∥∂ν(ϕk,q1 − ϕk,q2 )∥∥L2(Γ )
 (λk,q1 + λk,q2 )γ −δ + eAγ
(∥∥∂ν(ϕk,q1 − ϕk,q2 )∥∥L2(Γ0) + |λk,q1 − λk,q2 |) (4.2)
for any γ  γ0 and any k 1. Here the constants C , δ and γ0 are independent of q j .
Proof. We introduce the function ψk(x) = (ϕk,q1 −ϕk,q2 )(x). We easily see that ψk satisﬁes the bound-
ary value problem{
(− + q1 − λk,q1 )ψk = (q2 − q1)ϕk,q2 + (λk,q1 − λk,q2 )ϕk,q2 in Ω,
ψk = 0 on Γ.
We ﬁx T > 0 suﬃciently large and we consider the function
wk(t, x) = eit
√
λk,q1 ψk(x), t ∈ (0, T ). (4.3)
Then wk solves the following initial value problem{(
∂2t −  + q1(x)
)
wk = Fk in Q ,
wk(t, x) = 0 on Σ,
(4.4)
where
Fk = eit
√
λk,q1
(
(q2 − q1)ϕk,q2 + (λk,q1 − λk,q2 )ϕk,q2
)
.
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‖Fk‖L2(ωT )  C |λk,q1 − λk,q2 |. (4.5)
Applying Lemma 2.2 and using (4.5), we obtain
‖wk‖H1(ωT1 (2)) 
C√
γ
‖wk‖H2(Q ) + eμγ
(|λk,q1 − λk,q2 | + ‖∂νwk‖L2(Σ0)). (4.6)
The last estimate implies
‖ϕk,q1 − ϕk,q2‖H1(ω(2))
 C√
γ
(λk,q1 + λk,q2 ) + eμγ
(|λk,q1 − λk,q2 | + ∥∥∂ν(ϕk,q1 − ϕk,q2 )∥∥L2(Σ0)). (4.7)
On the other hand, using (1.9) and a classical interpolation inequality, we have
∥∥∂ν(ϕk,q1 − ϕk,q2 )∥∥L2(Γ )  C‖ϕk,q1 − ϕk,q2‖H3/2(ω(2))
 C‖ϕk,q1 − ϕk,q2‖1/2H1(ω(2))‖ϕk,q1 − ϕk,q2‖
1/2
H2(ω(2))
 γ 1/4‖ϕk,q1 − ϕk,q2‖H1(ω(2)) + γ −1/4(λk,q1 + λk,q2 ). (4.8)
Combining (4.8) and (4.7), we obtain (4.2). 
We set now Z(λ) = (Π	q1 (λ) − Π	q2 (λ)). Then from Taylor’s formula, for 1 j  d, we derive
Z ( j)(0) =
d∑
p= j
(−λ)p− j
(p − j)! Z
(p)(λ) +
0∫
λ
(−τ )d− j
(d − j)! Z
(d+1)(τ )dτ . (4.9)
Lemma 4.5. There exist C > 0 and μ1 ∈ (0,1) such that the following estimate∥∥Z (d+1)(λ)∥∥s  C | logη|−μ1 (4.10)
holds true for any λ 0. Here C is a positive constant depending on M, Ω and ω and ‖ · ‖s denotes the norm
in L(H3/2(Γ ); Hs(Γ0)).
Proof. Let f ∈ H3/2(Γ ). It follows from Lemma 4.1
Z (d+1)(λ) f = −(d + 1)!
∑
k1
1
(λk,q1 − λ)d+2
〈 f , ∂νϕk,q1 〉∂νϕk,q1 |Γ0
+ (d + 1)!
∑
k1
1
(λk,q2 − λ)d+2
〈 f , ∂νϕk,q2 〉∂νϕk,q2 |Γ0 .
We split Z (d+1)(λ) f into three terms Z (d+1)(λ) f = I1(λ) + I2(λ) + I3(λ), where
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∑
k1
[
1
(λk,q1 − λ)d+2
− 1
(λk,q2 − λ)d+2
]
〈 f , ∂νϕk,q1 〉∂νϕk,q1 |Γ0 ,
I2(λ) = −(d + 1)!
∑
k1
1
(λk,q2 − λ)d+2
〈 f , ∂νϕk,q1 − ∂νϕk,q2 〉∂νϕk,q1 |Γ0 ,
I3(λ) = −(d + 1)!
∑
k1
1
(λk,q2 − λ)d+2
〈 f , ∂νϕk,q2 〉[∂νϕk,q1 − ∂νϕk,q2 ]|Γ0 .
For I1, we have
∥∥I1(λ)∥∥H1/2(Γ )  (d + 1)!‖ f ‖L2(Γ )∑
k1
∣∣∣∣ 1(λk,q1 − λ)d+2 − 1(λk,q2 − λ)d+2
∣∣∣∣‖∂νϕk,q2‖2H1/2(Γ ).
On the other hand, noting λ 0, λk,q j  0, j = 1,2, we see that∣∣∣∣ 1(λk,q1 − λ)d+2 − 1(λk,q2 − λ)d+2
∣∣∣∣ C max( 1
λd+3k,q1
,
1
λd+3k,q2
)
|λk,q1 − λk,q2 |
 C
k
2(d+3)
d
|λk,q1 − λk,q2 |,
where we used estimate (1.10). On the other hand, since (see (1.9) and (1.10))
‖∂νϕk,q2‖2H1/2(Γ )  Ck
4
d ,
we obtain ∥∥I1(λ)∥∥H1/2(Γ )  C‖ f ‖L2(Γ ) d∞(λq1 , λq2 )∑
k1
1
k
2(d+1)
d
 C‖ f ‖L2(Γ ) d∞(λq1 , λq2 )
 Cη‖ f ‖L2(Γ ). (4.11)
For I2(λ), we have∥∥I2(λ)∥∥H1/2(Γ )  C‖ f ‖L2(Γ )∑
k1
λk,q1
(λk,q2 − λ)d+2
∥∥∂ν(ϕk,q1 − ϕk,q2 )∥∥L2(Γ ). (4.12)
Then Lemma 4.4 yields∑
k1
λk,q1
(λk,q2 − λ)d+2
∥∥∂ν(ϕk,q1 − ϕk,q2 )∥∥L2(Γ )  Cγ −δ ∑
k1
λk,q1 (λk,q1 + λk,q2 )
(λk,q2 − λ)d+2
+ eAγ
∑
k1
λk,q1
(λk,q2 − λ)d+2
∥∥∂ν(ϕk,q1 − ϕk,q2 )∥∥L2(Γ0)
+ eAγ
∑
k1
λk,q1
(λk,q2 − λ)d+2
|λk,q1 − λk,q2 |. (4.13)
Therefore, using (1.10), we obtain
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k1
λk,q1
(λk,q2 − λ)d+2
∥∥∂ν(ϕk,q1 − ϕk,q2 )∥∥L2(Γ )  Cγ −δ + eAγ η. (4.14)
Minimizing with respect to γ , we ﬁnd∥∥I2(λ)∥∥H1/2(Γ )  C‖ f ‖L2(Γ )| logη|−μ1 (4.15)
with some μ1 ∈ (0,1).
For I3(λ), we have
∥∥I3(λ)∥∥H1/2(Γ )  C‖ f ‖L2(Γ )∑
k1
1
λd+1k,q2
‖∂νϕk,q1 − ∂νϕk,q2‖H1/2(Γ0)
 C‖ f ‖L2(Γ )
∑
k1
1
k
2(d+1)
d
‖∂νϕk,q2 − ∂νϕk,q1‖H1/2(Γ0)
 C‖ f ‖L2(Γ )
∑
k1
1
k
2ζ
d
‖∂νϕk,q2 − ∂νϕk,q1‖H1/2(Γ0).
Therefore
‖I3‖H1/2(Γ )  Cη‖ f ‖L2(Γ ). (4.16)
The conclusion follows then from a combination of (4.16), (4.15) and (4.11). 
Proof of Theorem 1.3. From (4.9) and Lemma 4.2, we obtain∥∥Z ( j)(0)∥∥s  C(|λ|− j− 1−2s4 + |λ|d− j+1| logη|−μ1),
and then ∥∥Z ( j)(0)∥∥s  C(|λ|− 1−2s4 + |λ|d+1| logη|−μ1), if |λ| 1.
In particular
∥∥Z ( j)(0)∥∥s  C minρ1(ρ− 1−2s4 + ρd+1| logη|−μ1)= C | logη|−μ2 , (4.17)
where μ2 ∈ (0,1).
Let R	q be deﬁned as in Lemma 4.3. We can proceed as in the proof of Lemma 4.5 to prove∥∥R	q1 − R	q2∥∥s  C | logη|−μ3 . (4.18)
From (4.1), (4.18) and (4.17), we deduce∥∥Λ˜	q1 − Λ˜	q2∥∥s  C | logη|−μ4 ,
provided that η is suﬃciently small.
This and estimates in Theorem 1.2 lead to the desired result. 
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We prove Lemma 2.2. We ﬁrst remark that, changing T by 2T and shifting the time variable, we
are reduced to the case Q = (−T , T ) × Ω , Σ = (−T , T ) × Γ and
ωτ = (−τ , τ ) ×ω, ωτ (ρ) = (−τ , τ ) ×ω(ρ).
In the sequel w ∈ H2(Q ) denotes a solution of the following initial value problem:{
∂2t w − w + q1(x)w = F (t, x) in Q ,
w(x, t) = 0 on Σ, (5.1)
where F ∈ L2(Q ).
5.1. Preliminary and elliptic estimation
This section contains preliminary materials, needed to prove the conclusion (2.9) for the solutions
of (5.1). We set
ω(1,ρ2) =
{
x ∈ Ω; 1  dist(x,Γ ) 2
}⊂ Ω, 1 < 2 < 8,
and, for r > 0,
Ωr = (−r, r) × Ω, ωr(,3) = (−r, r) ×ω(,3),
Γr = (−r, r) × Γ, Σ0,r = (−r, r) × Γ0. (5.2)
Let θ ∈ C∞0 (R) be a cut-off function deﬁned by
θ(t) =
{
1, |t| (T − 2),
0, |t| (T − 1). (5.3)
We introduce the partial Fourier–Bros–Iagolnitzer (F.B.I.) transformation Fγ . It is deﬁned for
u ∈ S(Rn+1), the space of rapidly decreasing functions, by
uγ ,t(s, x) = Fγ u(z, x) =
√
γ
2π
∫
R
e−
γ
2 (z−y)2θ(y)u(y, x)dy, z = t + is. (5.4)
We recall the following well-known estimate (see [24])
∣∣∂αx Fγ u(z, x)∣∣ C√ γ2π eλs2e− γ2 [dist(t,supp(θu))]2 supx∈Rn ∥∥∂αx u(·, x)∥∥L2(R) (5.5)
for any u ∈ C∞0 (R × Rn).
Next, we assume that T is suﬃciently large, s ∈ [−3r,3r] and t ∈ [− T2 , T2 ]. We choose a cut-off
function χ satisfying 0 χ  1, χ ∈ C∞(Rn), and
χ(x) =
{
1 if x ∈ ω(6),
0 if x ∈ Ω \ω(7). (5.6)
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∂2t u − u + q1(x)u = [,χ ]w + χ(x)F (t, x) in Q = (−T , T ) × Ω,
u(t, x) = 0 in Σ = (−T , T ) × Γ. (5.7)
In connection with the operator ∂2t −  + q1(x), we deﬁne an elliptic operator by
P (x, Dx,s) = ∂2s + x − q1(x). (5.8)
Since
∂s
∫
R
e−
γ
2 (is+t−y)2θ(y)u(y, x)dy = i
∫
R
e−
γ
2 (z−y)2∂y
[
θ(y)u(y, x)
]
dy, (5.9)
we have
Puγ ,t(s, x) = Rγ ,t(s, x) + Gγ ,t(s, x), (s, x) ∈ Ω3r,
uγ ,t(s, x) = 0, (s, x) ∈ Σ3r, (5.10)
where
Rγ ,t(s, x) = −
√
γ
2π
∫
e−
γ
2 (z−y)2(2θ ′(y)∂tu(y, x) + θ ′′(y)u(y, x))dy (5.11)
and
Gγ ,t(s, x) =
√
γ
2π
∫
e−
γ
2 (z−t)2θ(y)
([,χ ]w(y, x) +χ(x)F (y, x))dy. (5.12)
As θ ′ and θ ′′ are supported in |y| (T − 2), there exists η > 0, independent of T , such that
‖Rγ ,t‖L2(Ω3r)  Ce−ηγ T ‖u‖H1(Q ), ∀t ∈
[
− T
2
,
T
2
]
. (5.13)
Moreover there exists α > 0, independent of T , such that
‖uγ ,t‖H1(Ω3r )  Ceαγ ‖u‖H1(Q ), ∀t ∈
[
− T
2
,
T
2
]
. (5.14)
By (5.12) and (5.6) we easily obtain
‖Gγ ,t‖L2(ω3r (6)) = ‖Fγ ,t‖L2(ω3r (6))  Ceαγ ‖F‖L2(ωT (7)), (5.15)
where Fγ ,t(s, x) = Fγ F (z, x).
Let K be a compact subset contained in (−3r,3r) × Ω and ψ(s, x) be a C1-function satisfying
∇s,xψ(s, x) = 0 on K . Let
ϕ(s, x) = e−βψ(s,x), (5.16)
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there exists τ0 > 0 such that
Cτ
∥∥eτϕu∥∥2H1τ (Ω3r )  ∥∥eτϕ Pu∥∥2L2(Ω3r ) + τ∥∥eτϕu∥∥2H1τ (Σ3r ), (5.17)
whenever u ∈ C∞0 (K ) and τ > τ0.
Here and henceforth we set
‖u‖2
H1τ (Ω3r )
= ‖∇s,xu‖2L2(Ω3r ) + τ
2‖u‖2L2(Ω3r) (5.18)
and
‖u‖2
H1τ (Σ3r)
= ‖u‖2H1(Σ3r) + τ
2‖u‖2L2(Σ3r ). (5.19)
We further introduce a cut-off function X satisfying 0X  1, X ∈ C∞(R), and
X (ρ) =
{
0 if ρ  14 , ρ  9,
1 if ρ ∈ [ 12 ,8].
(5.20)
Now we proceed to the estimation near Γ0.
5.2. Estimation near the boundary part Γ0
We shall begin to estimate uγ ,t in a ball B1 = B(x(1), r) = {x ∈ Rn; |x − x(1)| < r} over a small
interval (−r, r) by the velocity trace (in the normal direction) in the given part Σ0,3r = (−3r,3r) ×
Γ0 ⊂ Σ3r .
Lemma 5.1. Let uγ ,t be a solution to (5.10). Then there exist B∗1 ≡ (−r, r) × B1 ⊂ Ω3r and ν0 ∈ (0,1) such
that the following estimate holds:
‖uγ ,t‖H1(B∗1)  C
(‖Rγ ,t‖L2(Ω3r ) + ‖Fγ ,t‖L2(ω3r (7)) + ‖∂νuλ,t‖L2(Σ0,3r ))ν0(‖uλ,t‖H1(Ω3r ))1−ν0 (5.21)
for some positive constant C .
Proof. Let us choose r > 0 small and x(0) ∈ Rn \ Ω such that
r <

4
, B
(
x(0), r
)∩ Ω = ∅, B(x(0),2r)∩ Ω = ∅, B(x(0),4r)∩ Γ ⊂ Γ0. (5.22)
That is, x(0) is an outer point of Ω and is near Γ0. We deﬁne the functions ψ0(s, x) and ϕ0(s, x) by
ψ0(s, x) =
∣∣x− x(0)∣∣2 + s2, ϕ0(s, x) = e− βr2 ψ0(s,x). (5.23)
Denote
vγ ,t(s, x) = X
(
ψ0
r2
)
uγ ,t(s, x). (5.24)
Taking into account that uγ ,t = 0 on Γ and applying Carleman estimate (5.17), we obtain
Cτ
∥∥eτϕ0 vγ ,t∥∥2H1τ (Ω3r )  ∥∥eτϕ0 P vγ ,t∥∥2L2(Ω3r) + τ
∥∥∥∥eτϕ0∂ν(X(ψ0r2
)
uγ ,t
)∥∥∥∥2
2
(5.25)
L (Σ3r )
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P vγ ,t(s, x) = X
(
ψ0
r2
)
Puγ ,t(s, x) +
[
P ,X
(
ψ0
r2
)]
uγ ,t(s, x)
= X
(
ψ0
r2
)(
Rγ ,t(s, x) + Gγ ,t(s, x)
)+ [P ,X(ψ0
r2
)]
uγ ,t(s, x)
= X
(
ψ0
r2
)(
Rγ ,t(s, x) + χ(x)Fγ ,t(s, x)
)+ [P ,X(ψ0
r2
)]
uγ ,t(s, x). (5.26)
Since [P ,X (ψ0
r2
)] is supported in
∣∣x− x(0)∣∣2 + s2  1
2
r2, 8r2 
∣∣x− x(0)∣∣2 + s2  9r2, (5.27)
we see, in view of (5.22), that |x− x(0)| r for all x ∈ Ω and Ω ∩ {x; |x− x(0)|2  12 r2} = ∅. Therefore
Cτe2τe
−7β ‖uγ ,t‖2H1τ ((r2ψ07r2)∩Ω3r )  e
2τe−8β ‖uγ ,t‖2H1(ψ09r2) + e
2τe−β ‖Rγ ,t‖2L2(Ω3r )
+ e2τe−β ‖χ Fγ ,t‖2L2(ω3r (7)) + τe
2τe−β ‖∂νuγ ,t‖2L2(Σ0,3r ). (5.28)
We can now select r > 0 and x(1) ∈ Ω such that
dist
(
x(1),Γ
)
 4r, B∗1 = (−r, r) × B
(
x(1), r
)⊂ {r2 ψ0(s, x) 7r2}. (5.29)
Then for τ > τ0 we have
‖uγ ,t‖2H1(B∗1)  Ce
C1τ
[‖Rγ ,t‖2L2(Ω3r) + ‖χ Fγ ,t‖2L2(ω3r (7)) + ‖∂νuγ ,t‖2L2(Σ0,3r)]
+ e−C2τ ‖uγ ,t‖2H1(Ω3r ). (5.30)
Minimizing the right-hand side with respect to γ and setting ν0 = C2C1+C2 , we obtain the following
estimate
‖uγ ,t‖2H1(B∗1) 
(‖Rγ ,t‖2L2(Ω3r) + ‖Fγ ,t‖2L2(ω3r (7)) + ‖∂νuγ ,t‖2H1(Σ0,3r ))ν0(‖uγ ,t‖2H1(Ω3r ))1−ν0 . (5.31)
The restriction τ > τ0 requires a separated treatment for the minimization only if
‖uγ ,t‖2H1(Ω3r )  C
[‖Rγ ,t‖2L2(Ω3r ) + ‖Fγ ,t‖2L2(ω3r (7)) + ‖∂νuγ ,t‖2L2(Σ0,3r)], (5.32)
in which case (5.21) is trivial. This completes the proof of the lemma. 
5.3. Estimation in ωr(,3)
In this subsection we extend the estimation from B∗1 to ωr(,3). To accomplish this, we use the
techniques developed in [4]. This is done by continuing estimates (5.21). Let B(x( j), r), 2 j  N , be
a covering of ω(,3). We can assume that x( j) satisﬁes dist(x( j),Γ ) 4r. In the sequel, we assume
without loss of generality that
B
(
x( j+1), r
)⊂ B(x( j),2r), (5.33)
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B∗j = (−r, r) × B
(
x( j), r
)
, 2 j  N.
Lemma 5.2. Let uγ ,t be a solution to (5.10). Then there exist constants ν ∈ (0,1) and C > 0 such that the
following estimate holds:
‖uγ ,t‖H1(B∗k+1) 
(‖Rγ ,t‖L2(Ω3r) + ‖Fγ ,t‖2L2(ω3r (7)) + ‖uγ ,t‖H1(B∗k ))ν(‖uγ ,t‖H1(Ω3r ))1−ν (5.34)
for any k 1.
Proof. In order to prove (5.34), we deﬁne the functions ψk(s, x) and ϕk(s, x) by
ψk(s, x) =
∣∣x− x(k)∣∣2 + s2, ϕk(s, x) = e− βr2 ψk(s,x). (5.35)
Moreover we set
vγ ,t(s, x) = X
(
ψk
r2
)
uγ ,t(s, x).
By applying Carleman estimate (5.17) in the interior domain, we obtain
Cτ
∥∥eτϕk vγ ,t∥∥2H1τ (Ω3r )  ∥∥eτϕk P vγ ,t∥∥2L2(Ω3r ). (5.36)
In the same way as above, we have
P vγ ,t(s, x) = X
(
ψk
r2
)(
Rγ ,t(s, x) + χ Fγ ,t(s, x)
)+ [P ,X(ψk
r2
)]
uλ,t(s, x). (5.37)
Since [P ,X (ψk
r2
)] is supported in
r2
4

∣∣x− x(0)∣∣2 + s2  r2
2
, 8r2 
∣∣x− x(0)∣∣2 + s2  9r2, (5.38)
we combine with (5.36) and (5.37), so that
Cτe2τe
−7β ‖uγ ,t‖2H1τ (r2ψk7r2)  e
2τe−β/4‖uγ ,t‖2H1(ψkr2/2) + e
2τe−8β ‖uγ ,t‖2H1(Ω3r)
+ e2τe−β/4(‖Rγ ,t‖2L2(Ω3r) + ‖χ Fγ ,t‖2L2(Ω3r )), (5.39)
and hence
Ce2τe
−7β ‖uγ ,t‖2H1τ (ψk7r2)  e
2τe−β/4‖uγ ,t‖2H1(ψkr2/2) + e
2τe−8β ‖uγ ,t‖2H1(Ω3r )
+ e2τe−β/4(‖Rγ ,t‖2L2(Ω3r ) + ‖χ Fγ ,t‖2L2(Ω3r )). (5.40)
Thus we obtain
‖uγ ,t‖2H1(ψk7r2)  e
C1τ
[‖uγ ,t‖2H1(ψkr2/2) + ‖Rγ ,t‖2L2(Ω3r) + ‖χ Fγ ,t‖2L2(Ω3r )]
+ e−C2τ ‖uγ ,t‖2 1 . (5.41)H (Ω3r )
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estimate:
‖uγ ,t‖2H1(ψk7r2) 
(‖Rγ ,t‖2L2(Ω3r ) + ‖χ Fγ ,t‖2L2(Ω3r) + ‖uγ ,t‖2H1(ψkr2/2))ν(‖uγ ,t‖2H1(Ω3r ))1−ν . (5.42)
Since
B∗k+1 ⊂
{
ψk(s, x) 7r2
}
,
{
ψk(x, s) r2/2
}⊂ B∗k , (5.43)
we obtain (5.34). This completes the proof of the lemma. 
Lemma 5.3. Let uγ ,t be a solution to (5.10). Then there exist constants C > 0 and μ = νN such that the
following estimate holds
‖uγ ,t‖H1(ωr (,3))  C
(‖Rγ ,t‖L2(Ω3r) + ‖χ Fγ ,t‖L2(Ω3r ) + ‖uγ ,t‖H1(B∗1))μ(‖uγ ,t‖H1(Ω3r ))1−μ. (5.44)
Here ν ∈ (0,1) is the constant given in Lemma 5.2.
Proof. We set
αk = ‖uγ ,t‖H1(B∗k ), A = ‖Rγ ,t‖L2(Ω3r ) + ‖χ Fγ ,t‖L2(Ω3r), B = ‖uλ,t‖H1(Ω3r ). (5.45)
Then by (5.34) we have
αk+1  B1−ν(αk + A)ν . (5.46)
Applying Lemma 4 in [17], we obtain, for all μ ∈ (0, νn],
αn  2
1
1−ν B1−μ(α1 + A)μ. (5.47)
Therefore
‖uγ ,t‖H1(B∗n)  C
(‖Rγ ,t‖L2(Ω3r ) + ‖χ Fγ ,t‖L2(Ω3r) + ‖uγ ,t‖H1(B∗1))μ(‖uγ ,t‖H1(Ω3r ))1−μ (5.48)
for any n = 2, . . . ,N and μ ∈ (0, νN ]. Patching estimates (5.48) for n = 1, . . . ,N , we obtain (5.44).
This completes the proof of the lemma. 
Lemma 5.4. Let uγ ,t be a solution to (5.10) and r0 = r/2. Then there exist constants C > 0 and κ ∈ (0,1) such
that the following estimate holds:
‖uγ ,t‖H1(ωr0 (2))
 C
(‖Rγ ,t‖L2(Ωr) + ‖Fγ ,t‖L2(ωr (7)) + ‖uγ ,t‖H1(ωr (2,3)))κ (‖uγ ,t‖H1(Ω3r))1−κ (5.49)
for any t ∈ (−T /2, T /2).
Proof. We introduce a cut-off function χ0 satisfying 0 χ0  1, χ0 ∈ C∞(Rn) and
χ0(x) =
{
1 if x ∈ ω(2),
0 if x ∈ Ω \ω(3). (5.50)
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We use a Carleman estimate (see inequality (1) of Section 3 in [17]) to obtain
‖u˜γ ,t‖H1(Ωr0 )  ‖u˜γ ,t‖
κ
H1(Ωr )
(‖P u˜γ ,t‖H1(Ωr) + ‖u˜γ ,t‖H1(ωr (2,3)))1−κ . (5.51)
Proceeding as for (5.37), we have
P u˜γ ,t(x, s) = χ0(x)Puγ ,t(x, s) + [P ,χ0]uγ ,t(x, s)
= χ0
(
Rγ ,t(x, s) + Gγ ,t(x, s)
)+ [P ,χ0]uγ ,t(x, s)
= χ0
(
Rγ ,t(x, s) + Fγ ,t(x, s)
)+ [P ,χ0]uγ ,t(x, s). (5.52)
Since [P ,χ0] is supported in (−r, r) ×ω(2,3), we have
‖u˜γ ,t‖H1(Ωr0 ) 
(‖Rγ ,t‖L2(Ω3r) + ‖χ0Fγ ,t‖2L2(Ω3r) + ‖uγ ,t‖H1(ωr (2,3)))κ (‖uγ ,t‖H1(Ω3r ))1−κ . (5.53)
This completes the proof of the lemma. 
Lemma 5.5. Let uγ ,t be a solution to (5.10). Then there exist C > 0, α > 0 and suﬃciently large T > 0 such
that the following estimate holds:
C‖uγ ,t‖2H1(ωr0 (2))  e
−αγ ‖u‖2H1(Q ) + eCγ
(‖∂νu‖2L2(Σ0) + ‖F‖2L2(ΩT (7))) (5.54)
for all t ∈ [− T2 , T2 ].
Proof. From Lemma 5.3 and Young’s inequality, we easily obtain
‖uγ ,t‖H1(ωr (,3))  k‖uγ ,t‖H1(Ω3r) + −k
′[‖Rγ ,t‖L2(Ω3r ) + ‖Fγ ,t‖L2(ω3r (7)) + ‖uγ ,t‖H1(B∗1)] (5.55)
for all  > 0. Here
k = 1
1−μ, k
′ = 1
μ
, and μ = νN . (5.56)
Using estimates (5.13) and (5.14), we have, for all t ∈ [− T2 , T2 ],
‖uγ ,t‖H1(ωr (,3))
 keαγ ‖u‖H1(Q ) + −k
′[
e−ηTγ ‖u‖H1(Q ) + ‖Fγ ,t‖L2(ω3r (7)) + ‖uγ ,t‖H1(B∗1)
]
. (5.57)
Selecting in (5.57)
 = e− 2αk γ
we ﬁnd
‖uγ ,t‖H1(ωr (,3))  e−αγ ‖u‖H1(Q ) + e−(ηT−
2αk′
k )γ ‖u‖H1(Q )
+ e 2αk
′
k γ
(‖uγ ,t‖H1(B∗) + ‖Fγ ,t‖L2(ω (7))) (5.58)1 3r
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ηT − 2αk
′
k
> α (5.59)
and we obtain from (5.58)
‖uγ ,t‖H1(ωr (,3))  e−αγ ‖u‖H1(Q ) + eθγ
(‖uγ ,t‖H1(B∗1) + ‖Fγ ,t‖L2(ω3r (7))), (5.60)
where we set
θ = 2αk
′
k
. (5.61)
Similarly, we obtain from Lemma 5.1 and Young’s inequality
‖uγ ,t‖H1(B∗1)
 k0eαγ ‖u‖H1(Q ) + −k
′
0
[
e−ηTγ ‖u‖H1(Q ) + ‖∂νuγ ,t‖L2(Σ0,3r) + ‖Fγ ,t‖L2(ω3r (7))
]
, (5.62)
where
k0 = 1
1− ν0 , k
′
0 =
1
ν0
. (5.63)
Selecting  = e−( 2α+θk0 )γ , we deduce that, for some positive constant θ ′ ,
‖uγ ,t‖H1(B∗1)  e
−(α+θ)γ ‖u‖H1(Q ) + e−(ηT−
(2α+θ)k′0
k0
)γ ‖u‖H1(Q )
+ eθ ′γ (‖∂νuγ ,t‖L2(Σ0,3r ) + ‖Fγ ,t‖L2(ω3r (7))). (5.64)
We assume that T is suﬃciently large in such a way that(
ηT − (2α + θ)k
′
0
k0
)
> (α + θ). (5.65)
Then, by (5.64), we obtain
‖uγ ,t‖H1(B∗1)  e
−(α+θ)γ ‖u‖H1(Q ) + eθ
′γ (‖∂νuγ ,t‖L2(Σ0,3r ) + ‖Fγ ,t‖L2(ω3r (7))). (5.66)
Inserting (5.66) in (5.60), we obtain
‖uγ ,t‖H1(ωr (,3))  e−αγ ‖u‖H1(Q ) + eC0γ
(‖∂νuγ ,t‖L2(Σ0,3r) + ‖Fγ ,t‖L2(ω3r (7))) (5.67)
for some positive constant C0.
By the same method we obtain by Lemma 5.4, (5.67) and Young’s inequality
‖uγ ,t‖H1(ωr0 (2))
 k1eαγ ‖u‖H1(Q ) + −k
′
1
[
e−ηTγ ‖u‖H1(Q ) + ‖uγ ,t‖H1(ωr (2,3)) + ‖Fγ ,t‖L2(ω (7))
]
, (5.68)3r
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k1 = 1
1− κ , k
′
1 =
1
κ
. (5.69)
Selecting  = e−(
2α+C0
k1
)γ
, we obtain for some positive constant θ ′
‖uγ ,t‖H1(ωr0 (2))  e
−(α+C0)γ ‖u‖H1(Q ) + e−(ηT−
(2α+C0)k′1
k1
)γ ‖u‖H1(Q )
+ eCγ (‖∂νuγ ,t‖L2(Σ0,3r ) + ‖Fγ ,t‖L2(ω3r (7))). (5.70)
If T > 0 is suﬃciently large such that
ηT − (2α + C0)k
′
1
k1
> α + C0, (5.71)
then by (5.70) we obtain (5.54). 
We are now ready to complete the proof of Lemma 2.2.
Lemma 5.6. Let u ∈ H2(Q ) be a solution of (5.7). Let T1 = T /2− r0 . Then there exist C > 0 and μ > 0 such
that the following estimate holds:
‖u‖H1(ωT1 (2)) 
C√
γ
‖u‖H2(Ω) + eμγ
(‖∂νu‖L2(Σ0) + ‖F‖L2(ωT (7))). (5.72)
Proof. We set uγ (t, x) = uγ ,t(0, x). Then we have
uγ (t, x) =
√
γ
2π
∫
R
e−
γ
2 (t−y)2θ(y)u(y, x)dy = (Kγ ∗ θu)(t, x),
where
Kγ (t) =
√
γ
2π
e−
γ
2 t
2
.
By û(η, x) we denote the Fourier transform of u(t, x) with respect to t . We have
θ̂u(η, x) − ûγ (η, x) = (1− K̂γ )θ̂u(η, x).
Furthermore we can directly verify that
∣∣(1− K̂γ )(η)∣∣ η2
γ
,
so that we obtain for T1 = T /2− r0
‖u − uγ ‖L2(ωT1 (2)) 
C√
γ
‖u‖H1(Q ).
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‖u − uγ ‖H1(ωT1 (2)) 
C√
γ
‖u‖H2(Q ).
Hence
‖u‖H1(ωT1 (2))  C
[‖u − uγ ‖H1(ωT1 (2)) + ‖uγ ‖H1(ωT1 (2))]
 C
[
1√
γ
‖u‖H2(Q ) + ‖uγ ‖H1(ωT1 (2))
]
.
On the other hand, by the Cauchy inequality (see Appendix A in [4]), we obtain
‖uγ ‖2H1(ωT1 (2))  e
−μγ ‖u‖2H1(Q ) + eμ
′γ (‖u‖2L2(Σ0) + ‖F‖L2(ωT (7)))
for some positive constants μ and μ′ . This completes the proof of the lemma. 
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Appendix A. An IBVP for the wave equation
Our aim in this appendix is to prove that the IBVP (1.1) has a unique suﬃciently regular solution
in order to insure that the operator deﬁned in (1.2) is bounded.
We need to consider the following IBVP⎧⎨⎩
∂2t u − u = F in Q ,
u(0, ·) = u0, ∂tu(0, ·) = u1 in Ω,
u = f on Σ.
(A.1)
We recall the following theorem, stated as Theorem 2.1 in Lasiecka, Lions and Triggiani [16].
TheoremA.1. Let F ∈ L1(0, T ; L2(Ω)), u0 ∈ H1(Ω), u1 ∈ L2(Ω) and f ∈ H1,1(Σ). We assume that the com-
patibility condition g(0, ·) = u0|Γ is satisﬁed. Then the IBVP (A.1) has a unique solution u ∈ C([0, T ]; H1(Ω))
such that ∂tu ∈ C([0, T ]; L2(Ω)) and ∂νu ∈ L2(Σ). Moreover, we ﬁnd a constant C = C(T ), not depending on
F , u0 , u1 and f , such that
Eu(T ) = ‖u‖C([0,T ];H1(Ω)) + ‖∂tu‖C([0,T ];L2(Ω)) + ‖∂νu‖L2(Σ)  C
∥∥(F ,u0,u1, f )∥∥, (A.2)
where ∥∥(F ,u0,u1, f )∥∥= ‖F‖L1(0,T ;L2(Ω)) + ‖u0‖H1(Ω) + ‖u1‖L2(Ω) + ‖ f ‖H1,1(Σ).
Next we introduce the following IBVP⎧⎨⎩
∂2t u − u + q(x)u = F in Q ,
u(0, ·) = 0, ∂tu(0, ·) = 0 in Ω,
u = 0 on Σ.
(A.3)
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such that ∂tu ∈ C([0, T ]; L2(Ω)) and ∂νu ∈ L2(Σ). Moreover, if ‖q‖L∞(Ω)  M with some positive con-
stant M, then we ﬁnd a constant C = C(T ,M), not depending on F and q, such that
Eu(T ) = ‖u‖C([0,T ];H1(Ω)) + ‖∂tu‖C([0,T ];L2(Ω)) + ‖∂νu‖L2(Σ)  C‖F‖L1(0,T ;L2(Ω)).
Proof. First, from Theorems 8.1 and 8.3 in Lions and Magenes [18], we deduce that (A.3) has a unique
solution u ∈ C([0, T ]; H1(Ω)) such that ∂tu ∈ C([0, T ]; L2(Ω)). Since u is also the solution of (A.1)
with G = F − qu in place en F , u0 = 0, u1 = 0 and f = 0, we derive from Theorem A.1 that we have
also ∂νu ∈ L2(Σ).
In the sequel we shall use the following notation Q s = (0, s) × Ω .
Let 0 < S < T and let χ(0,S)(t) = 1 if 0 < t < S and 0 otherwise. Let G˜ = χ(0,S)G , we denote by u˜
the solution of (A.1) with F changed by G˜ . It follows from estimate (A.2) that
Eu˜(S) C Eu˜(T ) ‖G˜‖L1(0,T ;L2(Ω)) = ‖F − qu‖L1(0,S;L2(Ω)).
By the uniqueness of the solutions of (A.1) in Q S , we have u˜ = u in Q S . Therefore
Eu(S) C‖F − qu‖L1(0,S;L2(Ω))  C
(‖F‖L1(0,T ;L2(Ω)) + ‖q‖L∞(Ω)‖u‖L1(0,S;L2(Ω))).
That is,
‖u‖L1(0,S;L2(Ω))  S‖u‖C([0,T ];H1(Ω))  SEu(S).
Hence
Eu(S) C‖F‖L1(0,T ;L2(Ω)) + K SEu(S),
where K = CM . We assume that S < 1/(2K ). Then
Eu(S) 2C‖F‖L1(0,T ;L2(Ω)). (A.4)
In particular, we have ∥∥u(·, S)∥∥H1(Ω) + ∥∥∂tu(·, S)∥∥L2(Ω)  2C‖F‖L1(0,T ;L2(Ω)). (A.5)
Let v(x, t) = u(x, t + S), (x, t) ∈ Q T−S . Clearly, v is the solution of IBVP (A.1) with F replaced by
F (x, t + S) − q(x)v(x, t), u0 = u(·, S) and v0 = ∂tu(·, S). Repeating the same argument as before, we
ﬁnd
Ev(S) C
(‖F‖L1(0,T ;L2(Ω)) + ∥∥u(·, S)∥∥H1(Ω) + ∥∥∂tu(·, S)∥∥L2(Ω))+ K SEv (S).
This and (A.5) yield
Ev (S) 3C‖F‖L1(0,T ;L2(Ω)) + K SEv (S).
Since S < 1/(2K ), we obtain
Ev(S) 6C‖F‖L1(0,T ;L2(Ω)).
This estimate in combination with (A.4) gives
Eu(2S) Eu(S) + Ev (S) 8C‖F‖L1(0,T ;L2(Ω)).
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step between pS and T . We derive the following estimate
Eu(T )mC‖F‖L1(0,T ;L2(Ω)),
where m is a positive integer depending on T and M . 
We will now combine the previous two theorems to obtain a version of Theorem A.1 for the
following IBVP ⎧⎨⎩
∂2t u − u + q(x)u = F in Q ,
u(0, ·) = u0, ∂tu(0, ·) = u1 in Ω,
u = f on Σ.
(A.6)
Theorem A.3. Let q ∈ L∞(Ω) and M  ‖q‖L∞(Ω) with positive constant M. If F ∈ L1(0, T ; L2(Ω)),
u0 ∈ H1(Ω), u1 ∈ L2(Ω), f ∈ H1,1(Σ), and the compatibility condition g(0, ·) = u0|Γ is satisﬁed, then IBVP
(A.3) has a unique solution u ∈ C([0, T ]; H1(Ω)) such that ∂tu ∈ C([0, T ]; L2(Ω)) and ∂νu ∈ L2(Σ). More-
over, we ﬁnd a constant C = C(T ,M), not depending on F , u0 , u1 and f , such that
Eu(T ) = ‖u‖C([0,T ];H1(Ω)) + ‖∂tu‖C([0,T ];L2(Ω)) + ‖∂νu‖L2(Σ)  C
∥∥(F ,u0,u1, f )∥∥, (A.7)
where ∥∥(F ,u0,u1,u1, f )∥∥= ‖F‖L1(0,T ;L2(Ω)) + ‖u0‖H1(Ω) + ‖u1‖L2(Ω) + ‖ f ‖H1,1(Σ).
Proof. Let v be the solution of (A.1). Then v ∈ C([0, T ]; H1(Ω)), ∂t v ∈ C([0, T ]; L2(Ω)), ∂ν v ∈ L2(Σ)
and the following estimate holds
Ev (T ) = ‖v‖C([0,T ];H1(Ω)) + ‖∂t v‖C([0,T ];L2(Ω)) + ‖∂ν v‖L2(Σ)  C0
∥∥(F ,u0,u1, f )∥∥, (A.8)
where C = C(T ) is a constant not depending on F , u0, u1 and f . We consider then the following IBVP⎧⎨⎩
∂2t w(t, x) − w(t, x) + q(x)w(t, x) = −q(x)v(t, x) in Q ,
w(0, x) = 0, ∂t w(0, x) = 0 in Ω,
w(t, x) = 0 on Σ.
(A.9)
It follows from Theorem A.2 that (A.9) has a unique solution w ∈ C([0, T ]; H1(Ω)) such that ∂t w ∈
C([0, T ]; L2(Ω)), ∂νw ∈ L2(Σ) and we have the following estimate
Ew(T ) C0‖qv‖L1(0,T ;L2(Ω))  C0MT Ev (T ). (A.10)
One can then easily see that u = v + w is the unique solution of (A.6) with u ∈ C([0, T ]; H1(Ω)) such
that ∂tu ∈ C([0, T ]; L2(Ω)), ∂νu ∈ L2(Σ). Moreover a combination of (A.8) and (A.10) yields estimate
(A.7). 
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