The origin of quantum mechanics and time from incomplete classical statistics by Wetterich, C
HD{THEP{2001{19
The origin of quantum mechanics and time
from incomplete classical statistics
C. Wetterich
Institut fu¨r Theoretische Physik
Universita¨t Heidelberg
Philosophenweg 16, D-69120 Heidelberg
Abstract
The quantum mechanical concepts of states and operators arise naturally
from the question how expectation values of observables can be computed
in classical statistical systems where only incomplete local information about
the probability distribution is available. The notions of evolution and time
are related to the translation of the available information between neighboring
local regions. The complex structure of quantum mechanics, the superposition
of states and the interference eects characteristic for quantum statistics nd
a simple origin. This suggests the emergence of quantum mechanics from
classical statistics with innitely many degrees of freedom.
1 Incomplete statistics
The reason why the physical laws can be described in terms of quantum mechanics
has remained a mystery from its early beginnings up to now. Physicists have be-
come used to quantum mechanics because of overwhelming experimental evidence.
Yet we do not understand the \why" of its basic principles like the formulation
in terms of states and non-commuting operators, the superposition of \probability
amplitudes" and associated interference eects. An important ingredient in the con-
ceptual foundations of quantum mechanics is the emphasis on measurable quantities
while discarding classical notions not accessible to measurement.
On the other hand, the understanding of classical statistical systems with in-
nitely many degrees of freedom has made tremendous progress in the past decades.
Important links to quantum mechanics have been established by the use of path
integrals [1] for the description of the quantum mechanical evolution. This process
has diminished considerably the distance between classical statistics and quantum
mechanics or quantum eld theory [2]. One wonders if quantum mechanics cannot
be understood as a particular structure of classical statistical systems with innitely
many degrees of freedom or general statistics. Within general statistics [3] the no-
tions of distance, geometry and topology can be formulated in terms of properties
of correlation functions [4]. The question arises if the notions of time and quantum
mechanical evolution can nd their origin within the same framework.
The formulation of the basic partition function for classical statistical systems
with innitely many degrees of freedom uses implicitly an assumption of \complete-
ness of the statistical information". This means that we assign a probability to
everyone of the innitely many congurations. The specication of the probability
distribution contains therefore an \innite amount of information". This contrasts
with the simple observation that only a nite amount of information is available in
practice for the computation of the outcome of any physical measurement. A con-
centration on measurable quantities suggests that the assumption of completeness
of the statistical information may have to be abandoned. In this note we explore
consequences of \incomplete statistics" which deals with situations where only par-
tial information about the probability distribution is available. In particular, we
consider extended systems for which only local information about the probability
distribution is given. We will see that the quantum mechanical concepts of states,
operators, evolution and interference emerge naturally in this setting.
As an example we consider a classical statistical system where the innitely many
degrees of freedom ϕn (n 2 ZZ) are ordered in an innite chain. We concentrate
on a \local region" j~nj < n and assume that the probability distribution p[ϕ] has
a \locality property" in the sense that the probability for any conguration of the
\local variables" ϕn˜ is independent of the values that take the variables ϕm with
jmj > n. Furthermore, we assume that the probability distribution for the ϕn˜ is
known for given values of the variables ϕn¯, ϕ−n¯ at the border of the local interval.
This statistical system cannot be reduced to a system with a nite number of degrees
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of freedom since the probability for the occurence of specic values of the \border
variables" ϕn¯, ϕ−n¯ depends on the values of the \external variables" ϕm and their
probability distribution. The statistical information about this system is incomplete
since we will not specify the probability distribution for the external variables ϕm
completely.
Local observables are constructed from the local variables ϕn˜. As usual, their
expectation values are computed by \functional integrals" where the probability
distribution p[ϕ] appears as a weight factor. We rst ask what is the minimal
amount of information about the probability distribution for the external variables
which is necessary for a computation of expectation values of local observables. One
nds that this information can be summarized in \states" jψg, fψj. The specication
of these states contains much less information than the full probability distribution
p[ϕ]. Since the states contain the minimal information for \local questions" they
are the appropriate quantitites for our formulation of incomplete statistics. The
expectation values of all local observables can be computed from the knowledge of
the local probability distribution and the states jψg and fψj. For this computation
one associates to every local observable A[ϕ] an appropriate operator A^ and nds
the prescription familiar from quantum mechanics
hA[ϕ]i = fψjA^jψg (1.1)
Observables represented by the same operator are locally equivalent. We dene a
product between local equivalence classes of observables which can be associated to
the non-commutative product of operators.
The concept of time evolution is associated to translations on the chain. States
and operators are transported by evolution operators U^ in complete analogy to
quantum mechanics. We use the invariance of the probability distribution under a
reflection ϕn ! ϕ−n in order to introduce a complex structure. With respect to
this complex structure the evolution operators U^ are unitary and fψj is complex
conjugate to jψg. We explicitly construct classical probability distributions that
correspond to linear superpositions of states α1jψ1g + α2jψ2g and show the corre-
sponding interference behavior. We also describe probability distributions leading
to a formulation in terms of density matrices that do not correspond to pure states.
Thus many fundamental features of quantum mechanics are shown to arise directly
from the formulation of incomplete statistics. Inversing our procedure we see that
many quantum mechanical states admit a functional integral description. This goes
far beyond the usual vacuum of thermal equilibrium states or density matrices.
2 States and operators
Consider a discrete ordered set of continuous variables ϕn  ϕ(τ), τ = n, n 2
ZZ and a normalized probability distribution p(fϕng)  p[ϕ] = exp(−S[ϕ]) with
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R
Dϕe−S[ϕ]  Qn(R1−1 dϕn)p[ϕ] = 1. We will assume that the action S is local in a




dτ 0L(τ 0) + S>(τ ) + S<(−τ )
L(τ 0) = V (ϕ(τ 0), τ 0) + 1
2
Z(τ 0)(∂τ ′ϕ(τ 0))2 (2.1)
Here we have used a continuum notation (n1,2 = τ1,2/) which can be translated into
a discrete language by
Z τ2
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(ϕn+1 − ϕn)2 + (ϕn − ϕn−1)2
o
. (2.3)
The boundary terms in eq. (2.2) are chosen such that S>(τ ) is independent of all
ϕ(τ 0) with τ 0 < τ whereas S<(−τ ) only depends on ϕ(τ 0  −τ ). Except for the
overall normalization of p no additional assumptions about the form of S>(τ) and
S<(−τ ) will be made. In case of S being local also at τ we note that S>(τ ) contains
a term 
2
[V (ϕ(τ), τ) + V (ϕ(τ + ), τ + )] + 
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involves a product ϕ(τ + )ϕ(τ ) and therefore links the variables with τ > τ to the
ones with τ  τ .
We are interested in local observables A[ϕ; τ ] which depend only on those ϕ(τ 0)
where τ − δ
2
 τ 0  τ + δ
2
. (We assume −τ < τ − δ
2
, τ > τ + δ
2
.) As usual, the
expectation value of A is
< A(τ) >=
Z
DϕA[ϕ; τ ]e−S[ϕ] (2.4)
As mentioned before, our investigation concerns the question what we can learn
about expectation values of local observables and suitable products thereof in a
situation where we have no or only partial information about S>(τ) and S<(−τ ).
It seems obvious that the full information contained in S is not needed if only
expectation values of local observables of the type (2.3) are to be computed. On
the other hand, < A(τ) > cannot be completely independent of S>(τ ) and S<(−τ )
since the next neighbour interactions (2.2) relate ϕ(τ − δ
2
< τ 0 < τ + δ
2
) to ϕ(τ 0 > τ)
and ϕ(τ 0 < −τ ).
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In order to establish the necessary amount of information from S>(τ ) and S<(−τ )
we rst extend S> and S< to values jτ j < τ




S>(τ2) = S>(τ) +
Z τ¯
τ2
dτ 0L(τ 0) (2.5)
where we note the general identity
S>(τ) + S<(τ) = S (2.6)
































This suggests the introduction of the \states"
jψ(ϕ(τ − δ
2










































We note that jψg is a function of ϕ(τ − δ
2
) since the latter appears in S<(τ − δ2) and
is not included in the (\functional") integration (2.8). Similarly, fψj depends on
ϕ(τ + δ
2
) whereas A^ is a function of the two variables ϕ(τ + δ
2
) and ϕ(τ − δ
2
). Using
a notation where jψg and fψj are interpreted as (innite dimensional) vectors and
A^ as a matrix, one has









dϕ1fψ(ϕ2; τ + δ
2
)jA^δ(ϕ2, ϕ1; τ)jψ(ϕ1; τ − δ
2
)g (2.10)
This form ressembles already the well-known prescription for expectation values of
operators in quantum mechanics. In contrast to quantum mechanics eq. (2.10)
involves, however, two dierent state vectors.
4
The mapping A[ϕ; τ ] ! A^δ(τ) can be computed (cf. eq. (2.9)) if L(τ 0) is known
for jτ 0j < τ . The only information needed from S>(τ) and S<(−τ ) is therefore
contained in the two functions fψ(ϕ)j and jψ(ϕ)g! The specication of these states
(wave functions) at τ and −τ and of L(jτ j < τ) completely determines the expecta-
tion values of all local observables (2.4). We will see below the close connection to
the states in quantum mechanics. In our context we emphasize that for any given S
these states can be computed as well dened functional integrals (2.8). Due to eq.
(2.6) they obey the normalization
fψ(τ)ψ(τ)g 
Z
dϕfψ(ϕ; τ)jjψ(ϕ; τ)g = 1 (2.11)
3 Evolution in Euclidean time
For a \locality interval" δ > 0 the expression (2.10)) involves states at dierent
\Euclidean times" τ + δ
2
and τ − δ
2
. We aim for a formulation where only states at
the same τ appear. The dependence of states and operators on the Euclidean time τ
is described by evolution operators (τ2 > τ1, τ2 > τf , τi > τ1, τf = τ+
δ
2
, τi = τ− δ2))
jψ(τ2)g = U^(τ2, τ1)jψ(τ1)g
fψ(τ1)j = fψ(τ2)jU^(τ2, τ1)
A^(τ2, τ1) = U^(τ2, τf )A^(τf , τi)U^(τi, τ1) (3.1)
or dierential operator equations (! 0);
∂τ jψ(τ)g = −H^(τ)jψ(τ)g
∂τfψ(τ)j = fψ(τ)jH^(τ)
∂τiA^δ(τf , τi) = A^δ(τf , τi)H^(τi)
∂τf A^δ(τf , τi) = −H^(τf )A^δ(τf , τi). (3.2)
The evolution operator has an explicit representation as a functional integral










and obeys the composition property (τ3 > τ2 > τ1)
U^(τ3, τ2)U^(τ2, τ1) = U^(τ3, τ1) (3.4)
with
U^(ϕ2, ϕ1; τ, τ) = δ(ϕ2 − ϕ1) (3.5)
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It can therefore be composed as a product of transfer matrices or \innitesimal"
evolution operators




In case of translation symmetry with V and Z independent of τ we note the sym-
metry in ϕ1 $ ϕ2
U^(τ + , τ) = U^T (τ + , τ) , H^(τ +

2
) = H^T (τ +

2
) = H^ (3.7)
In this case the real symmetric matrix H^ has real eigenvalues En. The solution of












We next want to compute the explicit form of the Hamilton operator H^ . In order
to obey the dening equations (3.2), (3.6), the Hamilton operator H^ must full for




(Z(τ + ) + Z(τ))
Z
















The solution of this equation can be expressed in terms of the operators
Q^(ϕ2, ϕ1) = ϕ1δ(ϕ2 − ϕ1)


























which is valid by partial integration if the integrand decays fast enough for jϕ1j ! 1.
We note that the operators Q^ and P^ 2 do not commute, e.g.
[P^ 2, Q^](ϕ2, ϕ1) = −2δ(ϕ2 − ϕ1) ∂
∂ϕ1
(3.13)









2V (Qˆ,τ). We have absorbed the prefactor by a constant shift
in V , i.e. V ! V − 12 ln 2piZ . If appropriate, one may use the symmetric form where
∂21 ! 14 (~∂1 −
 
∂2)2, ∂i = ∂/∂ϕi.
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The Hamilton operator can be used in order to establish the existence of the




the inverse U^−1(τ2, τ1) is dened by the multiplication of \innitesimal" inverse
evolution operators, and we can extend the composition property (3.4) to arbitrary
τ be dening for τ2 < τ1
U^(τ2, τ1) = U^
−1(τ1, τ2) (3.14)
For a given dependence of U^ on the variables τ2 and τ1 the matrix U^(τ1, τ2) obtains
from U^(τ2, τ1) by a simple exchange of the arguments τ1 and τ2.
4 Schro¨dinger and Heisenberg operators
The existence of the inverse evolution operator allows us to associate to an observable
A(τ) the operator A^S(τ) in the Schro¨dinger representation (cf. eq. (3.1) with
τ2 = τ1 = τ)






The expectation value of the observable A can be expressed by the expectation value
of the operator A^S in a way analogous to quantum mechanics
< A(τ) >= fψ(τ)j A^S(τ) jψ(τ)g = Trρ(τ)A^S(τ) (4.2)
For the second identity we have introduced the \density matrix"
ρ(ϕ1, ϕ2, τ) = jψ(ϕ1, τgfψ(ϕ2, τ)j =
Z
Dϕ(τ ′ 6=τ)e−S(ϕ1,ϕ2)
Trρ(τ) = 1 (4.3)
where S(ϕ1, ϕ2) obtains from S by replacing ϕ(τ) ! ϕ1 for all \kinetic" terms
involving ϕ(τ 0 < τ) and ϕ(τ) ! ϕ2 for those involving ϕ(τ 0 > τ), whereas for
potential terms e−V (ϕ(τ)) ! e− 2 (V (ϕ1)+V (ϕ2)).
In order to make the transition to the Heisenberg picture, we may select a refer-
ence point τ = 0 and dene
U^(τ)  U^(τ, 0) , ρ  ρ(τ = 0) , ρ(τ) = U^(τ)ρU^−1(τ) (4.4)
This species the Heisenberg picture for the τ -dependent operators
A^H(τ) = U^
−1(τ)A^S(τ)U^(τ)
< A(τ) > = TrρA^H(τ) (4.5)
We note that for two local observables A1, A2 the linear combinations A = α1A1 +
α2A2 are also local observables. The associated operators obey the same linear
relations A^ = α1A^1 + α2A^2, where A^ stands for A^δ, A^S or A^H .
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It is instructive to see that some simple local observables have an essentially
time-independent operator representation in the Schro¨dinger picture. This is easily
seen for observables A(τ) which depend only on the variable ϕ(τ). The mapping
reads
A(τ) = f(ϕ(τ)) ! A^S(τ) = f(Q^) (4.6)
For the derivative operator (∂τϕ(τ))









Z(τ + ) + Z(τ)
+
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(Z(τ + ) + Z(τ))2
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The last term is  2 and for constant Z and ! 0 one has
(∂τϕ(τ))
2 ! 1/(Z)− P^ 2/Z2 (4.8)
For the transition to the Heisenberg picture the explicit denitions (3.3) and
(3.10) yield
Q^U^(τ) = ϕ(τ)U^(τ) , U^(τ)Q^ = ϕ(0)U^(τ) (4.9)
and we note that the evolution operator does not commute with Q^,
[Q^, U^(τ)] = (ϕ(τ)− ϕ(0))U^(τ) = (ϕ2 − ϕ1)U^(ϕ2, ϕ1; τ, 0) (4.10)
Observables depending only on one variable ϕ(τ) have the Heisenberg representation
(cf. eq(4.6))
A(τ) = f(ϕ(τ)) ! A^H(τ) = U^−1(τ)f(Q^)U^(τ) = f(Q^(τ)) (4.11)
Here we have used the denition
Q^(τ) = U^−1(τ)Q^U^(τ) (4.12)
More generally, one nds for products of functions depending on the variables
ϕ(τ1), ϕ(τ2)...ϕ(τn) with τ1 < τ2 < ...τn the Heisenberg operator
A(τ1, ...τn) = f1(ϕ(τ1)f2(ϕ(τ2))...fn(ϕ(τn)) −!
A^H(τ) = U^
−1(τn)fn(Q^)U^(τn, τn−1)...U^(τ3, τ2)f2(Q^)U^(τ2, τ1)f1(Q^)U^(τ1)
= fn(Q^(τn))...f2(Q^(τ2))f1(Q^(τ1)) (4.13)
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This important relation follows directly from the denitions (2.9), (4.1), (4.5). We
observe that A^H depends on the variables τi which are the arguments of A but
shows no dependence on the reference point τ . (Only A^δ and A^S depend on τ .) We
can use eq. (4.13) to nd easily the Heisenberg operators for observables involving
\derivatives", e.g.
A = ~∂τϕ(τ1) =
1
2








U^−1(τ1)feHˆ(τ1+ 2 )Q^e−Hˆ(τ1+ 2 ) − e−Hˆ(τ1− 2 )Q^eHˆ(τ1− 2 )gU^(τ1)




U^−1(τ1)[P^ 2, Q^]U^(τ1) +O()
= − 1
Z(τ1)
U^−1(τ1)R^U^(τ1) + O() (4.14)
where we have assumed that H^ is a smooth function of τ and dened
R^(ϕ2, ϕ1) = δ(ϕ2 − ϕ1) ∂
∂ϕ1
, R^2 = −P^ 2 (4.15)













where we have assumed for simplicity a τ -independent Hamltonian H^ . In agreement
with the direct evaluation (4.8), this operator diverges for ! 0.
5 Locally equivalent observables and operator
products
The mapping A(τ) ! A^H(τ) is not invertible on the space of all observables A(τ).
This follows from the simple observation that the map (2.9) contains integrations.
Dierent A1(τ) and A2(τ) can therefore be mapped into the same operator A^H(τ).
Since the expectation values can be computed from A^H(τ) and ρ only, no distinction
between < A1 > and < A2 > can be made for arbitrary ρ. All local observables
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A(τ) which correspond to the same operator A^H(τ) are considered as \locally equiv-
alent". We are interested in structures that only depend on the equivalence classes
of the observables. Addition of two observables and multiplication with a scalar can
simply be carried over to the operators. This is not the case, however, for the (point-
wise) multiplication of two observables. If A1(τ) and A2(τ) are both mapped into
A^H(τ) and similarly B1(τ), B2(τ) correspond both to B^H(τ), the products A1  B1
and A2  B2 may nevertheless be represented by dierent operators. It is easy to
construct examples where < A1B1 > 6=< A2B2 > for some suitable ρ. On the other
hand, the (matrix) product of two operators A^HB^H obviously refers only to the
equivalence class. It can be implemented on the level of observables by dening a
unique \standard representative" of the equivalence class as
A[ϕ, τ ] = F [A^H(τ)] (5.1)
Using the mapping A[τ ] ! A^H(τ) (2.9), (4.1), (4.5), we dene a product of two
observables as
A(ϕ, τ) B(ϕ, τ) = F [A^H(τ)B^H(τ)]  (A B)[ϕ, τ ] (5.2)
It is asssociative but not commutative. (By denition, the operator associated to
the observable (A  B)(ϕ, τ) is A^H(τ)B^H(τ) and the product A  B is isomorphic
to the \matrix multiplication" A^B^ if restricted to the subspace of operators A =
F [A^], B = F [B^].)
In summary, the requirement of compatibility of the product with the structure of
\local equivalence classes" tells us that no information beyond the one contained in
ρ is used for the computation of expectation values and correlations of local observ-
ables. The correlations (e.g. expectation values of products of observables) formed
with the product  reflect the non-commutative structure of quantum mechanics.
They may therefore be called quantum correlations. Nevertheless, we emphasize
that the \quantum product"  is just a particular structure among \classical ob-
servables".
The denition of the quantum product is not unique on the level of the clas-
sical observables. It obviously depends on the choice of a standard representation
F [A^H(τ)]. We may choose a linear map F [α1A^H,1+α2A^H,2] = α1F [A^H,1]+α2F [A^H,2]
with the property that it inverses the relation (4.13). For \time-ordered" τ1 < τ2 <
...τn it should then obey
F [fn(Q^(τn))...f2(Q^(τ2))f1(Q^(τ1))] = f1(ϕ(τ1))f2(ϕ(τ2))...fn(ϕ(τn)). (5.3)
This exhibits directly the noncommutative property of the quantum product between
two observables. As an example let us consider the two observables ϕ(τ1) and ϕ(τ2)
with τ1 < τ2. The quantum product depends on the ordering
ϕ(τ2)  ϕ(τ1) = ϕ(τ2)ϕ(τ1)
ϕ(τ1)  ϕ(τ2) = ϕ(τ2)ϕ(τ1) + F [[Q^(τ1), Q^(τ2)]] (5.4)
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The noncommutative property of the quantum product for these operators is directly
related to the commutator
[Q^(τ1), Q^(τ2)] = U^
−1(τ1)Q^U^(τ1, τ2)Q^U^(τ2)
−U^−1(τ2)Q^U^(τ2, τ1)Q^U^(τ1) (5.5)
6 Reflection symmetry and complex structure
Let us consider the reflection2 at a given reference point τ = 0, i.e.
θ(ϕ(τ)) = ϕ(−τ), θ2 = 1 (6.1)
We will concentrate on reflection-invariant probability distributions [5]
θ(S[ϕ]) = S[ϕ]
θ(L(τ)) = L(−τ)
θ(S>(τ)) = S<(−τ) (6.2)
for which Vτ (ϕ) = V−τ (ϕ), Zτ = Z−τ . The corresponding transformation properties
of the states are
θjψ(τ)g = fψ(−τ)j , θfψ(τ)j = jψ(−τ)g (6.3)
We dene the action of θ on matrices such that it also involves a transposition in
the sense that θ(fψ1jA^jψ2g) = θjψ2g(θA^)θfψ1j. Using the denitions of ρ, U^ , H^ and
the operators A^ one nds the relations
θρ(τ) = ρT (−τ) , θA^H,S,δ(τ) = A^(R)TH,S,δ(−τ),
θH^(τ) = H^T (−τ) , θU^(τ2, τ1) = U^T (−τ1,−τ2). (6.4)
Here A^
(R)





ϕ(τ + η) by ϕ(τ − η), corresponding to a reflection of A[ϕ, τ ] at τ . In consequence
of the reflection symmetry of the probability distribution, the expectation value of
any local observable must be equal to the one of a reflected observable
θ < A(τ) >=< A(R)(−τ) >=< A(τ) > (6.5)
On the other hand, the reflection (6.1) acts on jψg only by a variable charge, i.e.
θjψ(ϕ(τ); τg = jψ(ϕ(−τ)); τg = fψ(ϕ(−τ));−τ j (6.6)
2Existence of the reflection for every τ requires that for every variable ϕ(τ) there is also a
variable ϕ(−τ).
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Interpreting jψg and fψj as functions of two variables ϕ and τ (without distinction
to which τ the variable ϕ was originally associated) we can write
jψ(−τ)g = fψ(τ)j (6.7)
and similarly θ(ρ(τ)) = ρ(τ) etc., or
ρT (−τ) = ρ(τ) , A^(R)T (−τ) = A^(τ),
H^T (−τ) = H^(τ) , U^T (−τ1,−τ2) = U^(τ2, τ1) (6.8)
We note that the invariance of the functional integrals jψg, fψj, ρ, U^, A^δ follows gen-
erally from the possibility to reverse the transformation (6.1) by a variable sub-
stitution. In contrast, the relations (6.3), (6.4) involve the invariance properties
(6.2).
So far, all quantities have been real. We will now introduce a complex structure
by dividing all functions of τ (including operators) into combinations which are
even or odd in τ . Even functions are considered as real, whereas the odd ones are
purely imaginary. This relies on the isomorphism between a pair of real functions
(feven, fodd) and the complex functions z = Re z + i Im z, (Re z, i Im z) $
(feven, fodd). Complex conjugation is then equivalent to a change of sign of τ or
(fodd ! −fodd). Equivalently, the complex conjugation changes the sign of τ and we
dene its action as
jψ(τ)g = jψ(−τ)g , fψ(τ)j = fψ(−τ)j,
ρ(τ) = ρ(−τ) , H^(τ) = H(−τ)
U^(τ2, τ1)
 = U^(−τ2,−τ1) , A^(τ) = A^(−τ) (6.9)
Combining this denition with the action of the reflection θ (cf. eqs. (6.7), (6.8))
we recover well-known properties of quantum mechanics, namely
jψ(τg = fψ(τ)j, ρy(τ) = ρ(τ), H^y(τ) = H^(τ)
U^ y(τ2, τ1) = U^(τ1, τ2) = U^−1(τ2, τ1) (6.10)
With respect to this complex structure the reflection θ acts as hermitean conjugation.
The euclidean time τ itself is odd and should therefore be considered as an imaginary
quantity, τ = it, t real. For example, this means for a wave function jψ(ϕ; τ)g =
e−Eτψ0(ϕ) (E and ψ0 real) the conjugation fψ(ϕ; τ)j = jψ(ϕ; τ)g = (e−iEt)ψ0(ϕ) =
eiEtψ0(ϕ) = e
Eτψ0(ϕ) = jψ(ϕ;−τg. We note that jψ(0)g = fψ(0)j and ρ = ρT are
real.














>From eqs. (6.8), (6.9) one nds A^(R)(τ) = A^y(τ) and we conclude that A^(h) is
hermitean and A^(a) antihermitean
A^(h)y(τ) = A^(h)(τ), A^(a)y(τ) = −A^(a)(τ) (6.12)
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In compatibility with eq. (6.5) we conclude that all antihermitean operators must
have purely imaginary expectation values. We emphasize that there is no a priori
reason why anthermitean operators should not be associated with observables. In
the sense of the original denition (2.4) their expectation values are simply odd
with respect to the reflection of τ . The reflection symmetry alone does not enforce
such expectation values to vanish. The situation is dierent for simultaneous time
translation and reflection symmetry where in addition < A(−τ) >=< A(τ) >. In
this case the expectation values of all odd observables or antihermitean operators
vanish.
7 Analytic continuation
The denition of a complex conjugation as an involution in the space of τ -dependent
functions does not yet specify the complex structure completely. We have to dene
the multiplication with complex numbers and the complex multiplication of func-
tions. This is most easily done by constructing a mapping from the space of real
functions of τ to the space of complex functions where the operations of complex
conjugation and complex multiplication are implemented in the standard way. We
will see that the analytic continuation of all functions jψ(τ)g, A^(τ) etc. constitutes
a map with all required properties once τ = it is considered as a pure imaginary
variable.
We rst show that analytic continuations of the functions of interest are indeed
possible in the limit of continuous τ (! 0). With
(∂/∂τ2)
pU^(τ2, τ1) = (−H^(τ2))pU^(τ2, τ1),
(∂/∂τ1)
pU^(τ2, τ1) = U^(τ2, τ1)(H^(τ1))
p (7.1)
existing for all p, τ2 and τ1 the evolution operator U^(τ2, τ1) is analytic both in τ2 and
τ1. In turn, jψ(τ)g, fψ(τ)j and A^(τ) are analytic functions of τ . As an example, we
may represent jψ(τ)g as a Taylor series with real coecients an(ϕ), i.e. jψ(ϕ; τ)g =P1
n=0 an(ϕ)τ























One sees that the complex conjugation (6.9) is compatible with the analytic con-
tinuation of the real function jψ(τ)g for τ ! it. The descriptions in terms of the
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original real functions jψ(τ)g = jψs(τ)g + jψa(τ)g or the complex wave functions
jψ(it)g = jψs(it)g + jψa(it)g are completely equivalent { they are simply related to
a change of variables. We repeat, however, that the use of the complex structure
related to τ -reflection necessarily implies that τ must be purely imaginary. (Real
values for τ are not compatible with this complex structure and should be used
only in the language employed originally where all quantities are real. Obviously,
the meaning of the word \real" depends on the complex structure used to distin-
guish between real and imaginary numbers. In absence of a complex structure all
quantities are trivially \real".)
The complex multiplication of two functions jψ1(it)g and jψ2(it)g is equivalent
to the (real) multiplication of jψ1(τ)g and jψ2(τ)g in the original language
jψ3(τ)g = jψ1(τ)gjψ2(τ)g $ jψ3(it)g = jψ1(it)gjψ2(it)g (7.3)
This is a direct consequence of the compatibility of analytic continuation with the
product of two complex functions. The multiplication law (7.3) extends to matrix
products A^1(it)A^2(it) or U^(it2, it1)jψ(it1)g. In the following we will always use the
complex structure with the complex multiplication and adopt the notation
jψ(t) > jψ(it)g, < ψ(t)j  fψ(it)j = jψ(−it)g = jψ(t) >
U(t2, t1)  U^(it2, it1), A(M)(t)  A^(it) (7.4)
In other words, jψ(t) > is the analytic continuation of jψ(τ)g. In particular, for an
exponentially decreasing jψ(τ)g = e−Eτψ0 the state vector jψ(t) >= e−iEtψ0 is an
oscillatory complex function of t. We note that U is unitary
U y(t2, t1)U(t2, t1) = 1 (7.5)
and the time evolution conserves the norm of the complex state vector
< ψ(t)jjψ(t) >= fψ(τ)jjψ(τ)g = 1 (7.6)
8 Superposition of states and density matrices
A fundamental principle of quantum mechanics is the superposition of states. It
states that for two quantum states jψ(1)i and jψ(2)i the linear superposition jψi =
α1jψ(1)i + α2jψ(2)i is again a possible quantum state. (Proper normalization is
assumed.) Furthermore, for two density matrices ρ(1), ρ(2) the linear combination
ρ = w1ρ
(1) + w2ρ
(2), w1 + w2 = 1, is again a possible density matrix if it obeys the
appropriate positivity conditions. We will show that these properties arise naturally
in our context of incomplete statistical information.
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Let us consider two probability distributions p(1)[ϕ] = exp(−S(1)[ϕ], p(2)[ϕ] =
exp(−S(2)[ϕ]) which dier only outside the local range −τ < τ < τ , i.e.
S(i)[ϕ] = S
(i)
0 [ϕ] + S
(i)





0 [ϕ] = S
(2)






> [ϕ] 6= S(2)> [ϕ] , S(1)< [ϕ] 6= S(2)< [ϕ] (8.1)
Within the local range the two probability distributions correspond to the same
dynamics
H^(1)(τ) = H^(2)(τ), U^ (1)(τ) = U^ (2)(τ) (8.2)
whereas the states jψ(1)g and jψ(2)g dier. We will assume that both S(1) and
S(2) are invariant under the reflection symmetry. As far as local observables are
concerned the corresponding operators are the same for both situations. The only
dierence in the expectation values of observables between the two ensembles can
be traced back to dierent state vectors at some reference point τ0 or time t0. This
setting reflects precisely the situation for two dierent quantum mechanical states
jψ1(t0)i 6= jψ2(t0)i.
A superposition state corresponds to a new probability distribution given by
S[ϕ] = S0[ϕ] + S>[ϕ] + S<[ϕ] with
exp(−S>[ϕ]) = α1 exp(−S(1)> [ϕ]) + α2 exp(−S(2)> [ϕ]) (8.3)
Here the real coecients α1 and α2 have to obey the condition that exp(−S[ϕ]) is
positive semidenite for all ϕ and properly normalized. The denition (2.8) of the
states as functional integrals implies directly
jψ(τ)g = α1jψ(1)(τ)g+ α2jψ(2)(τ)g (8.4)
We observe that the superposition is compatible with the evolution such that for all
τ in the interval −τ < τ < τ one nds jψ(τ)g = α1jψ(1)(τ)g + α2jψ(2)(τ)g. In the
complex language this leads to the quantum mechanical superposition state
jψ(t)i = α1jψ(1)(t)i+ α2jψ(2)(t)i (8.5)
We conclude that quantum mechanical superposition arises directly from the con-
struction of the probability distribution (8.3). In particular, we emphasize the ap-
pearance of interference in the computation of expectation values of operators
hAi = hψjA(M)jψi = α21hψ(1)jA(M)jψ(1)i+ α22hψ(2)jA(M)jψ(2)i
+α1α2(hψ(1)jA(M)jψ(2)i+ hψ(2)jA(M)jψ(1)i) (8.6)
The interference terms  α1α2 are characteristic for \quantum statistics". In our
approach they are connected to the fact that the probability distribution correspond-
ing to (8.3) cannot be written as a sum of two probability distributions! We note
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that the linear structure of the Schro¨dinger equation and the quantum mechanical
time evolution arise directly from the basic construction. Nonlinear generalizations
of quantum mechanics would have to modify this structure.
In distinction to the construction (8.3) we can also consider linear combinations
of probability distributions
p[ϕ] = exp(−S[ϕ]) = w1 exp(−S(1)[ϕ]) + w2 exp(−S(2)[ϕ]) (8.7)
This alternative construction does not lead to interference and results in a linear





hAi = Tr(A^ρ) = w1Tr(A^ρ(1)) + w2Tr(A^ρ(2)) (8.9)
The density matrix ρ (8.8) is not anymore the density matrix corresponding to a
pure quantum mechanical state. In particular, the \pure state density matrices"
ρ(1), ρ(2) obey
Tr(ρ(i))2 = Tr(ρ(i)) = 1 (8.10)





= 1 + 2w1w2(Tr(ρ
(1)ρ(2))− Trρ(1)Trρ(2)) 6= 1. (8.11)
9 Quantum mechanics and time evolution
At this point many important ingredients of quantum mechanics have emerged in a
natural way from our problem of incomplete statistical information, provided that
the underlying probability distribution has certain locality properties and exhibits
a reflection symmetry. We have found a description in terms of normalized complex
state vectors jψ(t) > which depend on a real-time variable t. The time evolution is
given by the Schro¨dinger equation (cf. eq. (3.2)
i∂tjψ >= H^jψ > (9.1)
with a hermitean Hamilton operator (3.11). Expectation values of observables can
be computed from associated operators in the usual way, e.g.
< Q^2 >=< ψjQ^2jψ > (9.2)
These operators obey the usual commutation relations, e.g.
[Q^, P^ 2] = 2R^ , [Q^, R^] = −1 (9.3)
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where R^ plays the role of iP^ . We also have introduced a non-commutative product
between equivalence classes of local observables. It is closely related to the time
ordering of Heisenberg operators. As familiar in quantum mechanics we can equi-
valently use a Heisenberg or Schro¨dinger picture for the computation of the time
evolution of observables.
We have also seen the emergence of typical characteristics of quantum statis-
tics like the superposition of states and interference. The description of quantum
mechanical states and expectation values of observables within incomplete statis-
tics goes far beyond the vacuum state or thermal equilibrium. All this points to
the conclusion that it may well be possible to understand the mysteries of the ba-
sics of quantum mechanics within a formulation of a classical statistical problem
with innitely many degrees of freedom. The basic conceptual distinction between
quantum statistics and classical statistics disappears.
We feel, nevertheless, that at the present stage some insuciencies remain on our
way of understanding quantum mechanics from a classical statistical formulation.
One is a technical restriction, namely that our description of states as functional
integrals is restricted to those states jψ(t)i whose analytical continuation jψ(τ)g for
t = −iτ is a real function of τ . Similarly, we have so far dealt only with linear
superpositions α1jψ(1)i + α2jψ(2)i with real coecients αi. Formally, the extension
to complex coecients αi is straightforward, but the deeper motivation within in-
complete statistics remains obscure. This situation may be related to our second
important question concerning the role of time. Our denition of a complex struc-
ture within incomplete statistics allows the computation of expectation values of
time-dependent observables A(t) for a range of complex values of t. (The imaginary
part of t should be within the local region jτ j  τ introduced in the formulation
of our problem.) Although suggestive, it is not clear to us why our interpretation
of the real world concentrates on real values of t. In short: Why is time real? We
believe that a satisfactory answer to these questions will shed more light on the
basic origins of quantum mechanics and time.
Our approach to incomplete statistics can be extended in various directions.
First of all, incomplete statistical information does not necessarily occur in the form
of missing information outside a local range. For example, the incompleteness of the
information about the probability distribution can also concern the resolution within
a given local interval. This problem probably takes a direction which is qualitatively
very dierent from our development of quantum mechanics. One can also investigate
the consequences of abandoning certain of our assumptions. Without the reflection
symmetry θ we obtain a description which remains similar to quantum mechanics in
many aspects. The Hamilton operator H^ does not remain hermitean, however, and
the evolution operator U^ is not unitary any more. Without translation symmetry
in τ we expect to nd non-zero expectation values of antihermitean operators. We
have not explored what happens if the interactions go beyond next-neighbour inter-
actions. Finally, our approach can be extended to a collection of variables ϕa(τ).
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