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1 Introduction
Congestion -intuitively defined as production with negative marginal product- is
mainly mentioned as a theoretical curiosity in production theory. For instance,
when discussing average and marginal productivity the use of the qualification
“irrational” to certain of the so-called “stages of production” points to the low
probability attributed to congestion occurring in practice (e.g., Ferguson (1969,
66-79)). What seems often ignored is the theory-dependency of observations: to
detect a phenomenon, one must have a theoretical framework allowing to observe
it. While detailed theoretical studies defining several notions of congestion exist
for the single output case (see Fa¨re and Svensson (1980)), it is problematic that
there are currently no axiomatically founded production technologies to detect
all possible congestion phenomena in a multi-output context.
Prominent examples of congestion phenomena are probably traffic congestion
and agricultural output loss due to excessive use of fertilizers. Duranton and
Turner (2011) offer detailed evidence for a “fundamental law of road congestion”
covering a broad class of major US urban roads. Crop response models relating
crop yield to nutrients have widely documented limited substitution possibilities,
the existence of a maximum yield (plateau) where marginal product of inputs is
zero, and even a declining phase of crop yields (see the survey in Paris (2008)).1
While some forms of congestion appear in economics, this contribution pro-
vides an axiomatic foundation to reconstruct technologies capable to reveal “hy-
percongestion” (loosely described as a total loss of output when inputs are wasted
in certain critical combinations). Trivial examples of hypercongestion are the to-
tal destruction of a crop due to flooding following a thunderstorm (excess water
eventually combined with other climatological circumstances), or traffic jams
that temporarily destroy the whole throughput on an arc in a network resulting
1The latter phase is known as the toxic range of nutrients in soil science.
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in a zero traffic flow.
In applied production analysis, many functional forms cannot detect con-
gestion at all. E.g., the Cobb Douglas specification imposes positive marginal
productivity along the isoquant throughout input space. Furthermore, the com-
mon use of flexible functional forms created a practice of imposing curvature
globally, while monotonicity is only imposed locally (to maintain flexibility) or
not at all. Barnett (2002) describes and illustrates some of the available evi-
dence indicating that imposing curvature solely can actually induce violations of
monotonicity. Without the satisfaction of both curvature and monotonicity, the
standard second-order conditions for optimizing behavior fail and duality the-
ory breaks down. Apart from these flexible functional forms, to our knowledge
there is only the ray or weakly disposable production function -a generalization
of the variable elasticity of substitution function- that can identify congestion.
However, it has rarely been applied empirically.2
In nonparametric production theory multi-output ray and free disposable
technologies have been employed to distinguish between technical inefficiency,
understood as production below the production frontier, and congestion, inter-
preted as a particular severe form of technical inefficiency. Congestion occurs
when either additional inputs actually decrease outputs, or additional input
quantities of some input dimension necessitate the opportunity cost of some ad-
ditional other input dimensions to maintain current output levels (see Fa¨re and
Grosskopf (1983)). Thus, congestion implies an opportunity cost in either lost
output, or some losses in some other input dimensions to maintain current out-
put levels. The empirical analysis of technical efficiency along with productivity
has become quite popular recently (see, e.g., Henderson and Russell (2005) revis-
iting issues on international macroeconomic convergence). However, congestion
2The few empirical studies using this specification focused mainly on disembodied technical
change that widens productive factor combinations rather than detecting congestion.
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is often neglected in such studies, despite the fact that some studies indicate
it is the most important source of underperformance (e.g., Zhengfei and Oude
Lansink (2003)).
This contribution focuses upon a new axiom allowing to define more general
multi-output technologies capable of revealing the full range of congestion no-
tions defined in Fa¨re and Svensson (1980), including output prohibitive conges-
tion (a technical term denoting hypercongestion). This also requires generalizing
their mono-output definitions of congestion for the multi-output context. Since
it is important to be able to model all forms of congestion using axiomatically
founded technologies, this contribution fills a void in the multi-output literature.
We also look at the implications of these technologies for duality theory.
While duality between cost and input distance functions is traditionally estab-
lished imposing strong disposability of inputs (e.g., Jacobsen (1970) or Luen-
berger (1995)), also a weaker duality result between the cost function and the
ray (or weakly) disposable input distance function is available whereby some
(but not all) prices can be negative (e.g., Shephard (1974)). The main pur-
pose of this contribution is to establish a more general duality result based on a
limited disposability assumption. This research is driven by a triple motivation.
First, we consider the axiom of ray disposability of inputs intuitively un-
appealing, since it amounts to assuming that inputs can be disposed off along
a ray without any limitation. We suggest to replace this ray disposability as-
sumption with a weaker S-disposal assumption that essentially makes the strong
disposability assumption a limited rather than a global property. This is partly
inspired by Lau (1974, p. 182) who suggested looking for a local version of
strong disposability.3 In this view, since only variables with values within a
certain domain are relevant it suffices to maintain the monotonicity property
3Since the proposed S-disposal assumption limits the extent of strong disposability but does
not comply with any local notion in a mathematical sense, we opt for the adjective limited.
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within a prescribed domain as dictated by sample information. Therefore, the
S-disposal assumption can model more general forms of congestion (as defined
by Fa¨re and Svensson (1980)) than the ray disposability assumption, including
the case of limits on the ray disposal of inputs.
Second, given the well-known reasons for nonconvexities in production (e.g.,
indivisibilities, increasing returns to scale, externalities, . . . ), ideally one should
be able to model congestion for convex and nonconvex technologies alike. Rein-
forcing the previous argument, it is obvious that ray disposability is of little use
in nonconvex production models with indivisibilities.4 Furthermore, the impact
of nonconvexity on duality needs careful study. While already Jacobsen (1970)
and Shephard (1974) point out that the cost function is convex (nonconvex) in
the outputs under the assumption of a convex (nonconvex) technology, this re-
sult has been sharpened in Briec, Kerstens, and Vanden Eeckaut (2004). These
authors have shown that cost functions estimated on convex or nonconvex tech-
nologies only coincide in the constant returns to scale and single output case.
Unfortunately, the issue of convexity in dual relations is widely ignored (see Ku-
osmanen (2003) for an exception). This calls for the development of nonconvex
production technologies capable to model congestion, which is possible with the
S-disposal assumption.
Third, ray disposal models of joint production have gained some popularity
to explicitly model the trade-offs between good and bad outputs for the environ-
ment and to obtain shadow prices for these bads (see, e.g., Coggins and Swinton
(1996)).5 Since these shadow prices are a direct consequence of the underly-
4A criticism on convexity in production theory (and economics in general) based on the
importance of indivisibilities is developed in Scarf (1986). See also Hackman (2008).
5Murty, Russell, and Levkoff (2012) argue against this rather widespread use of ray dispos-
ability to model the relation between good and bad outputs. These authors explicitly combine
a standard technology with good inputs and outputs with a residual generating technology
which does not satisfy standard free disposal axioms. We ignore this particular application
area focusing on the relation between good and bad outputs and focus on modeling congestion
between good inputs and outputs instead.
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ing duality relations, the enlargement of possible congestion notions may also
have nonnegligible consequences in environmental modeling. If supported by the
data, stronger notions of congestion may lead to higher shadow prices for bads
than the ones hitherto obtained.6 This issue is important given some pressing
environmental challenges (e.g., global warming, fish stock decline, etc.).
This paper then proposes to model congestion using a new S-disposal assump-
tion that allows defining multi-output technologies enveloping the data tighter
than hitherto possible. The main reason for this methodological innovation is
to reveal any congestion in production processes compatible with a minimal set
of assumptions, in particular with or without convexity. This permits to model
the full range of congestion notions defined in Fa¨re and Svensson (1980) for the
multi-output case from first principles.
The basic tool employed to characterize multi-output technologies and to
detect all forms of congestion is the directional distance function. Being dual
to the profit function (Luenberger (1995)), it offers a general framework for eco-
nomic analysis. This function has proven a useful tool in micro-economic theory
as well as in applied production analysis (for example, it allows Chavas and
Kim (2007) to shed new light on economies of scope from a primal viewpoint).
However, in this contribution we need the directional distance function first and
foremost because of the flexibility of its directional vector allowing to “look”
for congestion in a precise and directed way. Given the theory-dependency of
observations, the flexibility of this theoretical framework allows detecting forms
of congestion that could hitherto not be observed using axiomatically founded
technologies. Already Zhengfei and Oude Lansink (2003) convincingly illustrate
how input congestion due to ray disposal of inputs is easier detected using some
sub-vector distance function instead of a traditional one.
6Since the acceptance/rejection of convexity may constitute a dividing line between eco-
nomics and ecology (e.g., Dasgupta and Ma¨hler (2003)), it remains to be seen how trade-offs
between good and bad outputs can be modeled without convexity.
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This paper unfolds as follows. Section 2 contains preliminary material on
technologies, their subsets and underlying axioms. It also presents the new dis-
posability axioms on technologies. Looking from a dual viewpoint, we focus on
the fact that negative relative prices are linked to the congestion notion. Section
3 develops the notion of input directional distance functions on congested tech-
nologies and establishes the main duality result between the input directional
distance function and a cost function allowing for negative prices. Furthermore,
we show how to detect a lack of S-disposal and contrast this to the more tradi-
tional ray-disposable technologies and the different notions of congestion these
technologies can reveal. We also outline a measure of congestion based upon the
directional distance function. Thereafter, we indicate how observed finite data
sets can or cannot be rationalized by a minimal technology compatible with S-
disposal. The latter nonparametric test for the S-disposal hypothesis focuses on
the cost function solely, thereby generalizing a well-known nonparametric test
result in Varian (1984) (i.e., the Weak Axiom of Cost Minimization (WACM)).
It is motivated by the conviction that empirical production analysis must build
upon minimal axioms.7 This is in line with the recent upsurge in nonparametric
models of consumption (e.g., Blundell (2005)), characteristics models (for in-
stance, Blow, Browning, and Crawford (2008), etc. A final section concludes,
discusses limitations, and offers directions for future research.
7Fuss, McFadden, and Mundlak (1978, p. 223) state: “Given the qualitative, nonparamet-
ric nature of the fundamental axioms, this suggests [ ] that the more relevant tests will be
nonparametric, rather than based on parametric functional forms, even very general ones.”
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2 Technology: Assumptions and Definitions
2.1 Technology Based upon Traditional Assumptions
We start by defining the notation used in this article. Let Rm+ be the nonnegative
Euclidean m-dimensional orthant; for x, u ∈ Rm+ we denote x ≤ u ⇐⇒ xi ≤ ui
∀i ∈ [m], where [m] denotes the set {1, . . . , m}.
A production technology transforming inputs x = (x1, . . . , xm) into outputs
y = (y1, . . . , yn) ∈ R
n
+ can be characterized by the input correspondence L :
Rn+ −→ 2
Rm+ where L(y) is the set of all input vectors that yield at least y:
L(y) = {x : x can produce y} , (2.1)
and 2R
m
+ the set of all subsets of Rm+ .
Throughout this paper, we assume the input correspondence satisfies the fol-
lowing regularity properties (see Hackman (2008), Jacobsen (1970), or McFadden
(1978)):
L1: ∀y ≥ 0 with y 6= 0: 0 6∈ L(y) and L(0) = Rm+ .
L2: ∀x ∈ Rm+ :
⋂
y∈Rn+
L(y) ∩ (x− Rm+ ) = ∅.
L3: L(y) is closed ∀y ∈ Rn+.
In addition to the axioms of no free lunch and the possibility of inaction (L1),
as well as the boundedness (L2) and closedness (L3) of the inputs set, there are
three other assumptions that we sometimes invoke on the input correspondence:
L4: L(y) is a convex set ∀y ∈ Rn+.
L5: If x ∈ L(y), then λx ∈ L(y), ∀λ ≥ 1.
L6: Let u ∈ Rm+ . If there exists a x ∈ L(y) with u ≥ x, then u ∈ L(y).
8
Assumption L4 postulates convexity of the input correspondence. This is useful
8Using negation, one can easily see that this formulation of free disposability is logically
equivalent with ∀x ∈ L(y) : u ≥ x⇒ u ∈ L(y), the latter being somewhat more common.
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to provide a dual interpretation through the cost function and in empirical ap-
plications of nonparametric technologies (e.g., Varian (1984)). Assumption L5
postulates ray (or weak) disposability of the inputs, while axiom L6 imposes the
more traditional assumption of strong (or free) disposal of inputs. A convex,
ray disposable technology satisfying L5 but failing L6 is congested in the sense
of Fa¨re and Grosskopf (1983).9 Note that L4 is not indispensable, since there
exist nonparametric nonconvex technologies solely based upon the free disposal
assumption L6 (e.g., Briec, Kerstens, and Vanden Eeckaut (2004)).10
To measure efficiency, it is convenient to distinguish between certain subsets
of the input set L(y). In particular, two subsets denoting production units on
the boundary prove useful. For all y ∈ Rn+, the efficient subset is defined by:
E(y) = {x ∈ L(y) : u ≤ x and u 6= x⇒ u 6∈ L(y)}. (2.2)
The weak efficient subset is written as:
W (y) = {x ∈ L(y) : u < x⇒ u 6∈ L(y)}. (2.3)
2.2 The New S-Disposal Assumption
2.2.1 Congestion, S-Disposability assumption and S-congestion
We start with a more precise definition of congestion. Transposing Fa¨re and
Svensson (1980) from the single to the multiple output case, Fa¨re and Grosskopf
(1983: 264) define monotone output-limitational (MOL) congestion as follows:
Definition 2.1. For all y ∈ Rn+, we say that the input set L(y) is MOL-congested
if for some x ∈ L(y), ∃u ≥ x such that u /∈ L(y).
9Kuosmanen (2005) shows that this traditional specification fails convexity, but that a
revised specification is convex.
10See also First, Hackman, and Passy (1993) and Hackman (2008) for alternative nonconvex
technologies.
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This means that a technology is MOL-congested if it fails the free disposal
assumption. For instance, a ray disposable technology is MOL-congested (Fa¨re
and Grosskopf (1983)).
We define the following notation used throughout this contribution. Let
I ⊂ [m], then
x ≤I u ⇐⇒


xi ≥ ui if i ∈ I
xi ≤ ui else
(2.4)
Moreover:
x < I u ⇐⇒


xi > ui if i ∈ I
xi < ui else
(2.5)
Of course, if −x ≤ I −u we denote x ≥I u.
We can now define a new disposability assumption for the inputs. Denote by
2[m] the set of all subsets of [m]. Remark that ∅ ∈ 2[m] by definition.
Definition 2.2. Let S ⊂ 2[m]. Let u ∈ Rm+ and y ∈ R
n
+. The input correspon-
dence L(y) satisfies the S-disposal assumption if the following holds true: if for
every I ∈ S there exists a xI ∈ L(y) with u ≥I xI , then u ∈ L(y).
Notice that if S = {∅}, then we retrieve the standard vector inequality and
the S-disposal assumption reduces to the standard free disposability assumption
which can be seen easily by comparison with axiom L6. This S-disposal as-
sumption is a kind of weakening of the usual strong or free disposal assumption.
A technology which fails the strong disposal assumption may satisfy S-disposal
assumption for a given S. Inversely, an S-disposable technology may violate the
standard free disposability assumption depending on S.
Definition 2.3. Let S ⊂ 2[m]. For all y ∈ Rn+, the input correspondence L(y)
satisfies a minimal S-disposability assumption if:
(a) L(y) satisfies the S-disposal assumption, and
(b) 6 ∃ S ′ ⊂ S with S ′ 6= S such that L(y) satisfies the S ′-disposal assumption.
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Basically, the free disposal assumption is limited by combining it with a par-
ticular partial reversion of free disposal. Another way of interpreting this new
definition is that we reformulate the traditional strong input disposability as-
sumption as a “local” (in the sense of limited) rather than a global property
(following the concerns expressed by Lau (1974)).
Under weak disposability assumptions, any given input vector can be ex-
panded along a ray through the origin. Consequently, there is no upper bound
to wasting inputs, which seems a rather implausible assumption. By contrast,
the more input dimensions are subjected to these particular, partial reversions of
free disposability defined by the S-disposal assumption, the more the traditional
free disposability assumption gets limited and thus weakened. Indeed, Defini-
tions 2.2 and 2.3 imply that the larger the collection S is the more difficult one
can dispose off inputs. In general, these definitions can account for cases where
there is a simultaneous lack of free disposability in all dimensions, but it is also
possible to define this lack independently in several dimensions. In conclusion,
the S-disposal assumption allows accounting for upper bounds to the wasting of
inputs that may well exist in certain data configurations.
Let us introduce the following convex cone:
KI = {x ∈ R
m : x ≥I 0} . (2.6)
By definition, the nonnegative Euclidean orthant can be expressed as follows:
K∅ = R
m
+ . (2.7)
Definitions 2.2 and 2.3 can be illustrated in Figures 1 to 3. In Figure 1,
the input correspondence satisfies the minimal S-disposal assumption with S =
{∅, {1}}. For an arbitrary u, if there is some x∅ that classically dominates u and
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some x{1} that “{1}-dominates” u, then u ∈ L(y). For a given configuration of
observations, this serves to construct an input set where wasting the first input
implies an additional opportunity cost in terms of the second input dimension.
However, the reverse dependency between input dimensions does not hold.
FIGURE 1 ABOUT HERE
In Figure 2, there is lack of disposability in x1 and x2, but not in both
dimensions simultaneously. Thus in this case, the input correspondence satisfies
minimal S-disposability with S = {∅, {1}, {2}}. By contrast, in Figure 3 we
show a potential example of the case S = {∅, {1}, {2}, {1, 2}}, which displays
a reverse dependency between all input dimensions. This leads to an input set
where the law of diminishing returns prevails in any input.11
FIGURES 2 AND 3 ABOUT HERE
Example 2.1. We consider the example proposed by Fa¨re and Jansson (1976,
p. 410). Suppose that m = 2 and n = 1 and let the technology be defined by:
T =
{
(x1, x2, y) ∈ R
3
+ : y ≤ φ(x1, x2)
}
,
where
φ(x1, x2) =


α[(1− δ)(x1 − β2x2)
−q
+ δ(x2 − β1x1)
−q]−1/q
if min{x1 − β2x2, x2 − β1x1} ≥ 0,
0 otherwise,
11The figure also reminds us about the possibility that there may be one or several bliss
points where production is maximal. However, to clearly discern such a case one would need
an approach also considering the output dimensions rather than just focusing on the input
dimensions alone.
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with the parameters restricted as α > 0, δ ∈]0, 1[, q ∈ [−1,+∞[, β1, β2 ∈
[0,+∞[, β1β2 < 1. Suppose that y > 0. Then, by definition:
L(y) =
{
(x1, x2) ∈ R
2
+ : φ(x1, x2) ≥ y
}
.
Consider the following cases:
(i) If α = 1, δ = 0.5, β1 = β2 = 0.2, q = 0.2, then for all y > 0 the input
set satisfies the S-disposal assumption with S =
{
∅, {1}, {2}
}
(see Fa¨re and
Jansson (1976, Figure 1 on p. 410)). However, it fails the S-disposal assumption
if either {1} or {2} does not belong to S.
(ii) If α = 1, δ = 0.5, β1 = 0.2 but β2 = 0, q = 0.2, then for all y > 0 the input
set satisfies the S-disposal assumption with S =
{
∅, {1}
}
(see Fa¨re and Jansson
(1976, Figure 2 on p. 411)). However, it fails the free disposal assumption. This
input set is freely disposable in the second input dimension, but it is congested
in the first input dimension. Hence, the technology satisfies the S-disposability
assumption with S = {∅, {1}}.
Example 2.2. Suppose that m = 2 and n = 1 and let the technology be defined
by:
T =
{
(x1, x2, y) ∈ R
3
+ : y ≤ αx1x2(x2
2 + β2)−1
}
,
where α and β are two positive parameters. Suppose that y > 0. Then, by
definition:
L(y) =
{
(x1, x2) ∈ R
2
+ : αx1x2(x2
2 + β2)−1 ≥ y
}
=
{
(x1, x2) ∈ R
2
+ : x1 ≥ yα
−1x2
−1(x2
2 + β2)
}
.
This input set is freely disposable in the first input dimension, but it is con-
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gested in the second input dimension. Hence, the technology satisfies the S-
disposability assumption with S = {∅, {2}}.
The previous examples might suggest that S-disposability can always be
imposed by carefully selecting the set S. Unfortunately, this is not the case
as can be seen, e.g., when considering an input set that is not path connected.
However, if the input set is convex, then S-disposability with S = 2[m] is always
satisfied as suggested by Figures 1, 2 and 3.
To study this new disposal assumption from a dual standpoint, we introduce
the cost function C : Rm × Rn+ −→ R ∪ {−∞,+∞} defined by:
C(p, y) =


inf
x
{p.x : x ∈ L(y)} if L(y) 6= ∅,
+∞ otherwise.
Notice that this definition allows to take into account negative prices which are
specifically linked to congested technologies.
The following proposition studies the properties of the S-disposal assumption.
Proposition 2.1. Let L be an input correspondence satisfying L1-L3. For all
y ∈ Rn+, if L(y) is nonempty then we have the following properties:
(a) Let S and S ′ be two collections of subsets of [m] such that S ⊂ S ′. If
L(y) satisfies the S-disposal assumption, then it also satisfies the S ′-disposal
assumption.
(b) L(y) satisfies the S-disposal assumption if and only if:
L(y) =
⋂
I∈S
(L(y) +KI) .
Part (a) states that if an input set satisfies S-disposal of a certain dimension-
ality, then the same technology is compatible with S ′-disposal for every set S ′
containing the initial collection S. Part (b) characterizes an S-disposal input
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correspondence in terms of an intersection of subsets constructed by means of
the cones (2.6).
Although this result may seem rather trivial, it actually turns out to be very
useful as an alternative for obtaining the input correspondence L(y). Indeed,
since no assumptions are made concerning convexity, this result also holds true
under nonconvexity. To give just one example of its application, result (b) can be
used for defining and reconstructing a nonconvex hull technology in an indirect
way. Figure 4 shows the nonconvex hull (solid line) and the convex hull (dashed
line) input correspondence of a set of observations with two inputs.
FIGURE 4 ABOUT HERE
The following proposition extends the results of Proposition 2.1 to a convex
input correspondence. In particular, we provide a dual characterization of the
S-disposability notion. But, before doing so, we first define the notion of J-
congested price.
Definition 2.4. Suppose that the input set satisfies the S-disposal assumption.
For all J ∈ S, we say that an input price p is J-congested if
p ∈ KJ ∩
(
Rm\
⋃
I∈S\{J}
KI
)
.
Example 2.3. To illustrate this definition, suppose that m = 2 and S =
{∅, {1}}. A price vector is then {1}-congested if
p ∈ K{1} ∩
(
R2\K∅
)
= (R− × R+) ∩
(
R2\R2+
)
.
Equivalently, p1 < 0 and p2 ≥ 0.
In general, if S = {∅, J}, a price is J-congested if pj < 0 for all j ∈ J and
pi ≥ 0 for all i /∈ J .
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Proposition 2.2. Let L be an input correspondence satisfying L1-L3. Moreover,
assume that L4 holds. For all y ∈ Rn+, if L(y) is nonempty then we have the
following properties:
(a) L(y) satisfies the S-disposal assumption if and only if
L(y) =
{
x ∈ Rm : p.x ≥ C(p, y), p ∈
⋃
I∈S
KI
}
.
(b) There exists a collection S that contains ∅ such that L(y) satisfies the min-
imal S-disposal assumption.
(c) Assume that L(y) satisfies the S-disposal assumption. The S-disposability of
L(y) is minimal, if and only if for all J ∈ S there exists some J-congested price
p such that C(p, y) > −∞.
Intuitively stated, a convex input set satisfying S-disposal can be enveloped by
a cost function for proper prices. More precisely, if one defines a minimal S-
disposal input set, then a support function can be defined with negative prices
corresponding to the subset of all congesting input dimensions. This result
constitutes the basis for the duality result developed in Section 3 below.
We are now ready to define a new, more general congestion notion:
Definition 2.5. Let L be an input correspondence and let S be a collection of
subsets in [m] that contains ∅. Let y ∈ Rn+. L(y) is said to be S-congested if it
is nonempty and fails the S-disposal assumption.
Definition 2.5 provides a strict definition of S-congestion by assuming that there
does not exist a stronger S-disposal assumption holding over the input corre-
spondence. In particular, this means that a S-congested technology is such that:
L(y) 6= L∅(y) = L(y) + R
m
+ . (2.8)
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This can be be viewed as a transposition of the earlier definition of MOL-
congestion in terms of S-disposability. This facilitates comparisons among con-
cepts.
The next result establishes a characterization of S-congested technologies.
Proposition 2.3. Let L be an input correspondence that satisfies L1-L3. Let
S be a collection of subsets in [m] that contains ∅. For all y ∈ Rn+, if L(y) is
nonempty then we have the following properties:
(a) Assume that L(y) is S-congested. For all S ′ ⊂ S with S ′ 6= ∅, L(y) is S ′-
congested.
(b) Assume that L(y) satisfies the minimal S-disposability assumption, then for
all S ′ ⊂ S with S ′ 6= S, L(y) is S ′-congested.
(c) Assume that L4 holds. L(y) is S-congested if and only if there exists J /∈ S,
and some J-congested price vector pJ such that C(pJ , y) > −∞.
Parts (a) and (b) of Proposition 2.3 state that if an input set is S-congested in
terms of a certain dimensionality, then the same technology is S ′-congested for
every proper subset S ′ of the initial collection S.
2.2.2 Boundaries and Bounds on S-congested Technologies
It remains an open question how to detect congestion from the structure of the
input correspondence. To answer this question, it is useful to introduce the
concept of a congestion frontier. Therefore, the following definition identifies a
subset that is not efficient, but that is a part of the boundary of a congested
input correspondence.
Definition 2.6. Let L be an input correspondence and let I ⊂ [m]. For all
y ∈ Rn+, we call the I-congested boundary the subset:
EI(y) = {x ∈ L(y) : u ≤I x and u 6= x⇒ u 6∈ L(y)}.
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We call the I-weakly congested boundary the subset:
WI(y) = {x ∈ L(y) : u < I x⇒ u 6∈ L(y)}.
Let S be a collection of subsets of [m]. We call the S-congested boundary and
weakly S-congested boundary, respectively,
ES(y) =
⋃
I∈S
EI(y) and WS(y) =
⋃
I∈S
WI(y).
Example 2.4. In Example 2.2, consider the curve defined by equation x1 =
yα−1x−12 (x2
2+β2). The minimum point of the curve is achieved at x2 = β. With
S = {∅, {2}}, we have E{2}(y) = W{2}(y) = {(yα
−1x−12 (x
2
2 + β
2), x2) : x2 ≥ β}
and E∅(y) = W∅(y) = {(yα
−1x−12 (x
2
2 + β
2), x2) : 0 ≤ x2 ≤ β}.
Proposition 2.4. Let L be an input correspondence satisfying L1-L3 and S be
a collection of subsets of [m] that contains ∅.
(a) The subset WS(y) is closed.
12
(b) The input set L(y) is S-congested if and only if there exists some J /∈ S such
that the subset EJ(y) is nonempty.
(c) The input set L(y) satisfies a minimal S-disposal assumption if and only if
for every J ∈ S the subset EJ(y) is nonempty.
(d) Assume that L4 holds. The input set L(y) is S-congested if and only if there
exists some J /∈ S, xJ ∈ WJ(y) and some J-congested price vector pJ such that
C(pJ , y) > −∞ and pJ .xJ = C(pJ , y).
In Propositions 2.2, 2.3 and 2.4 we have developed some connections between
the S-congestion concept and the cost function. Obviously, when the free dis-
posability assumption holds, then C(p, y) > −∞ ⇐⇒ p ≥ 0. However, the
12As pointed out by an anonymous referee, in general the efficient subset is not closed (see
for instance Arrow, Barankin, and Blackwell (1953))
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S-disposal assumption condition pJ ∈ KJ ∩
(
Rm\
⋃
I∈S\{J}KI
)
does not war-
rant that C(pJ , y) > −∞. In fact, to obtain a similar property on the cost
function, we introduce the S-bounded concepts. When the usual free dispos-
ability assumption holds, since L(y) ⊂ Rm+ , then the input correspondence is
∅-bounded.
Definition 2.7. Let L be an input correspondence and S be a collection of
subsets of [m] that contains ∅. For all y ∈ Rn+, the input set L(y) is S-bounded
if for all I ∈ S there exists some x¯I ≤I x, ∀x ∈ R
m
+ .
Obviously, an input set that satisfies the usual free disposal assumption is ∅-
bounded, with x¯∅ = 0. We show in Proposition 2.5 below that the above Defini-
tion 2.6 is of particular interest in the context of defining empirical specifications
(e.g., nonparametric) of technologies.
Proposition 2.5. Let L an input correspondence that satisfies L1-L3. Let S a
collection of subsets in [m] that contains ∅. For all y ∈ Rn+, if L(y) is nonempty
then we have the following properties:
(a) If L(y) is S-bounded and
⋃
I∈S I = [m], then L(y) is compact.
(b) If L(y) is S-bounded, then for every S ′ ⊂ S, with S ′ 6= S, it is S ′-congested.
(c) Assume that L4 holds, if L(y) is S-bounded, then there exists some J ∈ S
and a J-congested price pJ such that C(pJ , y) > −∞.
Part (b) of Proposition 2.5 states that if an input set is S-bounded in terms
of a certain dimensionality, then the same technology is S ′-congested for every
proper subset S ′ of the initial collection S. This explains why congestion is
so easily ignored. Assuming congestion is present in some dimensions of the
true technology, then if one does not specify a general enough model one may
miss detecting congestion in some of these dimensions. Thus, it is key to start
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by specifying a general model capturing any congestion present in all input
dimensions. If no congestion is found in all input dimensions, then one can look
for subsets of inputs suffering from congestion. But, if one starts with a specific
model for a subset of inputs, then one may miss detecting congestion in other
or all inputs. In the limit, if one is unwilling to impose a model capable to
capture congestion, then no congestion can appear at all. By analogy, one could
also say that if one looks for OP -congestion one may end up finding MOL-
congestion. But, when looking for MOL-congestion only, one is never able to
find any OP -congestion.
The following example shows how to compute a congested cost function.
Example 2.5. Consider the minimization problem
min
x
{
p1x1 + p2x2 : φ(x1, xy) ≥ y ≥ 0
}
,
defined from the technology introduced in Example 2.1 which is equivalent to
min
x
{
p1x1 + p2x2 : α[(1− δ)(x1 − β2x2)
−q + δ(x2 − β1x1)
−q]−1/q ≥ y,
min{x1 − β2x2, x2 − β1x1} ≥ 0
}
.
Denote u =

 1 −β2
−β1 1

 x. Then x = 11−β1β2

 1 β2
β1 1

 u. Consequently, the
minimization problem can be rewritten as
min
u
{ 1
1− β1β2
[(p1 + β1p2)u1 + (p2 + β2p1)u2] :
α[(1− δ)u−q1 + δu
−q
2 ]
−1/q ≥ y, u1, u2 ≥ 0
}
.
If p1+β1p2 > 0 and p2+β2p1 > 0, we obtain from the first order Karush-Kuhn-
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Tucker conditions the optimal solution
u¯1 =
y(1− δ)s(p2 + β2p1)
s
α[δs(p1 + β1p2)
s−1 + (1− δ)s(p2 + β2p1)
s−1]−
1
q
and
u¯2 =
yδs(p1 + β1p2)
s
α[δs(p1 + β1p2)
s−1 + (1− δ)s(p2 + β2p1)
s−1]−
1
q
,
with s = 1/(1 + q). Using the relation between x and u yields the solution x¯ of
the cost minimization problem. Notice that the conditions p1 + β1p2 > 0 and
p2 + β2p1 > 0 allow computing the cost function for possible nonpositive price
vectors.
Example 2.6. Consider Example 2.2 and 2.4 and assume that p1 > 0 and
p2 < 0. From the results above
C(p, y) = inf
x
{p.x : x ∈ W{2}(y)}.
Since p2 < 0, the constraint x2 ≥ β is not binding. Thus
C(p, y) = inf
x
{p1yα
−1x−12 (x2
2 + β2) + p2x2}.
We obtain the first order condition:
2p1yα
−1x2
2 + 2p2x2
2 − p1yα
−1(x2
2 + β2)− p2x2
2 = 0
leading to the optimal solution
x¯2 =
√
p1yα−1β
2
p1yα−1 + p2
and x¯1 = p1yα
−1x¯−12 (x¯
2
2 + β
2),
which yields the cost function.
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3 Duality between Technology and Cost Func-
tion Based on S-Disposability: A New Result
Luenberger (1992) introduced the so-called benefit function in consumer theory.
Chambers, Chung, and Fa¨re (1996) have transposed this measure in the context
of production theory by defining the input directional distance function. This in-
put directional distance function characterizes technology and provides a useful
tool in efficiency and productivity measurement because it generalizes the tradi-
tional input distance function and thus also the radial efficiency measure. This
input directional distance function is a special case of the directional distance
function that itself is dual to the profit function (see Luenberger (1995)). There-
fore, the use of directional distance functions offers the most general framework.
3.1 Directional Distance Function and Cost Function on
S-Congested Technologies: A Duality Result
The input directional distance function DL : R
m+n
+ ×R
m
+ −→ R∪ {−∞,+∞} is
defined by:
DL(x, y; g) = sup{δ : x− δg ∈ L(y)}. (3.1)
Note that g ∈ K∅ = R
m
+ in the definition above which holds for a technology
that satisfies the strong disposability assumption.
Following the traditional duality result result in Jacobsen (1970) or McFad-
den (1978) between cost function and input distance function, Luenberger (1992)
and Chambers, Chung, and Fa¨re (1996) have more recently developed formula-
tions in terms of cost function and input directional distance function. Thus,
one can state a duality result making a link between the input directional dis-
tance function and the cost function on an input set L(y) satisfying the strong
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disposability assumption.
Proposition 3.1. Let L be an input correspondence satisfying L1-L3 and L6.
Assume that g 6= 0 and let (x, y) ∈ Rm+n+ such that DL(x, y; g) > −∞. We have
the following properties:
(a) If L4 (convexity) holds:
DL(x, y; g) = inf
p
{
p.x− C(p, y) : p.g = 1, p ≥ 0
}
. (3.2)
(b) Let p be a nonnegative input price vector. Assuming that L4 holds, we have:
C(p, y) = inf
x
{p.x− p.gDL(x, y; g) : p ≥ 0}. (3.3)
Apart from this traditional duality relationship, a weaker duality result be-
tween the cost function and the ray (or weakly) disposable input distance func-
tion is available in the literature (e.g., Shephard (1974)) whereby some (but not
all) prices are allowed to be negative:13
Proposition 3.2. Let L be an input correspondence satisfying L1-L3 and L5.
Assume that g 6= 0 and let (x, y) ∈ Rm+n+ such that DL(x, y; g) > −∞. We have
the following properties:
(a) If L4 (convexity) holds, then:
DL(x, y; g) = inf
p
{p.x− C(p, y) : p.g = 1}. (3.4)
(b) Let p be an input price vector having some negative components. Assuming
that L4 holds, we have:
C(p, y) = inf
x
{p.x− p.gDL(x, y; g)}. (3.5)
13Also McFadden (1978: 60) anticipates the use of negative prices and maintains that duality
results can be preserved under these circumstances.
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This is an immediate consequence from the fact that a convex set is the inter-
section of its supporting hyperplanes.
Now, we extend the directional distance function and its properties to account
for input sets satisfying the S-disposal assumption combined with a possible
nonpositive direction vector g.
Proposition 3.3. Let L be an input correspondence satisfying L1-L3. Assume
moreover that L(y) satisfies the S-disposal assumption. Assume that g 6= 0 and
let (x, y) ∈ Rm+m+ such that DL(x, y; g) > −∞. We have the following properties:
(a) If L4 (convexity) holds, then:
DL(x, y; g) = inf
p
{
p.x− C(p, y) : p.g = 1, p ∈
⋃
I∈S
KI
}
. (3.6)
(b) Let p ∈ KI with I ∈ S be an input price vector having some negative compo-
nents. Assume that L4 holds, we have:
C(p, y) = inf
x
{
p.x− p.gDL(x, y; g) : x ∈ L(y)
}
. (3.7)
Property (a) extends the results by Luenberger (1992) and Chambers, Chung,
and Fa¨re (1996) in the context of an input correspondence that may fail both the
strong and the weak disposability assumptions. The converse results expressing
the cost function with respect to the directional distance function is stated in (b).
This duality result considerably weakens current duality results imposing strong
disposability (Proposition 3.1) and weak disposability (Proposition 3.2), which
allow some (but not all) prices to be negative. Otherwise stated, this proposition
shows that S-disposal of inputs is a necessary and sufficient condition for the
input directional distance function to characterize technology. This substantially
weakens the existing result on the importance of ray disposal in the inputs for
the traditional input distance function to characterize technology.
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This new duality result is illustrated in Figure 5 for the case S = {∅, {1}}.
Since the first input is clearly congested, it receives a negative price and the cost
function ends up having a positive rather than a negative slope.
FIGURE 5 ABOUT HERE
Notice that when modeling the trade-offs between good and bad outputs
for the environment, the S-disposal assumption may well lead to more negative
prices for the bads than the traditional ray disposal assumption currently em-
ployed in this literature. This may imply that current estimates for the economic
harm of bads are systematically underestimated.
In principle it is possible to relax the convexity assumption. Under noncon-
vexity, the duality result in Proposition 3.3 would only hold locally (similar to
the local duality result in, e.g., Briec, Kerstens, and Vanden Eeckaut (2004)).
However, under nonconvexity Proposition 3.2 would fail to hold, since ray dis-
posal seems to be of little use without convexity (see Introduction). Note again
that while the cost function is nondecreasing in the outputs, cost functions esti-
mated on convex (nonconvex) technologies are furthermore convex (nonconvex)
in the outputs (see Jacobsen (1970) or Shephard (1974)).
3.2 S-congested and Ray-disposability Congested Tech-
nologies: A Comparison
It should be clear by now that when the input set satisfies free disposal, then it
also satisfies S-disposal assumptions. But, the converse is not necessarily true.
The same applies to weak disposal assumptions: an input set satisfying weak
disposability assumptions also satisfies S-disposal assumptions, but the converse
need not be true.
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An input set that is weakly disposable can be employed to detect MOL-
congestion whereby increasing some inputs decreases outputs (or decreasing in-
puts increases outputs). An input set satisfying S-disposal assumptions can
also detect hypercongestion. This subsection clarifies the link between both
approaches to congestion modeling.
Proposition 2.2 has a direct implication for the ray disposability notion.
When technology is convex andMOL-congested (see Fa¨re and Grosskopf (1983)),
then there exists a collection S such that it satisfies a minimal S-disposal as-
sumption and one obtains negative marginal rates of substitution corresponding
to the lack of free disposability.
Proposition 3.4. Let L be an input correspondence satisfying L1-L4. For all
y ∈ Rn+, if L(y) satisfies L5, but not L6, then we have the following properties:
(a) There exists S that contains ∅ such that L(y) satisfies a minimal S-disposal
assumption.
(b) There exists S such that for every J ∈ S, there exists some input J-congested
price vector p such that C(p, y) > −∞.
Proposition 3.4 characterizes ray disposability in the inputs as a special case of
minimal S-disposability. Part (a) states that any weakly disposable technology
can be re-interpreted as an S-disposable technology, but not the converse. Part
(b) claims that a weakly disposable technology can always be characterized via
the support function of its input set. An input set is then ray disposable if there
exists a price vector containing some negative prices such that the cost function
is bounded.
This results is illustrated in Figure 6. A weakly disposable input set with
backward bending rays can also be reconstructed as an input set with S-disposal
in both inputs (just as the case S = {∅, {1}, {2}} depicted in Figure 2).
FIGURE 6 ABOUT HERE
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The following corollary establishes a link between S-congestion and the no-
tion of MOL-congestion as defined by Fa¨re and Grosskopf (1983).
Proposition 3.5. Let L be an input correspondence satisfying L1-L4. For all
y ∈ Rn+, if L(y) satisfies L5, but not L6, then we have the following properties:
(a) There exists S that contains ∅ such that L(y) is S-congested.
(b) There exists a collection S, J /∈ S and some J-congested price vector p such
that C(p, y) > −∞.
Thus, for any input set satisfying a certain ray disposal hypothesis, one can al-
ways find a corresponding S-congestion assumption that is compatible with the
data. Furthermore, the former input set can be reconstructed via a correspond-
ing cost function, just as it is the case for S-congested technologies.
In the following we show that S-congestion can be viewed as a more flexible
concept because it can model several forms of congestion as defined in Fa¨re and
Svensson (1980). Indeed, in addition toMOL-congestion it also allows to model
output prohibitive (OP ) congestion and all of its variations in general multi-
output technologies. Let J be a finite subset of [n]. In the following we denote
RJ+ = {y ∈ R
n
+ : yj = 0, ∀j /∈ J}. By definition, we have R
J
+ = R
n
+ ∩KJ , where
KJ is the convex cone of R
n constructed following equation (2.6).
Definition 3.1. For all y ∈ Rn+, an input set L(y) is OP -congested for the index
set J if for all y ∈ RJ+\{0} the input set L(y) is J-bounded.
This definition generalizes OP -congestion as defined for single-output technolo-
gies in Fa¨re and Svensson (1980) to the multiple output case.
The next result establishes that a ray disposable technology cannot satisfy
OP -congestion.
Proposition 3.6. Let L be an input correspondence satisfying L1-L4. For all
y ∈ Rn+, if L(y) satisfies L5, then the technology does not satisfy OP -congestion.
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By contrast, a S-congested technology may exhibit OP -congestion. This is
established in the next example.
Example 3.1. Suppose that m = n = 1 and that there exists a continuous
function φ : R+ ⇒ R+ such that T = {(x, y) ∈ R
2
+ : y ≤ φ(x)}. Suppose
moreover that: (a) there exists a unique maximum x∗ of φ, (b) limx→+∞ φ(x) =
0, and (c) φ(0) = 0. From (a), (b) and (c), this technology satisfies L1-L4
and is clearly OP -congested. Suppose that x, x′ ∈ L(y) and that u ≥ x and
u ≤ x′. Since there is a unique maximum and φ is continuous, we have φ(u) ≥ y.
Consequently, u ∈ L(y) and we conclude that L(y) satisfies a {∅, {1}}-disposal
assumption. Moreover, it fails the free disposal assumption (∅-disposal). Thus,
L(y) is ∅-congested.
One could easily extend this example to the multiple output case.
3.3 Directional Distance Function and Congestion Mea-
surement
We are now interested in making the link between special cases of the input
directional distance function introduced below and the congestion concept. To
study this relationship from the dual viewpoint we introduce the adjusted price
correspondence p : Rm+n+ × R
m
+ −→ 2
Rm due to Luenberger (1995) and defined
by:
p(x, y; g) = argmin
{
p.x− C(p, y) : p.g = 1, p ∈
⋃
I∈S
KI
}
. (3.8)
Notice that if the minimum is not achieved, then p(x, y; g) = ∅. For simplicity,
we introduce the following notation:
L∅(y) = L(y) +K∅ = L(y) + R
m
+ , (3.9)
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LI(y) = L(y) +KI , (3.10)
LS(y) =
⋂
I∈S
LI(y). (3.11)
Proposition 3.7. Let L be an input correspondence satisfying L1-L3. For all
y ∈ Rn+, we have the following properties:
(a) If L(y) is S-congested, then there is J /∈ S, gJ ∈ KJ and x ∈ WJ(y) such
that DLS(x, y; gJ) = 0.
(b) If L(y) satisfies a minimal S-disposal assumption, then for all J ∈ S, there
are gJ ∈ KJ and x ∈ WJ(y) such that DLS(x, y; gJ) = 0.
In the next proposition, the impact of adding convexity to axioms L1-L3 is
analyzed.
Proposition 3.8. Let L be an input correspondence satisfying L1-L4. For all
y ∈ Rn+, we have the following properties:
(a) L(y) is S-congested if and only if there exists J /∈ S and there are gJ ∈ KJ
and x ∈ L(y) such that p(x, y; gJ) ⊂ KJ .
(b) L(y) satisfies a minimal S-disposal assumption if and only if for all J ∈ S
there are gJ ∈ KJ and x ∈ L(y) such that p(x, y; gJ) ⊂ KJ .
(c) L(y) is S-congested if and only if there exists J /∈ S and some x ∈ L(y) such
that DL(x, y; gJ) < DLS(x, y; gJ).
(d) The S-disposal assumption is minimal if and only if for all J ∈ S and
x ∈ L(y): DL(x, y; gJ) < DLS(x, y; gJ).
Remark that the properties above hold for the general case of a direction vector
gJ possibly having some negative components. However, from a practical stand-
point the direction gJ should be chosen such that the corresponding directional
distance function value actually measures congestion and guarantees feasible so-
lutions. For this, we introduce the following appropriate direction vector and
corresponding congestion measure.
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Definition 3.2. Let L be an input correspondence. Assume that I ∈ S, where
S is a collection of subsets of [m]. Suppose that I 6= ∅ and let gI ∈ R
m be
a vector such that gI i ≤ 0 if i ∈ I and gI i = 0 otherwise. For a production
combination (x, y) ∈ T , we define the I-congestion measure in the direction gI
as DCI(x, y; gI) = DLI (x, y; gI).
Note that the congestion measure DCI(x, y; gI) evaluates eventual congestion
in a component wise way per subset of S. This can be illustrated with the help
of Figure 3 showing the case where the set S = {∅, {1}, {2}, {1, 2}}. This
implies that one can measure {1}-congestion in the horizontal direction, {2}-
congestion in the vertical direction, and {1, 2}-congestion into a proportional
direction towards the northeast upper bound of the input set at the back.
This discussion can be linked again to Proposition 2.5 to illustrate the theory-
dependency of empirical measurements and the need for a sufficiently general
model. Even if the empirical data configuration would allow to generate an
input set as depicted in Figure 3, it is straightforward to ignore the potential
severity of the congestion phenomenon. For instance, if one tries measuring
{1, 2}-congestion and the data corroborate this hypothesis, then one knows that
also some form of {1}- and {2}-congestion is present. By contrast, if one would
start out by measuring {1}-congestion ({2}-congestion) instead and finding it,
then nothing is implied about finding {2}-congestion ({1}-congestion) or {1, 2}-
congestion in the data. This explains why congestion may remain unnoticed:
even if congestion is initially present in some dimensions of the true technology,
then it is always possible to ignore measuring congestion in some of these dimen-
sions until eventually no congestion seems to appear at all. This may contribute
to explaining its neglect in applied production theory.
So far congestion is treated as a particular severe form of technical ineffi-
ciency. This fits into a traditional decomposition of static input-oriented inef-
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ficiency whereby congestion and technical inefficiency are analyzed first, then
eventually one evaluates inefficiencies related to returns to scale, and finally one
defines allocative efficiency as closing the gap between this engineering perspec-
tive (combining congestion, technical and scale inefficiencies) and some ideal
economic reference point (e.g, resulting from cost minimization). Obviously, one
could define the order of this static decomposition otherwise which, e.g., could
lead one to combine S-disposal with more specific returns to scale assumptions.14
3.4 Testing for Consistency with Cost Minimization
Suppose we are given some data on input-output vectors (xj , yj) and input prices
pj for all j ∈ J . Here we ask whether or not there exists a family of input sets
L(y) that can make sense of this observed behavior. It is possible to show that
the existence of negative prices involves congestion in the general sense defined
in this contribution. Following Varian (1984) we say that a family of input sets
L(y) c-rationalizes the data if xj is a solution of the program:
min
x
{
pj.x : x ∈ L(yj)
}
(3.12)
for all j ∈ J . Equivalently, a family of input sets L(y) c-rationalizes the data if
for all j ∈ J and all x ∈ L(yj):
pj .xj ≤ pj.x. (3.13)
Assume that the output set is one-dimensional (n = 1). The main difference
with Varian’s (1984) WACM is that here prices can be negative. This excludes
14See, e.g., Fa¨re and Grosskopf (2000) and McDonald (1996) who argue in favor and against
the above mentioned static decomposition respectively. Note that this whole issue is solely
based on economic tradition, not on any empirical evidence indicating what decision-makers
find relevant information.
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the strong disposal (or positive monotonic) property of the input set. Following
Varian (1984) we assume the family of input sets is nested by the following
assumption:
∀x ∈ L(y), 0 ≤ v ≤ y implies that x ∈ L(v). (3.14)
In the following, we denote
Ij =
{
i ∈ [m] : pji < 0
}
. (3.15)
The key idea of the following result is that if an input requirement set L(y)
c-rationalizes the data, then it necessarily satisfies a minimal S-disposal as-
sumption where
S =
⋃
j∈J
Ij . (3.16)
This also means that L(y) is S ′-congested for all S ′  S.
Proposition 3.9. The following conditions are equivalent:
(a) There exists a family of nested input sets L(y) that c-rationalizes the data.
(b) If yk ≥ yj, then pj .xk ≥ pj.xj for all j, k ∈ J .
(c) There exists a family of nontrivial closed, convex input sets that c-rationalizes
the data and that satisfies a minimal S-disposal assumption, where S =
⋃
j∈J Ij.
An immediate consequence is that negative prices imply congestion of the tech-
nology. Obviously, if all observed prices are nonnegative, then we have Ij = ∅
for j ∈ J and, because of S = ∅, we retrieve the Varian (1984) WACM result
as a special case.
Notice that in principle it is possible to relax the convexity assumption (e.g.,
as in Briec, Kerstens, and Vanden Eeckaut (2004)). Obviously, the same remarks
as the ones mentioned at the end of Subsection 3.1 apply.
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4 Conclusions
Starting from a limited version of the widespread strong disposal assumption
we define new technologies capable to model more general notions of conges-
tion. The new S-disposal assumption relaxes standard disposability concepts
(i.e., strong and ray disposability notions) by allowing a limited disposability
with respect to a more general class of orders that generate joint restrictions
on subsets of variables. In fact, the S-disposal assumption can be seen as an
attempt to re-interpret the traditional strong disposal axiom as a “local” (in the
sense of limited) instead of a global property (an issue already raised in Lau
(1974)). These new technologies lead to the formulation of a new duality result
between the input directional distance function and the cost function with pos-
sibly negative prices. This duality result is considerably weaker than the results
available in the current literature. Furthermore, it turns out that the S-disposal
assumption allows modeling more general forms of congestion as defined in Fa¨re
and Svensson (1980) compared to the ray disposal hypothesis. Indeed, apart
from monotone output limitational congestion that can also be represented by
ray disposable input sets, technologies with S-disposal of inputs can also model
output prohibitive congestion, which cannot be represented by ray disposable
input sets.
One main limitation is that we focus on congestion in the input space solely.
Therefore, we concentrate on the input directional distance functions and its
dual relation with the cost function to characterize congestion. Generalizations
to congestion phenomena in the outputs space or to the input and output space
are relatively straightforward, but are deferred to a later contribution. Note that
the use of the directional distance function allows for an easy extension of our
proposals to define congestion in the output space or in the input-output space.
Another limitation is that we ignore the consequences of relaxing the strong
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disposal assumption for general equilibrium theory. Indeed, it is rather well-
known that the free disposal assumption cannot be dropped or relaxed in any
way without risking that equilibria may fail to exist in nonconvex (e.g., increasing
returns to scale) economies (however, Chavas and Briec (2012) recently show that
the use of a similar directional distance function framework in fact facilitates the
analysis).
Straightforward extensions of this contribution are the development of em-
pirical production models capable to test the different disposability assumptions
(strong, weak, and S-disposal). Given the above generalization of the WACM
result in Varian (1984), especially the definition of nonparametric technologies
allowing for nonoptimizing behavior of a subset of observations should be rela-
tively easy. These new technology specifications allow testing whether traditional
assumptions like strong and weak disposal of inputs can be maintained against
the more general S-disposal assumption. This testing framework could then ex-
tend the battery of tests verifying various combinations of strong and weak input
disposability in both inputs and outputs in the literature. Furthermore, it could
be interesting to empirically assess what difference the S-disposal axiom makes
compared to the weak disposal hypothesis in terms of the shadow prices for bad
outputs when explicitly modeling trade-offs between good and bad outputs (e.g.,
along the lines of Coggins and Swinton (1996)).
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Figure 1: The case S = {∅, {1}} on an input set.
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Figure 2: The case S = {∅, {1}, {2}} on an input set.
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Figure 3: The case S = {∅, {1}, {2}, {1, 2}} on an input set.
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Figure 4: Convex and nonconvex input correspondence.
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Figure 5: Directional distance function and duality with I = {1} and S =
{∅, {1}}.
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Figure 6: Weakly disposable technologies and S-congestion.
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Appendix 1: Proofs of Propositions
Proof of Proposition 2.1: (a) Assume that S ⊂ S ′. Moreover, suppose that
L(y) satisfies the S-disposal assumption. Let u ∈ Rm+ . From Definition 2.2,
∀I ∈ S there exist xI ∈ L(y) with u ≥ xI , implies that u ∈ L(y). Suppose that
u ≥I xI for all I ∈ S
′. Then, we need to prove that u ∈ L(y). Since S ⊂ S ′,
I ∈ S =⇒ I ∈ S ′. This implies that u ≥I xI for all I ∈ S. Consequently,
since the S-disposal assumption holds, we deduce that u ∈ L(y). Therefore,
the S ′-disposal assumption holds, which ends the proof. (b) First, assume that
L(y) satisfies the S-disposal assumption. Let u ∈ Rm+ . By definition, ∀I ∈ S
there exist xI ∈ L(y) with u ≥ xI , implies that u ∈ L(y). Consequently,
∀I ∈ S : u ∈ L(y) +KI . Thus, u ∈
⋂
I∈S L(y)+KI and L(y) ⊂
⋂
I∈S L(y) +KI .
Conversely, assume that L(y) =
⋂
I∈S L(y) + KI . Further assume that for all
I ∈ S there exist xI ∈ L(y) with u ≥I xI , then u ∈ L(y) +KI . Consequently,
u ∈
⋂
I∈S L(y) +KI = L(y). Thus, L(y) satisfies the S-disposal assumption.✷
Proof of Proposition 2.2: (a) We have L(y) =
⋂
I∈S L(y) +KI . But, for any
I ∈ S, L(y) +KI =
⋂
p∈KI
{x ∈ Rm : p.x ≥ C(p, y)}. Consequently,
L(y) =
⋂
I∈S
( ⋂
p∈KI
{x ∈ Rm : p.x ≥ C(p, y)}
)
.
This subset can immediately be rewritten as:
L(y) =
{
x ∈ Rm : p.x ≥ C(p, y), p ∈
⋃
I∈S
KI
}
.
By using Proposition 2.1.b, this ends the proof. (b) Let 2[m] the set of the finite
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parts of [m]. Clearly, Rm =
⋃
I∈2[m] KI . But,
L(y) = {x ∈ Rm : p.x ≥ C(p, y), p ∈ Rm} .
Thus:
L(y) =
{
x ∈ Rm : p.x ≥ C(p, y), p ∈
⋃
I∈2[m]
KI
}
.
Now just take S =
⋃
I∈2[m] I and there exists a collection S such that L(y) sat-
isfies the S-disposal assumption. Thus, by contradiction and recurrence, it is
easy to state that there exists a collection such that the S-disposal assumption
is minimal. (c) We prove the first implication. If the S-disposal assumption
is minimal, then we have L(y) =
⋂
I∈S L(y) + KI . We can equivalently write:
L(y) =
⋂
I∈S\{J} L(y) + KI ∩ L(y) + KI . Assume that C(p, y) = −∞ for any
p ∈ KJ ∩
(
Rm\
⋃
I∈S\{J}KI
)
. This implies that for any x ∈ L(y), p.x > C(p, y).
Consequently, L(y) =
⋂
I∈S\{J} L(y) + KI . But, this contradicts that the S-
disposability of L(y) is minimal. By contradiction, we deduce that there exists
some p ∈ KJ ∩
(
Rm\
⋃
I∈S\{J}KI
)
such that C(p, y) > −∞. Now, let us show
the converse. Assume that the S-disposability of L(y) is not minimal. Then,
there exists S ′ and J such that S = S ′ ∪ J and such that L(y) satisfies the
S ′-disposal assumption. Thus, if L(y) satisfies the S-disposal assumption, then
L(y) =
⋂
I∈S′ L(y) + KI . But since J /∈ S
′, it follows that there exists some
J ∈ S such that if p ∈ KJ then C(p, y) = ∞. Thus, reversing the implication
yields the proof. ✷
Proof of Proposition 2.3: (a) From Proposition 2.1.a, if S ′ ⊂ S, then the
S ′-disposability assumption implies the S-disposability assumption. Thus, if
L(y) fails S-disposability assumption, then it also fails S ′-disposability assump-
tion, and this ends the proof. (b) If the S-disposability of L(y) is minimal,
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from Definition 2.2, for any S ′ ⊂ S with S 6= S ′, then L(y) fails the S ′-
disposability assumption and thus it is S ′-congested. (c) Let us prove the first
part of the equivalence. Assume that there does not exists some J /∈ S and
pJ ∈ KJ ∩
(
Rm\
⋃
I∈S\{J}KI
)
with C(pJ , y) > −∞. In such a case, since for
any x ∈ L(y) and I ∈ S given p ∈ KI we have C(p, y) = −∞, thus we can write
L(y) =
⋃
I∈S {x : p.x ≥ C(p, y), pI ∈ KI}. Thus, from Proposition 2.2, L(y) sat-
isfies the S-disposal assumption and is not S-congested. By contradiction, the
first implication is stated. Let us show the converse. If there exists J /∈ S, and
some price vector pJ ∈ KJ ∩
(
Rm\
⋃
I∈S\{J}KI
)
such that C(pJ , y) > −∞, then
it is obvious that L(y) 6=
⋂
I∈S L(y) + KI . Thus, L(y) fails the S-disposability
assumption and L(y) is S-congested. ✷
Proof of Proposition 2.4: (a) The usual proof to show that the traditional
weak efficient subset is closed can straightforwardly be transposed. (b) If the
subset EJ(y) is nonempty, then clearly L(y) 6=
⋂
J∈S L(y) + KJ and thus L(y)
is S-congested. Conversely, if L(y) is S-congested, then there exists some J ∈ S
and some x ∈ L(y) such that u ≤J x implies u /∈ L(y). Thus, x is J-efficient,
and EJ(y) is nonempty. (c) is similar by way of Proposition 2.2.c. (d) and (e)
are respectively consequences of Proposition 2.3.c and Proposition 2.2.c.✷
Proof of Proposition 2.5: (a) Let x ∈ L(y). By hypothesis, for any I ∈ S
there is some x¯I such that for all x ∈ L(y) and all i ∈ I xi ≤ x¯I,i. Since we
suppose that
⋃
I∈S I = [m], for any k ∈ [m] there is some Ik such that xk ≤ x¯Ik,k.
Since this property holds for any x ∈ L(y), L(y) is bounded. (b) If L(y) is S-
bounded, then it is easy to show that there exists I /∈ S, such that EI(y) is
nonempty. Consequently, from Proposition 2.4.d, L(y) is S-congested. (c) From
(b), since L(y) is S-bounded for any I ∈ S, EI(y) is nonempty. Since for any
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I ∈ S, EI(y) ⊂ WI(y), it follows that WI(y) is nonempty. But from (b) L(y)
is S-congested, it follows that from Proposition 2.3.c, there exists some J ∈ S
and some price vector pJ ∈ KJ ∩
(
Rm\
⋃
I∈S\{J}KI
)
such that C(pJ , y) > −∞.
Clearly, since pJ ∈ KJ ∩
(
Rm\
⋃
I∈S\{J}KI
)
, the cost function is achieved by
some x ∈ WJ(y), and this terminates the proof. ✷
Proof of Proposition 3.2: From Luenberger (1992) and Chambers, Chung
and Fa¨re (1996) the proof of (a) and (b) is immediate using the fact that L(y)
is convex which implies that:
L(y) = {x ∈ Rm : p.x ≥ C(p, y), p ∈ Rm}
=
⋂
p∈Rm
{x ∈ Rm : p.x ≥ C(p, y)}. ✷
Proof of Proposition 3.3: (a) We have DL(x, y; g) = inf{δ : x − δg ∈
Rm\L(y)}. But from Proposition 2.2.a:
L(y) =
{
x ∈ Rm : p.x ≥ C(p, y), p ∈
⋃
I∈S
KI
}
=
⋂
p∈
⋃
I∈S KI
{x ∈ Rm : p.x ≥ C(p, y)}.
Thus:
Rm\L(y) =
⋃
p∈
⋃
I∈S KI
Rm\{x ∈ Rm : p.x ≥ C(p, y)}
=
⋃
p∈
⋃
I∈S KI
{x ∈ Rm : p.x < C(p, y)}.
Let us denote:
δp = inf{δ : p.(x− δg) < C(p, y)}.
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Now, we have the equality:
DL(x, y; g) = inf{δ : x− δg ∈ R
m\L(y)}
= inf
p∈
⋃
I∈S KI
inf
δ
{δ : p.(x− δg) < C(p, y)}
= inf
p∈
⋃
I∈S KI
δp.
If p.g 6= 0, then an elementary calculus yields:
δp =
p.x− C(p, y)
p.g
.
Moreover, if p.g = 0, then:
δp =


+∞ if p.x ≥ C(p, y)
−∞ if p.x < C(p, y).
However, since by hypothesis DL(x, y; g) > −∞, there is some δ ∈ R such that
x − δg ∈ L(y). Thus, for all price vectors p, we have δp > −∞ and the second
case is excluded. Consequently, we deduce that:
inf
p∈
⋃
I∈S KI
δp = inf
p∈
⋃
I∈S KI
{
p.x− C(p, y)
p.g
: p.g 6= 0
}
.
Hence, we deduce that: DL(x, y; g) = infp∈
⋃
I∈S KI
{
p.x−C(p,y)
p.g
: p.g 6= 0
}
which
yields the result, under a suitable normalization. (b) can be obtained in a way
similar to Luenberger (1992). ✷
Proof of Proposition 3.4: (a) Since L(y) is convex, from Proposition 2.2.b,
the result is immediate. (b) follows from (a). ✷
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Proof of Proposition 3.5: The proof is derived from Proposition 2.3. (a) Since
L(y) is convex, from Proposition 2.3.b, the result is immediate. (b) follows from
(a). ✷
Proof of Proposition 3.6: Let us consider y 6= 0 such that L(y) 6= ∅. In
such a case there exists x ∈ L(y) such that x 6= 0. From the weak disposal
assumption, we have {tx : t ≥ 1} ⊂ L(y). However, the subset {tx : t ≥ 1} is
not bounded. Consequently, L(y) is not bounded. Therefore, the technology is
not OP -congested for all J ⊂ [n]. ✷
Proof of Proposition 3.7 : (a) is a straightforward consequence of Proposition
2.2.c. Similarly, (b) follows from Proposition 2.2.c. ✷
Proof of Proposition 3.8 : (a) follows from Proposition 3.7.a and from the
duality result in Proposition 2.2.b. Similarly, (b) follows from Proposition 3.7.b
and from the duality result in Proposition 2.2.b. (c) If L(y) is S-congested,
then it fails the S-disposal assumption. Consequently, there exists J /∈ S such
that LJ(y) = L(y) + KJ 6= L(y). Thus, there exists xˆ ∈ LJ(y)\L(y). Let δˆ =
argmax{δ : xˆ− δgJ ∈ L(y)}. Obviously, δˆ < 0. Thus, DLJ
(
xˆ − δˆgJ , y; gJ
)
> 0.
Since DL
(
xˆ − δˆgJ , y; gJ
)
= 0, (c) is obtained. (d) The property is obtained fol-
lowing a similar way. ✷
Proof of Proposition 3.9: (a) =⇒ (b) is established in Varian (1984). Let us
prove that (b) =⇒ (c). Define L(y) as the smallest convex subset satisfying the
S-disposal assumption and containing all the xj such that yj ≥ y. Namely, if
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A(y) = {xj : yj ≥ y, j ∈ J}, then we have:
L(y) =
⋂
j∈J
Co
(
A(y)
)
+KIj .
If there are no yj ≥ y, then let L(y) = ∅. Since Co
(
A(y)
)
+ KIj is a convex
polytope, L(y) is a convex polytope. However, it is easy to see that L(y) =⋂
j∈J L(y)+KIj . Consequently, from Proposition 2.1, L(y) satisfies an S-disposal
assumption where S = {I1, . . . , I|J |}. Moreover, since A(y) is a finite subset for
all k ∈ [m] such that Ik 6= ∅, we have
⋂
j 6=k
Co
(
A(y)
)
+KIj !
⋂
j
Co
(
A(y)
)
+KIj .
Consequently, L(y) satisfies a minimal S-disposal assumption. Let us prove that
L(y) rationalizes the data. Since L(yj) is a convex polytope we only need to
demonstrate this for the vertices of L(yj). But, the vertices of L(yj) are some
subset of A(yj). Since all the xk’s in A(yj) satisfy the relevant condition by
condition (b) we deduce that L(y) rationalizes the data. Finally, by construction
L(y) is closed, convex and nested. The last implication (c) =⇒ (a) is obvious
since (c) is stronger than (a). ✷
Appendix 2: Empirical Illustration
Nonparametric Technologies
As indicated earlier, one has to start from a technology allowing for some form
of congestion so as to be able to detect it. Examples of such technologies are
the CH (A2.2) and the WD (A2.1) technologies.
Let us consider a set of J observations A = {(x1, y1) , . . . , (xJ , yJ)} ∈ R
n+m
+ .
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Nonparametric specifications of technology can be estimated by enveloping these
observations while maintaining some basic production axioms (see Hackman
(2008) or Ray (2004)).
First, we define a weak disposable technology under variable returns to scale
(VRS). Under weak input disposal and strong output disposal (WD), a VRS
technology is defined as:
L(y)wd−vrs =
{
x : x =
J∑
j=1
µzjxj , y ≤
J∑
j=1
zjyj,
J∑
j=1
zj = 1, µ ≥ 1, z ≥ 0
}
.
(A2.1)
From activity analysis, z is the vector of activity variables that indicates the
intensity at which a particular activity is employed in constructing the reference
technology. Note that the equalities on the input dimensions along wit the fact
that the combinations of inputs defining the technology can be scaled up by
the scalar µ implement weak disposal. Finally, to fully illustrate the notion of
S-disposal we define a simple convex hull (CH) VRS technology that envelops
all observations in the inputs as follows:
L(y)ch−vrs =
{
x : x =
J∑
j=1
zjxj , y ≤
J∑
j=1
zjyj,
J∑
j=1
zj = 1, z ≥ 0
}
. (A2.2)
The latter technology is based upon the one defined in Charnes, Cooper, Golany,
Seiford, and Stutz (1985), but it is fair to say that is has hardly ever been used
in the economic literature (in contrast to the operations research literature).15
Note that it is not straightforward to transform (A2.2) into a nonconvex hull
(NCH) technology if one wishes to dispense with the convexity assumption.
15Note that strong disposability in the outputs is assumed, to have (A2.2) in line with the
general notion of an input correspondence stating that it is the set of all input vectors yielding
at least the output vector y. However, even if the inequality is replaced by an equality and
the notion of input correspondence is adjusted to allow for this case, similar computations as
the ones reported here can be made.
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Empirical Results
We now perform the congestion computations on the data set provided in Fa¨re,
Grosskopf, Logan, and Lovell (1985) containing the input-output combinations
of 32 electrical electric power generating plants.16 The single output is electricity
generated (expressed in 106 Kilowatt Hours). The three inputs are: capital (in
Megawatt capacity), fuel (in 1010 BTU), and labor (in average annual employ-
ees).
Assuming a CH VRS technology (A2.2), any input correspondence L(y) sat-
isfies minimal S-disposability with
S = {∅, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}.
When assuming only WD, L(y) satisfies minimal Swd-disposability with Swd =
S \ {{1, 2, 3}} because of the unboundedness. Therefore, meaningful {1}-, {2}-,
{3}-, {1, 2}-, {1, 3}-, {2, 3}- and {1, 2, 3}-congestion measures can be computed,
but the latter only in the case of the CH technology.
When using again a position dependent projection scheme as described be-
fore, we obtain the congestion results for all power plants reported in Table 1.
The columns represented with a normal font provide the congestion values based
on the CH technology, while the columns in italics give the amount one has to
add to the CH congestion values to obtain the congestion measures based on
a WD technology. The bottom lines contain some basic descriptive statistics.
Note that contrary to the numerical example, the output is not set to a single
value for all observations: instead, the actual output level of each individual
observation is used.
TABLE 1 ABOUT HERE
16See their Table 8-1 on pp. 201-202.
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Starting with some basic descriptive statistics at the sample level, the follow-
ing conclusions can be drawn. First, in the single input dimensions {1}, {2} and
{3} there are 14, 8 and 10 observations that are situated on the upper bound of
technology. In the twin input dimensions {1, 2}, {1, 3} and {2, 3} there are 10,
11 and 7 observations on the upper bound. Finally, for the triplet dimensions
{1, 2, 3} only 1 observation is situated on the upper bound. Comparing the CH
technology versus the WD technology results, the majority of observations adds
nothing to the CH results. Second, from the differences reported in italics in
Table 1, one can observe that the WD results are all greater than or equal to the
CH results, except for the {3}-congestion measure of the unique unit 2. Thus,
the CH seems to provide an almost uniformly better fit to the data compared
to the WD results. Third, for all observations not situated on the upper bound
of technology, in the single input dimensions {1}, {2} and {3} the inputs can
on average be proportionally increased between 24 and 31 % before reaching
the upper bound. In the twin input dimensions {1, 2}, {1, 3} and {2, 3}, these
percentages amount on average between 21 and 54 %. For the triplet dimensions
{1, 2, 3}, this percentage increase even becomes a staggering 292 %.
To further illustrate the interpretation of the congestion results, we focus on
some specific observations. Starting with unit 14 and the CH based computa-
tions, a {1}-congestion of 0.5097 is observed meaning that the first input can
be increased with 0.5097 times its actual input before a negative effect on the
output can be expected while keeping the other inputs at their initial level. Put
differently, the first input can be multiplied with a factor 1 + 0.5097 = 1.5097
before congestion occurs. Analogously, the {1, 2}-congestion of 0.5814 indicates
that 0.5814 times the current values of the first two inputs can be added be-
fore congestion occurs. Expressed in terms of proportionality this means that
the current values of the first two inputs can be multiplied with a factor 1.5814
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before effects on the output can be expected. Note that the {1, 2, 3}-congestion
measure of unit 14 equals 1.9811 meaning that all inputs can be multiplied si-
multaneously with a factor 2.9811 before congestion is expected.
From Table 1, it becomes clear that congestion depends on the direction in
which it is measured. Again observing the CH results for unit 14, one observes
that congestion is much less of an issue when all inputs are simultaneously in-
creased proportionally rather than when only the second and the third input is
increased proportionally (since 1.9811 > 0.0630). An even more drastic result
is observed for unit 32. For this unit, congestion is detected for all three inputs
separately (value of 0). However, the {1, 2, 3}-congestion measure equals 8.8750
meaning that all three inputs can be increased simultaneously with 8.8750 times
their initial value before congestion is observed. To understand this somewhat
strange behavior, observe the location of unit 32 compared to the input corre-
spondence L(778.5) when assuming a CH technology in Figure 7. Note that the
output level of unit 32 equals 778.5. This unit is located at the lower left side
near the origin located at boundary of L(778.5). Therefore, it is impossible to
stay within L(778.5) when only increasing one of the inputs. However, when all
inputs are increased simultaneously, the input combination can move up towards
unit 1 while remaining in the input correspondence L(778.5).
FIGURE 7 ABOUT HERE
From the congestion computations of unit 1, one observes congestion for all
inputs and all possible combinations of inputs. This unit actually produces the
highest possible output and is therefore efficient. However, since no information
is available regarding possibly even higher output levels (assuming all informa-
tion is provided in the original data), also congestion is registered for this unit.
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Figure 7: Input correspondence of a CH technology in the inputs of empirical
data with minimal output set to 700
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Unit {1} {1} {2} {2} {3} {3} {1, 2} {1 , 2} {1, 3} {1 , 3} {2, 3} {2 , 3} {1, 2, 3}
1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 0.0000 0.0000 0.0000 0.0000 0.1967 -0.0084 0.0000 0.0000 0.1961 0.0000 0.0000 0.0221 0.2964
3 0.0000 0.0000 0.0788 0.0484 0.3741 0.0000 0.0000 0.0000 0.0000 0.0000 0.2100 0.2289 0.5203
4 0.0000 0.0000 0.2081 0.2620 0.0000 0.0000 0.1959 0.1662 0.0000 0.0000 0.0783 0.0211 0.5266
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.9652
6 0.0000 0.0000 0.0504 0.0291 0.7555 0.0000 0.0000 0.0000 0.1065 0.0000 0.2877 0.3825 1.0386
7 0.0932 0.0000 0.3640 0.3938 0.1082 0.0001 0.4790 0.1788 0.0695 0.0000 0.0699 0.0427 0.9506
8 0.0000 0.0000 0.4481 0.4435 0.1307 0.0295 0.2894 0.1469 0.0000 0.0000 0.1807 0.1279 0.8810
9 0.3733 0.0000 0.0000 0.0000 0.4844 0.0143 0.0000 0.0000 0.8875 0.0022 0.0883 0.0000 1.3672
10 0.0000 0.0000 0.0838 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.5461 0.0382 2.0013
11 0.0000 0.0000 0.0000 0.0000 0.3638 0.0000 0.0000 0.0000 0.4130 0.0000 0.0611 0.0000 2.0521
12 0.0113 0.0000 0.1281 0.0000 0.9238 0.0000 0.0116 0.0001 0.0497 0.0000 0.5650 0.1013 1.9858
13 0.1117 0.0000 0.6478 0.1598 0.0476 0.0052 0.8913 0.2048 0.0362 0.0019 0.0293 0.1049 1.1351
14 0.5097 0.0000 0.3252 0.0000 0.1384 0.0205 0.5814 0.1007 0.4271 0.0000 0.0630 0.0414 1.9811
15 0.4560 0.0000 0.4024 0.0000 0.2760 0.0269 0.5199 0.0548 0.4123 0.0000 0.1426 0.0723 2.1026
16 0.2923 0.0000 0.5069 0.0000 0.5097 0.0219 0.5171 0.0114 0.2887 0.0000 0.2844 0.0696 2.7094
17 0.5826 0.0000 0.1456 0.0000 0.5405 0.0000 0.2058 0.0000 0.5783 0.0000 0.1899 0.0017 3.0477
18 0.8088 0.0092 0.1934 0.0000 0.2632 0.0000 0.6351 0.0000 0.6500 0.0146 0.0734 0.0391 3.3542
19 0.9604 0.0080 0.0719 0.0000 0.3011 0.0000 0.3640 0.0000 0.8681 0.0058 0.0681 0.0039 3.5833
20 0.1446 0.0000 0.8671 0.0000 0.6031 0.0599 0.7012 0.0622 0.1130 0.0000 0.4097 0.1223 3.0000
21 0.3607 0.0000 0.5872 0.0000 0.6672 0.0000 0.6914 0.0008 0.3111 0.0000 0.3329 0.0896 3.6471
22 0.0000 0.0000 0.8531 0.0000 0.0000 0.0000 1.8752 0.2399 0.0000 0.0000 0.0000 0.0000 1.6333
23 0.7037 0.0000 0.2017 0.0000 0.1736 0.0000 0.8565 0.0000 0.6529 0.0019 0.0879 0.0263 4.7455
24 0.5354 0.0000 0.4474 0.0000 0.0000 0.0000 1.7743 0.0182 0.2046 0.0000 0.0000 0.0000 2.9012
25 0.1127 0.0071 1.1479 0.0000 0.3258 0.0000 0.9355 0.1955 0.0022 0.0172 0.4249 0.1684 3.2133
26 0.1272 0.0000 0.9954 0.0000 0.0000 0.0000 1.6574 0.2087 0.0000 0.0000 0.1479 0.0328 2.8072
27 0.0000 0.0000 0.0000 0.0000 1.1938 0.0000 0.0000 0.0000 0.9559 0.0107 0.1663 0.0000 6.6660
28 0.0000 0.0000 0.3405 0.0000 0.0000 0.0000 1.3376 0.0000 0.0000 0.0000 0.1223 0.0324 5.3200
29 0.9239 0.0171 0.1367 0.0000 0.8668 0.0158 0.3219 0.0000 0.7750 0.0200 0.2608 0.0000 7.4850
30 0.6643 0.0000 0.0670 0.0000 0.0000 0.0000 1.3879 0.0000 0.1757 0.0000 0.0000 0.0000 6.1818
31 0.0000 0.0000 0.0000 0.0000 0.7319 0.0000 0.0000 0.0000 0.0000 0.0000 1.7216 0.0350 6.6042
32 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.1192 0.0000 0.0000 0.0000 0.0000 0.0000 8.8750
# 0 Obs. 14 28 8 26 10 22 10 18 11 24 7 10 1
Avg. 0.2429 0.0013 0.2906 0.0418 0.3117 0.0058 0.5421 0.0497 0.2554 0.0023 0.2066 0.0564 2.9243
St.Dev. 0.3061 0.0037 0.3176 0.1109 0.3238 0.0132 0.5661 0.0793 0.3061 0.0053 0.3137 0.0805 2.2258
Max. 0.9604 0.0171 1.1479 0.4435 1.1938 0.0599 1.8752 0.2399 0.9559 0.0200 1.7216 0.3825 8.8750
Table 1: Empirical Example: S-congestion results from a CH technology and proportional projections (normal) and differences
with S-congestion results from a WD technology (italics)
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