We start by constructing a theory for uniform layered domains and divisibly closed uniform 1-semifields, as first introduced in [1] .
Note 2.0.5. Throughout the rest of this paper, as we deal only with uniform layered domains, we usually omit the use of the word 'uniform'.
The main idea of our construction is to view a layered domain as a set theoretic cartesian product of two sets. The first is the 'fiber' of G values obtained by the restriction to the unit layer 1 L of L, while the second is the layers 'fiber' obtained by the restriction to the unit 1 G of G. The operations of the layered domain induce (essentially different) operations on these subsets to form a pair of semiring structures. The nice things about these resulting semirings is that they can be used to reconstruct the original uniform domain. We use this property by defining a pair of projections, π 1 and π 2 , one for each of these special semirings. Through these projections, we introduce the axioms defining the uniform layered domain, by defining them on these special sets. The main advantage in this construction is that it keeps most of the axioms in universal form which in turn, are much easier to work with in model theory.
Before we start our construction and throughout the rest of this paper, we will introduce relevant model theoretic concepts before using them. ∀x∀y∀z π 1 (x) + (π 1 (y) + π 1 (z)) = (π 1 (x) + π 1 (y)) + π 1 (z) ∀x∀y π 2 (x) + π 2 (y) = π 2 (y) + π 2 (x) ∀x∀y∀z π 2 (x) + (π 2 (y) + π 2 (z)) = (π 2 (x) + π 2 (y)) + π 2 (z) π 1 (1) = π 2 (1) = 1 π 1 (0) = 0 π 2 (0) = 1 ∃x ((π 1 (x) = 0) ∧ (π 1 (x) = 1)) (0.1) ∀x∀y (x < y) ↔ (π 1 (x) < π 1 (y))
∀x∀y∀z (π 1 (x) < π 1 (y)) ∧ (π 1 (y) < π 1 (z)) → π 1 (x) < π 1 (z)
∀x∀y (π 1 (x) < π 1 (y) ∨ π 1 (x) = π 1 (y) ∨ π 1 (y) < π 1 (x)) ∀x ¬(π 2 (x) < π 2 (x)) ∀x∀y∀z (π 2 (x) < π 2 (y)) ∧ (π 2 (y) < π 2 (z)) → π 2 (x) < π 2 (z)
∀x∀y (π 2 (x) < π 2 (y) ∨ π 2 (x) = π 2 (y) ∨ π 2 (y) < π 2 (x))
Note 2.0.9. The use of the unary function symbols allows us to model the different behavior of the value monoid and layering (cancellative) semiring † with respect to the binary functions · and + while keeping the formulation of the theory free from existence axioms. In what follows we refer to N-divisibly closed simply as divisibly closed.
Remark 2.0.11. A few remarks concerning the DLSF theory:
1. Axiom (0.1) ensures that the 'value' semiring (corresponding to G of Remark (1.0.3)) is non-trivial.
2. One consequence of the above theory is that
3. It can be checked that all order relations are consequences of the above theory. Namely,
where (L, ·) need not be a semifield. In case we desire L to be a semifield, and thus R(L, G) will also be a semifield, we need to replace the axiom
by the axiom ∀x(x = 0 → ∃y y · x = 1).
5. The last axioms (0.4) ensure that G is N -divisibly closed. Notice that all axioms but these last ones along with the existence of an inverse to π 1 (x) and the non-triviality of the image of π 1 , are universal (i.e., 'for all' sentences).
Definition 2.0.12. Let F , R, C be the sets of functions, relations and constants of a language L. An L-structure M is given by the following data:
4. An element c M ∈ M for each c ∈ C.
Definition 2.0.13. Let M and N be L-structures with universes M and N, respectively. An L-embedding, η : M → N is a one to one map η : M → N that preserves the interpretation of all symbols of L. In the context of model theoretic assertions, when L is understood, we simply write 'embedding'.
Definition 2.0.14. Let M be an L-structure, for some language L. Then T h(M), the full theory of M, is defined to be the set of all L-sentences φ such that M |= φ (i.e., all L-sentences satisfied by M).
Definition 2.0.16. We denote the theory of semirings by L sr , and the theory of (linearly) ordered semirings by L osr . Both of these theories consist of universal (∀) axioms.
We now formally define the theory of N-divisibly closed L-layered 1-semifields DLSF (L) to be the DLSF endowed with the extra condition that Im(π 2 ) ⊆ L as ordered semirings. 4. The sentences in (0.6) imply that π 1 (ℓ
Remark 2.0.19. The L ⋆ -theory of layered semidomains, LD, is just the theory of DLSF without the axioms of invertibility, triviality of π 1 and N -divisibility, namely, omitting the axioms:
We analogously define LD(L) to be DLSF (L) without the above axioms.
Uniform layered domains and uniform layered 1-semifields are L ⋆ -structures.
Let us denote, for simplicity, the general element [l] a where l is an element of the layering domain † , L, and a ∈ G, by the pair (l, a). Indeed, we interpret 0 by (1, −∞) and 1 by (1, 0) . As for the function symbols, we interpret · and + by · L , + L , respectively. We interpret π 1 by the 'evaluation'
1 L ∈ L is the identity element with respect to · L and π 2 by the layering map π 2 (l, a) = (l, 1 G ) where 1 G ∈ G is the identity element with respect to · G (plus). Finally, we interpret < by < L .
Analogously, given an ordered domain † , uniform L-layered domains and uni-
where the elements (ℓ, 1) with ℓ ∈ L, interpret the constant symbols ℓ ′ ∈ L ′ and the set {(ℓ, 1) : ℓ ∈ L} interprets the unary relation symbol P L .
As an example we note that the ghost surpasses relation introduced in [1] can be defined as follows:
By the specifications of the axioms of layered 1-semifield and L-layered 1-semifield, it is a straightforward consequence that the L ⋆ -structure of a layered domain and L ⋆ L -structure of an L-layered domain are models for DL and DL(L), respectively, while the L ⋆ -structure of a layered 1-semifield and the L ⋆ L -structure of an L-layered 1-semifield are models of DLSF and DLSF (L), as described in [1] .
L-layered divisibly closed 1-semifields
As mentioned in the overview, we characterize, step by step, the building blocks of the theory: terms, atomic formulas and general formulas.
We first describe the terms of the languages DL and DL(L) .
Definition 3.0.22. The set of L-terms is the smallest set T such that 1. c ∈ T for each constant symbol c ∈ C.
Each variable symbol
The language L ⋆ contains the binary function symbols · and +, taking x 1 , ..., x n to be variable symbols. Denote
where
The language L ⋆ L contains the additional constant symbols
This merely translates to assigning Llayers to the coefficients of the polynomial. Note that endowed with the algebraic structure of L (by the sentences in (0.5)), L ′ is closed under + and ·.
Note that N is used in a formal manner, before interpretation of the language takes place.
We proceed to describing atomic L ⋆ -formulas.
Definition 3.0.23. φ is an atomic L-formula if either 1. t 1 = t 2 where t 1 and t 2 are terms.
2. R(t 1 , ..., t n(R) ) where R is n(R)-ary relation of L and t 1 , ..., t n(R) are terms.
In the language L ⋆ , there is only one relation symbol (besides =), namely, <.
Thus by the definition the atomic formulas in our language are
where t 1 and t 2 are terms.
Although the language L ⋆ L contains the additional unary relation symbol P L , since DL(L) |= (x = π 2 (x)) ↔ P L (x), the atomic formulas of the form P (t) are equivalent to the atomic formulas t = π 2 (t) and can be omitted from our discussion.
Definition 3.0.24. The set of L-formulas is the smallest set Ω containing the atomic formulas such that
3. if φ ∈ Ω, then ∃v i φ and ∀v i φ are in Ω, where v i is a subset of the variables in φ.
By all theories defined above, we have that
and
We can replace the atomic formulas t 1 = t 2 by (π 1 (t 1 ) = π 1 (t 2 ))∧(π 2 (t 1 ) = π 2 (t 2 )) and t 1 < t 2 by (π 1 (t 1 ) < π 1 (t 2 )).
Remark 3.0.25. Although π 1 (x) and π 2 (x) are restrictions of the variable x to a specified subset of elements in the universe, there is no loss of generality referring to them as general variables. Thus, for simplicity of notation, we omit specifying these restrictions in the current discussion.
, where x 1 , ..., x n are the set of variables occurring in t. In the following discussion and throughout the rest of this section, there is no need to discriminate between these cases, as the assertions made apply to both of them. The only modification needed to adjust the statements to
Definition 3.0.26. Let t be a term. Write t(x 1 , ..., x n ) = m i=0 t i (x 1 , ..., x n ) where t i are monomial terms for i = 0, ..., m. We define a monomial-termsordering (MTO), O(t 0 , ..., t m ), of t to be a partition of {0, ..., m} into two distinct sets I, J such that for any i, j ∈ I, π 1 (t i ) = π 1 (t j ), and for any k ∈ J, π 1 (t k ) < π 1 (t j ) for any j ∈ I. We also denote an MTO of t by O(t).
Note 3.0.27. MTO is defined to distinguish the dominant (essential) monomials from all other non-essential monomials comprising a term.
Let t = m i=0 t i be a term. Given an MTO ordering O(t 0 , ..., t m ) of t, we can use the sentences in (0.2) (all four axioms in the paragraph), along with π 1 • π 1 = π 1 , π 2 • π 2 = π 2 and π 1 • π 2 = π 2 • π 1 = 1, to rewrite t in equivalent form as follows:
for appropriate terms t
Explicitly, consider the expression
where the disjunction is taken over all possible MTO of t and I, J ⊆ {0, ..., m} is the partition defined by O(t 0 , ..., t m ). This expression is a tautology, as for any evaluation of the variables in t, at least one of the terms in the disjunct must hold. For each disjunct, by the considerations given above, we have that
Remark 3.0.28. Note that if there exists a monomial term t i 0 such that
is false for every evaluation for any ordering of t such that t i 0 ∈ I, then t i 0 will not affect the set of equivalent expressions for t, and thus can be omitted from t. After all such terms are omitted, t is reduced to what is known as its essential
form.
In what follows, for simplicity of notation, we denote
for the ordering O(t 1,0 , ..., t 1,m 1 corresponding to partition (I, J) of {0, ..., m}.
.., x n ) where t 1,i , t 2,j are monomial terms for i = 0, ..., m 1 and j = 0, ..., m 2 . By the above observations we have that
Here O(t 1 ),O(t 2 ) runs over all possible distinct ordering of t 1 and t 2 , where I 1 , I 2 are determined by the orderings and i 1 ∈ I 1 , i 2 ∈ I 2 can be taken to be an element from each of the sets.
Remark 3.0.29. By the theory of first order logic, the above expression can be expressed in disjunctive normal form. In particular, the logical expression A → B is equivalent to ¬A ∨ B.
Using this last observation, we now characterize a general quantifier free formula in the language L ⋆ . Let ψ be a quantifier free, L ⋆ -formula. Then ψ can be written in disjunctive normal form. Namely, using the above assertions, there are atomic or negated (expressed by the < relation) atomic formulas θ i,j ((x)) of the following forms:
where p, q are monomials. Here we note that the relations =, ≥, ≤ can all be expressed in the form of conjunctions, and disjunctions of the relations = and <.
By the above assertions we have that
thus these expressions can be inverted to obtain the monomial equations
and of the form
where r, s ∈ N[λ 1 , ..., λ n ] are polynomials over N (we use λ i here to denote variables in order to avoid confusion with the x i 's).
Denote
Remark 3.0.30. Let G be a layered divisibly closed 1-semifield. Then, by definition, we must have 1, 0, c ∈ G for some element c such that π 1 (c) ∈ {0, 1} which implies that π 1 (c) > 1. Since every element of x ∈ G is of the form π 1 (x) · π 2 (x) and vice versa, it is sufficient to consider π 1 (G) and π 2 (G). Now, π 1 (c) ∈ π 1 (G) so π 1 (G) \ {0} is not the trivial group. Thus, as π 1 (G) \ {0} is divisibly closed we have that Q ≥0 ⊆ π 1 (G) is embeddable in π 1 (G). Finally, as {1} ⊆ π 2 (G), we have that
is embeddable in G. Moreover, as Θ |= DLSF we have that for any L ⋆ -structure M such that M |= DLSF , Θ embeds into M.
Corollary 3.0.31. Θ embeds into every model of DLSF and for a given semiring † L,
Remark 3.0.32.
Definition 3.0.33. Let T be an L-theory. T ∀ is the set of all universal consequences of T.
Remark 3.0.34. Let T be an L-theory. For an L-structure A, A |= T ∀ iff there exists an L-structure M such that M |= T and A ⊆ M (A is a substructure of M).
4 The completeness of the theory of L-layered divisibly closed 1-semifields
We now proceed to prove that the theory of L-layered divisibly closed 1-semifields is a complete theory.
The following lemma is proved in [1] :
Proof. Take the G ′ to be the divisible closure of the 1-layered semifield of fraction of
Proposition 4.0.36. DLSF ∀ is the theory of uniform layered semidomains, DL .
Proof. As all sentences in the theory of layered domains, DL, are universal, DL is contained in DLSF (L) ∀ (since every divisibly closed layered semifield is particularly a layered semidomain). On the other hand, by the above lemma and the model theoretic remark, we have that DLSF (L) ∀ is contained in the theory of L-layered semidomains, namely, since every structure that models the theory of layered semidomains can be embedded in a model of DLSF with the same layering semiring † it admits all universal consequences of DLSF , i.e., it also models DLSF ∀ . 
Then T has quantifier elimination.
We have already shown that DLSF and DLSF (L) satisfy the first condition. As for the second condition, it is only attained by DLSF (L), as we will show next.
In the following proof, we make use of a technique introduced in [2] for proving that the theory of ordered divisible groups has quantifier elimination. Proof. First note, as remarked above, that ψ(v, w) can be put in disjunctive normal form n i=1 m j=1 θ i,j ((v), w) where θ i,j is of one of the forms Q 1 , P 1 , Q 2 and P 2 . Because H |= ψ(ā, b) we have that H |= m j=1 θ i,j ((a), b) for some i. Thus, following Remark 3.0.29, we may assume ψ is a conjunction of atomic and negated atomic formulas of the above forms Q 1 , P 1 , Q 2 and P 2 , which, in turn, are just atomic formulas of the forms Q 1 , P 1 , Q 2 and P 2 . As the monomials of the form Q 1 and P 1 do not contain the + binary function, we let ourselves pass to logarithmic notation where + replaces · and 0 replaces 1. So, an atomic formula θ(v, w) is equivalent to one of the following forms:
where r(x 1 , ...., x n−1 , y), s(x 1 , ...., x n−1 , y) ∈ N[x 1 , ..., x n−1 , y].
Second, note that there is an element g ∈ G such that g = − n i π 1 (a i ). (Here −g is just 1 ÷ g). Now, as π 1 (g) = π 1 (− n i π 1 (a i )) = − n i π 1 (π 1 (a i )) = − n i π 1 (a i ) = g we can replace the above forms by the following: where w 1 = π 1 (w), w 2 = π 2 (w), g = π 1 (g) and r, s ∈ π 2 (G) [y] .
Thus we may assume that ψ(ā, w) ↔ (m i w 1 = g i ) ∧ (r j (w 2 ) = s j (w 2 )) ∧ (n i w 1 < h i ) ∧ (p j (w 2 ) = q j (w 2 )) where g i , h i ∈ G such that g i = π 1 (g i ), h i = π 1 (h i ), r j , s j , p j , q j ∈ π 2 (G)[y] and m i , n i ∈ Z.
If there is actually a conjunct m i w 1 = g i , then we must have b = g j,i m i , and since π 1 (G) is divisibly closed, we have that b ∈ π 1 (G). Thus b ∈ G and we take c = b completing the proof. If there exists an index j such that one of the polynomials r j and s j is nonzero, then r j (b) = s j (b) with b = π 2 (b) (i.e., b ∈ π 2 (G)). Now, by axioms in (0.5), (0.6), (0.7) we have an element c = π 2 (c) ∈ G (i.e. c ∈ π 2 (G)) corresponding to b, such that r j (c) = s j (c), again, completing the proof. If both cases are not attained, then ψ(ā, w) ↔ (n i w 1 > h i ) ∧ (p j (w 2 ) = q j (w 2 )).
(0.11)
: n i > 0}. Then b ∈ H satisfies ψ(ā, w)
if and only if k 0 < π 1 (b) < k 1 . Because b satisfies ψ, we must have k 0 < k 1 . As π 1 (G) is divisibly closed, it is densely ordered since for s, t ∈ π 1 (G) such that s < t,
we have that s+t 2 ∈ π 1 (G) and s < s+t 2 < t (remember we use logarithmic notation). So there is d ∈ π 1 (G) such that k 0 < d < k 1 . Now, from the same reason given for the case of equality, the existence of b ∈ π 2 (H) such that p j (w 2 ) = q j (w 2 ) for all ∀x π 2 (x) = 1. Thus adding the sentence ∀x π 2 (x) = 1 to the theory of LD yields the theory of max-plus algebras, and adding it to the theory of DLSF yields the theory of divisibly closed max-plus algebras. This implies that the theory of divisibly closed max-plus algebras has quantifier elimination. Moreover, we have Θ = 1 × Q ≥0 ∼ = Q ≥0 which embeds into every divisibly closed max-plus algebra, which is thus itself a complete theory.
