In real world multi criteria decision making (MCDM) problem, it is tough to solve a decision matrix with vague and imprecise data. The degree of impreciseness depends on the kind of data available. For interval valued data this impreciseness is less and interval-valued MCDM methods can be effectively used to solve the problem. A flexible manufacturing system (FMS) selection problem was taken into consideration to find the best FMS among available alternatives. An interval extension of CODAS method is proposed in this paper which was used to solve the problem along with two other interval-valued decision-making methods i.e. interval-valued TOPSIS, interval-valued EDAS. All the three methods are distance-based approaches and it was found that the interval-valued CODAS method gave the exact same ranking with that of interval-valued TOPSIS and interval-valued EDAS.
Introduction
Flexible-manufacturing system (FMS) is a system which integrates programmable devices, equipment and machines with a computer for manufacturing an extensive range of products. There are various conflicting criteria like costs, efficiency, flexibility, etc. on which the selection of FMS depends. Hence Multi Criteria Decision Making (MCDM) methods play a crucial role in the selection of best FMS among available alternative. Generally, the decision matrix in MCDM problem consist of crisp numeric values (ordinary data), but in practical there are many instances where it's tough to get these crisp numeric values. Instead of ordinary data the values can be fuzzy data or interval data. These fuzzy or interval valued data are imprecise in nature and cannot be used for direct calculations using conventional MCDM methods. So, these data are either converted into crisp score or modified formula are used to solve the problem. Researchers have created and extended many conventional MCDM methods to interval-valued MCDM methods which were used to solve interval valued MCDM problem. (Pan, et al., 2000) used linear additive utility function and composite utility variance to solve interval valued MCDM problem. (Sayadi, et al., 2009 ) extended the VIKOR method to formulate interval-valued VIKOR method. (Chen, et al., 2010) considered loss aversion to form a method which could be used to solve interval-valued MCDM problem. (Sayyadi & Makui, 2012) extended ELECTRE method to create interval valued ELEC-TRE. (Stanujkic, et al., 2014) extended MOORA method for interval data to select a grinding circuit. (Kracka & Zavadskas, 2013) extended MULTIMOORA method to create interval MULTIMOORA for the selection of structural panels. extended the MULTIMOORA method and formulated interval MULTIMOORA method which used interval preference matrix, they used it for the selection of bio materials. They have also extended VIKOR method using interval algorithm and different normalization technique . There are many more interval valued MCDM methods which are discussed below.
Interval-valued TOPSIS
Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) is a famous classical multi criteria decision making method which is based on the concept that the best alternative should have the shortest Euclidean distance from the ideal solution. This method was developed by Hwang and Yoon in the year 1981. Classical TOPSIS method was used to solve MCDM problem with crisp numeric value. (Jahanshahloo, et al., 2006) , (Jahanshahloo, et al., 2009) , (Jahanshahloo, et al., 2011) developed interval extension of TOPSIS, an algorithm which could be used to solve MCDM problem containing interval data. (Ye & Li, 2009) proposed two group decision making TOPSIS model based on deviation degree and risk factor. (Tsaur, 2011 ) gave a normalised TOPSIS method for interval valued data which was achieved using different risk attitudes. (Dymova, et al., 2013) proposed an approach which is direct extension of interval valued TOPSIS which uses interval data for calculating the ideal solutions. The algorithm for solving MCDM problem with interval data using TOPSIS consists of following steps: Consider a decision matrix with interval valued data X , X having 'm' alternative and 'n' criterion, where W is the weights of the criterion and ∑ W 1 . The value of ∈{1,2,…,m} and ∈{1,2,…,n}. Step2: -Calculate the weighted normalised interval valued decision matrix υ , υ Where υ W N and υ W N Step3: -Calculate the positive and negative ideal solutions Let Alternative A be defined as the ideal solution. Then G. R. Jahanshahloo et al. (Jahanshahloo, et al., 2009) , (Jahanshahloo, et al., 2011) defined it as A υ , υ , … , υ max υ |j ∈ B , min υ |j ∈ N A υ , υ , … , υ min υ |j ∈ B , max υ |j ∈ N Where B is associated with beneficial criteria and N is associated with non-beneficial criteria. (Dymova, et al., 2013) gave an interval form for calculating ideal solutions, which is shown below A υ , υ , υ , υ , … , υ , υ max υ , υ |j ∈ B , min υ , υ |j ∈ N A υ , υ , υ , υ , … , υ , υ min υ , υ |j ∈ B , max υ , υ |j ∈ N For comparing two interval valued data ∆ 0.5 0.5 formula can be used. If the value of ∆ is negative then A ≤ B and if the value of ∆ is positive then A ≥ B. Step4: -Calculate the separation measure of each alternative (Jahanshahloo, et al., 2011) calculated the separation measures of each alternative from the positive and negative ideal solution using the Euclidean distance, which is shown below Dymova, et al., 2013 ) gave a new formula for calculating separation measures which is not based on Euclidean distance, which is shown below
Step5: -Calculate the relative closeness to the ideal solution R where ∈{1,2,…,m} and 0≤ R ≤1
Step6: -Rank the alternative based on R value, the alternative A with highest R value will be ranked 1 while the alternative A with lowest R value will be the last ranked alternative.
Interval-valued EDAS
The Evaluation Based on Distance from Average Solution (EDAS) method was proposed by (Keshavarz Ghorabaee, et al., 2015) . EDAS is a distance-based approach in which the best alternative should have higher distance from positive distance from Average (PDA) and lesser distance from the Negative Distance from Average (NDA) (Mathew & Sahu, 2018) . (Stanujkic, et al., 2017) proposed the extension of EDAS method, which can be used in interval grey number. The same extension of EDAS method can be used for solving interval valued MCDM problem. The algorithm for solving interval valued MCDM problem using interval valued EDAS consists of following steps: Consider a decision matrix with interval valued data X , X having 'm' alternative and 'n' criterion, where W is the weights of the criterion and ∑ W 1 . The value of ∈{1,2,…,m} and ∈{1,2,…,n}. ; j ∈ N where B is associated with beneficial criteria and N is associated with non-beneficial or cost criteria.
Step3: -Calculate the weighted sum of interval valued PDA Q , Q and interval valued NDA Q , Q .
Step4: -Calculate the normalised value of Q , Q and Q , Q
Step5: -Calculate the appraisal score S for the alternatives.
5 when given equal importance to both lower and upper bounds of interval value. Step6: -Rank the alternative based on S value, the alternative A with highest S value will be ranked 1 while the alternative A with lowest S value will be the last ranked alternative.
Interval Valued CODAS
Combinative Distance-based Assessment (CODAS) method was developed by (Keshavarz Ghorabaee, et al., 2016) CODAS method is also a distance-based approach which uses Euclidean and Taxicab distances to find the best alternative. An interval extension of CODAS method is proposed in this paper, which uses the same concepts with that of CODAS. The algorithm of interval-valued CODAS is shown below. Consider a decision matrix with interval valued data X , X having 'm' alternative and 'n' criterion, where W is the weights of the criterion and ∑ W 1 . The value of ∈{1,2,…,m} and ∈{1,2,…,n}.
Step-1 Calculate the normalized interval valued decision matrix N , N where B is associated with beneficial criteria and N is associated with non-beneficial or cost criteria.
Step Step-4 Calculate the Euclidean (E ) and Taxicab ( ) distances of alternatives from the interval valued negative-ideal solution E i r r r |r | |r |
Step-5 Formulating the relative assessment matrix
The relative assessment matrix is obtained by m ψ where ∈{1,2,…,m} and denotes a threshold function to recognize the equality of the Euclidean distances of two alternatives which is defined as
is the threshold parameter which is set as 0.01 for this paper. It is suggested that 0.01< <0.05.
Step-6 Calculate the final assessment score of each alternative
∑
The alternative having highest value is the best choice among the alternatives.
Example
Kulak and Kahraman (2005) solved a decision-making problem in which a tractors component manufacturing company wanted to select the best FMS among different FMSs alternative. The FMS alternatives were selected on the basis of 6 criteria i.e. annual depreciation and maintenance costs (ADM) which is a non-beneficial criterion, quality of results (Q), ease of use (E), competitiveness (C), adaptability (A) and expandability (X) are beneficial criteria. The minimum and maximum values of the criteria for different alternative is shown in the Table 1 . Kulak and Kahraman (2005) converted the interval valued decision matrix into decision matrix with linguistic terms, which was solved using fuzzy multi attribute axiomatic design approach to select the best FMS. Rao and Parnichkun (2009) solved the same problem having linguistic terms in the decision matrix using combinatorial mathematics-based decision-making method and also calculated the weights of the criteria using Analytic Hierarchy Process. In the present work, same criteria weights were considered for solving interval valued decision matrix. The weights are: =0.4188, =0.1875, =0.0688, =0.1873, =0.0688, =0.0688. Rao and Singh (2011) used Euclidean distance-based integrated approach (EDBA) to solve the same problem having linguistic terms in the decision matrix. Maniya and Bhatt (2011) solved the same problem using preference selection index method. Karande and Chakraborty (2013) used MACBETH software to select the best FMS. In the present work instead of using linguistic termed decision matrix, which was further converted to crisp value using seven point fuzzy scale (Rao & Singh, 2011) or 11 point conversion scale (Rao & Parnichkun, 2009) , (Maniya & Bhatt, 2011) , Interval data decision matrix was used to find the best FMS, which is shown in Table 1. In the decision matrix, performance value of FMS-1 and FMS-2 for adaptability(criterion) is 12-18 and 15-17 respectively, which was converted using triangular fuzzy Number (TFN) by Kulak and Kahraman (2005) and was allotted the same TFN i.e. very good. These TFN when further converted to crisp value seven point fuzzy scale (Rao & Singh, 2011) or 11 point conversion scale (Rao & Parnichkun, 2009) , (Maniya & Bhatt, 2011) gives same crisp value, so to get more accurate results Interval data decision matrix was solved using interval-valued TOPSIS and interval-valued EDAS in this paper. 
Interval-valued TOPSIS
This interval valued decision matrix was solved using interval valued TOPSIS. The interval valued decision matrix was normalised and weighted normalised interval valued decision matrix was calculated along with positive and negative ideal solutions proposed by (Dymova, et al., 2013) , which is shown in Table 2 . The separation measures of each alternative from the positive and negative ideal solutions was calculated and finally relative closeness to the idea solution was calculated to find the final raking of alternatives, which is shown in table-3 
Interval-valued EDAS
The interval valued decision matrix was solved using interval valued EDAS. Interval valued average solution A , A for the decision matrix was calculated, which was further used to calculate the value of interval valued PDA D , D and interval valued NDA D , D , shown in Table 4 . The weighted sum of interval valued PDA Q , Q and weighted sum of interval valued NDA Q , Q was calculated to find the value of normalised value of Q , Q and Q , Q i.e. S , and S , . Based on which S , and S , the appraisal score S for the alternatives was calculated, which was used to calculate the final ranking of alternatives. The values are shown in table-5. 
Interval-valued CODAS
The interval-valued CODAS was used to solve the interval valued decision matrix. It was normalised and interval valued weighted decision matrix was calculated. The interval valued negative-ideal solution was determined, which is shown in Table 6 . The relative assessment matrix was calculated with the help of Euclidean (E ) and Taxicab ( ) distances of alternatives from the interval valued negative-ideal solution. Final assessment score and ranks of the alternative was calculated, which is shown in Table 7 . All the three methods gave exact same ranking which was similar to the rank obtained by MACBETH software. The ranks obtained by EDBA and Preference selection index method for FMS-1 and FMS-2 are same but the ranks for FMS-3 and FMS-4 are different. This difference in ranking justifies the effect of converting different interval data to same linguistic term and then converting it to crisp score for further solving it using MCDM methods. Weightage of the criteria plays a key role in the final ranking of the alternatives. It can be seen that maximum weightage i.e. 41.88% was allotted to annual depreciation and maintenance costs, which made FMS-2 the best alternative, as FMS-2 have minimum ADM. The results obtained by some researchers is different from the current result because the interval-valued data was converted to fuzzy number which yielded different ranking. Concept of fuzzy is more appropriate in MCDM problem where data in decision matrix is completely vague. Interval-valued data are partial vague data and concepts of intervalvalue MCDM methods are more appropriate in solving those problem. These methods can effectively solve various problem which have interval data in the decision matrix. Thus, they can give more accurate result when compared to other methods.
