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Este trabalho apresenta a interação entre populações de presas e predadores, por meio
das equações Lotka-Volterra. Tendo como objetivo analisar as trajetórias do sistema
predador-presa. Para este fim, realizamos uma pesquisa bibliográfica e exploratória para
aquisição de conhecimento necessário para o objeto de estudo. Então, apresentamos a
solução geral para sistemas lineares homogêneos, em seguida analisamos as trajetórias
para cinco casos de autovalores. Discutimos sistemas autônomos e estabilidade, sistemas
não-lineares e, por fim analisamos o modelo predador-presa, do qual obtemos algumas
informações.
Palavras-chave: Autovalores. Modelo Predador-Presa. Sistemas de EDO’s. Trajetórias.
ABSTRACT
This work presents the interaction between prey and predator populations, using the
Lotka-Volterra equations. Aiming to analyze the trajectories of the predator-prey system.
For this purpose, we performed a bibliographic and exploratory research to acquire the
necessary knowledge for the object of study. Then, we present the general solution for
homogeneous linear systems, next we analyze the trajectories for five cases of eigenvalues.
We discuss autonomous systems and stability, non-linear systems, and finally we analyze
the predator-prey model, from which we obtain some information.
Keywords: Eigenvalues. Predator-Prey Model. EDO systems. Trajectories.
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1 INTRODUÇÃO
Apresentaremos, neste trabalho, através de Sistemas de Equações Diferenciais
Ordinárias (EDO), a interação que há no ecossistema entre uma espécie denominada de
predador que alimenta-se da outra espécie, denominada presa. Por exemplo, no distrito do
Rio MacKenzie no Canadá, a principal presa do lince é a lebre da neve, e as duas espécies
tem um ciclo de aproximadamente dez anos. Podemos ainda, citar o caso de raposas e
coelhos numa floresta fechada onde as raposas comem os coelhos e estes alimentam-se da
vegetação.
Essa dinâmica entre as duas populações pode ser compreendida por meio das
equações Lotka-Volterra, mais conhecida por modelo predador-presa. Este modelo foi
desenvolvido pelo biofísico americano Alfred J. Lotka (1880-1949) e pelo matemático
italiano Vito Volterra (1860-1940).
A partir de algumas hipóteses, chegamos nas equações de Lotka-Volterra
𝑑𝑥/𝑑𝑡 = 𝑎𝑥−𝛼𝑥𝑦 = 𝑥(𝑎−𝛼𝑦),
𝑑𝑦/𝑑𝑡 = −𝑐𝑦 +𝛽𝑥𝑦 = 𝑦(−𝑐+𝛽𝑥).
A constante 𝑎 é a taxa de crescimento da presa na ausência do predador e 𝑐 é a taxa de
mortalidade do predador na ausência da presa, 𝛼 e 𝛽 são medidas dos efeitos da interação
entre as duas espécies.
Sistema como este é interessante porque evidencia a utilidade da matemática em
situações reais. O interesse neste estudo surgiu ao fazer a disciplina de Equações Diferenciais
Ordinárias (EDO), onde percebemos um tópico com bastante aplicação. Vemos, com este
trabalho a oportunidade de aprofundar o conhecimento sobre essa disciplina bem como
aprender novos conceitos que não foram estudados durante a graduação. Como, por
exemplo, sistema de equações diferenciais lineares e não-lineares e estabilidade local de
EDO, bem como com o modelo predador-presa, que além de permitir compreender alguns
fenômenos que ocorrem na natureza, permite explorar conhecimentos de matemática e
biologia.
Dessa forma, este trabalho tem como objetivo apresentar e analisar as trajetórias de
soluções de sistemas predador-presa. Para isso, desenvolvemos uma pesquisa bibliográfica
e exploratória para aquisição de conhecimento necessário do objeto de estudo. Apresen-
taremos, então, no capítulo 2 conceitos preliminares necessários para o desenvolvimento
dos capítulos posteriores. Tais como, notação matricial de sistemas de EDO’s lineares
homogêneas, vetor solução, existência e unicidade de soluções e solução geral.
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No capítulo 3, discutimos qualitativamente o comportamento das soluções no
plano de fase. Apresentamos cinco casos de padrões de trajetórias, sistemas autônomos
e estabilidade e sistema não-lineares. No capítulo 4, abordamos e analisamos o modelo
predador-presa, onde coletamos algumas informações interessantes através da solução geral
e análise de gráfico.
Os conceitos de Álgebra Linear tais como autovalores e autovetores, bem como
métodos de soluções de EDO’s serão tratados neste trabalho como conceitos já conhecidos.
Além disso, os teoremas de existência e unicidade serão enunciados, porém não serão
demonstrados, pois a demonstração envolve conceitos que fogem do objetivo deste trabalho.
Entretanto, pode ser encontrada no apêndice do livro de Edwards Jr e Penney - Equações
Diferenciais Elementares com Problemas de Valores de Contorno 3. ed. Rio de Janeiro:




2.1 Sistemas de Equações Diferenciais
Paulek Jr (2013, p.30) mostra que se considerarmos uma equação diferencial de
segunda ordem, homogênea com coeficientes constantes em 𝑥, dependente de 𝑡
𝑥′′ +𝑝𝑥′ + 𝑞𝑥 = 0.
E, fazendo a mudança de variável 𝑥′′ = 𝑦′ e 𝑥′ = 𝑦, convertemos a primeira equação em







= −𝑝𝑦 − 𝑞𝑥
(2.1)
Este é um exemplo de um método que transforma uma EDO mais complexa em
um sistema de EDO’s mais simples.
Sistemas Lineares de Primeira Ordem
De acordo com Edwards Jr e Penney (1995), os sistemas de equações diferenciais
ordinárias simultâneas surge de forma natural em aplicações que requerem o uso de duas ou
mais variáveis dependentes, cada qual sendo função de única variável. Vamos denotar por
𝑡 a variável independente e as variáveis dependentes por 𝑥1,𝑥2,𝑥3...,𝑥𝑛 e 𝑓1,𝑓2,𝑓3, ..,𝑓𝑛,
chamadas funções de termos independentes, ou seja, não dependem de 𝑥 ou 𝑦. Assim
definimos um sistema de primeira ordem com n equações e n variáveis que dependem
unicamente de 𝑡 : ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑑𝑥1
𝑑𝑡
= 𝑎11𝑥1 +𝑎12𝑥2 + ....+𝑎1𝑛𝑥𝑛 +𝑓1(𝑡)
𝑑𝑥2
𝑑𝑡




= 𝑎𝑛1𝑥1 +𝑎𝑛2𝑥2 + ...+𝑎𝑛𝑛𝑥𝑛 +𝑓𝑛(𝑡)
(2.2)
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Para facilitar a apresentação vamos utilizar a notação matricial. Logo o sistema










𝑎11 𝑎12 · · · 𝑎1𝑛
𝑎21 𝑎22 · · · 𝑎2𝑛
... ... . . . ...














Onde A = [𝑎𝑖𝑗 ], com 𝑖, 𝑗 = 1,2, ...,𝑛 é a matriz dos coeficientes constantes, X = [𝑥𝑖],
𝑖 = 1,2, ...,𝑛, o vetor das funções incógnitas, X′ = [𝑑𝑥𝑖/𝑑𝑡] é vetor das derivadas das
funções incógnitas e F = [𝑓𝑖(𝑡)] é o vetor de termos independentes. Deste modo podemos
reescrever o sistema (2.2) como segue:
X′ = AX+F (2.3)
Definição 2.1.1. Diz-se que o sistema (2.3) é homogêneo se, e somente se, o vetor F é
identicamente nulo, caso o contrário é dito não-homogêneo.
Neste caso, a equação (2.3) se reduz a
X′ = AX (2.4)















Notemos que a variável independente 𝑡 não aparece explicitamente no lado direito desta
última equação. Logo, é um sistema homogêneo.








que verifica o sistema (2.3) no intervalo I.
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Observe que o vetor nulo é solução trivial do sistema (2.4). Caso o sistema admita
uma solução não nula, chamamos esta solução de não trivial.
Vejamos o seguinte exemplo:














são soluções do sistema do Exemplo (2.1.1) no intervalo (-∞, ∞).




































Geralmente, quando resolvemos uma equação diferencial de primeira ordem en-
contramos uma família de curvas que verifica a equação diferencial. Neste caso X1 e X2
são soluções particulares do sistema (2.5). Enunciaremos a seguir a definição de proble-
mas de valores iniciais que será de bastante utilidade para o desenvolvimento deste trabalho.
Problema de Valores Iniciais:














onde 𝛼𝑖, 𝑖 = 1,2, ...,𝑛, são constantes dadas. Então, encontrar uma solução para o sistema
(2.3) sujeito a condição
X(𝑡𝑜) = X0, (2.6)
é um problema de valor inicial no intervalo I.
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Dadas essas condições é interessante saber se as equações diferenciais possuem
soluções únicas. A partir do teorema a seguir, poderemos verificar a existência e unicidade
dessas soluções.
Teorema 2.1.1. Existência e Unicidade
Suponha que os elementos dos vetores X e f(𝑡) da equação (2.3) sejam funções de classe
𝐶1 no intervalo I que contenha o ponto 𝑡0. Então, existe solução para o problema (2.3) e,
considerando a condição inicial (2.6), esta solução é única.
Segundo Edwards Jr e Penney (1995, p. 15) "problemas de existência e unicidade têm
relevância também no processo de modelagem matemática". Eles ilustram bem isto, quando
comentam supostamente o estudo de um sistema físico onde o comportamento é totalmente
determinado por certas condições iniciais, mas que o modelo matemático proposto envolve
uma equação diferencial que não possui solução única. Logo, imediatamente tem-se de
analisar se o modelo matemático representa adequadamente o sistema físico.
O teorema seguinte nos mostra que um múltiplo constante de um vetor solução do
sistema (2.4) também será uma solução.
Teorema 2.1.2. Princípio de Superposição
Seja X1,X2, ...,X𝑘 um conjunto de vetores solução do sistema homogêneo (2.4) no intervalo
I. Se 𝑐1, 𝑐2, ..., 𝑐𝑘 são constantes arbitrárias, então, a combinação linear
X = 𝑐1X1 + 𝑐2X2 + ...+ 𝑐𝑘X𝑘,
é também uma solução em I.
Demonstração. Seja
X = 𝑐1X1 + 𝑐2X2 + ...+ 𝑐𝑘X𝑘
derivando X temos
X′ = 𝑐1X′1 + 𝑐2X′2 + ...+ 𝑐𝑘X′𝑘
como X′𝑖 = AX𝑖, para qualquer 1 ≤ 𝑖 ≤ 𝑘, então
AX = A(𝑐1X1 + 𝑐2X2 + ...+ 𝑐𝑘X𝑘)
= 𝑐1AX1 + 𝑐2AX2 + ...+ 𝑐𝑘AX𝑘
= X′
como queríamos mostrar.
Definição 2.1.3. Dependência e Independência Linear
Seja X1,X2, ...,X𝑘 um conjunto de vetores solução do sistema homogêneo (2.4) no intervalo
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I. O conjunto é linearmente dependente, ou simplesmente LD, neste intervalo se existem
constantes 𝑐1, 𝑐2, ..., 𝑐𝑘, não simultaneamente nulas, tais que
𝑐1X1 + 𝑐2X2 + ...+ 𝑐𝑘X𝑘 = 0
para todo 𝑡 ∈ I. Se o conjunto de vetores não é LD em I, então, ele é linearmente
independente, ou simplesmente LI.
Sejam
X1, X2, ...,X𝑛
os vetores soluções do sistema homogêneo (2.4). Definimos o Wronskiano como
𝑑𝑒𝑡(X1, X2, ...,X𝑛)
em outras palavras, o Wronskiano é um determinante onde suas colunas são os vetores
soluções de (2.4). Este determinante recebe esse nome em homenagem ao filósofo e
matemático polonês Josef Maria Hoëné Wronski (1778-1853). O teorema que segue é uma
condição suficiente para a independência linear de 𝑛 vetores soluções no intervalo I.





















n vetores solução do sistema homogêneo (2.4) no intervalo I. Estes vetores serão linearmente
independentes se e, somente se,




𝑥11 𝑥12 · · · 𝑥1𝑛
𝑥21 𝑥22 · · · 𝑥2𝑛
... ... · · · ...




para todo 𝑡 ∈ I.
Demonstração. Suponha que 𝑊 (X1,X2, ...,X𝑛) ̸= 0 para um ponto 𝑡0 no intervalo I, e,
suponha por contradição, que X1,X2, ...,X𝑛 sejam linearmente dependentes no intervalo.
Como X1,X2, ...,X𝑛 são LD, e cada X𝑖 é de classe 𝐶1, então existe constantes 𝑐1, 𝑐2, ..., 𝑐𝑛
não simultaneamente nulas, tais que
𝑐1X1 + 𝑐2X2 + ...+ 𝑐𝑛X𝑛 = 0.
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Para cada 𝑡 ∈ I, essa equação pode ser escrita como⎛⎜⎜⎜⎜⎜⎜⎝
𝑥11 𝑥12 · · · 𝑥1𝑛
𝑥21 𝑥22 · · · 𝑥2𝑛
... ... · · · ...














a dependência linear de X1,X2, ...,X𝑛 implica que essa equação possui uma solução não
trivial para cada 𝑡 ∈ I. Daí,




𝑥11 𝑥12 · · · 𝑥1𝑛
𝑥21 𝑥22 · · · 𝑥2𝑛
... ... · · · ...




para todo 𝑡 ∈ I. Mas isto contradiz a suposição que 𝑊 (X1,X2, ...,X𝑛) ̸= 0. Logo, a única
solução para essa equação é 𝑐1 = 𝑐2 = ... = 𝑐𝑛 = 0. Portanto, (X1,X2, ...,X𝑛) são linearmente
independentes.








são soluções do sistema (2.5). Vamos mostrar, agora, que X1 e X2 são linearmente






⃒⃒ = −2𝑒2𝑡 ̸= 0
para todo 𝑡 ∈ R.
Uma vez que provamos um critério para soluções linearmente independentes pode-
mos enunciar a seguinte definição:
Definição 2.1.4. Conjunto Fundamental de Soluções
Qualquer conjunto X1,X2, ...,X𝑛 de 𝑛 vetores solução linearmente independentes do sistema
homogêneo (2.4) no intervalo I é denominado um conjunto fundamental de soluções
neste intervalo.
Assim como a existência de solução única, precisamos garantir a existência de um
conjunto fundamental de soluções so sistema homogêneo (2.4) no intervalo I. Então, segue
o teorema:
Capítulo 2. PRELIMINARES 19
Teorema 2.1.4. Existência de um Conjunto Fundamental
Existe um conjunto fundamental de soluções para o sistema homogêneo (2.4) no intervalo
I.
Esse teorema é uma consequência do Teorema 2.1.1. Uma vez garantida a existência
de um conjunto fundamental de soluções, então, podemos definir a solução geral do sistema
homogêneo (2.4):
Definição 2.1.5. Solução Geral de Sistemas Homogêneos
Seja X1,X2, ...,X𝑛 um conjunto fundamental de soluções do sistema homogêneo (2.4) no
intervalo I. A solução geral do sistema no intervalo é
X = 𝑐1X1 + 𝑐2X2 + ...+ 𝑐𝑛X𝑛,
onde 𝑐1, 𝑐2, ...., 𝑐𝑛 são constantes arbitrárias.








são soluções linearmente independentes do sistema (2.5) em (−∞,∞). Podemos afirmar
então que X1 e X2 formam um conjunto fundamental de soluções no intervalo. Então,
pela definição 2.1.5 e o teorema 2.1.2 a solução geral neste intervalo é







2.2 Solução Geral a partir dos Autovalores e Autovetores
Nesta seção vamos definir a solução geral para sistemas lineares homogêneos com
coeficientes reais constantes.




















⎞⎠𝑒𝜆𝑖𝑡, 𝑖 = 1,2.
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onde 𝑘1 e 𝑘2 são constantes. Estamos interessado em saber se é sempre possível encontrar
uma solução da forma
X = K𝑒𝜆𝑖𝑡 (2.7)
para o sistema linear homogêneo de primeira ordem
X′ = AX (2.8)
onde K é a coluna das constantes 𝑘𝑖, 𝑖 = 1,2, ...,𝑛 e A é uma matriz constantes 𝑛×𝑛.








colocando o vetor coluna K em evidência e de forma conveniente vamos multiplicar o
escalar 𝜆 pela matriz identidade já que estamos operando com matriz. Assim,
(A−𝜆I)K = 0 (2.9)
onde I é a matriz identidade de ordem 𝑛.
Notemos que K = 0 é solução de (2.9), no entanto, estamos interessados em soluções
não triviais do sistema (2.8). Para encontrar um vetor solução X não trivial do sistema
homogêneo (2.8), temos que encontrar um vetor não trivial que satisfaz a equação (2.9).
Desta forma, da álgebra linear, ver (BOLDRINI; et. al, 1980),o sistema (2.9) terá mais de
uma solução se o
𝑑𝑒𝑡(A−𝜆I) = 0.
Por exemplo, considere a matriz constante A2×2, então
𝑑𝑒𝑡(A−𝜆I) =
⃒⃒⃒⃒




= (𝑎11 −𝜆)(𝑎22 −𝜆)−𝑎12𝑎21
= 𝜆2 +(−𝑎11 −𝑎22)𝜆+𝑎11𝑎22 −𝑎12𝑎21 = 0
Essa última expressão é um polinômio característico de grau 2, se a matriz de coeficientes
for de ordem 𝑛, então o polinômio característico correspondente será de grau 𝑛. Em outras
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palavras, para obtermos soluções não triviais de (2.9), devemos encontrar os zeros do
polinômio característico. Um autovalor de A é um escalar 𝜆 ∈ R e um autovetor é um
vetor K ∈ R𝑛, tal que AK = 𝜆K, ou ainda, (A−𝜆I)K = 0.
Isso mostra que X = K𝑒𝜆𝑡 será uma solução do sistema linear homogêneo (2.8) se,
e somente se, 𝜆 for um autovalor da matriz de coeficientes constantes A e K um autovetor
correspondente a 𝜆.
Proposição 2.2.1. Se a matriz de coeficientes A𝑛×𝑛 do sistema homogêneo (2.8) possui
𝑛 autovalores distintos 𝜆1,𝜆2, ...,𝜆𝑛, então sempre é possível encontrar um conjunto com
𝑛 autovetores linearmente independentes K1,K2, ...,K𝑛.
Demonstração. Provaremos para o caso em que 𝑛 = 2. Sejam 𝜆1 e 𝜆2 autovalores distintos,
e K1, K2 autovetores associados aos autovalores 𝜆1 e 𝜆2 respectivamente. Queremos
mostrar que K1 e K2 são L.I. Seja
𝑎1K1 +𝑎2K2 = 0 (2.10)
multiplicando essa equação por 𝜆1, temos
𝜆1𝑎1K1 +𝜆1𝑎2K2 = 0 (2.11)
e aplicando A em (2.10), obtemos
𝜆1𝑎1K1 +𝜆2𝑎2K2 = 0 (2.12)
agora subtraindo (2.12) de (2.11),
(𝜆2 −𝜆1)𝑎2K2 = 0 (2.13)
como 𝜆1 ̸= 𝜆2 e K2 ̸= 0 então 𝑎2 = 0. Voltando em (2.10) e substituindo 𝑎2 concluímos que
𝑎1 = 0. Portanto, K1 e K2 são LI.
Usando sucessivamente este procedimento para 𝑛 = 3,4...,𝑛 demonstra-se o caso
geral.
Logo, podemos encontrar um conjunto fundamental de soluções do sistema homo-
gêneo (2.8) no intervalo (−∞,∞) :
X1 = K1𝑒𝜆1𝑡, X2 = K2𝑒𝜆2𝑡, ...,X𝑛 = K𝑛𝑒𝜆𝑛𝑡
Diante deste argumento e do Teorema 2.1.2 a solução geral do sistema homogêneo
(2.8) segue imediatamente o corolário abaixo.
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Corolário 2.2.1. Solução Geral de Sistemas Homogêneos
Sejam 𝜆1,𝜆2, ...,𝜆𝑛, 𝑛 autovalores reais distintos da matriz de coeficientes A do sistema
(2.8), e sejam K1,K2, ...,K𝑛 os autovetores correspondentes. Então a solução geral do
sistema (2.8) no intervalo (−∞,∞) é dada por
X = 𝑐1K1𝑒𝜆1𝑡 + 𝑐2K2𝑒𝜆2𝑡 + ...+ 𝑐𝑛K𝑛𝑒𝜆𝑛𝑡
Por questão de objetividade e praticidade, iremos a partir de então trabalhar apenas
com a matriz de coeficientes A de ondem 2. Pois estamos interessados em estudar sistemas
de equações diferenciais ordinárias de primeira ordem com duas equações. Assim sendo
(𝑛 = 2), as soluções do sistema homogêneo que vamos encontrar terá o seguinte formato:
X = 𝑐1K1𝑒𝜆1𝑡 + 𝑐2K2𝑒𝜆2𝑡 (2.14)
Dependendo dos coeficientes da matriz A2×2, pode ser que o polinômio característico
tenha raízes complexas, ou seja, os autovalores de A serão do tipo
𝜆 = 𝛼 +𝛽𝑖; 𝛼,𝛽 ∈ R 𝑐𝑜𝑚 𝑖 =
√
−1.
de acordo com Hefez e Villela (2012, p. 139) se um número complexo 𝜆 = 𝛼 +𝛽𝑖 é raiz de
um polinômio, então seu conjugado 𝜆 = 𝛼−𝛽𝑖 também é. Logo, se os autovalores da matriz
A são complexos, então um é conjugado do outro, isto é, seja 𝜆1 = 𝛼 +𝛽𝑖 um autovalor







a matriz de coeficientes constantes. Suponhamos que seus autovalores sejam
𝜆1 = 𝛼 +𝛽𝑖 e 𝜆1 = 𝛼 −𝛽𝑖
substituindo 𝜆1 na equação
(A−𝜆1I)K = 0









[(𝑎−𝛼)−𝛽𝑖]𝑘1 + 𝑏𝑘2 = 0
𝑐𝑘1 +[(𝑑−𝛼)−𝛽𝑖]𝑘2 = 0
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[(𝑎−𝛼)+𝛽𝑖]𝑘1 + 𝑏𝑘2 = 0


























Notemos que as coordenadas do autovetor K2 associado ao autovalor 𝜆1 são os
conjugados do autovetor K1 associado a 𝜆1. Portanto, K2 = K1. Assim, pelo Corolário
2.2.1 chegamos no seguinte resultado para soluções com autovalores complexos da matriz
de coeficientes constantes do sistema homogêneo (2.8):
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Afirmação 2.2.1. (Soluções Correspondentes a Autovalores Complexos)
Seja A2×2 a matriz de coeficientes constantes reais do sistema homogêneo (2.8), e seja
𝜆1 = 𝛼 +𝛽𝑖 (𝛼,𝛽 ∈ R) um autovalor de A. Então,
X1 = K1𝑒𝜆1𝑡 e X2 = K1𝑒𝜆1𝑡
são soluções do sistema homogêneo (2.8).
Utilizando a fórmula de Euler, vamos escrever essas soluções como funções reais.
Seja a fórmula de Euler:
𝑒𝑖𝜃 = cos𝜃 + 𝑖sen𝜃, 𝜃 ∈ R. (2.15)
E, sejam X1 e X2 soluções descritas na afirmação 2.2.1, então podemos escrevê-las da
seguinte maneira,
X1 = K1𝑒(𝛼+𝛽𝑖)𝑡 = K1𝑒𝛼𝑡 · 𝑒𝛽𝑖
X2 = K1𝑒(𝛼−𝛽𝑖)𝑡 = K1𝑒𝛼𝑡 · 𝑒−𝛽𝑖
usando a fórmula (2.15) temos que
𝑒𝛽𝑖 = cos𝛽𝑡+ 𝑖sen𝛽𝑡
𝑒−𝛽𝑖 = cos𝛽𝑡− 𝑖sen𝛽𝑡
Assim,
X1 = K1𝑒𝛼𝑡 · (cos𝛽𝑡+ 𝑖sen𝛽𝑡)
X2 = K1𝑒𝛼𝑡 · (cos𝛽𝑡− 𝑖sen𝛽𝑡)
A solução X = 𝑐1X1 + 𝑐2X2 do sistema (2.8) neste caso pode ser escrita como
X = 𝑒𝛼𝑡[(𝑐1K1 + 𝑐2K1)cos𝛽𝑡− 𝑖(−𝑐1K1 + 𝑐2K1)sen𝛽𝑡].
Entretanto, é possível encontrar um conjunto fundamental de soluções que não envolvam
números complexos. De fato, escolhendo as constantes 𝑐1 = 𝑐2 =
1






agora para 𝑐1 =
1
2 e 𝑐2 = −
1
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P1 =
1
2(K1 +K1) e P2 =
𝑖
2(−K1 +K1)
temos que P1 e P2 são vetores com coordenadas reais. Isto resulta do fato que dado um
complexo 𝑧 = 𝑎+ 𝑏𝑖, então
1
2(𝑧 + 𝑧) = 𝑎 e
𝑖
2(−𝑧 + 𝑧) = 𝑏
são números reais. Dessa forma, podemos escrever a soluções como funções reais,
X1 = 𝑒𝛼𝑡(P1 cos𝛽𝑡−P2 sen𝛽𝑡)




























Para mostrar que X1 e X2 são soluções linearmente independentes vamos calcular o
wronskiano e para facilitar os cálculos vamos denotar por 𝑎1 e 𝑎2 a primeira e segunda
coordenada de P1 respectivamente, e por 𝑏1 a primeira coordenada de P2, assim
𝑊 (X1,X2) =
⃒⃒⃒⃒
⃒⃒ 𝑎1 cos𝛽𝑡− 𝑏1 sen𝛽𝑡 𝑏1 cos𝛽𝑡+𝑎1 sen𝛽𝑡
𝑎2 cos𝛽𝑡 𝑎2 sen𝛽𝑡
⃒⃒⃒⃒
⃒⃒𝑒𝛼𝑡
= [(𝑎1 cos𝛽𝑡− 𝑏1 sen𝛽𝑡)𝑎2 sen𝛽𝑡− (𝑏1 cos𝛽𝑡+𝑎1 sen𝛽𝑡)𝑎2 cos𝛽𝑡]𝑒𝛼𝑡




· 𝛽(𝑎−𝛼)2 +𝛽2 · 𝑒
𝛼𝑡 ̸= 0
Observamos que para esta última expressão ser igual a zero só é possível se 𝛽 = 0, mas
se isso ocorre, não temos um autovalor complexo, assim concluímos que esse determinante
é diferente de zero. Logo, as soluções X1 e X2 são linearmente independentes. Assim,
podemos reescrever a Afirmação 2.2.1 da seguinte forma:
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Afirmação 2.2.2. Seja 𝜆1 = 𝛼 +𝛽𝑖 um autovalor complexo da matriz de coeficientes A
do sistema homogêneo (2.8). Então
X1 = 𝑒𝛼𝑡(P1 cos𝛽𝑡−P2 sen𝛽𝑡)
X2 = 𝑒𝛼𝑡(P2 cos𝛽𝑡+P1 sen𝛽𝑡)
são soluções linearmente independentes do sistema (2.8) no intervalo (−∞,∞), onde P1
e P2 são como em (2.16).
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3 ANÁLISE DAS TRAJETÓRIAS
Neste capítulo, vamos introduzir e analisar as soluções dos sistemas de equações
diferenciais ordinárias a partir dos autovalores da matriz de coeficientes constantes.
Consideremos o seguinte sistema linear homogêneo com duas equações diferenciais



















este sistema pode ainda, ser denotado da seguinte maneira
X′ = AX. (3.3)
Como vimos no capítulo anterior para obtermos uma solução não trivial de (3.2)
devemos encontrar os autovalores da matriz de coeficientes A, ou seja, as raízes da equação
polinomial
𝑑𝑒𝑡(A−𝜆I) = 0
e os seus autovetores associados. Segundo Boyce e Diprima (2006, p. 258), muitas vezes
equações diferenciais não podem ser resolvidas por métodos analíticos. Daí, surge a questão
de como podemos obter informação qualitativa das soluções sem resolvê-las de fato. Dada
a equação X′ = AX, podemos encontrar as inclinações das retas tangentes, calculando AX
para diversos pontos. O conjunto dessas inclinações é chamado de campo de direções.
E, a partir dele podemos ter uma noção do comportamento da curva.
Vimos na Definição 2.1.2 que uma solução do sistema (3.2) é uma função vetorial
que satisfaz o sistema de equações diferenciais. Tal função pode ser representada por
uma curva paramétrica no plano 𝑥𝑦. Este plano é chamado de plano de fase. Muitas
vezes vamos falar de trajetórias, que quer dizer olhar a curva solução como um caminho
percorrido por uma partícula onde a velocidade 𝑑X/𝑑𝑡 é definida pela equação diferencial.
O conjunto de trajetórias é definido por retrato de fase.
Os pontos onde o lado direito da equação (3.2) se anulam são bastante importantes,
pois representam soluções constantes ou de equilíbrio do sistema de equações diferenciais
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ordinárias. Tais pontos são chamados de pontos críticos. Suponhamos que o 𝑑𝑒𝑡A ̸= 0,
assim, X = 0 é o único ponto crítico do sistema (3.2). Vamos analisar agora geometricamente
as soluções do sistema (3.2) de acordo com seus autovalores.
Calculando 𝑑𝑒𝑡(A−𝜆I) = 0, temos⃒⃒⃒⃒
⃒⃒ 𝑎11 −𝜆 𝑎12
𝑎21 𝑎22 −𝜆
⃒⃒⃒⃒
⃒⃒ = (𝑎11 −𝜆)(𝑎22 −𝜆)−𝑎12𝑎21
= 𝜆2 − (𝑎11 +𝑎22)𝜆+𝑎11𝑎22 −𝑎12𝑎21 = 0
= 𝜆2 −𝑝𝜆+ 𝑞 = 0
onde 𝑝 é o traço1 da matriz de coeficientes A2×2 e 𝑞 o seu determinante.
Note que se Δ = 𝑝2 −4𝑞 = 0 temos dois autovalores reais e iguais; se Δ = 𝑝2 −4𝑞 > 0
temos dois autovalores reais e distintos, podendo ser ambos de mesmo sinal ou com sinais
opostos e; se Δ = 𝑝2 −4𝑞 < 0 temos dois autovalores complexos conjugados. Chamamos
de imaginário puro o número complexo com parte real nula. Na próxima seção iremos
analisar as trajetórias para cada um destes cinco casos.
3.1 Trajetórias correspondentes aos Autovalores
Caso 1 - Autovalores Reais e Distintos de mesmo sinal
Sabemos que a solução geral do sistema homogêneo (3.3) neste caso é
X = 𝑐1K1𝑒𝜆1𝑡 + 𝑐2K2𝑒𝜆2𝑡 (3.4)
tal que 𝜆1 e 𝜆2 são ambos negativos ou ambos positivos. Vejamos primeiro o comportamento
da solução X, quando 𝜆1 < 𝜆2 < 0. Suponhamos que os autovetores correspondentes sejam
como mostrados na figura 1.
Olhando para a equação (3.4) observemos que se os autovalores 𝜆1 e 𝜆2 são negativos,





Isso quer dizer que todas as soluções estão convergindo para o ponto crítico na origem
quando 𝑡 tende a infinito. Se 𝑐2 = 0 e 𝑐1 ̸= 0, então a solução se torna
X = 𝑐1K1𝑒𝜆1𝑡.
Ou seja, a solução está sobre a reta determinada pelo autovetor K1, para todo 𝑡. Imaginemos
que a solução é um caminho onde uma partícula se move. Então, quando 𝑡 tende à infinito
1 Traço de uma matriz quadrada é soma dos elementos da sua diagonal principal.
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ela se move para origem sobre a reta suporte de K1. Se 𝑐1 = 0 e 𝑐2 ̸= 0, analogamente, a
partícula se move para a origem sobre a reta suporte de K2, quando 𝑡 tende a infinito.
Para entender melhor o comportamento das trajetórias, lembrando que 𝜆1 < 𝜆2,






Observemos que quando 𝑐2 ̸= 0 na equação (3.5) o termo 𝑐1K1𝑒(𝜆1−𝜆2)𝑡 é desprezível em
comparação com 𝑐2K2 quando 𝑡 for bastante grande.
Dessa forma, quando 𝑡 → ∞ a trajetória não apenas se aproxima da origem mas
também tende para a reta definida pelo autovetor K2. Assim, todas as curvas soluções se
aproximam do ponto crítico tangenciando a reta suporte do autovetor K2, exceto as que
iniciam sobre a reta suporte de K1, ou seja, quando 𝑐2 = 0 e 𝑐1 ̸= 0.
Se os autovalores 𝜆1 e 𝜆2 são ambos positivos as trajetórias possuem a mesma
configuração, porém com as direções invertidas. Como os fatores exponenciais são positivos,
então quando 𝑡 tende à infinito a partícula se move afastando do ponto crítico na origem.












um sistema homogêneo com duas equações diferenciais. Analise as trajetórias das curvas
soluções.
Calculando-se o 𝑑𝑒𝑡(A − 𝜆I) = 0, obtemos os autovalores 𝜆1 = −4 e 𝜆2 = −3.


















⇒ 𝑘1 = −𝑘2
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⇒ 𝑘1 = 𝑘2


















Isto é equivalente a
𝑥(𝑡) = 𝑐1𝑒−4𝑡 + 𝑐2𝑒−3𝑡
𝑦(𝑡) = −𝑐1𝑒−4𝑡 + 𝑐2𝑒−3𝑡
Como comentado anteriormente as soluções 𝑥(𝑡) e 𝑦(𝑡) tendem a zero quando 𝑡 tende à
infinito. Se 𝑐2 = 0 e 𝑐1 ̸= 0, então, temos as seguintes soluções
𝑥(𝑡) = 𝑐1𝑒−4𝑡
𝑦(𝑡) = −𝑐1𝑒−4𝑡.
Observando o plano 𝑥𝑦, percebemos que a curva solução é exatamente a reta a 𝑥 = −𝑦
que nada mais é, a reta definida pelo autovetor K1 associado a 𝜆1. Analogamente, quando
𝑐1 = 0 e 𝑐2 ̸= 0, temos
𝑥(𝑡) = 𝑐2𝑒−3𝑡
𝑦(𝑡) = 𝑐2𝑒−3𝑡.
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estas equações representam a reta 𝑥 = 𝑦, que também é a reta suporte do autovetor K2.










𝑥(𝑡) = 𝑒−3𝑡(𝑐1𝑒−𝑡 + 𝑐2)
𝑦(𝑡) = 𝑒−3𝑡(−𝑐1𝑒−𝑡 + 𝑐2).
Quando 𝑐2 ̸= 0, podemos desprezar os termos ±𝑐1𝑒−𝑡 para 𝑡 suficientemente grande. Logo,
𝑥(𝑡) = 𝑐2𝑒−3𝑡
𝑦(𝑡) = 𝑐2𝑒−3𝑡.
Isso mostra que quando 𝑡 tende à infinito as soluções tendem para a reta de K2.
Figura 1 – Retrato de fase para autovalores reais distintos de mesmo sinal
Fonte: Produção própria
Veremos agora um exemplo que os autovalores 𝜆1 e 𝜆2 são positivos.











estude as trajetórias das soluções.
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utilizando os mesmos procedimentos do exemplo anterior encontramos os autovalores
















As curvas soluções nesse caso tem o mesmo padrão do exemplo anterior, mas
com sentido contrário. Quando 𝑡 aumenta as trajetórias se afastam da origem devido a
exponencial positiva.
De modo geral, quando os autovalores são ambos negativos as soluções convergem
para a origem e, se a curva não começa sobre uma das retas suportes dos autovetores,
as curvas soluções se aproximam da origem tangenciando a reta suporte do autovetor
associado ao maior autovalor. Analogamente, acontece quando os autovalores são ambos
positivos, no entanto, a direção do movimento tem sentido contrário em relação ao ponto
crítico. Este tipo de ponto crítico é chamado de nó atrator.
Caso 2 - Autovalores Reais de Sinais Opostos
Seja o sistema X′ = AX sabemos que a solução geral da equação desse sistema é
X = 𝑐1K1𝑒𝜆1𝑡 + 𝑐2K2𝑒𝜆2𝑡. (3.10)
Podemos supor que 𝜆1 > 0 e 𝜆2 < 0. Se 𝑐2 = 0 então a curva solução estará contida na reta
suporte de K1. Além disso,
||X|| → ∞ quando 𝑡 → ∞,
já que 𝜆1 > 0. Por outro lado, se 𝑐1 = 0 então a curva solução estará contida na reta suporte
de K2 e
||X|| → 0 quando 𝑡 → ∞,
pois 𝜆2 < 0.
É necessário observar o comportamento das soluções quando 𝑡 tende à menos
infinito. Se 𝑐1 = 0, a curva solução está contida na reta suporte de K2 e,
||X|| → ∞ quando 𝑡 → −∞,
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devido a variável 𝑡 e 𝜆 serem ambos negativos. Se 𝑐2 = 0, a curva solução estará contida
na reta suporte de K1, logo
||X|| → 0 quando 𝑡 → −∞,
pois 𝑡 e 𝜆1 são ambos positivos.
Se 𝑐1 e 𝑐2 são simultaneamente diferente de zero as soluções não estão contidas nas
retas suporte de K1 e K2. Mas ||X|| tende a infinito, seja quando 𝑡 tende a infinito ou a
menos infinito. Pois, de qualquer maneira temos a presença de uma exponencial positiva
na equação (3.10) e, esta é o fator dominante. A origem nesse caso é um ponto de sela.
Um ponto de sela é um ponto de uma superfície onde a inclinação é nula. Entretanto,
não corresponde a um ponto de máximo ou mínimo. Na verdade, é ponto de máximo numa
direção e de mínimo noutra direção. O formato dessa superfície é similar a uma sela de
cavalo. A Figura 2 mostra as curva de níveis no plano 𝑥𝑦, que é a representação plana
deste fenômeno.
Figura 2 – Retrato de fase do sistema do Exemplo 2.1.1 cujo os são reais de sinais opostos
Fonte: Produção própria
Caso 3 - Autovalores Iguais
Sejam 𝜆1 = 𝜆2 = 𝜆. Consideramos o caso em que os autovalores sejam negativos,
para os autovalores positivos, as trajetórias serão semelhantes, mas com a direção do
movimento invertida. Existem duas situações a considerar, uma é se o autovalor repetido
possui dois autovetores independentes e a outa é se possui apenas um.
(a) Dois autovetores independentes
Sendo o sistema X′ = AX a solução geral é
X = 𝑐1K1𝑒𝜆𝑡 + 𝑐2K2𝑒𝜆𝑡, (3.11)
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que é equivalente a
𝑥 = 𝑐1𝑘11𝑒𝜆𝑡 + 𝑐2𝑘12𝑒𝜆𝑡
𝑦 = 𝑐1𝑘21𝑒𝜆𝑡 + 𝑐2𝑘22𝑒𝜆𝑡
onde K1 e K2 são autovetores independentes. A razão 𝑦/𝑥 não é dependente de 𝑒𝜆𝑡, mas










= 𝑐1𝑘21 + 𝑐2𝑘22
𝑐1𝑘11 + 𝑐2𝑘12
.
Notemos que a expressão do lado direito de da última equação é uma constante. Denomi-
nando esta, por 𝛼 temos
𝑦
𝑥
= 𝛼 ⇒ 𝑦 = 𝛼𝑥 (3.12)
observemos que esta expressão representa uma reta que passa pela origem. Podemos
concluir então, que toda trajetória está sobre uma reta que passa pela origem. O ponto
crítico neste caso é um nó próprio.
(b) Um autovetor independente
Suponhamos que 𝜆 seja um autovalor associado ao sistema X′ = AX e que haja
somente um autovetor associado a 𝜆. Podemos encontrar uma segunda solução da forma
X2 = K𝑡𝑒𝜆𝑡 +V𝑒𝜆𝑡. (3.13)
Devido ao foco deste trabalho ser analisar as trajetórias das curvas soluções, não
vamos adentrar muito no método de encontrar uma segunda solução. No entanto, segue
uma justificativa simples. substituindo (3.13) no sistema X′ = AX, obtemos
K𝑒𝜆𝑡 +K𝑡𝑒𝜆𝑡 +𝜆V𝑒𝜆𝑡 = AK𝑡𝑒𝜆𝑡 +AV𝑒𝜆𝑡
AK𝑡𝑒𝜆𝑡 −K𝑡𝑒𝜆𝑡 +AV𝑒𝜆𝑡 −𝜆V𝑒𝜆𝑡 −K𝑒𝜆𝑡 = 0 ⇐⇒
(AK−K)𝑡𝑒𝜆𝑡 +(AV−𝜆V−K)𝑒𝜆𝑡 = 0
como essa equação deve ser válida para qualquer 𝑡, então
(A−𝜆I)K = 0 (3.14)
e
(A−𝜆I)P = K. (3.15)
Capítulo 3. ANÁLISE DAS TRAJETÓRIAS 35
Daí, temos que K é um autovetor associado a 𝜆. Pela equação (3.15) encontramos uma
solução X1 = K𝑒𝜆𝑡, então resolvendo a equação (3.15) encontramos o vetor V, e conse-
quentemente outra solução X2 = K𝑡𝑒𝜆𝑡 + V𝑒𝜆𝑡. Portanto, a solução geral neste caso é
X = 𝑐1K𝑒𝜆𝑡 + 𝑐2(K𝑡𝑒𝜆𝑡 +V𝑒𝜆𝑡) (3.16)
onde K é o autovetor e V um autovetor encontrado para uma segunda solução. Suponhamos
que 𝜆 < 0, então
X → 0 quando 𝑡 → ∞
e
X → ∞ quando 𝑡 → −∞.
Para valores arbitrariamente grandes de 𝑡 o termo dominante na equação (3.16)
é 𝑐2K𝑡𝑒𝜆𝑡. Então, quando 𝑡 tende à infinito as trajetórias se aproximam da origem tan-
genciando a reta suporte do autovetor K. Até mesmo quando 𝑐2 = 0, pois a solução se
torna
X = 𝑐1K𝑒𝜆𝑡
que está sobre esta reta. Analogamente, consideremos 𝑡 assumindo um valor inicial grande
com sinal negativo e tendendo para mais infinito, como
𝑐2K𝑡𝑒𝜆𝑡
é dominante, cada trajetória será assintótica a uma reta paralela a K. A orientação das
trajetórias depende das posições relativas de K e V. Para facilitar a localização das
trajetórias vamos reescrever a solução (3.16) da forma
X = [(𝑐1K+ 𝑐2V)+ 𝑐2K𝑡]𝑒𝜆𝑡 = Y𝑒𝜆𝑡, (3.17)
onde Y = (𝑐1K+ 𝑐2V)+ 𝑐2K𝑡. Notemos que o vetor Y define a direção de X, enquanto o
termo dominante 𝑒𝜆𝑡 impacta diretamente o módulo de X. Vejamos também que, com 𝑐1
e 𝑐2 fixos, a expressão de Y é uma equação vetorial da reta que passa pelo ponto
𝑐1K+ 𝑐2V
e é paralela a K. Para traçar a trajetória correspondente a um dado par de valores 𝑐1 e 𝑐2,
basta primeiramente, traçar a reta dada por
(𝑐1K+ 𝑐2V)+ 𝑐2K𝑡
e depois verificar a direção dos 𝑡 crescentes sobre esta reta. Depois notemos que a trajetória
passa pelo ponto 𝑐1K+ 𝑐2V quando 𝑡 = 0.
Capítulo 3. ANÁLISE DAS TRAJETÓRIAS 36
Além disso, quando 𝑡 cresce, a direção do vetor X (dado por Y na eq. (3.17)),
acompanha a direção dos 𝑡 crescentes sobre a reta, porém, o módulo de X decresce
rapidamente e tende a zero devido ao fator exponencial decrescente 𝑒𝜆𝑡. Mais quando 𝑡
diminui para −∞, a direção de X está determinada pela reta e o módulo de X tende a
infinito. As trajetórias apresentadas na Figura 3 foram obtidas a partir desta análise para












Por exemplo, a curva 𝜑(𝑡) é obtida considerando 𝑐1 = 𝑐2 = −5.
Figura 3 – Retrato de para uma solução com autovalores iguais e apenas um autovetor indepen-
dente
Fonte: Produção própria
Se 𝜆1 = 𝜆2 > 0 podemos traçar as trajetórias seguindo este mesmo procedimento.
No entanto, a direção e a orientação das trajetórias em relação a K e V serão invertidos,
ou seja,
X → ∞ quando 𝑡 → ∞,
e
X → 0 quando 𝑡 → −∞.
O ponto crítico neste caso é chamado nó impróprio.
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Caso 4 - Autovalores Imaginários Puros
















Vimos anteriormente que o polinômio característico dessa matriz é
𝜆2 − (𝑎11 +𝑎22)𝜆+𝑎11𝑎22 −𝑎12𝑎21 = 0.




(𝑎11 +𝑎22)2 −4(𝑎11𝑎22 −𝑎12𝑎21)
2
notemos que 𝜆 será imaginário puro se, e somente se,
𝑎11 +𝑎22 = 0 e 𝑎11𝑎22 −𝑎12𝑎21 > 0,
pois caso 𝑎11 +𝑎22 ≠ 0 existirão duas raízes reais, ou complexas com parte real diferente
de zero. Mas, se 𝑎11 +𝑎22 = 0 e 𝑎11𝑎22 −𝑎12𝑎21 ≤ 0, existirão apenas raízes reais.
Sem perda de generalidade, sistemas com autovalores complexos 𝜆 = 𝛼 ± 𝛽𝑖 são







Basta fazer 𝛼 = 𝑎11 +𝑎22 e 𝛽 = (𝑎11 +𝑎22)2 −4(𝑎11𝑎22 − 𝑎12𝑎21). No caso de autovalores
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Recordaremos a forma polar de um complexo. De acordo com Stewart (2010), um número
complexo 𝑍 = 𝑎+ 𝑏𝑖 pode ser escrito da seguinte maneira
𝑍 = 𝑟(𝑐𝑜𝑠𝜃 + 𝑖𝑠𝑒𝑛𝜃)
tal que,
𝑟 = |𝑍| =
√︁
𝑎2 + 𝑏2, tan𝜃 = 𝑏
𝑎
Com base nisso, vamos então escrever nossas soluções em coordenadas polares. Sejam







































= 0 ⇒ 𝑟 = 𝑘,
onde 𝑘 é uma constante.
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Pois, 𝑟 significa distância de um complexo até a origem. De modo que, dado um complexo
𝑍 não nulo, podemos formar um triângulo retângulo como mostra a figura abaixo. 𝜃 é o
ângulo formado pelo eixo 𝑥 e o vetor 𝑂𝑍.
Figura 4 – Representação gráfica de um número complexo 𝑍
Fonte: Produção própria
Utilizando as relações trigonométricas neste triângulo, obtemos
sec𝜃 = 𝑟
𝑥
⇒ sec2 𝜃 = 𝑟
2
𝑥2



















𝜃 = −𝛽𝑡+ 𝜃0 (3.26)
Então as curvas soluções para autovalores da forma ±𝛽𝑖 são
𝑥(𝑡) = 𝑐1𝑘 cos(−𝛽𝑡+ 𝜃0) (3.27)
𝑦(𝑡) = 𝑐2𝑘 sen(−𝛽𝑡+ 𝜃0) (3.28)
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ou,
X = 𝑘(𝑐1 cos(−𝛽𝑡+ 𝜃0), 𝑐2 sen(−𝛽𝑡+ 𝜃0)) (3.29)
É possível ver na Figura 5 que as trajetórias são círculos centrados na origem. Se 𝛽 > 0,
vemos na equação (3.26), que 𝜃 diminui quando 𝑡 aumenta, assim, o movimento das
trajetórias possuem sentido horário e se 𝛽 < 0 tem sentido trigonométrico. Além disso,
estas soluções são periódicas com período 2𝜋
𝛽
. Para além disso, vamos mostrar que as
trajetórias são elipses quando os autovalores são imaginários puros.
Consideremos o sistema (3.19), vimos que os autovalores são imaginários puros se,
e somente se,
𝑎11 +𝑎22 = 0 e 𝑎11𝑎22 −𝑎12𝑎22 > 0. (3.30)








isso é equivalente a
−(𝑎21𝑥+𝑎22𝑦)𝑑𝑥+(𝑎11𝑥+𝑎12𝑦)𝑑𝑦 = 0 (3.31)








de (3.30) temos que,














Agora derivando esta última expressão em relação a 𝑦, temos
𝜕𝑓
𝜕𝑦
= −𝑎22𝑥+𝑔′(𝑦) = 𝑎11𝑥+𝑎12𝑦
daí,
𝑔′ = 𝑎12𝑦 e 𝑔(𝑦) =
𝑎12𝑦2
2 .







= 𝑎21𝑥2 +2𝑎22𝑥𝑦 −𝑎12𝑦2 = 𝑘 (3.33)
onde 𝑘 é uma constante de integração.
De acordo com a geometria analítica a equação (3.33) é uma equação do segundo
grau na variável 𝑥 e 𝑦, da forma:
𝐴𝑥2 +𝐵𝑥𝑦 +𝐶𝑦2 +𝐹 = 0, (3.34)
onde 𝐴 = 𝑎21, 𝐵 = 2𝑎22, 𝐶 = −𝑎12 e 𝐹 = −𝑘. Chama-se indicador da equação (3.34) o
número real 𝐼 = 𝐵2 −4𝐴𝐶. Um resultado importante da geometria analítica diz que se o
indicador for menor que zero (𝐼 < 0), então a equação (3.34) representa uma elipse, um
ponto ou o conjunto vazio.
Calculando o indicador em (3.33), obtemos
𝐼 = 4𝑎222 +4(𝑎21𝑎12)
= 4𝑎222 +4(𝑎21𝑎12)+4(𝑎22𝑎11)−4(𝑎22𝑎11)
= 4𝑎22(𝑎22 +𝑎11)−4(𝑎22𝑎11 −𝑎21𝑎12)
de (3.30) concluímos que
4𝑎22(𝑎22 +𝑎11)−4(𝑎22𝑎11 −𝑎21𝑎12) < 0
logo 𝐼 < 0.
Devido a natureza das soluções 𝑥 e 𝑦 do sistema (3.19) a equação (3.33) não é nem
um ponto e nem é um conjunto vazio. Portanto, (3.33) é uma elipse de centro na origem.
Neste caso o ponto crítico é chamado de centro.







Calculando as raízes do polinômio característico encontramos 𝜆 = ±3𝑖. Então, a
solução geral desse sistema é
X = 𝑘(𝑐1 cos(−3𝑡+ 𝜃0), 𝑐2 sen(−3𝑡+ 𝜃0)),
e escolhendo 𝑐1 = 2 e 𝑐2 = 1, temos
X = 𝑘(2cos(−3𝑡+ 𝜃0),sen(−3𝑡+ 𝜃0)).
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Essas soluções são elipses de centro no origem como mostra a figura 5.
Figura 5 – retrato de fase para sistema do Exemplo 3.1.3 cujo os autovalores são imaginários
puros
Fonte: Produção própria
Caso 5 - Autovalores Complexos
Sejam 𝜆 = 𝛼 ±𝛽𝑖 autovalores complexos. Vimos no capítulo anterior que a solução
do sistema X′ = AX para esse caso é
X1 = 𝑒𝛼𝑡(P1 cos𝛽𝑡−P2 sen𝛽𝑡)
X2 = 𝑒𝛼𝑡(P2 cos𝛽𝑡+P1 sen𝛽𝑡)
assim,
𝑥(𝑡) = 𝑒𝛼𝑡(𝑐11 cos𝛽𝑡− 𝑐12 sen𝛽𝑡)
𝑦(𝑡) = 𝑒𝛼𝑡(𝑐21 cos𝛽𝑡+ 𝑐22 sen𝛽𝑡).
Vimos no caso anterior (quando 𝛼 = 0) que essas soluções são elipses que circulam em
torno da origem. No entanto, se 𝛼 ≠ 0, o fator exponencial faz as soluções espiralar. Se
𝛼 < 0 então 𝑒𝛼𝑡 tende à zero quando 𝑡 tende à infinito, logo as soluções semelhantes a
elipses circulam cada vez mais próximas da origem. Se 𝛼 > 0, 𝑒𝛼𝑡 tende à infinito quando
𝑡 tende à infinito, as soluções são semelhantes a elipses, mas cada vez mais se afasta da
origem. Neste caso o ponto crítico é chamado ponto espiral.







calculando as raízes do polinômio característico dessa matriz, encontramos os
autovalores 𝜆 = 1±3𝑖, então as soluções são
𝑥(𝑡) = 𝑒𝑡(𝑐11 cos3𝑡− 𝑐12 sen3𝑡)
𝑦(𝑡) = 𝑒𝑡(𝑐21 cos3𝑡+ 𝑐22 sen3𝑡)
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quando 𝑡 tende à infinito, a exponencial positiva faz as soluções 𝑥(𝑡) e 𝑦(𝑡) tender ao
infinito como mostra na figura 6
Figura 6 – Retrato de fase para o sistema do Exemplo 3.1.4 cujo os autovalores são complexos
Fonte: Produção própria
Nas próximas seções estaremos interessados apenas no caso em que os autovalores
são imaginários puros.
3.2 Sistemas Autônomos e Estabilidade
Sistemas Autônomos
Um sistema de equações diferenciais de primeira ordem é chamado autônomo
quando pode ser escrito na forma
𝑑𝑥1
𝑑𝑡
= 𝑓1(𝑥1,𝑥2, · · · ,𝑥𝑛)
𝑑𝑥2
𝑑𝑡




= 𝑓𝑛(𝑥1,𝑥2, · · · ,𝑥𝑛)
desse modo, a variável independente 𝑡 não aparece explicitamente no membro direito das
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onde x = 𝑥i+𝑦j e f(x) = 𝐹 (𝑥,𝑦)i+𝐺(𝑥,𝑦)j. O sistema
X′ = AX, (3.36)
é um exemplo simples de um sistema autônomo. No entanto, se pelo menos um elemento
da matriz de coeficiente A for uma função da variável independente 𝑡, então o sistema não
é autônomo. A discriminação entre sistemas autônomos e não-autônomos faz-se necessário
para análise qualitativa geométrica que desenvolveremos neste trabalho.
Suponhamos que 𝐹 e 𝐺 sejam funções de classe 𝐶1 em algum domínio 𝐷 do plano
𝑥𝑦. Seja (𝑥0,𝑦0) um ponto pertencente a 𝐷, então, pelo Teorema 2.1.1 existe uma única
solução do sistema (3.35) que satisfaz as condições iniciais
𝑥(𝑡0) = 𝑥0, 𝑦(𝑡0) = 𝑦0. (3.37)
A solução está definida em algum intervalo de tempo 𝐼 que contém o ponto 𝑡0. Muitas
vezes é mais prático escrever o problema de valor inicial (3.37) também na forma vetorial
x(𝑡0) = x0, (3.38)
onde x0 = 𝑥0i+𝑦0j. O sistema autônomo (3.35) tem um campo de direções associado que
não depende do tempo. Um dado importante que decorre disso, é que todas as soluções que
satisfazem uma condição inicial do tipo (3.37) possuem a mesma trajetória, independente
do instante 𝑡0 no qual elas estão em (𝑥0,𝑦0). Dessa forma, podemos obter, simultaneamente,
através de um único retrato de fase do sistema linear (3.36), informações qualitativas sobre
todas as soluções do sistema (3.35).
Estabilidade e Instabilidade
Considere o sistema autônomo
x′ = f(x). (3.39)
Os pontos onde f(x) = 0, se existirem, implica que x′ = 0 e, portanto, são chamados de
pontos críticos do sistema autônomo (3.39). Estes pontos correspondem as soluções de
equilíbrio ou constantes do sistema de equações diferenciais autônomos.
Um ponto crítico do sistema (3.39) será considerado estável se, para algum 𝜖 > 0
existir um 𝛿 > 0, tal que toda solução x = 𝜑(𝑡) do sistema (3.35), satisfaz, em 𝑡 = 0,
||𝜑(0)−x0|| < 𝛿,
de modo que para todo 𝑡 > 0
||𝜑(𝑡)−x0|| < 𝜖. (3.40)
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Em outras palavras isso quer dizer que todas as soluções que iniciam próximas, isto é, a
uma distância menor do que 𝛿 de x0 permanecem próximas, ou seja, a uma distância menor
do que 𝜖 de x0. Apesar disso, a trajetória da solução não necessariamente precisa tender ao
ponto crítico x0 quando 𝑡 à infinito. Um ponto crítico que não obedece a condição (3.40) é
considerado instável. Em particular o ponto crítico centro é estável.
Para um ponto crítico x0 ser denominado assintoticamente estável é preciso ser
estável e existir um 𝛿0 > 0 tal que, se uma solução x = 𝜑(𝑡) satisfaz





Assim, as trajetórias que iniciam próximas do ponto crítico x0 além de permanecerem
próximas têm que acabar tendendo a x0 quando 𝑡 tende à infinito. Veja que a estabilidade
assintótica é uma propriedade mais forte que a estabilidade, pois um ponto crítico tem
que ser estável antes de ser assintoticamente estável. Porém, somente a condição (3.42),
que é inconcebível para a estabilidade assintótica, não garante nem estabilidade simples.
3.3 Sistemas Não Lineares
Nas seções 3.1 e 3.2 apresentamos o comportamento das curvas soluções de sistemas
lineares homogêneos para cada tipo de autovalor e propriedades de estabilidade do ponto
crítico. Nessa seção iremos nos concentrar em soluções com autovalores complexos. De
acordo com os conceitos discutidos nas seções precedentes, podemos afirmar:
Corolário 3.3.1. O ponto crítico x0 = 0 do sistema linear homogêneo (3.36) é estável se
𝜆 = ±𝛽𝑖 são imaginários puros.
A partir desse corolário percebemos que um autovalor da matriz de coeficientes A
pode determinar o tipo de ponto crítico e sua estabilidade. Por outro lado, os autovalores
dependem dos coeficientes de A.
Segundo Boyce e Diprima (2006, p. 269) "Quando um sistema desses aparece em
algum campo aplicado os coeficientes resultam, em geral, de medidas de determinadas
quantidades físicas."Estas medidas podem sofrer pequenas mudanças, isto é, os coeficientes
podem sofrer pequenas pertubações e isso pode afetar a estabilidade do ponto crítico, bem
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calculando as raízes do polinômio característico encontramos os autovalores 𝜆 = ±𝛽𝑖, logo







tal que |𝜖| é arbitrariamente pequeno. Calculando as raízes do polinômio característico
encontramos os autovalores 𝜆 = 𝜖±𝛽𝑖. Observe que independente de quanto |𝜖| for pequeno
o autovalor 𝜆 = 𝜖±𝛽𝑖 transforma o ponto de centro num ponto espiral. Se 𝜖 < 0, o ponto
espiral é assintoticamente estável e, se 𝜖 > 0 o ponto espiral é instável.
Contudo, quando os autovalores são imaginários puros 𝜆 = ±𝛽𝑖 o ponto crítico é
um centro e as trajetórias são curvas fechadas em volta dele. Mas se os coeficientes da
matriz A sofre pequenas pertubações os autovalores se tornam 𝜆 = 𝛼 ± 𝛽′𝑖, onde |𝛼| é
pequeno e 𝛽′ ≈ 𝛽. Logo, as novas trajetórias são espirais em vez de curvas fechadas. Se
𝛼 < 0 o sistema é assintoticamente estável e, se 𝛼 > 0 é instável.
Seja
x′ = f(x) (3.43)
um sistema autônomo com duas equações diferencias ordinárias não-lineares. Vamos
analisar agora as trajetórias deste sistema na vizinhança de um ponto crítico x0. Para isso
precisamos aproximar o sistema não-linear (3.43) à um sistema linear, pois deste último
sabemos descrever o comportamento das trajetórias.
Consequentemente é necessário saber como encontrar um sistema linear apropriado,
de tal forma que as trajetórias sejam boas aproximações do sistema não-linear. Sem perda
de generalidade, podemos escolher o ponto crítico sendo a origem, pois se x0 ̸= 0, sempre
podemos fazer a substituição u = x−x0 na equação (3.43). Seja
x′ = Ax+g(x) (3.44)
um sistema não linear. Suponha que x = 0 é um ponto crítico isolado do sistema (3.44). Ou
seja, existe algum círculo em torno da origem, no qual não existem nem um outro ponto
crítico. Suponhamos também que 𝑑𝑒𝑡A ≠ 0 então x = 0 é um ponto isolado do sistema
x′ = Ax.
O sistema não-linear (3.44) será próximo do sistema linear x′ = Ax, se g(x) for
pequeno.
Definição 3.3.1. Seja o sistema não-linear (3.44). Suponha que g(x) seja de classe 𝐶1,
se g(x) satisfaz a condição
||g(x)||
||x|| → 0 quando x → 0, (3.45)
então o sistema (3.44) é quase linear na vizinhança do ponto crítico x = 0.
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A definição 3.3.1 diz que ||g(x)|| é pequeno em comparação a ||x|| próximo da
origem. Escrevendo o sistema não-linear (3.44) em forma escalar, temos
𝑥′ = 𝐹 (𝑥,𝑦) e 𝑦′ = 𝐺(𝑥,𝑦). (3.46)
Seja (𝑥0,𝑦0) ponto crítico de (3.46), suponhamos que as funções 𝐹 (𝑥,𝑦) e 𝐺(𝑥,𝑦) têm
derivadas parciais contínuas até a segunda ordem, então pela série de Taylor em torno do
ponto (𝑥0,𝑦0), temos
𝐹 (𝑥,𝑦) = 𝐹 (𝑥0,𝑦0)+𝐹𝑥(𝑥0,𝑦0)(𝑥−𝑥0)+𝐹𝑦(𝑥0,𝑦0)(𝑦 −𝑦0)+𝜇1(𝑥,𝑦)




→ 0 quando (𝑥,𝑦) → (𝑥0,𝑦0) e,
analogamente para 𝜇2.
Observe que

























Portanto, se as funções 𝐹 e 𝐺 forem de classe 𝐶2, então o sistema (3.46) é quase linear.
Além disso, o sistema linear correspondente, isto é, que aproxima o sistema não-linear











onde 𝑢 = 𝑥−𝑥0 e 𝑣 = 𝑦 −𝑦0.
Como o termo não-linear g(x) é pequeno comparado ao termo linear Ax quando
x é pequeno, podemos presumir que as trajetórias do sistema linear (3.36) sejam boas
aproximações do sistema não-linear (3.43).
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4 MODELO PREDADOR-PRESA
Assim como comentamos na introdução deste trabalho, neste capítulo iremos discutir
a interação ao longo do tempo entre duas espécies, das quais uma se alimenta da outra, ou
seja, uma espécie predadora e outra a presa. Vamos apresentar as equações Lotka-Volterra,
que é um modelo predador simples e, portanto não descreve completamente as relações que
ocorrem no ecossistema. Apesar disso, este modelo é o primeiro passo para compreender
outros modelos mais próximos da realidade.
É recorrente em modelagem de problemas físicos, atribuir notações simbólicas para
aquilo se deseja estudar. Nesse sentido, vamos chamar de 𝑥 e 𝑦 as populações da presa e
do predador, respectivamente e de 𝑡 o tempo.
Suponhamos que num certo instante não exista a espécie predadora, então a




= 𝑎𝑥, quando 𝑦 = 0,
onde 𝑎 > 0.
Em outras palavras isso quer dizer que a variação da população de presa em
relação ao tempo é igual ao produto da população atual naquele instante por uma taxa de
proporção. Suponhamos agora que não exista presa, então a população de predador não
têm do que se alimentar, logo tende a extinção. Assim,
𝑑𝑦
𝑑𝑡
= −𝑐𝑦, quando 𝑥 = 0,
onde 𝑐 > 0. Ou seja, a população de predadores ao no decorrer do tempo é decrescida por
uma taxa proporcional a população atual.
Por fim, suponhamos que no ambiente tenha a presença das duas espécies. Quanto
maiores as populações, maiores as possibilidades de encontros entre as espécies. Quanto
menores as populações, menores as possibilidades. Logo, o número de encontros entre
predador e presa é proporcional ao produto das duas populações.
Sendo que a cada encontro a população de predador tende a crescer e a de presa
tende a diminuir. Assim, a população de predador cresce a uma taxa 𝛾𝑥𝑦 e a de presa
decresce a uma taxa −𝜔𝑥𝑦, onde 𝛾 e 𝜔 são constantes positivas. A partir dessas hipóteses
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chegamos nas equações Lotka-Volterra:
𝑑𝑥
𝑑𝑡




= −𝑐𝑦 +𝛾𝑥𝑦 = 𝑦(−𝑐+𝛾𝑥)
As constantes 𝑎 e 𝜔 são, respectivamente a taxa de crescimento da presa na ausência
do predador e a taxa de mortalidade com a presença do mesmo. As constantes 𝑐 e 𝛾 são,
respectivamente a taxa de mortalidade do predador na ausência da presa e a taxa de
crescimento com a presença da presa.
Antes de adentrar no caso geral de soluções deste modelo faremos um exemplo.
Suponhamos que uma espécie de presa na ausência do predador mantenha constante sua
população atual, ou seja, 𝑎 = 1, mas com a presença do predador sua população tende
diminuir a uma taxa 𝜔 = 12 . Suponhamos agora que a população de predador tende a
morrer a uma taxa 𝑐 = 34 , quando não tem presa, mas com a presença da presa tem sua
população aumentada a uma taxa 𝛾 = 14 .
Assim temos o seguinte sistema:
𝑑𝑥
𝑑𝑡





















daí 𝑥 = 𝑦 = 0 ou 𝑥 = 3 e 𝑦 = 2.
Então os pontos críticos são (0,0) e (3,2). O primeiro não nos interessa, pois não
faz sentido analisar um sistema que não haja nem presa nem predador. Vamos analisar
então o ponto (3,2).
Sejam
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𝐹 (𝑢,𝑣) = −32𝑣 −
1





Como 𝐹 e 𝐺 são de classe 𝐶2, pois são funções polinomiais em duas variáveis,
vamos utilizar a equação (3.48) para encontrar o sistema linear correspondente ao sistema
não-linear (4.3). As derivadas parciais são,
𝐹𝑢 = −
1










4𝑣 e 𝐺𝑣 =
1
4𝑢.






















O polinômio característico desse sistema é
𝜆2 + 34 = 0,




Então o ponto crítico é um centro estável para o sistema linear (4.4). No entanto
não podemos concluir nada a respeito das trajetórias do sistema não-linear (4.3), pois
como vimos na Seção 3.3, esse é um caso sensível que qualquer mínima pertubação no
sistema pode alterar o padrão das trajetórias. Voltamos então ao sistema (4.2) e dividimos



























4𝑥 = 𝑐 (4.5)
onde 𝑐 é uma constante de integração.
A prova que a equação (4.5), é uma curva fechada por métodos analíticos é bastante
complexa e isto desvia do propósito desse trabalho, que é analisar as trajetórias das
soluções. Entretanto, utilizando o Geogebra temos seu gráfico apresentado na Figura 7
com a constante 𝑐1 obtida a partir de condições iniciais 𝑥(0) =
13
4 e 𝑦(0) = 2 originando a
curva 𝑓 e com a constante 𝑐2 = −1 a curva 𝑔. O ponto 𝐴 = (3,2).
Figura 7 – Gráfico da equação (4.5) para dois valores distintos da constante 𝑐
Fonte: Produção própria
Uma vez que as curvas são fechadas, isso nos indica que o ponto crítico (3,2) é
um ponto de centro também para o sistema não-linear (4.2), então podemos analisar
o sistema linear correspondente sem nos preocupar com casos em que perturbações no
sistema implique em situações indesejadas. Dessa forma prosseguimos com a análise do
sistema linear correspondente (4.4).
Logo os autovalores associados ao sistema (4.4) são 𝜆 = ±𝑖
√
3
2 . Então fazendo
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escolhendo 𝑘1 = 1 obtemos 𝑘2 = −
𝑖√
3













































A solução geral desse sistema é
U = 𝑐1U1 + 𝑐2U2
que é equivalente a
𝑢 = 𝑐1 cos(
√
3
















Considerando as seguintes condições iniciais:
𝑢(0) = 14 e 𝑣(0) = 0,
assim
𝑢(0) = 𝑐1 cos(0)+ 𝑐2 sen(0) =
1








cos(0) = 0 ⇒ 𝑐2 = 0.
Daí temos que
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utilizando a identidade trigonométrica da soma de argumentos para o cosseno, podemos
escrever a equação (4.6) da seguinte maneira:












3𝑘 cos𝜃 = 14 , 3𝑘 sen𝜃 = 0 (4.8)
⇐⇒ 9𝑘2 cos2 𝜃 = 116
(4.9)
9𝑘2 sen2 𝜃 = 0
somando as equações (4.10) temos que
9𝑘2 = 116
⇒ 𝑘 = 112
substituindo 𝑘 em (4.8) encontramos 𝜃 = 0.


















usando o mesmo raciocínio,
√






3𝑘 sen𝜃 = 0 (4.10)
⇒ 3𝑘2 cos2 𝜃 = 148
(4.11)
3𝑘2 sen2 𝜃 = 0
novamente somando as equações (4.12),
3𝑘2 = 148
⇒ 𝑘 = 112
substituindo 𝑘 em (4.10) encontramos 𝜃 = 0, como esperado.
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Com isto, mostramos que as constantes 𝑘 e 𝜃 podem ser determinadas pelas
condições iniciais. Assim, podemos escrever as curvas soluções da seguinte maneira:










voltando o problema para as variáveis 𝑥 e 𝑦 temos










Essas soluções são curvas periódicas que circulam em torno do ponto crítico (3,2).
Próximo ao ponto crítico essas soluções representam boas aproximações do sistema não-
linear (4.2). A Figura 8 apresenta o retrato de fase para o sistema (4.4) associado ao
sistema não-linear (4.2), para alguns valores de 𝑘. A curva em vermelho é obtida com
𝑘 = 112 e 𝜃 = 0.
Figura 8 – Retrato de fase do sistema linear associado ao sistema não-linear (4.2)
Fonte: Produção própria
Observe que em um certo instante as populações das duas espécies são pequenas.
Daí, com poucos predadores, as presa começa a se reproduzir mais e sua população começa
a crescer enquanto a população de predador permanece pequena. No entanto, em outro
instante há bastante alimento para os predadores e sua população também começa a
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crescer. Com o crescimento da população de predadores a população de presa tende a
diminuir. Então, com menos comida os predadores também diminuem e o sistema volta à
situação inicial. A Figura 9 mostra as curvas 𝑥 e 𝑦 em função de 𝑡, onde 𝑘 = 0,6 e 𝜃 = 0.
Figura 9 – gráfico das soluções do sistema (4.4) em função do tempo
Fonte: Produção própria
Na figura 9, o gráfico se torna melhor para visualizar a comparação entre as duas
espécies. A curva 𝑥(𝑡) representa a variação da população de presa e a curva 𝑦(𝑡) a
população de predador.
Observe que as curvas são semelhantes. Entretanto, a medida que a população de
presa cresce a população de predadores cresce também. Após atingir uma valor máximo
a população de presa começa a decrescer, enquanto a população de predador continua
crescendo. Em um determinado instante a população de predador atinge também um valor
máximo.
No instante seguinte, começa a decrescer com o decrescimento da população de
presa. Este fenômeno se repete periodicamente. Este fato vai ficar mais claro ao final da
análise que se segue.
Vamos agora apresentar o caso geral utilizando o mesmo procedimento do exemplo.
Seja o sistema predador-presa:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝑑𝑥
𝑑𝑡
= 𝑎𝑥−𝜔𝑥𝑦 = 𝑥(𝑎−𝜔𝑦)
𝑑𝑦
𝑑𝑡
= −𝑐𝑦 +𝛾𝑥𝑦 = 𝑦(−𝑐+𝛾𝑥)
(4.12)
os pontos críticos são as soluções das equações,
𝑥(𝑎−𝜔𝑦) = 0 e 𝑦(−𝑐+𝜔𝑥) = 0.
Resolvendo essas equações encontramos os pontos críticos (0,0) e (𝑐/𝛾,𝑎/𝜔). Como dito
antes o ponto (0,0) não tem relevância neste estudo. Vamos analisar as soluções na
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vizinhança do ponto crítico (𝑐/𝛾,𝑎/𝜔). Primeiro vamos fazer a mudança de variável:
𝑥 = 𝑐
𝛾
+𝑢 e 𝑦 = 𝑎
𝜔
+𝑣.


























o polinômio característico desse sistema é 𝜆2 +𝑎𝑐 = 0, logo os autovalores são 𝜆 = ±𝑖
√
𝑎𝑐,
então o ponto crítico é um centro estável para o sistema linear (4.13). Como comentamos
no exemplo com essa informação não podemos concluir nada a respeito do comportamento
das trajetórias do sistema não-linear (4.12). Dividindo, então, a segunda equação pela














𝑎 ln𝑦 −𝜔𝑦 + 𝑐 ln𝑥−𝛾𝑥 = 𝑟 (4.14)
onde 𝑟 é uma constante de integração. Aqui também é possível mostrar que (4.14) é uma
curva fechada, entretanto os recursos para este fim fogem da proposta deste trabalho e,
obviamente, não podemos abrir mão do geogebra para construir este caso geral. Logo
vamos considerar este fato como verdadeiro. Zill e Cullen (2001, p. 189), esboçam uma
demonstração deste caso. Contudo, o ponto crítico (𝑐/𝛾,𝑎/𝜔), é um ponto de centro
também para o sistema não-linear (4.12).
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Essas curvas são boas aproximações para as trajetórias perto do ponto crítico (𝑐/𝛾,𝑎/𝜔).
Destas equações podemos coletar as seguintes informações:
∙ A variação das populações das espécies ocorrem de forma senoidal com período de
2𝜋√
𝑎𝑐











































∙ As amplitudes das soluções são 𝑘 𝑐
𝛾





𝑘 para o predador, logo
dependem das condições inicias e dos parâmetros do modelo.











onde 𝑇 é o período e 𝐴 é uma constante não negativa qualquer. Usando as equações




























𝑎𝑐+ 𝜃)𝑑𝑡⏟  ⏞  
**
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𝑎𝑐𝑇 = 2𝜋. Consequentemente, 𝑥 = 𝑐
𝛾
.































𝑎𝑐+ 𝜃)𝑑𝑡⏟  ⏞  
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Assim, 𝑦 = 𝑎
𝜔
.






∙ Suponha que 𝑘 > 0. Usando a aproximação (4.15) vamos calcular as populações
máximas de presas e predadores. Primeiro vamos encontrar os pontos críticos 𝑡𝑥 e 𝑡𝑦
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e 𝑡𝑦 = (
𝜋
2 +𝑛𝜋 − 𝜃)
1√
𝑎𝑐
para todo 𝑛 ∈ Z.





















𝑘 cos(0)𝑎𝑐 < 0.






























𝑘 sen(𝜋2 )𝑎𝑐 < 0.
Então 𝑡𝑦 é também ponto de máximo. Como 𝑥 e 𝑦 são funções periódicas de período
𝑇, as populações atingirão seus máximos 𝑡𝑥 +𝑇 e 𝑡𝑦 +𝑇. Quando 𝑛 = 1, 𝑡𝑥 e 𝑡𝑦 são
pontos de mínimos. Observe que as populações de presa e predador não atingem seus
máximos no mesmo tempo 𝑡. Na verdade, a população de predador atinge o máximo
um quarto do período 𝑇 após a população de presa atingir seu máximo. De fato,
𝑡𝑥 − 𝑡𝑦 = (
𝑛𝜋 − 𝜃√
𝑎𝑐
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Deste modo, podemos concluir que, embora os ciclos fechados de presa e predador
tenha períodos iguais a 𝑇, a população de predador tem um atraso de 14𝑇 com
relação ao ciclo da população de presas.
Vamos agora analisar a velocidade de crescimento da população de presa. Para isso
vamos encontrar o ponto de inflexão 𝑡𝑥0 da curva 𝑥(𝑡).
𝑑2𝑥
𝑑𝑡2
= 0 ⇒ 𝑡𝑥0 = 𝑡𝑦 = (
𝜋









. Assim, o ponto onde a curva 𝑥 tem uma inflexão,
coincide com ponto onde a população de predador atinge seu máximo. A fim de









































cos(2𝜋3 )𝑎𝑐 > 0.








Portanto, quando o predador atinge sua população máxima, velocidade de crescimento
da população de presas é a menor possível. Para 𝑛 = 1,
𝑡𝑥0 = (
𝜋
2 +𝜋 − 𝜃)
1√
𝑎𝑐
logo o ponto de inflexão 𝑡𝑥0 coincide com o ponto onde a população de predador
atinge seu mínimo. Considere os pontos
𝑡𝑥1 = (
𝜋
3 +𝜋 − 𝜃)
1√
𝑎𝑐
e 𝑡𝑥2 = (
2𝜋
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isto é, 𝑡𝑥1 < 𝑡𝑥0 < 𝑡𝑥2 . De modo análogo ao caso anterior, temos que no intervalo








Portanto, quando o predador atinge sua população mínima a velocidade de cresci-
mento da população de presas é a maior possível.
Analogamente, vamos analisar a velocidade de crescimento do predador. Então,
vamos encontrar o ponto de inflexão da curva 𝑦(𝑡).
𝑑2𝑦
𝑑𝑡2









ou seja, o ponto de inflexão 𝑡𝑦0 coincide com o ponto onde a população de presas
atinge seu máximo. Para analisar este ponto de inflexão, considere os pontos




















































𝑘 sen(𝜋6 )𝑎𝑐 < 0.
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Assim, quando a presa atinge sua população máxima, a velocidade de crescimento





que é igual a tempo 𝑡𝑥 onde a população de presa atinge seu mínimo. Considere os
pontos



















Então, quando a presa atinge sua população mínima, a velocidade de crescimento
da população do predador é menor possível. Os gráficos 10 e 11 representam estas
análises.
Figura 10 – Gráfico do sistema não-linear (4.2) com indicação dos pontos de: inflexão e máximos
e mínimos, das curvas 𝑥(𝑡) e 𝑦(𝑡)
Fonte: Produção própria
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Figura 11 – Comparações entre as populações de presas e predadores para o sistema linear (4.4)
associado ao sistema não linear (4.2)
Fonte: Produção própria
Resumindo, as variações das populações de presas e predadores são periódicas.
A população de presas atinge seu máximo primeiro e depois de um quarto de ciclo a
população de predadores atinge seu máximo. Além disso, quando a população de presas
atinge seu número máximo, a velocidade de crescimento da população do predador é
maior possível e quando a população de presas atinge seu número mínimo, a velocidade
de crescimento da população do predador é a menor possível. Por outro lado, quando
a população de predadores atinge seu número máximo, a velocidade de crescimento da
população da presa é menor possível e quando a população de predadores atinge seu
número mínimo, a velocidade de crescimento da população da presa é maior possível.
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5 CONSIDERAÇÕES FINAIS
Diante das informações obtidas através do modelo matemático, percebemos quão
bem, o mesmo expressa o modelo biológico de interação entre as espécies. Existem modelos
mais precisos, como por exemplo, modelos que consideram as interações das duas espécies
com o meio. Entretanto, novamente os modelos matemáticos se mostram eficientes para
descrevê-los. Para além disso, modelos como este que aproximam a matemática da realidade,
torna esta ciência ainda mais bela. Assim, como diz o epígrafe deste trabalho, a matemática
é o meio de comunicação que temos com o mundo.
No desenvolvimento deste trabalho, na inter-relação, dos conteúdos foi possível
reforçar e aprofundar noções de álgebra linear, de geometria analítica, de cálculo e de
equações diferenciais ordinárias. Além disso, este trabalho proporcionou consolidar os
conhecimentos relacionados ao uso da diferenciação para esboçar gráficos, ao estudo de
elipse a partir de sua forma quadrática, campos de direções de funções com duas variáveis,
entre outros.
Outra aprendizagem significativa foi operar o Geogebra que auxilia bastante na
compreensão dos objetos matemáticos e também o LaTex, pois cada vez mais exige-se
um pouco de domínio de informática pelo professor. O primeiro contato com a pesquisa
em matemática, ocorreu de fato com este trabalho. O exercício de buscar e estudar
os conhecimentos matemáticos e depois escrever justificando cada informação é muito
enriquecedor para nossa profissão, cuja a missão é tornar os conhecimentos científicos mais
acessíveis às pessoas.
Ao fazer a disciplina de EDO surgiu o interesse em pesquisar nesta área. Então
o primeiro passo foi delinear um tema para restringir melhor nosso campo de estudo.
Assim, por meio de busca e sugestões resolvemos estudar o modelo predador-presa. Em
seguida, precisávamos direcionar bem nossa pesquisa, daí definimos como objetivo analisar
as soluções do modelo predador-presa.
Dados esses passos, era necessário um percurso metodológico para atingir tal objetivo.
Para isso, realizamos um estudo bibliográfico e exploratório para obter os conhecimentos
necessários para o desenvolvimento do trabalho. Nisto, muitas vezes, tivemos que retomar
conteúdos estudados antes e também aprender novos conceitos.
Após feito todo o estudo do tema, foi o momento de organizar a estrutura do texto.
De forma que cada capítulo fosse base para compreensão do seguinte. Além disso, tivemos
a exigência de justificar cada passagem do texto, com a escrita clara e objetiva. Buscando
sempre atrair a atenção do leitor.
Capítulo 5. CONSIDERAÇÕES FINAIS 65
Diante disso, estes procedimentos podem servir de base para os estudantes que
ainda não teve contato com a pesquisa em matemática, mas que almejam pesquisar nesta
área. Por fim, este trabalho pode servir de auxílio para estudantes que têm dificuldades
em estudar diretamente nos livros, pois, muitas vezes, omitem passagens e/ou apresentam
linguagem que dificultam a compreensão.
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