Abstract. Let K = Q( √ −d) be an imaginary quadratic field and let Q( √ 3d) be the associated real quadratic field. Starting from the Cohen-Lenstra heuristics and Scholz's theorem, we make predictions for the behaviors of the 3-parts of the class groups of these two fields as d varies. We deduce heuristic predictions for the behavior of the Iwasawa λ-invariant for the cyclotomic Z 3 -extension of K and test them computationally.
The Cohen-Lenstra heuristics [1] give predictions for frequencies of class numbers and class groups of number fields. In the following, we investigate a related situation and a more specific question:
I. Are there heuristics for the Iwasawa lambda invariants, similar to those of Cohen and Lenstra for class groups of number fields? The λ 2 -invariants of imaginary quadratic fields are given by a simple formula of Ferrero [4] and Kida [5] and are correspondingly not suitable for a heuristic analysis. We therefore consider the first nontrivial case, namely the λ-invariant for the cyclotomic Z 3 -extension of an imaginary quadratic field K as K varies. When 3 does not split in K, the frequency of λ = 0 is easy to treat. We give a prediction for the frequency of λ = 1 in this case. We also compute numerical data that agrees fairly well with the prediction; however, it is well known that the convergence of empirical data to the CohenLenstra heuristics is quite slow, and we presumably have a similar slowness in the present situation. Therefore, any numerical agreement or disagreement cannot necessarily be regarded as decisive. We also collect data for the case when 3 splits in the imaginary quadratic field. In this case, we always have λ ≥ 1. It appears that the frequencies of a given λ are similar to those for λ − 1 in the nonsplit case. We regard this as pointing towards some type of theoretical model for λ heuristics, similar to the idea of weighting by the inverse of the size of automorphism groups in the Cohen-Lenstra setting.
II. It was proved in [6] that if 3 splits in an imaginary quadratic field Q( √ −d) and if 3 divides the class number of Q( √ 3d), then λ ≥ 2. Since it might be suspected that λ tends to be small, this could indicate that 3 divides the class number of Q( √ 3d), with d ≡ 2 (mod 3), with less than the frequency predicted by CohenLenstra heuristics for class numbers of all real quadratic fields. Nevertheless, our numerical experiments do not indicate the presence of any such bias.
In Section 9, we give some data for the distribution of λ 3 -invariants of imaginary quadratic fields Q( √ −d). As our analysis shows, it is natural to break into cases according to the power of 3 dividing the class number h + of the corresponding real quadratic field Q( √ 3d). After introducing some basic machinery in Section 1 and Section 2, we describe the Cohen-Lenstra heuristics in Section 3. The 3-part of the class group of an imaginary quadratic field Q( √ −d) is closely related to that of the associated real quadratic field Q( √ 3d) by Scholz's theorem, which says that their 3-ranks differ by at most one. We need to consider the effect of this result in our study of λ. Therefore, in Section 4, we give several heuristic predictions related to Scholz's theorem. These are possibly of independent interest. In Section 5, we give a naive prediction for the probability that λ = 1 and then, in Section 6, a more refined analysis. These two methods yield slightly different predictions, but they are close enough that it appears computationally impossible to differentiate between them. However, we give data for all of the steps that comprise the refined heuristics and therefore we believe that these give the correct prediction. In the last section, we briefly discuss the methods of calculating the data.
Basic notation
Let K be an imaginary quadratic field of discriminant −d = −3 with Dirichlet character χ and class number h
Let , χ + , and h + be the fundamental unit, Dirichlet character, and class number of L + , respectively. Let
be the Iwasawa power series such that
is the 3-adic L-function for χ + . Then
Let λ be the Iwasawa λ 3 invariant for K. Then λ is the smallest n such that a n ≡ 0 (mod 3). When d ≡ 2 (mod 3), so 3 splits in K/Q, we have χ(3) = 1 and consequently a 0 = 0. In this case, therefore, we have λ ≥ 1.
Units and class numbers
Let A + and A − be the 3-Sylow subgroups of the ideal class groups of L + and K. Let r be the 3-rank of A + and s be the 3-rank of A − . A theorem of Scholz [7] says that r ≤ s ≤ r + 1.
Lemma 1. λ ≥ s.
Proof. Let K n be the n-th layer of the cyclotomic Z 3 -extension of K. Since K n /K is totally ramified for all n, the norm map on the ideal class groups is surjective.
Dutarte [3] has predicted that the probability that s = r + 1 is 3 −(r+1) and has shown that this is consistent with the Cohen-Lenstra heuristics. Since [3] is not widely available, and since we need the ideas of that paper, we briefly sketch the argument.
If p is a prime ideal of L, let U (j) p be the units of the completion of L at p that are congruent to 1 mod
p , where the product is over the primes of L above 3. Then u ∈ U (3) if and only if u ≡ 1 (mod 3 √ −3) (that is, each component of u satisfies this congruence). It can be shown that U (1) /U (3) breaks into a direct sum of four eigenspaces for the action of Gal(L/Q), each of which is cyclic of order 3. If I is relatively prime to 3 and represents an ideal class of order 3 of L, then I 3 = (α) and α 8 (embedded diagonally) lies in U (1) . Moreover, if is 3 −r−1 . In Scholz's theorem, if the subgroup generated by these elements is trivial, then s = r + 1. If the subgroup is nontrivial (hence is the full eigenspace of order 3), then s = r. Therefore, s = r + 1 with probability 3 −r−1 .
Proof. (i) The expression lies in the completion of L + at a prime above 3. If this completion is not Q 3 , then the nontrivial element of the Galois groupof L + /Q 3 inverts (up to sign) and changes the sign of √ D. Therefore, the expression is fixed by the Galois group, hence lies in Q 3 .
Since the residue fields for the primes above 3 have order 3 or 9, we have 2 or 8 congruent to 1 mod the primes above 3. For simplicity of exposition, we always work with 8 .
which yields the result, since χ + (3) = 0. Now, suppose d ≡ 0 (mod 3). Then 8 ≡ 1 (mod 3), so log 3 ( 8 ) ≡ 0 (mod 3), which again yields the result.
) contributes 3 to the denominator. We find that
But the left side is in Z 3 , so it must be congruent to 0 mod 3.
, and if d ≡ 0 (mod 3), then log 3 ≡ 0 (mod 9). In both cases, η = exp(8 log 3 ) converges, with η ≡ 1 (mod 3 √ −3). Moreover, 8 = ζη for some root of unity ζ because log 3 8 = log 3 η.
, it follows that ζ is a 3-power root of unity, which must be trivial or a cube root of unity since it is in the completion of L. But 8 and η lie in the completion of L + . Since this completion does not contain a nontrivial cube root of unity, ζ = 1. It follows that
Remark. Calculations indicate that part (ii) of the lemma is also true when d ≡ 2 (mod 3), but we do not have a proof of this.
The main results that we need for our computations are contained in the following. 
Theorem 1. Let
8 = x + y √ D, with 2x, 2y ∈ Z, and let = x 1 + y 1 √ D with 2x 1 , 2y 1 ∈ Z. (i) Suppose d ≡ 0 (mod 3), so 3 D. Then 8 ∈ U(2χ + (3) h + y 3 ≡ h − (mod 9).
If this congruence does not hold, then
If this congruence does not hold, then λ = 1.
Proof. (i) Write
, we must have y ≡ 0 (mod 3), hence x ≡ 1 (mod 9). Therefore,
It follows that 8 ∈ U (3) if and only if y ≡ 0 (mod 9). This proves (i).
. By (i), y ≡ 0 (mod 9). Since x 2 − Dy 2 = 1 and x ≡ 1 (mod 3), we have x ≡ 1 (mod 81). Therefore,
Therefore,
Since 9|y, the right-hand side of this congruence becomes 2χ
. Now suppose that 3|h
+ . In this case, we have log
Since h − = a 0 , it follows that
Therefore, h − is congruent to the right-hand side of this congruence if and only if 3|a 1 , which happens if and only if λ > 1. This completes the proof of (ii).
(iii) Write
The binomial theorem applied to (iv) Since a 0 = 2h
2 − 3dy 2 = 1 and x ≡ 1 (mod 3), we have x ≡ 1 (mod 27). Therefore,
. It follows that
If 9|h − , this becomes λ > 1 ⇔ 9|y. The binomial expansion of (
, so we find y ≡ 0 (mod 9) ⇔ y 1 ≡ 0 (mod 9). This completes the proof of (iv).
(v) We have
. Therefore, since 3|h + and χ
hence mod 9, since both sides are in Z 3 . In the present case,
The results of part (v) follow easily.
Note that, when d ≡ 2 (mod 3) and 3|h + , if we try to obtain information on λ as in (ii) and (v), we obtain 0 ≡ 0 since log 3 ≡ 0 (mod 3) and a 0 = 0. However, λ > 1, so the analogue of (ii) and (v) is trivially true.
For part (ii), computing , raising to the eighth power to obtain 8 , and then extracting y causes a significant slowdown in the computations for large discriminants. However, this can be avoided by computing and then raising it to the 8th power mod 27.
Cohen-Lenstra heuristics
The Cohen-Lenstra heuristics predict the following, where
Let G be a finite abelian 3-group. The probability that the 3-Sylow subgroup of the ideal class group of K is G is
.
The probability that the 3-Sylow subgroup of the ideal class group of L + is G is
Throughout the following, we assume that these heuristic predictions are correct. This yields the following corollaries:
(we write "cyclic ≥ 9" for "cyclic of order ≥ 9"). The first and second of these follow immediately by letting G = Z/3Z. The third follows by evaluating 1 − Prob(3 h + ) − Prob(3 h + ). The fourth is obtained by summing the appropriate geometric series.
Throughout the paper, we make the assumption that these heuristic predictions hold when d is restricted to a fixed congruence class mod 3. Numerical calculations support this hypothesis.
Predictions for class groups
Throughout this paper, we make the assumption that the only constraint that A + puts on A − is via Scholz's theorem. Namely, the rank of one group affects the rank of the other, but the exponent of one group does not affect the other. In particular, if we know that A − has rank 1, then the distribution of possible orders of A − is the same whether or not we assume in addition that 9 divides h + . For example, we assume the equality of the conditional probabilities
Note that any two of these equalities imply the third. We will give data supporting these assumptions. We need to find values for these conditional probabilities.
Prediction 1. (i) Prob 3 h
27 . Derivations. We are assuming that all three are equal, so we give the reasoning that yields (ii). The others are essentially the same. Since
it follows that
We make two assumptions: First, note that if s = 1, then by definition A − is cyclic. We regard A − as a random cyclic group of order 3 n with n ≥ 1 and calculate the probability that it is cyclic of order 3:
This might be a dangerous assumption since we are assuming that a higher power of 3 (namely, 9) dividing h + has no effect. But, as discussed above, our hypothesis is that the only effect that A + has on A − is via the ranks, not the orders, as in Scholz's theorem.
Second, as mentioned above, Dutarte has predicted that
We again assume that the rank is what is important here, and therefore that Prob(s = r = 1 A + is cyclic ≥ 9) = 8 9 .
Putting these two assumptions together, we obtain
This is prediction (ii).
We can test these predictions directly, but we prefer to transform them since we need the other forms later.
Prediction 2.
Derivation. Note that if A + is noncyclic, then A − has rank at least 2, so 9 | h − . Therefore,
Dividing by Prob(9|h + ) = 1 − 7η/4 yields the result. 
Note that Prediction 1(ii) and Prediction 2 are equivalent to each other under the assumption of the Cohen-Lenstra heuristics. Both predictions can be checked numerically, and we give data for Prediction 2 in Table 1 .
The present form of Prediction 2 requires evaluating the class number h + for each d and the calculations proceed relatively slowly. It is possible to speed up the empirical testing by using a Bayesian trick:
Therefore, the Cohen-Lenstra heuristics imply that Prediction 2 is equivalent to the following. 
which yields the following. Table 3 gives data for this situation. The data in Tables 1, 2 , and 3 agree with Predictions 2 and 3 and Prediction 4, which are equivalent to Prediction 1(ii) and Prediction 1(i), respectively. If these two are correct, then it follows easily that Prediction 1(iii) is also correct.
Prediction 4. Prob 3 h
We also need to consider the probability that 3 h − given that 3 h + , but broken into finer subsets. Recall that if is the fundamental unit of L + , then 8 ∈ U (1) . A method for determining whether 8 ∈ U (3) is given in Theorem 1.
Prediction 5. (i) Prob(3 h
− , 3 h + , 8 ∈ U (3) ) = η/27 ≈ .0207. (ii) Prob(3 h − , 3 h + , 8 ∈ U (3) ) = η/9 ≈ .0622.
Derivations. (i)
Prob
Dutarte's analysis shows that we should expect 8 ∈ U (3) to happen with probability 1/3, independent of conditions on h + . Therefore, we assume that
3 h + ) = 1 3 .
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Dutarte's analysis also indicates that we should have
This is deduced as follows. If 3 h + , then r = 1. We are assuming 8 is trivial in U
(1) /U (3) . The underlying idea in Dutarte's analysis is that if α comes from a nontrivial ideal class of order 3 in L + , then the location of α 8 in the group
is independent of and therefore is trivial with probability 1/3. The probability that α is nontrivial is therefore 2/3. Consequently, 8 and α generate the full eigenspace, hence s = r, with probability 2/3. have no additional effect and that therefore A − is a random nontrivial cyclic 3-group, so
as in the derivation of Prediction 1. Putting everything together, we obtain
We now derive (ii). The probabilities in (i) and (ii) add to give
Therefore, (ii) follows from (i).
Naive heuristics for λ in the nonsplit case
In this section and the next, we consider the case where 3 does not split in K/Q. The constant term a 0 of the power series f (T ) is (1−χ(3))h − . Since χ(3) = 0 or −1, the constant term is divisible by 3 if and only if 3|h − . Therefore, the Cohen-Lenstra heuristics yield the following. It follows that 3 | a 0 , hence λ ≥ 1, with probability 1 − η. If we assume that each of the remaining coefficients is divisible by 3 with probability 1/3, then we have
In particular,
In the following, we give a more refined analysis that predicts that this probability should be η/2 ≈ 0.2801, which is computationally indistinguishable from 0.2932.
Refined heuristics for λ in the nonsplit case
In the present section, we again consider the case
In other words, we assume that 3 does not split in K/Q. Our goal is to estimate the probability that λ = 1. We divide into cases corresponding to the power of 3 dividing h + and show how the ideas behind Cohen-Lenstra heuristics and Dutarte's analysis can be combined to give an estimate for Prob(λ = 1) that is slightly different than the naive heuristic given in the previous section.
We also assume that the heuristics derived in Section 4 hold when d runs through a fixed residue class mod 3. This assumption agrees with the numerical data.
6.1. Case I: 9 | h + .
Lemma 3. Assume that d ≡ 2 (mod 3) and 9
Proof.
− and χ(3) = 1, the lemma follows.
From Prediction 2 and Lemma 3,
≈ 0.5244. Table 1 contains data for this prediction (because of Lemma 3). Also, multiplying by Prob(9|h
This is somewhat higher than the entries .0067, .0079, .0076, .0103 in Tables 13, 14 , 15, and 16. Note, however, that the total fraction of fields with 9|h + is also smaller than the predicted 1 − 7η/4 ≈ .0198. This is an example of the slowness of convergence to the Cohen-Lenstra predictions. Larger discriminants yield the values in Table 5 , which are close to the prediction. 
This means that if 3 h + , then 3 divides a 0 with probability 1/3. It seems reasonable to assume that in this case, for each n ≥ 1, we also have that 3 divides a n with probability 1/3. If this is the case, then
≈ .2222. Table 6 contains numerical data for this situation. Table 6 . Prob(λ = 1 | 3 h + ) 10 9 < d < 10 9 + 10
96669 21104 .2183 10 11 < d < 10 11 + 10
96365 21299 .2210
Multiplying by Prob(3 h + ) yields
This agrees well with the entries in Tables 9, 10 , 11, and 12.
We remark that λ = 0 if and only if f (3) ≡ f (0) ≡ 0 (mod 3), which happens if and only if 8 ∈ U (3) , by Lemma 2. The above prediction of 2/3 for λ = 0 agrees with the prediction given by Dutarte for 8 ∈ U (3) .
6.3. Case III: 3 h + . We have
. If 3 h + , then we must have 3 | a 0 , so λ ≥ 1 (this also follows from Scholz's theorem). We need to consider two cases, depending on .
(
by Prediction 5.
(2) Now suppose 8 ∈ U (3) . If 9 | h − and 3 h + , then Theorem 1 implies that λ = 1. We therefore have
One of Dutarte's basic assumptions is that 3 h + and 8 ∈ U (3) are independent events. Therefore, we obtain (using Prediction 5)
If 3 h − and 3 h + , then parts (ii) and (v) of Theorem 1 say that λ > 1 if and only if a congruence mod 9 holds. Since ∈ U (3) , both sides of this congruence are divisible by 3 but not by 9, so each side is either 3 or 6 mod 9. We assume that the two sides are congruent with probability 1/2. In Table 7 , we give data to support this assumption. Table 7 . λ when 3 h
10 9 < d < 10 9 + 10
3352 3438 .9750 10 11 < d < 10 11 + 10 Under the assumption that the cases λ = 1 and λ ≥ 2 are equally probable, we have
It follows that
Putting together cases 1 and 2, we obtain
This can also be expressed as Is this prediction correct? Or is the naive prediction correct? In Tables 9  through 12 , we give data that agrees well with the refined prediction. However, in most situations, the convergence to the Cohen-Lenstra heuristics is notoriously slow, so this is not conclusive. The naive heuristics give .2932, and the refined heuristic is the sum of three terms. Suppose that exactly one of the four numbers .2932, .0104, .1867, .0830 is incorrect. If the .0104 is incorrect, then it would have to be replaced by .0235, which is larger than Prob(9|h
. This is impossible if we believe the Cohen-Lenstra heuristics. If the .0830 is wrong, then it should be .0961, which is possible, but unlikely since .0830 is closer to the data. The most questionable assumption made in the calculation of .0830 was that two quantities agree or do not agree mod 9 with equal probabilities. This is the same type of reasoning that is used in the naive heuristics, and in the present case the assumption is supported fairly well by the data. If the probability of λ = 1 was .7119 instead of .5, then the present heuristics would yield the same result as the naive reasoning. But a probability this far from .5 is not supported by the data. Finally, note that the .1867 was obtained by naive reasoning in the same spirit as used to obtain the .2932, so it is very unlikely that .1867 is wrong and .2932 is right. Moreover, the "naive" assumption used to obtain the .1867 seems more easy to justify than the overall naive assumption, since in the case 3 h + we already had 3|a 0 with probability 1/3, while the overall naive assumption was made simply on the basis of not knowing anything better. Therefore, the best guess seems to be that the naive heuristics are incorrect.
The split case
The distribution of lambda invariants for the split case (d ≡ 2 (mod 3)) is very similar to that in the other cases, except that the lambda values are one larger. This is presumably caused by the fact that a 0 = 0, so the Iwasawa power series is T times a power series: f (T ) = T g(T ). Moreover, Ferrero and Greenberg have shown that g(0) = 0, which is similar to the nonsplit case where f (0) = 0. This seems to indicate that there should be a heuristic model for lambda invariants in terms of modules
), where g(0) = 0. We have not yet found such a model.
As mentioned in the introduction, one of our motivations for this study was to see if the frequency of 3 h + is higher than expected when d ≡ 2 (mod 3). The Cohen-Lenstra prediction is 3η/2 ≈ .8402. For 10 6 < d < 10 6 + 2 × 10 5 we have .8682 and for 10 7 < d < 10 7 + 2 × 10 5 we have .8618. These agree fairly well, especially since smaller values of d are usually less likely to have 3|h + , so the frequency of 3 h + tends to be higher than predicted. Also, the results for d ≡ 2 (mod 3) are very similar to those for d ≡ 2 (mod 3). Therefore, we conclude that the λ-invariant does not cause a bias in h + .
Data on λ invariants
In Tables 9 through 12 , we gave data on lambda invariants. By restricting to λ = 0, 1 and λ ≥ 2, we were able to use Theorem 1 to perform the computations for much larger discriminants, since the algorithms to compute class numbers and fundamental units are subexponential. In contrast, the methods used to compute larger values of lambda (see the next section) are of the order of magnitude of the discriminant. In Tables 13 through 18 , we give the results of our computations that include larger values of lambda, broken into the three congruence classes of d mod 3. We also give the fraction of the total for each entry. mod 3 ). In the other cases λ ≥ 1, and we used the formulas from [2] . In the cases considered in the present paper, the formulas are as follows. Let Then λ = m. Note that the computation becomes much longer whenever λ ≥ 3. However, a considerable speedup is obtained by evaluating the binomial coefficients explicitly in advance and using only those terms for which the binomial coefficients are nonzero mod 3.
Note that the formula in [2] is missing the term (1 − l 2 ) 3 /9 in the binomial coefficient. This corresponds to the fact that a term (jp) 3 /3 is missing in the calculation of log p (i) in [2, page 104 ]. This term is needed only when p = 3. However, it appears that the correct formula was used in the computations in that paper, since their values of λ agree with those we computed with the corrected formula.
The computations were done with PARI. Most of the computations were done by both authors with separate programs on separate machines, and the results agreed.
