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Abstract
In this paper, we establish the existence and uniqueness of solutions of systems of stochastic partial
differential equations (SPDEs) with reflection in a convex domain. The lack of comparison theorems for
systems of SPDEs makes things delicate.
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1. Introduction and framework
Let D be a smooth, bounded convex domain in Rd . Without loss of generality, we may assume
0 ∈ D. Otherwise, we take any x0 ∈ D and consider D − {x0}. Consider the following system
of stochastic partial differential equations (SPDEs) with reflection: 1 ≤ i ≤ d ,
dui (t, x) = ∂
2ui (t, x)
∂x2
dt + bi (u(t, x))dt +
m−
j=1
σi, j (u(t, x))dB j (t)+ dL i (t, x);
x ∈ [0, 1]
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u(0, ·) = (u1(0, ·), u2(0, ·), . . . , ud(0, ·))T ∈ D¯ (1.1)
u(t, 0) = u(t, 1) = 0, (1.2)
where B = (B1, B2, . . . , Bm) denotes an m-dimensional Brownian motion on a complete
probability space (Ω ,F , {Ft }t≥0, P), where Ft = σ(B(s) : 0 ≤ s ≤ t); u(0, ·) is a continuous
function on [0, 1], which takes values in D¯ and vanishes at the boundary points 0 and 1;
dL(t, x) = (dL1(t, x), dL2(t, x), . . . , dLd(t, x)) is an Rd -valued signed random measure which
is a part of the solution pair (u, L). The coefficients b(y) = (b1(y), b2(y), . . . , bd(y))T and
σ(y) = (σi, j (y), 1 ≤ i ≤ d, 1 ≤ j ≤ m) are measurable mappings from Rd into Rd and
respectively from Rd into Rd ⊗ Rm . The following is the definition of a solution.
Definition 1.1. A pair (u, L) is said to be a solution of Eq. (1.1) if
(i) u is a continuous random field on R+×[0, 1]; u(t, x) is Ft measurable and u(t, x) ∈ D¯ a.s.
(ii) L is an Rd -valued signed random measure on R+ × [0, 1] such that
(a) E[VarQT (L)] < +∞, ∀T ≥ 0, where VarQT (L) denotes the total variation of L on
QT = [0, T ] × [0, 1].
(b) L is adapted in the sense that for any bounded measurable mapping ψ :∫ t
0
∫ 1
0
ψ(s, x)L(ds, dx) is Ft measurable.
(iii) (u, L) solves the parabolic SPDE with reflection in the following sense (⟨·, ·⟩ denotes the
scalar product in L2([0, 1], Rd)): ∀t ∈ R+, φ ∈ C20([0, 1] → Rd) with φ(0) = φ(1) = 0,
⟨u(t), φ⟩ −
∫ t
0
⟨u(s), φ′′⟩ds −
∫ t
0
⟨b(u(s)), φ⟩ds
= ⟨u(0), φ⟩ +
m−
k=1
∫ t
0
⟨σk(u(s)), φ⟩dBk(s)+
∫ t
0
∫ 1
0
φ(x)L(ds, dx) a.s.,
where u(t) := u(t, ·), and σk = (σ1k, σ2k, . . . , σdk)T denotes the column vectors of the
matrix σ .
(iv)
 T
0

0(φ(t, x)− u(t, x))L(dt, dx) ≥ 0, for any T > 0 and φ ∈ C([0, T ] × [0, 1] → D¯).
The existence and uniqueness of solutions of real-valued SPDEs with reflection driven by
space–time white noise were obtained by Nualart and Pardoux in [9] (PTRF 1992) when
σ(·) = 1, by Donati-Martin and Pardoux in [4] (in PTRF 1993) for general diffusion coefficient
σ without proving the uniqueness and by Xu and Zhang in [11] for general σ with also the proof
of the uniqueness. Various properties of the solution of the real-valued SPDEs with reflection
were studied in [1,5,8,12,13]. SPDEs with reflection can also be used to model the evolution of
random interfaces near a hard wall. It was proved by Funaki and Olla in [6] that the fluctuations
of a ∇φ interface model near a hard wall converge in law to the stationary solution of an SPDE
with reflection. For stochastic Cahn–Hilliard equations with reflection, please see [2,3].
The purpose of this paper is to establish the existence and uniqueness of solutions of the
system of the reflected SPDEs (1.1). The method is to use approximations of penalized systems
of SPDEs. To prove the convergence of the solutions of the approximating systems of SPDEs,
due to the lack of the comparison theorems, we need to obtain a number of a priori estimates for
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the solutions of the penalized systems of SPDEs. Our approach is inspired by the work in [7,8].
The uniqueness is proved through a finite dimensional approximations because Ito’s formula
cannot be directly applied to the systems of SPDEs with reflection.
Throughout this paper, we will assume that b, σ are measurable mappings satisfying the
Lipschitz condition:
(A.I).
|b(u)− b(v)| + |σ(u)− σ(v)| ≤ C |u − v|. (1.3)
We finish the introduction with some notions. Let H = L2([0, 1], Rd)be the usual L2-space
with norm | · |H or just | · | and inner product ⟨·, ·⟩. For u ∈ H , set
∂u
∂x
=

∂u1
∂x
, . . . ,
∂ud
∂x
T
,
∂2u
∂x2
=

∂2u1
∂x2
, . . . ,
∂2ud
∂x2
T
.
Denote by V the Sobolev space of order one, i.e., V is the completion of C∞0 (0, 1) under the
norm ‖u‖2 =  10 ∑di=1  ∂ui∂x 2 dx . The corresponding inner product will be denoted by ⟨⟨·, ·⟩⟩.
H2 will denote the Sobolev space of order 2: H2 =

u ∈ V ; ∂2u
∂x2
∈ H

. The norm of H2 is
denoted by | · |H2 . We will use (·, ·) to denote the inner product in Rd .
2. The existence and uniqueness
For y ∈ Rd , denote by π(y) the projection of y onto the domain D¯. If D = B(0, 1), π can be
expressed explicitly as
π(y) =

y if |y| ≤ 1
y
|y| if |y| > 1.
(2.1)
The following lemma states some of the properties of the projection map π(·) which will be
used later.
Lemma 2.1. The following properties hold:
(i) The map π is a contraction in the sense that
|π(x)− π(y)| ≤ |x − y| for x, y ∈ Rd . (2.2)
(ii) There exists a positive constant δ such that
(π(x), x − π(x)) ≥ δ|x − π(x)|, x ∈ Rd . (2.3)
(iii) For x ∈ Rd and y ∈ D¯, we have (x − y, x − π(x)) ≥ 0.
Proof. We first prove (i). (2.2) is obvious if x, y both belong to D¯. Assume first x ∈ D¯ and
y ∉ D¯. Since y−π(y) is orthogonal to the tangent space Tπ(y)(∂D) at π(y) and x −π(y) points
into the domain D due to the convexity, we conclude that the angle ̸ yπ(y)x is bigger or equal
to 90◦. Considering the triangle 1yπ(y)x , we have
|π(y)− π(x)| = |π(y)− x | ≤ |x − y|.
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Now consider the remaining case x ∉ D¯, y ∉ D¯. By the convexity of D, π(x) − π(y) points
towards the interior of the domain D. The same reason as above yields that
(y − π(y), π(x)− π(y)) ≤ 0. (2.4)
Similarly we also have
(x − π(x), π(y)− π(x)) ≤ 0. (2.5)
Adding (2.4) and (2.5) together, we obtain (π(x)− π(y), π(x)− π(y)+ y − x) ≤ 0, namely,
|π(x)− π(y)|2 ≤ (π(x)− π(y), x − y) ≤ |π(x)− π(y)| |x − y|.
Hence |π(x) − π(y)| ≤ |x − y|, completing the proof of (2.2). Next we prove (2.3). Let n(y)
denote the unique unit outward normal vector at a boundary point y ∈ ∂D. As 0 ∈ D and
D is convex, −y points strictly towards the interior of D. Therefore, the continuous function
f (y) := ⟨y, n(y)⟩ is strictly positive on the compact set ∂D. Hence there exists a positive
constant δ such that f (y) ≥ δ for all y ∈ ∂D. In particular, since x−π(x)|x−π(x)| is the unit outward
normal vector at π(x), we have ⟨π(x), x−π(x)|x−π(x)| ⟩ ≥ δ, which proves (2.3). (iii) can be proved
using the similar arguments. 
For n ≥ 1, consider the penalized system of stochastic partial differential equations (SPDEs):
un(t, x) = u(0, x)+
∫ t
0
∂2un(s, x)
∂x2
ds +
∫ t
0
σ(un(s, x))dB(s)
+
∫ t
0
b(un(s, x))ds − n
∫ t
0
(un(s, x)− π(un(s, x)))ds, (2.6)
where un(t, x) = (un1(t, x), . . . , und(t, x))T and ∂
2un(s,x)
∂x2
=

∂2un1(s,x)
∂x2
, . . . ,
∂2und (s,x)
∂x2
T
. The
solution un exists due to the Lipschitz continuity of the coefficients. We will show that the limit
of un, n ≥ 1 exists and is a solution of the system of SPDEs with reflection (1.1). To this end,
we prepare a number of a priori estimates for the sequence un, n ≥ 1.
Lemma 2.2. The following estimates hold
sup
n
E[ sup
0≤t≤T
|un(t)|4H ] <∞, (2.7)
nE
∫ T
0
dt |un(t)|2H
∫ 1
0
(un(t, x), un(s, x)− π(un(s, x)))dx

≤ K , (2.8)
for some constant K .
Proof. Letψ(z) = |z|4H . It is easy to see thatψ ′(z) = 4|z|2H z andψ ′′(z) = 8z⊗z+4|z|2H IH⊗IH ,
where IH stands for the identity operator on H . In the following, we will write un(t) for the
function un(t, ·). Applying Ito’s formula, we have
|un(t)|4H = |un(0)|4H + 4
∫ t
0
ds|un(s)|2H
∫ 1
0

un(s, x),
∂2un(s, x)
∂x2

dx
+ 4
m−
k=1
∫ t
0
|un(s)|2H ⟨un(s), σk(un(s))⟩dBk(s)+ 4
∫ t
0
|un(s)|2H ⟨un(s), b(un(s))⟩ds
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− 4n
∫ t
0
|un(s)|2H ⟨un(s), un(s)− π(un(s))⟩ds + 4
m−
k=1
∫ t
0
⟨un(s), σk(un(s))⟩2ds
+ 2
m−
k=1
∫ t
0
|un(s)|2H ⟨σk(un(s)), σk(un(s))⟩ds. (2.9)
Observe that ⟨un(s), un(s)− π(un(s))⟩ ≥ 0 and
4
∫ t
0
ds|un(s)|2H
∫ 1
0

un(s, x),
∂2un(s, x)
∂x2

dx = −4
∫ t
0
ds|un(s)|2H
∂un(s)∂x
2
H
≤ 0.
Rearranging terms and taking expectation in (2.9) yield
E[ sup
0≤r≤t
|un(r)|4H ] + 4nE
[∫ t
0
|un(s)|2H ⟨un(s), un(s)− π(un(s))⟩ds
]
≤ C |un(0)|4H + C
m−
k=1
E

sup
0≤r≤t
∫ r
0
|un(s)|2H ⟨un(s), σk(un(s))⟩dBk(s)


+C E
[∫ t
0
|un(s)|2H |⟨un(s), b(un(s))⟩|ds
]
+ 4E

m−
k=1
∫ t
0
⟨un(s), σk(un(s))⟩2ds

+ 2
m−
k=1
E
[∫ t
0
|un(s)|2H ⟨σk(un(s)), σk(un(s))⟩ds
]
. (2.10)
By Burkho¨lder’s inequality,
C
m−
k=1
E

sup
0≤r≤t
∫ r
0
|un(s)|2H ⟨un(s), σk(un(s))⟩dBk(s)


≤ C1
m−
k=1
E
∫ t
0
|un(s)|4H ⟨un(s), σk(un(s))⟩2ds
 1
2

≤ C1
m−
k=1
E

( sup
0≤r≤t
|un(r)|2H )
∫ t
0
⟨un(s), σk(un(s))⟩2ds
 1
2

≤ 1
2
E[( sup
0≤r≤t
|un(r)|4H )] + C2
m−
k=1
E
[∫ t
0
⟨un(s), σk(un(s))⟩2ds
]
. (2.11)
By the linear growth of b, σ , and substituting (2.11) into (2.10) we obtain that
E[ sup
0≤r≤t
|un(r)|4H ] + 4nE
[∫ t
0
|un(s)|2H ⟨un(s), un(s)− π(un(s))⟩ds
]
≤ C |un(0)|4H + C E
[∫ t
0
(1+ |un(s)|4H )ds
]
. (2.12)
This implies (2.7) and (2.8) by Gronwall’s inequality. 
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Lemma 2.3. There exists a constant MT such that
sup
n
E

n
∫ T
0
|un(s)− π(un(s))|L1([0,1])ds
2
≤ MT , T > 0. (2.13)
Proof. By Ito’s formula, we have
|un(t)|2H = |u(0)|2H + 2
∫ t
0

un(s),
∂2un(s)
∂x2

ds
+ 2
m−
k=1
∫ t
0
⟨un(s), σk(un(s))⟩dBk(s)+ 2
∫ t
0
⟨un(s), b(un(s))⟩ds
− 2n
∫ t
0
⟨un(s), un(s)− π(un(s))⟩ds + 2
m−
k=1
∫ t
0
|σk(un(s))|2H ds. (2.14)
Note that ⟨un(s), ∂2un(s)
∂x2
⟩ = −‖un(s)‖2V and
|σk(un(s))|H + |b(un(s))|H ≤ C(1+ |un(s)|H ).
In view of (ii) in Lemma 2.1,
2n
∫ t
0
⟨un(s), un(s)− π(un(s))⟩ds
= 2n
∫ t
0
|un(s)− π(un(s))|2H ds + 2n
∫ t
0
⟨π(un(s)), un(s)− π(un(s))⟩ds
≥ 2n
∫ t
0
|un(s)− π(un(s))|2H ds + δ2n
∫ t
0
|un(s)− π(un(s))|L1([0,1])ds (2.15)
(2.14) and (2.15) together with Burkho¨lder’s inequality yield
sup
n
E

n
∫ T
0
|un(s)− π(un(s))|L1([0,1])ds
2
≤ C + C sup
n
E[ sup
0≤t≤T
|un(t)|4H ] ≤ MT , (2.16)
by Lemma 2.2. 
Lemma 2.4. Assume u(0) ∈ V . We have
sup
n
E[ sup
0≤t≤T
‖un(t)‖2] <∞, (2.17)
sup
n
E
[∫ T
0
|un(t)|2H2dt
]
<∞. (2.18)
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Proof. By Ito’s formula, we have
‖un(t)‖2 = ‖u(0)‖2 + 2
∫ t
0

un(s),
∂2un(s)
∂x2

ds
+ 2
m−
k=1
∫ t
0
⟨⟨un(s), σk(un(s))⟩⟩dBk(s)+ 2
∫ t
0
⟨⟨un(s), b(un(s))⟩⟩ds
− 2n
∫ t
0
⟨⟨un(s), un(s)− π(un(s))⟩⟩ds + 2
m−
k=1
∫ t
0
‖σk(un(s))‖2ds. (2.19)
Note that ⟨⟨un(s), ∂2un(s)
∂x2
⟩⟩ = −|un(s)|2
H2
and
‖σk(un(s))‖ + ‖b(un(s))‖ ≤ C(1+ ‖un(s)‖).
Recall from Lemma 2.1 that |π(x) − π(y)| ≤ |x − y|. This implies (from the properties of the
Sobolev space V ) that ⟨⟨π(u), π(u)⟩⟩ ≤ ⟨⟨u, u⟩⟩. Thus
⟨⟨un(s), π(un(s))⟩⟩ ≤ |⟨⟨un(s), π(un(s))⟩⟩|
≤ ⟨⟨π(un(s)), π(un(s))⟩⟩ 12 ⟨⟨un(s), un(s)⟩⟩ 12 ≤ ⟨⟨un(s), un(s)⟩⟩.
Hence,
⟨⟨un(s), un(s)− π(un(s))⟩⟩ ≥ 0.
Rearranging terms and taking expectation in (2.19) yield
E[ sup
0≤r≤t
‖un(r)‖2] + 2nE
[∫ t
0
⟨⟨un(s), un(s)− π(un(s))⟩⟩ds
]
≤ C‖un(0)‖2 + C
m−
k=1
E

sup
0≤r≤t
∫ r
0
⟨⟨un(s), σk(un(s))⟩⟩dBk(s)


+C E
[∫ t
0
|⟨⟨un(s), b(un(s))⟩⟩|ds
]
+ C
m−
k=1
E
[∫ t
0
‖σk(un(s))‖2ds
]
. (2.20)
By Burkho¨lder’s inequality,
C
m−
k=1
E

sup
0≤r≤t
∫ r
0
⟨⟨un(s), σk(un(s))⟩⟩dBk(s)


≤ C1
m−
k=1
E
∫ t
0
⟨⟨un(s), σk(un(s))⟩⟩2ds
 1
2

≤ C1
m−
k=1
E

( sup
0≤r≤t
‖un(r)‖)
∫ t
0
‖σk(un(s))‖2ds
 1
2

≤ 1
2
E[( sup
0≤r≤t
‖un(r)‖2)] + C2
m−
k=1
E
[∫ t
0
‖σk(un(s))‖2ds
]
. (2.21)
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Substituting (2.21) into (2.20) we obtain that
E[ sup
0≤r≤t
‖un(r)‖2] + 2nE
[∫ t
0
ds⟨⟨un(s), un(s)− π(un(s))⟩⟩ds
]
+2E
[∫ t
0
|un(s)|2H2ds
]
≤ C‖un(0)‖2 + C E
[∫ t
0
(1+ ‖un(s)‖2)ds
]
. (2.22)
This yields (2.17) and (2.18) by Gronwall’s inequality. 
In view of the fact that |π(z)| ≤ |z| (recall 0 ∈ D), we have the following corollary.
Corollary 2.1. Assume u(0) ∈ V . Then
sup
n
E[ sup
0≤t≤T
‖un(t)− π(un(t))‖2] <∞. (2.23)
Lemma 2.5. It holds that
lim
n→∞ E[ sup0≤t≤T |u
n(t)− π(un(t))|2H ] = 0. (2.24)
Proof. Let p(y) = d(y, D¯)2. Then ∇ p(y) = 2(y − π(y)). For u ∈ H , define Φ(u) = 1
0 p(u(x))dx
2
. A simple calculation yields that
Φ′(u)(v) = 2
∫ 1
0
p(u(x))dx

⟨u − π(u), v⟩, v ∈ H. (2.25)
Φ′′(u)(h, v) = 8⟨u − π(u), h⟩⟨u − π(u), v⟩ + 2
∫ 1
0
p(u(x))dx

×
∫ 1
0
d−
i, j=1
∂2 p
∂yi∂y j
(u(x))hi (x)v j (x)dx

. (2.26)
Applying Ito’s formula, we have
Φ(un(t)) = 2
∫ t
0
ds
∫ 1
0
p(un(s, x))dx
∫ 1
0
d−
i=1
∂p
∂yi
(un(s, x))
∂2uni (s, x)
∂x2
dx
+ 2
m−
k=1
∫ t
0
∫ 1
0
p(un(s, x))dx

⟨un(s)− π(un(s)), σk(un(s))⟩dBk(s)
+ 2
∫ t
0
∫ 1
0
p(un(s, x))dx

⟨un(s)− π(un(s)), b(un(s))⟩ds
− 2n
∫ t
0
∫ 1
0
p(un(s, x))dx

|un(s)− π(un(s))|2H ds
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+ 4
m−
k=1
∫ t
0
⟨un(s)− π(un(s)), σk(un(s))⟩2ds +
m−
k=1
∫ t
0
ds
∫ 1
0
p(un(s, x))dx

×
∫ 1
0
d−
i, j=1
∂2 p
∂yi∂y j
(un(s, x))σim(u
n(s, x))σ jm(u
n(s, x))dx

:= I n1 (t)+ I n2 (t)+ I n3 (t)+ I n4 (t)+ I n5 (t)+ I n6 (t). (2.27)
Let us now examine each of the six terms closely. Clearly I n4 (t) ≤ 0 and also
I n1 (t) = −2
∫ t
0
ds
∫ 1
0
p(un(s, x))dx

×
∫ 1
0
d−
i, j=1
∂2 p
∂yi∂y j
(un(s, x))
∂uni (s, x)
∂x
∂unj (s, x)
∂x
dx

≤ 0, (2.28)
where we used the fact that the matrix

∂2 p
∂yi ∂y j

1≤i, j≤d is positive definite. By Burkho¨lder’s
inequality,
E[ sup
0≤t≤T
|I n2 (t)|]
≤ C
m−
k=1
E

∫ t
0
∫ 1
0
p(un(s, x))dx
2
⟨un(s)− π(un(s)), σk(un(s))⟩2ds
 12

≤ C E

sup
0≤t≤T
(Φ(un(t)))
1
2
∫ t
0
⟨un(s)− π(un(s)), σk(un(s))⟩2ds
 1
2

≤ 1
2
E[ sup
0≤t≤T
Φ(un(t))] + C1 E
[∫ t
0
ds⟨un(s)− π(un(s)), σk(un(s))⟩2ds
]
≤ 1
2
E[ sup
0≤t≤T
Φ(un(t))] + C2 E
[∫ T
0
|un(s)|2H |un(s)− π(un(s))|2H ds
]
. (2.29)
Taking (2.28) and (2.29) into account, by the linear growth of b, σ and the boundedness of
∂2 p
∂yi ∂y j
(y), it follows from (2.27) that
E[ sup
0≤t≤T
|un(t)− π(un(t))|2H ] = E[ sup
0≤t≤T
Φ(un(t))]
≤ C3 E
[∫ T
0
ds|un(s)|2H |un(s)− π(un(s))|2H ds
]
≤ C3 Kn → 0 (2.30)
as n →∞, where (2.8) has been used.
Corollary 2.2.
lim
n→∞ E[ sup0≤t≤T |u
n(t)− π(un(t))|2L∞([0,1])] = 0. (2.31)
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Proof. By the Sobolev embedding, for every ϵ > 0, there exists Cε > 0 such that
E[ sup
0≤t≤T
|un(t)− π(un(t))|2L∞([0,1])] ≤ εE[ sup
0≤t≤T
‖un(t)− π(un(t))‖2]
+CεE[ sup
0≤t≤T
|un(t)− π(un(t))|2H ]. (2.32)
Letting n →∞, it follows from Lemma 2.5 and Corollary 2.1 that
lim
n→∞ E[ sup0≤t≤T |u
n(t)− π(un(t))|2L∞([0,1])] ≤ Cε.
Send ε to 0 to prove the corollary. 
Now we are in a position to prove the main result.
Theorem 2.1. Suppose u(0) ∈ V . System (1.1) of reflected SPDEs admits a unique solution
(u, L) that satisfies
E[ sup
0≤t≤T
|u(t)|2H ] + E
[∫ T
0
‖u(t)‖2V dt
]
<∞, (2.33)
for T > 0.
Remark. Actually under the assumption of Theorem 2.1, it also holds that
E[ sup
0≤t≤T
‖u(t)‖2V ] + E
[∫ T
0
|u(t)|2H2dt
]
<∞.
Proof. We will show that the sequence {un, n ≥ 1} defined in (2.6) converges to a solution to
Eq. (1.1). Applying Ito’s formula, we have for m ≥ n,
|un(t)− um(t)|2H = 2
∫ t
0
ds
∫ 1
0

un(s, x)− um(s, x), ∂
2(un(s, x)− um(s, x))
∂x2

dx
+ 2
m−
k=1
∫ t
0
⟨un(s)− um(s), σk(un(s))− σk(um(s))⟩dBk(s)
+ 2
∫ t
0
ds⟨un(s)− um(s), b(un(s))− b(um(s))⟩ds
− 2n
∫ t
0
⟨un(s)− um(s), un(s)− π(un(s))⟩ds
+ 2m
∫ t
0
⟨un(s)− um(s), um(s)− π(um(s))⟩ds
+
m−
k=1
∫ t
0
|σk(un(s))− σk(um(s))|2H ds
:= I n,m1 (t)+ I n,m2 (t)+ I n,m3 (t)+ I n,m4 (t)+ I n,m5 (t)+ I n,m6 (t). (2.34)
As π(un(s, x)) ∈ D¯, π(um(s, x)) ∈ D¯, it follows from (iii) of Lemma 2.1 that (un(s, x) −
π(um(s, x)), un(s, x)−π(un(s, x))) ≥ 0 and (um(s, x)−π(un(s, x)), um(s, x)−π(um(s, x)))
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≥ 0. Thus,
I n,m4 (t) = −2n
∫ t
0
⟨un(s)− π(um(s)), (un(s)− π(un(s)))⟩ds
+ 2n
∫ t
0
⟨um(s)− π(um(s)), (un(s)− π(un(s)))⟩ds
≤ 2n
∫ t
0
⟨um(s)− π(um(s)), (un(s)− π(un(s)))⟩ds
≤ 2n
∫ t
0
|un(s)− π(un(s))|L1([0,1])ds

sup
0≤s≤t
|um(s)− π(um(s))|L∞([0,1]). (2.35)
A similar calculation also yields
I n,m5 (t) ≤

2m
∫ t
0
|um(s)− π(um(s))|L1([0,1])ds

× sup
0≤s≤t
|un(s)− π(un(s))|L∞([0,1]). (2.36)
Substituting (2.36), (2.35) into (2.34), using the Burkho¨lder’s inequality and Ho¨lder’s inequality,
we obtain that
E[ sup
0≤s≤t
|un(s)− um(s)|2H ] + 2E
[∫ t
0
‖un(s)− um(s)‖2ds
]
≤ 1
2
E[ sup
0≤s≤t
|un(s)− um(s)|2H ] + C E
[∫ t
0
|un(s)− um(s)|2H ds
]
+C

E

2n
∫ t
0
|un(s)− π(un(s))|L1([0,1])ds
2 12
×

E[ sup
0≤s≤t
|um(s)− π(um(s))|2L∞([0,1])]
 1
2
+C

E

2m
∫ t
0
|um(s)− π(um(s))|L1([0,1])ds
2 12
×

E[ sup
0≤s≤t
|un(s)− π(un(s))|2L∞([0,1])]
 1
2
, (2.37)
where the Lipschitz continuity of b and σ were used. By Gronwall’s inequality and also
Lemma 2.3, it follows that
E[ sup
0≤s≤T
|un(s)− um(s)|2H ] + 2E
[∫ t
0
‖un(s)− um(s)‖2ds
]
≤ C(MT ) 12 (E[ sup
0≤s≤T
|um(s)− π(um(s))|2L∞([0,1])])
1
2
+C(MT ) 12 (E[ sup
0≤s≤T
|un(s)− π(un(s))|2L∞([0,1])])
1
2 . (2.38)
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By Corollary 2.2, we deduce that
lim
n,m→∞

E[ sup
0≤s≤T
|un(s)− um(s)|2H ] + 2E
[∫ T
0
‖un(s)− um(s)‖2ds
]
= 0.
Thus there exists an adapted process u such that for any T > 0, u ∈ C([0, T ], H)∩L2([0, T ], V )
and
lim
n→∞

E[ sup
0≤s≤T
|un(s)− u(s)|2H ] + 2E
[∫ T
0
‖un(s)− u(s)‖2ds
]
= 0. (2.39)
Next we show that u(t), t ≥ 0 is a solution to Eq. (1.1). Consider the random measure
L(n)(dt, dx) = −n(un(t, x)− π(un(t, x)))dtdx . (2.40)
For any T > 0, we have
sup
n
E[(Var(L(n))([0, T ] × [0, 1]))2]
≤ sup
n
E

n
∫ T
0
|un(t)− π(un(t))|L1([0,1])dt
2
<∞, (2.41)
where Var(L(n)) denotes the total variation of L(n) on QT = [0, T ] × [0, 1]. LetM(QT ) denote
the Banach space of totally finite signed measures on QT (Rd -valued), equipped with the norm
of total variation. (2.41) implies that {L(n)(dt, dx), n ≥ 1} is bounded in L2(Ω ,M(QT )), hence
relatively compact with respect to the weak∗ topology in L2(Ω ,M(QT )). Thus, we may assume
(take a subsequence if necessary) that L(n) converges to some L ∈ L2(Ω ,M(QT )) with respect
to the weak∗ topology. Moreover, it follows from (2.41) that E[(Var(L)([0, T ] × [0, 1]))2] <∞
for every T > 0.
Alternatively, we can show that the random measure L(dt, dx) is absolutely continuous w.r.t.
dx , i.e., L(dt, dx) = dt Lˆ(t, x)dx , where
Lˆ(t, x) = lim
n→∞

−n
∫ t
0
(un(s, x)− π(un(s, x)))ds

is an L1([0, 1])-valued processes of bounded variation. This can be proved as follows. Set
M1 = {v(t); v is an H -valued progressively measurable process such that
E
[∫ T
0
|v(t)|2H dt
]
<∞

.
M1 is a Hilbert space with norm
‖v‖2M1 = E
[∫ T
0
|v(t)|2H dt
]
.
Similarly,
M2 =

v(t); v is an H2-valued progressively measurable process
such that E
[∫ T
0
|v(t)|2H2dt
]
<∞

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is also a Hilbert space with norm
‖v‖2M2 = E
[∫ T
0
|v(t)|2H2dt
]
.
These are the standard spaces used in the area of SPDEs. Lemma 2.4 claims that {un, n ≥ 1} is
bounded in M2. Therefore, {un, n ≥ 1} is relatively compact with respect to the weak topology
in M2. Together with (2.39) we easily conclude that un converges weakly to the process u in M2.
In particular,

∂2un(t,x)
∂x2
, 0 ≤ t ≤ T

n≥1 converges weakly to

∂2u(t,x)
∂x2
, 0 ≤ t ≤ T

n≥1 in M1.
Hence
 t
0
∂2un(s,x)
∂x2
ds converges weakly to
 t
0
∂2u(s,x)
∂x2
ds in L2(Ω , H) for every t as n →∞. Put
Lˆn(t, x) = −n  t0 (un(s, x)− π(un(s, x)))ds and recall from (2.6)
Lˆn(t, x) = un(t, x)−
∫ t
0
∂2un(s, x)
∂x2
ds −
∫ t
0
σ(un(s, x))dB(s)
−
∫ t
0
b(un(s, x))ds − u(0, x). (2.42)
Letting n →∞, we see that Lˆn(t, x) tends to some Lˆ(t, x) weakly in L2(Ω , H) and
Lˆ(t, x) = u(t, x)−
∫ t
0
∂2u(s, x)
∂x2
ds −
∫ t
0
σ(u(s, x))dB(s)
−
∫ t
0
b(u(s, x))ds − u(0, x). (2.43)
Next we show that Lˆ is an L1([0, 1])-valued process of bounded variation. Given any partition
{t0 = 0 < t1 < t2 < · · · < tm = T } of [0, T ], by the Mazur Theorem (or the Banach–Saks)
theorem there exists a sequence L˜n(tk, x) of convex combinations of Lˆn(tk, x), n ≥ 1, i.e.,
L˜n(tk, x) =
n−
l=1
α
(n)
l Lˆ
l(tk, x), α
(n)
l ≥ 0,
n−
l=1
α
(n)
l = 1
such that L˜n(tk, x) converges strongly to Lˆ(tk) in L2(Ω , H) (hence in L2(Ω , L1([0, 1]))) for
every tk as n →∞. Thus
m−
k=1
|Lˆ(tk+1)− Lˆ(tk)|L1([0,1]) = limn→∞
m−
k=1
|L˜n(tk+1)− L˜n(tk)|L1([0,1])
≤ lim
n→∞
n−
l=1
α
(n)
l
m−
k=1
|Lˆl(tk+1)− Lˆl(tk)|L1([0,1])
≤ lim
n→∞
n−
l=1
α
(n)
l VarL1([0,1])(Lˆ
l)([0, T ]). (2.44)
Because the partition is arbitrary, we obtain that
VarL1([0,1])(Lˆ)([0, T ]) ≤ limn→∞
n−
l=1
α
(n)
l VarL1([0,1])(Lˆ
l)([0, T ]). (2.45)
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It follows from Fatou’s lemma that
E[VarL1([0,1])(Lˆ)([0, T ])] ≤ lim infn→∞
n−
l=1
α
(n)
l E[VarL1([0,1])(Lˆl)([0, T ])]
≤ sup
l
E[VarL1([0,1])(Lˆl)([0, T ])]
= sup
l
E[(Var(L(l))([0, T ] × [0, 1]))] <∞, (2.46)
by (2.41), where the fact
∑n
l=1 α
(n)
l = 1 was used. This shows that Lˆ is of bounded variation as
a L1([0, 1])-valued process.
Now, take any φ ∈ C10((0,∞)× [0, 1] → Rd) and use the CHAIN RULE (see [10]) and (2.6)
to get ∫ t
0
∫ 1
0
φ(s, x)L(n)(ds, dx) = ⟨un(t), φ(t)⟩ − ⟨u(0), φ(0)⟩ −
∫ t
0

∂φ(s)
∂s
, un(s)

ds
+
∫ t
0

∂φ(s)
∂x
,
∂un(s)
∂x

ds −
m−
k=1
∫ t
0
⟨φ(s), σk(un(s))⟩dBk(s)
−
∫ t
0
⟨φ(s), b(un(s))⟩ds. (2.47)
Note that every term on the right side converges. Letting n →∞ we get∫ t
0
∫ 1
0
φ(s, x)L(ds, dx) = ⟨u(t), φ(t)⟩ − ⟨u(0), φ(0)⟩ −
∫ t
0

∂φ(s)
∂s
, u(s)

ds
+
∫ t
0
ds

∂φ(s)
∂x
,
∂u(s)
∂x

−
m−
k=1
∫ t
0
ds⟨φ(s), σk(u(s))⟩dBk(s)
−
∫ t
0
ds⟨φ(s), b(u(s))⟩ds. (2.48)
On the other hand, it follows from Lemma 2.5 and Fatou’s lemma we have
E[ sup
0≤s≤T
|u(s)− π(u(s))|2H ] ≤ limn→∞ E[ sup0≤s≤T |u
n(s)− π(un(s))|2H ] = 0. (2.49)
This shows that for every t > 0, u(t, x) = π(u(t, x)) ∈ D¯ for almost all x ∈ [0, 1]. Note that u is
a continuous random field by Sobolev embedding. Therefore, we have u(t, x) = π(u(t, x)) ∈ D¯
for all (t, x). For φ ∈ C([0, T ] × [0, 1] → D¯), we have (un(t, x) − φ(t, x), un(t, x) −
π(un(t, x))) ≥ 0, which implies that∫ T
0
∫ 1
0
(φ(t, x)− un(t, x), L(n)(dt, dx)) ≥ 0. (2.50)
Letting n →∞,∫ T
0
∫ 1
0
(φ(t, x)− u(t, x), L(dt, dx)) ≥ 0 (2.51)
by the strong convergence of un in L2(Ω ,C(QT )) following the Sobolev embedding. We have
shown that (u, L) is a solution to Eq. (1.1). 
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Uniqueness. Let (v(t, x), L1(dt, dx)) be another solution to the reflected system (1.1) such
that E[sup0≤t≤T ‖v(t)‖2] < ∞ for every T > 0. Denote by {em,m ≥ 1} the eigen basis of
the Laplacian operator ∆ = ∂2
∂x2
with 1em = −λmem, λm > 0. Define um(t) = ⟨u(t), em⟩
and vm(t) = ⟨v(t), em⟩. Set Lm(ds) =
 1
0 em(x)L(ds, dx) and L
m
1 (ds) =
 1
0 em(x)L1(ds, dx).
Applying the test function em to both sides of the equations satisfied by (u, L) and (v, L1) and
subtracting, we get
un(t)− vn(t) = −λn
∫ t
0
(un(s)− vn(s))ds +
m−
k=1
∫ t
0
⟨σk(u(s))− σk(v(s)), en⟩dBk(s)
+
∫ t
0
⟨b(u(s))− b(v(t)), en⟩ds +
∫ t
0
Ln(ds)−
∫ t
0
Ln1(ds). (2.52)
By Ito’s formula for real-valued processes, it follows that
|un(t)− vn(t)|2 = −2λn
∫ t
0
|un(s)− vn(s)|2ds
+ 2
m−
k=1
∫ t
0
(un(s)− vn(s), ⟨σk(u(s))− σk(v(s)), en⟩)dBk(s)
+ 2
∫ t
0
(un(s)− vn(s), ⟨b(u(s))− b(v(s)), en⟩)ds
+
m−
k=1
∫ t
0
|⟨σk(u(s))− σk(v(s)), en⟩|2ds
+ 2
∫ t
0
(un(s)− vn(s), Ln(ds))− 2
∫ t
0
(un(s)− vn(s), Ln1(ds)). (2.53)
Adding up from 1 to N yields
N−
n=1
|un(t)− vn(t)|2 = −2
N−
n=1
λn
∫ t
0
|un(s)− vn(s)|2ds
+ 2
m−
k=1
N−
n=1
∫ t
0
(un(s)− vn(s), ⟨σk(u(s))− σk(v(s)), en⟩)dBk(s)
+ 2
N−
n=1
∫ t
0
(un(s)− vn(s), ⟨b(u(s))− b(v(s)), en⟩)ds
+
m−
k=1
N−
n=1
∫ t
0
|⟨σk(u(s))− σk(v(s)), en⟩|2ds
+ 2
N−
n=1
∫ t
0
(un(s)− vn(s), Ln(ds))− 2
N−
n=1
∫ t
0
(un(s)− vn(s), Ln1(ds)). (2.54)
We will let N tend to ∞ to obtain a formula for |u(t)− v(t)|2H . The key is to show that
lim
N→∞
N−
n=1
∫ t
0
(un(s)− vn(s), Ln(ds)) =
∫ t
0
∫ 1
0
(u(s, x)− v(s, x), L(ds, dx)) (2.55)
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lim
N→∞
N−
n=1
∫ t
0
(un(s)− vn(s), Ln1(ds)) =
∫ t
0
∫ 1
0
(u(s, x)− v(s, x), L1(ds, dx)). (2.56)
Because of the similarity, let us only prove (2.55). Write
N−
n=1
∫ t
0
(un(s)− vn(s), Ln(ds)) =
∫ t
0
∫ 1
0
N−
n=1
⟨u(s)− v(s), en⟩en(x)L(ds, dx). (2.57)
Note that
Fn(s, x) :=
N−
n=1
⟨u(s)− v(s), en⟩en(x)→ u(s)− v(s) in V
as N →∞. By the Sobolev embedding,
sup
0≤s≤t
|F N (s, ·)|L∞ ≤ C sup
0≤s≤t
‖F N (s, ·)‖ ≤ C sup
0≤s≤t
‖u(s)− v(s)‖ ∈ L2(Ω).
As E[Var(L)2([0, t] × [0, 1])] < ∞, (2.55) follows from the dominated convergence theorem.
As v(t, x), u(t, x) ∈ D¯, it follows from the definition of the solution that∫ t
0
∫ 1
0
(u(s, x)− v(s, x), L(ds, dx)) ≤ 0,
∫ t
0
∫ 1
0
(u(s, x)− v(s, x), L1(ds, dx)) ≥ 0.
Let N →∞ in (2.54) to obtain
|u(t)− v(t)|2 ≤ −2
∫ t
0
‖u(s)− v(s)‖2ds + 2
m−
k=1
∫ t
0
⟨u(s)− v(s), σk(u(s))
− σk(v(s))⟩dBk(s)+ 2
∫ t
0
⟨u(s)− v(s), b(u(s))− b(v(s))⟩ds
+
m−
k=1
∫ t
0
|σk(u(s))− σk(v(s))|2ds (2.58)
Now by standard arguments and Gronwall’s inequality, it can be easily shown that u(t) = v(t)
proving the uniqueness. 
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