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In theory, a perfectly rigid receptor will probably be an unbeatable binder. However, rigidity may not be
easy to achieve in practice and it is certainly not Nature’s method to realise high afﬁnity. In many
proteins binding afﬁnity is increased through non-covalent interactions within the protein. Thus there is
a considerable incentive to follow Nature’s example and start exploring the use of secondary
intra-receptor interactions to aid in the binding process. Secondary interactions within a receptor will
reinforce host–guest binding when the same conformational rearrangement (or freezing of motion) is
required for guest binding as for the formation of the intra-receptor interactions. Introducing
secondary interactions will require rather elaborate synthetic receptors to be produced. With the recent
developments in dynamic combinatorial chemistry, access to the desired structures should be
facilitated. Whether or not this approach will develop into a practical method remains to be
established, but even if it does not, efforts along these lines will lead to a better understanding of the
complex interplay between molecular recognition, folding and dynamics.
Introduction
The last few decades has seen supramolecular chemistry ﬂour-
ish. Many beautiful structures have been produced such as
catenanes,
1–4 knots,
5,6 helicates,
7 borromean rings,
8 etc.
9 Also sig-
niﬁcant new and fundamental insights into molecular recognition
havebeenobtained,improvingourunderstandingof,forexample,
cation–p
10,11 and aromatic interactions.
12–15 The ﬁeld is now at
a stage where practical applications of synthetic supramolecular
systems in areas such as sensing
16–18 and bioassays
19–21 are starting
to be produced.
Despite such impressive progress, considerable challenges still
lie ahead and one of the more signiﬁcant of these is the develop-
ment of synthetic systems that can communicate efﬁciently with
biological ones. At present synthetic receptors only rarely have the
afﬁnities required.
22–27 A recent survey of the binding efﬁciency
of synthetic and biological hosts by Houk et al. indicates that
synthetic systems are typically several orders of magnitude less
efﬁcient in binding than their biological counterparts (Fig. 1).
28
At present, a supramolecular chemist tends to be pleased with
a synthetic host with micromolar afﬁnity in water, whereas most
molecular recognition in biology takes place at nanomolar levels.
Thisraisesanintriguingquestion:isthereatrickthatbiomolecules
rely on that most synthetic analogues are missing?
In this paper (written as a prelude to a Dalton Discussion
meeting) I will contrast the current strategy towards synthetic
receptors to recent insights in how proteins bind their ligands.
This comparison suggests we may indeed have been missing a
trick and leads me to propose a new approach to the design of
synthetic receptors that makes use of non-covalent interactions
within the receptor to enforce guest binding.
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Fig. 1 Statistical analysis of binding afﬁnities comparing synthetic hosts
and their biological counterparts. Data taken from reference 28.
Synthetic receptors: rigidity and pre-organisation
At least in theory, the best host for a particular guest is probably
a completely rigid structure in which all functional groups and
molecular surfaces are ﬁxed in an arrangement that gives the
optimum interaction with the guest. Thus, most efforts towards
synthetic receptors have been aimed at the design and synthesis of
pre-organised and rigid hosts. Indeed, many examples exist where
rigidiﬁcation results in increased afﬁnities, although the effect of
removing a rotatable bond is relatively modest (an analysis using
model systems suggests a value of 1.2 kJ mol
−1 per bond).
29,30
Fig. 1 shows that this approach of rigidiﬁcation has thus far
not led to many synthetic receptors with nanomolar afﬁnity,
despite considerable effort worldwide and for many years. This
suggests that there may well be some fundamental or practical
drawbacks associated with the rigid receptor strategy. In a host
that completely lacks ﬂexibility it is crucial to position all atoms
at exactly the right position as slight conformational adjustments
upon binding cannot take place. Relatedly, in the case of deep
rigid binding pockets, any groups that are locked in the path of
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These considerations put signiﬁcant restraints on the design of
any new receptors and raise the fundamental question of what
can reasonably be achieved with a collection of atoms that are
held together very ﬁrmly by covalent bonds. The control over the
positioning of these atoms in space is dictated by the size of the
atoms and the preferred bond angles and lengths and therefore
the spatial resolution that can be achieved by covalent synthesis
is intrinsically limited. Add to this the signiﬁcant synthetic
challenges posed by completely rigid structures and perhaps it is
notsurprisingthatnanomolarbindersarenotroutinelyproduced.
Perhaps the time has come to ask whether the rigid receptor
strategy is the most practical approach or whether we should start
exploring alternatives. Nature, for one, seems to be coping quite
well with dynamic and relatively ﬂexible molecules in which non-
covalent interactions dictate a large part of the three-dimensional
arrangement of the functional groups.
Molecular recognition in proteins
Proteins have evolved to interact with partner molecules typically
in the nanomolar range. Afﬁnities in this range are a functional
optimum and by no means the maximum that can be achieved.
Indeed, examples exist of proteins with afﬁnities well in excess of
nanomolar levels. To mention a well-known example: streptavidin
binds biotin with an association constant of 10
13 M
−1.
31–37 Thus,
achieving mere nanomolar afﬁnities has probably not been the
biggest challenge in evolution and therefore supramolecular
chemists should not shy away from trying to compete with Nature
on this front.
One of the striking features of proteins is their conformational
dynamics, resulting from the fact that the three-dimensional
structure is held together by many individually weak non-covalent
interactions. Thus, even though most proteins fold into well-
deﬁned global conformations they are ﬂexible on a microscopic
level. For instance, in many proteins even amino-acid residues
relatively deep inside protein structures still meet water molecules
as evident from the fact that in the presence of D2O amide
hydrogens of many ’buried’ residues will still be exchanged for
deuterium. Ligand binding can nevertheless be strong, implying
that high afﬁnity can be achieved in the presence of a relatively
high degree of protein mobility.
How exactly does protein ﬂexibility affect ligand binding and
visaversa?Williamsetal.
38,39 andothers
34 haveinvestigatedanum-
berofdifferentprotein–ligandsystemsusinghydrogen/deuterium
exchange to assess the extent to which the protein dynamics are
affected by ligand binding. They observed that, for a number of
systems where ligands are held exceptionally strongly (including
the streptavidin/biotin pair
34,40), ligand binding is accompanied
by a dramatic reduction in the extent of hydrogen/deuterium
exchange. They have also observed that for a protein with multiple
ligand binding sites (glyceraldehyde 3-phosphate dehydrogenase)
theligandafﬁnityseemstobecorrelatedwithstructuraltightening;
the strongest binding event giving the most extensive reduction in
H/D exchange.
39 Residues throughout the protein were affected;
not only those close to the binding site. Such propagation of bind-
ing interactions through large distances in the protein structure
is not infrequent.
31,41 For many proteins stabilisation upon ligand
binding is also evident from raised melting temperatures (by a
massive37
◦Cforstreptavidin/biotin
33,37)andimprovedresistance
towards enzyme digestion.
42
Thus, it is well established that the processes of ligand binding
and structural tightening are in many cases linked. Traditionally,
it was believed that part of the ligand binding energy was used
to drive such changes in the protein. In this view a reduction
in protein dynamics would decrease the afﬁnity for the ligand.
While this may be true in some cases Williams et al. argue that
also the opposite is possible; i.e. a reduction in host dynamics can
enhance the stability of the ensuing complexes. This enhancement
isdifﬁculttoquantifyinasimpleprotein–ligandsystemasitisnext
to impossible to study ligand binding without any contribution
from a reduction in protein dynamics. However, a system which
does allow intra-receptor interactions to be ‘switched off’ is
provided by the binding of D-Ala–D-Ala to the glycopeptide
vancomycin. Vancomycin has a tendency to dimerise and the
dimerwasfoundtobindthepeptideligandmorestronglythanthe
monomer. This can be interpreted as evidence that the interaction
between the vancomycin units enhances ligand binding. In turn
ligand binding was found to enhance the equilibrium constant
for dimerisation.
38,43,44 Thus ligand binding and intra-receptor
interactions are mutually reinforcing.
This implies that, when designing a synthetic receptor, it should
be possible to reinforce ligand binding by incorporating intra-
receptor interactions. Such reinforcement will result when some
of the rotational and vibrational entropy costs involved in the
ligand–receptor interactions are identical to those involved in the
intra-receptor interactions.
Reinforced recognition by sharing adverse binding
entropy45
The Gibbs energy change associated with binding of a ligand
to a protein can be considered to be the sum of the various
enthalpy and entropy terms involved in the binding process (DG = 
(DH) −

(TDS)). Ligand binding is inevitably accompanied
by unfavourable entropy terms due to restrictions in translational,
rotationalandvibrationalfreedomexperiencedbyboththeligand
(in yellow in Fig. 2) and the ﬂexible protein (in blue). This is
counteracted by attractive forces between ligand and protein. To
simplifytheargument,letusforthemomentconsidertheattractive
forces to be purely enthalpic in origin. Fig. 2a shows the analysis
whenbindingonlyinvolvesinteractionsbetweenligandandrecep-
tor without affecting the non-covalent interactions within the re-
ceptor.Inthisexampletheenthalpytermisslightlylargerthanthe
entropy term and complexation is therefore favourable (DG < 0).
Fig. 2b shows the same binding process but now incorporating
intra-receptor interactions.These are schematically represented as
the interactions between two separate parts of the protein (shown
in light blue and dark blue). In the absence of ligand binding the
intra-receptor interactions are not (fully) formed as the enthalpic
beneﬁt of forming them does not outweigh the entropic cost of
conformationalﬁxationofbothpartsofthereceptor(Fig.2c).Let
us now analyse what happens upon binding of the ligand to this
system by adding up all enthalpic and entropic terms introduced
in Fig. 2a and 2c: The enthalpic contributions due to interactions
between the ligand and the receptor and the interactions within
the receptor favour binding. The entropic penalty suffered by the
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entropic contributions related to the ligand (yellow), and the inner (light
blue) and outer (dark blue) shells of the protein. In (a) ligand binding is
not accompanied by any change in intra-receptor interactions, while in (b)
these interactions contribute to binding but they are not (fully) formed in
the absence of the ligand (c).
ligand (yellow bar) and the outer (dark blue bar) and inner (light
blue bar) parts of the protein counteract binding. When intra-
receptor interactions impose the same conformational restrictions
on parts of the receptor as ligand binding, then the entropy price
associated with ‘ﬁxation’ of the light blue part of the receptor
only needs to be paid once. As a result, the sum of all enthalpy
and entropy terms in Fig. 2b amounts to a signiﬁcantly more
favourable Gibbs energy change than that obtained in Fig. 2a.
ThemodelofFig.2issimpliﬁedinanumberofways.Firstly,the
receptor has been arbitrarily divided into two shells to highlight
that there is an interface between two different structural elements
that interact with each other through non-covalent forces. In
reality a protein will have many such interacting interfaces spread
throughout the structure. Repeating the analysis shown in Fig. 2
after including additional shells reveals that these can induce a
further increase in ligand binding afﬁnity. However, the number of
shells that can be added and that will still result in a reinforcement
ofligandbindingisnotunlimited.Asthenumberofintra-receptor
interactionsincreasesthereceptorwillgraduallycollapseandform
itsinter-shellinteractionsalreadyfullyintheabsenceoftheligand,
in which case these interactions will no longer have any impact on
ligand binding other than preorganising the receptor (Fig. 3). In
other words, at the limit of strong intra-receptor interactions the
receptor starts to become fully pre-organised and rigid and all
binding-associated entropy change on the part of the receptor is
pre-paid (not merely shared).
Secondly,effectsarisingfromchangesinsolvationuponbinding
havebeenignored.Insolution,ligandbindingwillbeaccompanied
byadisruptionofligand–solventandprotein–solventinteractions
andagaininsolvent–solventinteractionsandchangesinthetrans-
lational and orientational freedom of the solvent. Including all
thesetermsintheanalysiswillcomplicatethepictureconsiderably.
However, as solvation has only a limited inﬂuence on the entropy
of the interacting species, the presence of a solvent will not affect
the way in which ligand binding can be reinforced by sharing the
entropy cost involved in receptor reorganisation.
Thirdly, as the above analysis is based on a simple additivity of
enthalpy and entropy terms, any strengthening of individual non-
Fig. 3 Effect of the involvement of multiple shells capable of engaging
in intra-receptor interactions on the free energy landscape describing the
binding processes. The situation corresponding to Fig. 2a is shown in light
blue, that corresponding to Fig. 2b in dark blue, while that after addition
of the third green shell is shown green. The situation after the fourth shell
has been introduced is shown in red. Introducing the dark blue and green
shells results a reinforcement of ligand binding as compared to DG0 in the
absence of intra-receptor interactions (DG0 < DG1 < DG2). In this example
addition of the fourth shell (red) causes the receptor to collapse into a
structure in which intra-receptor interactions are already fully formed in
the absence of the ligand. Addition of this shell (or any additional shells)
does not further enhance ligand binding (DG2 = DG3).
covalent interactions that might occur as a result of neighbouring
interactions being formed is ignored. Such effects are of particular
importance when chains of hydrogen bonds can be formed
46,47
such as in the vancomycin system described above
48 and will only
further enhance the stability of the resulting complexes.
Implications for the design of synthetic receptors
The conclusion from the above analysis is that ligand binding
by proteins is reinforced by intra-protein interactions when the
ligand binding and intra-protein interactions require very similar
conformational rearrangements of parts of the protein. Thus, the
interactions that contribute to ligand binding extend beyond the
immediate binding surface well into the protein structure. This
sets a clear challenge to the supramolecular chemist: can we
design synthetic receptors in which guest binding is reinforced
by intra-receptor interactions? This requires designing systems in
whichintra-receptorinteractionsrequirethesameconformational
rearrangements on the part of the receptor as ligand binding.
Elaborate synthetic receptors will have to be prepared that can
fold into conformations in which intra-receptor interactions are
formed, which requires an understanding of the folding as well as
intermolecular recognition. Producing such inherently complex
molecules represents a substantial challenge in terms of design as
well as synthesis. Dynamic combinatorial chemistry
49–51 appears
to be the ideal approach to develop such complex molecules. In
this technique equilibrium mixtures of structures are generated by
linking subunits together using a reversible reaction. Molecular
recognition events (such as host–guest interactions or intramolec-
ular non-covalent interactions) will shift the composition of the
dynamic combinatorial library (DCL) towards those structures
that are most efﬁcient at molecular recognition. Thus DCLs
This journal is © The Royal Society of Chemistry 2006 Dalton Trans., 2006, 2861–2864 | 2863enable the rapid identiﬁcation of such structures, which can be
remarkably complex,
2 without the need for detailed design and
prior understanding. DCLs have proven their worth in developing
molecules with efﬁcient intramolecular non-covalent interactions
(i.e. foldamers)
52–56 as well as in the discovery and synthesis of new
receptors.
2,57,58 Combining these two lines of research by screening
forfoldamerswithreceptorpropertiesshouldleadtothediscovery
of a new generation of synthetic receptors with improved afﬁnities
and should provide new insights into the interplay between
folding and dynamics on one hand and molecular recognition
and eventually catalysis
59–61 on the other.
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