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Abstract
In this paper we consider a system of non-linear stochastic heat equations on Rd
driven by a Gaussian noise which is white in time and has a homogeneous spatial covari-
ance. Under some suitable regularity and non degeneracy conditions, the smoothness
of the joint density of the solution for this system has been studied by E. Nualart in
[11]. The purpose of this paper is further to study the lower and upper bounds of
the density. The main tools are the Malliavin calculus and the method developed by
Kohatasu-Higa in [6] or E. Nualart and Quer-Sardanyons in [12].
1 Introduction
Consider the stochastic partial differential equations
∂ui
∂t
(t, x) =
1
2
∂2ui
∂x2
(t, x) + bi(u(t, x)) +
q∑
j=1
σij(u(t, x))W˙
j(t, x), i = 1, 2 . . . , m, (1.1)
with vanishing initial conditions, x ∈ Rd, u = (u1, . . . , um). Here σij , bi : Rm → R are globally
Lipschitz functions, which are the entries of a m× q matrix σ and a m-dimensional vector b,
σ = (σ1, . . . , σm) and b = (b1, . . . , bm). The perturbation W˙ (t, x) = (W˙
1(t, x), . . . , W˙ q(t, x))
is a q-dimensional Gaussian noise which is white in time and with a spatially homogeneous
covariance f , that is,
E[W˙ i(t, x)W˙ j(s, y)] = δ(t− s)f(x− y)δij,
δ(·) denotes the Dirac delta function, δij is the Kronecker symbol, and f is a positive contin-
uous function on Rd\{0}.
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1
A mild solution of Eq.(1.1) can be formulated by using the Green kernel Γ(t, x) associated
with the operator L = ∂
∂t
− 1
2
∂2
∂x2
(see Definition 2.1). This requires the notion of stochastic
integral introduced by Walsh in [19].
The Malliavin calculus (see [13] or [17]) is a powerful tool to study the existence and
smoothness of the density for the solutions of SPDEs (see [1, 5, 8, 10, 11, 14, 15, 16]), also
the lower and upper bounds for the density (see [4, 6, 12]). For the proof of the upper
bound, a well-known technique is to get the expression of the density by integration by parts
formula, then Ho¨lder’s inequality and exponential martingale inequality imply the estimate
of the Malliavin norms for the derivative and the Malliavin matrix (see for instance [4] or
[12]). However, the proof of the lower bound is more difficult. For a uniformly hypoelliptic
diffusion with smooth drift, Kusuoka and Stroock obtained a Gaussian type lower bound in
[7]. Kohatsu-Higa in [6] extended the results of Kusuoka and Stroock to general random
variables on Wiener space, and studied one-dimensional stochastic heat equation on [0, 1]
driven by space-time white noise. Later on, E. Nualart and Quer-Sardanyons established the
lower and upper bounds for the solution of the stochastic heat equation driven by a Gaussian
noise with white in time and spatially homogeneous covariance in [12].
In [11], E. Nualart has studied the smoothness of the joint density of systems of non-
linear spatially homogeneous SPDEs, which include Eq.(1.1), by using Malliavin calculus
techniques. The aim of this paper is a further study of the lower and upper bounds of the
density. This result extends previous work of E. Nualart and Quer-Sardanyons in [12].
The paper is organized as follows. Some preliminaries are given in Section 2. Section
3 is devoted to prove the lower and upper bounds for the density for solution u(t, x) =
(u1(t, x), . . . , um(t, x)), following the general criterion established in [6] or [12] . Finally, the
results are applied to the spatial covariances given by the Riesz, Bessel and fractional kernels.
2 Preliminaries
Consider a non-negative and non-negative definite function f which is continuous on Rd\{0}.
We assume that f is the Fourier transform of a non-negative tempered measure µ on Rd
(called the spectral measure of f). That is, for all ϕ belonging to the space S(Rd) of rapidly
decreasing C∞ functions on Rd∫
Rd
f(x)ϕ(x)dx =
∫
Rd
Fϕ(ξ)µ(dξ), (2.1)
and assume the following condition:
Φ(T ) :=
∫ T
0
∫
Rd
|FΓ(r)(ξ)|2µ(dξ)dr <∞ , (2.2)
which is used to prove the unique solution for Equation (1.1). Here we denote by Fϕ as the
Fourier transform of ϕ ∈ S(Rd), denoted by Fϕ(ξ) = ∫
Rd
ϕ(x)e−iξ·xdx. Moreover, it has been
proved that condition (2.2) is equivalent to∫
Rd
1
1 + |ξ|2µ(dξ) <∞ . (2.3)
We need a slightly stronger condition than (2.3) in order to prove our main result.
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(Hη) For some η ∈ (0, 1), it holds:∫
Rd
1
(1 + |ξ|2)ηµ(dξ) <∞ .
Suppose that (Ω,F ,P) is a complete probability space. For T > 0, let C∞0 ([0, T ] × Rd)
be the space of smooth functions with compact support on [0, T ]× Rd. Consider a family of
zero mean Gaussian random variables W = {W j(ϕ), j = 1, . . . , q, ϕ ∈ C∞0 ([0, T ]× Rd)} with
covariance
E(W i(ϕ)W j(ψ)) = δij
∫ T
0
∫
Rd
∫
Rd
ϕ(t, x)f(x− y)ψ(t, y)dxdydt . (2.4)
Using Fourier transform, (2.4) can also be written as
E(W i(ϕ)W j(ψ)) = δij
∫ T
0
∫
Rd
Fϕ(t)(ξ)Fψ(t)(ξ)µ(dξ)dt ,
where Fψ is the complex conjugate of Fψ.
Let Hq be the Hilbert space which is the completion of C∞0 (Rd;Rq) with the inner product
〈ϕ, ψ〉Hq =
q∑
l=1
∫
Rd
dx
∫
Rd
dyϕl(x)f(x− y)ψl(y) =
q∑
l=1
∫
Rd
F(ϕl)(ξ)F(ψl)(ξ)µ(dξ) (2.5)
for ϕ, ψ ∈ C∞0 (Rd;Rq). Notice that Hq may contain distributions.
The Gaussian family W can be extended to the space HqT = L2([0, T ];Hq) by W (g) =∑q
i=1W
i(gi), g ∈ HqT . It is obvious that 1[0,t]h belongs to HqT . Put Wt(h) = W (1[0,t]h) for
t ≥ 0 and h ∈ Hq, we have that W = {Wt, 0 ≤ t ≤ T} is a cylindrical Wiener process in
the Hilbert space Hq (see [2]). That is, for any h ∈ Hq, {Wt(h), 0 ≤ t ≤ T} is a Brownian
motion with variance t‖h‖2Hq , and
E(Wt(h)Ws(g)) = (s ∧ t)〈h, g〉Hq .
Let (Ft)t≥0 be the σ-filtration generated by the random variables {Ws(h), h ∈ Hq, 0 ≤
s ≤ t} and the P-null sets. Define the stochastic integral for an Hq-valued Ft-predictable
process g ∈ L2(Ω× [0, T ];Hq) with respect to the cylindrical Wiener process W as
∫ T
0
g(t)dWt :=
∫ T
0
∫
Rd
g(t, x)W (dt, dx) :=
q∑
j=1
∫ T
0
∫
Rd
gj(t, x)W
j(dt, dx),
then we have the isometry property
E
∣∣∣∣
∫ T
0
g(t)dWt
∣∣∣∣
2
= E
∫ T
0
‖g(t)‖2Hqdt. (2.6)
Using the notion of the above stochastic integral, we introduce the following definition:
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Definition 2.1 A Rm-valued adapted stochastic process {u(t, x) = (u1(t, x), . . . , um(t, x)), (t, x) ∈
[0, T ]× Rd} is a mild solution of Eq.(1.1) if for all 0 ≤ t ≤ T , x ∈ Rd, i = 1, . . . , m,
ui(t, x) =
q∑
j=1
∫ t
0
∫
Rd
Γ(t− s, x− y)σij(u(s, y))W j(ds, dy)
+
∫ t
0
∫
Rd
bi(u(s, y))Γ(t− s, x− y)dyds, P− a.s.,
where Γ(t, x) = (2pit)−
d
2 exp {− |x|2
2t
} is the fundamental solution to ∂u
∂t
− 1
2
∂2u
∂x2
= 0.
Now, we state the existence, uniqueness and Ho¨lder continuity of the solution for Eq.(1.1),
which have been showed in [11, Sections 2 and 3].
Theorem 2.2 Assume condition (2.2) is satisfied, then there exists a unique mild solution
u to Eq.(1.1) such that for all p ≥ 1 and T > 0,
sup
(t,x)∈[0,T ]×Rd
E|u(t, x)|p < +∞. (2.7)
Furthermore, if condition (Hη) holds, then for all γ1 ∈ (0, 1−η2 ), s, t ∈ [0, T ], x ∈ Rd and
p > 1,
E|u(t, x)− u(s, x)| ≤ Cp,T |t− s|γ1p (2.8)
and for all γ2 ∈ (0, 1− η), t ∈ [0, T ], x, y ∈ Rd and p > 1,
E|u(t, x)− u(t, y)| ≤ Cp,T |x− y|γ2p (2.9)
for some constant Cp,T > 0.
Next we recall some concepts of Malliavin calculus which is used to prove the main
results. Notice that {W (h), h ∈ HqT} is a centered Gaussian process and E(W (h1)W (h2)) =
〈h1, h2〉Hq
T
, h1, h2 ∈ HqT , then we can develop a Malliavin calculus (see [13]). The Malliavin
derivative is denoted by D, which is a closed operator on L2(Ω) and takes the value in
L2(Ω;HqT ). For any integer k ≥ 1 and p ≥ 2, denote the domain of the iterated derivative
Dk by Dk,p and D∞ := ∩p≥1 ∩k≥1 Dk,p . The space Dk,p also is the completion of the set of
smooth functionals with respect to seminorm
‖F‖k,p =
{
E[|F |p] +
k∑
j=1
E[‖DjF‖(HqT )⊗j ]
} 1
p
.
For any X ∈ D1,2 and some fixed r ≥ 0, DX(r, ∗) is an element of Hq, which will be denoted
by Dr,∗X .
We define the Malliavin matrix of a m-dimensional random vector X = (X1, . . . , Xm) ∈
(D1,2)m by MX = (〈DXi, DXj〉HT )1≤i,j≤k. We will say that a random vector X whose com-
ponents are in D∞ is non-degenerate if (detMX)
−1 ∈ ∩p≥1Lp(Ω). It is well-known that a
non-degenerate random vector has a smooth density (see [13, Proposition 2.1.5]).
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As did in [6], we set Hqs,t = L2([s, t];Hq) and ‖ · ‖s,t := ‖ · ‖Hqs,t . For any integer k ≥ 1 and
p > 1, we define the seminorm:
‖F‖s,tk,p =
{
Es[|F |p] +
k∑
j=1
Es[‖DjF‖(Hqs,t)⊗j ]
} 1
p
,
where Es[·] = E[·|Fs]. We also write Ps{·} = P{·|Fs}. Completing the space of smooth
functionals with respect to this seminorm, we obtain the space Dk,ps,t . We say that F ∈ Dk,ps,t if
F ∈ Dk,ps,t and ‖F‖s,tk,p ∈ ∩q≥1Lq(Ω), and we set D
∞
s,t := ∩k≥1 ∩p≥1D
k,p
s,t . Furthermore, we define
the conditional Malliavin covariance matrix associated to an m-dimensional random vector
X = (X1, . . . , Xm) by Ms,tX := (〈DX i, DXj〉Hqs,t)1≤i,j≤m.
The next result is the q-dimensional extension of [14, Proposition 6.1] and [12, Lemma
3.4]. The proof is omitted because it follows exactly the same arguments.
Proposition 2.3 Assume that the coefficient σ, b are smooth functions with bounded partial
derivatives of order greater than or equal to one. Then, for any (t, x) ∈ [0, T ]×Rd, the random
variable ui(t, x) belongs to the space D
∞, for all i = 1, . . . , m. Moreover, the derivative
Dui(t, x) is an HqT -valued process which satisfies the following linear stochastic differential
equation:
Dr,∗ui(t, x) = Γ(t− r, x− ∗)σi (u(r, ∗))
+
q∑
l=1
∫ t
r
∫
Rd
Γ(t− s, x− y)Dr,∗(σil(u(s, y)))W l(ds, dy)
+
∫ t
0
∫
Rd
Dr,∗(bi(u(s, y)))Γ(t− s, x− y)dyds (2.10)
for all r ∈ [0, t], and Dr,∗ui(t, x) = 0, for all r > t.
Furthermore, for 0 ≤ a < b ≤ T and p ≥ 1, there exits a positive constant C = C(a, b)
such that for all δ ∈ (0, b− a]:
sup
(t,x)∈[b−δ,b]×Rd
Ea‖Dmui(t, x)‖2p(Hqb−δ,b)⊗m ≤ C(Φ(δ))
mp, a.s., (2.11)
where Φ(δ) is the one in (2.2).
In order to prove the existence of the smooth density of u(t, x), we need the following
conditions:
(H1) There exists β > 0 such that for all ε ∈ (0, 1],
Cεβ ≤
∫ ε
0
∫
Rd
|FΓ(r)(ξ)|2µ(dξ)dr
for some constant C > 0.
(H2) Let β be given in hypothesis (H1) and γ1 and γ2 be given in (2.8) and (2.9).
(i) The function Ψ(t, x) := |x|γ2Γ(t, x) satisfies ∫ T
0
∫
Rd
|FΨ(t)(ξ)|2µ(dξ)dt <∞ and there
exists β1 > γ2 ∨ β such that for all ε ∈ [0, 1] satisfying∫ ε
0
〈Ψ(r, ∗),Γ(r, ∗)〉Hdr ≤ Cεβ1, (2.12)
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for some positive constant C.
(ii) There exists β2 > γ1 ∨ β such that, for all ε ∈ [0, 1],∫ ε
0
rγ1
∫
Rd
|FΓ(r)(ξ)|2µ(dξ)dr ≤ Cεβ2 (2.13)
for some positive constant C.
We have the following theorem (see [11, Theorem 4.1]):
Theorem 2.4 Assume conditions (Hη), (H1) and (H2) hold, and the coefficients σ, b are
smooth functions with bounded partial derivatives of order greater than or equal to one. Then
for all (t, x) ∈ (0, T ]×Rd, the law of the random vector u(t, x) admits a smooth density pt,x(·)
on Σ := {y ∈ Rm : σ1(y), . . . , σq(y) span Rm}.
3 Lower and upper bound for the density
In this section, we shall study the lower and upper bounded of the density pt,x(·). As the
argument in [9, Lemma 3.1], the condition (2.3) implies that there exists positive constant
C1 such that
C1(t− s) ≤
∫ t
s
∫
Rd
|FΓ(r)(ξ)|2µ(dξ)dr, 0 ≤ s < t ≤ T. (3.1)
Furthermore, if condition (Hη) holds, there exists positive constant C2 such that∫ t
0
∫
Rd
|FΓ(r)(ξ)|2µ(dξ)dr ≤ C2t1−η. (3.2)
Remark 3.1 Similar to the argument in [12, Remark 3.1], the estimate (3.1) will play an
important role in the proof of the lower bound. This has prevented us from considering the
other type of SPDEs, such as the stochastic wave equation. Actually, we do not have a kind
of time homogeneous lower bound of the form (3.1) for stochastic wave equation.
In order to obtain the lower bound, we need more conditions on the coefficients σ and b:
(H3) Assume that bi are bounded, for any i = 1, . . . , m and there exist positive constants
C1 and C2, such that for all ξ ∈ Rm,
C1|ξ|2 ≤ inf
x,y∈Rd
m∑
i,j=1
q∑
k=1
σik(x)σjk(y)ξiξj (3.3)
and
sup
x,y∈Rd
m∑
i,j=1
q∑
k=1
σik(x)σjk(y)ξiξj ≤ C2|ξ|2. (3.4)
Remark 3.2 If m = 1 and q = 1, then (3.3) and (3.4) is equivalent to C1 ≤ |σ(x)| ≤ C2,
for any x ∈ R, which is the condition on σ in [12, Theorem 1.1].
The main theorem of our paper is the following:
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Theorem 3.3 Assume that conditions (Hη), (H1)-(H3) hold, and the coefficients σ, b are
C∞ functions with bounded derivatives of all orders. Then for all (t, x) ∈ (0, T ]×Rd, the law
of the random vector u(t, x) has a smooth density, denoted by pt,x(y), which satisfies that, for
all y ∈ Rm,
C1Φ(t)
−m
2 exp
(
− |y|
2
C2Φ(t)
)
≤ pt,x(y) ≤ C3Φ(t)−m2 exp
(
−(|y| − C4T )
2
C5Φ(t)
)
, (3.5)
where Φ(t) =
∫ t
0
∫
Rd
|FΓ(s)(ξ)|2µ(dξ)ds, Ci, i = 1, . . . , 5 are positive constants that only
depend on T, σ and b.
The proof of this theorem will be finished by the following two subsections. One studies
the lower bound and the other studies the upper bound.
3.1 The lower bound
The concept of uniformly elliptic random vector was used to obtain the lower bound for the
density of a random vector (see [6] or [12]). If the solution u(t, x) of Eq.(1.1) is a uniformly
elliptic m-dimensional random vector, the low bound of the density of u(t, x) will be got by
[12, Theorem 2.3]. Now, we recall the definition of uniformly elliptic random vector (see [12,
Definition 2.2]).
Definition 3.4 Let F be a non-degenerate m-dimensional Ft-measurable random vector. F
is called uniformly elliptic if there exists an ε > 0 such that for any partition piN = {0 =
t0 < t1 < · · · < tN = t} whose norm ‖piN‖ := max{|ti+1 − ti|; i = 0, . . . , N − 1} is smaller
than ε > 0 and ‖piN‖ → 0 as N → ∞, there exists a sequence of smooth random vectors
(Fn)n=0,...,N such that FN = F , Ftn-measurable Fn belongs to (D∞tn−1,tn)m and Fn can be written
in the following form:
Fn = Fn−1 + In(h) +Gn, n = 1, . . . , N, (3.6)
where the random vectors In(h) and Gn satisfy the following conditions:
(A1) Gn is an Ftn-measurable and belongs to (D∞tn−1,tn)m, and there exists an element
g ∈ HT with ‖g(s)‖H > 0 (a.s. s) such that, for all k ∈ N and p ≥ 1,
‖Gn‖tn−1,tnk,p ≤ C∆n−1(g)1/2+γ a.s., (3.7)
for some γ > 0, where
0 < ∆n−1(g) :=
∫ tn
tn−1
‖g(s)‖2Hds <∞, n = 1, . . . , N.
(A2) Random vector In(h) with the component:
I in(h) =
∫ tn
tn−1
∫
Rd
hi(s, y)W (ds, dy), i = 1, . . . , m,
where hi is a smooth Ftn−1-predictable Hqtn−1,tn-valued process. For k ∈ N, p ≥ 1 and i ≤ m,
there exists a constant C > 0 such that
‖F in‖k,p + sup
ω∈Ω
‖hi‖tn−1,tn(ω) ≤ C.
7
(A3) Let A = (ai,j) denote the m×m matrix defined by
ai,j = ∆n−1(g)
−1
∫ tn
tn−1
〈hi(s), hj(s)〉Hqds.
There exist strictly positive constants C1 and C2 such that, for all ξ ∈ Rm,
C1|ξ|2 ≤ ξTAξ ≤ C2|ξ|2.
(A4) There is a constant C such that, for p > 1 and ρ ∈ (0, 1],
Etn−1
[
det(M
tn−1,tn
In(h)+ρGn
)−p
]
≤ C∆n−1(g)−mp a.s..
The following theorem shows the lower bound in Theorem 3.3.
Theorem 3.5 Under the assumptions in Theorem 3.3. Then the solution u(t, x) of Eq.(1.1)
is an m-dimensional uniformly elliptic random vector. And the density pt,x(y) of u(t, x)
satisfies:
pt,x(y) ≥ C1Φ(t)−m2 exp
(
− |y|
2
C2Φ(t)
)
, ∀y ∈ Rm, (3.8)
where Φ(t) =
∫ t
0
∫
Rd
|FΓ(s)(ξ)|2µ(dξ)ds.
Proof. Refer to [12, Theorem 2.3], it suffices to check that u(t, x) is a m-dimensional
uniformly elliptic random vector with g(·) := Γ(t− ·) in (A1).
We consider a partition 0 = t0 < t1 · · · < tN = t with sup1≤i≤N (ti− ti−1)→ 0 as N →∞,
and define, for i = 1, . . . , m,
F in =
∫ tn
0
∫
Rd
q∑
j=1
Γ(t− s, x− y)σij(u(s, y))W j(ds, dy)
+
∫ tn
0
∫
Rd
bi(u(s, y))Γ(t− s, x− y)dyds.
It is obvious that Fn := (F
1
n , . . . , F
m
n ) is Ftn-measurable (n = 0, . . . , N), F0 = 0 and FN =
u(t, x). Moreover, Fn ∈ (D∞)m and, for all k ∈ N and p > 1, the norm ‖F in‖k,p can be
uniformly bounded with respect to (t, x) ∈ (0, T ]× Rd.
Let g(s) = Γ(t− s). (2.2) and (3.1) imply
0 < ∆n−1(g) :=
∫ tn
tn−1
‖g(s)‖2Hds =
∫ tn
tn−1
∫
Rd
|FΓ(t− s)(ξ)|2µ(dξ)ds <∞. (3.9)
Next, we intend to decompose Fn in the form (3.6). For any i = 1, . . . , m, we have
F in − F in−1 =
∫ tn
tn−1
∫
Rd
q∑
j=1
Γ(t− s, x− y)σij(u(s, y))W j(ds, dy)
+
∫ tn
tn−1
∫
Rd
bi(u(s, y))Γ(t− s, x− y)dyds
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=∫ tn
tn−1
∫
Rd
q∑
j=1
Γ(t− s, x− y)σij(un−1(s, y))W j(ds, dy)
+
∫ tn
tn−1
∫
Rd
bi(u(s, y))Γ(t− s, x− y)ds
+
∫ tn
tn−1
∫
Rd
q∑
j=1
Γ(t− s, x− y) [σij(u(s, y))− σij(un−1(s, y))]W j(ds, dy),
where un−1(s, y) = (u
1
n−1(s, y), . . . , u
m
n−1(s, y)) is defined by
uin−1(s, y) =
∫ tn−1
0
∫
Rd
q∑
j=1
Γ(s− r, y − z)σij(u(r, z))W j(dr, dz)
+
∫ tn−1
0
∫
Rd
bi(u(r, z))Γ(s− r, y − z)dzdr, i = 1, . . . , m,
for (s, y) ∈ [tn−1, tn]× Rd. Clearly, uin−1(s, y) is Ftn−1-measurable and belongs to D∞.
Hence, we can obtain a decomposition of Fn:
Fn = Fn−1 + In(h) +Gn,
where In(h) := (I
1
n(h), . . . , I
m
n (h)) with
I in(h) :=
∫ tn
tn−1
∫
Rd
q∑
j=1
hij(s, y)W
j(ds, dy)
and
hij(s, y) := Γ(t− s, x− y)σij(un−1(s, y)),
and Gn := (G
1
n, . . . , G
m
n ) with
Gin :=
∫ tn
tn−1
∫
Rd
bi(u(s, y))Γ(t− s, x− y)ds
+
∫ tn
tn−1
∫
Rd
q∑
j=1
Γ(t− s, x− y)[σij(u(s, y))− σij(un−1(s, y))]W j(ds, dy).
Firstly, (3.7) is satisfied by [12, Lemma 4.1]. This and (3.9) yield that (A1) holds. Sec-
ondly, the boundedness of supω∈Ω ‖hi‖tn−1,tn is a consequence of the condition (A3) (see step
1 below). All conditions in (A2) are fulfilled by the boundedness of supω∈Ω ‖hi‖tn−1,tn and
F in ∈ D∞. The remaining is to check the conditions in (A3) and (A4), which will be done by
the following two steps.
Step 1. We will prove that there exist two positive constants C1 and C2 such that, for all
ξ ∈ Rm,
C1ξ
T ξ ≤ ξTAξ ≤ C2ξT ξ,
where A := (ai,j) is the m×m matrix defined by
ai,j := ∆n−1(g)
−1
∫ tn
tn−1
〈hi(s), hj(s)〉Hqds.
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Without loss of generality, we assume |ξ| = 1. By (3.3), we have
ξTAξ = ∆n−1(g)
−1
∫ tn
tn−1
∥∥∥∥∥
m∑
i=1
hi(s)ξi
∥∥∥∥∥
2
Hq
ds
≥ ∆n−1(g)−1
∫ tn
tn−1
‖Γ(t− s, x− ∗)‖2H inf
x,y∈Rd
m∑
i,j=1
q∑
k=1
σik(x)σjk(y)ξiξjds
≥ C1∆n−1(g)−1
∫ tn
tn−1
‖Γ(t− s, x− ∗)‖2Hds = C1.
Meanwhile, (3.4) yields
ξTAξ = ∆n−1(g)
−1
∫ tn
tn−1
∥∥∥∥∥
m∑
i=1
hi(s)ξi
∥∥∥∥∥
2
Hq
ds
≤ ∆n−1(g)−1
∫ tn
tn−1
‖Γ(t− s, x− ∗)‖2H sup
x,y∈Rd
m∑
i,j=1
q∑
k=1
σik(x)σjk(y)ξiξjds
≤ C2∆n−1(g)−1
∫ tn
tn−1
‖Γ(t− s, x− ∗)‖2Hds = C2.
The condition (A3) is satisfied.
Step 2. We check the condition (A4), i.e., for any p > 0, there exists a constant C > 0
such that
Etn−1
[
det(M
tn−1,tn
In(h)+ρGn
)−p
]
≤ C∆n−1(g)−mp a.s.. (3.10)
In fact, by [13, Lemma 2.3.1], it is sufficient to prove that for any q ≥ 2, there exists
ε0 = ε0(q) > 0 such that, for all ε ≤ ε0,
sup
|ξ|=1
Ptn−1
{
ξT (∆n−1(g)
−1M
tn−1,tn
In(h)+ρGn
)ξ ≤ ε
}
≤ εq, a.s..
The term In(h) + ρGn can be split as follows:
In(h) + ρGn = ρ(In(h) +Gn) + (1− ρ)In(h) = ρ(Fn − Fn−1) + (1− ρ)In(h).
Thus, for any r ∈ [tn−1, tn], we have
Dr,∗(I
i
n(h) + ρG
i
n) = ρ
{
Γ(t− r, x− ∗)σi(u(r, ∗))
+
∫ tn
r
∫
Rd
q∑
l=1
Γ(t− s, x− y)Dr,∗(σil(u(s, y)))W l(ds, dy)
+
∫ tn
r
∫
Rd
Γ(t− s, x− y)Dr,∗(bi(u(s, y)))dyds
}
+(1− ρ)
{
Γ(t− r, x− ∗)σi(un−1(r, ∗))
+
∫ tn
r
∫
Rd
q∑
l=1
Γ(t− s, x− y)Dr,∗(σil(un−1(s, y)))W l(ds, dy)
}
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= ρΓ(t− r, x− ∗)σi(u(r, ∗)) + (1− ρ)Γ(t− r, x− ∗)σi(un−1(r, ∗))
+ρ
{∫ tn
r
∫
Rd
q∑
l=1
Γ(t− s, x− y)Dr,∗(σil(u(s, y)))W l(ds, dy)
+
∫ tn
r
∫
Rd
Γ(t− s, x− y)Dr,∗(bi(u(s, y)))dyds
}
,
the last equality comes from Dr(un−1(s, y))) = 0 for r ∈ (tn−1, tn] when un−1(s, y) is Ftn−1-
measurable. Therefore, for δ ∈ (0, tn − tn−1], we have
ξT (∆n−1(g)
−1M
tn−1,tn
In(h)+ρGn
)ξ =
∫ tn
tn−1
∆n−1(g)
−1
∥∥∥∥∥
m∑
i=1
Dr,∗(I
i
n(h) + ρG
i
n)ξi
∥∥∥∥∥
2
Hq
dr
≥
∫ tn
tn−δ
∆n−1(g)
−1
∥∥∥∥∥
m∑
i=1
Dr,∗(I
i
n(h) + ρG
i
n)ξi
∥∥∥∥∥
2
Hq
dr
≥ 1
2
∆n−1(g)
−1B1 −∆n−1(g)−1B2,
where
B1 :=
∫ tn
tn−δ
∥∥∥∥∥
m∑
i=1
[ρΓ(t− r, x− ∗)σi(u(r, ∗)) + (1− ρ)Γ(t− r, x− ∗)σi(un−1(r, ∗))] ξi
∥∥∥∥∥
2
Hq
dr ,
B2 :=
∫ tn
tn−δ
‖a(r, t, x, ∗)‖2Hqdr
and
a(r, t, x, ∗) =
m∑
i=1
∫ tn
r
∫
Rd
ρ
q∑
l=1
Γ(t− s, x− y)Dr,∗(σil(u(s, y)))W l(ds, dy)ξi
+
m∑
i=1
∫ tn
r
∫
Rd
ρΓ(t− s, x− y)Dr,∗(bi(u(s, y)))dydsξi
:= I1 + I2.
Put I0(δ) :=
∫ tn
tn−δ
∫
Rd
|Γ(t− r)(ξ)|2µ(dξ)dr. By (3.3), we have
∥∥∥∥
m∑
i=1
[
ρΓ(t− r, x− ∗)σi(u(r, ∗)) + (1− ρ)Γ(t− r, x− ∗)σi(un−1(r, ∗))
]
ξi
∥∥∥∥
2
Hq
,
=
∫
Rd
∫
Rd
m∑
i,j=1
q∑
k=1
[
ρΓ(t−r, x−y)σik(u(r, y))+(1−ρ)Γ(t−r, x−y)σik(un−1(r, y))
]
f(y−z)
×[ρΓ(t− r, x− z)σjk(u(r, z)) + (1− ρ)Γ(t− r, x− z)σjk(un−1(r, z))]ξiξjdydz
≥ [ρ2 + 2ρ(1− ρ) + (1− ρ)2]‖Γ(t− r, x− ∗)‖2H inf
x,y∈Rd
m∑
i,j=1
q∑
k=1
σik(x)σjk(y)ξiξj
≥ C1‖Γ(t− r, x− ∗)‖2H.
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This implies that B1 ≥ C1I0(δ).
Next, we are going to estimate the terms Etn−1‖Ii‖2ptn−δ,tn (i = 1, 2) for p > 1.
By the boundedness of the partial derivative of σij , BDG inequality and Ho¨lder’s inequal-
ity, we have
Etn−1‖I1‖2ptn−δ,tn ≤ C
m∑
i=1
Etn−1
∥∥∥∥∥
∫ tn
tn−δ
∫
Rd
q∑
l=1
Γ(t− s, x− y)D(σil(u(s, y)))W l(ds, dy)
∥∥∥∥∥
2p
tn−δ,tn
≤ C
m∑
i=1
Ip−10 (δ)
∫ tn
tn−δ
sup
z∈Rd
Etn−1(‖Dui(s, z)‖2ptn−δ,tn)‖Γ(t− s, ∗)‖2Hds
≤ C
m∑
i=1
Ip0 (δ) sup
s∈[tn−δ,tn],z∈Rd
Etn−1(‖Dui(s, z)‖2ptn−δ,tn)
≤ CIp0 (δ)Φp(δ), a.s., (3.11)
where the last inequality comes from (2.11).
Similarly, the boundedness of the partial derivative of bi implies
Etn−1‖I2‖2ptn−δ,tn ≤ C
m∑
i=1
Etn−1
∥∥∥∥
∫ tn
tn−δ
∫
Rd
Γ(t− s, x− y)D(bi(u(s, y)))dyds
∥∥∥∥
2p
tn−δ,tn
≤ C
m∑
i=1
I
p−1
0 (δ)
∫ tn
tn−δ
sup
z∈Rd
Etn−1(‖Dui(s, z)‖2ptn−δ,tn)
∫
Rd
Γ(t− s, z)dzds
≤ C
m∑
i=1
I
p
0(δ) sup
s∈[tn−δ,tn],z∈Rd
Etn−1(‖Dui(s, z)‖2ptn−δ,tn)
≤ CIp0(δ)Φp(δ), a.s., (3.12)
where
I0(δ) :=
∫ tn
tn−δ
∫
Rd
Γ(t− s, z)dzds ≤ Cδ. (3.13)
(3.11) and (3.12) show
Etn−1 |B2|p ≤ CΦ(δ)p(I0(δ)p + I0(δ)p), a.s.. (3.14)
Hence, by (3.14) and the (conditional) Chebyshev’s inequality, we obtain
sup
|ξ|=1
Ptn−1
{
ξT (∆n−1(g)
−1M
tn−1,tn
In(h)+ρGn
)ξ ≤ ε
}
≤ Ptn−1
{
B2 ≥ C1
2
I0(δ)−∆n−1(g)ε
}
≤ C
(
C1I0(δ)
2∆n−1(g)
− ε
)−p
(∆n−1(g))
−p
[
Φ(δ)p(I0(δ)
p + I0(δ)
p)
]
.
Now, taking a small enough ε0 if necessary, we choose δ = δ(ε) such that
C1I0(δ)
4∆n−1(g)
= ε.
By (3.1), (3.2) and (3.13), we have
sup
|ξ|=1
Ptn−1
{
ξT (∆n−1(g)
−1M
tn−1,tn
In(h)+ρGn
)ξ ≤ ε
}
≤ CI0(δ)−p
[
Φ(δ)p(I0(δ)
p + I0(δ)
p)
]
12
≤ Cδ(1−η)p ≤ Cε(1−η)p,
We use the fact:
δ ≤ CI0(δ) ≤ C∆n−1(g)ε ≤ Cε
in the last inequality.
3.2 The upper bound
This subsection is devoted to prove the upper bound of the joint density. To do this, we will
use a classical method based on the density formula provided by the integration by parts
formula of the Malliavin calculus (see [4, Corollary 3.2] or [13, Proposition 2.1.5]).
We first consider the continuous Rm-valued martingale {Za,Fa, 0 ≤ a ≤ t} defined by
Z ia :=
∫ a
0
∫
Rd
q∑
j=1
Γ(t− s, x− y)σij(u(s, y))W j(ds, dy), i = 1, . . . , m.
Notice that
〈Z〉t =
m∑
i=1
‖Γ(t− ·, x− ∗)σi(u(·, ∗))‖2Hqt .
By (3.4), there exists some positive constant C1 depending on σ and m such that 〈Z〉t ≤
C1Φ(t).
Since Γ(t, x) is a Gaussian density and bi (i = 1, . . . , m) are bounded, we have that, for
t ∈ (0, T ] and x ∈ Rd, ∣∣∣∣
∫ t
0
∫
Rd
Γ(t− s, x− y)bi(u(s, y))dyds
∣∣∣∣ ≤ CT, (3.15)
where C is a constant depending on b.
Next, we consider the expression of the joint density of a non-degenerate random vector.
Using the integration by part formula of the Malliavin calculus (see [4, Corollary 3.2]), we
have the following expression of the joint density pt,x(·) of u(t, x),
pt,x(y) = (−1)m−card(S)E
[
1{ui(t,x)>yi, i∈S; ui(t,x)<yi, i 6∈S; i=1,...,m}H(1,2,...,m)(u(t, x), 1)
]
, y ∈ Rd,
where S be a subset of {1, . . . , m}, card(S) denotes the cardinality of S, the random variables
Hα(F,G) are recursively given by
H(i)(F,G) :=
m∑
j=1
δ(G(M−1F )ijDF
j),
Hα(F,G) := H(αm)(F,H(α1,α2,...,αm−1)(F,G))
for any F ∈ (D∞)m, G ∈ D∞ and α = (α1, . . . , αm) ∈ {1, . . . , m}m. Then, by Ho¨lder’s
inequality and (3.15), we get
pt,x(y) ≤ P {|u(t, x)| > |y|}1/2
{
E[H(1,2,...,m)(u(t, x), 1)]
2
}1/2
≤ P{|Zt| > |y| − CT}1/2
{
E[H(1,2,...,m)(u(t, x), 1)]
2
}1/2
. (3.16)
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〈Z〉t ≤ C1Φ(t) and the exponential martingale inequality (see for instance [13, Section A2])
imply
P{|Zt| > |y| − CT} ≤ 2 exp
{
−(|y| − CT )
2
2C1Φ(t)
}
. (3.17)
Meanwhile, by [12, Lemma 3.4] and (3.10), we have the following two estimates:
(i)
∥∥Dk(ui(t, x))∥∥Lp(Ω,Hkt ) ≤ CΦ(t)1/2, i=1,. . . , m,
(ii)
∥∥det(Mu(t,x))−1∥∥Lp(Ω) ≤ CΦ(t)−m.
Then [4, Proposition 3.3] implies that there exists a constant C > 0 such that
‖H(1,2,...,m)(u(t, x), 1)‖Lp(ω) ≤ CΦ(t)−m2 . (3.18)
Hence, (3.16)-(3.18) yield the desired upper bound in (3.5).
4 Examples
Let Γ(r, x) = (2pir)−d/2e−
|x|2
2r be the fundamental solution for the heat equation on Rd. We
will give some examples of covariance functions f satisfying hypotheses (Hη), (H1) and (H2).
Riesz kernel. Let f(x) = |x|−γ with 0 < γ < 2 ∧ d and µ(dξ) = Cd,γ|ξ|γ−ddξ. Then (Hη)
holds for any η > γ
2
. (2.8) and (2.9) are satisfied with 0 < γ1 <
2−γ
4
and 0 < γ2 <
2−γ
2
respectively. According to [11], (H1) holds with β = 2−γ
2
. (H2) holds with β1 =
2−γ
2
+ γ2
2
,
β2 =
2−γ
2
+ γ1.
Bessel kernel. Let f(x) =
∫∞
0
u
α−d−2
2 e−ue−
|x|2
4u du for d − 2 < α < d and µ(dξ) = cα,d(1 +
|ξ|2)−α2 dξ. Then (Hη) holds for η > d−α2 . According to [11], (2.8) and (2.9) are satisfied with
0 < γ1 <
2−d+α
4
and 0 < γ2 <
2−γ+α
2
respectively. For ε < 1, we have∫ ε
0
∫
Rd
|FΓ(r)(ξ)|2µ(dξ)dr = C
∫ ε
0
∫
Rd
e−r|ξ|
2
(1 + |ξ|2)−α2 dξdr
= C
∫ ε
0
∫
Rd
e−|θ|
2 r
α−d
2
(|θ|2 + r)α2 dθdr
≥ C
∫ ε
0
r
α−d
2 dr
∫
Rd
e−|θ|
2 1
(|θ|2 + 1)α2 dθ
= Cε
α−d
2
+1 .
This yields that (H1) is satisfied with β = α−d
2
+ 1. To show (H2), Using f(x) ≤ C|x|−d+α
for x ∈ Rd (see [3, Proposition 6.1.5]) and proceeding as in the case of the Riesz kernel with
β = d− α, we obtain that (H2) holds with β1 = 2+α−d2 + γ22 and β2 = 2+α−d2 + γ1.
Fractional kernel. Let f(x) =
∏d
j=1 |xj |2Hj−2 with
∑d
j=1Hj > d − 1 for 12 < Hj < 1
(1 ≤ j ≤ d). It is clear that all of our theory still works for this case although f(x) is
continuous on Rd \ {0} only. Then we have µ(dξ) = CH
∏d
j=1 |ξj|1−2Hjdξ, where CH only
depends on H := (H1, H2, . . . , Hd).
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(Hη) holds for η > d −
∑d
j=1Hj . According to [11], (2.8) and (2.9) are satisfied with
0 < γ1 < (1/2)(
∑d
j=1Hj − d + 1) and 0 < γ2 <
∑d
j=1Hj − d + 1 respectively. Using the
change of variable
√
tξ → ξ, we obtain
∫ ε
0
∫
Rd
|FΓ(t)(ξ)|2µ(dξ)dt =
∫ ε
0
∫
Rd
e−t|ξ|
2
d∏
j=1
|ξj|1−2Hjdξdt = Cε
∑d
j=1 Hj−d+1.
Thus, (H1) is satisfied with β =
∑d
j=1Hj − d+ 1. From |x|αΓ(r, x) ≤ Cr
α
2 Γ(2r, x), we have
that, for all x ∈ Rd,
∫ ε
0
〈| ∗ |γ2Γ(r, ∗),Γ(r, ∗)〉Hdr =
∫ ε
0
∫
Rd
∫
Rd
|x|γ2Γ(r, x)Γ(r, y)
d∏
j=1
|xj − yj|2Hj−2dxdydr
≤ C
∫ ε
0
∫
Rd
∫
Rd
r
γ2
2 Γ(2r, x)Γ(r, y)
d∏
j=1
|xj − yj |2Hj−2dxdydr
= C
∫ ε
0
∫
Rd
r
γ2
2 e−
3r
2
|ξ|2
d∏
j=1
|ξj|1−2Hjdξdr
= C
∫ ε
0
r
κ2
2
+
∑d
j=1Hj−ddr = Cε
γ2
2
+
∑d
j=1Hj−d+1
and ∫ ε
0
rγ1
∫
Rd
|FΓ(r)(ξ)|2µ(dξ)dr = C
∫ ε
0
rγ1+
∑d
j=1 Hj−ddr = Cε
∑d
j=1Hj−d+1+γ1 .
So (H2) is satisfied with β1 =
γ2
2
+
∑d
j=1Hj − d+ 1 and β2 =
∑d
j=1Hj − d+ 1 + γ1.
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