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Abstract Kauffman’s NK-model is a paradigmatic example of a class of
stochastic models of genotypic fitness landscapes that aim to capture generic
features of epistatic interactions in multilocus systems. Genotypes are repre-
sented as sequences of L binary loci. The fitness assigned to a genotype is a
sum of contributions, each of which is a random function defined on a subset
of k ≤ L loci. These subsets or neighborhoods determine the genetic inter-
actions of the model. Whereas earlier work on the NK model suggested that
most of its properties are robust with regard to the choice of neighborhoods,
recent work has revealed an important and sometimes counter-intuitive influ-
ence of the interaction structure on the properties of NK fitness landscapes.
Here we review these developments and present new results concerning the
number of local fitness maxima and the statistics of selectively accessible
(that is, fitness-monotonic) mutational pathways. In particular, we develop
a unified framework for computing the exponential growth rate of the ex-
pected number of local fitness maxima as a function of L, and identify two
different universality classes of interaction structures that display different
asymptotics of this quantity for large k. Moreover, we show that the prob-
ability that the fitness landscape can be traversed along an accessible path
decreases exponentially in L for a large class of interaction structures that
we characterize as locally bounded. Finally, we discuss the impact of the
S. Hwang · B. Schmiegelt · J. Krug
Institute for Theoretical Physics, University of Cologne
Tel.: +49 221 2818
Fax: +49 221 5159
E-mail: hwang@thp.uni-koeln.de, schmiegb@thp.uni-koeln.de, krug@thp.uni-
koeln.de
Present address of S. Hwang: LPTMS, Universite´ Paris-Sud 11, Orsay, France
L. Ferretti
Integrative Biology group, The Pirbright Institute, United Kingdom
E-mail: luca.ferretti@pirbright.ac.uk
ar
X
iv
:1
70
8.
06
55
6v
3 
 [q
-b
io.
PE
]  
1 M
ar 
20
18
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models.
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1 Introduction
1.1 Probabilistic models of fitness landscapes
Biological evolution can be conceptualized as a search process in the space
of gene sequences guided by the fitness landscape, a mapping that assigns a
measure of reproductive value to each genotype [40,83,89]. The relationship
between genotype and fitness is exceedingly complex, as it is mediated in
a highly nonlinear way by the multidimensional organismic phenotype that
interacts with the environment and thereby determines reproductive success.
A common strategy to deal with this complexity is to shortcut the intermedi-
ate phenotypic level by assigning fitness directly to genotypes. This leads to
probabilistic models that define fitness landscapes in terms of ensembles of
random functions on a suitably chosen discrete space [81]. The idea that un-
manageable complexity can be replaced by randomness is familiar from the
statistical physics of disordered systems, and there are strong links between
the two fields [82].
The prime example of a genotype space is the Hamming graph HLA, the
set of all sequences of length L with symbols taken from an alphabet of
size A and equipped with the Hamming metric which counts the number
of symbols in which two sequences differ. The alphabet size is A = 4 for
nucleotide sequences and A = 20 for proteins. In the context of classical
genetics A denotes the number of alleles that can be present at a certain
genetic locus. Many studies including the present one restrict their scope to
binary sequences with A = 2, where the corresponding binary sequence space
HL2 is an L-dimensional hypercube.
The probabilistic approach was pioneered by Kauffman and Levin [35],
who considered the conceptually simplest case where fitness values of different
genotypes are drawn independently from a common probability distribution.
With reference to an earlier publication by Kingman where a similar scheme
was introduced in a setting with an infinite number of alleles [39], the uncorre-
lated model is known as the House-of-Cards landscape (HoC). In the words
of Kingman, the rationale behind this term is the idea that any mutation
completely destroys “the biochemical ‘house of cards’ built up by evolution”.
The assumption that a single mutation leads to a fitness value for the off-
spring that is uncorrelated with the parent is clearly unrealistic, and indeed
recent empirical studies have shown that the HoC model overestimates the
ruggedness of real fitness landscapes [28,50,84,89,94]. In subsequent work,
Kauffman and collaborators therefore devised a class of fitness landscape
models known as NK models in which the correlation between fitness values
can be tuned [36,37]. The construction of these models was clearly influenced
by the concurrent (though somewhat earlier) developments in the theory of
3disordered systems [82], as evidenced by the frequent references to spin glasses
in the original paper [37].
1.2 NK models and ruggedness
In NK fitness landscapes, the fitness is written as a sum of contributions, each
of which depends in a HoC-like fashion on a subset of loci. As a consequence, a
mutation at a particular locus changes only the contributions of those subsets
that contain this locus, whereas all other contributions remain unchanged.
In this way, the level of fitness correlations can be controlled through the size
and composition of the interacting subsets. In the original formulation of the
model, the number of subsets is taken to be equal to the number of loci,
and each subset is associated to a specific locus which it contains together
with K others. In later work some of these constraints have been relaxed [2,
50], and below in Sec. 2 we provide a formal definition of the model that
allows to incorporate various generalizations in a unified way. NK fitness
landscapes constructed according to the original version of the model will
be referred to as classical. Even within the set of classical NK landscapes
there are obviously many distinct, deterministic or stochastic schemes by
which loci can be assigned to interacting subsets. This assignement is the key
structural degree of freedom of the NK model, and can be viewed as a crude
representation of genetic architecture. For convenience, our nomenclature
differs in two respects from that of the original definitions of Kauffman and
coworkers: First, we denote the number of loci by L rather than N ; second,
the size of interacting subsets is denoted by k = K+1 throughout this article.
Since its introduction three decades ago the NK-model has been widely
applied in investigations of fundamental questions of evolutionary theory [56,
61,96] as well as for the analysis of empirical fitness landscapes [75]. But also
beyond the original context of evolutionary biology, the model provides a
remarkably versatile framework for exploring how structural constraints give
rise to diversity and complexity in the solution spaces of various optimization
problems. Correspondingly, NK fitness landscapes appear in fields ranging
from evolutionary computation to management science and economics [6,42,
46,74,87,99].
Much of the extensive, if somewhat scattered literature has investigated
features of NK fitness landscapes that are relevant to the efficiency of muta-
tional searches, particularly the statistics of fitness maxima [6,14,15,43,92].
At least under conditions of low mutation supply where populations explore
the landscape through single mutational steps, local fitness maxima present
obstacles to the search process, and their role in slowing down evolution-
ary progress has been a concern in evolutionary theory ever since the fitness
landscape concept was first introduced in the 1930’s [27,100]. The existence
of multiple fitness peaks is therefore the criterion that is most commonly
used to specify what it means for a fitness landscape to be rugged [11,70,
89,97]. In the related context of spin glasses, the fitness peaks correspond
to metastable states [27] that govern the low-temperature behavior of these
systems [12,57].
4Recent theoretical and empirical studies have identified alternative mea-
sures of fitness landscape ruggedness that focus on the mutational pathways
along which local or global fitness peaks can be reached [9,68,84,89,95].
Under conditions of low mutation supply and large fitness differences, muta-
tional pathways are accessible to the evolving population only if fitness in-
creases monotonically along the path, a condition that often strongly reduces
the combinatorial abundance of possible evolutionary trajectories implied by
the high connectivity of genotype space [4,19,20,28,29,53,93]. The basic evo-
lutionary dynamics in this regime is captured by adaptive walk models, in
which a genetically homogeneous (monomorphic) population moves towards
higher fitness along the network of accessible pathways in single mutational
steps [25,35,45,54,58]. Adaptive walks terminate at local fitness maxima,
and the number of steps required to reach a maximum from a random start-
ing point is a convenient measure of landscape ruggedness. At least in order
of magnitude, the length of adaptive walks is expected to be comparable to
the typical distance between maxima and also to the correlation length of
the fitness correlation function [54,73,80,81,92].
1.3 Aims and scope
In this article we review our current understanding of how the ruggedness
of NK fitness landscapes, as quantified by the number of fitness peaks, the
number of accessible paths and the length of adaptive walks, depends on
the parameters of the landscape. These parameters comprise the following
elements:
– the number of loci L and the size k of interacting groups of loci;
– the scheme according to which loci are assigned to groups, henceforth
referred to as the NK structure of the model; and
– the probability distribution from which the fitness values assigned to the
configurations of the interacting groups are drawn.
Early numerical work on NK landscapes suggested that the number of fitness
peaks and the length of adaptive walks is determined primarily by the pa-
rameters k and L, with little or no dependence on the NK structure. The two
specific structures considered were the adjacent neighborhood model (AN),
where the loci belonging to the same interacting subset are adjacent along
the sequence, and the random neighborhood model (RN) where the members
of each group are chosen at random among all loci. Based on simulations of
these two models Kauffman writes that “whether the K epistatic inputs to a
gene are its neighbors or random among the N has almost no bearing on the
lengths of walks to optima” [36]. Weinberger concluded from an approximate
analytic investigation that “the topography of N − k landscapes seems to be
independent of how the neighborhoods are chosen” [92], and similar state-
ments can still be found in the current literature [85]. Some support for this
hypothesis derives from the fact that the fitness correlation function of clas-
sical NK-landscapes has a universal form that is completely specified by k
and L [7,8,50].
5On the other hand, recent numerical simulations of accessible pathways
and adaptive walks revealed significant differences between different NK
structures [54,78], and a survey of earlier work suggested that similar (if
less pronounced) differences exist also with regard to the statistics of fitness
peaks. The handful of available exact results for the asymptotic growth rate
of the number of maxima with L display a distinct dependence on the fitness
distribution which gives way to universal behavior only when k is large [14,
15,43,54]. Since these rigorous analyses were restricted to the AN model, no
conclusions could be drawn with regard to the dependence on the interaction
structure. The latter was addressed numerically by Buzas and Dinitz, who
found a correlation between the number of fitness peaks and the rank of the
structure [6,54]. The rank is a measure of the connectivity of the genetic
architecture that will be formally defined below in Sec. 2.6.
In the next section we introduce the mathematical framework needed to
define the quantities and models of interest. We then embark on a detailed
investigation of the mean number of local fitness maxima in NK landscapes,
focusing specifically on the exponential growth rate λk of this quantity for
large L. Starting from two exactly solvable cases, the block model (BN) where
the interacting subsets are disjoint [60,66,78] and a novel mean field model
(MF) where all possible subsets contribute to the fitness landscape with equal
weights, we identify two classes of NK structures characterized by distinct
asymptotic behaviors of λk for large k. We systematize and expand the range
of exact expressions that have been reported for λk for the AN model, which
is known from previous work to share the asymptotic behavior of the BN
model. We then demonstrate that the RN model falls into the class of the
MF model, thus establishing that AN and RN structures are not equivalent
even for large k.
In Sections 4 and 5 we review the state of the art regarding accessible
pathways and adaptive walks in NK fitness landscapes, and sketch a proof
of the asymptotic absence of globally accessible pathways for a large class
of NK structures. Finally, Section 6 summarizes the paper and provides an
outlook on open problems. Some derivations and proofs and a description
of the numerical algorithm used to count the number of fitness maxima are
relegated to Appendices.
2 Mathematical background and definitions
2.1 Genotype space
We assume that the genome of an individual consists of a fixed number
L of independently mutable loci labeled by an index set L = {l1, . . . , lL},
called the locus set. Generally each locus could be found in many different
states, or alleles. For simplicity it is usually assumed that each locus can be
found in the same number A of states labeled {a1, . . . , aA}. Here however, as
mentioned in the introduction, we focus on the case A = 2, choosing a1 = 1
and a2 = −1 as the only possible alleles at each locus. These may e.g. be
interpreted as the wild type and a mutated type. A genotype corresponds to
an assignment of alleles to each locus, or equivalently (assuming an ordering
6of L) a sequence of alleles, i.e. for A = 2 a sequence of L binary values
σ = {σl1 , . . . σlL} ∈ {±1}L. The space of all genotypes will be denoted HL.
Taking the genotype space as a vertex set for a simple undirected graph and
drawing edges between any two genotypes differing at exactly one locus, we
arrive at the Hamming graph HL2 , the L-fold Cartesian graph product of
the complete graph on two vertices. For higher values of A, the resulting
graph would have been the Hamming graph HLA, the L-fold Cartesian graph
product of the complete graph on A vertices. This mutation graph defines
all possible changes in genotypes due to single point mutations. While it is
possible for an offspring to accumulate multiple point mutations relative to
its parent, if the mutation rate is small in comparison to the inverse of the
product of L and the population size, then double mutants are unlikely to
appear and an asexual population may only explore the genotype space by
single steps along the Hamming graph. In this regime, the Hamming graph
is indeed the graph of all possible mutational transitions.
The graph metric of the Hamming graph is the Hamming metric
dh(σ, θ) =
L∑
i=1
(1− δσiθi) (1)
measuring the number of loci at which two genotypes differ and thereby the
minimal number of mutational steps needed to be taken to reach one from
the other. We define the operators ∆l : HL → HL for all l ∈ L such that
(∆lσ)m = (1− 2δlm)σm. (2)
This (single-locus) mutation operator switches the allele at the l-th locus of
a genotype, corresponding to one edge attached to σ in the Hamming graph.
These operators are then extended to (multi-locus) mutation operators ∆M
for all M ⊆ L, such that ∆M =
∏
l∈M∆l. Because loci are mutationally
independent the order of operations in the product does not matter and
all mutation operators commute. Furthermore mutation operators are self-
inverse and form a group that leaves the metric invariant,
dh(σ, θ) = dh(∆Mσ,∆Mθ), (3)
and
dh(σ,∆Mσ) = |M|. (4)
The maximal distance between two genotypes on the Hamming graph is L.
For each genotype σ, there is exactly one genotype at this distance, the an-
tipode ∆Lσ. If two genotypes share an edge in the mutation graph, or equiv-
alently lie at Hamming distance 1, then we say they are adjacent. A sequence
of adjacent genotypes (σ(0), . . . , σ(n)) is called a (mutational) path(-way).
Here σ(0) is the initial genotype and σ(n) the final genotype, and n is the
path length. Each path may also be expressed as an initial genotype together
with a sequence of n loci (m1, . . . ,mn) ∈ Ln, so that σ(i) = ∆miσ(i−1). Here
we require, if not mentioned otherwise, paths to be simple. This means paths
may not visit any genotype more than once. We apply this constraint be-
cause accessible pathways, which will be discussed in more detail in Sec. 4,
are strictly fitness increasing and thus can never loop back to a previous
genotype.
72.2 Fitness landscapes
A fitness landscape is a mapping F : HL → R assigning each genotype
a real-valued fitness. Starting from an initial genotype σ, a mutation ∆M
induces a fitness change which we will write in the shorthand notation
∆MF (σ) = F (∆Mσ)− F (σ). (5)
The operator ∆M may be understood here as a difference operator mapping
a fitness landscape to a function which assigns to each genotype the selection
coefficient associated with application of the set of mutations M.
Asexual populations may be viewed as distributions on the genotype
space. Due to selection these distributions typically tend to move towards
higher fitness and stagnate at local fitness maxima of the fitness landscape.
Mutation and genetic drift introduce noise resulting in distributions of finite
width (in terms of genotype distance). If selection is significantly outweighing
the mutational input, then this width will be very small and populations are
effectively localized at exactly one majority genotype. Over time mutations
will occur, which, due to strong selection, will fixate to become the new ma-
jority genotype if and only if they increase fitness. The resulting dynamics is
that of an adaptive walk, a time- and space-discrete Markov process over
the genotype space, where the population moves stepwise in the direction of
strictly increasing fitness (see Sec. 5).
To describe not the actual probabilities, but rather only the possibility
of such a walk taking certain mutational paths, it is useful to introduce the
reduced notion of a fitness graph. The fitness graph of a fitness landscape
is the orientation of the mutation graph HL, such that arrows point towards
higher fitness [11,19,90]. For convenience we will assume that no two geno-
types have exactly the same fitness, i.e. ∆MF (σ) 6= 0 for all σ and ∆M.
Then the fitness graph is well-defined and acyclic (see Fig. 8 for some simple
examples).
The fitness graph contains only information about signs of local mutation
effects and as such may not convey enough information about the original
fitness landscape. For example local maxima can be identified from the fit-
ness graph, but the global one cannot be determined. As an intermediate
reduction one may consider only ranks of fitness values: The ranked fitness
landscape R [F ] of a fitness landscape F is again a fitness landscape, such
that R [F ](σ) is the rank of F (σ) if all 2L fitness values are ordered in as-
cending order [10]. The ranked fitness landscape’s fitness graph is the same
as that of the original landscape.
Despite recent progress in the large-scale analysis of empirical fitness land-
scapes [3,41,71], most available data sets are restricted to small numbers of
loci [28,84,89,94], and measuring fitness landscapes on a genome-wide level
remains an insurmountable challenge. We also cannot hope to describe spe-
cific landscapes exactly from their underlying biological and chemical struc-
ture. Thus the approach taken is to consider probabilistic models of fitness
landscapes, based on theoretical or empirical principles, to describe typical
properties of such landscapes. Let FL = RHL be the space of all fitness land-
8scapes over the locus set L. Then a fitness landscape model is a probability
measure over FL.
Several such models have been studied. From a mathematical viewpoint,
the simplest non-trivial model is probably the House-of-Cards (HoC)
model [35]. In this model all fitness values {F (σ)}σ∈HL are chosen i.i.d.
from some continuous real-valued base fitness distribution pf . Continu-
ity guarantees that almost surely no two fitness values are equal. The HoC
model’s ranked fitness landscape is independent of the actual choice of pf ,
reducing the calculation of ranked properties, such as the number of local
maxima, to combinatorial problems.
The HoC model, however, does not allow for correlations between mu-
tational effects on the same locus and thus lacks a structure on loci. One
possible (though most extreme way) of associating fitness benefits with cer-
tain alleles at specific loci is to assign fitness values fl(σl) to each allele of
each locus and define the total fitness as
F (σ) =
∑
l∈L
fl(σl). (6)
If the values of fl are chosen i.i.d. from a continuous probability distribution,
then fl is effectively a HoC landscape over one locus. This linear model
is the opposite extreme of the HoC landscape. Given the fitness difference
between two alleles on one background, the fitness effect on every other back-
ground is identical, i.e. ∆lF (σ) = ∆lfl(σl) depends only on σl.
A canonical way of quantifying the degree of correlation in a fitness land-
scape model is through the distance correlation function ρ(d) defined as
[80,81]
ρ(d) =
Edh(σ,θ)=d [F (σ)F (θ)]− Eσ [F (σ)]2
Eσ [F (σ)2]− Eσ [F (σ)]2
, (7)
where the one-point expectations are taken over all σ ∈ HL and the two-point
expectations over all combinations of σ ∈ HL and θ ∈ HL such that their
Hamming distance is exactly d. For the HoC model ρ(d) = δd,0, whereas for
the linear model ρ(d) = 1− d/L.
2.3 Epistasis
The linear model is non-epistatic, meaning that each mutation has a fixed
effect on overall fitness, independent of the states of other loci. In contrast
epistasis refers to the dependence of mutational effects on the state of other
loci [16,67,88]. Formally we say that two loci l and m are epistatic (for a
genotype σ), if
∆lF (σ) 6= ∆lF (∆mσ). (8)
It is useful to further differentiate magnitude and sign epistasis [95]. Sign
epistasis is present if the equation above also hold after application of the
sign function on both sides, i.e. if
sgn∆lF (σ) 6= sgn∆lF (∆mσ). (9)
9In this case mutations on m can affect whether mutations on l are beneficial
or not. If sign epistasis is not present, then there is only magnitude epistasis,
in which m can affect the quantitative benefit of a mutation on l, but cannot
change it from beneficial to deleterious. In this case it is easy to show that
the fitness landscape has a unique maximum [95]. Note that l is epistatic
with m if m is epistatic with l, but the same is not true for sign epistasis.
If however l is sign epistatically dependent on m, as well as the other way
around, then one speaks of reciprocal sign epistasis [68,70], see Sec. 4 for
further discussion.
An alternative description of epistasis as function of distance on the hy-
percube is provided by the γ statistic introduced in [16]. For a given focal
mutation l and a set of mutationsM, it is defined as the correlation between
fitness effects of parallel transported arrows in the fitness graph,
γl,M =
Cov [∆lF (σ), ∆lF (∆Mσ)]
E
[
(∆lF (σ))
2
] (10)
where the mean and covariance are taken over all (or a subset of) geno-
types σ. For the case when M consists of a single locus M = {m}, γl,m
quantifies the average strength of epistasis on mutation ∆l due to prior ap-
plication of mutation ∆m. Different values of γl,m indicate the prevalence of
no, magnitude-only, sign- or reciprocal epistasis for γl,m = 1, 1 > γl,m > 0,
1 > γl,m > − 13 and γl,m < 0, respectively.
2.4 Fourier-Walsh decomposition
Being functions over a finite commutative group, fitness landscapes admit a
Fourier decomposition of the form [73,81,91]
F (σ) =
∑
g∈℘(L)
Fˆ (g)
∏
l∈g
σl, (11)
where ℘ denotes the power set and the Fˆ (g) are Fourier coefficients. As
there are 2L subsets of L, the mapping between the fitness values F (σ) and
the Fourier coefficients Fˆ (g) is one-to-one and invertible. The decomposition
Eq. (11) is an expansion in eigenfunctions of the graph Laplacian of the
hypercube, which is also known as a Walsh transform in computer science
[94].
The linear fitness landscape Eq. (6) is a special case of Eq. (11) where the
Fˆ (g) are nonzero only when g is the empty set or a single locus. Correspond-
ingly, terms containing products of p ≥ 2 locus contributions encode epistatic
interactions of order p. Specifically, Fˆ (g) is proportional to the |g|-way epis-
tasis among the loci in the subset g averaged over all genetic backgrounds
[69]. The Fourier spectrum of a fitness landscape is obtained by summing
the squares of the Fourier coefficients for each order p, which provides a
measure for the strength of epistasis of different orders [50,94]. Note, how-
ever, that the presence or absence of sign epistasis depends on the specific
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values of the coefficients Fˆ (g) and cannot be read off from the Fourier spec-
trum. The Fourier spectrum is related to the distance correlation function Eq.
(7) through a one-dimensional linear mapping involving discrete orthogonal
polynomials [81].
2.5 Local maxima
A local fitness maximum is a genotype σ, such that all single-locus muta-
tions have lower fitness than σ, i.e. such that ∆lF (σ) < 0 for all l ∈ L. Thus
a local maximum is a sink in the fitness graph. Different concepts of local
maxima may be used, e.g. one could require ∆lF (σ) < − for some  > 0
as to limit the definition to more selectively robust maxima. Since one can
have double mutants for sufficiently large mutation rate, it may also be of
interest to consider maxima which are robust up to higher distance, i.e. σ
with ∆MF (σ) < 0 for allM⊂ L such that |M| ≤ D, where D is the number
of simultaneous mutations considered. Here we will only consider the simple
first definition.
We will denote the expected number of local maxima as #max, possibly
with an index describing the model. There are 2L genotypes and thus the
fraction of genotypes expected to be local maxima can be written pimax =
2−L#max. Provided the fitness landscape model of interest is homogeneous,
in the sense that all genotypes are statistically equivalent, pimax is also the
probability that a randomly chosen genotype is a local maximum. We will use
this in Sec. 3 to study the expected number of local maxima. Two examples
of fitness landscape models that are not homogeneous can be found in [30,
51].
2.6 NK model
Both the HoC and the linear model are extreme cases. Realistically we ex-
pect some intermediate structure with some ruggedness but still correlated
mutation effects. The idea of Kauffman’s NK model [36,37] is to introduce a
parameter k to the system, which is able to interpolate between the HoC and
the linear model. The model is constructed starting from the linear model
Eq. (6). However each fitness contribution fl is now not only dependent on
σl, but also on the states of an additional set of k−1 other loci. The concrete
choice of these additional loci may vary and will be discussed later. The fit-
ness values of the fitness contributions fl, now functions of k alleles, are then
assumed to be randomly distributed in accordance with the HoC model. In
this way fl can still be interpreted as the fitness contribution of locus l, but
now being dependent on a few other locus states. At k = 1, there are no
additional locus dependencies and the linear model is retrieved. For k = L,
each fl must necessarily be a HoC landscape over all of L and thus F (σ)
is itself a HoC landscape. Intermediate values of k are able to interpolate
between these cases or between different amounts of ruggedness.
We will however define a generalization of the NK model first. The (gen-
eralized) NK model over a locus set L is parametrized by a multiset B
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Fig. 1 Examples of NK structure hypergraphs. Each ellipse represents one NK
edge and nodes represent different loci. Top left: AN structure with k = 3 and
L = 15. Top right: uRN structure with k = 2 and L = 15. Bottom left: SN
structure with k = 3 and L = 15. Bottom right: BN structure with k = 3 and
L = 15. We choose k = 2 for the uRN model for the sake of readability. For higher
k uRN structures are usually not planar anymore.
containing subsets of L. This multiset can be interpreted as the edge set of a
(multi-)hypergraph over the set of loci L (Fig. 1). We call this hypergraph the
NK structure (hypergraph) and its edge sets (the elements of B) NK
edges, NK blocks or NK neighborhoods. By |B| we denote the total
number of elements (multiplicities included) of B and we index the NK edges
(in some fixed manner) by natural numbers {1, . . . , |B|}, i.e. B1 . . . B|B|. Then
we assign to edge Bi a HoC landscape fi over HBi , i.e. a completely random
landscape over a subset of loci. Finally the total fitness is defined as
F (σ) =
|B|∑
i=1
fi (↓Biσ) . (12)
Here ↓Biσ is the projection of σ onto the subset of lociBi, i.e. ↓M : HL → HM
such that (↓Mσ)m = σm for all m ∈ M. The projection of a genotype ontoM retains all alleles at loci in M, but discards all other loci in L \M. The
orthogonal projection ↓L\M yields those alleles that have been discarded
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by ↓M, and ↓L\Mσ is called the background genotype of σ relative to the
projection ontoM. The union (in the sense of relations) of the two orthogonal
projections returns the original genotype. Consider for example a locus set
L = {l1, l2, l3, l4} and an NK edge {l2, l3} ⊆ L. The projection of genotype
(−1,−1, 1, 1) onto the edge is then (−1, 1) (assuming ordering as above).
Partially in order to avoid certain inconvenient edge cases we make the
following restrictions on the NK structure:
1. For every l ∈ L there exists a Bi with l ∈ Bi. This assures that there
are no neutral mutations and that no two fitness values are equal, almost
surely.
2. 1|B|
|B|∑
i=1
|Bi| = k, where k is a constant generalizing the parameter k =
K + 1 in the original NK model.
Together they imply that |B|k ≥ L.
There are obviously many possible choices of the interactions, however
some specific further conditions are of interest. First note that the partial
landscape fi only contributes to a mutation effect ∆lF (σ) if l ∈ Bi. The
effects on those partial landscapes are all identical and independent and thus
we have
E [∆lF (σ)] = 0 (13)
and
var [∆lF (σ)] = 2σf · |{Bi ∈ B|l ∈ Bi}| (14)
where σf is the variance of the base fitness distribution and the second term
counts the number of NK edges containing l. The distribution of this variance
over loci is important to the behavior of the model. In the most extreme case
the variance of few a loci may be on the order of L, while other loci are
contained only in one NK edge each. Then the high-variance loci will mostly
determine the fitness of a genotype, while the other loci only introduce slight
variations. Such a high-variance locus would be largely independent of the
state of other loci. An example for this kind of structure will be introduced
below in Sec. 2.7. In contrast, if each locus appears in an equal number of
NK edges, all loci have equal-variance effects and none is special. We call
such a structure regular. Due to the definition of k, the common number of
NK edges containing a specific locus is then k|B|/L.
We say an NK structure is uniform if |Bi| = k for all Bi. This is equiv-
alent to the hypergraph being k-uniform. For uniform structures the Fourier
decomposition Eq. (11) contains products of locus variables up to order k
only.
We say a uniform NK structure is classical if |B| = L and l ∈ Bl for all
l ∈ L. This definition encompasses the class of NK models considered in the
original articles by Kauffman et al. [36,37]. This subclass has nice properties
which allow for a simpler graphical representation of the NK structure: the
simplified NK structure (graph) is the directed simple graph over L with
an arrow from l to m if l ∈ Bm (Fig. 2). Campos et. al. [7,8] show that the
distance correlation function is independent of the concrete structure choice
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Fig. 2 Simplified NK structures for the examples shown in Fig. 1. Nodes represent
loci and an arrow from one locus to another implies that the fitness contribution
of the destination is dependent on the state of the source. In addition all locus
contributions are dependent on their own state, but the resulting mandatory loops
are not depicted. With k = 2 the uRN structure forms components consisting of a
single cycle with tree appendages.
for classical structures, and takes the universal form1
ρ(d) =
(L− k)!(L− d)!
L!(L− k − d)! . (15)
The corresponding Fourier spectrum was computed in [50].
It is sometimes useful to consider the incidence matrix of the structure
hypergraph, i.e. the matrix with elements bl,r ∈ {0, 1}, where l ∈ L and
r ∈ {1 . . . |B|} and bl,r = 1 if and only if l ∈ Br. As a measure of the
structuredness of an NK structure the rank defined as
r(B) ≡
∣∣∣∣∣∣
|B|⋃
i=1
℘(Bi)
∣∣∣∣∣∣ (16)
1 Note that incorrect expressions for ρ(d) appear in some of the literature pre-
ceding [8].
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NK structure Condition Rank
BN exact L
k
(
2k − 1)+ 1
uRN L k L (2k − k)+ 1
AN L ≥ 2k − 1 L2k−1 + 1
SN exact (L− k + 2)2k−1
Table 1 Ranks for some classical NK structures. Results are taken from [54] except
for SN. The values for uRN and BN are the largest and smallest possible ones for
classical structures [6].
has been introduced [6,54]. It is equal to the number of nonzero coefficients
in the Fourier expansion Eq. (11). The ranks for some of the specific NK
structures that will be discussed in the next subsection are listed in Table 1.
2.7 Specific structure choices
So far no specific NK structure choice was made. In this subsection we intro-
duce a few common, for the most part classical, NK structure choices.
– In the block neighborhood (BN) (with L being an integer multiple of
k) L is divided into Lk disjoint k-subsets and the simplified structure graph
is the union of complete symmetric graphs on each of these subsets [66].
Each block effectively behaves as an independent HoC landscape. In con-
trast to the general case, analytical calculations are thus relatively simple,
provided that the properties of the HoC model are already known, e.g.
for the number of local maxima and the number of accessible pathways
[60,66,78]. The BN is uniform, regular and classical.
– In the adjacent neighborhood (AN), loci are put on a circle and NK
edges are given by the k− 1 nearest neighbors of each locus on this ring.
This is one of Kauffman’s original choices. Similar to the BN, the AN is
uniform, classical and regular. In contrast to the BN there is however no
independence between subsets of loci.
– In the random neighborhood (RN), each classical NK structure is
chosen with uniform probability. This structure is generally neither uni-
form, nor regular. In the uniform random neighborhood (uRN),
each uniform classical NK structure is chosen with uniform probability.
In the regular random neighborhood (rRN), each regular classical
NK structure is chosen with uniform probability. In the uniform, regu-
lar random neighborhood (urRN), each uniform and regular classical
NK structure is chosen with uniform probability. The last three modifica-
tions of the RN structure limit the space of possible structures to choose
from. The random variant as used by Kauffman et al. [37,92], is actually
our uRN. We expect all four variants to behave similarly, at least for large
k, as the variation in regularity and uniformity will naturally shrink with
increasing k.
– In the star neighborhood (SN) k − 1 loci are chosen as center loci
and they are contained in every block Bl. The other L − k + 1 loci are
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called ray loci. A block Bl associated with a ray locus contains the lo-
cus itself along with the k − 1 center loci. When l is a center locus, the
remaining (k’th) element in Bl is set to one of the ray loci (but the same
for each center locus). We introduce this structure as a stark contrast
to the other models described above [77]. While it too is classical and
uniform, it is strongly non-regular. The center loci are present in L NK
edges giving them correspondingly large variances in mutational effects,
while all other loci are only contained in a single NK edge. Furthermore
distances in this structure are very small. Each pair of loci is in at most
distance 2 along the structure hypergraph, while for all other models de-
scribed above, the average distance between loci scales with L at constant
k. These differences will result in qualitatively different behavior of prop-
erties discussed later on. Note however that the distance autocorrelation
function Eq. (15) is the same for the SN structure as for all other classical
structures at equal k and L.
– The mean field structure (MF) is not classical, containing each pos-
sible uniform edge exactly once. It is thus uniform and also regular. We
use this mean field model as a slight variation from the original structures
but with nice mathematical properties. Effectively we are distributing the
average interaction strength of NK edges over all possible choices of these
edges.
3 Local fitness maxima
In this section, we begin by introducing a general formalism for calculating
the number of local maxima #max that can be applied to any of the (gen-
eralized) NK structures considered in this review. The primary goal of this
formalism is to estimate the exponential growth rate λmodelk defined by the
relation #max ∼ (2λmodelk )L. The factor 2 is conventionally introduced in the
literature simply to express the fact that the number of genotypes in the hy-
percube HL increases as 2L. Since the NK model is homogeneous, (λmodelk )L
may thus be interpreted as the probability that a randomly chosen genotype
is a local maximum. As the number of fitness maxima cannot be smaller than
1, the bounds 1/2 ≤ λmodelk ≤ 1 apply.
In order to minimize the notational burden unavoidable for the large de-
gree of generalization to be pursued, we shall take a heuristic approach by
starting with the HoC model as the simplest example and then extend our
analysis to the NK model with arbitrary interaction structure. On this jour-
ney, we first encounter two exactly solvable cases, the block neighborhood
(BN) and mean field (MF) models. Whereas the BN model was originally
studied by Perelson and Macken [66], the MF model is introduced for the first
time in the present work. In contrast to the strong universality hypothesis
proposed by Weinberger [92] and cited above in Sec. 1.3, the distinct asymp-
totic behaviors exhibited by these two models exemplify our main finding
that two different universal behaviors are realized depending on the choice
of the NK structure.
To further investigate the range of possible behaviors, we then move our
attention to two classical examples, the adjacent neighborhood (AN) and
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random neighborhood (RN) structures. From our analysis of the AN model
we recover most of the known exact results for λANk that were obtained pre-
viously [14,15,43] and subsequently extend these to a larger class of base
distributions pf . At the same time we strive to make the mathematical struc-
ture behind the formalism transparent to readers with a physics background,
such as to enable them to more easily address future challenges in this field.
Finally, we move on to a variant of the RN model where an exact solution
for λRNk can be obtained in the limit k → ∞. Asymptotically we will find
that λRNk follows the same behavior as λ
MF
k . Since the AN and BN models
are known to display the same asymptotics, this implies that the AN and
RN models are asymptotically distinct. For readers who want to get a quick
overview of the results presented in this section a summary is provided in
Sec. 3.3.
3.1 Number of local maxima for HoC fitness landscapes
As explained above in Sec. 2.5, if we limit our interest to the mean number
of local maxima, it is sufficient to pick an arbitrary reference genotype σ
and focus on the problem of finding the probability pimax for σ being a local
maximum. Once this is established, the total number of local maxima is
trivially recovered by multiplying pimax by the number of genotypes 2
L.
For the HoC model, following this procedure is quite straightforward:
Because the fitness values of σ and its neighbors are statistically independent
and F (σ) should be the largest among L+ 1 random variables, it is obvious
that the probability pimax is (L+1)
−1 [35]. More detailed statistical properties
of #HoCmax can be found in [45,78].
However, for later purposes, let us forget this result for a moment and
introduce a more general formalism for computing pimax. Let h0 and hl denote
the fitness values of genotypes σ and ∆lσ, respectively, i.e., h0 = F (σ) and
hl = F (∆lσ). Then, σ is a local maximum if h0 > hl or ul ≡ h0 − hl > 0
for all 1 ≤ l ≤ L. Using the vector notation u ≡ (u1, u2, · · · , uL), the joint
probability density of the ul is given by
P(u) =
∫ L∏
l=0
dhl pf (hl)
L∏
l=1
δ(ul − (h0 − hl)), (17)
or alternatively, the characteristic function reads
Φ(q) =
∫ L∏
l=1
dule
i
∑L
l=1 qlulP(u) =
∫ L∏
l=0
dhl pf (hl)e
i
∑L
l=1 ql(h0−hl)
= φf
(
L∑
l=1
ql
)
L∏
l=1
φf (−ql) =
∫
dy pf (y)
L∏
l=1
φf (−ql) exp
(
iy
L∑
l=1
ql
)
(18)
where φf (q) is the characteristic function of pf (h). By performing the inverse
Fourier transform of Φ(q) and then integrating over only positive values of
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ul, we obtain
pimax =
∫ ∞
0
L∏
l=1
dul P(u) =
∫ DuDq
(2pi)L
e−iu·qΘ(u > 0)Φ(q), (19)
where we have introduced a symbol D to denote the integration over L-
dimensional real space (i.e., Dv = ∏Ll=1 dvl). Moreover, to encode the posi-
tivity condition for u, we define the theta function Θ(u > 0) such that it is
one if all the elements of u are positive and zero otherwise.
Now, we are ready to calculate pimax. Inserting Eq. (18) into Eq. (19) and
making use of the integral representation of the delta function
δ(q) =
∫
dy
2pi
eiyq (20)
leads us to write
pimax =
∫
dy pf (y)
∫ DuDq
(2pi)L
e−iu·qΘ(u > 0)
L∏
l=1
φf (−ql) eiqly
=
∫
dy pf (y)
[∫ ∞
0
du pf (y − u)
]L
. (21)
Finally, by realizing that G(y) =
∫∞
0
dmpf (y − m) =
∫ y
−∞ dy pf (y) is the
cumulative base distribution, the substitution x = G(y) is evaluated to
piHoCmax =
∫ 1
0
dxxL =
1
L+ 1
, (22)
which is the desired result for the HoC model. The fact that piHoCmax decays
algebraically in L implies λHoCk = 1.
3.2 Number of local maxima for NK fitness landscapes
By the construction of the NK model as described in Eq. (12), the fitness F (σ)
of a sequence σ is the sum of HoC fitness values defined on the subspaces HBr
spanned by the edge sets or NK blocks Br. Since a characteristic function
is a natural object when dealing with a random quantity constructed from
the sum of independent random variables, we will build our approach upon
the characteristic functions of the NK blocks. Specifically, we expect the
characteristic function of u to be of the form
Φ(q) =
|B|∏
r=1
Φr(q), (23)
where Φr(q) denotes the characteristic function of u within the NK block Br.
Because each HoC model is defined only on a subset of L, it is convenient
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to employ the incidence matrix notation bl,r that indicates the presence (ab-
sence) of a locus l in a neighborhood set r, i,e, bl,r = 1 (0) if l ∈ Br (l /∈ Br).
In terms of these variables, the characteristic function Φr can be rewritten
in the following form:
Φr(q) = φf
(
L∑
l=1
qlbl,r
)
L∏
l=1
φf (−ql)bl,r
=
∫
dyr pf (yr)
L∏
l=1
[
φf (−ql) eiyrql
]bl,r
. (24)
Once the full characteristic function Eq. (23) has been derived, pimax is readily
calculated by inverse Fourier transform along the lines of Eq. (19), i.e.,
pimax =
∫ DuDq
(2pi)L
e−iu·qΘ(u > 0)
∫
DyP(y)
|B|∏
r=1
L∏
l=1
[
φf (−ql) eiyrql
]bl,r
,
(25)
where P(y) = ∏r pf (yr), the |B|-dimensional base fitness distribution.
Below we will follow these steps to compute pimax for several known NK
structures as well as for the MF structure introduced in Sec. 2.7. By doing so,
we will recover earlier results and obtain new insights into how the universal
and non-universal behavior of pimax is shaped by the interaction structure
and the base fitness distribution.
3.2.1 Block neighborhood
In the BN model, the NK structure B comprises mutually non-overlapping
sets of size k. Each Br thus defines an independent module in which the loci
are correlated among each other but not with the loci outside of the module.
This non-overlapping property facilitates the analysis dramatically since it
allows us to write pimax in a factorized form, pi
BN
max =
∏
r pi
r
max where pi
r
max is
simply piHoCmax for k loci, as given by Eq. (22). Putting everything together, we
find
piBNmax ≡ (λBNk )L =
|B|∏
r=1
1
k + 1
=
(
1
k + 1
)L/k
, (26)
where we have used the fact that the number of blocks is L/k. Equivalently,
the mean number of local maxima is
E
[
#BNmax
]
= 2L
(
1
k + 1
)L/k
. (27)
As consistency checks, one can immediately show that inserting k = 1 and
k = L recovers E
[
#BNmax
]
= 1 for additive landscapes and E
[
#BNmax
]
= (L +
1)−12L for HoC landscapes, respectively.
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This closed form solution allows us to study the asymptotic behaviors in
various limits. The most interesting scaling limits include i) L → ∞ for k
fixed and ii) the joint limit L, k →∞ with fixed α = k/L. In the first limit, it
is clear that piBNmax increases exponentially with L with an exponential growth
rate
lnλBNk ≡ lim
L→∞
lnpiBNmax
L
= ln
(
1
k + 1
)1/k
= − ln k
k
+O
(
1
k2
)
(28)
as L → ∞. As k → ∞, lnλBNk converges to the theoretical upper bound,
namely zero. Thus, for larger k, we expect more rugged fitness landscapes.
In such a large k limit, the second scaling limit, where α is kept fixed,
provides a better understanding of the behavior of piBNmax. In this limit, it
is evident that the leading exponential behavior of E
[
#BNmax
]
should be 2L.
The correction to this exponential behavior should be at most algebraic as
already seen in the HoC model. In the case of BN, this correction may be
easily evaluated to
piBNmax =
(
1
Lα
+O
(
L−2
))1/α ∼ L−1/α. (29)
A more detailed analysis of the BN model has been conducted in the litera-
ture [66,78], and in particular, the second moment of #BNmax is given by
E
[
(#BNmax)
2
]
=
(
E
[
#BNmax
])2(
1 +
k − 1
2k+1
)L/k
. (30)
3.2.2 MF neighborhood
The mean-field NK structure is another extreme type of NK model. In this
case the neighborhood set B contains all possible subsets of size k, which
effectively makes the fitness landscape unstructured in contrast to the block
model which has a well-defined modular structure. By construction, the size
of B is given by |B| = (Lk) unlike classical NK structures that satisfy |B| = L.
Because of this huge combinatorial factor, one might wonder if an additional
normalization that rescales the overall fitness to a reasonable level should be
introduced. While this might be necessary for other applications, we do not
bother with it here since the number of local maxima only depends on the
fitness ordering between neighboring genotypes and not on the overall fitness
scale.
Additionally, we assume that the base fitness distribution pf (h) is a stan-
dard Gaussian distribution. This assumption is made for two reasons. First
of all, the choice of Gaussian distribution greatly simplifies the analysis of
#MFmax. Secondly and more importantly, the number of local maxima #
RN
max for
the RN NK structure complemented by a large class of base fitness distribu-
tions will be shown to follow the same limiting behavior as #MFmax. Verifying
this claim for universal behavior will be the main topic of Sec. 3.2.4.
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Recalling the fact that φf (q) = e
−q2/2 for a standard Gaussian distri-
bution and using the first identity in Eq. (24), the characteristic function is
readily obtained as
ΦMF(q) = exp
(
−
∑
l
(
L− 1
k − 1
)
q2l −
∑
l>m
(
L− 2
k − 2
)
qlqm
)
. (31)
The two binomial numbers correspond to the number of neighborhood sets
that contain the locus l, and both the loci l and m, respectively.
Now, we are left to calculate piMFmax using Eq. (19). As mentioned before,
any rescaling of fitness values should leave the quantity of interest unchanged.
Exploiting this invariance, the fitness rescaling F (σ)→ F (σ)/
√(
L−2
k−2
)
allows
the subsequent transformations ul → ul/
√(
L−2
k−2
)
and ql →
√(
L−2
k−2
)
ql, which
effectively reduces the number of free parameters to one. Defining
η =
√
2(2L− k − 1)
L(k − 1) , (32)
the probability reads
piMFmax =
∫ DuDq
(2pi)L
e−iu·qΘ(u > 0) exp
− L∑
l=1
Lη2
4
q2l −
1
2
(
L∑
l=1
ql
)2 . (33)
Finally, employing the Hubbard-Stratonovich transform, the quadratic cou-
pling term in the square bracket is linearized and the integrals for different
indices l are completely decoupled:
piMFmax =
√
L
2pi
∫
dy e−Ly
2/2
[
1
2pi
∫ ∞
0
du
∫
dqe−
Lη2
4 q
2−iqu+i√Lyq
]L
=
√
L
2pi
∫
dy e−Ly
2/2
[
1
2
(
erf
(
y
η
)
+ 1
)]L
=
√
L
2pi
∫
dy eLFη(y),
(34)
where
Fη(y) = −y2/2 + ln
[
1
2
(
erf
(
y
η
)
+ 1
)]
. (35)
The integral in Eq. (34) does not allow for a closed form solution for general
η. However, a straightforward calculation shows that the expected results
can be recovered in the two limiting cases k = 1 (for linear landscapes) and
k = L (for HoC landscapes).
To proceed, a reasonable scaling limit should be taken to draw some
practical conclusions. Let us first consider the large L limit with fixed k,
which was discussed above for the BN model. In this limit, the parameter in
Eq. (32) is expanded as η2 = 4k−1 +O(1/L). The fact that η is independent of
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Fig. 3 Plots of y∗ and lnλMFk as a function of k. (a) The solid curve indicates the
numerical solution for y∗. The dashed curve shows the first order approximation√
k−1
pi
in Eq. (37) as k → 1. (inset) The black curve represents the ratio of y∗
to the first order approximation yasymp = 2
√
log(k)
k
, which is valid for k → ∞.
It illustrates the slow convergence of y∗ to the first order approximation even for
relatively large k, i.e., k ∼ 109. (b) The solid line describes the actual value of
lnλMFk found numerically from the variational problem. Two dashed curves are
obtained by the first order approximations for both limits, i.e., k−1
2pi
− ln(2) for
k → 1 and Eq. (39) for k →∞.
L up to leading order in L suggests that the integral may be evaluated using
the saddle point method up to a correction of O (1/L). We point out that
once the value y∗ that maximizes the “action” Eq. (35) has been found, the
value of λMFk readily follows from lnλ
MF
k = Fη(y∗). Specifically, assuming y∗
is known, the saddle point approximation yields a rather formidable formula:
piMFmax =
(
e−
(y∗)2
2
2
(
erf
(
y∗
√
k−1
2
)
+ 1
))L
exp
(√
k−1(k+1)y∗e− 14 (k−1)(y∗)2
4
√
pi(erf( y
∗
2
√
k−1)+1)
)
√
(k−1)3/2y∗e− 14 (k−1)(y∗)2
2
√
pi(erf( y
∗
2
√
k−1)+1) +
(k−1)e− 12 (k−1)(y∗)2
pi(erf( y
∗
2
√
k−1)+1)2
+ 1
(36)
with an error of the order O
(
L−1
)
.
Even though the variational problem has no closed form solution in gen-
eral, one can analyze the asymptotic series expansion for small or large η
as
y∗ =
{
2√
piη
+O
(
η−2
)
for η →∞√−2η2 ln η +O(ln(| ln η|)) for η → 0. (37)
Subsequently, this expansion allows us to obtain
lnλMFk = Fη(y∗) =
{
− ln(2) + 2piη2 for η →∞
η2 ln η +O(η2 ln(| ln η|)) for η → 0. (38)
With the results written in terms of η, the functional dependence on k can
be easily recovered by the relation η−2 = k−14 as defined in Eq. (32). The
22
saddle point y∗ that maximizes Fη(y) and the corresponding exponential
factor lnλMFk are illustrated in Fig. 3 as a function of k.
The small η expansion in Eq. (38) translates into the expression
lnλMFk ≈
ln(16)− 2 ln(k − 1)
k − 1 = −
2 ln(k)
k
+O
(
1
k
)
(39)
which is noteworthy for two reasons. First, and most importantly, the lead-
ing order behavior lnλMFk ∼ − 2 ln(k)k differs from that obtained for the block
model, lnλBNk ∼ − ln(k)k , which contradicts the claim of universality originally
stated by Weinberger [92]. Second, the leading term in Eq. (39) is only loga-
rithmically larger than the next-to-leading term. Thus, in the range of k that
is accessible to the explicit numerical evaluation of #max for arbitrary NK
structures, i.e., at most k ∼ O(102), the next-to-leading correction remains
substantial. Nevertheless, the full expression in Eq. (39) provides an accurate
approximation to the true behavior already for k = 30 [see Fig. 3 (b)].
Although the calculation as described relies on taking the limit L → ∞
before the limit of large k, extending the result to the joint limit L, k → ∞
at fixed α = k/L is straightforward at least on a formal level. For this it
suffices to note that Eq. (32) now implies the relation η ≈ 2√
k
√
1− α2 , which
combined with the η → 0 limit in Eq. (38) yields
lnλMFk ≈ −
(2− α) ln k
k
and piMFmax ∼ L−(
2
α−1). (40)
The exponent of the algebraic decay of pimax is different from that obtained in
Eq. (29) for the BN structure, but reduces to the 1/L-behavior expected for
the HoC model when α→ 1. A rigorous analysis based on extreme value the-
ory confirms this simple argument up to logarithmic corrections (Appendix
A).
As we will see in the following, the different asymptotics obtained for
the BN and MF models are not just arbitrary examples created by unusual
choices of NK structures, but in fact they appear to be robust across large
classes of structures. They exemplify a somewhat surprising trend, which is
that NK models with more structured interaction schemes such as the BN
model result in more rugged fitness landscapes. In the next two subsections
we will explore two other NK structures, each of which follows the asymptotic
behavior found for the BN and MF models, respectively.
3.2.3 Adjacent neighborhood
The regularity of the AN NK structure allows us to view our analysis from
a different angle. This point is best described by Eq. (25) with a slight mod-
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ification given as
piANmax =
∫
DyP(y)DuDq
(2pi)L
e−iu·qΘ(u > 0)
L∏
r=1
L∏
l=1
[
φf (−ql) eiyrql
]bl,r
=
∫
DyP(y)DuDq
(2pi)L
e−iu·qΘ(u > 0)
L∏
l=1
φf (−ql)k eiql
∑k−1
r=0 y(l+r) modL ,
(41)
where the operator AmodB is used to denote the remainder of A when
divided by B. Also, it is worth pointing out that the characteristic function
for each locus l always appears k times due to the translational invariance.
Since the k-th power of a characteristic function is Fourier-transformed back
to the k-th convolution of the corresponding probability density, the integrals
for u and q may be written in terms of F˜ (k)(z) =
∫ z
−∞ dy p
(k)
f (y), where
p
(k)
f (y) is the k-fold convolution of pf (y):
piANmax =
∫
DyP(y)
L∏
l=1
F˜ (k)
(
k−1∑
r=0
y(l+r) modL
)
. (42)
This elegant equation was first derived by Weinberger [92]. To understand
this expression better, it is convenient to expand the product for the simplest
case k = 2. Then, one may identify a simple pattern of the following form
piANmax =
∫ L∏
r=1
dyrKw(y1; y2)Kw(y2; y3) · · ·Kw(yL; y1), (43)
where
Kw(x; y) ≡ pf (x)wF˜ (2) (x+ y) pf (y)1−w, (44)
with an arbitrary choice of w ∈ [0, 1]. Thus, piANmax may be regarded as the
trace of the L-th power of an integral operator defined by the integral kernel
Kw(x; y). One can show that the eigenvalue spectrum of the kernel does not
depend on the choice of w by checking that the trace of an arbitrary power
of Kw(x; y) is independent of w. Moreover, the fact that Kw(x; y) becomes
symmetric when w = 1/2 guarantees that all the eigenvalues of this operator
are real.
This construction recasts the problem of finding piANmax into an eigenvalue
problem for the integral kernel Kw(x; y). In particular, the largest eigenvalue
will correspond to λAN2 in the limit L → ∞. A similar but not identical
transfer matrix technique for piANmax was originally introduced by Evans and
Steinsaltz [15].
Finding eigenvalues of arbitrary integral operators is in general a non-
trivial problem [34]. However, if Kw(x; y) is separable, i.e., if Kw(x; y) can
be cast into a sum of factorized terms of the form
Kw(x; y) =
n∑
p=1
up(x)vp(y), (45)
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the problem can be mapped to finding the eigenvalues of an n × n matrix
with matrix elements given by
Tpq =
∫
dxup(x)vq(x). (46)
In the following, we will provide two classes of base distributions that allow
for an exact solution through this technique.
As the simplest example, let us consider a random variable Z with the
property that F˜ (2)(z) = 1 − e−z for 0 ≤ z ≤ ∞. In other words, the two-
fold convolution of the base probability density is exponential. From the
definition of the integral kernel Eq. (45) with the choice of w = 1, one finds
that K1(x; y) = pf (x) − pf (x)e−xe−y. The corresponding matrix is readily
obtained as
T =
(
1 E
[
eikX
]|k=i
−E [eikX]|k=i −E [eikX]|k=2i
)
=
(
1 1√
2
− 1√
2
− 1√
3
)
, (47)
where we have calculated the characteristic function of X to be
√
i
k+i by
taking the square root of the characteristic function of the exponential dis-
tribution. Finally, we can easily calculate the largest eigenvalue as λAN2 =
1
6
(
3−√3 +
√
6
√
3− 6
)
' 0.560622, a result originally derived in [54].
The base fitness distribution corresponding to the previous example is
a gamma distribution with shape parameter s = 1/2, and in fact gamma-
distributed fitness values appear in several earlier studies where exact results
for λAN2 were obtained [14,15]. With the current framework at hand, it turns
out that the association of solvable instances of the AN model with certain
gamma distributions is not a coincidence. Below we will show that the integral
kernels Kw(x; y) generated by gamma distributions with shape parameter
s being either a half-integer or an integer are separable and thus all the
previously known results can be calculated in a uniform manner.
For an arbitrary shape parameter s, the two quantities defining Kw(x; y)
in Eq. (44) are given by
pf (z) = gs(z) ≡ e
−zzs−1
Γ (s)
(48)
and
F˜ (2)s (z) = 1−
Γ (2s, z)
Γ (2s)
. (49)
Furthermore, the incomplete gamma function permits a series expansion of
length 2s,
Γ (2s, z) = Γ (2s) e−z
2s−1∑
m=0
zm
m!
, (50)
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provided 2s is an integer. Inserting this into Eq. (44), we arrive at
K1(x; y) = −
2s−1∑
p=0
e−2xxp+s−1
Γ (s)
× Γ (2s− p, y)
p!Γ (2s− p) + gs(x). (51)
When cast into the form of Eq. (45), this shows that the integral operator
K1(x; y) is mapped onto a (2s+ 1)× (2s+ 1) matrix with entries given by
Tpq =

−Mpq if 0 ≤ p, q ≤ (2s− 1)
Lp if q = 2s, 0 ≤ q ≤ (2s− 1)
−Rq if p = 2s, 0 ≤ p ≤ (2s− 1)
1 if p = 2s, q = 2s
, (52)
where
Mpq =
∫ ∞
0
dx
e−2xxp+s−1
Γ (s)
× Γ (2s− q, x)
q!Γ (2s− q)
=
2F1(p+ s, p− q + 3s; p+ s+ 1;−2)Γ (p− q + 3s)
q!(p+ s)Γ (s)Γ (2s− q) , (53)
Lp =
∫ ∞
0
dx
e−2xxp+s−1
Γ (s)
=
2−p−sΓ (p+ s)
Γ (s)
, (54)
and
Rq =
∫ ∞
0
dx
e−xxs−1
Γ (s)
× Γ (2s− q, x)
q!Γ (2s− q)
=
2F1(s, 3s− q; s+ 1;−1)Γ (3s− q)
Γ (q + 1)Γ (s+ 1)Γ (2s− q) . (55)
Setting s = 1/2 in Eq. (52), we immediately reproduce the transfer matrix
obtained in the previous example Eq. (47). Note that since the gamma distri-
bution converges to a Gaussian distribution as s→∞, λAN2 for the Gaussian
distribution can be obtained by examining the asymptotic behavior for large
s.
To provide a larger class of exactly solvable cases, one might hope that a
similar approach can be taken for random variables Y that are transformed
from a gamma distributed random variable X, if the transformation function
Y = f(X) is sufficiently simple. One such example is Y = −X, and we call the
corresponding distribution a negative gamma distribution. As a special
case of this distribution, the value of λAN2 for s = 1 has been found in [14].
The structural similarity possessed by the transformed distribution allows us
to repeat the same procedure that we followed for the gamma distribution. In
this case, we find that the corresponding transfer matrix is of size (2s)× (2s)
with matrix elements
Tpq = Mpq, (56)
where Mpq was defined in Eq. (53).
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Fig. 4 (a) A plot of λAN2 as a function of the shape parameter s for the gamma
distribution (red solid line) and the negative gamma distribution (blue dashed line).
For integer or half-integer values of s, the largest eigenvalue of the transfer matrix
T given by Eq. (52) and Eq. (56) is computed numerically while for the other
values of s, estimates from numerical simulations are used. Since the convergence
to the asymptotic exponential behavior is very rapid in this case, it was sufficient
to use sequence lengths between L = 4 and 7 for which the number of maxima
could be determined by explicit enumeration. The average of the red solid curve
and the blue dashed curve is represented by the green dotted curve. Within the
resolution of the image, the average appears to quickly converge to λ2 = 0.5707, the
value numerically obtained for a Gaussian distribution as indicated by the black
dashed line. (b) A double-logarithmic plot showing the speed of convergence for
the gamma and the negative gamma distribution. The value of λ∞2 is estimated
from the average of the two curves using the largest shape parameter numerically
available. The black dashed line is provided as a visual guide to show that the
curves decay algebraically as s−1/2.
Once the matrix has been set up according to Eq. (52) or Eq. (56), the
largest eigenvalue is computed numerically through a standard algorithm.
The behaviors of λAN2 for the gamma distribution and the negative gamma
distribution are illustrated in Fig. 4. In particular, this shows that both curves
converge algebraically as s−1/2 to the value of the Gaussian distribution.
Since the curve for the gamma distribution converges from below whereas
the curve for the negative gamma distribution converges from above, the
average of the two curves should provide an accurate estimate for the Gaus-
sian distribution. In fact, we found that the sub-leading corrections for the
two curves seem to perfectly cancel each other. Thus, one can see from the
comparison with simulation results obtained for the sequence length L = 128
(black dashed line of Fig. 4 (a)), that a very precise estimate (λAN2 = 0.5707)
can be obtained even for relatively small s.
At this point, it is worth noticing that λAN2 for the negative gamma dis-
tribution is maximized at s = 1/2. Since our analytical framework is only
applicable for s being either an integer or a half-integer, extensive simula-
tions in the vicinity of s = 1/2 had to be performed to create a smooth curve
around s = 1/2 in Fig. 4 (a). What is more interesting about this point is the
fact that the eigenvalue problem becomes trivial, as T becomes a 1× 1 ma-
trix with the single element 1/
√
3. Surprisingly, this number coincides with
exact value of λBN2 , as given by Eq. (28), for the case k = 2. We show in
Appendix B that the correspondence between the AN model with negative
gamma distribution and the BN model can be extended to arbitrary k by
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setting the shape parameter to s = 1/k. In particular,
λANk = λ
BN
k =
(
1
k + 1
)1/k
for pf (x) = g1/k(−x). (57)
Moreover, a variational analysis around the negative gamma distribution with
shape parameter 1/k, viewed as a point in the probability distribution space,
proves that λANk is not only maximized along the s-axis but also extremized
in the whole space of distributions with support limited to the negative real
axis. This observation corroborates the conjecture [78] that the BN model
growth rate λBNk is an upper bound on λk among all possible NK structures.
Next we discuss how our method can be generalized to larger values of
k. In order to avoid notational clutter, it is best to consider k = 3. In this
particular case, we can construct a transfer matrix having state space R2:
Kw(x1, x2; y1, y2) =pf (x1)
wpf (x2)
wF˜ (3) (x1 + x2 + y1)
× F˜ (3) (x2 + y1 + y2) pf (y1)1−wpf (y2)1−w, (58)
for 0 ≤ w ≤ 1. By expanding the state space to Rk−1, a similar construc-
tion can be made for higher values of k. Furthermore, once the kernel is
constructed, all the procedures described for k = 2 may be applied for arbi-
trary k as long as the kernel is separable. However, we found that the direct
application of this approach for the gamma distribution becomes quickly
unmanageable, because the dimension of the transfer matrix increases com-
binatorially fast. The only result known from the literature for k > 2 is the
value λAN3 ' 0.61140 for the exponential distribution [15].
Despite this limitation, one may still perform an asymptotic analysis for
λANk . In particular, for the Gaussian distribution, it is rigorously known that
[43]
lnλANk = −
1
k
(ln k +RL,k) , (59)
where −c√ln k ≤ RL,k ≤ c ln ln k for some c > 0. For arbitrary distributions
the same authors establish the inequality
− 3
k
(ln k + o(1)) ≤ lnλANk ≤ −
1
k
(ln k + o(1)) (60)
up to discreteness effects in L/k. They conjecture that the coefficient 3 in the
lower bound can be replaced by 1, and corroborate this claim by improved
bounds for two classes of heavy-tailed base distributions. Taken together with
the identity (57), these results lend strong support to the idea that the AN
and BN models belong to the same universality class of NK structures, in
the sense that lnλAN,BNk = − ln kk to leading order in k and piAN,BNmax ∼ L−1/α
in the joint limit.
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3.2.4 Random neighborhood
Although the random NK structure has been one of the most commonly
studied neighborhood structures in the literature, little is known about the
analytic behavior of λRNk ; in fact the existence of a well-defined exponential
growth rate for #max has been rigorously established only for the AN model
[14]. In contrast to the BN or AN interaction structures which are defined in
a deterministic manner, the RN model is marginally structured, in the sense
that the neighborhood sets are realizations drawn from a random ensemble.
Thus, it is of interest to ask how this marginal structure influences the be-
havior of λRNk , now that we have seen that the maximally unstructured MF
model belongs to a different universality class than the AN and BN models.
In order to answer this question, we choose to study the regular random
NK structure (rRN) as defined in Sec. 2.7. The regular structure is chosen
because it turns out to be analytically tractable. However, we claim that
whether we assume regularity or uniformity on the NK structures should not
matter for sufficiently large k, since the fluctuations in the locus degrees or
the size of NK blocks decay as k−1/2. We later numerically confirm that this
is indeed true.
To proceed, let us first examine Eq. (24). In contrast to the previously
studied models with deterministic NK structures, the elements of the inci-
dence matrix bl,r in the RN models may be considered as binary random
variables constrained by the conditions i) bl,l = 1 and ii)
∑
r bl,r = k for all
l [12]. The second condition ensures that the underlying NK structures are
regular while the first condition represents the self-link condition imposed
on classical NK structures. In our analysis, we found that the first condition
does not play any significant role while introducing unnecessary complica-
tion. Because the variable influenced by this condition is only one out of k
variables for each locus, the effect due to this condition should be at most
O
(
k−1
)
. Thus, as long as we focus on the leading asymptotic behavior, the
condition i) can be dropped in the following analysis.
The average over different realizations of the rRN NK structure can now
be emulated by promoting the bl,r to Bernoulli random variables. These vari-
ables are assumed to be i.i.d with the Bernoulli success probability p/L where
p is an arbitrary fixed constant in the limit L → ∞. Then, the average of a
random quantity Q over the rRN NK structure is given by
〈Q〉 ≡ N−1
〈
Q
∏
l
δ∑
r bl,r,k
〉
{bl,r}
, (61)
where the angular bracket with subscript 〈· · ·〉{bl,r} indicates the average
over the Bernoulli variables {bl,r}, and we have introduced a normalization
constant
N =
〈∏
l
δ∑
r bl,r,k
〉
{bl,r}
. (62)
Our goal is to evaluate Eq. (61) for the quantity of interest, i.e., Q = pirRNmax .
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The normalization constant N is relatively simple to calculate. Since the
{bl,r} are independent Bernoulli variables, the total weight is given by the
binomial distribution,
N =
[(
L
k
)(
1− p
L
)L−k ( p
L
)k]L
'
[
e−ppk
k!
+O(1/L)
]L
. (63)
For the average of Q, it is convenient to use an integral representation for
the Kronecker delta symbol,
δx,n =
1
2pi
∫ 2pi
0
ei(x−n)tdt. (64)
By combining this equation with Eq. (25), we may set up our starting equa-
tion for
〈
pirRNmax
〉
as〈
pirRNmax
∏
l
δ∑
r bl,r,k
〉
{bl,r}
=
∫
DtDyP(y)DuDq
(2pi)L
e−iu·qΘ(u > 0)
×Θ(0 < t < 2pi)
〈
e
∑
l itl(
∑
r bl,r−k)
∏
r,l
[
φf (−ql) eiyrql
]bl,r〉
{bl,r}
. (65)
Here, we introduced another theta function Θ(0 < t < 2pi) enforcing the
condition tl ∈ (0, 2pi) for all l. After averaging {bl,r} and neglecting terms of
O(1) in the exponential, one finds〈
e
∑
l itl(
∑
r bl,r−k)
∏
r,l
[
φf (−ql) eiyrql
]bl,r〉
{bl,r}
=
(∏
l
e−itlk
)
exp
−Lp+ p
L
∑
l,r
φf (−ql) eiyrql+itl
 , (66)
where we used the fact that
〈
ebl,rx
〉
{bl,r} = 1−
p
L (1− ex) = e−
p
L (1−ex)+O(L−2).
By defining a quantity ψ(ql) =
1
L
∑
r e
iqlyr , the last term in the square
bracket is succinctly written as
p
L
∑
l,r
φf (−ql) eiyrql+itl = p
∑
l
eitlφf (−ql)ψ(ql). (67)
After taking a short glance at the definition of ψ(ql), it is tempting to claim
that this is simply the characteristic function of the base density function
pf (y), because y = {yr} is drawn from the probability measure DyP(y) =∏
r dyrpf (yr). As long as y is a typical realization, this claim must be true.
However, we cannot make this assumption, because the values of the yr
conditioned on being a local maximum may not be typical. Instead, we will
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call ψ(ql) the sample characteristic function realized by y. Due to the
structural similarity, this allows a (cumulant) expansion of the form
lnψ(ql) = iqlY1 − q
2
l
2
(Y2 − Y 21 ) +O(q3l ), (68)
where Ym =
1
L
∑
r y
m
r , the m-th sample moment. However, one should
keep in mind that the Ym are random variables which depend on the random
vector y.
Now we are ready to evaluate the integrals over tl. After applying the
identity
1
2pi
∫ 2pi
0
e−iQt+xe
it
dt =
xQ
Q!
(69)
to each of the integrals with respect to tl, we may factor out the equation as〈
pirRNmax
∏
l
δ∑
r bl,r,k
〉
{bl,r}
=
∫
DyP(y)
[∫ ∞
0
du
2pi
∫ ∞
−∞
dq e−iuq−p
[pψ(q)φf (−q)]k
k!
]L
. (70)
Finally, dividing by the normalization constant Eq. (63) yields
〈
pirRNmax
〉
=
∫
DyP(y)
[∫ ∞
0
du
2pi
∫ ∞
−∞
dq e−iuq [ψ(q)φf (−q)]k
]L
. (71)
As expected from the fact that p was introduced as an arbitrary parameter,
the dependence on p completely vanishes in the final equation.
Next the u and q integrals in the square bracket may be evaluated by
means of the steepest descent method assuming k is sufficiently large. Re-
flecting the fact that u can be arbitrarily large, u is rescaled to ku to have the
same order in k in the exponential. Moreover, since the result of the integral
should be real-valued, it is convenient to perform a complex rotation q → iq.
Rewriting Eq. (71) and denoting the integral in the square bracket by I, we
have
I = ik
∫ ∞
0
du
2pi
∫ ∞i
−∞i
dq exp [k (uq − f(q))] , (72)
where
f(q) = − ln [ψ(iq)φf (−iq)] . (73)
Then, the steepest contour is determined such that it passes through the
saddle point satisfying the equation u − f ′(qc) = 0. Along this contour, one
finds
I = ik
∫ ∞
0
du√
2pi
exp [k (uqc − f(qc))]× 1√
kf ′′(qc)
. (74)
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Subsequently, yet another saddle point approximation to the u integral gives
I =
√
−k
f ′′(qc)
∫ ∞
0
du√
2pi
exp
[
kq′c(uc) (u− uc)2
]
=
erf
( √
kf ′(0)√
−2f ′′(0)
)
+ 1
2
(75)
where uc is defined by the relation qc(uc) = 0 (or equivalently uc = f
′(0)) and
we used the reciprocal relation q′c(u)
1
f ′′(qc(u))
= 1 well known in the context
of the Legendre transformation. Surprisingly, if we are only interested in the
leading behavior, this integral only depends on the two quantities f ′(0) and
f ′′(0). Using the cumulant expansion Eq. (68), we may rewrite I in terms of
the first two moments as
I(Y1, Y2) =
1
2
(
erf
(
(Y1 −m1)
√
k
2(Y2 − Y 21 +m2 −m21)
)
+ 1
)
(76)
up corrections of the order of k−1, where mq denotes the q-th moment of
the base distribution pf . We emphasize that I depends only on Y1 and Y2
by explicitly specifying them as the arguments of I. Exploiting the fact that
pimax is not affected by translation and scaling, we may take m1 = 0 and
m2 = 1 without loss of generality. Hence, we have
I(Y1, Y2) =
1
2
(
erf
(
Y1
√
k
2(Y2 − Y 21 + 1)
)
+ 1
)(
1 +O
(
k−1
))
. (77)
Since I depends only on Y1 and Y2, the remaining task for the integral over
y is to calculate the joint probability
J(Y1, Y2) ≡ L2
∫
DyP(y) δ
(
LY1 −
∑
r
yr
)
δ
(
LY2 −
∑
r
y2r
)
. (78)
As Y1 and Y2 are sums of a large number of random variables, the large
deviation principle implies that the joint probability should be of the form
J(Y1, Y2) ∼ eLJ (Y1,Y2), where J (Y1, Y2) is the corresponding rate function.
Once the joint probability is obtained for the given base distribution, we are
finally ready to evaluate pirRNmax by means of the saddle point method,
pirRNmax =
∫
dY1dY2 J(Y1, Y2)I(Y1, Y2)
L
∼ exp [LF rRN(Y ∗1 , Y ∗2 )] , (79)
where the starred variables (Y ∗1 , Y
∗
2 ) represent the solution of the extremum
conditions on the action
F rRN(Y1, Y2) = J (Y1, Y2) + I(Y1, Y2) with I(Y1, Y2) ≡ ln I(Y1, Y2). (80)
As an example, let us suppose that our base distribution is a standard
normal distribution. This particular choice makes the calculation of the joint
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probability relatively easy. Using the integral representation of the delta func-
tion, the joint distribution Eq. (78) may be written as
J(Y1, Y2) =
L2
(2pi)2
∫
dZ1dZ2
∫ ∏
r
dyr√
2pi
e−L
Y2
2
× exp
(
iLY1Z1 + iLY2Z2 − iZ1
[∑
r
yr
]
− iZ2
[∑
r
y2r
])
=
L2
(2pi)2
∫
dZ1dZ2e
L
[
−Y22 +iY1Z1+iY2Z2+
iZ21
4Z2
− 12 ln(2iZ2)
]
∼ exp
[
L
2
{
1− Y2 + ln
(
Y2 − Y 21
)}]
, (81)
where we have used the fact that the solution of the extremum conditions
for Z1 and Z2 is given by Z1 = − iY1Y 21 −Y2 , Z2 =
i
2(Y 21 −Y2)
. Once J(Y1, Y2) is
obtained, λrRNk is readily calculated by combining Eq. (81) with Eq. (79).
Now, we are ready to uncover the universal behavior hidden in Eq. (79).
To describe it clearly, let us consider the limit k → ∞ first. Note that the
dependence on k only appears in I(Y1, Y2). Examining the behavior of the
error function shows that this limit effectively makes I(Y1, Y2) vanish. Fur-
thermore, in the absence of the term I(Y1, Y2) in Eq. (80) that prefers certain
non-typical realizations of y, it is clear that the saddle point (Y ∗1 , Y
∗
2 ) is given
by the typical realizations, namely Y ∗1 = 0 and Y
∗
2 = 1. Hence, if we intro-
duce the variables q = Yq −mq for q ∈ {1, 2}, they are expected to vanish
for sufficiently large k, and this allows us to perform a series expansion with
respect to these variables. Using the general property of large deviation func-
tions that the lowest order terms are given by a covariance matrix of Y1 and
Y2 [86], we find that
J (1, 2) =
∑
p,q∈{1,2}
−1
2
pΣ
−1
pq q +O(cubic in q), (82)
where Σ is the covariance matrix among 1 and 2. Specifically, the values
are given by Σ11 = LE
[
21
]
= 1, Σ12 = Σ21 = LE [21] = m3 and Σ22 =
LE
[
22
]
= m4 −m22 = m4 − 1.
On the other hand, the expansion for I(1, 2) should be performed with
caution due to the fact that
√
k1 cannot be assumed to be a small variable.
Instead, the order of 1 will be determined through this combined variable
when k is taken to ∞. Namely, the expansion takes the form
I(1, 2) = g(
√
k1) + g
′(
√
k1)
1
√
k
8
2 +O(quadratic in q), (83)
with g(
√
k1) = ln
[
1
2erf
(
1
√
k
4
)
+ 12
]
. Note that to lowest order, only 1
appears. Thus, as far as this leading order is concerned, the extremum con-
dition for 2 is readily solved by 2 = −Σ
−1
21
Σ−122
, which then leads us to write the
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Fig. 5 (a) Plots of lnλk/ lnλ
BN
k for various NK structures. The standard normal
distribution is chosen as the base distribution for the simulations. The symbols
denote the simulation data for each NK structure: stars for uRN model, crosses for
rRN model and open circles for the AN model. In addition, analytical results for
MF model (dashed) Eq. (34), rRN model (solid) Eq. (79) and BN model Eq. (26)
(dotted) are drawn, respectively. Because the exponential growth rate is rescaled
by λBNk , the curve for BN is constant at 1. The results for the two types of RN
model converge to the asymptotic behavior of the MF model, while the curve for
the AN model is expected to converge to one. (b) Plot of higher order corrections in
the rRN model. The exact value is calculated from Eq. (79) while the approximate
value is obtained from Eq. (84). This shows that the leading correction behaves as
(ln k)2
16k2
.
action as a one-dimensional function
FMF(1) = −1
2
21 + ln
[
1
2
erf
(
1
√
k
4
)
+
1
2
]
, (84)
regardless of the specific form of the covariance matrix Σ. Surprisingly, if we
identify 1 with y, this is exactly the MF action Eq. (35) to leading order in
k. Thus, for sufficiently large k, the solution of Eq. (79) should converge to
the MF solution. This is confirmed by the simulation results shown in Fig. 5
(a).
Next we turn to the corrections to the leading behavior. Since these de-
pend on the next-order terms of J (1, 2) which contain higher order corre-
lations between 1 and 2, it is evident that this behavior is less universal
than Eq. (84). Thus, in general not much can be said except the overall order
of the corrections, which is at most O((∗1)
3) (here the argument maximiz-
ing Eq. (84) is denoted by ∗1). Nevertheless, the next-order correction can
be computed on a case by case basis once a distribution is given. For the
Gaussian distribution, a simple analysis shows that the next order correction
of the saddle point equation gives ∗2 = 0
∗
1 +
1
2 (
∗
1)
2 +O((∗1)
3) and thus we
arrive at
F rRN(∗1, ∗2) = FMF(∗1) +
1
16
(∗1)
4 +O((∗1)
5). (85)
Using the asymptotic expansion Eq. (38), we found that this correction is of
the order of (ln k)
2
k2 (See Fig. 5 (b)).
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Fig. 6 Mean number of local
maxima for the SN structure ver-
sus number of loci L. From bot-
tom to top the lines represent the
cases of k = 2 to 8. For large
L the number of maxima con-
verges to 2k−1. Gaussian base fit-
ness was used.
Now that we have established the universal behavior of λk for the case
of the rRN model, it would be interesting to see if it applies also to other
versions of the RN model, e.g., the uniform (uRN) model. For the sake of
comparison we have performed simulations of this model with a standard
normal distribution as the base distribution. This choice is made since it
allows for an efficient numerical computation, which was first suggested in
[6] (see Appendix D for the details of the algorithm). Also, in order to test
the effect of the self-link condition bl,l = 1 which has been ignored in the
analytical calculation, the simulations were performed in the presence or
the absence of this condition. Fortunately, we found no significant difference
between the results on the scale of Fig. 5 and thus each NK structure is
represented by a single curve without specifying whether the condition was
implemented or not.
The simulation results turn out to be quite surprising in the sense that
λuRNk is extremely close to λ
MF
k for all the parameter ranges we checked. This
supports our claim that a wide class of RN models is asymptotically MF-like
as long as k is sufficiently large.
Finally, we emphasize that the seemingly constant gaps shown in Fig. 5
between the simulation data and the theoretical curves for the RN models are
artifacts that originate from the normalization by lnλBNk . In order to justify
this statement, recall that our solution Eq. (77) is correct up to the order of
O(k−1). Since the results are rescaled by λBNk ∼ ln kk , the gaps decay only as
(ln k)−1, which effectively remains constant over the range of k covered in
the simulations.
3.2.5 Star neighborhood
As our last example of NK structures we consider the star neighborhood
(SN) introduced in Sec. 2.7. In contrast to all other structures discussed so
far, the number of local maxima in the SN model remains finite for L→∞
and hence formally λSNk = 1/2 (see Fig. 6).
The analysis of the SN model can largely be based on combinatorial
arguments. Suppose the k− 1 center loci are fixed in a certain configuration,
and let us first determine the number of local maxima with respect to the
remaining L−k+1 ray loci under this background. Since none of the ray loci
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appear together in any NK edge, a mutation on one of them cannot affect
the sign of the mutational effect on another, i.e. they are pairwise completely
non-epistatic. Thus each ray locus can be mutated into its state contributing
higher fitness and this state is the unique (global) fitness maximum in the
subspace of ray loci for the given background of center loci. Since this is
true for every allele combination of center loci, there can be at most 2k−1
local maxima on the star neighborhood. This by itself already proves that
λSNk = 1/2.
For the scaling limit L → ∞ at constant k, we can find bounds on the
probability that the candidates for local maxima identified above are actually
realized. Because a mutation on a center locus affects all NK edges, the ray
locus sub landscapes for each background of center loci are statistically inde-
pendent. Therefore, starting from the local maximum candidate constructed
for one allele combination of the center loci and applying a mutation to one
of the center loci, the new fitness value F ′ is a sum of L i.i.d. random vari-
ables drawn from pf . This is to be compared to the fitness value F
cand of
the candidate configuration, which was obtained by maximizing each of the
L − k + 1 ray locus contributions between the two possible states of that
locus. Thus F cand is the sum of maxima of L − k pairs of random variables
drawn from pf , plus one maximum of a pair of random variables drawn from
the k-fold convolution of pf ; the last contribution originates from the special
ray locus which is contained in all the blocks associated with the center loci.
Except for the deterministic distribution, the expected value of the max-
imum of two independent draws from a probability distribution is always
greater than the mean of the distribution itself, and therefore the mean of
F cand − F ′ grows linearly in L. At the same time the variance, as long as it
exists, also grows linearly in L. Thus by Chebyshev’s inequality the proba-
bility for the mutation to lead us to discard the candidate local maximum is
decreasing as 1L . As the number of possible mutations of the center loci is also
independent of L, it follows that the probability of each of the local maximum
candidates not to be an actual local maximum is decreasing as 1L . Therefore
at constant k, E
[
#SNmax
]
= 2k−1
(
1−O ( 1L)). Because we also know that
2k−1 is a strict upper bound, it follows that limL→∞ P
[
#SNmax 6= 2k−1
]
= 0.
3.3 Summary
In this section, we have investigated the expected value of the number of
local fitness maxima for various NK structures. By developing a new analytic
framework that allows us to treat different structures in a unified manner,
we have discovered that the exponential growth rate of this quantity behaves
asymptotically as
lnλk ∼ −β
ln k
k
(86)
in the large k limit, with the coefficient β taking the values β = 1 for the
AN and BN models and β = 2 for the MF and RN models. Similarly in the
joint limit k, L → ∞ at fixed α = k/L, the probability pimax that a random
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genotype is a local maximum decays algebraically as
pimax ∼ L−µ (87)
with µ = 1/α for the AN and BN models, and µ = 2/α−1 for the MF and RN
models. The latter result has so far been established only for the MF model,
where it is modified by a logarithmic correction (Appendix A). Although the
change from β = 1 to β = 2 in Eq. (86) may not seem very dramatic, it is
important to note that the corresponding numbers of fitness maxima #max
differ by a factor of kL/k, which can be large already for moderate values of
k and L.
Because the AN and BN models can be considered to be more structured
in a certain sense, these results suggest that the fitness landscape is more
rugged when the NK structure is more organized. A similar conclusion was
reached in [6] and [54], where it was found that the number of maxima
correlates negatively with the rank (16) of the NK structure. Note, however,
that the SN structure does not conform to this pattern, as its rank is relatively
low (between the BK and AN models, see Table 1) whereas the number of
maxima remains finite for L→∞.
As a next question, one might ask if other values of β can be found or
even further if other types of functional behavior can be realized for certain
choices of NK structures. Given the large variety of NK structures that is
allowed by the definition of the model, the answers to both questions turn
out be affirmative. To answer the first question, let us consider a somewhat
contrived example. First, let us split the genotype sequence into two pieces
of size Lρ and L(1 − ρ), respectively. Furthermore, suppose that there is
one NK block associated to each locus. Next, let us assume that the NK
blocks associated to the loci belonging to the first piece are constructed as
if it were a BN model of size Lρ. For the second piece, the NK blocks are
created as in an RN model. Since there is no overlap between these two pieces
by construction, the total number of local maxima is simply the product of
those in each subsystem. From this, one may conclude that the asymptotic
behavior of the exponential growth factor should be
lnλk = − [ρ+ 2(1− ρ)]
ln k
k
. (88)
Thus, depending on the parameter ρ, the value of β varies continuously from
2 to 1. However, this model does not allow for values that are outside of the
range 1 ≤ β ≤ 2. In this sense, the value of β is a measure of the amount of
structure in the NK model.
In Appendix C we prove that β ∈ [1, 2] for all uniform and regular struc-
tures if Gaussian fitness is assumed. We expect this to hold for all sufficiently
regular structures, although the proof is likely to be somewhat more compli-
cated. Whether β can take on other values if the base fitness distribution is
varied is open. Preliminary unpublished results for an extremely heavy-tailed
distribution suggested in [43] seem to indicate that the relation Eq. (86) may
not even hold for certain uniform regular structures. Nonetheless we expect
at least distributions with finite moments to result in behavior equivalent to
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the Gaussian case, since for large k fitness differences effectively converge to
a jointly normal distribution following a kind of central limit theorem.
With regard to the second question, the example of the star neighborhood
in Sec. 3.2.5 shows that the exponential growth of the number of maxima
with L is not a general feature even among the classical NK structures. We
attribute this inherently different behavior to the extreme non-regularity of
the SN structure, where certain loci appear a macroscopic number of times.
Extending our analysis to other such non-regular structures might be an
interesting future direction to further clarify the behavior of λk.
4 Accessible pathways
4.1 Definitions
There are many paths between far away genotypes. However, some paths
may be harder to take for a population, with some quasi impossible to take.
A path is called accessible if it increases fitness in each step [93,95]. This
in particular implies that accessible paths are never circular and that no
genotypes can be visited twice on an accessible path.
We say a path from σ to θ is direct if dh(σ, θ) is the number of steps
taken, i.e. if the path has minimal length, and indirect otherwise [101]. The
number of allelic states A is largely irrelevant for the analysis of direct paths.
In contrast, indirect paths become more complex for A > 2 because of the
possibility of distance-neutral mutations that neither increase nor decrease
the distance to the target [102]. Here we mostly restrict our analysis to the
biallelic case, where the genotype spaces are hybercubes. Our results for the
NK-model presented in Sect. 4.4 can however be straightforwardly general-
ized to multiple alleles.
Direct paths on the hypercube mutate each locus at most once, i.e. there
are no backwards mutations or mutational reversions [13]. On the hypercube
there exist exactly (dh (σ, θ))! direct paths between any two genotypes, in
particular there are L! direct paths between a genotype and its antipode.
The total number of (simple) paths including indirect paths is much larger,
see [5]. In the following we denote the total number of accessible paths by
#p [σ → θ] and the number of direct accessible paths by #dp [σ → θ]. If these
numbers are non-zero we say that θ is (direct) accessible from σ.
Of particular interest are paths from a genotype σ to its antipodal ∆Lσ as
an approximate worst-case scenario. Many genotypes are not accessible from
their antipodal purely because their fitness is low compared to their neigh-
bors. As these cases are not very interesting, one may focus on high-fitness
final genotypes. Here looking at local maxima and in particular the global
maximum Ω as destination seems natural [9,19]. We use the short-hand no-
tation #dpΩ = #dp [∆LΩ → Ω] and #pΩ = #p [∆LΩ → Ω] respectively
for direct and arbitrary paths to the global maximum from its antipodal.
The number of direct and indirect accessible paths to the global maximum
has been studied for different fitness landscape models. A major question
of interest is the probability of existence of such paths for a large number
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of loci. This problem is non-trivial. On the one hand the number of pos-
sible paths between antipodal genotypes increases factorially (direct paths)
or faster (indirect paths) with the number of loci. On the other hand the
number of fitness values needed to be found in monotonic order for a path
to be accessible increases as well. This bears similarity to certain percolation
problems. Therefore also the term accessibility percolation has been used
to describe the probability of existence of paths to the global maximum from
its antipodal [53].
Practically it is for some models, such as the NK model, difficult to con-
dition on the global maximum. Therefore it may be useful to consider a class
of accessible paths larger than those discussed in the previous paragraph to
describe a percolation property of the fitness landscape. We call a landscape
(direct) traversable if there exists a pair of genotypes at maximal distance
L with an accessible (direct) path between them. This definition is more sim-
ilar to traditional percolation problems, as no additional conditioning on the
global maximum is required.
4.2 House-of-Cards model
Accessible paths to the global maximum from the antipodal point have been
studied in detail in the limit of L → ∞. A simple combinatorial argument
shows that E
[
#dpΩ
]
= 1 in the HoC model [19]. For this notice that any
given direct path to the global maximum is accessible if all L involved geno-
types, excluding the global maximum itself, are ordered in ascending order.
Because all these values are i.i.d. this probability is 1L! . As there are L! such
paths, the claim follows.
The distribution of #dpΩ however becomes highly skewed for larger L,
which implies that the mean is not informative of the typical behavior. Using
the second moment method Hegarty and Martinsson showed that [29]
P
[
#dpΩ > 0
] ∼ lnL
L
(89)
as L→∞. Thus the probability of finding any direct accessible path to the
global maximum is decreasing in the number of loci, but slowly so. Interest-
ingly they also find that a slight modification of the HoC model obtained by
fixing the fitness of ∆LΩ to a value corresponding to the quantile value αL
yields a threshold function α?1(L) =
lnL
L , such that limL→∞ P
[
#dpΩ > 0
]
= 1
for αL = α
?
1(L) − L and limL→∞ P
[
#dpΩ > 0
]
= 0 for αL = α
?
1(L) + L
where L > 0 arbitrary, such that limL→∞ LL = ∞. Thus the direct acces-
sibility of the global maximum is, for large enough L, mainly constrained by
the initial fitness and tends to 1 in particular if the initial genotype is con-
strained to be the global minimum of the landscape. The limit distribution
of direct accessible paths to the global maximum has been further studied in
[4].
Berestycki et al. [5] consider arbitrary length accessible paths to the
global maximum from its antipodal and find a threshold behavior as well.
While E
[
#pΩ
]
grows exponentially for αL < α
?
2 = 1 − ln(
√
2 + 1) =
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0.11863 . . ., it decays exponentially to zero for αL > α
?
2. Thus P
[
#pΩ > 0
]
for the original HoC model must be asymptotically bounded from above
by α?2. Berestycki et al. conjecture that the expectation “tells the truth”,
i.e. that limL→∞ P
[
#pΩ > 0
]
= 1 for αL < α
?
2, which would also imply
limL→∞ P
[
#pΩ > 0
]
= α?2 for the original HoC model. This conjecture was
proven by Martinsson [47]. Computational results for the HoC model with a
larger number of alleles, A > 2, suggest that for any fixed number of alleles
P
[
#pΩ > 0
]
converges to values strictly between 0 and 1 as L→∞ [102] .
4.3 Block neighborhood
The accessibility of the block model has been studied in [78]. Because muta-
tional effects of loci on different blocks are completely statistically indepen-
dent and fully additive, a path in the BN model is accessible if and only if
the restriction of the path onto each block is accessible. Additionally due to
this independence of blocks, the global maximum of the full landscape will
also be the global maximum on the individual blocks. Thus, #dpΩ will be a
product of Lk independent realizations of #dpΩ for HoC landscapes with k
loci.
For the probability to find an accessible direct path to the global maxi-
mum in particular we have then
P
[
#BNdpΩ > 0
]
= P
[
#
HoC(k)
dpΩ > 0
]L
k
. (90)
Therefore at constant k, as L increases, this probability decays exponentially
to zero. As explained above the direct accessibility for the HoC model goes
as ln kk for large k and so at
k
L = α fixed, asymptotically for large L
P
[
#BNdpΩ > 0
] ∼ ( lnL
αL
) 1
α
(91)
which is still decreasing to zero, but more slowly. In fact it is closer to the
behavior of the HoC model. The functional form is mostly the same, except
for the modification by a power of 1α which implies a faster decay than in the
HoC model when α < 1. By the same arguments Eq. (90) holds for #pΩ as
well and again the decay at constant k is exponential. At fixed L/k however,
using the result for the HoC model that P
[
#
HoC(k)
pΩ > 0
]
actually converges
to a non-zero constant for k →∞, P [#BNpΩ > 0] also converges to a non-zero
constant under this scaling.
Using the same decomposition of the full path into subpaths within
blocks, one can see that for the mean number of direct paths a similar equa-
tion
E
[
#BNdpΩ
]
=
L!
k!
L
k
E
[
#
HoC(k)
dpΩ
]L
k
=
L!
k!
L
k
(92)
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Fig. 7 Accessibility of the global maximum in some NK models. Number of loci L
on the x-axis and P
[
#dpΩ > 0
]
on the y-axis for different values of k. Different NK
structures are determined by symbols used: Triangles for AN, circles for uRN and
crosses for BN. Adapted from [78] and based on simulation results using Gaussian
base fitness.
holds. The combinatorial factor describes the number of ways in which each
set of direct accessible paths on blocks can be combined into a direct accessi-
ble path on the full landscape. In fact every realization of #BNdpΩ must be an
integer multiple of this factor. Thus E
[
#BNdpΩ
]
increases super-exponentially
both under constant k scaling and when k increases proportionally to L. Due
to the product structure, the actual distribution of #BNdpΩ , scaled by Eq. (92)
and conditioned on being larger than 0, will at constant k be asymptotically
log-normal [78].
In summary, the BN model landscape has a large mean number of direct
accessible paths, but this is actually hiding the fact that most landscape
realizations do not contain a single such path. However, if accessible paths
exist, then the multiplicative structure guarantees that there are many. The
decay of accessibility is much faster than in the HoC model for constant k and
moderately faster than in the HoC model for proportionate scaling k ∼ L.
4.4 Locally bounded NK structures are not traversable
In the following we consider a large class of NK structures and their asymp-
totic traversability in the limit of large L and constant k.
Let ρl be the number of loci that have graph distance 4 or less to locus l in
the NK structure hypergraph. We then say an NK structure is (distance 4)
locally bounded if the mean of ρl over all l and with respect to realizations
of randomized structures has finite limit superior. In particular structures
which are regular, uniform and have at most a linearly growing number of
edges in L are locally bounded (for arbitrary distances) in the limit L →
∞ at constant k. This holds, because the number of immediate neighbors
of l cannot be larger than the number of NK edges it is associated with
times the number of elements in these edges. Examples of such structures
are the AN, BN and urRN models. The boundedness property also holds
for the (u)(r)RN models at constant k, because the degree distributions of
loci become effectively independent and all their moments converge to L-
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independent values. The SN and MF models are however not locally bounded
because each locus can reach every other locus in two steps for the SN model
and in one step for the MF model. If k is diverging as L → ∞, then no
uniform or regular NK structure can be locally bounded, because each locus
is either a member of one edge with a diverging number of elements or a
member of a diverging number of edges with at least one other member.
In [19,20] direct accessibility of the global maximum has been studied
for the uRN model via simulations. Further simulation data can be found
in [78], for the uRN model, as well as for the AN model. As the BN model
is also a representative of the class of locally bounded structures, one might
have expected qualitatively similar behavior for these structures. However
the AN and uRN models seem to show a more complex behavior in the
simulated parameter range, see Fig. 7. In particular, the simulations indicate
that accessibility increases with increasing L for the uRN and AN models,
at least for sufficiently large k. Despite this apparent non-universal trend, it
can be shown rigorously that the probability for the existence of traversing
paths decays exponentially in L for all locally bounded NK structures [77].
A short summary of the proof will be given here.
Consider two loci l and m. There are four allele configurations for these
two loci under any given background. They span a 2-dimensional hypercube,
i.e. a square. For a given background the associated fitness values can be in
one of 4! = 24 orderings. However reducing some symmetries there are only
three different types of fitness graphs, see Fig. 8. Either both sets of parallel
arrows are oriented the same way, or only one of the two pairs is, or none.
The first case is the one without sign epistasis. The second case identifies a
sign epistatic dependence of one locus on the other but not the other way
around. And finally the last case shows reciprocal sign epistasis, i.e. sign
epistasis between l and m in both directions. This is the only case where
the two-locus fitness landscape displays two local maxima and minima, and
in fact reciprocal sign epistasis is a necessary condition for the existence of
multiple maxima for any number of loci [70]. Additionally the square becomes
non-traversable under reciprocal sign epistasis, because there is no accessible
path from any corner to the antipode and the two loci cannot be mutated
one after another on an accessible path.
In general, reciprocal sign epistasis between two loci is limited to a par-
ticular genetic background, a situation that we refer to as local reciprocal
sign epistasis. A third locus on the background may be mutated in-between
l and m and thus allow the pathway to cross the square anyway. Strict con-
straints on the traversability of the full landscape arise, however, if the re-
ciprocal fitness ordering on the l/m-square is preserved for all backgrounds.
Then mutations in the background cannot influence the direction of fitness
effects on l and m, i.e. l and m are not sign epistatic with respect to any other
locus under any background. We call this global reciprocal sign epistasis
(GRSE). It is identified by reciprocal sign epistasis between l and m on
all backgrounds, as well as lack of sign epistatic dependence of l and m on
any other locus on any background. The existence of a single GRSE locus
pair is sufficient to make the landscape non-traversable by direct or indirect
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Fig. 8 Top: A single square in the fitness graph, without sign epistasis (left), with
non-reciprocal sign epistasis (middle) and reciprocal sign epistasis (right). Bottom:
Example of fitness graphs on three loci without any sign epistasis (left) and with
global reciprocal sign epistasis (right). Each axis corresponds to one of the loci,
and arrows point towards increasing fitness. On the right hand side loci 1 and 2 are
globally reciprocal, as determined by the criterion that at any given point either
both mutations are deleterious or both are beneficial. Additionally, as required by
our definition of global reciprocal sign epistasis, the direction of arrows for loci 1
and 2 is identical for every state of locus 3, i.e. the pattern in the 1 − 2 plane
is simply translated along the 3-direction. Note that the direction of arrows for
mutations on 3 does not influence this property, and these arrows are therefore not
specified. Given global reciprocal sign epistasis there can be no accessible path on
the hypercube crossing the loci 1 and 2 simultaneously, and as a consequence one
quarter of the nodes of the graph are always unexplorable for an adaptive walk,
irrespective of its starting point.
paths, because the locus pair may never be mutated into the antipodal state
together. This then also implies #pΩ = #dpΩ = 0.
In locally bounded NK structures at constant k as L→∞, the probability
for existence of a GRSE pair of loci approaches unity exponentially fast in
L. Two loci can only be global reciprocal sign epistatic, or epistatic at all, if
they share at least one NK edge. But if they do share at least one NK edge,
then there is a probability strictly between 0 and 1 for global reciprocal sign
epistasis to occur. For example there is a non-zero probability that l and
m are globally reciprocal on the shared NK edge partial landscape (which
is simply HoC) and that at the same time the smallest fitness difference on
the NK edge containing l and m is larger than the largest fitness difference
on all of the other NK edges containing either l or m. Of course the exact
probability depends on the configuration of the NK structure around l and
m. However only the NK edges containing l and m are of relevance. Fitness
values on other edges cannot contribute to fitness differences of mutations on
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Fig. 9 Simulation results for the probability not to find any global reciprocal sign
epistatic pair of loci in the SN, AN and uRN models as a function of the number
of loci and for different k. The number of simulation runs per data point vary,
but the error bars indicate the 95% Clopper-Pearson confidence interval for the
estimate. In the upper panels, error bars would be too small to be distinguishable
from the data points. In the AN and uRN models, which are locally bounded
structure choices, the probability decreases exponentially to zero for all k ≥ 2.
This means that for large number of loci and fixed mean connectivity k, there will
asymptotically almost surely be pairs of loci that are reciprocally sign epistatic on
all backgrounds, such that adaptively accessible paths crossing the whole landscape
become impossible. The SN model, as a non-locally bounded alternative structure,
behaves completely different. The probability not to find global reciprocal sign
epistasis seems to approach unity as L → ∞, resulting in no possible statement
on the number of accessible paths one way or another. A Gaussian base fitness
distribution was used in all cases.
l and m. Thus the subgraph of the NK structure around l and m determines
the probability of l and m being global reciprocal sign epistatic. Two pairs
l1,m1 and l2,m2 of loci are then independent in their property of GRSE if
they do not share any NK edges at all, i.e. if they lie in NK structure graph
distance of at least 2.
In locally bounded structures it is possible to find a non-zero fraction
of loci for which the number of loci ρl at distance 4 or less is smaller than
some L-independent constant. By way of elimination one can choose a lin-
early growing subset of these loci, such that they are additionally mutually
separated by distance at least 4. These loci are then mutually independent
in their property of GRSE. As their degree must also be bounded by an L-
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independent constant, there are only a finite number of structures possible in
their immediate neighborhood. Thus the infimum over the individual prob-
abilities of GRSE for all possible configurations is also strictly larger than
zero. Combining the non-zero infimum with the linearly growing number of
independent realizations, the probability that there is no global reciprocal
sign epistasis at all is at most a value smaller than 1 taken to the power of a
non-zero fraction of L. Thus the probability to find GRSE approaches 1 at
least exponentially and the traversability decreases at least exponentially to
zero, as do P
[
#dpΩ > 0
]
and P
[
#pΩ > 0
]
.
This is consistent with the more precise result for the BN model, in which
the traversability decreases exactly exponentially without any polynomial
correction and with a growth rate derived from the corresponding property
in the HoC model. The argument cannot however be applied to the SN model,
as this structure is not locally bounded.
For the AN and uRN model these results seem to contradict the simula-
tion results presented earlier, where it appeared that direct accessibility of
the global maximum converges to 1 instead of 0 in the simulated range of L,
for sufficiently large k. However this turns out to be a small system size ef-
fect only. The argument above was purely qualitative. The actual decay rates
for accessibility may scale extremely strongly with k, and in fact it becomes
difficult to find GRSE in either model even at relatively large L already for
small k (Fig. 9).
5 Adaptive walks
Adaptive walks are a simplified class of evolutionary dynamics that arise
from a more comprehensive description, as provided, e.g., by the Wright-
Fisher and Moran models [64], in the limit of strong selection and weak
mutation (SSWM) [25,58]. The weak mutation condition states that the
supply of beneficial mutations is low enough to ensure that each newly arising
mutation either fixes or goes extinct before another mutation appears. Apart
from the brief periods during which a clone of mutants is on its way to fixa-
tion or extinction, the population is then almost always monomorphic. The
precise form of the fixation probability depends on the underlying population
dynamical model, but often the Kimura formula [38]
pNfix(s) =
1− e−2s
1− e−2Ns (93)
is employed, where s is the fitness difference between the mutant and the
resident type and N denotes the population size. Within the SSWM approxi-
mation, strong selection refers to the condition that the magnitude of typical
fitness differences s scaled with the population size N is large, N |s|  1.
According to (93) this implies that only beneficial mutations that increase
fitness (s > 0) have a chance of going to fixation in the population. Thus
in the SSWM regime, the population can be regarded as a point in geno-
type space that moves along paths of increasing fitness in single mutational
steps. These are exactly the accessible pathways that were discussed in the
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preceding section, but the viewpoint here is different: Rather than just ask-
ing whether or not accessible pathways exist, the adaptive walk models also
address the likelihood that a given path is actually traversed by the evolving
population.
In the adaptive walk setting the waiting times for mutation and fixation
events are ignored and the process is reduced to a discrete time Markov chain
on the set of genotypes. It is evident from the derivation sketched above that
the transition probability T (σ → θ) between two adjacent genotypes is given
by the fixation probability of the θ-mutant in the σ-background normalized
by the sum over the fixation probabilities of all fitter genotypes that are
reachable from σ,
T (σ → θ) = p
∞
fix(F (θ)− F (σ))∑
τ∈N+(σ) p
∞
fix(F (τ)− F (σ))
, (94)
where N+(σ) = {∆lσ|l ∈ L, ∆lF (σ) > 0} is the set of mutational neighbors
of σ that have higher fitness, and it is understood that p∞fix(s) = 0 for s < 0.
Three limiting cases of the dynamics Eq. (94) that arise from specific as-
sumptions about the scale of the fitness differences are of particular interest.
First, if all fitness differences are small in absolute terms, then the linear
approximation p∞fix(s) ≈ 2s can be employed and the transition probabilities
become proportional to the (positive) fitness differences. This is the setting
originally considered by Gillespie and Orr [24,25,58], and further studied in
[32,33,49,79]. Conversely, if all (positive) fitness differences are large, then
p∞fix → 1 for all beneficial mutants and T (σ → θ) → |N+(σ)|−1 independent
of θ, which implies that any fitter neighboring genotype is chosen with equal
probability. This defines the random adaptive walk introduced by Kauff-
man and Levin [35]. Finally, if the fitness differences are very inhomogeneous,
such that one of them is much larger than all the others, then the Markov
chain defined by (94) moves deterministically to the neighboring genotype of
largest fitness. This limit of greedy adaptation was also addressed by Kauff-
man and Levin [35] and studied in detail on uncorrelated fitness landscapes
by Orr [59]. So-called reluctant adaptive walks that move deterministically
to the element of N+(σ) that has lowest fitness have also been considered
[54], though they seem to lack a natural interpretation in the framework of
the general model defined by Eq. (94).
Importantly, the trajectories of random, greedy and reluctant adaptive
walks are fully specified by the rank ordering of the fitness values. This
is a property that they share with the other probes of fitness landscape
ruggedness, local maxima and accessible pathways, that have been discussed
in the preceding sections. The primary measure of ruggedness is the average
number of steps required for the walk to reach a local fitness maximum from a
random starting genotype, a quantity that will be referred to as the length
of the walk `. The known results for the walk length on the uncorrelated
HoC landscape to leading order in L are summarized in Table 2. Greedy
walks reach a local maximum after a finite (small) number of steps, whereas
the walk length diverges logarthmically in L for random adaptive walks and
linearly for reluctant walks.
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Walk type Length ` Height 1− κ/L References
Greedy e− 1 κ = 0.4003 . . . [54,59]
Random lnL κ = 0.6243 . . . [18,44,54]
Reluctant L/2 κ = 1 [52,54]
Table 2 Properties of adaptive walks on the House-of-Cards landscape with fitness
values distributed uniformly on the interval [0, 1].
Analytical results for walk lengths on correlated fitness landscapes are
relatively scarce, but some progress has recently been achieved for walks on
Rough Mount Fuji landscapes [1,51], a class of models defined by a weighted
superposition of an additive fitness landscape and an uncorrelated random
(HoC) landscape [65,63,62]. For the discussion of adaptive walks on NK
landscapes we start from the observation that the walk length is additive
over blocks for the block neighborhood [54,66,79], and therefore
`BN =
L
k
`HoC(k) (95)
holds as an exact relation. The dependence on the walk type enters through
the HoC walk length `HoC, the asymptotics of which can be read off from
Table 2. Although Eq. (95) is not quantitatively correct for other interaction
structures, it captures several important features of the walk length in the
NK model. In particular for fixed k the walk length grows linearly in L, and
the ordering among different walk types corresponds to that obtained for the
HoC landscape [54].
An argument due to Weinberger [92] links the linear dependence of the
walk length on the number of loci L to the exponential decay of the density of
fitness maxima pimax ∼ (λk)L. Since the total number of genotypes is 2L and
the number of maxima #max ∼ (2λk)L, the average “basin of attraction”
of a maximum contains 2L/#max = λ
−L
k sequences. Such a basin can be
visualized as a volume with a diameter D given by
D = L| log2(λk)|, (96)
and Weinberger claims that D/2 provides a lower bound on the length of
any adaptive walk, in particular on the length of a greedy (or gradient)
walk. Comparison with the exact relation Eq. (95) shows that the latter
statement is not quite true. Since the greedy HoC walk length has a finite
limit e − 1 for k → ∞ whereas ln(λBNk ) ∼ −(ln k)/k, we see that `BN ∼
L/k  D ∼ (L/k) log2 k for large k. This discrepancy may be related to the
strong clustering of local maxima that has been observed in particular for
the BN neighborhood; we will return to this point below in Section 6.3.
Nevertheless the negative correlation between the adaptive walk length
and the density of local maxima suggested by Eq. (96) is confirmed by de-
tailed simulations of different types of walks on NK landscapes with dif-
ferent interaction structures [54]. Walk lengths are always shortest on BN
landscapes, intermediate on AN landscapes and longest on RN landscapes,
and the walk length is positively correlated with the rank of the interaction
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scheme. Whether the universality results obtained for λk can be extended to
adaptive walk lengths remains an open question for future work.
Within the framework of abstract landscape theory it has been postulated
that the length of adaptive walks should be related to the correlation length
ξ of the fitness landscape, which can be generally defined in terms of the
distance correlation function by [73,80,81]
ξ =
∞∑
d=0
ρ(d). (97)
Inserting the expression Eq. (15) for the classical NK structures one finds
the simple result
ξ =
L+ 1
k + 1
. (98)
This is of the same leading order as, but generally smaller than Eq. (95),
which is expected to be a lower bound on the adaptive walk lengths (note
that `HoC ≥ e− 1 > 1 according to Table 2).
Apart from the length of an adaptive walk it is also of interest to consider
the height reached, i.e. the fitness value of the local maximum at which the
walk terminates. Results for the height of adaptive walks on HoC landscapes
are summarized in Table 2, where fitness values are assumed for concreteness
to be uniformly distributed on the unit interval. On this scale the expected
fitness value of a randomly chosen local maximum is 1−1/(L+ 2) ≈ 1−1/L
for large L. It can thus be seen from Table 2 that random and greedy adaptive
walks terminate at local maxima of atypically high fitness, and that greedy
walks are more efficient than random walks in reaching exceptionally high
peaks. Whether or not the fitness peaks located by an adaptive walk are
typical is of interest in situations where walks are used to explore empirical
fitness landscapes that are too large for local maxima to be enumerated
exhaustively [3,41].
A numerical study of walk heights on NK fitness landscapes revealed a
surprisingly complex dependence on the interaction structure and the type
of the walks [54]. For the BN and AN structures the greedy (reluctant) walks
are most (least) efficient in locating high fitness peaks, as might be expected
from the results for the HoC landscapes, but for the RN structure this order
can be reversed in a range of k. At fixed k the walk height generally increases
with the rank of the interaction structure.
6 Discussion and conclusion
6.1 Biological implications
Conflicting intuitions about the topography of fitness landscapes have been
the cause of debate in evolutionary theory ever since the concept first ap-
peared [21,83]. Whereas Sewall Wright argued that these landscapes are likely
to possess “innumerable peaks...which are separated by valleys” and stressed
the need to understand how evolution is able to find its way “from lower to
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higher peaks” [100], his opponent Ronald Fisher thought that the problem
would not present itself because of the high dimensionality of genotype space
[72]. At its mathematical core, Fisher’s argument is a statement about the
overwhelming likelihood of extrema of high-dimensional differentiable func-
tions to be saddle points rather than maxima or minima and as such, it
ignores the specific, discrete structure of the space of genotypes.
An important role of the probabilistic fitness landscape models consid-
ered in this review is that they allow us to phrase and answer questions about
the generic structure of genotypic fitness landscapes in precise mathemati-
cal terms [89]. In a certain sense, they show that Wright and Fisher were
both right: Although it is true that the fraction of fitness peaks among all
genotypes, pimax, generally decreases with increasing genotype dimensional-
ity, this is more than offset by the exponential growth of the total number
genotypes in such a way that the number of peaks #max also grows expo-
nentially. We have seen that, in the NK models, pimax decays exponentially
or algebraically in L depending on whether the epistasis parameter k is kept
constant or scaled to infinity, and the SN structure exemplifies the kind of
epistatic interactions that are required for #max not to diverge when L→∞.
The general biological message of our work is that the ruggedness of a
fitness landscape depends not only on the amount of genetic interactions, but
also on how these interactions are organized. Whereas the fact that epistastic
interactions are ubiquitous and often lead to complex fitness landscapes is
now widely appreciated, researchers are only beginning to pose more refined
questions regarding the structure of the interactions. For example, several
recent articles have addressed the prevalence and evolutionary role of higher-
order interactions that cannot be reduced to contributions from pairs of loci
[10,76,94].
Within the class of NK-models, the parameter k specifies the highest
order of interactions that are present in the system [50]. Comparing different
NK interaction structures at a given k thus amounts to exploring effects that
go beyond the interaction order and involve more subtle aspects of genetic
architecture. In this regard, our analysis shows that two structural paradigms
that can be regarded as extremes in a spectrum of possible architectures, the
perfectly modular BN structure and the strongly hierarchical SN structure,
also represent extremes with respect to the ruggedness of the resulting fitness
landscape: The BN landscape has the largest number of fitness maxima,
whereas the number of maxima in the SN landscape remains finite for L →
∞. The (deterministic) AN structure and the (random) RN structure are
intermediate between these two limits, but AN landscapes are more rugged
than RN landscapes for large k.
We hope that these analyses can serve as a starting point for further ex-
ploration of other, empirically motivated interaction schemes. Recent high-
throughput experiments on protein fitness landscapes suggest that it is prin-
cipally feasible to extract the interaction structure by determining the type
of epistasis between pairs of loci [3,71].
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6.2 Universality
One reason for the broad appeal of the NK models in the description of fit-
ness landscapes lies in their promise of universality, in that quantities like
pimax and #max depend only on the gross parameters L and k (at least
when both are large), and are robust against changes in the detailed in-
teraction structure and the underlying base fitness distribution. Our new
analyses presented in Sec. 3 confirm that universality holds, but it is more
restricted than previously appreciated. Specifically, we find evidence for two
distinct universality classes characterized by different asymptotic behaviors of
lnλk = limL→∞ L
−1 lnpimax for large k. It should nevertheless be emphasized
that the degree of universality with respect to the base fitness distribution pf
is very strong, as evidenced by the results of [43] as well as by our computa-
tion for the RN model in Sec. 3.2.4. In this respect the NK landscapes differ
markedly from the Rough Mount Fuji (RMF) model, another class of tun-
ably rugged fitness landscapes for which an explicit expression for pimax can
be derived, and where the asymptotic behavior of this quantity is dominated
by the tail properties of pf [51].
Whereas the number of fitness maxima remains the most commonly used
quantifier of ruggedness, the statistics of accessible pathways and adaptive
walks reviewed in Sections 4 and 5 address the searchability of fitness land-
scapes in a more direct way. Following the terminology first introduced by
Weinreich and collaborators, a pathway is called accessible if it is monoton-
ically increasing in fitness, and a landscape is accessible if the global fitness
maximum can be reached through an accessible pathway starting from its an-
tipodal point [9,19,95,93]. The central result outlined in Sec. 4.4 states that
the probability for an NK fitness landscape to be accessible decays exponen-
tially in L whenever the interaction structure is locally bounded, a property
that applies to all commonly used structures. Somewhat counterintuitively,
this implies that NK landscapes are much less accessible than uncorrelated
HoC landscapes, for which the decay is only algebraic and moreover accessi-
bility can be boosted simply by choosing a starting point of low fitness [4,29].
This shows that local fitness peaks and accessible pathways reflect distinct
properties of fitness landscapes that cannot easily be subsumed into a single
notion of ruggedness. Importantly, the exponential decay of accessibility was
not seen in earlier numerical work on the NK model because of the extreme
scarcity of the crucial GRSE motifs for large k.
6.3 Outlook
The results described in Sec. 3 suggest a number of promising avenues for
future work on NK fitness landscapes. On the side of mathematical analysis,
a more rigorous treatment of the joint limit (L, k → ∞ at fixed α = k/L)
for the β = 2 universality class comprising the MF and RN models would be
desirable. Also the intriguing role of the BN model in providing a possibly
universal upper bound on the number of maxima among all interaction struc-
tures and base fitness distributions should be elucidated. Finally, it seems
important to direct the attention to the way fitness maxima are organized
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in sequence space, rather than just focusing on their sheer number. A nu-
merical investigation reported in [54] found that local maxima are strongly
clustered, and the degree of clustering is highly dependent on the interaction
structure. A better understanding of the organization of maxima would also
be helpful in strengthening the link between static landscape properties and
the dynamics of adaptive walks evolving on the landscape, which is so far
quite sketchy (see Sec. 5). A useful tool for such an analysis is a network
approach where the vertices are fitness maxima and the links quantify the
overlap between their respective basins of attraction [85].
Among the plethora of research problems that present themselves beyond
the specific context of NK models, we here choose to point the reader to the
study of time-dependent fitness landscapes which are sometimes referred to
as fitness seascapes [48]. Natural fitness landscapes are never entirely static,
and time-dependent effects are crucial for the explanation of fundamental
evolutionary phenomena such as the selective advantage of recombination
[55]. In 1999, Wilke and Martinetz introduced a time-dependent variant of
the NK model [98], which subsequently was picked up by the glass physics
community [31] and is meanwhile used routinely for the description of peri-
odically stressed disordered solids [17]. This example shows that the transfer
of concepts across the interface between evolutionary biology and statistical
physics can go both ways, and that further exchanges in this area can be
expected to produce surprising and innovative results.
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A Asymptotics of piMFmax in the joint limit k, L→∞
We start from Eq. (34). Rescaling y → ηy√
2
, we rewrite the equation in terms of the
CDF of a standard Gaussian distribution Φ(y) as
piMFmax =
√
Lη2
4pi
∫
dye−Lη
2y2/4
[
1
2
(
erf
(
y√
2
)
+ 1
)]L
=
√
µ
2pi
∫
dye−µy
2/2Φ(y)L, (99)
where µ ≡ Lη2
2
which converges to (2−α)
α
in the joint limit as can be seen from Eq.
(32).
Interestingly, the only L-dependence shown in the above equation appears as
an L-th power of the CDF Φ(y), which converges monotonically to unity as y →∞.
This implies that the conventional saddle point method cannot be applied here due
to the absence of a maximum. Instead, we can rely on the extreme value theory by
interpreting the term Φ(y)L as the probability that L randomly sampled standard
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Gaussian random variables are less than y. This leads immediately to the limit
relation [26]
Φ
(
x
aL
+ bL
)L
→ G(x)(1 + o(1)), (100)
where G(x) is the Gumbel CDF defined by G(x) = e−e
−x
, and the two scaling
factors are given by aL =
√
2 lnL and
bL =
√
2 lnL− ln lnL+ ln 4pi
2
√
2 lnL
. (101)
After making the change of variable y = x
aL
+ bL, the integral is now of the form
piMFmax =
1
aL
√
µ
2pi
∫
dxe
−µ
(
x
aL
+bL
)2
/2
Φ
(
x
aL
+ bL
)L
=
1
aL
√
µ
2pi
∫
dxe
−µ
(
x
aL
+bL
)2
/2
G(x) (1 + o(1)) . (102)
The evaluation of the integral with respect to x is greatly simplified once one notices
that the term x
2
a2
L
in the exponent is sub-leading in L. Ignoring this term gives
piMFmax =
1
aL
√
µ
2pi
∫
dxe
−µ
(
b2L+2
bLx
aL
)
/2
G(x) (1 + o(1))
=
1
aL
√
µ
2pi
e−µb
2
L/2Γ (µ) (1 + o(1)) , (103)
where we have used the identity∫ ∞
−∞
G(x) exp(−Mx) dx = Γ (M) (104)
for positive M . Next, expanding aL and bL and rearranging the terms gives
piMFmax =
1
aL
√
µ
2pi
e−
µ
2
[2 lnL−(ln lnL+ln 4pi+o(1))]Γ (µ) (1 + o(1))
=
√
µ
(4pi lnL)µ/2
(4pi lnL)1/2
Γ (µ)L−µ (1 + o(1)) . (105)
As expected from the formal analysis in Sec. 3.2.2, the leading order behavior is
given by a power law with exponent µ = (2 − α)/α. By contrast, the existence
of a non-trivial logarithmic correction is unexpected, in particular since such a
correction does not appear in the exact result piHoCmax = (L+1)
−1 for the HoC model
(α = µ = 1). Remarkably, the logarithmic factors precisely cancel in this particular
case.
B Variational analysis at the maximum of λANk
In Fig. 4, we observed that λAN2 for the negative gamma distribution with shape
parameter s is maximized at s = 1/2. Furthermore, we claimed that this can be
naturally generalized to arbitrary values of k if we replace the shape parameter by
1/k. As a next question, one might further ask if λANk is an extremum also with
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respect to arbitrary variations in the space of base fitness distributions pf . Here,
we prove that this is indeed the case for distributions with support limited to the
negative real axis.
Let us first evaluate the k-fold convolution of the gamma distribution needed
to compute Eq. (42). This is easily achieved using the property that the gamma
distribution is closed under the convolution operation, i.e., the k-fold convolution
of the gamma distribution with shape parameter s is the gamma distribution with
shape parameter sk. If we choose as our base distribution the negative gamma
distribution with shape parameter s = 1/k,
pf (x) = p1/k(x) ≡ g1/k(−x), (106)
the k-fold convolution yields the gamma distribution with unit shape parameter
a.k.a. a (negative) exponential distribution, characterized by the CDF F˜
(k)
1/k(z) = e
z
for z < 0. Since F˜
(k)
1/k(y1 + y2 + · · · ) = ey1ey2 · · · , Eq. (42) is fully factorized as
piANmax =
(∫
dy g1/k(−y)eky
)L
= (k + 1)−L/k, (107)
which is exactly the result for the block model obtained in Eq. (26).
Next, let us derive a useful general formula for F˜ (k)(z). Using the convolution
theorem, it satisfies
F˜ (k)(z) =
∫ z
−∞
dz′
∫ ∞
z′
dy pf (y) p
(k−1)
f (z
′ − y) (108)
where p
(k−1)
f (z) is the PDF of the k − 1 fold convolution of pf (z). It will later be
convenient to exchange the order of integrals:
F˜ (k)(z) =
∫ z
−∞
dy pf (y)
∫ y
−∞
dz′ p(k−1)f (z
′ − y) +
∫ ∞
z
dy pf (y)
∫ z
−∞
dz′ p(k−1)f (z
′ − y)
=
∫ z
−∞
dy pf (y) +
∫ ∞
z
dy pf (y)F˜
(k−1)
s (z − y). (109)
In the first equality, we split the integral into two pieces to accommodate the
condition p
(k−1)
f (z) = 0 for positive z. In the next equality, we have used the fact
that F˜ (k−1)(0) = 1.
Now, we want to show that piANmax is maximized when the base fitness distribution
is given by Eq. (106). To this end, let us introduce a small perturbation pf (y) =
p1/k(y) + η(y), with the properties that
∫
dy η(y) = 0 and η(y) = 0 for y > 0.
Since the probability Eq. (42) is given by the product of 2L terms, there will be
2L linear terms in O(), i.e. piANmax changes by
δpiANmax =L
∫
dy η(y)
∫ ( L∏
r=2
dyrp1/k(yr)
)
L−1∏
l=0
F˜
(k)
1/k
(
k∑
m=1
y(l+m) modL
)
+ L
∫ ( L∏
r=1
dyrp1/k(yr)
)
δF˜ (k)
(
k∑
m=1
ym
)
L−1∏
l=1
F˜
(k)
1/k
(
k∑
m=1
y(l+m) modL
)
≡L(J1 + J2). (110)
57
The first term is straightforward to evaluate. Since F˜
(k)
1/k
(∑k
m=1 y(l+m) modL
)
is
factorized, it readily follows that
J1 = 
∫
dy η(y)
∫ (L−1∏
r=1
dyrp1/k(yr)
)
L−1∏
l=0
F˜
(k)
1/k
(
k∑
m=1
y(l+m) modL
)
= 
∫
dy η(y)eky(k + 1)−(L−1)/k. (111)
To evaluate J2, let us rewrite it in the following way:
J2 =
∫ ( L∏
r=1
dyrp1/k(yr)
)
δF˜ (k)
(
k∑
m=1
ym
)
L−1∏
l=1
F˜
(k)
1/k
(
k∑
m=1
y(l+m) modL
)
=(k + 1)−(L−k)/k
∫ ( k∏
r=1
dyrp1/k(yr)e
(k−1)yr
)
δF˜ (k)
(
k∑
m=1
ym
)
. (112)
The argument of δF˜ (k) is the sum of the variables yr that remain to be integrated
over. To make them independent, let us introduce a delta function through the
identity
1 =
∫
dY δ
(
k∑
m=1
ym − Y
)
Θ(−Y ) (113)
or, in the Fourier representation,
1 =
∫
dY dZ
2pi
e−iZ(
∑k
m=1 ym−Y )Θ(−Y ), (114)
where we impose the negativity of Y by inserting an additional theta function.
Using the property
∫
dxδ(x − a)f(x) = ∫ dxδ(x − a)f(a), we may now complete
the integrations over the yr as∫
dY dZ
2pi
Θ(−Y )
∫ ( k∏
r=1
dyrg1/k(yr)e
(k−1)yr
)
eiZ(Y−
∑k
m ym)δF˜ (k)(Y )
=
∫
dY dZ
2pi
Θ(−Y )(k − iZ)−1eiZY δF˜ (k)(Y ) =
∫
dY Θ(−Y )ekY δF˜ (k)(Y ), (115)
where we used Jordan’s lemma to evaluate the integral with respect to Z. With
this result, J2 is of the relatively simple form
J2 = (k + 1)
−(L−k)/k
∫
dY Θ(−Y )ekY δF˜ (k) (Y ) . (116)
Next, let us evaluate δF˜ (k)(z). Using Eq. (109), we find that
δF˜ (k)(z) = k
[∫ z
−∞
dy η(y) +
∫ ∞
z
dy η(y)F˜
(k−1)
1/k (z − y)
]
= k
[∫ ∞
−∞
dy η(y) +
∫ ∞
z
dy η(y)
(
F˜
(k−1)
1/k (z − y)− 1
)]
= k
∫ ∞
z
dy η(y)
(
F˜
(k−1)
1/k (z − y)− 1
)
= k
∫ ∞
−∞
dy η(y)
(
F˜
(k−1)
1/k (z − y)− 1
)
Θ(y − z), (117)
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where the factor k comes from the k different choices of pf (y) in the variation
of F˜ (k) and the fact that
∫
dy η(y) = 0 is used to eliminate the first term in the
second equality. As expected, this implies that any perturbation made in the range
(−∞, z) does not change the behavior of F˜ (k)(z). Inserting this result into J2 gives
J2 =(k + 1)
−(L−k)/k
∫
dY Θ(−Y )ekY
∫
dy η(y)
× k
(
F˜
(k−1)
1/k (Y − y)− 1
)
Θ(y − Y ). (118)
Now, the only technical point left is the integration with respect to Y . The integral
domain is determined by two theta functions Θ(−Y ) and Θ(y− Y ), but since η(y)
is assumed to be supported only on the negative real axis, the condition imposed
by Θ(−Y ) is irrelevant. Finally, using the identity∫ 0
−∞
dY kekY
(
1− Γ
(
k−1
k
,−Y )
Γ
(
k−1
k
) ) = (k + 1) 1k−1, (119)
we find
J2 =− 
∫
dy η(y)eky(k + 1)−(L−1)/k. (120)
Thus, the two terms in Eq. (110) perfectly cancel, which completes the proof that
δpiANmax = 0.
C General bounds on β for uniform and regular structures with
Gaussian fitness
In this appendix we derive some general upper and lower bounds on the coefficient
β, defined in Eq. (86), for NK structures that are both uniform and regular. For
this purpose we write the probability of σ being a local optimum as
pimax = E
[
L∏
l=1
Θ (−∆lF (σ))
]
= E
 L∏
l=1
Θ
− |B|∑
r=1
(fr (↓Br∆lσ)− fr (↓Brσ))
.
(121)
All fitness values of the partial landscapes fr are i.i.d. random variables. If l ∈ Br,
then fr (↓Br∆lσ) and fr (↓Brσ) are independent. Otherwise they are identical. Thus
effectively only the sum over r with l ∈ Br remains. Due to regularity there are
k˜ = Nk
L
such elements for each l. For different r, the terms are always independent.
The left-hand terms are also independent for different l. However the right-hand
terms are correlated for different l but the same r, resulting in a non-trivial problem.
Using these observations we can directly integrate out all terms fr (↓Br∆lσ) and
arrive at
pimax = E
 L∏
l=1
Φk˜
 ∑
r | l∈Br
fr (↓Brσ)
, (122)
where Φk˜ is the cumulative distribution function of the sum of k˜ i.i.d. fitness values.
Introducing the short-hand notation xr = fr (↓Brσ), we can write the sum as a
matrix product
pimax = E
[
L∏
l=1
Φk˜ ((Bx)l)
]
(123)
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where B is the incidence matrix of the NK structure, i.e. Blr = bl,r = 1 if l ∈ Br
and 0 otherwise.
If the base fitness distribution is a standard normal distribution, then the sum
of k˜ i.i.d. fitness values is also normal distributed with variance k˜. Consequently
we can simplify as
pimax = E
[
L∏
l=1
Φ
(
1√
k˜
(Bx)l
)]
. (124)
The random vector y = 1√
k˜
Bx is then jointly normal distributed with zero mean
and covariance matrix C = 1
k˜
BBT . This matrix is positive-semidefinite, and there-
fore
pimax =
∫
RL
dy√
(2pi)L detC
exp
(
−1
2
yTC−1y +
L∑
l=1
lnΦ(yl)
)
. (125)
We can shift the integrand by a yet to be specified vector z, which yields
pimax =
∫
RL
dy√
(2pi)L detC
×
× exp
(
−1
2
yTC−1y − 1
2
zTC−1z − zTC−1y +
L∑
l=1
lnΦ(yl + zl)
)
. (126)
Absorbing the first term in the exponent into a probability measure, we have again
pimax = e
− 1
2
zTC−1zE
[
exp
(
−zTC−1y +
L∑
l=1
lnΦ(yl + zl)
)]
(127)
where y is still jointly normal distributed with covariance matrix C.
Notice that the all-ones vector 1¯ is an eigenvector of C with the eigenvalue k.
This can be seen through the relations B1¯ = k˜1¯ and BT 1¯ = k1¯, as there are exactly
k˜ ones in each row of B and k ones in each column. Thus let the zl = z¯ be equal
for all l. Then
pimax = e
−L z¯2
2k
L∏
l=1
E
[
exp
(
L∑
l=1
(
lnΦ(yl + z¯)− z¯
k
yl
))]
. (128)
C.1 Lower bound
By Jensen’s inequality we have
pimax ≥ e−L z¯
2
2k
L∏
l=1
exp
(
E
[
lnΦ(yl + z¯)− z¯
k
yl
])
. (129)
Because yl has a symmetric distribution, the mean of z¯yl vanishes. The variance of
yl is always 1, because by regularity and uniformity the diagonal elements of BB
T
are k˜, which is canceled to 1 by the pre-factor in C. If we then assume z¯ to be
increasing in our limit of interest and noting that the Gaussian has a tail falling
much quicker to zero than the tail of lnΦ falls to −∞ at x→ −∞, we can establish
the bound
pimax ≥ e−L z¯
2
2k
L∏
l=1
exp (E [Φ(yl + z¯)− 1](1 + o(1))) (130)
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which can be evaluated to
pimax ≥ exp
(
−L z¯
2
2k
+ L
(
Φ
(
z¯√
2
)
− 1
)
(1 + o(1))
)
. (131)
If we choose z¯ = 2
√
ln k, then asymptotically for large k
pimax ≥ exp
(
−L
(
2 ln k
k
+O
(
1
k
√
ln k
)))
. (132)
Note that choosing z¯ = z˜
√
ln k with z˜ < 2 will not give a better bound, as the
right-hand term in the exponent in Eq. (131) would then dominate and approach
zero more slowly than ln k
k
. This shows that β ≤ 2 for uniform and regular struc-
tures. With the MF model, which is uniform and regular, we have an example of a
realization of β = 2. This shows that the bound is tight.
C.2 Upper bound
Starting from Eq. (128) we can find an upper bound by simply optimizing each
term in the sum. The resulting sum is then an upper bound on the integrand,
and because the expectation is taken with respect to a probability measure, it is
bounded by the same value as well. If 0 < z¯
k
< 1√
2pi
, the optimum must be at
y?l + z¯ > 0. Then by using the simplification lnΦ(yl + zl) ≤ Φ(yl + zl) − 1, the
optimum is found to be at
y?l =
√
2 ln
(
k√
2piz¯
)
− z¯. (133)
Inserting y?l back into the simplified argument of the expectation and assuming
z¯ →∞ in the limit of interest we find
pimax ≤ exp
−L z¯22k − L
 z¯
k
√
2 ln
(
k√
2piz¯
) (1 + o(1)) + z¯k
√
2 ln
(
k√
2piz¯
)
− z¯
2
k

 .
(134)
The left-most and right-most terms are of equal order, but the second one from
the left is always of less significant order than the second from the right, as long as
z¯ = o(k).
The second term from the right becomes equal in order to the other two if
z¯ = z˜
√
2 ln k with a positive constant z˜. This satisfies the condition z¯ = o(k) while
still z¯ → ∞, as required by previous assumptions (given that k → ∞ in the limit
of interest). With this we have
pimax ≤ exp
(
−L
(
ln k
k
(2z˜ − z˜2) +O
(
ln ln k
k
)))
. (135)
The bound is best for z˜ = 1, and so:
pimax ≤ exp
(
−L
(
ln k
k
+O
(
ln ln k
k
)))
(136)
showing that β ≥ 1 for regular and uniform NK structures with Gaussian fitness.
This bound is realized by the AN and BN structures, for example, and thus it is
tight.
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D Simulation of the number of local maxima
As first realized in [6], the choice of a Gaussian base fitness distribution greatly
simplifies the computation of pimax through the numerical evaluation of Eq. (25),
as it allows us to take advantage of an efficient algorithm. With this choice, the
integrals over q and y can be cast into the form of multi-dimensional Gaussian
integrals which may be evaluated for generally defined NK structures. Once these
integrals are evaluated, we may construct a covariance matrix Σ that satisfies the
relation
pimax =
∫
Du exp
−1
2
∑
jl
ujΣ
−1
jl ul
 , (137)
where
∫ Du = 1√
(2pi)L detΣ
∫∞
0
∏
j duj and the matrix elements of Σ are given by
Σjl =
{
2
∑
r bl,r j = l∑
r bj,rbl,r j 6= l.
(138)
Thus, the problem reduces to determining the probability that all the entries of the
Gaussian random vector realized by the covariance matrix Σ are positive. Since
finding the probability for rectangular domains of multivariate Gaussian distribu-
tion is a well-known problem, an efficient algorithm has been known for a long
time [22] and its implementation has been provided by the original authors as an
R library [23].
Roughly speaking, this algorithm consists of two steps: i) transforming to an
integral over a unit rectangular domain such that a rejection-free Monte-Carlo
simulation is possible and ii) finding an ordering of loci that minimizes the variance
of the Monte-Carlo step. However, since the loci in the NK models we consider in
this review are statistically identical, the second step is irrelevant in this particular
case. Thus, here we describe briefly how the transformation can be achieved from
Eq. (137).
Since Σ is positive-definite, the Cholesky decomposition ensures that there
exists a triangular matrix C such that Σ = CCT . The substitution u = Cx then
diagonalizes the integral at the cost of nontrivial integral domain,
pimax =
1
(2pi)L/2
∫
x∈R
L∏
j=1
dxj exp
−1
2
L∑
j=1
x2j
 , (139)
where the domain R = (a1,∞)×(a2,∞)×· · · (aL,∞) and aj = −∑j−1l=1 xlCjl/Cjj .
Next, performing the canonical transformation to a standard uniform distribution
zi = Φ(xi), where Φ(x) is the CDF of the standard Gaussian distribution, the
integral becomes
pimax =
∫
z∈R′
L∏
j=1
dzj , (140)
where R′ = (d1, 1) × (d2, 1) × · · · (dL, 1) and dj = Φ(−∑j−1l=1 Φ−1(zl)Cjl/Cjj).
Finally, another linear transformation zj = dj +wj(1− dj) brings the integral into
the form
pimax =
∫
w∈R′′
L∏
j=1
(1− dj)dwj , (141)
whereR′′ = (0, 1)L. Now that the integral domain is the L-dimensional unit rectan-
gle, this integral can be evaluated by sampling L random variables from a uniform
distribution on (0, 1) and subsequently estimating the weight factors dj .
