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We propose a protocol for sympathetically cooling neutral atoms without destroying the quantum
information stored in their internal states. This is achieved by designing state-insensitive Rydberg
interactions between the data-carrying atoms and cold auxiliary atoms. The resulting interactions
give rise to an effective phonon coupling, which leads to the transfer of heat from the data atoms to
the auxiliary atoms, where the latter can be cooled by conventional methods. This can be used to
extend the lifetime of quantum storage based on neutral atoms and can have applications for long
quantum computations. The protocol can also be modified to realize state-insensitive interactions
between the data and the auxiliary atoms but tunable and non-trivial interactions among the data
atoms, allowing one to simultaneously cool and simulate a quantum spin-model.
Introduction.—In recent years, neutral atoms stored in
individual traps have emerged as a powerful resource for
quantum information and quantum technologies. Indi-
vidual atoms can be trapped in optical [1] or magnetic
[2, 3] potentials forming arrays of various geometries [4–
6], providing a platform for quantum simulators [7–10]
and quantum computers [11, 12]. Their long-lived ground
states can be used to store quantum information and the
highly excited Rydberg states can be used to implement
strong and tunable interactions [12–16].
Considerable effort is currently being invested in devel-
oping neutral atom traps that are insensitive to the in-
ternal state of the atom [2, 17–19].These so-called magic
traps attempt to achieve what is naturally available with
trapped ions, since the trapping of the latter relies on
the net charge of the ion, and hence is independent of
its internal electronic state. The magic trapping of neu-
tral atoms reduces heating and dephasing associated with
the fact that different electronic states may have different
trapping potentials. Nevertheless, even with such magic
trapping conditions, heating of the motional degrees of
freedom of the atoms can occur because of, for example,
the shaking of the atomic array due to laser intensity
noise [20], mechanical forces from Rydberg interactions
[13, 21, 22], or incoherent light scattering [23].
Such heating of the atomic motion, when combined
with state-dependent Rydberg mediated gates, generally
leads to reduced fidelities and loss of coherence, which is
particularly problematic for long quantum simulations or
computations [24–26]. It is therefore desirable to develop
schemes to cool the atomic motion without destroying
the quantum information stored in the internal states.
The conventional laser cooling techniques [27–29] are not
suitable for this task since they involve optical pumping
which, in general, destroys the quantum information.
Several approaches for this problem have already been
proposed in the past, from immersing the atomic lattice
in a superfluid [30] to using cavity-assisted cooling [31].
It has also been shown that alkaline-earth atoms can be
laser-cooled without destroying the quantum information
provided it is stored in the nuclear spin [32].
In this paper, we introduce two schemes of achieving
state-insensitive interactions between neutral atoms, an-
other natural and useful tool of trapped ions. We further
show how to use these interactions to realize a state pre-
serving cooling procedure, inspired by sympathetic cool-
ing of trapped ions [33, 34]. In contrast to the protocols
in Refs. [30, 31], ours requires only ingredients and capa-
bilities that are already present in many neutral atoms
experiments: auxiliary atoms and Rydberg interactions.
The scenario we have in mind is the following: we as-
sume one starts with a quantum data register composed
of an array of N atoms, each in an individual trap, cooled
to the vibrational ground state and optically pumped to
a particular ground state. Each atom encodes useful in-
formation in its ground states in the form of a two-level
system which we represent by a spin-1/2. One then uses
Rydberg interactions to perform a quantum computa-
tion or a quantum simulation, during which the atoms
are heated, as mentioned above. To cool the data reg-
ister we introduce N additional auxiliary atoms, one for
each data atom [see for example Fig. 1(a)], that have
been precooled using any of the standard methods.
The data and auxiliary atoms can then be coupled via
Rydberg interactions, implementing a phonon-swap gate
– a coherent exchange of vibrational quanta between the
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FIG. 1. Schematic of the phonon-swap protocol. (a) For each
data atom (red, bottom) we place another auxiliary atom
(blue, top) at an equal distance y0. Here we assume a 1D
chain of data and auxiliary atoms, with a lattice spacing of
x0. (b) The Rydberg interactions give rise to effective cou-
pling G between the vibrational modes of the data and aux-
iliary atoms. (c,d) Two possible schemes that lead to spin-
insensitive interactions between the data and the auxiliary
atoms: in (c), the spin states (represented by the ground
states |g+〉 , |g−〉) of the data atoms, as well as the ground
state of the auxiliary atoms, are all weakly coupled to highly-
excited Rydberg S1/2 states. In (d), the data atoms are
coupled to n′P1/2 states and the auxiliary to nS1/2, where
|n− n′|  1. This leads to spin-independent interactions be-
tween the data and auxiliary atoms, but tunable spin-spin
interactions among the data atoms.
data and auxiliary atoms.
Since the phonon-swap is mediated by Rydberg inter-
actions, a key requirement for this protocol is for the
interactions between the auxiliary and data atoms to be
insensitive to the internal state of the data atoms. Unlike
the Coulomb interaction between trapped ions which nat-
urally satisfies this requirement, the Rydberg interactions
between neutral atoms are inherently state-dependent.
As we show in this Letter, a careful choice of the Ry-
dberg states can nevertheless lead to state-insensitive
data-auxiliary interactions.
Another requirement for this protocol is that these
data-auxiliary interactions used to generate the phonon-
swap should not induce unwanted state-dependent cou-
plings between the data atoms. We present two schemes
[see Fig. 1(c,d) respectively], both of which satisfy
the two requirements but lead to different interactions
amongst the data register atoms. In the first scheme,
the interactions between any pair of atoms (data-data
and data-auxiliary) are independent of the internal state.
This scheme therefore consists of interrupting the quan-
tum computation or simulation, performing the phonon-
swap, and then resuming the computation or simulation.
In the second scheme, the data and auxiliary atoms are
addressed separately, and this allows one to design the
interactions in such a way that the data-auxiliary inter-
actions are state-insensitive but the data-data interac-
tions are tunable and controllable. As an example, we
show how this can be used to implement the phonon-
swap while simultaneously performing a quantum simu-
lation of a spin model on the data atoms. Finally, for
both of the above schemes that we discuss, one can laser
cool the auxiliary atoms during the phonon-swap. Due
to the quantum Zeno effect [35], this has the additional
advantage of preventing certain coherent heating mech-
anisms, such as those due to the Rydberg interactions
themselves,from taking place in the first place. We leave
the detailed study of such a scheme for future work.
Phonon-swap for two atoms.—To illustrate the
phonon-swap mechanism, let us first consider the case
of two atoms: one two-level data atom “d” and another
single-level auxiliary atom “a”. The two atoms are each
trapped in a three-dimensional harmonic potential sep-
arated by a distance r. In many recent experiments
[4, 27–29, 36, 37], the confinement along two directions
(x, y) is often much stronger than along the third (z), i.e
ωx, ωy  ωz, where ωα is the trap frequency along the
direction α ∈ {x, y, z}. Here, for simplicity, we therefore
focus on cooling a single trap component, which we take
to be the weakest direction (z). Cooling the two com-
ponents that are perpendicular to the inter-atomic axis
of the two atoms is a trivial generalization of what we
present in this section. The third component, which is
along the inter-atomic axis [y axis in Fig. 1(a)], requires
more care but can be cooled via an adiabatic protocol,
the details of which are presented in the Supplemental
Material [38].
The Hamiltonian consisting of both the vibrational
and the internal degrees of freedom is (h¯ = 1 through-
out) Hˆ = ωz(dˆ†dˆ + aˆ†aˆ) + Hˆs + Hˆint(r), where dˆ (aˆ) is
the phonon annihilation operator of the data (auxiliary)
atom along the z direction; Hˆs is a Hamiltonian that acts
on the internal (spin) degree of freedom of the data atom,
and Hˆint(r) is the interaction Hamiltonian between the
two atoms that, in principle, couples motion and spin.
Since we do not want to affect the spin state of the data
atom, we need to decouple the phonon dynamics from
the spin. In other words, we want Hˆint = 1internal⊗V (r)
to be an identity operator on the internal states. As we
later show, by weakly laser-dressing the ground states
with Rydberg states, it is possible to obtain effective in-
teractions of such form, where the spatial dependence is
V (r) = Ar6+R6c for some coupling A and blockade radius
Rc, irrespective of the spin state.
For now, let us assume these interactions and Taylor-
expand them to second order in the small quantum fluc-
tuations on top of the macroscopic separation r0, which
we assume to be along one of the strongly confined di-
rections [see for example Fig. 1(a)]. This gives rise to a
quadratic Hamiltonian in terms of the bosonic phonon-
3annihilation operators of the two atoms aˆ, dˆ [38],
(1)Hˆph,2 = ωz(dˆ†dˆ+ aˆ†aˆ)−
G
2
[
(dˆ+ dˆ†)2 + (aˆ+ aˆ†)2
]
+G(dˆ+ dˆ†)(aˆ+ aˆ†),
where G = 3A
Mωzr80
1
[1+(Rc/r0)6]2
is the effective phonon
coupling strength and M is the mass of each atom. In the
regime where ωz  G, only the number-conserving terms
are relevant, giving a “beam splitter” interaction (in the
rotating frame) Hˆph,2 = G(aˆ†dˆ+ dˆ†aˆ). This Hamiltonian
effectuates a state-transfer between the two vibrational
modes in a time of ts =
pi
2G , swapping in the process
the phonons of the data atom with those of the auxiliary
atom. This effectively cools the data atom down to the
initial phonon occupancy of the auxiliary atom, provided
that the latter is initially colder.
Phonon-swap for 1D chain.—The discussed protocol
can be easily generalized for an ensemble of atoms. We
simply associate with each data atom we would like to
cool a cold auxiliary atom. For concreteness, we consider
a chain of data atoms with a lattice constant x0, brought
to a distance of y0 from a chain of cold auxiliary atoms,
as shown in Fig. 1(a). In the same regime as above, the
many-body Hamiltonian is quadratic with approximate
power-law decaying hopping between the sites [38]
Hˆph,1D =
∑
i 6=j
Gij(aˆ
†
i aˆj + dˆ
†
i dˆj) +
∑
ij
Fij(aˆidˆ
†
j + aˆ
†
i dˆj),
Gij =
G
η8|i− j|8 ,
Fij =
G
[η2(i− j)2 + 1]4 ,
(2)
where η ≡ x0y0 . Here we defined G in terms of the small-
est distance between a data atom and its auxiliary, i.e y0
(see Fig. 1). Clearly, as η → ∞, it is sufficient to con-
sider only the nearest-neighbor interactions between data
and auxiliary atoms. In such case, we should recover the
situation discussed in the previous paragraph, namely
each data-auxiliary pair perfectly swaps their phonons
after a time of ts =
pi
2G . If we also take into account
next-nearest-neighbor interactions between the data and
auxiliary atoms, we find [38] that the average phonon
occupancy of the data atoms is given by
(3)
n¯d(t) =
n¯a(0) + n¯d(0)
2
− n¯a(0)− n¯d(0)
2
J0
[
4Gt
(1 + η2)4
]
cos(2Gt),
where n¯d(t) (n¯a(t)) is the average occupancy of data
(auxiliary) atoms at time t and J0(z) is a Bessel func-
tion of the first kind. Equation (3) is quantitatively ac-
curate (see Fig. 2) at short time-scales, when the effects
of the long range interactions are less important. As
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FIG. 2. The average number of phonons in the data atoms
as a function of time (in units of G−1) computed numerically
(solid lines) for different values of ωz for two chains of 50
atoms, including the counter-rotating terms in Eq. (1), and
analytically (dashed line) using the approximation of Eq. (3).
Here, η = 1 and the initial conditions are n¯d(0) = 20 and
n¯a(0) = 0.
η → ∞, J0 → 1 and we reproduce the case of indepen-
dent pair-wise phonon-swaps. Moreover, as can be seen
in Fig. 2, ts =
pi
2G is still the nearly optimal swap time
and even with η = 1 we can still achieve a high-efficiency
swap. Assuming for simplicity that the auxiliary atoms
are initially in the vibrational ground state, we obtain a
swap efficiency of 1 − n¯d(ts)n¯d(0) = 12 + 12J0(pi8 ) ≈ 98%. Fur-
thermore, Eq. (3) remains qualitatively accurate even at
longer time-scales. As t → ∞, J0 → 0 and we see that
the mean phonon occupancy of all atoms is the average of
the total initial number of phonons, as one would expect.
The conclusion of the above discussion is that in order
to cool an atomic register consisting of many atoms in
arbitrary geometries and dimensions, we simply perform
the phonon-swap as if all the data-auxiliary pairs are in-
dependent. The effects of the many-body interactions
only lead to a small degradation in the swap efficiency.
State-insensitive Rydberg interactions.—We now turn
to discuss how to obtain the spin-independent interac-
tions by utilizing the strong van-der-Waals (vdW) cou-
pling between highly-excited Rydberg states. Specifi-
cally, we concentrate on alkali atoms and consider weakly
laser-admixing two hyperfine ground states (see Supple-
mental Material for an explicit example [38]) represent-
ing the spin-1/2, |g+〉 , |g−〉, to Rydberg states |r+〉 , |r−〉,
depicting the magnetic sublevels of either S1/2 or P1/2
manifolds, as shown in Fig. 1(c,d). The vdW couplings
HˆvdW between the Rydberg states then get imprinted
onto the ground states, giving effective interactions be-
tween the dressed ground states. The relevant Hamilto-
nian describing this is Hˆ = ∑i=1,2(Hˆ(i)A + Hˆ(i)L ) + HˆvdW
where Hˆ(i)A = −∆(i)+ |r(i)+ 〉 〈r(i)+ | − ∆(i)− |r(i)− 〉 〈r(i)− | and
Hˆ(i)L =
Ω
(i)
+
2 |g(i)+ 〉 〈r(i)+ | +
Ω
(i)
−
2 |g(i)− 〉 〈r(i)− | + H.c. are the
4S1/2 + S1/2 S1/2 + P1/2
(a)
(b)
(c)
(d)
S1/2 + S1/2 → P1/2 + P1/2
S1/2 + S1/2 → P3/2 + P3/2
S1/2 + S1/2 → P3/2 + P1/2
S1/2 + S1/2 → P1/2 + P3/2
S1/2 + P1/2 → P1/2 + S1/2
S1/2 + P1/2 → P3/2 +D3/2
S1/2 + P1/2 → P3/2 + S1/2
S1/2 + P1/2 → P1/2 +D3/2
TABLE I. The four channels describing the dipole-allowed
virtual processes (L1, J1)+(L2, J2)→ (L′1, J ′1)+(L′2, J ′2) that
lead to vdW interactions: (left) in the case of both atoms in
S1/2 states; (right) in the case of one atom in S1/2 and the
other in P1/2.
atomic and laser Hamiltonians, respectively, in the ro-
tating frame after applying the rotating wave approx-
imation. Here, Ω
(i)
± are the two Rabi frequencies and
∆
(i)
±  Ω(i)± the laser detunings. Note that for the aux-
iliary atoms, it is sufficient to consider a single ground
state and hence a single laser. However, we must take
into account all the states in the Rydberg manifold. This
is because, in general, HˆvdW can contain both diago-
nal and off-diagonal matrix elements which can mix all
the states in the Rydberg manifold. This fact has been
used previously to construct complex, tunable spin-spin
interactions [14, 15]. A sufficient condition to obtain
spin-independent interactions is, therefore, for HˆvdW to
be proportional to an identity, together with a suitable
choice of the laser parameters. We show below two simple
schemes using S1/2 and P1/2 states that yield HˆvdW ∝ 1
to a good approximation.
The vdW Hamiltonian between two atoms in either
S1/2 + S1/2, S1/2 + P1/2 or P1/2 + P1/2 in the Zeeman
basis (i.e {|++〉 , |+−〉 , |−+〉 , |−−〉}) has the following
form [38]
HˆvdW = C6
r6
14 − C
(a)
6 + C
(b)
6 − C(c)6 − C(d)6
r6
D0(θ, φ),
(4)
C6 =
2
27
[
C
(a)
6 + 4C
(b)
6 + 2(C
(c)
6 + C
(d)
6 )
]
, (5)
where the C
(p)
6 coefficients correspond to the four differ-
ent channels describing the possible (L, J) quantum num-
bers of the intermediate states and D0(θ, φ) is a traceless
matrix that depends on the orientation of the interatomic
axis relative to the quantization axis. The channels for
S1/2 + S1/2 and S1/2 + P1/2 are shown in Table I.
Phonon-swap with S + S states.—The first scheme
uses the well known fact that for the case of a pair of
atoms in nS1/2 states, the second term in Eq. (4) ap-
proximately vanishes [14, 39]. This can be seen from
Table I, which shows that the difference between the
four channels is only in the fine structure of the in-
termediate states. In the limit of vanishing fine struc-
ture, we then have C
(a)
6 = C
(b)
6 = C
(c)
6 = C
(d)
6 . This
can also be understood intuitively as follows: the vdW
interactions arise from second-order perturbation the-
ory, where the two electrons undergo virtual transitions
to intermediate states allowed by the dipole selection
rules. If we neglect the fine structure, we are free to
use the uncoupled basis (|L,mL〉 ⊗ |S,mS〉) for the in-
termediate levels. Since S1/2-states are proportional
to definite electronic spin states with definite mS , i.e∣∣S1/2,mJ = ± 12〉 = |L = 0,mL = 0〉⊗∣∣S = 12 ,mS = ± 12〉
and because the dipole-dipole interactions do not act on
the electronic spin, the vdW couplings cannot mix states
with different mJ . The correction to this scales as ∆FS/δ,
where ∆FS is the fine-structure splitting and δ the energy
difference to the intermediate states.
Neglecting these small corrections, and to fourth order
in the small parameter  = Ω/2∆, the effective spin-spin
interactions between any two data atoms are given by
(6)Hˆint(r) =

V˜++ 0 0 0
0 V˜+− 0 0
0 0 V˜−+ 0
0 0 0 V˜−−
.
In the case of data-auxiliary interactions, we have a 2×2
version of Eq. (6). In both cases, the matrix elements are
given by
(7)V˜µν =
(
Ω
(1)
µ Ω
(2)
ν
4∆
(1)
µ ∆
(2)
ν
)2
C6
r6 − C6
∆
(1)
µ +∆
(1)
ν
,
which are spin-independent (i.e V˜++ = V˜+− = V˜−+ =
V˜−−) for a suitable choice of the laser parameters. A triv-
ial example consists of the two laser fields being identical.
The cooling protocol with this scheme would thus con-
sist of stopping the quantum simulation or computation,
weakly coupling the ground states of both the data and
auxiliary atoms to nS1/2 states, and waiting for a time of
ts. As an example, Rb atoms separated by 2.36 µm, and
weakly coupled to 60S1/2 (C6/2pi ≈ 138.5 GHzµm6) with
Ω/2pi = 100 MHz[40] and ∆/2pi = 200 MHz would expe-
rience a phonon coupling of G/2pi ≈ 1.48 kHz assuming
a trap frequency of ωz/2pi = 15 kHz. G is about an order
of magnitude smaller than the trap frequency and about
two orders of magnitude larger than the effective decay
rate 2Γ60S/2pi ≈ 0.043 kHz, where Γ60S is the decay rate
of 60S1/2 states. The deviation of HˆvdW from identity,
which we define by the ratio of the operator norms of the
two terms in Eq. (4), is in this case ∼ 0.027. This er-
ror can be reduced by driving the two atoms to different
principal quantum numbers, as can be seen in panel (b)
of Fig. 3. This generally reduces the C6 coefficient, as
can be seen in panel (a) of Fig. 3, but it can nevertheless
be sufficiently strong with the additional advantage of
reducing the magnitude of the spin-dependent couplings.
For instance, 74S1/2 +64S1/2 yield C6/2pi ≈ 29 GHzµm6
(only a factor of five smaller than for 60S1/2 + 60S1/2)
with an error of ∼ 0.003 (an order of magnitude smaller).
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FIG. 3. (a,c) The spin-insensitive interaction strength C6
and (b,d) deviation from identity for (top) nS1/2+n
′S1/2 and
(bottom) nS1/2+n
′P1/2 as a function of n and ∆n = n
′−n for
Rb atoms. In the case of nS1/2 + n
′P1/2, we take min |∆n| =
10 in order for the direct, dipolar coupling between the states
to be negligible.
Phonon-swap with S+P states.—This brings us to the
second scheme, in which the auxiliary atoms are coupled
to nS1/2 states, while the data atoms to n
′P1/2 states,
where |∆n| = |n′ − n|  1 in order to ensure that the
dipolar interactions between them can be ignored. This
is because for large |∆n|, the overlap of the wavefunc-
tions and consequently the matrix element are small [41].
Such a configuration not only gives spin-independent in-
teractions between the data and auxiliary atoms, as we
will explain below, but also gives rise to non-trivial, tun-
able spin-spin interactions between the data atoms [14].
Thus, this allows one to cool the data atoms while si-
multaneously performing a quantum simulation of a spin
model, for example. To see why S1/2 + P1/2 gives rise
to HˆvdW ∝ 1, note that channels (a, c), as well as (b, d),
in Table I only differ by the fine structure in one of the
terms. In the limit of vanishing fine structure, the four
channels cancel each other pair-wise, eliminating D0(θ, φ)
in Eq. (4). A more intuitive argument uses the same
reasoning that was used to argue that vdW interactions
between S1/2 + S1/2 cannot couple states with different
mJ . Similarly, in this case, there cannot be any mixing
between states involving different mJ of the S1/2 atom.
Hence, in the absence of fine structure in the intermedi-
ate manifold, the S1/2 atom is effectively decoupled and
HˆvdW must at least be block-diagonal. Within this ap-
proximation, we can understand why the remaining off-
diagonal matrix elements also vanish by focusing solely
(b)(a)
n′D3/2n′S1/2
nP1/2 nP1/2
FIG. 4. The four virtual transitions that can couple the mJ =
1/2 magnetic state to mJ = −1/2, in the P1/2 manifold. The
second atom is assumed to be in a S1/2 state and we are
neglecting the fine structure in its intermediate manifold. The
red (solid) and blue (dashed) transitions for each of the two
possible sub-channels, (a) P1/2 → S1/2 and (b) P1/2 → D3/2,
destructively interfere.
on the P1/2 atom. As can be seen in Fig. 4, for each pos-
sible sub-channel of the P1/2 atom, there are exactly two
processes that can, in principle, couple its mJ = +
1
2 and
mJ = − 12 states. These two processes, however, precisely
destructively interfere.
The resulting dressed spin interactions between the
data and auxiliary atoms then have the same form as
in Eqs. (6) and (7). The corresponding C6, as well as
the error due to spin-dependent couplings, can be seen
in panels c and d of Fig. 3, respectively.
The data atoms, on the other hand, experience non-
trivial spin-spin interactions due to the P1/2 +P1/2 vdW
couplings. For the configuration in Fig. 1 (quantization
axis parallel to interatomic axis), the D0(θ, φ) matrix
from Eq. (4) has the following form
(8)D0(0, φ) = 2
81

1 0 0 0
0 −1 −4 0
0 −4 −1 0
0 0 0 1
 ,
which gives rise to the following spin-1/2 Hamiltonian for
the data atoms:
(9)Hˆ =
∑
ij
J ijz Sˆ
(i)
z + J
ij
zzSˆzSˆz +
(
J ij+−Sˆ
(i)
+ Sˆ
(j)
− + H.c.
)
,
where Sˆ
(i)
α are the spin-1/2 operators of atom i and J ijµν
are coefficients that depend on the geometry, laser pa-
rameters, and Rydberg interactions [14]. This approach
can be extended to generate other spin-1/2 models, for
instance in two dimensions [14], with simultaneous cool-
ing.
Summary and outlook.—We have presented a proto-
col for sympathetically cooling Rydberg atoms without
destroying the quantum information stored in their in-
ternal states. This can have applications for future
Rydberg-based quantum computers and quantum sim-
ulators as well as other quantum technologies. We note
that while we focused here on the weak coupling regime
(G ωz), which inevitably limits the phonon-swap time
6to ∼ 1/G  1/ωz, it is possible to speed it up by work-
ing in the strong coupling regime G ∼ ωz and employing
optimal control techniques [42–44]. Finally, our schemes
of realizing state-insensitive interactions between neutral
atoms could also be used in other contexts, such as gen-
erating interesting states combining motional [45] and
electronic degrees of freedom.
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8Supplemental Materials: Nondestructive cooling of an atomic quantum register via
state-insensitive Rydberg interactions
This supplemental material is organized as follows: in Sec. I, we derive the Hamiltonian for the van-der-Waals
interactions between the Zeeman sublevels of two atoms in either S1/2 + S1/2, S1/2 + P1/2, or P1/2 + P1/2. In Sec. II,
we derive the Hamiltonian for the phonon interactions between two atoms and discuss how to implement the phonon-
swap for up to two trap components. We also comment on the validity of the Taylor approximation. Then, in Sec. III,
we present the adiabatic protocol for the phonon-swap and discuss how to perform 3D cooling by swapping all three
trap components. In Sec. IV, we generalize the phonon-swap for a 1D chain of data and auxiliary atoms and derive
the time-dependence of the average phonon number in each species. Finally, in Sec. V, we give an example of the
spin-1/2 states and the choice of the laser polarizations for a 87Rb atom.
I. VDW INTERACTIONS
In this section, we derive the van-der-Waals interactions (Eqs. (4), (5) and (8) in the main text) between the Zeeman
sublevels of two atoms. In second order perturbation theory, this can be written as [14]
HˆvdW = Pˆ
∑
α,β
VˆddQˆα,βVˆdd
δαβ
Pˆ , (S1)
where Qˆα,β = |α, β〉 〈α, β| and Pˆ =
∑
k,l |k, l〉 〈k, l| are projectors onto the intermediate and initial states, respectively.
The dipole-dipole operator, Vˆdd, is given by
Vˆdd = −
√
24pi
5
1
r3
∑
µ,ν
C1,1;2µ,ν;µ+νY
µ+ν
2 (θ, φ)
∗dˆ(1)µ dˆ
(2)
ν , (S2)
where CJ1,J2;Jm1,m2;M is a Clebsch-Gordan coefficient and Y
m
l spherical harmonics. dˆ
(1)
µ and dˆ
(2)
ν are the spherical compo-
nents of the dipole operators for the two atoms (µ, ν ∈ {−1, 0, 1}), whose matrix elements are
〈na, La, Ja,ma| dˆq |nc, Lc, Jc,mc〉 ≡ Rna,La,Ja,nc,Lc,JcJqLa,Ja,ma,Lc,Jc,mc , (S3)
where
Rna,La,Ja,nc,Lc,Jc =
∫
Rna,La,Jc(r)Rnc,Lc,Jc(r)r
3dr, (S4)
is the overlap of the radial wavefunctions Rn,L,J(r) and
JqLa,Ja,ma,Lc,Jc,mc = (−1)2Jc+1/2+ma
√
(2Ja + 1)(2Jc + 1)(2La + 1)(2Lc + 1)(
Jc 1 Ja
mc q −ma
)(
La 1 Lc
0 0 0
){
Ja 1 Jc
Lc 1/2 La
}
.
(S5)
We can write the sum over the intermediate states α, β in Eq. (S1) as follows∑
α,β
=
∑
channels
∑
nα,nβ
∑
mα,mβ
, (S6)
where the channels for S1/2 + S1/2, S1/2 + P1/2 and P1/2 + P1/2 are given in Table S1.
Note that specifying the channel specifies both the L and J quantum numbers (the principal quantum numbers n
are also implicitly specified for the left-hand-side of the channel).
Using Eqs. (S2), (S3) and (S6) we can rewrite Eq. (S1) in the following form
HˆvdW = 1
r6
∑
channels
 ∑
nα,nβ
(Rα,1)2(Rβ,2)2
δαβ
×
∑
mk,ml
m′k,m
′
l
24pi
5
∑
mα,mβ
∑
µ,ν
µ′,ν′
C1,1;2µ,ν;µ+νY
µ+ν ∗
2 J
µ
1k,α
Jν2l,βC
1,1;2
µ′,ν′;µ′+ν′Y
µ′+ν′ ∗
2 J
µ′
α,1k′
Jν
′
β,2l′
 |mk,ml〉 〈mk′ ,ml′ |
.
(S7)
9S1/2 + S1/2 S1/2 + P1/2 P1/2 + P1/2
(a)
(b)
(c)
(d)
S1/2 + S1/2 → P1/2 + P1/2
S1/2 + S1/2 → P3/2 + P3/2
S1/2 + S1/2 → P3/2 + P1/2
S1/2 + S1/2 → P1/2 + P3/2
S1/2 + P1/2 → P1/2 + S1/2
S1/2 + P1/2 → P3/2 +D3/2
S1/2 + P1/2 → P3/2 + S1/2
S1/2 + P1/2 → P1/2 +D3/2
P1/2 + P1/2 → S1/2 + S1/2
P1/2 + P1/2 → D3/2 +D3/2
P1/2 + P1/2 → S1/2 +D3/2
P1/2 + P1/2 → D3/2 + S1/2
TABLE S1. The four channels describing the dipole-allowed virtual processes (L1, J1) + (L2, J2) → (L′1, J ′1) + (L′2, J ′2) that
lead to vdW interactions, in the case of both atoms in S1/2 states (left), one atom in S1/2 and the other in P1/2 (middle), both
atoms in P1/2 states (right).
In Eq. (S7), each term in the parentheses on the first line only depends on the intermediate nα, nβ values, for a given
channel. The label α in Rα,1 is short for nα, Lα, Jα where Lα, Jα are specified by the channel. Similarly, the label 1
(2) is specifying the n,L, J values of the first (second) term in the channel.
The quantity in the second line of Eq. (S7) is a 4 × 4 matrix in the subspace of the magnetic sublevels
|++〉 , |+−〉 , |−+〉 , |−−〉. For a given channel, the matrix elements are found by summing over the mα,mβ val-
ues and are independent of n.
Thus, for a given channel, p, we can define a C
(p)
6 coefficient and a matrix D(p)
C
(p)
6 =
∑
nα,nβ
(Rα,1)2(Rβ,2)2
δαβ
,
D(p)kl,k′l′ =
24pi
5
∑
mα,mβ
∑
µ,ν
µ′,ν′
C1,1;2µ,ν;µ+νY
µ+ν ∗
2 J
µ
1k,α
Jν2l,βC
1,1;2
µ′,ν′;µ′+ν′Y
µ′+ν′ ∗
2 J
µ′
α,1k′
Jν
′
β,2l′
. (S8)
With these, the van-der-Waals Hamiltonian takes the simple form
HˆvdW = 1
r6
∑
p
C
(p)
6 D(p). (S9)
For the channels in Table S1 (same results for all three cases) we find (different definition than in [14])
D(a) = 2
27
1−D0,
D(b) = 8
27
1−D0,
D(c) = 4
27
1+D0,
D(d) = 4
27
1+D0,
(S10)
where
D0(θ, φ) =

1
81 (3 cos(2θ)− 1) 227e−iφ cos(θ) sin(θ) 227e−iφ cos(θ) sin(θ) 227e−2iφ sin2(θ)
1
27e
iφ sin(2θ) 181 (1− 3 cos(2θ)) 181 (−3 cos(2θ)− 5) 127 (−2)e−iφ cos(θ) sin(θ)
1
27e
iφ sin(2θ) 181 (−3 cos(2θ)− 5) 181 (1− 3 cos(2θ)) 127 (−2)e−iφ cos(θ) sin(θ)
2
27e
2iφ sin2(θ) − 127eiφ sin(2θ) − 127eiφ sin(2θ) 181 (3 cos(2θ)− 1)
 , (S11)
is a traceless matrix.
Finally, the vdW Hamiltonian is thus given by Eq. (4) in the main text.
II. PHONON INTERACTIONS
In this section, we derive the effective phonon interactions (Eq. (1) in the main text) between two atoms in harmonic
traps, separated by a macroscopic distance r. We assume that the interactions are independent of the internal state
10
and are given by
Hˆint(r) = A
r6 +R6c
, (S12)
where Rc is a blockade radius and A depends on the vdW interaction strength. We further assume that the position of
each atom can be decomposed into quantum fluctuations on top of a coherent (classical) part: ri → ri + rˆi. Without
loss of generality, we assume that the macroscopic separation r0 = |r1 − r2| is along the y direction. In this case, to
second order in the small quantum fluctuations we get
Hˆint ≈ Hˆx + Hˆy + Hˆz + Constants, (S13)
where
Hˆx = −3A (xˆ1 − xˆ2)
2
r80[1 + (Rc/r0)
6]
2 ,
Hˆy = −6A (yˆ1 − yˆ2)
r70[1 + (Rc/r0)
6]
2 + 3A
(yˆ1 − yˆ2)2
[
7− 5(Rc/r0)6
]
r80[1 + (Rc/r0)
6]
3 ,
Hˆz = −3A (zˆ1 − zˆ2)
2
r80[1 + (Rc/r0)
6]
2 .
(S14)
The full Hamiltonian of the motional degrees of freedom is
Hˆ =
∑
α=x,y,z
∑
i=1,2
(
Pˆ 2i,α
2M
+
1
2
Mω2ααˆ
2
i
)
+ Hˆα
. (S15)
The full Hamiltonian is therefore a sum of three independent, commuting Hamiltonians for the three directions, which
means we can analyze each direction separately. Note that Hˆx and Hˆy have the same form while Hˆy contains a linear
term. This linear term, which represents the force between the two atoms, is inherently larger than the quadratic
term which gives rise to the phonon-swap terms. This fact prevents an efficient cooling of the y direction. In Sec. III
we show how one can overcome this and nevertheless cool all three directions using an adiabatic protocol. Here we
assume that the confinement along y is sufficiently strong and hence focus on the x and z directions.
The Hamiltonian for the z direction in terms of bosonic creation and annihilation operators zˆ1 =
1√
2Mωz
(aˆz + aˆ
†
z),
Pˆ1,z = −i
√
Mωz
2 (aˆz − aˆ†z) and zˆ2 = 1√2Mωz (dˆz + dˆ
†
z), Pˆ2,z = −i
√
Mωz
2 (dˆz − dˆ†z) is given by (the Hamiltonian for x is
the same with z → x)
(S16)Hˆph,z = ωz(dˆ†z dˆz + aˆ†zaˆz)−
Gz
2
[
(dˆz + dˆ
†
z)
2 + (aˆz + aˆ
†
z)
2
]
+Gz(dˆz + dˆ
†
z)(aˆz + aˆ
†
z),
where the phonon-coupling Gz is
Gz =
3A
Mωzr80
1
[1 + (Rc/r0)6]2
. (S17)
which is Eq. (1) from the main text, where we dropped the z label. Assuming that ωz  Gz and making the rotating
wave approximation we have
(S18)Hˆph,z ≈ ωz(dˆ†z dˆz + aˆ†zaˆz) +Gz(dˆzaˆ†z + dˆ†zaˆz),
or in the rotating frame simply Gz(dˆzaˆ
†
z + dˆ
†
zaˆz).
This Hamiltonian effectuates a state-transfer between the two modes aˆz, dˆz, which can be seen from the solution to
the Heisenberg equations of motion (
˙ˆ
dz(t) = i
[
Gz(dˆzaˆ
†
z + dˆ
†
zaˆz), dˆz
]
, ˙ˆaz(t) = i
[
Gz(dˆzaˆ
†
z + dˆ
†
zaˆz), aˆz
]
)
aˆz(t) = cos(Gzt)aˆz(0)− i sin(Gzt)dˆz(0),
dˆz(t) = −i sin(Gzt)aˆz(0) + cos(Gzt)dˆz(0).
(S19)
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After a time of ts =
pi
2Gz
, the states of the two modes, and hence the phonon occupations, are swapped. If, in addition,
we have that ωz = ωx (and accordingly Gz = Gx) then the same swap process would cool both the x and z directions.
Finally, let us comment on the higher-order terms that we neglect in the Taylor expansion. Each term in the
expansion of Eq. (S12) is smaller than the precedent by the dimensionless factor ∼ 1r0
√
1
Mωα
(α = x, y, z). For
Rubidium atoms separated by 3 µm in ωz/2pi = 15 kHz traps (assuming ωz < ωx,y) this factor is ∼ 0.03. Moreover, if
we work in the regime where the rotating-wave approximation is valid, i.e ωz  Gz, all the terms that do not conserve
the total number of excitations, and in particular all the odd powers in the expansion, can be neglected. Thus, in
that regime, the leading order correction to Eq. (S16) is smaller by the factor ∼
(
1
r0
√
1
Mωz
)2
∼ 9× 10−4.
III. ADIABATIC PHONON-SWAP
In this section, we present an adiabatic protocol for performing the phonon-swap. As we have discussed in the
previous section, the repulsive force between a pair of atoms prevents the simple phonon-swap from taking place for
the trap component parallel to the inter-atomic axis. This manifests itself in the presence of the linear term in the
y component of Eq. (S14). We show here how this can be mitigated by implementing a smooth, slowly varying pi/2
pulse.
This adiabatic protocol can be intuitively understood as follows: we imagine slowly turning on and off the inter-
actions [A → A(t)] such that the atoms adiabatically follow the new equilibrium positions, determined by the total
potential, which is the sum of the trap potentials and the interactions. During this time, the phonon-swap can take
place, swapping the phonon excitations while the displacements slowly change.
We assume the same setup as in the previous section, where the two atoms, data and auxiliary, are initially (at
time t = 0) separated by some distance r0 ≡ r(0) = yeq2 (0)−yeq1 (0) (determined by the trap separation). As we slowly
increase A(t), the equilibrium positions (which at t = 0 are yeq1 (0) = 0, yeq2 (0) = r0) slowly change as well. These
equilibrium positions are found by minimizing the full potential at each time t, and are given by the solutions to the
following equations
Mω2yy
eq
1 (t)−
6A(t)[yeq1 (t)− yeq2 (t)]5
[R6c + (y
eq
1 (t)− yeq2 (t))6]2
= 0,
6A(t)[yeq1 (t)− yeq2 (t)]5
[R6c + (y
eq
1 (t)− yeq2 (t))6]2
+Mω2y(y
eq
2 (t)− r0) = 0.
(S20)
Taylor expanding the potential about those equilibrium positions gives (up to constants)
(S21)Hˆph,y =
Pˆ 21,y + Pˆ
2
2,y
2M
+
1
2
Mω2y(yˆ1 − yeq1 (t))2 +
1
2
Mω2y(yˆ2 − yeq2 (t))2 −MωyGy(t)[yˆ1 − yeq1 (t)− (yˆ2 − yeq2 (t))]2,
where
Gy(t) = −3A(t)
Mωy
7− 5(Rb/r(t))6
r(t)8[1 + (Rb/r(t))6]
3 , r(t) = y
eq
2 (t)− yeq1 (t). (S22)
The x and z Hamiltonians are still given by Eq. (S14) and Eq. (S16) with the only difference being that Gz, Gx are
now time-dependent. In the following we therefore first focus on the y component. Note that by expanding about
the equilibrium positions, we have implicitly assumed that the process is adiabatic. This assumption can be justified
self-consistently, as we show later in this section.
We now transform to the bosonic creation and annihilation operators yˆ1 =
1√
2Mωy
(aˆy + aˆ
†
y), yˆ2 =
1√
2Mωy
(dˆy + dˆ
†
y),
Pˆ1,y = i
√
Mωy
2 (aˆ
†
y − aˆy), Pˆ2,y = i
√
Mωy
2 (dˆ
†
y − dˆy) which gives
(S23)Hˆph,y = ωy(aˆ†yaˆy + dˆ†ydˆy)−ωyα1(t)(aˆy + aˆ†y)−ωyα2(t)(dˆy + dˆ†y)−
Gy(t)
2
[aˆy + aˆ
†
y−2α1(t)− (dˆy + dˆ†y−2α2(t))]2,
where αi(t) =
√
Mωy
2 y
eq
i (t). Moving to the adiabatic frame with the displacement operator Dˆ(t) =
12
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r/Rc
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FIG. S1. (a) Normalized phonon interactions as a function of distance. (b) Non-adiabatic corrections normalized to the trap
frequency ωy/2pi = 50 kHz as a function of time for a Gaussian pulse with Amax/2pi = 34.4 MHz µm6, σ = 6.7 µs, t0 = 215.9µs
for a trap separation of r0 = 1.93µm.
exp
[
−α1(t)(aˆ†y − aˆy)− α2(t)(dˆ†y − dˆy)
]
yields
Hˆph,y,ad = Dˆ(t)Hˆph,yDˆ†(t) + iD˙(t)D†(t)
= ωy(aˆ
†
yaˆy + dˆ
†
ydˆy)−
Gy(t)
2
[
(aˆ†y + aˆy)
2 + (dˆ†y + dˆy)
2
]
+Gy(t)(aˆ
†
y + aˆy)(dˆ
†
y + dˆy) + iα˙1(aˆy − aˆ†y) + iα˙2(dˆy − dˆ†y).
(S24)
From Eq. (S24) we can see that the adiabatic Hamiltonian for the y component has a similar structure as the x
and z Hamiltonians in the previous section in Eq. (S16), with additional non-adiabatic corrections proportional to α˙1
and α˙2. The adiabaticity condition is therefore ωy  α˙1, α˙2, which together with the condition ωy  Gy allows us to
make the rotating wave approximation, giving
(S25)Hˆph,y,ad ≈ ωy(aˆ†yaˆy + dˆ†ydˆy) +Gy(t)(aˆ†ydˆy + aˆydˆ†y).
If ωy  α˙1, α˙2, then the atoms follow adiabatically the equilibria of the total potential. This is in fact the justification
for the self-consistent assumption mentioned at the beginning of this section.
Equation (S25) effectuates a state-transfer between the two modes, exactly as the time-independent version in the
previous section [see Eq. (S18)]. The solution of the Heisenberg equations (in the rotating frame) are in this case
(with equivalent expressions for the x, z components)
aˆy(t) = cos
(∫
Gy(t)dt
)
aˆy(0)− i sin
(∫
Gy(t)dt
)
dˆy(0),
dˆy(t) = −i sin
(∫
Gy(t)dt
)
aˆy(0) + cos
(∫
Gy(t)dt
)
dˆy(0).
(S26)
For a full phonon-swap of the y phonons to take place we require
∫
Gy(t)dt =
pi
2 . However, since the phonon interaction
strength for the y direction is different than for the x and z directions [i.e., Gy(t) 6= Gx,z(t) as one can see in Fig. S1(a)]
a pi/2 pulse for y is not necessarily a pi/2 pulse for the other two directions. Nevertheless, in typical scenarios the
traps are not isotropic, and one can utilize this fact together with the different interaction curves to compensate and
optimize a pulse that is as close as possible to pi/2 for all three directions.
As a simple example, we take a Gaussian pulse for A(t) = Amax
[
exp
(
− (t−t0)22σ2
)
− c
]
where c is a constant chosen
such that A(0) = 0. Using similar parameters as in the main text (see caption of Fig. S1), assuming ωx/2pi = ωz/2pi =
15 kHz and ωy/2pi = 50 kHz we can find pulse parameters that yield
∫
Gy(t)dt/(pi/2) ≈
∫
Gx,z(t)dt/(pi/2) ≈ 1.
Furthermore, even if for a given parameter regime it is not possible to perform the 3D phonon-swap with a single
pulse, one can always perform the cooling in three steps: one can first apply a pi/2 pulse to swap the phonons in the
x and z components. This would only partially swap the y phonons. One then has to cool the auxiliary atoms before
applying another pi/2 pulse, this time designed to fully swap the y phonons.
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Finally, in Fig. S1(b) we show the ratios of α˙1,2 to the trap frequency ωy for the Gaussian pulse described above.
As one can see, the adiabaticity constraint is satisfied well at all times.
IV. PHONON-SWAP FOR 1D CHAIN
Here we generalize the results of the previous sections to the more realistic case of an atomic register consisting of
many atoms. We derive Eq. (3) from the main text.
For concreteness we consider the setup in Fig. 1(a) of the main text where a 1D chain of N auxiliary atoms (lattice
constant x0) is brought to a distance of y0 from an identical 1D chain of N data atoms. For simplicity we only consider
a single trap direction (z) and the time-independent swap protocol. The generalizations to two or three directions
and the adiabatic swap are straightforward. The Hamiltonian for the vibrational modes in the z direction is (we drop
the z labels from here on)
(S27)Hˆ =
N∑
i=1
ωz(aˆ
†
i aˆi + dˆ
†
i dˆi)−
1
2
N∑
i=1,j=1,i6=j
Gij
[
(zˆai − zˆaj )2 + (zˆdi − zˆdj )2
]− N∑
i=1,j=1
Fij(zˆ
a
i − zˆdj )2,
where by aˆi (dˆi) we denote the phonon-annihilation operator for an auxiliary (data) atom i and by z
a
i =
1√
2
(aˆ+aˆ†)(zdi =
1√
2
(dˆ+ dˆ†)) the z coordinate of an auxiliary (data) atom (we have absorbed Mωz into the definition of Gij and Fij).
The 12 is to avoid double-counting and the coefficients are given by
Gij =
G
η8|i− j|8 ,
Fij =
G
[η2(i− j)2 + 1]4 ,
(S28)
where G is defined in Eq. (S17) with r = y0 and η ≡ x0y0 . To be consistent with the two-atom case, we have defined G
with the nearest neighbor separation between data-auxiliary atoms (y0). We have also assumed that pairs of atoms
that are farther apart than the nearest-neighbor separation (i.e next nearest-neighbors and so on) experience power-
law interactions. In other words, we assumed that the separation between next-nearest neighbors is significantly larger
than the blockade radius. In terms of bosonic operators Eq. (S27) is
(S29)
Hˆ =
N∑
i=1
[
ω˜z,i(aˆ
†
i aˆi + dˆ
†
i dˆi)−
1
2
(G˜i + F˜i)(aˆ
2
i + dˆ
2
i + H.c.)
]
+
1
2
∑
i6=j
Gij(aˆiaˆj + aˆ
†
i aˆj + dˆidˆj + dˆ
†
i dˆj + H.c.) +
∑
ij
Fij(aˆidˆj + aˆidˆ
†
j + H.c.),
where
ω˜z,i = ωz + G˜i + F˜i,
G˜i =
∑
j 6=i
Gij ,
F˜i =
∑
j
Fij .
(S30)
We now assume that the system is translationally invariant, i.e, ω˜z,i ≈ ω˜z, G˜i ≈ G˜, F˜i ≈ F˜ for all i. This is a good
approximation for the “bulk” of the atoms, away from the edges, in the limit where N → ∞, or for a system with
periodic boundary conditions. We also assume that ω˜z  G˜, F˜ which allows us to drop terms that do not conserve
the total number of excitations. With these assumptions, the Hamiltonian in the rotating frame is given by
Hˆ =
∑
i 6=j
Gij(aˆ
†
i aˆj + dˆ
†
i dˆj) +
∑
ij
Fij(aˆidˆ
†
j + aˆ
†
i dˆj). (S31)
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Taking the Fourier transform with
aˆn =
1√
N
∑
k
aˆke
iknx0 , aˆk =
1√
N
∑
n
aˆne
−iknx0 , (S32)
and using the fact that Gij and Fij are transitionally invariant, i.e depend on |i− j|, we get
Hˆ =
∑
k
[
Gk(aˆ
†
kaˆk + dˆ
†
kdˆk) + Fk(aˆkdˆ
†
k + aˆ
†
kdˆk)
]
, (S33)
where we used
∑
n e
i(k−k′)nx0 = Nδk,k′ and the following definitions
Gk =
N∑
n=−N,n6=0
Gne
−iknx0 = 2
N∑
n=1
Gn cos(knx0),
Fk =
N∑
n=−N
Gne
−iknx0 = Fn=0 + 2
N∑
n=1
Fn cos(knx0).
(S34)
Equation (S33) can be diagonalized with the transformation
cˆk =
aˆk + dˆk√
2
, bˆk =
aˆk − dˆk√
2
, (S35)
which gives
Hˆ =
∑
k
[
(Gk + Fk)cˆ
†
k cˆk + (Gk − Fk)bˆ†k bˆk
]
. (S36)
Using this, we can now compute the average excitation number in the auxiliary and data atoms, given by
n¯a(t) =
1
N
∑
n
〈
aˆ†n(t)aˆn(t)
〉
,
n¯d(t) =
1
N
∑
n
〈
dˆ†n(t)dˆn(t)
〉
.
(S37)
Below, we first compute n¯a(t):
n¯a(t) =
1
N
∑
n
〈
aˆ†n(t)aˆn(t)
〉
=
1
4N2
∑
k
∑
nm
eikx0(n−m)
〈
4 cos2(Fkt)aˆ
†
naˆm + 4 sin
2(Fkt)dˆ
†
ndˆm + 2i sin(2Fkt)aˆ
†
ndˆm − 2i sin(2Fkt)dˆ†naˆm
〉
.
(S38)
For simplicity, we now assume that the initial state is a product state and also that 〈aˆi〉 =
〈
aˆ2i
〉
= 〈dˆi〉 = 〈dˆ2i 〉 = 0
for all i. This would be the case, for example, if every atom starts at a pure Fock state or a thermal state. With this
assumption, only the diagonal terms in Eq. (S38) contribute, yielding
n¯a(t) =
1
N
[∑
k
cos2(Fkt)
]
n¯a(0) +
1
N
[∑
k
sin2(Fkt)
]
n¯d(0). (S39)
Taking the continuum limit 1N
∑
k → x02pi
∫ pi/x0
−pi/x0 dk and changing variables kx0 → k gives
n¯a(t) = n¯a(0)
∫ pi
−pi
dk
2pi
cos2(Fkt) + n¯d(0)
∫ pi
−pi
dk
2pi
sin2(Fkt). (S40)
To obtain a closed form expression, we approximate the sum in Fk by the first term n = 1 which corresponds to
only keeping up to next nearest-neighbors interactions between auxiliary and data atoms. This gives rise to
n¯a(t) =
n¯a(0) + n¯d(0)
2
+
n¯a(0)− n¯d(0)
2
J0
[
4Gt
(1 + η2)4
]
cos(2Gt),
n¯d(t) =
n¯a(0) + n¯d(0)
2
− n¯a(0)− n¯d(0)
2
J0
[
4Gt
(1 + η2)4
]
cos(2Gt),
(S41)
where J0(z) is a Bessel function of the first kind.
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V. LASER EXCITATION FROM GROUND STATES
In this section we give an example level structure and laser polarization choice for 87Rb atoms for some of the
schemes we presented in the main text. One choice for the spin-1/2 states of the data atoms are the following two
hyperfine ground states
|g−〉 ≡ |52S1/2, F = 1,mF = 1〉,
|g+〉 ≡ |52S1/2, F = 2,mF = 2〉.
(S42)
To excite to S1/2 states, we need to use an intermediate P state. Using σ+, σ−, and σ0 polarized light, one can for
example use the following ladder scheme
|g−〉 σ0−→
∣∣5P3/2, F = 1,mF = 1〉 σ+−−→ ∣∣nS1/2,mJ = + 12〉 ,
|g+〉 σ0−→
∣∣5P3/2, F = 2,mF = 2〉 σ−−−→ ∣∣nS1/2,mJ = − 12〉 . (S43)
For the auxiliary atoms, a single state out of the two is sufficient. For exciting to P1/2 states, one choice is the
following
|g−〉 σ+−−→ |nP1/2,mJ = + 12 〉,
|g+〉 σ−−−→ |nP1/2,mJ = − 12 〉.
(S44)
