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Resumen: Este art´ıculo describe, en forma de tutorial, una metodolog´ıa integrada
para la identiﬁcacio´n y disen˜o de controladores comenzando con el modelado
dina´mico basado en datos de planta, y concluyendo con la sinton´ıa de para´metros
para controladores de tipo PID de elevadas prestaciones. Al integrar el paso
de identiﬁcacio´n con el disen˜o de controladores, el me´todo logra demostrar una
funcionalidad que es muy deseada por la comunidad de control industrial. Los
pasos principales en esta metodolog´ıa son: disen˜o experimental, estimacio´n de
modelos tipo ARX de alto orden, y reduccio´n de modelos relevantes al control
que esta´n de acuerdo con leyes de sinton´ıa IMC-PID. Cuando se utiliza una
entrada de excitacio´n persistente, el estimado del modelo ARX de alto orden es
consistente, lo cual hace que el me´todo sea atractivo como modelo intermedio
para estimacio´n de modelos de bajo orden relevantes al control. Adema´s, el bajo
esfuerzo computacional asociado con la estimacio´n de modelos ARX signiﬁca que
se pueden usar eﬁcazmente me´todos estad´ısticos sencillos (tales como la validacio´n
cruzada) para determinar una estructura adecuada para el modelo ARX sin mucha
intervencio´n por parte del usuario. La metodolog´ıa se ilustra en el caso de una
planta con retardo sujeta a una perturbacio´n con elevada deriva.
Copyright c©2007 CEA-IFAC.
Palabras clave: identiﬁcacio´n de sistemas, control PID, reduccio´n de modelos,
modelado orientado al control, control con modelo interno (IMC).
1. INTRODUCCIO´N
A pesar de los avances signiﬁcativos que se han
producido en el desarrollo de esquemas de control
avanzado en las pasadas dos de´cadas, el contro-
lador PID ba´sico y sus mu´ltiples variantes siguen
siendo la opcio´n preferida en muchas aplicaciones
industriales. Ma´s del 95% de todos los lazos de
control en la industria de procesos emplean algo-
ritmos tipo PID (A˚stro¨m and Ha¨gglund, 2006).
Aunque la capacidad computacional de los sis-
temas de control distribuidos actuales continua
aumentando, los controladores PID siguen man-
teniendo su posicio´n predominante debido a su
simplicidad estructural, ﬁabilidad y una relacio´n
muy favorable entre comportamiento y coste. Ma´s
alla´ de estos beneﬁcios, los controladores PID que
permiten un modelado dina´mico de la planta sim-
pliﬁcado requieren unos conocimientos modestos
por parte del usuario y reducen los esfuerzos de
desarrollo. Estas cuestiones tienen una gran im-
portancia desde un punto de vista pra´ctico (Lee
and Weekman, 1976).
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El control con modelo interno (IMC) es un pro-
cedimiento sistema´tico para el disen˜o de siste-
mas de control basados en el concepto de la Q-
parametrizacio´n, que constituye el fundamento de
muchas te´cnicas de disen˜o de control modernas
(Morari and Zaﬁriou, 1989). El procedimiento de
disen˜o IMC aplicado a funciones de transferencia
de bajo orden, que son comunes en las aplicaciones
de control de procesos, dan como resultado reglas
de sinton´ıa basadas en modelos para controladores
PID, tal como se muestra en las Tablas 1 y 2.
Un u´nico para´metro ajustable en estas reglas de
sinton´ıa IMC-PID especiﬁca la velocidad de res-
puesta en lazo cerrado y al mismo tiempo tiene
una inﬂuencia directa sobre su robustez (Rivera
et al., 1986; Rivera and Flores, 2004). Un art´ıculo
de revisio´n publicado en el nu´mero “PID 2006”del
IEEE Control Systems Magazine (Li et al., 2006)
dice que el IMC es el me´todo de sinton´ıa ma´s am-
pliamente utilizado entre los paquetes de software
PID comerciales que utilizan modelos anal´ıticos.
Un medio efectivo para obtener estos modelos
consiste en utilizar te´cnicas de identiﬁcacio´n de
sistemas (Ljung, 1999; Ljung and Glad, 1994).
Si se integra la identiﬁcacio´n del sistema con el
disen˜o del controlador IMC-PID, es ma´s fa´cil ob-
tener controladores con un alto nivel de compor-
tamiento que cuando ambas tareas se realizan de
forma independiente. Conseguir esta sinergia es
la ﬁlosof´ıa motivadora que subyace detra´s de la
metodolog´ıa que se describe en este trabajo.
La sinton´ıa de un controlador PID comenzando
a partir de datos de entrada-salida es un pro-
blema bien conocido cuando la planta esta´ libre
de perturbaciones. La sinton´ıa PID basada en
la curva de reaccio´n del proceso o en el me´todo
del rele´ (A˚stro¨m and Ha¨gglund, 2006; Atherton,
1999; Johnson and Moradi, 2005; O’Dwyer, 2003)
son te´cnicas que funcionan bien en circunstancias
de bajo niveles de ruido. Sin embargo, muchos
problemas de control PID que son signiﬁcativos
desde un punto de vista pra´ctico no caen dentro
de esta categor´ıa. Los retos en identiﬁcacio´n para
control PID incluyen las siguientes cuestiones:
1. La identiﬁcacio´n del sistema debe realizarse
bajo condiciones experimentales especialmen-
te exigentes. El proceso puede estar sometido
a derivas en la variable controlada y a pertur-
baciones con retos ana´logos que hacen dif´ıcil
la identiﬁcacio´n y que plantea problemas a
los me´todos convencionales basados en la cur-
va de reaccio´n del proceso y en el me´todo del
rele´.
2. La cantidad de conocimiento que se necesita
a priori de la dina´mica de la planta puede ser
limitada. Los procedimientos de identiﬁca-
cio´n de sistemas, tales como el disen˜o experi-
mental o´ptimo, requieren un conocimiento a
priori del modelo da la planta (Ljung, 1999).
En la pra´ctica el conocimiento que se tiene
de la dina´mica del proceso al comienzo de la
experiencia de identiﬁcacio´n es con frecuen-
cia limitado, excepto quiza´s alguna estima
aproximada de las constantes de tiempo y
posiblemente de la ganancia en estado es-
tacionario. Normalmente, el usuario mejora
su conocimiento del proceso en el curso del
modelado y del disen˜o del control que deben
reconocerse como tales en el procedimiento
de identiﬁcacio´n.
3. Tomar en cuenta cuestiones relativas a la
amigabilidad del procedimiento durante la ex-
periencia de identiﬁcacio´n. La identiﬁcacio´n
durante la operacio´n normal del proceso debe
ser informativa y lo ma´s corta y menos invasi-
va posible. Estas consideraciones constituyen
la base de las te´cnicas de identiﬁcacio´n ami-
gables con la planta y que han sido recono-
cidas como tales en la literatura de control
de procesos (Braun et al., 2002; Parker et
al., 2001; Rivera et al., 2003).
4. Considerar el nivel de conocimiento del usua-
rio ﬁnal. Los me´todos de identiﬁcacio´n con-
siderados deben ser realizados por ingenieros
de procesos y otro personal de planta que
no poseen estudios de grado en ingenier´ıa de
control. Esta consideracio´n y la facilidad con
que se llevan a cabo se extiende tambie´n al
problema de disen˜o del control PID.
5. La iteracio´n en el proceso de identiﬁcacio´n es
a menudo inevitable. En la pra´ctica a causa
de la informacio´n limitada que se dispone de
la planta al comienzo de la identiﬁcacio´n, con
frecuencia resulta necesario realizar ma´s de
una experiencia. Como consecuencia de esto
la identiﬁcacio´n se hace un proceso iterativo.
Disen˜ar un ensayo experimental es costoso y
supone una ruptura en la operacio´n normal
de la planta, as´ı que no resulta deseable
reiterar en esta etapa del procedimiento de
identiﬁcacio´n. Sin embargo, la iteracio´n sobre
la seleccio´n de la estructura del modelo y el
disen˜o del control una vez se dispone de los
datos se puede hacer fuera de l´ınea y permite
su automatizacio´n mediante software.
Para demostrar estas cuestiones, conside´rese un
modelo estimado a partir de una curva de reaccio´n
del proceso. Las te´cnicas gra´ﬁcas del punto de in-
ﬂexio´n y me´todos similares para estimar modelos
de estos datos se describen en textos cla´sicos de
control de procesos, tales como Ogunnaike and
Ray (1994) y Seborg et al. (2004). El sistema con-
siste en una planta de primer orden con retardo
p(s) =
Ke−θs
τs + 1
, (1)
con para´metros K = 1, τ = 10 min, y θ = 5 min.
Se supone un escenario en el cual (1) se muestrea
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con un per´ıodo de T = 1 min y esta´ sujeto a una
perturbacio´n de salida ν(t)
y(t) = G(q) u(t) + ν(t). (2)
En (2), y(t) es la sen˜al de salida medida y u(t)
la sen˜al de entrada. u(t) y ν(t) tienen respecti-
vamente densidades espectrales Φu(ω) y Φν(ω).
G(q) es la funcio´n de transferencia equivalente
con retenedor de orden cero de p(s), donde q es
el operador de desplazamiento hacia adelante. La
perturbacio´n de salida ν(t)
ν(t) = H(q) w(t), (3)
esta´ constituida por un proceso de ruido blanco
Gausiano w(t) con varianza σ2w = 0,0005 y una
funcio´n de transferencia de la perturbacio´n H(q)
H(q) =
q2
(q − 0,91)(q − 1) . (4)
El polo en q = 1 integra la sen˜al de ruido blanco
w(t) y crea una deriva en la variable controlada
y(t) bajo condiciones de lazo abierto, tal como se
observa en la Figura 1. La deriva es comu´n en
aplicaciones de proceso debido a variaciones en
las condiciones medio ambientales y en la calidad
de la materia prima.
Figura 1. Realizacio´n de la perturbacio´n integrada
autoregresiva modelada por (4).
Supo´ngase que se genera una curva de reaccio´n del
proceso aplicando un salto en escalo´n a la variable
manipulada u(t). En la Figura 2 se muestra un
ajuste gra´ﬁco que concuerda bien con estos da-
tos. Un usuario t´ıpico concluir´ıa de la Figura 2
que el modelo estimado esta´ pro´ximo a la plan-
ta verdadera, aunque los para´metros del modelo
estimado para este ajuste de curva corresponde
a Kest = 0,651, τest = 7,425 min, y θest = 6
min. Si se compara con la planta verdadera, el
modelo estimado tiene errores entre 20% y 35%
en todos sus para´metros, que puede tener su im-
pacto sobre el comportamiento del subsiguiente
sistema de control si se utilizan estos para´metros
para la sinton´ıa del controlador PID. Por ejemplo
de acuerdo con la Tabla 1 que utiliza las reglas
sinton´ıa del controlador IMC-PID.
Un enfoque para mejorar las estimas de los
para´metros del modelo es aumentar la amplitud
Figura 2. Ana´lisis de la curva de reaccio´n del
proceso con modelo (1) sujeto a una pertur-
bacio´n del tipo (4). La medida de la salida
del proceso corresponde a la l´ınea continua;
la respuesta de un modelo de ajuste gra´ﬁco
corresponde a la l´ınea a trazos. La l´ınea de
punto y raya corresponde a la respuesta de la
planta verdadera.
del salto en escalo´n de forma que la respuesta de la
salida del proceso exceda a la magnitud del ruido
y las perturbaciones. No obstante, una entrada en
escalo´n que satisfaga estas condiciones puede ser
demasiado grande para que pueda ser tolerada por
la planta y se considera por lo tanto que es una
“entrada hostil con la planta”. Un me´todo alter-
nativo es utilizar sen˜ales de identiﬁcacio´n que pue-
dan generar datos informativos cuando la relacio´n
sen˜al-ruido es baja, tales como sen˜ales binarias
pseudo aleatorias (PRBS) (Godfrey, 1993). Una
secuencia PRBS conduce a operaciones amigables
con la planta, ya que es posible disen˜ar un ex-
perimento con una relacio´n sen˜al-ruido ma´s baja
que en el caso de un ensayo de un u´nico salto en
escalo´n. Sin embargo, la estimacio´n de modelos
a partir de datos producidos mediante una sen˜al
PRBS requieren te´cnicas ma´s soﬁsticadas que los
me´todos gra´ﬁcos que se aplican normalmente a la
curva de reaccio´n de un proceso.
Es tambie´n importante considerar el problema de
las elecciones del usuario y las especiﬁcaciones
adecuadas de las variables de disen˜o. Para una
sen˜al PRBS, el usuario debe decidir el nu´mero de
bits que posee el registro de desplazamiento, el
tiempo de conmutacio´n, la magnitud y la duracio´n
de la sen˜al. El preprocesamiento de los datos in-
cluye la eliminacio´n de la componente de continua,
eliminacio´n de datos espu´reos y preﬁltrar para
enfatizar selectivamente un ancho de banda de fre-
cuencias de intere´s en los datos. La seleccio´n de la
estructura del modelo y del me´todo de estimacio´n
de para´metros conlleva la eleccio´n de una clase
de modelos tales como ARX, ARMAX, y Box-
Jenkins, y la seleccio´n de o´rdenes espec´ıﬁcos para
los polinomios dentro de una clase de estructura
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Tabla 1. Reglas de sinton´ıa basadas en IMC para controladores PI y PID ideales
y PID con ﬁltro para un sistema de primer orden con retardo. La forma de los
controladores PID es representada por c(s) = Kc(1 + 1τIs + τDs)
1
(τF s+1)
.
Controlador KKc τI τD τF Recomendable
λ
θ
(λ > 0,2τ siempre)
PI
2τ
(2λ + θ)
τ − − > 0,8
PI Alternativo
2τ + θ
2λ
τ +
θ
2
− − > 1,7
PID
2τ + θ
(2λ + θ)
τ +
θ
2
τθ
(2τ + θ)
− > 0,8
PID con ﬁltro
2τ + θ
2(λ + θ)
τ +
θ
2
τθ
2τ + θ
λθ
2(λ + θ)
> 0,25
Tabla 2. Reglas de sinton´ıa IMC-PID para plantas de primer y segundo orden sin
integrador y con cero de fase no mı´nima β > 0. La forma general del controlador
PID corresponde a la utilizada en la Tabla 1.
Modelo KKc τI τD τF
K(−βs+1)
τs+1
τ
β+λ
τ - -
K(−βs+1)
τ2s2+2ζτs+1
2ζτ
β+τ
2ζτ τ
2ζ
-
K(−βs+1)
τ2s2+2ζτs+1
2ζτ
2β+λ
2ζτ τ
2ζ
βλ
2β+λ
dada. La validacio´n de modelos incluye simula-
cio´n, validacio´n cruzada, ana´lisis de correlacio´n
de los residuos e inspeccio´n de las repuestas a
un escalo´n, a un impulso y frecuencial. El modelo
que se desea utilizar ﬁnalmente puede necesitar
ser adaptado a una estructura espec´ıﬁca, lo que
en el caso de aplicaciones de control que emplean
IMC-PID puede requerir te´cnicas de reduccio´n de
modelos.
Finalmente, el objetivo de todas estas decisiones
de las variables de disen˜o es un modelo que con-
duce a una buena sinton´ıa del controlador. La
Figura 3 muestra la aplicacio´n de un experimento
amigable con la planta que emplea una PRBS en
el caso de un proceso que experimenta una deriva
en y. Durante los primeros 2000 minutos, el pro-
ceso opera en lazo abierto. El intervalo de tiempo
entre 2000 y 2510 minutos muestra un ensayo de
identiﬁcacio´n que consiste en dos ciclos de una
sen˜al de entrada PRBS amigable con la planta.
Estos datos se emplean para construir un modelo
que lleva a los para´metros de sinton´ıa IMC para
un controlador PID con ﬁltro segun la Tabla 2.
La respuesta despue´s de 2510 minutos muestra
la respuesta en lazo cerrado de este controlador
IMC-PID con ﬁltro. La elevada varianza en y
exhibida durante la operacio´n en lazo abierto se
transﬁere a la variable manipulada u por la accio´n
del sistema de control. La variabilidad reducida
en la variable controlada bajo condiciones de lazo
cerrado es esencial para conseguir una mejor ope-
racio´n global con mayores beneﬁcios econo´micos
y seguridad de funcionamiento. El objetivo de
este trabajo es investigar los pasos necesarios para
alcanzar la secuencia completa de identiﬁcacio´n-
control que se representa en la Figura 3.
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Figura 3. Simulacio´n de una planta de primer
orden con retardo sometida a una perturba-
cio´n autoregresiva integrada, demostrando la
respuesta de la perturbacio´n a lazo abierto, el
ensayo de identiﬁcacio´n usando una sen˜al de
entrada PRBS amigable con la planta, y la
respuesta del sistema a lazo cerrado usando
un controlador IMC-PID.
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2. METODOLOGI´A DE IDENTIFICACIO´N
PARA LA SINTONI´A DE IMC-PID
En la Figura 4 se resumen las principales etapas
de la metodolog´ıa de identiﬁcacio´n para la sin-
ton´ıa de IMC-PID. Estas etapas incluyen tareas
de disen˜o experimental junto con diversas v´ıas de
ejecucio´n bajo condiciones amigables con la plan-
ta, estimacio´n de modelos ARX de alto orden y
reduccio´n de modelos relevantes al control, dando
lugar a modelos que permiten aplicar las reglas de
sinton´ıa asociadas a IMC-PID.
Figura 4. Diagrama de ﬂujo que describe la meto-
dolog´ıa integrada de dos pasos de identiﬁca-
cio´n y disen˜o de control IMC-PID.
En esta seccio´n se realiza una revisio´n sobre infor-
macio´n referente al modelado ARX. Se analizan
las condiciones bajo las cuales, haciendo uso de
estos modelos, es posible obtener una estimacio´n
consistente de plantas lineales invariantes en el
tiempo bajo condiciones de ruido. Tras ello, se
describe la estructura del modelo y los procedi-
mientos de validacio´n utilizados en la metodolog´ıa
as´ı como las gu´ıas para el disen˜o de entradas
amigables con la planta haciendo uso de sen˜ales
PRBS. De la misma forma se mostrara´ co´mo un
procedimiento de reduccio´n de modelos relevantes
para control para ser utilizado con las reglas de
sinton´ıa IMC-PID depende de las repuestas en fre-
cuencia de un modelo ARX validado para estimar
los para´metros del modelo.
2.1 Estimacio´n del Modelo ARX
Se utilizan los datos a partir de (2) para estimar
un modelo de prediccio´n de error caracterizado
por una estructura de modelo Auto Regresiva con
entrada eXterna (ARX)
y(t) =
B(q)
A(q)
u(t− nk) + 1
A(q)
e(t), (5)
= p˜(q) u(t) + p˜e(q) e(t), (6)
donde p˜(q) es el modelo de la funcio´n de trans-
ferencia entre u(t) e y(t), y p˜e(q) es el modelo de
ruido. Los polinomios A(q) y B(q), deﬁnidos por el
operador de desplazamiento hacia atra´s q−1, son
respectivamente de orden na y nb + 1, es decir,
A(q) = 1 + a1q−1 + · · ·+ anaq−na ,
B(q) = b1 + b2q−1 + · · ·+ bnbq−nb+1,
donde nk es el retardo del sistema, representado
como un entero mu´ltiplo de intervalo de muestro.
Adema´s, e(t) = y(t) − yˆ(t|t − 1) es el error
de prediccio´n de un paso hacia adelante, donde
yˆ(t|t − 1) es la prediccio´n de y un paso hacia
adelante, expresado como
yˆ(t|t−1) = p˜−1e (q)p˜(q)u(t)+(1− p˜−1e (q))y(t) (7)
Los para´metros de (5) se pueden determinar mi-
nimizando el error de prediccio´n cuadra´tico
mı´n
p˜,p˜e
1
N
N∑
t=1
[y(t)− yˆ(t|t− 1)]2 = mı´n
p˜,p˜e
1
N
N∑
t=1
e2(t),
(8)
donde N es el nu´mero de observaciones en el
conjunto de datos.
La estimacio´n de modelos ARX posee dos pro-
priedades atractivas, simplicidad computacional
y consistencia. El problema de estimacio´n de los
mı´nimos cuadrados (8) puede ser resuelto como
un problema de regresio´n lineal utilizando
ϕ= [−y(t− 1) · · · − y(t− na)
u(t− nk) · · ·u(t− nk − nb + 1)]T
y θ = [a1 · · · ana b1 · · · bnb ]T , que da lugar a la
bien conocida solucio´n lineal
θˆ = [
1
N
N∑
t=1
ϕ(t)ϕT (t)]−1
1
N
N∑
t=1
ϕ(t)y(t). (9)
Adema´s, minimizando el error de prediccio´n
cuadra´tico en (8) es posible obtener un estima-
do ARX consistente, es decir, las respuestas en
frecuencia de la funcio´n de transferencia estimada
y los modelos de ruido con N → ∞ se acercan
asinto´ticamente a la del sistema real con probabi-
lidad uno
p˜(ejωT ) =A−1(ejωT )B(ejωT )e−jωTnk N=∞→ G(ejωT )
p˜e(ejωT ) =A−1(ejωT )
N=∞→ H(ejωT ),
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La consistencia se alcanza asegurando el cumpli-
miento de los siguientes puntos (Wahlberg, 1989;
Zhu, 2001):
1. La sen˜al de entrada u(t) debe poseer excita-
cio´n persistente. Esto se maniﬁesta con una
densidad para el espectro de potencia Φu
distinta de zero en todo el rango de frecuencia
Φu(ω) > 0 − π/T < ω < π/T.
2. Los o´rdenes de A(q) y B(q) y el nu´mero de
datos utilizados N son suﬁcientemente altos.
Conside´rese la estructura (5) donde nk = 1
y na = nb = n. Segu´n Zhu (2001), es na-
tural hacer dependiente el orden del modelo
n de N , es decir, n = n(N). Para tener
una estructura ARX que aporte un estimado
consistente de la respuesta en frecuencia de
la plata real en (2), n debe incrementarse a
medida que aumente N , pero n deber´ıa ser
ma´s pequen˜o que N :
n(N)→∞ y n(N)2/N → 0 donde N →∞.
(10)
En te´rminos generales, un modelo ARX de suﬁ-
ciente alto orden se aproxima a la dina´mica del
sistema real considerando que la sen˜al de entra-
da genera suﬁciente variacio´n en el proceso y el
conjunto de datos disponible es suﬁcientemente
grande. Aunque la teor´ıa asinto´tica no especiﬁca
que´ valores corresponden a “suﬁcientemente al-
tos”, no obstante posee importantes implicaciones
en la seleccio´n de las variables de disen˜o. Algunas
deducciones adicionales se pueden extraer exa-
minando la expresio´n de la covarianza asinto´tica
(Ljung, 1999)
var(p˜(ejωT )) ∼ n
N
Φν(ω)
Φu(ω)
. (11)
(11) favorece un disen˜o de la sen˜al de entrada con
una relacio´n de sen˜al-ruido alta Φu(ω)/Φν(ω) a lo
largo del ancho de banda establecido por la veloci-
dad de respuesta del sistema en lazo cerrado. Si las
condiciones operacionales restringen la amplitud
de la sen˜al de entrada, entonces se requiere un
valor elevado de N para mitigar el efecto de las
perturbaciones sobre la varianza del modelo.
2.2 Seleccio´n del Modelo, Estimacio´n y Validacio´n
En la estimacio´n de modelos ARX, la seleccio´n de
la estructura del modelo se puede realizar sin una
intervencio´n sustancial del usuario haciendo uso
de la validacio´n cruzada. En la validacio´n cruzada,
se utiliza un conjunto de datos diferente al usado
para estimacio´n con el ﬁn de determinar la capa-
cidad predictiva del modelo. Considerando que la
estimacio´n ARX consiste en resolver un problema
lineal de mı´nimos cuadrados, la estimacio´n puede
repetirse con un gran nu´mero de estructuras de
modelos sin requerir un carga computacional sig-
niﬁcativa. De esta forma, se obtiene un conjunto
de estructuras de modelos especiﬁcando un rango
de valores para na, nb y nk. Si se relaciona la fun-
cio´n de coste frente al nu´mero de para´metros del
modelo sobre un conjunto de datos de validacio´n
cruzada, sera´ posible determinar la estructura de
modelo o´ptimo sin necesidad de iteraciones adi-
cionales. La estructura del modelo que minimiza
la funcio´n de coste es aquella que muestra el
menor porcentaje de varianza en la salida. Si no
esta´ disponible un conjunto de datos de validacio´n
cruzada, se puede determinar un orden de mo-
delo de parsimonia utilizando otras medidas, tal
como el Criterio Teo´rico de Informacio´n Akaike
(Akaike Information Theoretic Criterion, AIC) o
el principio de la Longitud de Descripcio´n Mı´ni-
ma de Rissanen (Rissanen’s minimum description
length (MDL) principle) (Ljung, 1999; Ljung and
Glad, 1994). Esta estimacio´n del modelo y el
procedimiento de validacio´n para modelos ARX
se lleva a cabo en MATLAB utilizando las fun-
ciones struc, arxstruc y selstruc del System
Identiﬁcation Toolbox. Estas misma operaciones
son accesibles desde el interfaz de usuario de este
toolbox a trave´s de ident.
2.3 Disen˜o y Ejecucio´n de la Sen˜al de Entrada
El e´xito de la metodolog´ıa de identiﬁcacio´n de-
pende de la capacidad de generar un conjunto
de datos de entrada/salida suﬁcientemente infor-
mativos que se obtienen de un experimento de
identiﬁcacio´n adecuadamente disen˜ado. Como se
indico´ anteriormente, se requiere la excitacio´n per-
sistente en la sen˜al de entrada correspondiente
al orden del modelo ARX para evitar singula-
ridades en la estimacio´n de mı´nimos cuadrados.
Una sen˜al de ruido blanco aleatoria teo´ricamente
cumple estos requerimientos, pero no es una sen˜al
amigable con la planta. Adema´s, considerando las
exigencias de modelado desde un punto de vista
de control es importante incluir potencia en la
sen˜al de entrada hasta la frecuencia de corte de la
funcio´n de transferencia en lazo abierto p(s)c(s),
que generalmente corresponde al ancho de banda
del sistema en lazo cerrado (Rivera and Gaik-
wad, 1995). Las consideraciones indicadas en la in-
troduccio´n son muy importantes, particularmente
el reconocimiento de que generalmente se conoce
poco sobre la dina´mica del proceso al inicio de los
ensayos de identiﬁcacio´n, y que las restricciones
de operacio´n de la planta rechazara´n experimen-
tos de identiﬁcacio´n largos o muy intrusivos. Una
gu´ıa que permite obtener un estimado conveniente
de la banda de frecuencia sobre la cual se desea
realizar la excitacio´n es la siguiente
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βsτHdom
≤ ω ≤ αs
τLdom
, (12)
donde τHdom y τ
L
dom son los l´ımites estimados de
las constantes de tiempo, y β es un factor ente-
ro que representa el tiempo de asentamiento del
proceso. Por ejemplo, para especiﬁcar el l´ımite de
baja frecuencia utilizando el 95% del tiempo de
establecimiento del proceso (T95%), se establece
βs = 3 y para T99%, βs = 5. Por otro lado, αs es
un factor que representa la velocidad de respuesta
en lazo cerrado, siendo un mu´ltiplo del tiempo
de respuesta en bucle abierto. Valores por defecto
t´ıpicos para aplicaciones de control de procesos
son αs = 2 y βs = 3. Esta conﬁguracio´n de
para´metros captura el ancho de banda de fre-
cuencia de intere´s en muchas situaciones donde la
velocidad de respuesta en bucle cerrado es similar
a la del sistema en bucle abierto. Si se aumentan
los valores de αs y βs se ampliara´ la banda de
frecuencia de e´nfasis en la sen˜al de entrada y se
incrementara´ la resolucio´n del espectro de esta
misma sen˜al. Mientras estas propiedades de sen˜al
son deseables desde un punto de vista teo´rico,
e´stas dan lugar a experimentos ma´s largos y po-
siblemente ma´s negativos. En la pra´ctica, las res-
tricciones de operacio´n dictara´n un compromiso
adecuado entre estas dos consideraciones.
(12) es utilizado para especiﬁcar las variables de
disen˜o en las entradas PRBS. PRBS es una sen˜al
de nivel 2, perio´dica y determinista, la cual se
genera utilizando un registro de desplazamiento
de suma mo´dulo 2. Un ciclo de una secuencia
PRBS se determina por el nu´mero de registros
nr y el tiempo de conmutacio´n o periodo de reloj
Tsw, que es el mı´nimo tiempo entre cambios en
el nivel de la sen˜al. La sen˜al se repite despue´s de
NsTsw unidades de tiempo, donde Ns = 2nr − 1.
La densidad del espectro de potencia para una
sen˜al PRBS viene dada por
Φu(ω) =
a2mag(Ns + 1)Tsw
Ns
[
sin(ωTsw2 )
ωTsw
2
]2
, (13)
donde amag es la magnitud de la sen˜al PRBS, Ns
es el nu´mero de muestras en un ciclo PRBS y Tsw
es el tiempo de conmutacio´n. Algunas expresio´n
para especiﬁcar Tsw y nr basadas en (12) se
desarrollan en Rivera (1992):
Tsw ≤ 2,8τ
L
dom
αs
, (14)
Ns = 2nr − 1 ≥ 2πβsτ
H
dom
Tsw
. (15)
nr y Ns son valores enteros, mientras Tsw es un
nu´mero entero mu´ltiplo del tiempo de muestreo T .
(11) y (13) indican que para reducir la varianza
del modelo es beneﬁcioso aplicar la sen˜al de en-
trada de mayor amplitud amag permitida por las
operaciones del proceso, e implementar la entrada
PRBS para el mayor nu´mero de ciclos m que
sea posible. En la pra´ctica, las decisiones sobre
la magnitud de la sen˜al de entrada y la duracio´n
de los ensayos experimentales vienen dictadas por
limitaciones f´ısicas, econo´micas, y consideraciones
de seguridad (Ljung, 1999). Adema´s, desde (11)
se deduce que el conocimiento sobre el espectro
de la perturbacio´n y el modelo de la planta real
se requieren para determinar a priori la longitud
de ensayo necesaria para obtener un modelo con
un nivel de ﬁdelidad deseado. Por consiguiente,
el predecir la duracio´n de los ensayos de identi-
ﬁcacio´n o la magnitud apropiada de la sen˜al de
entrada al inicio del experimento es una tarea muy
complicada. El uso de entradas perio´dicas y de-
termin´ısticas, tales como sen˜ales PRBS, aportan
la ventaja de que un ciclo de sen˜al permite una
ventana natural para tareas de ana´lisis. De esta
manera, los procedimientos de monitorizacio´n de
ensayos de identiﬁcacio´n puede ser llevados a cabo
para analizar los resultados de ciclos anteriores
de una sen˜al PRBS mientras que el ciclo actual
esta´ siendo implementado en el proceso. Una ilus-
tracio´n sobre estas ideas se comenta y describe en
Rivera et al. (2003).
Las sen˜ales multiseno representan una clase de
entradas perio´dicas y determin´ısticas que pueden
utilizarse para desarrollar modelos para la sin-
ton´ıa de IMC-PID. Gu´ıas de disen˜o similares a
(14) y (15) y basadas en la informacio´n de cons-
tantes de tiempo segu´n (12) han sido desarrolla-
das en Braun et al. (2002). Otra consideracio´n
importante en el disen˜o de la sen˜al de entrada
es la eliminacio´n de armo´nicos, la cual reduce las
distorsiones en los datos en las nolinealidades de
la planta (Godfrey et al., 2005). La eliminacio´n
de los armo´nicos pares se lleva a cabo mediante
sen˜ales binarias haciendo uso de sen˜ales repetidas
inversas (Godfrey, 1993) o estableciendo directa-
mente a zero los coeﬁcientes de Fourier en las
entradas multiseno (Braun et al., 2002).
3. REDUCCIO´N DE MODELOS RELEVANTE
A CONTROL PARA LA SINTONI´A DE
IMC-PID
La aplicacio´n del procedimiento de disen˜o del
control con modelo interno (Internal Model Con-
trol, IMC) para establecer reglas de sinton´ıa de
controladores PID se describe en detalle en va-
rious art´ıculos (Morari and Zaﬁriou, 1989; Rivera
et al., 1986; Rivera and Flores, 2004). El pro-
cedimiento de disen˜o de IMC es un proceso de
dos etapas que aporta un conveniente mecanismo
de compromiso entre rendimiento y robustez. En
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la primera etapa se obtiene un controlador Q-
parametrizado estable y causal, el cual es o´ptimo
con respecto a la norma del error de control. En la
segunda etapa, el controlador Q obtenido se au-
menta con un ﬁltro paso bajo con el ﬁn de asegurar
que el controlador es propio. Los para´metros del
ﬁltro son utilizados para mejorar la robustez del
sistema de control o para establecer una velocidad
de respuesta determinada, pudiendo ser ajustado
en l´ınea una vez que el controlador haya sido
ﬁjado. Para muchos modelos simples de intere´s
en el a´rea de control de procesos, el controla-
dor IMC implementado en la forma cla´sica de
realimentacio´n da lugar un controlador tipo PID.
La Tabla 2 contiene reglas de sinton´ıa IMC-PID
para modelos de primer y segundo orden con un
zero en el semiplano derecho. Un conjunto de
tablas ma´s completas y con ma´s entradas pueden
encontrase en multiples referencias (Morari and
Zaﬁriou, 1989; Rivera et al., 1986; Rivera and Flo-
res, 2004; Rivera and Jun, 2000). En la pra´ctica
la eleccio´n de la estructura del controlador viene
determinada por una combinacio´n de preferencias
del usuario, limitaciones de la plataforma para im-
plementaciones en tiempo real, y los objetivos de
rendimiento deseados para el sistema de control.
Para plantas con retardo o mayores de segun-
do orden, se require una etapa de reduccio´n de
modelo con el ﬁn de poder aplicar las reglas de
sinton´ıa IMC-PID. En Rivera et al. (1986), se
utilizan aproximaciones de Pade´ para plantas de
primer orden con retardo, obteniendo las reglas de
sinton´ıa IMC-PID que se muestran en la Tabla 1.
Sin embargo, para alcanzar la sinergia y los be-
neﬁcios pra´cticos comentados en la introduccio´n,
se ha buscado un enfoque distinto. Para ello se ha
aplicado una reduccio´n de modelo relevante a con-
trol para obtener directamente modelos de orden
reducido sin retardo que se ajusten a las reglas
de sinton´ıa de la Tabla 2. El proceso de reduccio´n
de modelo esta basado en un enfoque relevante a
control descrito en (Rivera and Morari, 1987). En
este caso, el ancho de banda de frecuencia para
el cual se requiere un buen ajuste del modelo se
indica por las reglas de sinton´ıa IMC-PID, el valor
del para´metro λ del ﬁltro IMC, y la direccio´n
de la consigna de perturbacio´n aportada por el
sistema en lazo cerrado. Conside´rese el problema
de reduccio´n de modelo que surge de minimizar la
norma-2 del error de control ec = r − y
J1 = ‖ec‖2 =
(∫ ∞
0
| ec(t) |2 dt
)1/2
(16)
El sistema en bucle cerrado, que resulta de un
controlador de realimentacio´n c(s) disen˜ado uti-
lizando el modelo estimado p˜(s), se caracteriza
por la funcio´n nominal de sensibilidad ˜ = (1 +
p˜c)−1 y la funcio´n complementaria de sensibilidad
η˜ = p˜c(1 + p˜c)−1. Para implementar c(s) sobre
el modelo de la planta real p(s), el deterioro de
del rendimiento de control causado por errores de
modelado se representa por
ec =
˜
1 + η˜ em
(r − d), (17)
donde em = (p − p˜)p˜−1 es el error multiplicativo
entre la planta real y el modelo estimado. La
estabilidad nominal en bucle cerrado resultante de
aplicar c sobre p˜ no garantiza la estabilidad con
respecto a p. La estabilidad del sistema de control
es con toda rigurosidad determinada mediante la
aplicacio´n del criterio de estabilidad de Nyquist
sobre η˜ em. Una condicio´n suﬁciente y un requisito
ma´s simple computacionalmente viene determina-
do por el Teorema de la Pequen˜a Ganancia
|η˜(jω)em(jω)| ≤ 1 for all ω. (18)
Cuando (18) se cumple, (17) se puede expandir en
una serie de Taylor que se trunca en los te´rminos
de primer orden dando lugar a
ec ≈ ˜(1− η˜em)(r − d). (19)
La aproximacio´n (19) es especialmente va´lida
cuando |η˜(jω)em(jω)| 
 1 sobre el ancho de
banda deﬁnido por ˜(r− d). Sustituyendo (19) en
(16), se obtiene una expresio´n aproximada para
la funcio´n objetivo que, escrita en el dominio de
la frecuencia utilizando el Teorema de Parseval,
tiene la forma
‖ec‖2 ≈
(
1
π
∫ ∞
0
|˜|2|1− η˜em|2|r − d|2dω
)1/2
(20)
≤
(
1
π
∫ ∞
0
|˜|2|r − d|2dω
)1/2
+
(
1
π
∫ ∞
0
|˜|2|η˜em|2|r − d|2dω
)1/2
(21)
Un aspecto a considerar es que (21) tiene un
te´rmino basado en las propiedades nominales de la
respuesta en lazo cerrado, y un segundo te´rmino
en el error de reduccio´n em. El estado del pro-
blema de estimacio´n de para´metros relevantes a
control se obtiene minimizando la contribucio´n
proveniente del error de la reduccio´n del modelo
en el segundo te´rmino, es decir,
mı´n
p˜
(
1
π
∫ ∞
0
|˜(jω)|2|η˜(jω)|2|r − d|2|em(jω)|2dω
)1/2
(22)
El problema de estimacio´n de para´metros relevan-
te a control (22) minimiza la norma-2 ponderada
del error multiplicativo, como contraposicio´n a la
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norma-2 no ponderada del error aditivo (ea = p−
p˜) que es comu´nmente examinada en la literatura
de control. La funcio´n ponderada |˜η˜(r − d)| in-
corpora expl´ıcitamente la forma deseada de la res-
puesta en lazo cerrado y la velocidad de respuesta,
as´ı como la sen˜al de referencia y las caracter´ısticas
de la perturbacio´n del sistema.
En Rivera and Morari (1987) se utiliza un algorit-
mo de ajuste de curva ponderado en frecuencia
para resolver el problema de reduccio´n de mo-
delo expresado en (22). Este algoritmo, que se
basa en una solucio´n iterativa de un problema
lineal de mı´nimos cuadrados (Sanathanan and
Koerner, 1963), es computacionalmente ra´pido.
Las respuestas en frecuencia obtenidas a partir
de modelos ARX de alto orden son utilizadas
como descripcio´n de la planta. Desde un punto de
vista conservador, con el ﬁn de que la respuesta
en frecuencia de un modelo en tiempo discreto
pueda servir como una aproximacio´n va´lida de
la respuestas en frecuencia de la planta real en
tiempo continuo, el tiempo de muestreo debe ser
seleccionado lo suﬁcientemente pequen˜o tal que la
frecuencia de Nyquist supere en una o dos de´ca-
das al ancho de banda del proceso. Una eleccio´n
adecuada del tiempo de muestro puede estimarse
siguiendo una gu´ıa esta´ndar tal que T ≤ 0,1τdom.
Si se necesita un tiempo de muestreo ma´s grande,
una alternativa es conﬁar en el algoritmo de re-
duccio´n de modelo relevante a control de Rivera
and Gaikwad (1996), el cual aborda rigurosamente
este problema. Este algoritmo hace uso de una
estimacio´n preﬁltrada de la respuesta a impulso
ARX y obtiene versiones de controladores tipo
PID de control digital-directo segu´n las reglas de
sinton´ıa de Prett-Garc´ıa (Prett and Garc´ıa, 1988).
4. CASO DE ESTUDIO
Esta seccio´n presenta un caso de estudio que exa-
mina la metodolog´ıa integrada de identiﬁcacio´n
y disen˜o de control IMC-PID para la planta de
primer orden con retardo expresada en (1) con
K = 1, τ = 10 min, θ = 5 min, y periodo de
muestreo T = 1 min sometida a una perturbacio´n
de salida de tipo autoregresiva integrada tal como
se representa en (4). A continuacio´n se resumen
los diferentes pasos llevados a cabo en este caso
de estudio:
4.1 Disen˜o de la Sen˜al de Entrada y Ejecucio´n
Los para´metros de entrada de la sen˜al PRBS se
especiﬁcan utilizando τHdom = τ
L
dom = τ + 0,5θ =
12,5 min, αs = 2 (el doble del ancho de banda
en lazo abierto) y βs = 3 (el 95% del tiempo
de asentamiento). Un disen˜o de entrada PRBS
aceptable que cumple las gu´ıas de disen˜o dadas en
(14) y (15) es Tsw = 17 min y nr = 4. Esta sen˜al
tiene un tiempo de ciclo igual a NsTsw = 255 min.
En la Figura 5 se muestra un ciclo de una entrada
PRBS con estos para´metros y su correspondiente
densidad espectral de potencia. Si se tiene en
cuenta un rango amplio para las estimas de las
constantes de tiempo, especiﬁcamente τLdom = 10
min y τHdom = 15 min, los resultados de las gu´ıas
de disen˜o (14) y (15) sugieren una disminucio´n del
tiempo de conmutacio´n y un aumento del nu´mero
de bits del registro de desplazamiento. Si se utiliza
Tsw = 13 min y nr = 5 se obtiene una duracio´n
del ciclo de 403 min, que es casi un 60% superior
al anterior. Una sen˜al multiseno que emplea estas
mismas estimas para las constantes de tiempo y
que utiliza las mismas gu´ıas de disen˜o de Braun
et al. (2002) tiene una longitud de ciclo de so´lo
284 min, lo cual proporciona un incentivo para
usar esta familia alternativa de sen˜ales cuando el
objetivo es realizar experimentos de identiﬁcacio´n
que sean amigables con la planta.
La magnitud de la sen˜al PRBS se escoge igual a
2.5. En la Figura 6 se muestran dos ciclos de la
entrada PRBS que se introducen en la planta para
obtener el correspondiente conjunto de datos.
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Figura 5. Realizacio´n en el dominio temporal y
espectro en potencia de la sen˜al de entrada
PRBS utilizada en el caso de estudio. La
gra´ﬁca superior muestra un ciclo de la sen˜al
PRBS empleada y la inferior describe la den-
sidad espectral de potencia.
4.2 Estimacio´n ARX de orden elevado
La Figura 6 muestra derivas en la salida. El ca´lcu-
lo de la funcio´n de autocorrelacio´n de esta sen˜al
(no mostrada en el art´ıculo) reﬂeja un decaimien-
to muy lento sobre un gran nu´mero de instan-
tes de muestreo, lo cual conﬁrma que la sen˜al
es no estacionaria. Se necesita pues un ﬁltrado
paso alto para eliminar esta no estacionariedad.
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Figura 6. Datos de la identiﬁcacio´n antes de la
diferenciacio´n para el primer ejemplo del caso
de estudio. La gra´ﬁca superior es la respuesta
de salida para dos ciclos de la entrada PRBS
de la Figura 5 que se muestra en la gra´ﬁca
inferior.
Esto se consigue fa´cilmente utilizando una sim-
ple diferenciacio´n x(t) = x(t) − x(t − 1). A la
rutina de estimacio´n ARX se le suministra como
entrada los datos diferenciados, con un ciclo de
la entrada PRBS empleado para la estimacio´n de
los para´metros, mientras que el segundo ciclo se
guarda con el objetivo de realizar una validacio´n
cruzada. Se evalu´an estructuras ARX que corres-
ponden a o´rdenes de polinomios entre 1 y 8 para
na y nb y valores del retardo nk entre 1 y 10,
y calculando para cada estructura de modelo el
tanto por ciento de la varianza de la salida que
no se puede explicar con el conjunto de datos de
validacio´n empleados. Esta varianza se represen-
ta gra´ﬁcamente con respecto al nu´mero total de
para´metros del modelo ntot = na + nb. En la
Figura 7 se muestra esta informacio´n. Para este
conjunto de datos la estructura de modelo ARX
que produce el mejor ajuste es na = 2, nb = 6,
y nk = 4. A esta estructura nos referiremos de
forma resumida como la estructura ARX-[2 6 4].
En las Figuras 8 y 9 se muestran respectivamente
el ana´lisis de correlacio´n de los errores de pre-
diccio´n y una simulacio´n para este modelo ARX-
[2 6 4] con el conjunto de datos reservados para
validacio´n cruzada una vez que han sido eliminada
las componentes de continua de dicha sen˜al. El
modelo estimado predice bien al conjunto de datos
de validacio´n y tiene errores de prediccio´n que son
blancos y que no esta´n correlacionados con la sen˜al
de entrada. Teniendo en cuenta estas medidas de
validacio´n se concluye que el modelo ARX-[2 6 4]
representa una estima apropiada de la dina´mica
verdadera de la planta.
En la Figura 10 se muestra una comparacio´n de
la respuesta a un escalo´n de este modelo ARX-
[2 6 4] con respecto a la planta verdadera y a
otras estimas de modelo basados sobre el mis-
mo conjunto de datos. El modelo ARX-[2 6 4]
Figura 7. Ana´lisis de validacio´n cruzada para el
caso de estudio generada mediante la orden
selstruc de Matlab.
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Figura 8. Ana´lisis de residuo de los errores de
prediccio´n para el modelo ARX-[2 6 4].
es una aproximacio´n muy ﬁdedigna del sistema
verdadero, con un error que se reﬂeja en su mayor
medida en la ganancia en estado estacionario.
A pesar de tener estimado ocho para´metros del
modelo, la respuesta a un escalo´n de este modelo
demuestra muy poco los efectos de la varianza.
Una comparacio´n con el modelo de primer orden
con retardo estimado a partir del estimador del
modelo del proceso de tiempo continuo (utilizando
la opcio´n de estimacio´n Process Models que se
tiene disponible en el GUI de ident dentro del
toolbox de Identiﬁcacio´n de Sistemas de Matlab)
muestra que el modelo ARX-[2 6 4] da una esti-
ma superior de la dina´mica del sistema. Tambie´n
se compara la respuesta con el modelo ARX-[1
1 6], que corresponde al orden verdadero de la
funcio´n de transferencia de la planta y que tiene
un conocimiento exacto de su retardo. Como se
observa en la Figura 10, este modelo tiene errores
signiﬁcativos en la ganancia en estado estaciona-
rio. El modelo ARX-[2 6 4] representa la mejor
opcio´n entre las diferentes elecciones evaluadas,
y esta estructura se obtuvo sistema´ticamente al
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combinar un conjunto de datos informativos con
el uso efectivo de te´cnicas de validacio´n cruzada
sin requerir ningu´n conocimiento a priori del re-
tardo del sistema o demandar una intervencio´n
sustancial por parte del usuario.
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Figura 9. Simulacio´n del modelo ARX-[2 6 4]
(l´ınea a trazos) utilizando datos de validacio´n
cruzados diferenciados (l´ınea continua) para
el caso de estudio.
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Figura 10. Comparacio´n de la respuesta en escalo´n
para el caso de estudio. La planta verdadera
(l´ınea continua), modelo ARX-[2 6 4] (l´ınea a
trazos), modelo continuo de primer orden con
retardo estimado utilizando la caracter´ıstica
Process Models de Matlab (l´ınea de punto
y raya) y modelo ARX-[1 1 6] (l´ınea puntea-
da).
4.3 Reduccio´n del modelo relevante al control
Se aplico´ el algoritmo de reduccio´n de modelo
relevante al control para obtener modelos de bajo
orden que corresponden a las reglas de sinton´ıa
para controladores PI, PID y PID con ﬁltro que
se muestran en la Tabla 2. En la pra´ctica, la
eleccio´n del para´metro λ del ﬁltro del controlador
IMC deber´ıa ser similar a la constante de tiempo
deseada del sistema de lazo cerrado. Una gu´ıa de
disen˜o u´til para especiﬁcar λ es
λ = αp (τ + 0,5 θ), (23)
donde αp var´ıa entre 0.8 y 1.25. Para nuestro caso
de estudio, se utilizan un ﬁltro de valor λ = 10 min
y cambios tipo escalo´n en el punto de consigna
para deﬁnir el problema de reduccio´n de modelo.
En la Figura 11 se muestran las respuestas a un
escalo´n del modelo de bajo orden. El retardo de
la planta en los modelos de orden reducido se
aproxima con un cero en el semiplano derecho
(RHP), lo que produce una respuesta inversa
frente a una entrada tipo escalo´n. Como en el
caso de la estimacio´n ARX, una estima u´til de un
sistema retardado se obtiene sin un conocimiento
a priori muy exigente del retardo.
4.4 Implementacio´n del controlador y comparacio´n
En primer lugar se examina la respuesta obtenida
de la sinton´ıa IMC-PID utilizando los para´metros
del modelo obtenidos a partir de la curva de reac-
cio´n del proceso tal como se describio´ en la intro-
duccio´n. En la Figura 12 se muestran las respues-
tas en lazo cerrado para el caso de cambios en es-
calo´n en el punto de consigna y de perturbaciones
en la entrada. En esta simulacio´n el controlador
PID se implementa con la caracter´ıstica de trans-
ferencia suave (bumpless) donde el te´rmino deri-
vativo se aplica solamente a la sen˜al de salida me-
dida y no al error de control. A pesar de los errores
en el modelo de identiﬁcacio´n estimado, el sistema
en lazo cerrado reﬂeja respuestas estables pero
con grandes sobreoscilaciones, particularmente en
el caso PI. Los modelos relevantes a control con-
ducen a controladores IMC-PI, PID, y PID con
ﬁltro de acuerdo con la Tabla 2, cuyos para´metros
se tabulan en la Tabla 3. En la Figura 13 se
muestran las respuestas en lazo cerrado de los tres
modelos evaluados para un cambio en escalo´n en el
punto de consigna y perturbaciones en la entrada.
Las respuestas en lazo cerrado obtenidas de la
reduccio´n de modelo relevante al control de un
modelo ARX validado adecuadamente para este
sistema representa una mejora sustancial cuando
se compara con los resultados de la Figura 12. No
se observa ninguna sobreelongacio´n en la variable
controlada para ninguno de los controladores y
con respuestas de la variable manipulada mucho
menos agresiva.
Se examina a continuacio´n con ma´s detalle el
sistema en lazo cerrado basado en la reduccio´n
de modelo relevante a control de un controlador
PID con ﬁltro con λ = 15 min, que se basa en el
modelo
p˜(s) =
−2,877s + 1,1299
33,02s2 + 13,85s + 1
(24)
Utilizando (24) en la Tabla 2 resulta en los si-
guientes para´metros del controlador IMC-PID:
Kc = 0,6102, τI = 13,85 min, τD = 2,384 min y
τF = 1,901 min. Este controlador evaluado sobre
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Tabla 3. Modelos de orden reducido y para´metros del controlador para las reglas de
sinton´ıa IMC-PI, PID, y PID con ﬁltro de acuerdo con la Tabla 2. Los modelos de
orden reducido se estiman a partir del modelo ARX-[2 6 4] de la Figura 11 mediante
reduccio´n de modelo relevante al control suponiendo un cambio en escalo´n en el
punto de consigna y λ = 10 min.
Controlador Modelo Kc τI (min) τD (min) τF (min)
PI −3,62s+1,0843
13s+1
0.89926 13 - -
PID −2,62s+1,0883
31,31s2+13,01s+1
0.96368 13.0118 2.4066 -
PID con ﬁltro −2,8988s+1,12
33,4s2+13,68s+1
0.80474 13.6784 2.4441 1.7055
la planta que experimenta derivas da el resultado
que se muestra en la Figura 3, que tambie´n incluye
los datos de la planta operando en lazo abierto y
del ensayo de identiﬁcacio´n. La Figura 3 muestra
que la varianza asociada con la salida se reduce
signiﬁcativamente por la accio´n del controlador
PID con ﬁltro, pero a expensas de aumentar la
varianza de la variable manipulada. Este compro-
miso es lo que cabe esperar en un sistema de con-
trol de elevada prestaciones y la transferencia de la
varianza de la variable controlada a la manipulada
da cuenta de la utilidad del control PID en muchos
escenarios industriales.
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Figura 11. Respuesta a un escalo´n del modelo
ARX-[2 6 4] (l´ınea continua) para el caso de
estudio comparada con modelos que resultan
de la reduccio´n de modelo relevante a control
utilizando una especiﬁcacio´n del ﬁltro IMC
con λ = 10 min para la sinton´ıa de un
controlador PI (l´ınea punteada), PID (l´ınea
de punto y raya), y PID con ﬁltro (l´ınea a
trazos).
5. CONCLUSIONES
En este trabajo se ha descrito una metodolog´ıa
para la identiﬁcacio´n integrada con el disen˜o de
controladores IMC-PID. Los pasos importantes de
esta metodolog´ıa son: disen˜o y ejecucio´n de un
experimento, estimacio´n de un modelo utilizando
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Figura 12. Respuesta en lazo cerrado a un escalo´n
en el punto de consigna (l´ınea punteada) y
respuestas a una perturbacio´n de entrada pa-
ra controladores IMC-PI (l´ınea de punto y
raya), PID con transferencia sin saltos (l´ınea
continua), y PID con ﬁltro (l´ınea a trazos)
utilizando para´metros de sinton´ıa de acuerdo
con la Tabla 1 obtenidos de un modelo ajus-
tado a la curva de reaccio´n del proceso con
λ = 10 min.
estructuras ARX y reduccio´n de modelo relevante
al control que conduce a modelos que cumplen
con la reglas de sinton´ıa IMC-PID. El me´todo
se fundamenta en un conocimiento a priori del
sistema y de los requisitos de comportamiento del
controlador deseado que proporcionan al usuario
una gu´ıa al considerar las variables de disen˜o
tanto en el proceso de identiﬁcacio´n como en el
disen˜o del controlador, lo que lleva aparejado una
simpliﬁcacio´n del procedimiento en su globalidad.
En este esquema se pueden usar sen˜ales de entra-
da tales como PRBS o multisenos para obtener
datos que son signiﬁcativos desde el punto de
vista de la identiﬁcacio´n bajo condiciones que en-
tran˜an perturbaciones relevantes. La facilidad de
ca´lculo implicada por la estimacio´n de un modelo
ARX acoplada con te´cnicas de validacio´n cruzada
permite al usuario examinar de forma exhausti-
va un gran nu´mero de estructuras de modelos
con una intervencio´n por su parte muy margi-
nal. Las respuestas en frecuencia de los modelos
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Figura 13. Respuesta en lazo cerrado a un escalo´n
en el punto de consigna (l´ınea punteada) y
respuestas a una perturbacio´n de entrada
para controladores IMC-PI (l´ınea de punto y
raya), PID con transferencia sin saltos (l´ınea
continua), y PID con ﬁltro (l´ınea a trazos)
utilizando para´metros de sinton´ıa obtenidos a
partir de modelos de orden reducido relevante
al control de acuerdo con la Tabla 3 y la
Figura 11 con λ = 10 min.
ARX estimados sirven como base para realizar un
procedimiento de reduccio´n de modelos relevante
al control que ﬁnalmente conducen a determinar
los para´metros de controladores IMC-PID. Esta
metodolog´ıa se puede considerar una alternativa
frente a las curvas de reaccio´n del proceso y a
la seleccio´n de estructuras de modelos detalladas
necesarias en los me´todos de error de prediccio´n
cla´sicos (Ljung, 1999), y ﬁnalmente posibilita el
disen˜o de controladores PID de elevadas prestacio-
nes operando en entornos muy ruidosos obtenidos
con conjuntos de datos relativamente pequen˜os y
con poca intervencio´n por parte del usuario.
Todos los resultados de este trabajo se genera-
ron utilizando Matlab/SIMULINK, y fundamen-
talmente se basaron en la funcionalidad que se
incluye como parte de los toolboxes de Identiﬁca-
cio´n de Sistemas y de Procesamiento de Sen˜al. Las
gu´ıas de disen˜o de las sen˜ales PRBS y las rutinas
de reduccio´n de modelos relevantes a control se
implementaron como archivos .m que utilizan las
funciones de Matlab idinput e invfreqs.
La metodolog´ıa presentada en este art´ıculo se
puede ser mejorada de diversas maneras. Una
de ellas envuelve el utilizar modelos dina´micos
usando funciones de base ortonormales, las cua-
les son lineales en los para´metros. Ejemplos de
este tipo de modelo incluye los modelos con ba-
ses de Laguerre y Kautz (Ninness and Gustafs-
son, 1993; Heuberger et al., 1995; Heuberger et
al., 2005; Van den Hof et al., 1995). Esta clase de
modelos ofrece la oportunidad de una represen-
tacio´n parsimonia en comparacio´n a los modelos
ARX de alto orden. Los modelos requieren la
seleccio´n de un factor de escalado de tiempo, el
cual se puede especiﬁcar en base al conocimien-
to previo de los polos dominantes del sistema.
Cuando el factor de escalado de tiempo se escoge
sensiblemente, un nu´mero bajo de funciones de
base ortonormales sirve para describir la dina´mi-
ca de procesos t´ıpicos, aun en circunstancias con
tiempo de muestreo bajos y con elevada presencia
de ruido en las altas frecuencias. Una ilustracio´n
de una metodolog´ıa similar a la presentada en este
art´ıculo usando la funcio´n de base de Laguerre
se encuentra en la tesis doctoral de Adusumilli
(1999).
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