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1. Introduction
The study of logarithmic derivatives plays an important role in Nevanlinna theory and its applications. Sharp bounds
for the proximity function of logarithmic derivatives of a function meromorphic in the complex plane or disk, known as
logarithmic derivative lemmas, lead to improved results related to the Second Main Theorem and also have applications in
the study of complex differential equations. The extension of these results to functions meromorphic in annuli is not only
of interest for its own merit, but has applications analogous to the plane and disk.
Extensions of Nevanlinna Theory to annuli have been made by [2,6–10]. Kondratyuk and his colleagues deal with annuli
of the form {z: 1/R < |z| < R}, with Nevanlinna functions deﬁned with only one variable. Other approaches, as in [2]
and [10], ﬁx one side of the annulus while deﬁning the Nevanlinna counting functions, and thus essentially have only one
variable. The approach used here involves two independent variables and allows for a uniform treatment of three different
cases: the annulus, the disk and the complex plane.
The main tool we use throughout this paper is a decomposition lemma, a result of G. Valiron [13]. The ﬁrst author,
in [12], has used this decomposition lemma to prove versions of Jensen’s Formula, the logarithmic derivative lemma, the
First and Second Main Theorems, Cartan’s Identity, etc. We include in this paper, however, only the logarithmic derivative
lemma.
In this paper, we ﬁrst deﬁne Nevanlinna functions in annuli with two independent variables. Then, we prove a newer
version of the Valiron decomposition lemma for functions meromorphic in annuli. We also prove a version of a well-known
theorem of Gol’dberg and Grinshtein [5] for functions meromorphic in an annulus. With this in hand, we can prove a sharp
version of the logarithmic derivative lemma in annuli. As a corollary, we can conclude the logarithmic derivative lemma in
a disk and the complex plane.
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We denote the complex plane by C and the extended complex plane C ∪ {∞} by C. Similarly, the real numbers and the
integers are denoted by R and Z, respectively. A disk of radius r about the complex number a is written
D(a, r) = {z: |z − a| < r}, and D(r) = D(0, r), if a = 0.
S¯ will denote the closure of any set S .
Throughout this paper, we will suppose 0 R1 < R2 +∞, and let
A = A(R1, R2) =
{
z: R1 < |z| < R2
}
.
To denote half-closed annuli we write
A[R1, R2) =
{
z: R1  |z| < R2
}
and A(R1, R2] =
{
z: R1 < |z| R2
}
.
A closed annulus is denoted A[R1, R2].
We assume without loss of generality that R1 < 1< R2, otherwise we make one of the following adjustments. If 0< R1 <
R2 < +∞, we consider f (√R1R2z), which is meromorphic in A(√R1/R2,√R2/R1). If 0 = R1 < R2  1 or 1 R1 < R2 = ∞,
we ﬁx a constant C so that C R2 > 1 in the ﬁrst case or C R1 < 1 in the second, and consider f (Cz), which is meromorphic
in an annulus containing the unit circle.
Therefore, in the sequel, we always assume that A = A(R1, R2) with 0 R1 < 1< R2 +∞.
Suppose f is meromorphic in A. We denote by nA(t, f ) the number of poles counted according to multiplicity in A[t,1)
if t < 1 or in A[1, t] if t  1. We then deﬁne the integrated counting function in A by
NA(r,ρ, f ) =
ρ∫
r
nA(t, f )
t
dt.
We deﬁne the proximity function in the annulus by
mA(r,ρ, f ) =
2π∫
0
log+
∣∣ f (reiθ )∣∣ dθ
2π
+
2π∫
0
log+
∣∣ f (ρeiθ )∣∣ dθ
2π
,
and the Nevanlinna characteristic in the annulus A by
TA(r,ρ, f ) = NA(r,ρ, f ) +mA(r,ρ, f ).
Compared with the deﬁnitions of these Nevanlinna functions given by [7–10], our deﬁnitions involve two independent
variables. This enables us to consider asymptotic behavior of the Nevanlinna functions near its inner circle and outer circle
separately. More interestingly, many theorems holding in a disk and in the complex plane turn out to be corollaries of our
theorems in annuli.
For example, if f is meromorphic in a disk A = D(R2) and f (z) = 0,∞ for z ∈ D(1), then we have
NA(0,ρ, f ) = N(ρ, f ) + O (1) and mA(0,ρ, f ) =m(ρ, f ) + O (1);
and therefore,
TA(0,ρ, f ) = T (ρ, f ) + O (1);
where N , m and T are the common Nevanlinna functions in a disk.
Example 2.1. We consider f (z) = ez+1/z in A = A(0,∞). Noting that
2π∫
0
log+
∣∣∣∣exp
(
seiθ + 1
s
e−iθ
)∣∣∣∣ dθ2π =
(
s + 1
s
) π/2∫
−π/2
cos θ
dθ
2π
= 1
π
(
s + 1
s
)
,
we have
TA
(
r,ρ, ez+1/z
)=mA(r,ρ, ez+1/z)= 1
π
(
ρ + 1
ρ
+ r + 1
r
)
.
Similarly, TA(r,ρ,1/ f ) = π−1(ρ + 1/ρ + r + 1/r).
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Thus
mA(r,ρ, f )
2
π
(
ρ + 1
ρ
+ r + 1
r
)
+ O (1).
The same result holds if we take f (z) = cos(z + 1/z).
3. A decomposition lemma
The primary tool we make use of while working in the annulus is a decomposition lemma (although, in fact, we have
chosen to state it as a theorem here). The lemma, attributed to Valiron [13, p. 15], has been applied to Nevanlinna theory
for a rather long time (e.g. [1,2,4,10]). Here, we have incorporated aspects of the original proof of Valiron with the method
used by Kondratyuk and Laine in [9] to prove the following decomposition lemma.
Theorem 3.1 (Valiron’s Decomposition Lemma). Let f (z) be meromorphic in A(R1, R2), and set R1 < R ′ < R2 . Then f may be
represented as
f (z) = zmΦ(z)u(z),
where
(a) The poles and zeros of f in A(R1, R ′) are precisely the poles and zeros of Φ . The poles and zeros of f in A[R ′, R2) are precisely
the poles and zeros of u.
(b) Φ is meromorphic in A(R1,∞) and analytic and nonzero in A[R ′,∞].
(c) Φ satisﬁes∣∣∣∣Φ ′(reiθ )Φ(reiθ )
∣∣∣∣= O
(
1
r2
)
as r → ∞.
(d) u is meromorphic in D(R2), and analytic and nonzero in D(R ′).
(e) m ∈ Z.
Proof. Let p1 and q1 be functions deﬁned using products of Weierstrass primary factors with the sequence of zeros and
poles of f , respectively, in A(R1, R ′), constructed in such a way as to ensure that p1(z) and q1(z) approach 1 as z ap-
proaches ∞. Deﬁne p2 and q2 similarly, using the zeros and poles of f , respectively, in A[R ′, R2). Note here that we
include any zeros and poles of f that lie on the circle |z| = R ′ in the functions p2 and q2. Write Pk = pk/qk for k = 1,2, and
let h(z) = f (z)[P1(z)P2(z)]−1. Thus h is analytic and nonzero in A, hence the function H(z) = h′(z)/h(z) is analytic in A.
We may therefore write a Laurent series expansion for H about 0 in A
H(z) =
−2∑
−∞
akz
k + m
z
+
∞∑
0
akz
k
:= H1(z) + m
z
+ H2(z), (1)
where
ak = 12π i
∫
|w|=r
h′(w)
h(w)
dw
wk+1
, for any R1 < r < R2,
and m = a−1.
We note ﬁrst that by letting Γ be the closed curve deﬁned by Γ (θ) = h(R ′eiθ ) we get
m = 1
2π i
2π∫
0
h′(R ′eiθ )
h(R ′eiθ )
iR ′eiθ dθ = 1
2π i
2π∫
0
Γ ′(θ)
Γ (θ)
dθ
= 1
2π i
∫
Γ
dz
z
= IndΓ (0) ∈ Z. (2)
Fix z0, which is not a zero or pole of f , with |z0| = R ′ . Since H2(z) is analytic in D(R2), the integral
∫ z
z0
H2(w)dw is
independent of the path chosen. Therefore, setting
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z∫
z0
H2(w)dw
gives a function that is analytic in D(R2).
We wish to deﬁne a similar function using H1(z). Fix r′ ∈ (R1, R ′). By (1) it is clear that H1 has a zero of multiplicity
at least 2 at ∞. Hence if we set H˜1(z) = H1((r′)2/z), then H˜1(z)/z2 is analytic in D(r′). Let γ = γ (t) for t ∈ [a,b], be any
closed curve in A(r′,∞). Set γ˜ (t) = (r′)2/γ (t) for t ∈ [a,b]. Then,
∫
γ
H1(z)dz = −(r′)2
∫
γ˜
H˜1(z)
z2
dz = 0
since γ˜ is a closed curve in D(r′). Hence the integral
∫ z
z0
H1(w)dw does not depend upon the path of integration and so
for |z| > r′ we may deﬁne
g1(z) =
z∫
z0
H1(w)dw.
Note that g1 is analytic in A[r′,∞).
Then
logh(z) − logh(z0) =
z∫
z0
H(w)dw = g1(z) +m log z
z0
+ g2(z),
where g1 and g2 are analytic in A[r′,∞) and D(R2), respectively.
Let
Φ(z) = P1(z)
P1(z0)
eg1(z) and u(z) = f (z0)
zm0
P2(z)
P2(z0)
eg2(z).
For r′ < |z| < R2
f (z) = h(z)P1(z)P2(z)
= exp(logh(z))P1(z)P2(z)
= exp(g1(z) +m log z/z0 + g2(z) + logh(z0))P1(z)P2(z)
= zmu(z)Φ(z). (3)
Since r′ is arbitrary, (3) in fact holds for any z ∈ A. By the construction of P1 and P2, (a) follows directly.
We have Φ(z) = c p1(z)q1(z) eg1(z) , where c = P1(z0)−1 and g1(z) is analytic in A[R ′,∞). Note c = 0 or ∞, since z0 is not
a zero or pole of f . By construction, p1 → 1 and q1 → 1 as z → ∞. Thus Φ(∞) is ﬁnite and nonzero. Moreover, since
A1 ⊂ A(R ′,∞], Φ satisﬁes (b). Similarly, u satisﬁes (d). (e) follows immediately from (2).
Finally, to see (c), since Φ(z) is analytic and nonzero in A(R ′,∞), then Φ˜(z) = Φ(1/z) is analytic and nonzero in D(1/R ′).
Thus Φ˜ ′/Φ˜ is analytic in the same closed disk, and hence bounded, say by M . This implies |Φ ′(1/z)/Φ(1/z)|  M|z|2 for
any z ∈ D(R ′), which gives us∣∣∣∣Φ ′(z)Φ(z)
∣∣∣∣ M|z|2
for any z ∈ A[R ′,∞]. 
For a given R ′ , then for any integer m along with two functions Φ and u that satisfy the conditions of Theorem 3.1, the
function zmΦ(z)u(z) is said to be a decomposition of f deﬁned by R ′ . Such a decomposition is unique up to multiplication by
a constant, as shown in the following proposition.
Proposition 3.2. Suppose f is meromorphic in A(R1, R2) and R ′ ∈ (R1, R2). Then any decomposition of f deﬁned by R ′ is unique up
to multiplication by a constant.
Proof. Suppose f (z) = zm1Φ1(z)u1(z) and f (z) = zm2Φ2(z)u2(z) are two decompositions of f deﬁned by R ′ .
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pole at 0. Since u1(z) is nonzero and analytic at 0 and f (z) = zm1Φ1(z)u1(z), f must have a zero or pole at 0 with multi-
plicity |m1|. Likewise, arguing with Φ2(z) and u2(z), f must have a zero or pole at 0 with multiplicity |m2|. Consequently,
m1 =m2.
Let Φ(z) = Φ1(z)/Φ2(z) and u(z) = u1(z)/u2(z). Then
Φ(z)u(z) = z
m1Φ1(z)u1(z)
zm2Φ2(z)u2(z)
= 1.
Moreover, since Φ1 and Φ2 share zeros and poles in A(R ′, R2), we have that Φ is nonzero and analytic in {z: R1 < |z|∞}.
In the same way, u is nonzero and analytic in {z: |z| < R2}. Since Φ(z) = 1/u(z), we therefore have an analytic continuation
of Φ to {z: |z| < R2}. Thus, Φ is analytic in C and so by Liouville’s Theorem it must be constant. Similarly, u must be
constant. 
We will need the following relationship between the Nevanlinna characteristic of f in an annulus and the common
Nevanlinna characteristic of its decomposition functions in a disk.
Lemma 3.3. Let f be a meromorphic function in A = A(R1, R2) and let f (z) = zmΦ(z)u(z) be the decomposition given by Theo-
rem 3.1 using R ′ = 1. Set
p = max{m,0}, n = p −m, Φ˜(z) = znΦ(1/z) and u˜(z) = zpu(z).
Let r0 ∈ (R1,1). Then there exists a function e(r,ρ) such that
TA(r,ρ, f ) = T
(
1
r
, Φ˜
)
+ T (ρ, u˜) + e(r,ρ)
for all R1 < r < r0 < 1 and all 1< ρ < R2 . Moreover, there exists a constant M = M( f , r0) > 0 such that∣∣e(r,ρ)∣∣< M
for all R1 < r < r0 < 1 and all 1< ρ < R2 .
Proof. Note that since Φ(z) is nonzero and analytic in A[1,∞] and n  0, Φ1(z) = Φ(1/z) and Φ2(z) = zn/Φ(1/z) are
analytic in D(1). We may therefore ﬁnd M1 such that
2max
|z|1
{
log+
∣∣Φ1(z)∣∣, log+ ∣∣Φ2(z)∣∣} M1.
Let ρ ∈ (1, R2) and θ be a real number. We have
log+
∣∣ f (ρeiθ )∣∣ log+ ρ−n + log+ ∣∣Φ(ρeiθ )∣∣+ log+ ∣∣u˜(ρeiθ )∣∣
= log+ ∣∣Φ(ρeiθ )∣∣+ log+ ∣∣u˜(ρeiθ )∣∣.
Since u˜(z) = zn f (z)/Φ(z), we have
log+
∣∣u˜(ρeiθ )∣∣ log+ ∣∣ f (ρeiθ )∣∣+ log+ ρn|Φ(ρeiθ )| .
It follows then that∣∣ log+ ∣∣ f (ρeiθ )∣∣− log+ ∣∣u˜(ρeiθ )∣∣∣∣ log+ ∣∣Φ(ρeiθ )∣∣+ log+ ρn|Φ(ρeiθ )|  M1.
Thus, ∣∣∣∣∣
2π∫
0
log+
∣∣ f (ρeiθ )∣∣ dθ
2π
−
2π∫
0
log+
∣∣u˜(ρeiθ )∣∣ dθ
2π
∣∣∣∣∣< M1.
In the same way, since u is analytic in D(r0), we can ﬁnd an M2 > 0 such that∣∣∣∣∣
2π∫
0
log+
∣∣ f (reiθ )∣∣ dθ
2π
−
2π∫
0
log+
∣∣∣∣Φ˜
(
eiθ
r
)∣∣∣∣ dθ2π
∣∣∣∣∣ M2
for any r ∈ (R1, r0).
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NA(r,ρ, f ) = N(1/r, Φ˜) + N(ρ, u˜).
Thus, letting M = M1 + M2, we have∣∣∣∣TA(r,ρ, f ) − T
(
1
r
, Φ˜
)
− T (ρ, u˜)
∣∣∣∣=
∣∣∣∣mA(r,ρ, f ) −m
(
1
r
, Φ˜
)
−m(ρ, u˜)
∣∣∣∣ M
for any R1 < r < r0 < 1< ρ < R2. We therefore let
e(r,ρ) = TA(ρ, r, f ) − T
(
1
r
, Φ˜
)
− T (ρ, u˜)
and the lemma is proved. 
Note that in the above lemma, by the monotonicity of the normal characteristic function, TA(r,ρ, f )− e(r,ρ) is decreas-
ing with respect to the variable r and increasing with respect to ρ . We use this fact in the following corollary.
Corollary 3.4. Let f , Φ˜ and u˜ be as in Lemma 3.3 and let r0 ∈ (R1,1). Then for any r and rˆ with R1 < rˆ < r < r0 and any ρ ∈ (1, R2),
TA(r,ρ, f ) TA(rˆ,ρ, f ) + O (1).
Similarly, for any r ∈ (R1,1) and any ρ and ρˆ with 1< ρ < ρˆ < R2 ,
TA(r,ρ, f ) TA(r, ρˆ, f ) + O (1).
Proof. Find e(r,ρ) and M as given by the lemma. Let R1 < rˆ < r < r0 and ρ ∈ (1, R2). Then, since TA(r,ρ, f ) − e(r,ρ) is
decreasing in r,
TA(r,ρ, f ) = TA(r,ρ, f ) − e(r,ρ) + e(r,ρ)
 TA(rˆ,ρ, f ) − e(rˆ,ρ) + e(r,ρ)
 TA(rˆ,ρ, f ) + 2M. (4)
A similar argument works in the variable ρ . 
The following lemma relates the characteristic of a function f (z) with that of f (1/z).
Lemma 3.5. Let f be a meromorphic function in A = A(R1, R2). Set
f˜ (z) = f (1/z) and A˜ = A(1/R2,1/R1).
Then, for any R1 < r < 1< ρ < R2 ,
T
A˜
(
1
ρ
,
1
r
, f˜
)
= TA(r,ρ, f ) − nA(1, f ) log(rρ).
Proof. Since
2π∫
0
log+
∣∣∣∣ f˜
(
eiθ
s
)∣∣∣∣ dθ2π =
2π∫
0
log+
∣∣ f (seiθ )∣∣ dθ
2π
for any R1 < s < R2 we have
m
A˜
(
1
ρ
,
1
r
, f˜
)
=mA(r,ρ, f ).
Also,
n
A˜
(t, f˜ ) =
⎧⎨
⎩
nA(1/t, f ) − nA(1, f ), t ∈ (R1,1),
nA(1, f ), t = 1,
nA(1/t, f ) + nA(1, f ), t ∈ (1, R2).
Thus,
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A˜
(
1
ρ
,
1
r
, f˜
)
=
1∫
1/ρ
n
A˜
(t, f˜ )
t
dt +
1/r∫
1
n
A˜
(t, f˜ )
t
dt
=
1∫
1/ρ
nA(1/t, f ) − nA(1, f )
t
dt +
1/r∫
1
nA(1/t, f ) + nA(1, f )
t
dt
=
ρ∫
1
nA(t, f )
t
dt +
1∫
r
nA(t, f )
t
dt − nA(1, f ) log(rρ)
= NA(r,ρ, f ) − nA(1, f ) log(rρ). 
4. Logarithmic derivatives in annuli
Before proceeding, we must ﬁrst deﬁne some terminology. For functions that are meromorphic in a disk D(R), it is a
common practice to deﬁne the class of admissible functions to be the collection of functions f such that
limsup
r→R−
T (r, f )
log 1R−r
= ∞.
Motivated by this, we deﬁne the class of admissible functions for annuli. We say that a function f that is meromorphic
in A = A(R1, R2) is left admissible in A if there exists ρ∗ ∈ (1, R2) such that
limsup
r→R+1
TA(r,ρ∗, f )
log 1r−R1
= ∞. (5)
We say that f is right admissible in A when R2 < ∞ if there exists r∗ ∈ (R1,1) such that
limsup
ρ→R−2
TA(r∗,ρ, f )
log 1R2−ρ
= ∞. (6)
If R2 = ∞, we replace (6) with
limsup
ρ→∞
TA(r∗,ρ, f )
logρ
= ∞.
We say f is admissible if f is both right and left admissible.
Gol’dberg and Grinshtein [5] prove (7) with T (ρ, f ) in place of TA(r,ρ, f ) for functions meromorphic in a disk or the
plane. We offer this version of the lemma for functions meromorphic in an annulus. We base our proof on the version of
the Go’dberg–Grinshtein Lemma given in [3].
Lemma 4.1 (Gol’dberg–Grinshtein for annuli). Let f be a function that is meromorphic and admissible in A = A(R1, R2), and
let 0< α < 1. Then there exist r0 = r0(α, f ) ∈ (R1,1) and ρ0 = ρ0(α, f ) ∈ (1, R2) and positive constants C = C(α, f ) and
D = D(α, f ), not dependent on r or ρ , such that
2π∫
0
∣∣∣∣ f ′(ρeiθ )f (ρeiθ )
∣∣∣∣
α dθ
2π
 C
(
TA(r, ρˆ, f )
ρ
ρˆ
ρˆ − ρ
)α
(7)
for all r with R1 < r < r0 < 1 and all ρ and ρˆ with 1< ρ0 < ρ < ρˆ < R2 , and
2π∫
0
∣∣∣∣ f ′(reiθ )f (reiθ )
∣∣∣∣
α dθ
2π
 D
(
TA(rˆ,ρ, f )
rˆ
r
r − rˆ
)α
(8)
for all rˆ and r with R1 < rˆ < r < r0 < 1 and all ρ with 1< ρ0 < ρ < R2 .
Proof. Using Theorem 3.1, we have the decomposition f (z) = zmΦ(z)u(z) with R ′ = 1, where u is meromorphic in D(R2),
and Φ is analytic and nonzero in A[1,∞]. Moreover, by part (c) of the same theorem, there exist M > 0 and ρ1 ∈ (1, R2)
such that∣∣∣∣Φ ′(ρeiθ )iθ
∣∣∣∣< M (9)Φ(ρe ) ρ
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2π∫
0
∣∣∣∣u′(ρeiθ )u(ρeiθ )
∣∣∣∣
α dθ
2π
 C1
(
T (ρˆ,u) + β
ρ
ρˆ
ρˆ − ρ
)α
(10)
for all ρ1 < ρ < ρˆ < R2.
As in Lemma 3.3, we let p =m if m > 0 and 0 otherwise and we write u˜(z) = zpu(z). Note then that
T (ρ,u) T (ρ, u˜) + p logρ (11)
for any ρ ∈ (1, R2).
Fix r1 ∈ (R1,1). Then by Lemma 3.3, for any r ∈ (R1, r1) and ρ ∈ (1, R2), we may write
T (ρ, u˜) TA(r,ρ, f ) − e(r,ρ),
where |e(r,ρ)| < M1 for some M1 > 0, and so,
T (ρ, u˜) TA(r,ρ, f ) + M1 (12)
for R1 < r < r1 and 1< ρ < R2. Since f is admissible we can ﬁnd r0 ∈ (R1, r1) and ρ2 ∈ (1, R2) such that
p logρ + 3M1 + β  TA(r0,ρ, f )
for all ρ2 < ρ < R2. By (4) in Corollary 3.4, we have
TA(r0,ρ, f ) TA(r,ρ, f ) + 2M1
for any r with R1 < r < r0 < r1 and ρ with ρ2 < ρ < R2. Thus, for R1 < r < r0 and ρ2 < ρ < R2,
p logρ + M1 + β  TA(r,ρ, f ). (13)
Similarly, by the admissibility of f , we can ﬁnd ρ3 ∈ (1, R2) so that
TA(r0,ρ, f )
(
Mα + |m|α)1/α + 2M1.
Thus, we apply Corollary 3.4 once again, to see that
TA(r,ρ, f )
(
Mα + |m|α)1/α (14)
for all R1 < r < r0 and ρ3 < ρ < R2.
Letting
C = 2αC1 + 1 and ρ0 = max
1 j3
{ρ j},
and combining Eqs. (9)–(14) we have
2π∫
0
∣∣∣∣ f ′(ρeiθ )f (ρeiθ )
∣∣∣∣
α dθ
2π

2π∫
0
∣∣∣∣ mρeiθ
∣∣∣∣
α dθ
2π
+
2π∫
0
∣∣∣∣Φ ′(ρeiθ )Φ(ρeiθ )
∣∣∣∣
α dθ
2π
+
2π∫
0
∣∣∣∣u′(ρeiθ )u(ρeiθ )
∣∣∣∣
α dθ
2π
 |m|
α
ρα
+
(
M
ρ
)α
+ C1
(
T (ρˆ,u) + β
ρ
ρˆ
ρˆ − ρ
)α
 2αC1
(
TA(r, ρˆ, f )
ρ
ρˆ
ρˆ − ρ
)α
+ M
α + |m|α
ρα
 C
(
TA(r, ρˆ, f )
ρ
ρˆ
ρˆ − ρ
)α
for any R1 < r < r0 and all ρ0 < ρ < ρˆ < R2, thus proving (7).
To see (8), ﬁx ρ ∈ (1, R2). Consider then the function f˜ (z) = f (1/z) which is meromorphic in A˜ = A(1/R2,1/R1). Ap-
ply (7) to f˜ to ﬁnd that there exist D1, t0 and s0 such that
2π∫ ∣∣∣∣ f˜ ′(seiθ )f˜ (seiθ )
∣∣∣∣
α dθ
2π
 D1
(
T
A˜
(t, sˆ, f )
1/r
sˆ
sˆ − 1/r
)α0
M.E. Lund, Z. Ye / J. Math. Anal. Appl. 356 (2009) 441–452 449for any 1/R2 < t < t0 < 1 and any 1< s0 < s < sˆ < 1/R1. We take t = 1/ρ for ρ ∈ (1, R2) and s = 1/r for r ∈ (R1,1). Since if
r < 1, then (1/r)2α > 1, it follows that
2π∫
0
∣∣∣∣ f˜ ′(
eiθ
r )
f˜ ( e
iθ
r )
∣∣∣∣
α dθ
2π
=
2π∫
0
∣∣∣∣ f ′(reiθ )e2iθ r2 f (reiθ )
∣∣∣∣
α dθ
2π
= 1
r2α
2π∫
0
∣∣∣∣ f ′(reiθ )f (reiθ )
∣∣∣∣
α dθ
2π

2π∫
0
∣∣∣∣ f ′(reiθ )f (reiθ )
∣∣∣∣
α dθ
2π
.
We adjust r0 and ρ0 if need be so that r0  1/s0 and ρ0  1/t0. Therefore, setting D = 2αD1, and sˆ = 1/rˆ, we have for any
R1 < rˆ < r < r0 < 1 and 1< ρ0 < ρ < R2,
2π∫
0
∣∣∣∣ f ′(reiθ )f (reiθ )
∣∣∣∣
α dθ
2π
 D
2α
(
T
A˜
(1/ρ, sˆ, f˜ )
1/r
sˆ
sˆ − 1/r
)α
 D
2α
(
T
A˜
(1/ρ,1/rˆ, f˜ )
rˆ
r
r − rˆ
)α
. (15)
Since f is left admissible, there exists ρ∗ such that for rˆ suﬃciently close to R1,
nA(1, f ) log
1
rˆ
+ 2M1  TA(rˆ,ρ∗, f ). (16)
With further adjustment of r0 and ρ0 if necessary, by Lemma 3.5, and (16) with Corollary 3.4,
T
A˜
(1/ρ,1/rˆ, f˜ ) = TA(rˆ,ρ, f ) − nA(1, f ) log(rˆρ)
 TA(rˆ,ρ, f ) + nA(1, f ) log 1
rˆ
 2TA(rˆ,ρ, f ) (17)
for all R1 < rˆ < r0 and all ρ0 < ρ < R2.
By (15) and (17), we have (8). 
The following two lemmas are extensions of [14, Lemma 5] and [14, Lemma 6] to annuli.
Lemma 4.2. Let f be a function that is meromorphic and admissible in A(R1, R2). Then there exist r0 ∈ (R1,1) and ρ0 ∈ (1, R2) such
that
TA(r,ρ, f
′) 2TA(r,ρ, f ) + log+
(
TA(rˆ,ρ, f )
rˆ
r
r − rˆ
)
+ log+
(
TA(r, ρˆ, f )
ρ
ρˆ
ρˆ − ρ
)
+ O (1)
for any rˆ and r with R1 < rˆ < r < r0 and any ρ and ρˆ with ρ0 < ρ < ρˆ < R2 .
Proof. We have that
NA(r,ρ, f
′) 2NA(r,ρ, f ), (18)
for if z0 is a pole of f in A(R1, R2) of order k, then z0 is a pole of f ′ of order k + 1. Thus nA(t, f ′)  2nA(t, f ) for any
R1 < t < R2, whence follows (18).
Now by the concavity of log+ and Lemma 4.1 there exist r0 ∈ (R1,1), ρ0 ∈ (1, R2) and C1 such that
2π∫
0
log+
∣∣∣∣ f ′(ρeiθ )f (ρeiθ )
∣∣∣∣ dθ2π = 1α
2π∫
0
log+
∣∣∣∣ f ′(ρeiθ )f (ρeiθ )
∣∣∣∣
α dθ
2π
 1
α
log+
2π∫
0
∣∣∣∣ f ′(ρeiθ )f (ρeiθ )
∣∣∣∣
α dθ
2π
 1
α
log+
(
C1
TA(t, ρˆ, f )
ρ
ρˆ
ρˆ − ρ
)α
= log+
(
C1
TA(t, ρˆ, f )
ρ
ρˆ
ρˆ − ρ
)
for any R1 < t < r0 and ρ0 < ρ < ρˆ < R2.
Similarly, there exists C2 such that
2π∫
log+
∣∣∣∣ f ′(reiθ )f (reiθ )
∣∣∣∣ dθ2π  log+
(
C2
TA(rˆ, t, f )
rˆ
r
r − rˆ
)0
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Thus,
mA(r,ρ, f
′)mA(r,ρ, f ) +mA
(
r,ρ,
f ′
f
)
mA(r,ρ, f ) + log+
(
TA(rˆ,ρ, f )
rˆ
r
r − rˆ
)
+ log+
(
TA(r, ρˆ, f )
ρ
ρˆ
ρˆ − ρ
)
+ O (1). (19)
The result follows immediately from (18) and (19). 
In the sequel, we let, for any real numbers u and v with v > u,
G(u, v) = v
u(v − u) .
Lemma 4.3. Let f be meromorphic and admissible in A(R1, R2). Let p and q be two integers with p > q 0 and s = p−q. Let α be a
real number with 0 < αs < 1. Then there exist r0 ∈ (R1,1), ρ0 ∈ (1, R2), and constants C1 = C1(p,q,α, f ) and C2 = C2(p,q,α, f )
such that
2π∫
0
∣∣∣∣ f (p)(reiθ )f (q)(reiθ )
∣∣∣∣
α dθ
2π
 C2
[(
T A(rˆ,ρ, f ) + log+ G(rˆ, r)
)
G(rˆ, r)
]αs
, (20)
for any rˆ and r with R1 < rˆ < r < r0 < 1 and any ρ with 1< ρ0 < ρ < R2 , and
2π∫
0
∣∣∣∣ f (p)(ρeiθ )f (q)(ρeiθ )
∣∣∣∣
α dθ
2π
 C1
[(
T A(r, ρˆ, f ) + log+ G(ρ, ρˆ)
)
G(ρ, ρˆ)
]αs
, (21)
for any r with R1 < r < r0 and any ρ and ρˆ with ρ0 < ρ < ρˆ < R2 .
Proof. For j = 1,2, . . . , s, by Lemma 4.1 there exist r0 ∈ (R1,1), ρ0 ∈ (1, R2) and a constant C such that
2π∫
0
∣∣∣∣ f ( j)(teiθ )f ( j−1)(teiθ )
∣∣∣∣
α dθ
2π
 C
(
TA(tˆ, t∗, f ( j−1))
tˆ
t
t − tˆ
)α
for all R1 < tˆ < t < r0 < 1 and t∗ ∈ (ρ0, R2). In the sequel, we denote any absolute constant by C , which may differ each
time.
Suppose R1 < rˆ < r < r0 and ρ0 < ρ < ρˆ < R2. Let rˆ0 = rˆ < rˆ1 < · · · < rˆp−1 < rˆp = r be a partition of [rˆ, r] such that
r j+1 − r j = (r − rˆ)/p for each j = 1,2, . . . , p. By the Hölder inequality and Lemma 4.1,
2π∫
0
∣∣∣∣ f (p)(reiθ )f (q)(reiθ )
∣∣∣∣
α dθ
2π
=
2π∫
0
∣∣∣∣ f (p)(reiθ )f (p−1)(reiθ )
∣∣∣∣
α
. . .
∣∣∣∣ f (q+1)(reiθ )f (q)(reiθ )
∣∣∣∣
α dθ
2π

p∏
j=q+1
( 2π∫
0
∣∣∣∣ f ( j)(reiθ )f ( j−1)(reiθ )
∣∣∣∣
αs dθ
2π
)1/s

p∏
j=q+1
(
C
(
TA(rˆ j−1, t∗, f ( j−1))
rˆ j−1
r
r − rˆ j−1
)αs)1/s
(22)
for any t∗ ∈ (ρ0, R2). Take t∗ = (1+ ρ0)/2> 1.
By Lemma 4.2 and Corollary 3.4, for any j = 1, . . . , p − 1,
TA
(
rˆ j, t
∗, f ( j)
)
 2TA
(
rˆ j, t
∗, f ( j−1)
)+ log+( TA(rˆ j−1, t∗, f ( j−1))
rˆ j−1
rˆ j
rˆ j − rˆ j−1
)
+ log+
(
TA(rˆ j,ρ0, f ( j−1))
t∗
ρ0
ρ0 − t∗
)
+ O (1)
 4TA
(
rˆ j−1,ρ, f ( j−1)
)+ log+ r + O (1), (23)
rˆ(r − rˆ)
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and again applying Corollary 3.4, we can ﬁnd constant C such that
TA
(
rˆ j, t
∗, f ( j)
)
 C
(
TA(rˆ, ρˆ, f ) + log+ r
rˆ(r − rˆ)
)
(24)
for any ρˆ ∈ (ρ0, R2). Combining (22) and (24) and noting rˆ j−1  rˆ and r − rˆ j−1 = (s+ 1− j)(r − rˆ)/s for each j = 1,2, . . . , s,
gives (20).
The proof of (21) follows similarly. 
Theorem 4.4 (Logarithmic Derivative Lemma). Let f be a function that is meromorphic and admissible in A(R1, R2) and p and q
integers with p > q  0 and set s = p − q. Then there exist r0 ∈ (R1,1), ρ0 ∈ (1, R2), and constants C1 = C1(p,q, f ) and C2 =
C2(p,q, f ) such that
mA
(
r,ρ,
f (p)
f (q)
)
 2s log+ TA(rˆ, ρˆ, f ) + s log+ G(rˆ, r) + s log+ log+ G(rˆ, r)
+ s log+ G(ρ, ρˆ) + s log+ log+ G(ρ, ρˆ) + O (1),
for any rˆ and r with R1 < rˆ < r < r0 and any ρ and ρˆ with ρ0 < ρ < ρˆ < R2 .
Proof. Choose α so that 0< sα < 1. By the concavity of log+ and Lemma 4.3, there exist r0 and ρ0 such that
2π∫
0
∣∣∣∣ f (p)(ρeiθ )f (q)(ρeiθ )
∣∣∣∣ dθ2π  1α log+
( 2π∫
0
∣∣∣∣ f (p)(ρeiθ )f (q)(ρeiθ )
∣∣∣∣
α dθ
2π
)
 s log+ TA(rˆ, ρˆ, f ) + s log+ G(ρ, ρˆ) + s log+ log+ G(ρ, ρˆ) + O (1),
for any r ∈ (R1, r0) and 1 < ρ0 < ρ < ρˆ < R2. We may ﬁnd a similar inequality for f (p)(reiθ )/ f (q)(reiθ ) when r ∈ (R1, r0),
whence follows the theorem. 
Recently, the authors in [11] proved a logarithmic derivative lemma. However, there is a ﬂaw in their proof of
Lemma 3.1(a) due to a misuse of a lemma due to Bank, which they called Lemma 2.1(a). Consequently, their version of
the logarithmic derivative lemma needs a slight modiﬁcation. By using our Theorem 4.4, we have the following version of
the logarithmic derivative lemma for the disk D(R), where R ∞. Note when R = ∞, f being admissible means that f
has an essential singularity at ∞.
Theorem 4.5. Let f be meromorphic and admissible in D(R) and p and q integers with p > q  0 and set s = p − q. Suppose that
f (0) = 0,∞. Then there exists constant ρ0 ∈ (0, R) such that
m
(
ρ,
f (p)
f (q)
)
 s log+ TA(ρˆ, f ) + s log+ G(ρ, ρˆ) + s log+ log+ G(ρ, ρˆ) + O (1),
for any ρ and ρˆ with ρ0 < ρ < ρˆ < R.
Proof. Choose ε0 > 0 so that f (z) is nonzero and analytic in D(ε0). We assume ε0  1. Set g(z) = f (z/ε0). Then g has no
zeros or poles in D(1) and hence T (ρ, g) = TA(0,ρ, g) + O (1). Since
m
(
ρ,
g(p)
g(q)
)
=mA
(
0,ρ,
g(p)
g(q)
)
+ O (1),
we have from (20) in Lemma 4.3 that, there exist r0 and ρ0 such that for any r with 0 = R1 < r < r0 and ρ and ρˆ with
ρ0 < ρ < ρˆ < R2,
m
(
ρ,
g(p)
g(q)
)
 log+
[(
T A(r, ρˆ, g) + log+ G(ρ, ρˆ)
)
G(ρ, ρˆ)
]s + O (1).
It turns out from letting r go to zero that
m
(
ρ,
g(p)
g(q)
)
 s log+
[(
T (ρˆ, g) + log+ G(ρ, ρˆ))G(ρ, ρˆ)]+ O (1).
Since
m
(
ρ
ε0
,
f (p)
f (q)
)
=m
(
ρ,
g(p)
g(q)
)
+ O (1) and T (ρˆ, g) = T
(
ρˆ
ε0
, f
)
,
we have the theorem. 
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