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Abstract
In this contribution, we extend the concept of H2 inner product and H2 pseudo-optimality
to dynamical systems modeled by differential-algebraic equations (DAEs). To this end, we
derive projected Sylvester equations that characterize the H2 inner product in terms of the
matrices of the DAE realization. Using this result, we extend theH2 pseudo-optimal rational
Krylov algorithm for ordinary differential equations to the DAE case. This algorithm com-
putes the globally optimal reduced-order model for a given subspace ofH2 defined by poles
and input residual directions. Necessary and sufficient conditions for H2 pseudo-optimality
are derived using the new formulation of the H2 inner product in terms of tangential interpo-
lation conditions. Based on these conditions, the cumulative reduction procedure combined
with the adaptive rational Krylov algorithm, known as CUREd SPARK, is extended to DAEs.
Important properties of this procedure are that it guarantees stability preservation and adap-
tively selects interpolation frequencies and reduced order. Numerical examples are used
to illustrate the theoretical discussion. Even though the results apply in theory to general
DAEs, special structures will be exploited for numerically efficient implementations.
Keywords: model order reduction, differential algebraic equation, stability preservation, Krylov sub-
space method, H2 pseudo-optimality, rational interpolation
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1 Introduction
Systems of differential-algebraic equations (DAEs) represent a widespread formalism in the
modeling of dynamical systems, e.g. constrained mechanical systems and electrical networks
[27, 38, 43]. Due to the automatic, object-oriented generation of the model equations and the
resulting redundancies in the descriptor variables, DAE systems often reach a very high order,
thus making simulations and control design computationally challenging, if at all feasible. This
motivates the use of model order reduction techniques for approximating large-scale system
with reduced-order models which capture the relevant input-output dynamics and preserving
fundamental properties of the original model such as stability. Due to the particular character-
istics of DAEs, new model reduction techniques designed to work directly on the DAE system
matrices are necessary. Their goal is to approximate the subsystem describing the dynamic
evolution while preserving the subsystem describing the algebraic constraints.
Several reduction methods have been developed in recent years to correctly deal with the al-
gebraic part of the DAE, a survey of which is given in [13]. Existing reduction approaches
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include the extension of the (low-rank, square-root) balanced truncation algorithm as well as
some variants thereof [36, 37, 45]. Amongst others, these methods bear the advantage of hav-
ing a priori error bounds which allow an appropriate selection of reduced order by inspecting
proper and improper Hankel singular values. Balancing-related model reduction techniques are
based on matrix equations, which in the large-scale setting can be solved using low-rank iter-
ative methods, see [12, 44] for recent surveys. These methods may, however, have difficulties
to converge, as, for example, for weakly damped mechanical systems.
A robust and numerically efficient alternative to balanced truncation is given by rational in-
terpolation (also known as moment matching or Krylov subspace methods) [17, 20, 24, 25].
Modified interpolatory subspace conditions were presented in [26] to effectively reduce DAEs
by means of tangential interpolation. Based on these conditions, a fixed-point iteration was pre-
sented there that yields a locally H2 optimal reduced model at convergence. This method has
shown to work well in practice, even though no proof of convergence or stability preservation is
available for general systems. In addition, the problem of finding a suitable reduced order still
remains.
In this contribution, we consider the problem of finding the globally optimal reduced-order model
in a subspace of H2 defined by reduced poles and input residual directions. To this end, we
characterize the H2 inner product of two rational matrix-valued functions in terms of their state
space realizations with singular descriptor matrices. We also develop an algorithm to efficiently
construct a reduced-order model which solves the optimization problem. This algorithm is an
extension and generalization of the model reduction method proposed in [50] for ordinary differ-
ential equations (ODEs) to DAEs. The resulting H2 pseudo-optimal rational Krylov algorithm is
a fundamental component of the fully adaptive reduction method known as CUREd SPARK [33]
which can now be applied to DAE systems. To the authors’ knowledge, this is the first rational
interpolation algorithm for DAEs which guarantees stability preservation and adaptively selects
interpolation frequencies and reduced order.
The remainder of the paper is outlined as follows. Section 2 revises fundamentals about lin-
ear DAEs, while Section 3 introduces the model reduction problem and known methods for
tangential interpolation. In Section 4, we derive a new formulation of the H2 inner product
for strictly proper transfer functions based on the solution of projected Sylvester equations. In
Section 5, this new result is used to extend the H2 pseudo-optimal rational Krylov algorithm to
DAEs. In Section 6, we briefly revise the fully adaptive reduction framework CUREd SPARK
that will be ultimately used in numerical experiments. As the SPARK algorithm has not been
extended to multiple-input and multiple-output (MIMO) models yet, the numerical examples in
Section 7 are restricted to the single-input and single-output (SISO) case. In addition, the test
models considered here have special structure allowing for a numerical efficient implementa-
tion. Note, however, that the main result of this contribution, namely the derivation of the H2
pseudo-optimal rational Krylov algorithm for DAEs using a special formulation of the H2 inner
product is neither restricted to the SISO case nor to the special structure of the DAE system.
2 Fundamentals of Linear DAEs
Consider a linear time-invariant control system
E x˙(t) = A x(t) + B u(t) , y(t) = C x(t) + D u(t) , (1)
with state x(t) ∈ Rn, input u(t) ∈ Rm, output y(t) ∈ Rp, and system matrices E,A ∈ Rn×n,
B∈Rn×m, C∈Rp×n, and D∈Rp×m. Within this contribution, we consider the case of singular
descriptor matrix E such that (1) describes a DAE system (also called descriptor system).
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While G(s)=C(sE−A)−1B + D denotes the transfer function of (1), its specific realization is
abbreviated with Σ=(E, A, B, C, D).
We assume that the matrix pencil λE−A is regular, i. e., det(λE−A) 6= 0 for some λ∈C. In
this case, there exist regular transformation matrices P, Q∈Rn×n such that
E˜ = P E Q =
[
Inf 0
0 N
]
, A˜ = PAQ =
[
J 0
0 In∞
]
, (2)
where both J and N are in real Jordan canonical form [22]. The matrix N is nilpotent of index ν,
i. e., Nν = 0 and Nν−1 6= 0. It determines the eigenvalue at infinity, whereas the eigenvalues
of J are the finite eigenvalues of λE−A . The identity matrices Inf and In∞ are of dimension
nf and n∞ which denote the number of finite and infinite eigenvalues, respectively. The set of
finite and infinite generalized eigenvalues of λE −A is denoted by Λ(E,A) or just by Λ(A) if
E = I. The representation (2) is called the Weierstraß canonical form. Although P and Q will
not be computed explicitly in the following, the Weierstraß canonical form is important for the
theoretical analysis and derivations.
Note that in the case of linear DAE systems, ν represents the differentiation index [31], which is
related to the structural complexity of the given problem. Though it will be used in the following
considerations, e.g. to characterize different types of DAEs, an explicit knowledge of the value
of ν is not required for – nor computed during – reduction.
In the following, we restrict ourselves to the asymptotically stable system (1) for which all finite
generalized eigenvalues of λE−A have negative real part. Note that this is not restrictive, as
unstable modes are always dominant and the reduction of unstable models generally requires
the separation of stable and antistable part, reducing only the former and preserving the latter.
A characteristic property of DAEs is that a polynomial contribution to the transfer function G(s)
may be present. Let the pencil λE − A be in the Weierstraß canonical form (2) and let the
matrices
B˜ = P B =
[
Bf
B∞
]
, C˜ = C Q =
[
Cf C∞
]
(3)
be partitioned according to the block-diagonal form of E˜ and A˜. Then the transfer function G(s)
can additively be decomposed as
G(s) = C (sE−A)−1 B + D = C˜(s E˜− A˜)−1B˜ + D = Gsp(s) + P(s), (4)
where Gsp(s) = Cf (s Inf − J)−1Bf is the strictly proper part and
P(s) = C∞(sN− In∞)−1B∞ + D = −
ν−1∑
k=0
C∞Nk B∞ sk + D
is the polynomial part of G(s).
In many cases, the explicit computation of the Weierstraß canonical form (2) is not required.
Instead, one can act separately on the strictly proper and polynomial parts of G(s) by making
use of the spectral projectors [13, 31]. The matrices
Πfl = P
−1
[
Inf 0
0 0
]
P and Πfr = Q
[
Inf 0
0 0
]
Q−1 (5)
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are called the spectral projectors onto the left and right deflating subspaces of λE −A corre-
sponding to the finite eigenvalues along the left and right deflating subspaces corresponding to
the infinite eigenvalues. Similarly, the matrices
Π∞l = P
−1
[
0 0
0 In∞
]
P and Π∞r = Q
[
0 0
0 In∞
]
Q−1 (6)
are called the spectral projectors onto the left and right deflating subspaces of λE −A corre-
sponding to the infinite eigenvalues along the left and right deflating subspaces corresponding
to the finite eigenvalues. Using these projectors, one can partition G(s) = Gsp(s) + P(s) with
Gsp(s) = CΠfr (sE−A)−1B = C(sE−A)−1Πfl B = CΠfr (sE−A)−1Πfl B (7)
for the strictly proper part and
P(s) = CΠ∞r (sE−A)−1B+D = C(sE−A)−1Π∞l B+D = CΠ∞r (sE−A)−1Π∞l B+D (8)
for the polynomial part [26]. Note that the numerical computation of the spectral projectors is in
general ill-conditioned. However, for certain types of DAE systems, analytic expressions can be
derived directly by exploiting the structure of the system matrices. Several examples, including
semi-explicit systems of index 1, Stokes-like systems of index 2 and mechanical systems of
index 1 and 3 are collected in [13]. Since the spectral projectors are in general dense matrices,
their explicit computation and storage should be avoided. Fortunately, they often inherit the
block structure of the system matrices, therefore projector-vector products can be performed
block-wise exploiting the sparsity of the system matrices and resulting in a more efficient im-
plementation [13]. Therefore, in the following we assume that the given system is of special
structure and the respective spectral projectors are known.
3 Model Reduction by Tangential Interpolation
In this contribution, we consider the reduction of a full-order model (FOM) given as a DAE
system (1) by means of tangential interpolation. Our goal is to design a reduced-order model
(ROM)
Gr(s) = Cr (sEr −Ar)−1 Br + Dr (9)
with Er,Ar∈Rq×q, Br∈Rq×m, Cr∈Rp×q, and Dr∈Rp×m which satisfies the tangential interpo-
lation conditions
G(σi) ri = Gr(σi) ri , i = 1, ... , q, (10a)
lTj G(µj) = l
T
j Gr(µj) , j = 1, ... , q, (10b)
lTi
(
d
ds
G(s)
∣∣∣∣
s=σi
)
ri = l
T
i
(
d
ds
Gr(s)
∣∣∣∣
s=σi
)
ri, i = 1, ... , q, (10c)
for complex frequencies σi, µj ∈ C as well as right and left tangential directions ri ∈ Cm and
lj∈Cp. A reduced model (9) satisfying all three conditions in (10) is referred to as a bitangential
Hermite interpolant.
The main advantage of the interpolatory approximation approach is the existence of numerically
efficient methods which have been effectively used for reduction of large-scale systems, see
[3, 8, 17, 18, 20, 24, 25, 34, 48, 54] for ODEs and [1, 13, 26] for the DAE case. Moreover, the
interpolatory conditions allow to directly specify frequency regions in which the approximation
quality should be higher. Further note that by means of Carleman bilinearization and quadratic
bilinearization, tangential interpolation has also been extended to nonlinear models [2, 11, 23].
In the following, we discuss the tangential interpolation problem from two different – though
related – perspectives: projective and non-projective. Both of them will play a role in Section 5.
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3.1 The Projective Framework
Traditionally, the model reduction problem is formulated in a projective framework, where the
design parameters are projection matrices V,W∈Rn×q spanning appropriate subspaces. The
reduced-order model is obtained by approximating the state vector x ≈ x̂=Vxr and enforcing
the Petrov-Galerkin condition WT (EVx˙r −AVxr −Bu)=0 in the form
Erx˙r = Arxr + Bru, yr = Crxr + Dru, (11)
where Er = WTEV, Ar = WTAV, Br = WTB, and Cr = CV. In general, Dr = D is chosen
and, hence, the reduction process can often be carried out without explicit consideration of D.
Note that the choice Dr = D is necessary for bounded H2 error but is in general non-optimal
with respect to the H∞ error, see [14, 19].
To enforce the tangential interpolation conditions (10), the projection matrices can be con-
structed according to the following theorem.
Theorem 1 ([10, 17, 20]). Consider a DAE (1) with the transfer function G(s). Let Gr(s) be the
transfer function of the reduced-order model (11) obtained using the projection matrices V and
W. Furthermore, let σi, µj∈C be outside of the generalized spectra of the pencils λE−A and
λEr −Ar and let ri∈Cm and lj∈Cp be nonzero vectors for i, j = 1, ... , q.
1. If
(A− σiE)−1B ri ∈ R(V), i = 1, ... , q , (12)
then G(σi) ri=Gr(σi) ri for i = 1, ... , q.
2. If
(A− µjE)−TCT lj ∈ R(W), j = 1, ... , q , (13)
then lTj G(µj)= l
T
j Gr(µj) for j = 1, ... , q.
3. If both (12) and (13) hold for σi=µi, then, in addition,
lTi
(
d
ds
G(s)
∣∣∣∣
s=σi
)
ri = l
T
i
(
d
ds
Gr(s)
∣∣∣∣
s=σi
)
ri, i = 1, ... , q .
One of the beauties of this result is that it holds for both regular and singular matrices E mean-
ing that tangential interpolation can be achieved both for ODEs and DAEs by using Theorem 1.
In addition, necessary conditions for H2 optimality can be derived in terms of tangential inter-
polation conditions as follows.
Theorem 2 ([48]). Let a DAE system (1) be given and let G(s) denote its transfer func-
tion. Consider a reduced-order model Gr(s)=
q∑
i=1
cr,ibr,i
s−λr,i with distinct poles λr,i ∈ C and in-
put and output residual directions b∗r,i ∈ Cm and cr,i ∈ Cp, respectively. If Gr(s) satisfies
Gr(s)=arg min
dim(Ĝr)=q
‖G− Ĝr‖H2 at least locally, then it holds
G(−λr,i) b∗r,i = Gr(−λr,i) b∗r,i, (14a)
c∗r,i G(−λr,i) = c∗r,i Gr(−λr,i), (14b)
c∗r,i
(
d
ds
G(s)
∣∣∣∣
s=−λr,i
)
b∗r,i = c
∗
r,i
(
d
ds
Gr(s)
∣∣∣∣
s=−λr,i
)
b∗r,i (14c)
for i = 1, ... , q.
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Next, we demonstrate that also the duality between the projection matrices satisfying (12) and
(13) and the solutions of particular generalized Sylvester equations holds, see [21, 49, 50] for
ODEs. To that end, we first introduce different representations for tangential interpolation data
used throughout this contribution.
Definition 1 (Right tangential interpolation data). Given a DAE system (1), consider a set of
distinct interpolation frequencies σ1, ..., σq∈C, which do not belong to Λ(E,A), and correspond-
ing nonzero right tangential directions r1, ... , rq ∈Cm. We refer to the set of pairs {(σi, ri)}qi=1
as the right tangential interpolation data, as they define the right tangential interpolation condi-
tions of the form (10a). An equivalent representation for the interpolation data is given by the
matrices
SP = diag (σ1, ... , σq) ∈ Cq×q, (15a)
RP = [r1, ... , rq] ∈ Cm×q. (15b)
Remark 1. All considerations in the following have a dual counterpart in terms of left tangential
interpolation data {(µj , lj)}qj=1 with µ1, ..., µq∈C \ Λ(E,A) and l1, ..., lq∈Cp. As the discussion
is analogous, we omit it here for brevity.
It will be convenient in the remainder of the paper to characterize the right tangential interpola-
tion data not in terms of the special structured matrices in (15) but in terms of matrices S and R
that are connected to SP and RP by means of a similarity transformation.
Definition 2. Given a DAE system (1), consider a diagonalizable matrix S∈Cq×q with distinct
eigenvalues σ1, ... , σq satisfying Λ(S) ∩ Λ(E,A) = ∅ and a matrix R∈Cm×q. Let T∈Cq×q be
a regular matrix such that TST−1 = diag (σ1, ... , σq). If all columns of RT−1 = [r1, ... , rq] are
nonzero, then the matrices S and R are an equivalent representation of the right interpolation
data {(σi, ri)}qi=1 as in Definition 1.
Remark 2. It can be shown that if S and R satisfy the assumptions in Definition 2, then the
pair (−S∗,R∗) is controllable, see [42, Theorem 3.17, Corollary 3.18 and Theorem 4.33 part
(iii)]. This is worth mentioning at this point, as the results in Section 5 will often make use of
this property.
The representation of the right interpolation data in terms of the matrices S and R becomes
of practical importance when parametrizing the corresponding projection matrix V in terms of
generalized Sylvester equations.
Theorem 3 (Sylvester equation for right tangential interpolation of DAEs). Consider a DAE
system (1). Let right tangential interpolation data {(σi, ri)}qi=1 as in Definition 1 be given. Then
any projection matrix V ∈Cn×q satisfying (12) solves the generalized sparse-dense Sylvester
equation
AV −EVS−BR = 0 (16)
with appropriate choice of S∈Cq×q and R∈Cm×q.
Proof: The proof is obtained by construction. Let
VPi = (A− σiE)−1B ri, i = 1, ..., q.
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Then we obtain from
AVPi − σiEVPi = B ri, i = 1, ..., q,
that the so-called primitive basis VP=
[
VP1 , ... , V
P
q
]
satisfies
AVP −EVPSP −BRP = 0
with SP and RP as in (15). Any other basis of the same subspace can be obtained through
transformation V=VPT with a regular matrix T∈Cq×q, which ultimately results in the Sylvester
equation (16) with S=T−1SPT and R=RPT.
A converse relation also holds true underlying the strong relationship between the solution of
(16) and the projection matrices satisfying (12).
Theorem 4. Consider a DAE system (1). Let right tangential interpolation data {(σi, ri)}qi=1
be given in form of matrices S and R satisfying the assumptions in Definition 2. Furthermore,
let the reduced-order model (11) result from a projection with a matrix V ∈ Cn×q solving the
Sylvester equation (16) and a matrix W ∈Cn×q chosen such that Λ(S) ∩ Λ(Er,Ar) = ∅. Then
the reduced-order model (11) satisfies the right interpolation conditions (10a).
Proof: Due to the condition Λ(S) ∩ Λ(E,A)=∅, the solution of (16) exists and is unique
[16]. By Definition 2 there exists a nonsingular matrix T such that TST−1=SP=diag(σ1, ..., σq)
and RT−1=RP=
[
r1, ..., rq
]
. Therefore, (16) is equivalent to
AVP −EVPSP −BRP = 0,
where VP=VT−1. Then each column of VP has the form
VPi = (A− σiE)−1B ri, i = 1, ..., q.
Since VPi ∈ R(V), it follows from Theorem 1 that the right tangential interpolation conditions
(10a) are fulfilled.
Note that the interpolation conditions (10) can be extended to tangentially match also high order
derivatives of G(s) by spanning appropriate input/output tangential Krylov subspaces [10, 17,
21, 24]. Also in this case, the duality to a respective Sylvester equation holds. For the sake of
brevity and simpler notation, we do not present the results in this most general form but refer
the interested reader to the more detailed discussion in [42].
The results of Theorem 1 may mislead to think that there is no difference in approximating
ODEs and DAEs by tangential interpolation. As discussed in [13, 26], achieving tangential
interpolation for DAEs may in fact not be enough to obtain acceptable approximations. Indeed,
interpolation by itself cannot in general guarantee that the polynomial part P(s) of the transfer
function G(s) is matched exactly by the reduced-order model. This may lead to a nonzero or
even unbounded error at s→∞, and hence an error system which is not in H2, see, e.g., the
example in [26].
For this reason, a correct reduction of DAEs should always ensure P(s) = Pr(s). This can be
achieved by decomposing the reduction problem into two subproblems: tangential interpolation
of the strictly proper part Gsp(s) given in (7) and preservation of the polynomial part P(s) given
in (8), as illustrated in Figure 1. To this aim, similarly to [26], we make use of the spectral
projectors (5) and (6) to act separately on realizations of the strictly proper part Gsp(s) and
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improper subsys. (ROM)strictly proper subsys. (ROM)
G(s)
P(s)
Gsp(s)
G(s)
Gr(s)
P(s)
Pr(s)
Gsp(s)
Gspr (s)
Figure 1: Sketch of DAE-aware model reduction. The spectral projectors are used to act on the strictly
proper and polynomial parts separately. While tangential interpolation is used to approximate Gsp(s),
balanced truncation is used to determine a minimal realization of P(s). In a final step, both subsystems
are combined to the overall reduced model Gr(s). The interpolation frequency is indicated by a circle.
the polynomial part P(s). As shown in [26, Theorem 3.1], tangential interpolation of the strictly
proper part can be achieved through projection of the basis matrices V and W as in (12) and
(13) according to Vsp=ΠfrV and W
sp=(Πfl )
TW.
In this contribution, we will derive a pseudo-optimal rational Krylov algorithm [50, 54] to approx-
imate the strictly proper part Gsp(s) by Gspr (s) with a realization (E
sp
r , A
sp
r , B
sp
r ,C
sp
r ,0), see
Section 5. For the polynomial part P(s), the balanced truncation approach proposed in [45]
can be applied to find its minimal realization (Eimr , A
im
r , B
im
r , C
im
r , D
im
r ) by projection
Eimr = (W
im)TEVim, Aimr = (W
im)TAVim, Bimr = (W
im)TB, Cimr = CV
im, Dimr = D.
The computation of the projection matrices Wim and Vim involves the numerical solution of
two projected discrete-time Lyapunov equations. Exploiting characteristic properties of DAEs,
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the solutions of these equations can be determined by solving at most (m + p)ν (generally
sparse) linear systems [47]. Note that there exists a direct relation between the index ν of the
DAE system (1) and the dimension of the minimal realization of the polynomial part given by
dim(Eimr ) ≤ min{ν m, ν p, n∞}, see [45]. Since n∞ is often rather high, while ν m and ν p are
small in most technical applications, this approach can already achieve a significant reduction
of the system dimension without any approximation error. Finally, the overall reduced-order
model Gr(s)=Gspr (s) + P(s) is then obtained by
Er =
[
Espr 0
0 Eimr
]
, Ar =
[
Aspr 0
0 Aimr
]
, Br =
[
Bspr
Bimr
]
, Cr =
[
Cspr C
im
r
]
, Dr = D
im
r .
Within a projective framework, this is equivalent to composing the overall projection matrices
V=
[
Vsp Vim
]
and W=
[
Wsp Wim
]
as proposed in [26].
3.2 A Non-Projective Framework
For later discussions, it is important to notice that for ODEs the problem of tangential interpola-
tion can be tackled from a non-projective perspective as well, see [4–6, 50]. This can be done
by introducing families of reduced transfer functions.
Definition 3. Given a DAE system (1) and right tangential interpolation data S ∈ Cq×q and
R∈Cm×q as in Definition 2, let V solve the Sylvester equation (16) and let F∈Cq×m satisfy
Λ(S) ∩ Λ(S + FR)=∅. (17)
Then a family of reduced transfer functions GF(s) is defined as GF(s) =CF (sEF −AF)−1 BF
with
EF = Iq , AF = S + F R , BF = F , CF = C V , (18)
and free parameter matrix F.
Note that the reduced model (18) is not computed through the Pretrov-Galerkin projection as
in (11). In fact, the existence of a corresponding matrix W, such that a projection according to
(11) leads to (18), is not required. The following theorem establishes that for arbitrary choice of
F satisfying (17), GF(s) is a right tangential interpolant of G(s) with respect to the interpolation
data S and R. It can be proved analogously to the ODE case [4, 50].
Theorem 5. Consider a DAE system (1) with transfer function G(s) and let right tangential
interpolation data S∈Cq×q, R∈Cm×q be given as in Definition 2. For any matrix F∈Cq×m sat-
isfying (17), let GF(s) denote the family of reduced transfer functions according to Definition 3.
Then
G(σi)ri = GF(σi)ri i = 1, ... , q , (19)
for arbitrary F.
4 The H2 Inner Product of DAEs
In this section, we present a formulation of the H2 inner product of two strictly proper transfer
functions in terms of the system matrices of their DAE realizations and the solution of general-
ized Sylvester equations. Note that these results are not restricted to model reduction and may
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be used in different contexts. Although similar relations have been investigated in [46] and [50],
the formulation of the H2 inner product of two strictly proper DAEs via generalized Sylvester
equations appears to be new. Its main advantage lies in the direct relationship between the
inner product and the system matrices and will be the key for the results of Section 5.
As a first step, we define L(p,m)2 as the Hilbert space of matrix-valued functions F : ıR→Cp×m
that have bounded L(p,m)2 -norm
‖F‖L(p,m)2 :=
(
1
2pi
∫ ∞
−∞
‖F(ı ω)‖2F dω
) 1
2
, (20)
where ‖·‖F denotes the Frobenius matrix norm. Furthermore, let H2 denote the subspace of
L(p,m)2 containing all rational functions that are analytic in the closed right half of the complex
plane. It is important to note that a rational function needs to be strictly proper in order to
be in H2, as otherwise the integral in (20) is unbounded. This is why in the DAE context,
the discussion must be restricted to the strictly proper transfer functions only. Also note that
asymptotic stability is a sufficient but not necessary condition for a DAE system to have the
transfer function in H2 [46].
Next we consider two asymptotically stable DAE systems with the strictly proper transfer func-
tions G(s) = C(sE − A)−1B and GH(s) = CH(sEH − AH)−1BH and the impulse responses
Ĝ(t) and ĜH(t) defined as inverse Laplace transforms of G(s) and GH(s), respectively. Then
G,GH ∈ H2 and the H2 inner product of G and GH is defined as
〈G, GH〉H2 :=
1
2pi
∫ ∞
−∞
tr (G(ı ω) G∗H(ı ω)) dω =
∫ ∞
0
tr
(
Ĝ(t) ĜH(t)
∗
)
dt .
The second relation follows immediately from Parseval’s theorem [40]. Note that we use the
notation in Weierstraß canonical form in order to exploit the strict properness of G(s) and
GH(s). The following theorem is one of the main results of this contribution. It establishes
a formulation of theH2 inner product of two transfer functions in terms of their DAE realizations.
Theorem 6. Consider two asymptotically stable DAE systems with the same number of input
and output variables. Let their realizations be (E, A, B, C) and (EH, AH, BH, CH), respec-
tively, and let their transfer functions G(s) and GH(s) be strictly proper. Furthermore, let Π
f
l , Π
f
r
and ΠfHl, Π
f
Hr be the spectral projectors onto the left and right deflating subspaces of λE−A
and λEH−AH, respectively, corresponding to the finite eigenvalues. Then theH2 inner product
of G and GH is given by
〈G, GH〉H2 = tr (C X C∗H) = tr (B∗Y BH) , (21)
where X and Y are the unique solutions of the projected Sylvester equations
A X E∗H + E X A
∗
H + Π
f
l B B
∗
H (Π
f
Hl)
∗ = 0 , X = Πfr X (Π
f
Hr)
∗ , (22a)
A∗Y EH + E∗Y AH + (Πfr )
∗C∗CH Π
f
Hr = 0 , Y = (Π
f
l )
∗Y ΠfHl . (22b)
Proof: Let the pencils λE−A and λEH−AH be transformed into the Weierstraß canonical
form (2) and
PH EH QH =
[
InHf 0
0 NH
]
, PH AH QH =
[
JH 0
0 InH∞
]
, (23)
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respectively, and let the input and output matrices be transformed as in (3) and
PH BH =
[
BHf
BH∞
]
, CH QH =
[
CHf CH∞
]
. (24)
Partitioning the matrix
Q−1XQ−∗H =
[
Xff Xf∞
X∞f X∞∞
]
such that Xff ∈ Cnf×nHf and X∞∞ ∈ Cn∞×nH∞ , the first equation in (22a) can be decoupled
as
J Xff + Xff J
∗
H + Bf B
∗
Hf = 0 , (25a)
X∞f + N X∞f J∗H = 0 , (25b)
J Xf∞N∗H + Xf∞ = 0 , (25c)
X∞∞N∗H + N X∞∞ = 0 . (25d)
Since both DAE systems are asymptotically stable, the Sylvester equation (25a) has a unique
solution given by
Xff =
∫ ∞
0
eJ t Bf B
∗
Hf e
J∗H tdt.
The second equation in (22a) implies X∞f =0, Xf∞=0 and X∞∞=0, which obviously satisfy
equations (25b)-(25d).
Furthermore, using again (2), (23), (3), (24) and exploiting the strict properness of G(s) and
GH(s), the impulse responses can be represented as
Ĝ(t) = Cf e
J t Bf , ĜH(t) = CHf e
JH t BHf , t ≥ 0 .
Then we have
〈G, GH〉H2 =
∫ ∞
0
tr
(
Cf e
J t Bf B
∗
Hf e
J∗H t C∗Hf
)
dt
= tr
(
Cf
(∫ ∞
0
eJ t Bf B
∗
Hf e
J∗H tdt
)
C∗Hf
)
= tr
([
Cf C∞
] [Xff 0
0 0
] [
C∗Hf
C∗H∞
])
= tr (C X C∗H) .
Thus, (22a) holds. Similar considerations lead to the dual result (22b).
Remark 3. A special case covered by Theorem 6 and of particular importance in Section 5 is
given when only one of the two systems involved in the inner product is a DAE, e.g., if EH is
nonsingular. In this case, the additional constraints in (22a) and (22b) on X and Y to ensure
uniqueness of the solution are trivially satisfied.
It is worth noting that X and Y coincide with the proper controllability and observability Grami-
ans of a DAE for the special case (E, A, B, C)=(EH, AH, BH, CH). This shows that (22a) is
a generalization of the results in [46], where the squared H2-norm of G(s) reads
‖G‖2H2 = 〈G, G〉H2 = tr(C X C∗) = tr(B∗Y B) . (26)
To conclude this section, finally note that the H2 inner product of two strictly proper transfer
functions G(s) and GM(s) can also be characterized in terms of the pole-residue representation
of GM(s) by applying the residue theorem.
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Theorem 7 ([50]). Consider two DAE systems with the transfer functions G,GM ∈ H2. Let
GM(s) =
q∑
i=1
cMibMi
s−λMi be the pole-residue representation, where λMi denote the poles of GM(s)
and b∗Mi and cMi denote the corresponding input and output residual directions. Then the H2
inner product of G and GM is given by
〈G, GM〉H2 =
q∑
i=1
tr
(
G(−λMi) b∗Mi c∗Mi
)
. (27)
This result can be extended to systems with multiple poles as well. As the notation becomes
more involved, we refer to [42, 50] for details.
5 H2 Pseudo-Optimal Reduction of DAEs
Using the results of Section 4, it is possible to extend the concept of H2 pseudo-optimal reduc-
tion and the related algorithms to DAEs. This type of reduction is strongly related to rational
interpolation and H2 optimal reduction as introduced in Section 3. The resulting ROM will in-
terpolate the FOM at the mirror images of the reduced poles tangentially along the reduced
input residues. As we will discuss, these are necessary and sufficient conditions for the global
optimum within a subspace of H2 defined by the set of reduced poles and input residues. Op-
timality within such a subspace is what motivates the name “pseudo”. As the original work [50]
requires the regularity of E, several steps have to be adapted to deal with a singular descriptor
matrix E. We start our discussion by introducing the notion of H2 pseudo-optimality.
5.1 H2 Pseudo-Optimality
In contrast toH2 optimal reduction [25, 26], which is aimed at finding a locally optimal reduced-
order model amongst all reduced models of prescribed order q, we consider the problem of
finding the global optimum within a specific subspace of H2 defined as follows.
Definition 4. Let AM ∈ Cq×q and BM ∈ Cm×q be given such that AM is diagonalizable and has
all eigenvalues in the open left half-plane. We denote by G(AM, BM) the set of asymptotically
stable, strictly proper transfer functions GM∈H2 such that
G(AM, BM) :=
{
GM(s)
∣∣ ∃CM ∈ Cp×q : GM(s) = CM (s Iq −AM)−1 BM} ⊂ H2 . (28)
Remark 4. It holds G(AM, BM) = G(ÂM, B̂M), where ÂM = T−1AMT = diag(λM1, ... , λMq)
and B̂M = T−1BM for a nonsingular matrix T. Therefore, all transfer functions in G(AM, BM)
share the same poles and input residues.
The reduced-order model within this subset which yields the smallest approximation error will
be denoted as the H2 pseudo-optimum [50].
Definition 5. Consider a DAE system (1) with a strictly proper transfer function G(s). Let
AM ∈ Cq×q be diagonalizable and BM ∈ Cq×m. A reduced-order model Gr(s) is called H2
pseudo-optimal with respect to G(AM, BM) if it satisfies
Gr(s) = arg min
GM∈G(AM,BM)
‖G−GM‖H2 . (29)
Using the Hilbert projection theorem [40], Theorem 6 and Theorem 7, it is possible to derive
necessary and sufficient conditions for H2 pseudo-optimality. This result is an extension of that
in [9], [50, Theorem 4.19] to the DAE case.
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Theorem 8. Consider a DAE system (1) with a strictly proper transfer function G ∈ H2. Let
matrices AM ∈Cq×q and BM ∈Cq×m be given such that AM is diagonalizable. Then Gr(s) is
the unique H2 pseudo-optimal reduced transfer function with respect to G(AM, BM) if and only
if
〈G−Gr, GM〉H2 = 0 for all GM ∈ G(AM, BM) (30)
or, equivalently,(
G(−λMi)−Gr(−λMi)
)
b∗Mi = 0 , i = 1, ... , q , (31)
holds, where λMi and b∗Mi are the poles and input residual directions of any GM∈G(AM, BM).
Proof: The relationship in (30) follows directly from the Hilbert projection theorem on opti-
mality within a subspace, see [40]. Based on this result and the new formulation of theH2 inner
product presented in Theorem 6, we can derive an equivalent characterization of (30) in terms
of tangential interpolatory conditions (31).
Denoting the error system by Ge(s)=G(s)−Gr(s) with a realization (Ee,Ae,Be,Ce), we obtain
〈Ge, GM〉H2 = tr (Ce X C∗M) ,
where X solves the projected Sylvester equation
Ae X + Ee X A
∗
M + Π
f
el Be B
∗
M = 0. (32)
Here, Πfel is the spectral projector onto the left subspace of λEe − Ae corresponding to the
finite eigenvalues. Since AM is diagonalizable, there exists a nonsingular matrix T∈Cq×q such
that T−1AMT=ÂM=diag(λM1, ..., λMq). Then equation (32) can be written as
Ae X̂ + Ee X̂ Â
∗
M + Π
f
el Be B̂
∗
M = 0, (33)
where X̂ = XT−∗ and B̂M = T−1BM =
[
b∗M1 ... b
∗
Mq
]∗. Due to the diagonal structure of ÂM,
every column X̂i of X̂ is given by
X̂i =
(−λMi Ee −Ae)−1 Πfel Be b∗Mi, i = 1, ..., q.
As the relation
0 = 〈Ge, GM〉H2 = tr(Ce X C∗M) = tr(Ce X̂ Ĉ
∗
M)
with ĈM = CMT has to hold true for all GM∈G(AM, BM), i.e., for all CM∈Cp×q, we conclude
from
CeX̂ = Ce
[(−λM1 Ee −Ae)−1 Πfel Be b∗M1 ... (−λMq Ee −Ae)−1 Πfel Be b∗Mq]
=
[
Ge
(−λM1) b∗M1 ... Ge (−λMq) b∗Mq] (34)
that (30) is satisfied if and only if
Ge
(−λMi) b∗Mi = 0 , i = 1, ... , q .
Note that in (34) we used the strict properness of G(s) and Gr(s).
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This result is central in that it describes H2 pseudo-optimal reduced models as tangential in-
terpolants at the mirror images of the reduced eigenvalues with respect to the reduced input
residual directions. In fact, it indicates how to construct H2 pseudo-optimal reduced models.
Given reduced poles and input residual directions, we seek a reduced model satisfying the
right tangential interpolation conditions (31). Alternatively, given right tangential interpolation
data S and R, we seek a reduced model with respective poles and input residual directions.
Therefore, the goal in the remainder of this section will be to develop an algorithm to construct
such a reduced-order model.
Remark 5. Comparing Theorem 8 to Theorem 2, one can immediately see that the necessary
and sufficient conditions (31) for H2 pseudo-optimality correspond to the necessary conditions
(14a) for H2 optimality. Therefore, every locally H2 optimal reduced-order model is also the
global H2 pseudo-optimum in the corresponding subspace. This relationship will be used in
Section 6, where the subspace G(AM, BM) will be optimized in order to obtain an H2 optimal
reduced-order model through pseudo-optimal reduction.
At this point, it still needs to be clarified how a model satisfying (31) can be constructed. It is well
known that a transfer function Gr(s) allows an infinite amount of realizations. In the following,
we will consider three particular ODE realizations of order q, namely ΣM=(EM, AM, BM, CM),
ΣF=(EF, AF, BF, CF) and Σr=(Er, Ar, Br, Cr), each of which will play a specific role in the
derivations. The key in the discussion will be to show that these systems are restricted system
equivalent [30], i.e., they share the same transfer function
Gr(s) = Cr (sEr −Ar)−1 Br = CM (sEM −AM)−1 BM = CF (sEF −AF)−1 BF, (35)
and, hence, the same properties with respect to tangential interpolation and pole-residue rep-
resentation. In contrast to Σr, which represents the ROM we are searching for, the systems
ΣM and ΣF are of theoretical interest only.
5.2 The ΣM System
First, we introduce a system ΣM of order q whose transfer function GM(s) belongs to a sub-
space defined in terms of the right tangential interpolation data S and R.
Definition 6. Let the right tangential interpolation data S∈Cq×q and R∈Cm×q be given accord-
ing to Definition 2. Then ΣM=(EM, AM, BM, CM) is an ODE realization of order q of a transfer
function GM(s) defined by
GM ∈ G(−S∗, R∗). (36)
Recall the relations SP = T S T−1 = diag(σ1, ..., σq) and RP = R T−1 = [r1, ..., rq] from Defini-
tion 2. Then by Remark 4 we have G(−S∗, R∗)=G(−(SP)∗, (RP)∗), and, hence, by Theorem 8,
necessary and sufficient conditions for H2 pseudo-optimality with respect to G(−S∗, R∗) can
be formulated as
(G(σi)−GM(σi)) ri = 0 , i = 1, ... , q . (37)
Remark 6. Due to (36), the relation λi = −σMi holds for the eigenvalues of λEM − AM. As
a consequence, the choice of interpolation points in the open right half-plane automatically
enforces asymptotic stability of ΣM for any choice of the free parameter matrix CM.
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5.3 The ΣF System
For given right tangential interpolation data S∈Cq×q and R∈Cm×q as in Definition 2 and a ma-
trix F ∈ Cq×m satisfying (17), we consider a system ΣF = (EF, AF, BF, CF) with the transfer
function GF(s) = CF (sEF −AF)−1 BF as in Definition 3 which is parametrized by F. Then by
Theorem 5, the interpolation conditions (19) hold. Furthermore, it follows from Theorem 8 that
theH2 pseudo-optimal reduced model with respect to G(−S∗, R∗) must combine the properties
of both realizations ΣM and ΣF. Therefore, in the following we will link ΣM and ΣF together
through an appropriate choice of remaining degrees of freedom such that GF(s)=GM(s) holds.
For this purpose, a third auxiliary realization Σr is required which will provide the H2 pseudo-
optimal reduced model.
5.4 The Σr System
Assume that ΣM is asymptotically stable, EM is nonsigular and the triple (EM,AM,BM) is
controllable, i. e., rank
[
λEM −AM BM
]
= q for all λ ∈ C, then the generalized Lyapunov
equation
AM Γ
c
M E
∗
M + EM Γ
c
M A
∗
M + BM B
∗
M = 0 (38)
has a unique Hermitian positive definite solution ΓcM which is the controllability Gramian of ΣM.
Using this Gramian, we define a system Σr=(Er, Ar, Br, Cr) as follows.
Definition 7. Let an asymptotically stable system ΣM=(EM, AM, BM, CM) be given such that
EM is nonsingular and the triple (EM,AM,BM) is controllable. Then Σr = (Er, Ar, Br, Cr) is
defined as
Ar = Er(Γ
c
M)
−1E−1M AM Γ
c
M , Br = −Er(ΓcM)−1E−1M BM , Cr = −CM ΓcM , (39)
where Er is an arbitrary nonsingular matrix and ΓcM is the controllability Gramian of ΣM.
Note that ΣM and Σr are restricted system equivalent and, as a consequence, have the same
transfer function. Indeed, we have
Gr(s) = Cr (sEr −Ar)−1 Br
= CM Γ
c
M
(
sEr −Er(ΓcM)−1E−1M AM ΓcM
)−1
Er(Γ
c
M)
−1E−1M BM
= CM Γ
c
M
(
Er(Γ
c
M)
−1E−1M (sEM −AM)ΓcM
)−1
Er(Γ
c
M)
−1E−1M BM
= CM (sEM −AM)−1 BM = GM(s).
(40)
Moreover, the controllability of (EM,AM,BM) implies the controllability of (Er,Ar,Br). In addi-
tion, it is possible to relate the matrix Ar directly to the interpolation data S and R.
Lemma 1. Let the matrices S ∈ Cq×q and R ∈ Cm×q be given such that the pair (−S∗,R∗) is
controllable. Consider the system ΣM = (EM,AM,BM,CM) with
EM=I, AM=−S∗, BM=R∗ (41)
and the system Σr constructed according to Definition 7. Then it holds
Ar = Er S + Br R. (42)
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Proof: Multiplying the Lyapunov equation (38) from the left by Er (ΓcM)
−1 E−1M and taking
into account (39) and (41), we obtain
0 = (Er (Γ
c
M)
−1 E−1M AM Γ
c
M) EM + Er A
∗
M + (Er (Γ
c
M)
−1 E−1M BM) B
∗
M = Ar −Er S−Br R.
Thus, (42) is satisfied.
Finally, we select the remaining degrees of freedom such that GF(s) = Gr(s), and, hence, by
(40), we get GF(s)=GM(s). The quantities that still need to be specified are
1. F, the parameter matrix in ΣF satisfying (17),
2. CM, the output matrix in ΣM, or alternatively, due to (39), Cr=−CMΓcM, and
3. Er, a nonsingular matrix in Σr.
Following the discussion so far, it is straightforward to see that the choice F := E−1r Br and
Cr := C V with V solving the Sylvester equation (16) yields
GF(s) = CF (sEF −AF)−1 BF = C V
(
s I− S−E−1r Br R
)−1
E−1r Br
= Cr(sEr −Er S−Br R)−1Br = Cr (sEr −Ar)−1 Br = Gr(s),
where we made use of Lemma 1. Furthermore, the following lemma shows that the chosen
matrix F satisfies the spectral condition (17) once the interpolation points belong to the open
right half-plane.
Lemma 2. Let the matrices S∈Cq×q and R∈Cm×q be given such that all eigenvalues of S have
positive real part and the pair (−S∗,R∗) is controllable. Consider the system ΣM as in (41) and
the system Σr constructed according to Definition 7. Then the matrix F=E−1r Br satisfies (17).
Proof: It follows from Lemma 1 and the definition of the systems ΣM and Σr that
S + F R = S + E−1r Br R = E
−1
r Ar = (Γ
c
M)
−1AM ΓcM = −(ΓcM)−1 S∗ ΓcM,
and, hence, the condition (17) is satisfied.
According to (19), GF(s) tangentially interpolates G(s) as encoded in S and R. Moreover, we
have GM∈G(−S∗, R∗). Then we can conclude from Theorem 8 that Gr(s) is indeed the unique
H2 pseudo-optimal reduced transfer function with respect to G(−S∗, R∗).
In order to determine the reduced-order system Σr given in (39), we need to solve the Lyapunov
equation (38) which for the system ΣM with the system matrices as in (41) takes the form
S∗ ΓcM + Γ
c
M S−R∗R = 0.
To avoid the inversion of ΓcM in (39), we choose Er = Γ
c
M and get the reduced-order model
Er = Γ
c
M, Ar = Γ
c
MS−R∗R = −S∗ΓcM, Br = −R∗, Cr = CV. (43)
This finally leads to the H2 pseudo-optimal rational Krylov (PORK) algorithm for DAEs with
strictly proper transfer function, see Algorithm 1. It is worth noting that the PORK algorithm
for general DAEs should be applied to the strictly proper part (E,A,Πfl B,C Π
f
r ). Due to the
duality in linear control systems, there exists also an equivalent output PORK algorithm which
can be derived in a similar way.
As a summary of the results so far, Figure 2 gives an overview of the relations between the
three different realizations ΣM, ΣF and Σr used to obtain the H2 pseudo-optimal reduced
order model.
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Algorithm 1: (Input) PORK algorithm for strictly proper DAEs
Input: Σ=(E, A, B, C), S, R, V
Output: H2 pseudo-optimal reduced-order model Σr=(Er, Ar, Br, Cr)
1 solve the Lyapunov equation S∗ ΓcM + Γ
c
M S−R∗R = 0 for ΓcM
2 compute the reduced-order model Er = ΓcM, Ar = −S∗ ΓcM, Br = −R∗ and Cr = C V
ΣM
EM
Σr
Er Cr
ΣF
as
ym
p.
st
ab
.
ta
ng
.
in
te
rp
.
H 2
ps
eu
do
-o
pt
.
Ar = Er (Γ
c
M)
−1 AM ΓcM
CM = −Cr (ΓcM)−1
choose Er: det(Er) 6= 0
Br = −Er (ΓcM)−1 BM
AF = S + E
−1
r Br R
BF = E
−1
r Br, CF = C V
CM Ar Br EF BF CFAM BM AF
assignment
consequence
Realization
Gr(s)
Theorem 8
EM = Iq, AM = −S∗
BM = R
∗
Cr = C V
Re{σi} > 0, λMi = −σi
EF = Iq
Theorem 5
Figure 2: Illustration of the dependencies between ΣM, ΣF and Σr during the proof of H2 pseudo-
optimality. To be read from top to bottom. Adapted from [42, Figure 4.3].
5.5 Properties and Advantages of H2 Pseudo-Optimality
The PORK algorithm provides a reduced-order model Gr(s) which is global H2 optimum in
the subspace G(−S∗, R∗). Naturally, the quality of this reduced model highly depends on
the selection of G(−S∗, R∗), as the global optimum in a badly chosen subspace can be an
arbitrarily bad approximation. For this reason, H2 pseudo-optimal reduction is most valuable in
combination to a subspace optimization algorithm. In Section 6.1, we will embed Algorithm 1
into a globally convergent trust region optimization to optimize the subspace and find a locally
H2 optimal reduced-order model.
Nonetheless, H2 pseudo-optimal reduction of DAEs by itself already bears a few advantageous
properties we shall briefly revise, see [50] for ODE case.
I. Error norm decomposition: As already observed by Meier and Luenberger in [32], by the
Hilbert projection theorem, the H2 pseudo-optimal reduced model satisfies
‖G−Gr‖2H2 = ‖G‖2H2 − ‖Gr‖2H2 , (44)
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since 〈G − Gr, Gr〉H2 = 0 holds.This implies that minimization of the reduction error can be
achieved by maximizing the norm of the reduced model, which is far easier to compute, as it
will be shown in Section 6.1.
II. Reduction of the search space forH2 optimal reduction: As allH2 optimal reduced mod-
els are also H2 pseudo-optimal(see Remark 5), an optimization within the set of H2 pseudo-
optimal models is non-restrictive.
III. Explicit dependence of V: The PORK algorithm constructs H2 pseudo-optimal reduced
models depending explicitly on a projection matrix V that satisfies the Sylvester equation (16).
Even though the advantage of this may not be obvious at first, the dependence on V will be
crucial to adaptively select the reduced order, as it will be presented in Section 6.2. In addition,
H2 pseudo-optimal reduction will ensure monotonic decrease of the error as we increase the
reduced order.
IV. Relation to the ADI iteration for Lyapunov equations: It has been shown in [51, 55]
that the Alternative Direction Implicit (ADI) method [28, 29, 35] for finding low-rank solutions
of large-scale sparse Lyapunov equations can be interpreted as a two-step approach using
H2 pseudo-optimal reduction. As a detailed discussion of this goes beyond the scope of this
contribution, we limit ourselves to indicating this connection, which may be useful in solving
projected Lyapunov equations for DAEs.
V. Stability preservation: A selection of S with eigenvalues in the open right half-plane yields
an asymptotically stable H2 pseudo-optimal reduced-order model by construction, as its eigen-
values will be the mirror images of the eigenvalues of S, see Remark 6. This trivially provides
a stability preserving model reduction. Moreover, as we are not only fixing interpolation frequen-
cies but also reduced eigenvalues, an appropriate choice of S becomes twice as important.
6 Adaptive, Stability Preserving Reduction of the Strictly Proper Subsystem
One of the main challenges in model reduction by rational interpolation is an appropriate selec-
tion of reduction parameters to obtain a high-fidelity approximation while preserving fundamen-
tal properties such as stability. The PORK algorithm represents merely a reduction tool that
needs to be fed with appropriate tangential interpolation data S and R.
To this end, we will integrate PORK within existing methods from [33, 34] that require no ad-
ditional modification in the DAE setting once the strictly proper part of the transfer function is
available. Their description in the following is hence limited to a brief introduction, while details
can be found in the original publications. The optimization of S and R to obtain an H2 opti-
mal reduced model of prescribed order q will be discussed in Section 6.1. In addition, we will
adaptively choose the reduced order by means of cumulative reduction (CURE), which will be
discussed in Section 6.2. The overall reduction method resulting from Section 6.1 and Sec-
tion 6.2 will then be used in Section 7 for numerical experiments. As in the previous section,
we assume that the DAE system (1) has a strictly proper transfer function G(s).
6.1 Optimal Choice of S and R
The goal is now to find optimal interpolation data S and R that minimize the H2 approximation
error ‖G −Gr‖H2 . Exploiting H2 pseudo-optimality and the relation (44), this problem can be
equivalently written as
Gr = arg min
S,R
(
−‖Ĝr‖2H2
)
subject to Ĝr ∈ G(−S∗, R∗). (45)
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A similar problem [7, 25] has been addressed in the context of H2 optimal reduction for SISO
and MIMO models and arbitrary reduced orders q, see [8, 9]. In the context of H2 pseudo-
optimal reduction, this problem has been investigated in [33, 34] for SISO models and q = 2.
Our discussion will go along the lines of the latter, embedding Algorithm 1 into the stability pre-
serving adaptive rational Krylov (SPARK) algorithm of [33]. Its advantages lie in the efficient
implementation with real arithmetics of a globally convergent trust-region optimization for the
optimal choice of S∈C2×2. As this algorithm works for SISO models only, we limit our discus-
sion to this case and use b, cT∈Rn as input and output vectors to make this restriction evident.
The optimal choice of R in the context of H2 pseudo-optimal reduction has been addressed in
[9] for the ODE case using a pole-residue formulation but has not been extended to work with
PORK, yet.
Due toH2 pseudo-optimality and the relation (44), the cost functional in (45) can be equivalently
formulated as
J (S) = −‖Ĝr‖2H2 = −crΓcrc∗r , (46)
where cr = cV and Γcr is the controllability Gramian of the reduced model. To efficiently imple-
ment an optimization strategy, explicit knowledge of gradient g and Hessian H with respect to
the optimization variables is required. In the SISO case, the subspace G(−S∗, R∗) to be opti-
mized is completely defined by the eigenvalues of S. Thus, we define the set of optimization
variables as being σi=λi (S), i=1, . . . , q, in accordance with Definition 2.
To simplify the problem, we first restrict our consideration to reduced models of order q = 2.
The limitation will be lifted in Section 6.2. Therefore, the number of optimization variables
reduces to two complex scalars σ1, σ2 ∈C. Furthermore, we are interested exclusively in shift
parameters in the open right half-plane that are closed under conjugation. For this choice of
shifts, the H2 pseudo-optimal reduced-order model is guaranteed to be real and asymptotically
stable. Hence, we can parametrize the problem by two real scalar parameters a, b∈R satisfying
σ1,2=a±
√
a2 − b. The derivation of expressions for g and H is based on the following results.
Lemma 3 ([33]). Let a, b∈R be positive numbers and σ1,2=a±
√
a2 − b /∈ Λ(E,A) with σ1 6=σ2.
Let Aσi := (A− σiE). Then the matrix
V=
[
1
2A
−1
σ1 b +
1
2A
−1
σ2 b A
−1
σ2 E A
−1
σ1 b
]∈Rn×2 (47)
with Aσi = (A− σi E) is a real basis of the rational Krylov subspace R
([
A−1σ1 b A
−1
σ2 b
])
and
satisfies the Sylvester equation (16) with
S =
[
a 1
a2 − b a
]
, R =
[
1 0
]
. (48)
Lemma 4. The H2 pseudo-optimal reduced-order model (43) resulting from V and S, R as in
(47) and (48), respectively, is given by
Er =
1
4ab
[
(a2 + b) −a
−a 1
]
, Ar =
1
4a
[−2a 1
−1 0
]
, br =
[−1
0
]
, cr = cV. (49)
In addition, the reduced controllability Gramian satisfies
Γcr =
[
4a 4a2
4a2 4a(a2 + b)
]
. (50)
Proof: The matrices (49) and (50) can be obtained by straightforward computations.
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Note that the restriction σ1 6= σ2 in Lemma 3 can be lifted easily. It was introduced here to
simplify the notation.
Making use of Lemma 3, Lemma 4 and (46), the derivation of
g =
[
∂J
∂a
∂J
∂b
]
and H =
[
∂2J
∂a2
∂2J
∂a∂b
∂2J
∂a∂b
∂2J
∂b2
]
results from straightforward though lengthier computations. As the expressions match the ODE
case, we refer to the original publication [33, Section 4.4.3]. Using this relations, the optimiza-
tion problem can be solved efficiently through a structured trust-region solver, as summarized
in Algorithm 2.
Algorithm 2: SPARK for strictly proper DAEs (adapted from [33])
Input: Σ=(E, A, B, C); initial shifts σ1, σ2∈C+, closed under conjugation
Output: H2 optimal Σr=(Er,Ar,br, cr) of order q=2
1 (a, b)← (σ1+σ22 , σ1 σ2)
2 while not converged do
3 compute J , g, and H at (a, b)
4 compute the trust-region step
5 update (a, b)
6 compute V according to (47) with optimal σopt1 =a+
√
a2 − b, σopt2 =a−
√
a2 − b
7 return reduced order model Σr as in (49) with optimal (a, b)
6.2 Adaptive Selection of Reduced Order q
The previous subsection dealt with the problem of finding an H2 optimal reduced SISO model
of order q=2 by means of H2 pseudo-optimal reduction. Clearly, a reduced order of two might
be restrictive for most problems. Nonetheless, it bears the advantage of reducing the search
space for optimization to two real scalars a, b. So what if q=2 is not enough?
The answer to this question was given in [34] by using a decomposition of the error system
introduced in [52, 53] and proposing a cumulative reduction scheme. As this method is appli-
cable to MIMO models as well, we will switch back to the matrices B ∈ Rn×m and C ∈ Rp×n.
The following result can be proved analogously to the ODE case [53].
Theorem 9. Consider a DAE system (1) with a strictly proper transfer function G(s). Let inter-
polation data S∈Cq×q and R∈Cm×q be given according to Definition 2. Consider the reduced-
order model (11) with the transfer function Gr(s) obtained through projection with matrices W
and V such that V solves the Sylvester equation (16) and W satisfies det
(
WTEV
) 6= 0. De-
fine B⊥ =
(
I − EV(WTEV)−1WT)B. Then the error system Ge(s) = G(s) − Gr(s) can be
factorized as
Ge(s) = G⊥(s) G˜r(s), (51)
where G⊥(s) and G˜r(s) have realizations Σ⊥=(E,A,B⊥,C,0) and Σ˜r=(Er, Ar, Br, R, Im),
respectively.
In (51), the factor G⊥(s) is high-dimensional with a modified input matrix B⊥, while the factor
G˜r(s) is small dimensional with a modified output matrix R and unity feedthrough matrix. The
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interpretation of (51) becomes even more evident in the context of H2 pseudo-optimal reduc-
tion. One can show [34] that if Gr(s) is an H2 pseudo-optimal approximation of G(s), then
G˜r(s) is all-pass. As G˜r(s) has no influence on the amplitude response of Ge(s), the dynam-
ics of the error are represented by G⊥(s). This motivates the CURE scheme derived in the
following.
Assume that reduction by rational interpolation has been performed and the approximation
error Ge(s) = G(s) − Gr(s) is larger (with respect to some norm) than desired. Instead of
conducting a new reduction with different parameters or a higher reduced order, CURE further
improves the approximation quality by adding an additional term coming from the reduction of
G⊥(s) according to
G(s) = Gr(s) + Ge(s),
= Gr(s) + G
(1)
⊥ (s)G˜r(s), (52a)
= Gr(s) +
(
G(2)r (s) + G
(2)
e (s)
)
G˜r(s),
=
(
Gr(s) + G
(2)
r (s)G˜r(s)
)
︸ ︷︷ ︸
G
(2)
r,tot(s)
+ G
(2)
⊥ (s)
(
G˜
(2)
r (s)G˜r(s)
)
︸ ︷︷ ︸
G
(2)
e,tot(s)
. (52b)
Noticing that (52b) has the same structure as (52a), this procedure can be repeated until the
error G(k)e,tot(s) is small enough.
The matrices of the overall reduced model G(k)r,tot can be assembled easily at every step. De-
tailed expressions are given in [33, Theorem 4.2]. The overall reduced order results from the
sum of each individual reduction qtot =
∑
qj . If H2 pseudo-optimal reduction is conducted in
each step of CURE, then following properties hold.
Lemma 5 ([50]). If in each step of CURE (52), G(k)r is an H2 pseudo-optimal reduced model of
G
(k−1)
⊥ , then
1. the reduction error ‖G(k)e,tot‖H2 decreases monotonically with k,
2. the overall reduced model G(k)r,tot is H2 pseudo-optimal as well.
The combination of results from Section 6.1 and Section 6.2 finally yields the reduction proce-
dure CUREd SPARK given in Algorithm 3. For all details on implementation, we refer to [15,
33]. Typically, stopping criteria for the CURE iteration include the (estimated) approximation
error falling below a given threshold or stagnation of the reduced model.
7 Numerical Results
In this section, we apply the reduction scheme as presented in Figure 1 to DAE benchmark
models of different indices and structures. Special structure of the system matrices is exploited
to efficiently compute the projectors Πfl and Π
f
r required for determining the strictly proper and
polynomial parts of the transfer function. To reduce the strictly proper part Gsp(s), we apply
the CUREd SPARK method derived in Section 6, where we monitor the convergence of the H2
norm of the reduced model as the stopping criterion. Every trust-region optimization has been
started at a = b = 10−4. For the polynomial part P(s), we determine a minimal realization as
described in Section 3.1.
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Algorithm 3: CUREd SPARK for strictly proper DAEs (adapted from [33])
Input: Σ=(E, A, B, C); initial shifts σ1, σ2 ∈ C+ closed under conjugation
Output: H2 pseudo-optimal reduced model Σr=(Er, Ar, Br, Cr) of order q
1 (a, b)← (σ1+σ22 , σ1 σ2)
2 G
(0)
r,tot(s)← [ ], G(0)⊥ (s)← G(s), k ← 0
3 while CURE not converged do
4 k = k + 1
5 while SPARK not converged do
6 compute J , g, and H at (a, b) w.r.t. G(k−1)⊥ (s)
7 compute the trust-region step
8 update (a, b)
9 compute V(k) according to (47) with optimal σopt1 = a+
√
a2 − b and
σopt2 = a−
√
a2 − b
10 return G(k)r (s) as in (49) with optimal (a, b)
11 assemble G(k)r,tot(s) according to [33, Theorem 4.2]
12 compute B(k)⊥ = B
(k−1)
⊥ −EV(k)
(
E
(k)
r
)−1
B
(k)
r and define G
(k)
⊥ (s) according to
Theorem 9
13 q ← 2 k
Note that all algorithms are independent of the specific index and structure of the model as long
as analytic expressions for the spectral projectors Πfl and Π
f
r are known. The numerical expe-
riments were conducted using sss and sssMOR, open-source MATLAB toolboxes for analysis
and reduction of large-scale linear models [15]. The functions DAEmor, cure and spark used
for the following results are available for download within sssMOR.
7.1 Semi-Explicit Index 1 DAE
As a first test case, we consider a semi-explicit DAE of index 1. Such systems typically arise in
computational fluid dynamics and power systems modelling [13]. Their structure is given by[
E11 E12
0 0
] [
x˙1
x˙2
]
=
[
A11 A12
A21 A22
] [
x1
x2
]
+
[
B1
B2
]
u , y =
[
C1 C2
] [x1
x2
]
, (53)
where the matrices E11 and A22 − A21 E−111 E12 are assumed to be nonsingular. Note that
system (53) has a proper transfer function G(s) and, hence, the polynomial part of G(s) is
constant, i. e., P(s) ≡ P. The analytic expressions for the spectral projectors are given in [13].
In the following, we investigate the DAE system “BIPS/97” created by the Brazilian Electrical
Energy Research Center (CEPEL). It is available online from the MOR Wiki [39] under the name
MIMO46. Since this system is of MIMO-type, we restrict ourselves to the channel G42,42, i. e.,
u42 → y42. Furthermore, simple row and column reordering has been applied in order to obtain
the semi-explicit structure given in (53). The model is of order n= 13250, whereby nf = 1664.
As E11=Inf and E12=0 holds for this model, Π
f
l and Π
f
r simplify to
Πfl =
[
Inf −A12 A−122
0 0
]
, Πfr =
[
Inf 0
−A−122 A21 0
]
, (54)
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and P(s) = −C2 A−122 B2. Note that the strictly proper part of G(s) in (7) only involves terms
of the form Πfl B and C Π
f
r . The explicit computation of Π
f
l and Π
f
r , which are generally
dense matrices, can be hence avoided by implementing the projector-vector product in terms
of matrix-vector multiplications and sparse linear solves. In sssMOR, this is done by creating
function handles through the function projInd1se called by DAEmor.
Figure 3 shows the result of model reduction after 16 CURE iterations. The polynomial part
is constant and its minimal realization is of order 1. Therefore, the resulting reduced order is
q = 16 ·2 + 1 = 33. Note that for this special case, the constant contribution P(s)=−C2 A−122 B2
could be added as a feedthrough term without increasing the order of the reduced model by
one. Here, we prefer to illustrate the more general strategy presented in Figure 1.
Figure 4 shows the improvement of the reduced-order model over the iterations in CURE. Fig-
ure 4a depicts theH2-norm of the reduced-order model G(k)r,tot(s) showing a monotonic increase
and stagnation. Figure 4b depicts the relative increase of the H2-norm of the reduced model
over the iterations, which has been used as stopping criterion. At k= 16 the desired tolerance
of 10−6 is achieved. The frequency response of the error system G(k)e,tot(s)=G(s)−G(k)r,tot(s) is
shown in Figure 5. As one can see, the overall error decreases over the iterations.
Finally, we stress out the main advantage of the proposed procedure: the reduced model in
Figure 3 is an H2 pseudo-optimal approximation obtained without any prior specification of
reduced order and interpolation frequencies. In addition, the reduced-order model preserves
stability, as expected from theoretical considerations.
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Figure 3: Reduction of the BIPS/97 (MIMO46) benchmark model.
7.2 Stokes-Like Index 2 DAE
As a second example, we consider a Stokes-like system of index 2. These systems arise
in computational fluid dynamics where the flow of an incompressible fluid is modeled by the
Navier-Stokes equation. Linearization and discretization in space by the finite element method
leads to a DAE system of the form[
E11 0
0 0
] [
x˙1
x˙2
]
=
[
A11 A12
A21 0
] [
x1
x2
]
+
[
B1
B2
]
u , y =
[
C1 C2
] [x1
x2
]
. (55)
If the matrices E11 and A21 E−111 A12 are nonsingular, then the DAE (55) is of index 2 and
analytic expressions for the spectral projectors exist [13].
In our experiments, we use a computer generated model as described in [41, p. 34ff.] of di-
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Figure 4: Adaptation of the reduced model for the BIPS/97 (MIMO46) model during CURE.
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Figure 5: Magnitude plot of the error over the CURE iterations for the BIPS/97 (MIMO46) model.
mension n = 19039 and dynamical order nf = 12640. Since for this model E11 = Inf holds, the
spectral projectors take the form
Πfl =
[
K −K A11 A12 (A21 A12)−1
0 0
]
, Πfr =
[
K 0
− (A21 A12)−1 A21 A11 K 0
]
, (56)
where K=Inf −A12 (A21 A12)−1 A21. Note that the explicit computation of the dense matrices
Πfl and Π
f
r is not necessary. Instead, sparse matrix-vector multiplications and linear solves are
performed, which significantly reduces memory consumption.
Figure 6 shows the reduction result after only four CURE iterations. Since the transfer function
of the original model is strictly proper, the resulting reduced-order model is of ODE-type and
has the order q=8.
As in the previous example, we observe in Figure 7 a steady decrease of the overall error during
the CURE iteration. Due to the simpler dynamics in this case, the CURE iteration converges
fast, see Figure 8, and no significant improvement was noted after four steps. Again, note that
the reduced model in Figure 6 was obtained fully automatically while preserving stability.
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Figure 6: Reduction of the Stokes-like benchmark model.
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Figure 7: Magnitude plot of the error over CURE iterations for the Stokes-like model.
8 Conclusions
In this contribution, we have derived a new formulation of the H2 inner product of two strictly
proper transfer functions in terms of their DAE realizations by introducing projected Sylvester
equations. Based on this result, we have proved the validity of H2 pseudo-optimal reduction
of the strictly proper part of a given DAE. This makes it possible to extend the fully adaptive
rational Krylov reduction method called CUREd SPARK to the DAE case. This method does
not require a-priori knowledge of interpolation frequencies nor the reduced order and, in ad-
dition, guarantees stability preservation. We have exploited the special structure present in
various DAE models for an efficient numerical implementation. The approximation quality of
the reduced-order models obtained by the presented adaptive model reduction method has
been demonstrated through numerical examples. The algorithms related to this contribution
are available as MATLAB code within the sssMOR toolbox.
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