Abstract. This paper deals with various applications of conservation laws on networks. In particular we consider the car traffic, described by the LighthillWhitham-Richards model and by the Aw-Rascle-Zhang model, the telecommunication case, by using the model introduced by D'Apice-Manzo-Piccoli and, finally, the case of a gas pipeline, modeled by the classical p-system.
1. Introduction. In recent years, partial differential equations on networks attracted lot of attention. One of the main motivation is the wide range of different applications covered by the research theme: vehicular traffic, data networks, irrigation channels, gas pipelines, supply chains, blood circulation and so on (see [2, 4, 5, 10, 9, 8, 11, 16, 18] ). A network is simply a finite collection of arcs connected together by vertices or nodes. On each arc of the network we consider a system of partial differential equation in conservation form. The aim is to study the Cauchy problem on the whole network, which clearly depends on the solution at vertices. Since we are considering hyperbolic partial differential equations, it is completely equivalent to consider just the case of a network composed by a single vertex; see [13, Theorem 4.3.9] . Therefore we just consider a hyperbolic system of conservation laws on a single node, composed by n incoming arcs and m outgoing ones.
To describe the dynamics, it is sufficient to define solutions to Riemann problems at the node, which are Cauchy problems with constant initial conditions on the arcs meeting at the node. The maps providing such solutions are called Riemann solvers at the node. By the method of the wave-front tracking we are able to consider the general Cauchy problem, once we have a Riemann solver at the node. Clearly the solution depends on the choice of the Riemann solver itself. In particular, existence of solution to the Cauchy problem depends on some interaction estimates of waves with the node.
The contents of the paper are the following ones. In Section 2 we introduce the basic definitions about system of conservation laws and Riemann and Cauchy problem on a node. In Section 3 we describe various applications. More precisely, we treat the case of car traffic, of gas pipelines and of telecommunication network.
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2. Basic definitions. Consider a node J with n incoming arcs I 1 , . . . , I n and m outgoing ones I n+1 , . . ., I n+m . We model each incoming arc I i (i ∈ {1, . . . , n}) of the node with the real interval I i = R − :=] − ∞, 0]. Similarly we model each outgoing arc I j (j ∈ {n+1, . . . , n+m}) of the node with the real interval I j = R + := [0, +∞[. On each arc I l (l ∈ {1, . . . , n + m}) we consider the system of conservation laws
where u l = u l (t, x) ∈ R N is the conserved quantity, and f : R N → R N is the flux. Hence the datum is given by a finite collection of functions u l defined on [0, +∞[×I l . Suppose that the flux f is a smooth function and that the Jacobian matrix A(u) = Df (u) has N real and distinct eigenvalues λ 1 (u) < · · · < λ N (u), e.g. the system (1) is strictly hyperbolic; see [3] . Denote also by l h (u) and r h (u) (h ∈ {1, . . . , N }) respectively the left and right eigenvalues of A(u), normalized so that
. . , N }, where δ hk denotes the Kronecker symbol. Moreover, if N ≥ 2, then we assume that, for every h ∈ {1, . . . , N },
This means that the h-th characteristic field is respectively linearly degenerate or genuinely nonlinear; see [3] . 
2. for every j ∈ {n + 1, . . . , n + m}, u j is the restriction to ]0, +∞[×I j of the solution to the classical Riemann problem
3. for every l ∈ {1, . . . , n + m},
with respect to the L 1 topology. Definition 2.3. Given Ω ⊆ R N , a Riemann solver at the node J is a function RS : Ω n+m → Ω n+m , which associates to each initial condition the trace at x = 0 of a solution to the corresponding Riemann problem at J. Remark 1. Note that giving the trace at the node J of the solution to a Riemann problem is completely equivalent to give the solution itself.
Note also that conditions 1. and 2. of Definition 2.2 imply that the waves generated by the solution to the Riemann problem (2) have negative speed in incoming arcs and positive speed in outgoing arcs.
According to the Remark, we introduce the sets Ω l .
Definition 2.4. For a given Riemann problem (2) at J we define the following subsets of Ω.
1. For i ∈ {1, . . . , n}, the set Ω i consists of all the elementsũ ∈ Ω such that the classical Riemann problem with initial condition (ū i ,ũ) is solved with waves with negative speed. 2. For j ∈ {n + 1, . . . , n + m}, the set Ω j consists of all the elementsũ ∈ Ω such that the classical Riemann problem with initial condition (ũ,ū j ) is solved with waves with positive speed.
Finally, let us consider the following Cauchy problem at J:
where, for every l ∈ {1, . . . , n + m}, u l,0 ∈ L 1 (I l ) is a function with finite total variation.
3. Applications. Here we present various applications for the model introduced in the previous section.
3.1. Car traffic. In literature various models in conservation form for car traffic were introduced. These models can be grouped in the following way:
First order.: In this class, there is the (LWR) model proposed by Lighthill and Whitham [19] and independently by Richards [20] . Second order.: The most famous model in this class was proposed by Aw and Rascle [1] in 2000 and independently by Zhang [21] in 2002. Some other important second order models are the phase-transition models introduced by R. M. Colombo [7] and by P. Goatin [15] . Third order.: In this class there is the model proposed by Helbing [17] in 1995.
In this part we briefly describe just the LWR model and the Aw-Rascle-Zhang model. , where ρ max is the maximum density of cars. The main assumption of this model is that v is a given function depending only on density in a decreasing way. We also assume that the flux f is a smooth function such that:
1. f (0) = f (ρ max ) = 0; 2. f is strictly concave; 3. there exists a unique σ ∈ [0, ρ max ] such that f ′ (σ) = 0; see Figure 1 .
We now recall the Riemann solver at J, introduced for traffic in [6] . First, we need to define a set A of matrices to describe the preferences of drivers:
Let {e 1 , . . . , e n } be the canonical basis of R n . For every i = 1, . . . , n, we denote H i = {e i } ⊥ . If A ∈ A, then we write, for every j = n + 1, . . . , n + m, a j = (a j1 , . . . , a jn ) ∈ R n and
Writing 1 = (1, . . . , 1) ∈ R n and following [6] we define the set
Notice that, if n > m, then N = ∅. The matrices of N will give rise to a unique solution to Riemann problems at J. The construction of the Riemann solver, introduced in [6] , can be summarized as follows. 
. . .
2. Find the point (γ 1 , . . . ,γ n ) ∈ Ω which maximizes the function
and define (γ n+1 , . . . ,γ n+m ) T := A · (γ 1 , . . . ,γ n ) T . Since A ∈ N, the point (γ 1 , . . . ,γ n ) is uniquely defined. 3. For every i ∈ {1, . . . , n}, setû i either byū i if f (ū i ) =γ i , or by the solution to f (u) =γ i such thatû i ≥ σ. For every j ∈ {n + 1, . . . , n + m}, setû j either byū j if f (ū j ) =γ j , or by the solution to f (u) =γ j such thatû j ≤ σ. Finally,
We can prove the following theorem; for a proof see [14] .
Theorem 3.1. Consider the Cauchy problem (3) and the Riemann solver RS.
Then there exists a weak solution at J (u 1 (t, x), . . . , u n+m (t, x)) such that 1. for every l ∈ {1, . . . , n + m}, u l (0, x) = u 0,l (x) for a.e. x ∈ I l ; 2. for a.e. t > 0, RS(u 1 (t, 0−), . . . , u n+m (t, 0+)) = (u 1 (t, 0−), . . . , u n+m (t, 0+)) . , where γ > 0 is a constant; see Figure 2 . We denote by f 1 and f 2 respectively the first and second component of the flux. Therefore the system can be written in the form
Here ρ is the density of the cars and y = ρv + ρ γ+1 is a "generalized" momentum (v is the velocity of the cars).
The construction of the Riemann solver RS, introduced in [12] , can be summarized in the following way.
1. Fix a matrix A ∈ N and consider the closed, convex and not empty set
. (11) 2. Find the point (γ 1 , . . . ,γ n ) ∈ Ω which maximizes the function
and define (γ n+1 , . . . ,γ n+m )
Since A ∈ N, the point (γ 1 , . . . ,γ n ) is uniquely defined. 3. For every i ∈ {1, . . . , n}, setû i either byī i if f 1 (ū i ) =γ i , or by the solution to f 1 (u) =γ i such thatû i ∈ Ω i . For every j ∈ {n + 1, . . . , n + m}, setû j ∈ Ω j by the solution to f 1 (u) =γ j which maximizes the speed v = f2(u) y of the cars at J. Finally, define RS :
We can prove the following theorem; for a proof see [12] . (u 1 (t, x) , . . . , u n+m (t, x)) such that 1. for every l ∈ {1, . . . , n + m}, u l (0, x) = u 0,l (x) for a.e. x ∈ I l ; 2. for a.e. t > 0,
Theorem 3.2. Consider the Cauchy problem (3) and the Riemann solver RS. Assume that the initial condition of (3) is a small perturbation in BV of a constant solution to (3). Then there exists a unique weak solution at J
Moreover the solution depends in a Lipschitz continuous way on the initial condition.
Telecommunication networks.
The model for telecommunication on network was introduced by C. D'Apice, R. Manzo and B. Piccoli [11] in 2006. It is based on the conservation equation for the packets of data on each arc of the network. Each node sends packets to the following one a first time, then packets which are lost in this process are sent a second time and so on. The important point is that each packet is sent until it reaches next node, thus, looking at macroscopic level, it is assumed that packets are conserved. Since the packet transmission velocity on the line is assumed constant, we can derive an average transmission velocity among nodes considering the amount of packets that may be lost. More precisely, assigning a loss probability as function of the density, it is possible to compute a velocity function and thus a flux function. In this setting we have N = 1, i.e. it is a scalar system, f (u) = uv, where v is the average speed of packets, u is the packet density, and Ω = [0, ρ max ], where ρ max is the maximum capacity of a transmission line. As in Subsection 3.1.1, we assume that the flux f is a smooth function such that: 1. f (0) = f (ρ max ) = 0; 2. f is strictly concave; 3. there exists a unique σ ∈ [0, ρ max ] such that f ′ (σ) = 0.
Therefore the microscopic dynamics to the simple model consisting of a single conservation law:
The Riemann solver at the node J, introduced in [11] , was constructed according to the rule: packets are sent to outgoing lines in order to maximize the flux through the node. It can be summarized as follows.
1. Fix θ = (θ 1 , . . . , θ n+m ) such that θ l > 0 for every l ∈ {1, . . . , n + m} and
and Γ = min {Γ inc , Γ out } .
Introduce the closed, convex and not empty sets
4. Denote with (γ 1 , . . . ,γ n ) the orthogonal projection on the convex set I of the point (Γθ 1 , . . . , Γθ n ) and with (γ n+1 , . . . ,γ n+m ) the orthogonal projection on the convex set J of the point (Γθ n+1 , . . . , Γθ n+m ). 5. For every i ∈ {1, . . . , n}, setû i either byū i if f (ū i ) =γ i , or by the solution to f (u) =γ i such thatû i ≥ σ. For every j ∈ {n + 1, . . . , n + m}, setû j either
We can prove the following theorem; for a proof see [14] . t, x) , . . . , u n+m (t, x)) such that 1. for every l ∈ {1, . . . , n + m}, u l (0, x) = u 0,l (x) for a.e. x ∈ I l ; 2. for a.e. t > 0, RS(u 1 (t, 0−), . . . , u n+m (t, 0+)) = (u 1 (t, 0−), . . . , u n+m (t, 0+)) .
Moreover the solution depends in a Lipschitz continuous way with respect the initial condition. Figure 3 . The domain Ω and the pressure law p(ρ) for the p-system 3.3. Gas flow. To describe the evolution of the gas in a pipe we use the psystem. We take N = 2, i.e. a system with two equations,
, where the pressure p is a given increasing and convex function; see Figure 3 . Here ρ and q represents respectively the density and the linear momentum of the gas. Therefore the p-system can be written in the form
The Riemann solver RS, introduced in [8] , can be summarized in the following way.
1. Find (û 1 , . . . ,û n+m ) belonging to Ω 1 × · · · × Ω n+m such that
for every i ∈ {1, . . . , n} and j ∈ {n + 1, . . . , n + m}.
Remark 2. Note that, in general, there exist infinitely many (û 1 , . . . ,û n+m ) satisfying the point 1. of the previous construction. If we want uniqueness, we need to restrict to the subsonic case.
We have the following result.
Proposition 1.
Consider the Riemann problem (2) . Let (ũ 1 , . . . ,ũ n+m ) satisfỹ
for every l ∈ {1, . . . , n + m} and (19) (20) . There exists δ > 0 such that, if (ũ 1 , . . . ,ũ n+m ) − (ū 1 , . . . ,ū n+m ) < δ,
then there exists a unique (û 1 , . . . ,û n+m ) in Ω 1 × · · · × Ω n+m satisfying the point 1. of the construction of the Riemann solver.
For a proof see [8] . The main result in this setting is the following one.
Theorem 3.4. Let (ũ 1 , . . . ,ũ n+m ) satisfỹ
for every l ∈ {1, . . . , n + m} and (19) For (u 1 , . . . , u n+m ) ∈ D, S 0 (u 1 , . . . , u n+m ) = (u 1 , . . . , u n+m ) and for s, t ≥ 0, S s S t (u 1 , . . . , u n+m ) = S s+t (u 1 , . . . , u n+m ). 3. For (u 1 , . . . , u n+m ), (u 
The proof of the Theorem is in [10] .
