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ABSTRACT
Accounting for Parameter Uncertainty in
Reduced-order Static and Dynamic Systems. (December 2011)
Drew Patton Woodbury, B.S., Massachusetts Institute of Technology
Chair of Advisory Committee: Dr. John L. Junkins
Parametric uncertainty is one of many possible causes of divergence for the
Kalman filter. Frequently, state estimation errors caused by imperfect model param-
eters are reduced by including the uncertain parameters as states (i.e., augmenting
the state vector). For many situations, this not only improves the state estimates,
but also improves the accuracy and precision of the parameters themselves. Unfortu-
nately, not all filters benefit from this augmentation due to computational restrictions
or because the parameters are poorly observable. A parameter with low observability
(e.g., a set of high order gravity coefficients, a set of camera offsets, lens calibration
controls, etc.) may not acquire enough measurements along a particular trajectory
to improve the parameter’s accuracy, which can cause detrimental effects in the per-
formance of the augmented filter. The problem is then how to reduce the dimension
of the augmented state vector while minimizing information loss.
This dissertation explored possible implementations of reduced-order filters which
decrease computational loads while also minimizing state estimation errors. A theo-
retically rigorous approach using the “consider” methodology was taken first to static,
or algebraic, systems and then the theory was expanded to include dynamic models.
Methods for discrete, continuous, and continuous dynamic system models measured
iv
at discrete time intervals were explored for linear systems. The continuous dynam-
ics, discretely measured (continuous-discrete) model was also expanded for use with
nonlinear systems. Additional techniques for reduced-order filtering are presented in-
cluding the use of additive process noise, an alternative consider derivation, and the
minimum variance reduced-order filter. Multiple simulation examples are provided
to help explain critical concepts. Finally, two hardware applications are also included
to show the validity of the theory for real world applications.
It was shown that the minimum variance consider Kalman filter (MVCKF) is
the best reduced-order filter to date both theoretically and through hardware and
software applications. The consider method of estimation provides a compromise
between ignoring parameter error and completely accounting for it in a probabilistic
sense. Based on multiple measures of optimality, the consider filtering framework
can be used to account for parameter error without directly estimating any or all of
the parameters. Furthermore, by accounting for the parameter error, the consider
approach provides a rigorous path to improve state estimation through the reduction
of both state estimation error and with a consistent variance estimate. While using the
augmented state vector to estimate both states and parameters may further improve
those estimates, the consider estimation framework is an attractive alternative for
complex and computationally intensive systems, and provides a well justified path for
parameter order reduction.
vTo My Parents: Ben and Eileen Woodbury
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1CHAPTER I
INTRODUCTION
Since its inception, the Kalman filter has been used extensively in a wide range of
applications and has become ubiquitous in the estimation community. Soon after its
discovery, however, researchers found a myriad of situations in which the Kalman filter
diverged from the optimal estimate in practical applications. Sources of divergence
included but were not limited to: overly simplified system models, parameter errors,
incorrect initial covariance estimates, sparse measurements, low observability, and
computer round-off. This dissertation focuses on resolving divergence in the Kalman
filter due to errors in the system model parameters.
The most logical solution to reducing errors caused by model parameters is to
augment the state vector by including the uncertain parameters as states. For many
situations this not only improves the state estimates, but also improves the accuracy
and precision of the parameters themselves. Unfortunately, not all filters benefit from
this augmentation due to computational restrictions or because the parameters are
poorly observable. A parameter with low observability (e.g., a high-order gravity
coefficient, camera offset, etc.) may not acquire enough measurements along a par-
ticular trajectory to improve its accuracy, which can cause detrimental effects on the
performance of the augmented filter. In many cases, the effects of these parameters
need to be included in the model for accuracy concerns, but the additional degrees of
freedom are a challenge for the numerical calculations. Thus, the problem is then how
to reduce the dimension of the augmented state vector while minimizing information
loss.
This dissertation follows the style of Journal of Guidance, Control, and Dynamics.
2A. Literature Review
During the technological explosion in the 1960s, multiple ideas were proposed on
how to reduce the size and complexity of large scale models to fit on-board systems
with very limited computing power. One of the common techniques of the time was
to perform sensitivity analyses on the models to determine which states were critical
and which ones could be neglected. Gelb describes this as suboptimal filtering where
states can be decoupled or even deleted from the state vector to reduce the overall
computation load [1]. Decoupled states are states that still need to be estimated,
but their covariance with other states can be neglected due to small correlation val-
ues. Deleted states, or ignored states, are removed from both the state vector and
covariance equations completely. Gelb goes on further to explain how to perform the
sensitivity analysis for simple systems as well as how the calculated filter gains can
be approximated.
Although Gelb provides the how-to for a sensitivity analysis, other researchers
provide the formal technical foundations, or the why, as to how these methods work.
Multiple authors including Huddle and Wismer [2], Mahalanabis [3], and Price [4]
initially explored the effects of mismodeled parameters in the dynamic model only.
Duiven expanded this work by also including sensitivity analysis for mismodeled pa-
rameters in the measurement model [5]. Nishimura [6] and Heffes [7] took a different
approach by comparing the true, computed, and the actual covariances of the ini-
tial estimated state, measurement, and process noise covariances. A more recent
summary of these results can also be found in the textbook written by Tapley et
al. [8]. Nishimura went on to combine both dynamic model and measurement model
sensitivity approaches to make one massive sensitivity analysis possible [9].
3Even though the sensitivity analysis can provide a large amount of information
regarding the importance of each state or parameter, it is a brute force approach
and must be performed for each individual system. This results in large amounts of
time and resources, especially for complex models, to effectively evaluate each system.
Additional tuning may also be required once the sensitivities have been determined
to meet specifications for the lower order system. Sensitivity analyses still play an
important role in modern day system evaluation, but researchers were also interested
in finding theoretical alternatives that could be quickly applied to a wide range of
systems, thus, minimizing the amount of application specific heuristics and testing.
Today, the most common approach to reduce the dimensionality of a high-order
system model and prevent divergence is to include or increase the process noise in the
dynamic model. An additive process noise term in the dynamic model inflates the
propagated state covariance because of known modeling assumptions [1]. Implicitly
the covariance of the process noise “tells” the simulation about the resulting state
uncertainty as a function of time. Algorithms which use the propagated state and
covariance can then account for dynamic model uncertainty. Although this method
frequently corrects or greatly reduces the problem, it often results in a monotonous
and tedious trial-and-error tuning session of the process noise covariance matrix. The
theoretical underpinning for process noise is usually the assumption of a white noise
process, whereas parametric model errors are typically non-white, so there is an issue
of mismatch between physical reality and the modeling assumptions in the derivation
of the Kalman filter. Furthermore, incorrect choices of the process noise covariance
matrix can overestimate or underestimate the state error covariance causing, larger
variability in the state estimates. Similar techniques can also be applied to the mea-
surement covariance for modeling uncertainty in the measurement equation, but the
same limitations as the inflation of process noise are encountered here as well.
4Other methods of model reduction were also developed since many viewed the
application of process noise as an ad hoc or improvisation method [1, 10]. These
simpler theoretical techniques are especially effective when prior knowledge of the
effectiveness of certain parameters is available. Furthermore, ways to include this
a priori knowledge were attempted while at the same time reducing computational
overhead. One of the methods developed is based on controller observer theory and
uses a direct reduction of the state vector via a transformation matrix. Aoki and
Huddle provided an early development of this method and show how it relates to
observer theory [11]. The method was further refined and was ultimately referred to
as Reduced-Order Filtering (ROF) or Minimum Variance Reduced-Order Filtering
(MVROF). Hutchinson et al. give a good summary of its derivation [12]. Maybeck
also relates the use of the MVROF as means to estimate process noise values [10].
Unfortunately, the MVROF has significant drawbacks which are discussed in further
detail in Chapter IV.
A more modern method for modeling errors in the measurement equation in-
volves the use of Total Least Squares. Similar to augmenting a filter, this method
is able to improve the state estimates by minimizing errors from both measurement
noise as well as parameter uncertainties in the measurement model [13]. This method
has even been applied to Kalman filter applications [14]. Unfortunately, the Total
Least Squares approach requires a singular value decomposition (SVD) which is more
computationally expensive than competing approaches. Methods have been devel-
oped to reduce the computational overhead of the SVD, but computational costs
remain large compared to classical least squares techniques [15,16]. Thus, despite the
improved error reduction of Total Least Squares, the SVD required for this method is
computationally restrictive and goes against the initial goals of these developments.
5Another method of model reduction is to “consider” the parameters. In the con-
sider methodology, the full state vector is reduced whereby certain parameters have
been removed. Different from completely ignoring them, however, their covariance
and cross-covariance with the states is included (i.e., considered) to adjust the state
update and propagation equations. By accounting for the error in the parameter
estimates through its associated covariance, the error in the estimated states is re-
duced and the accuracy of the state covariance is improved. Bierman describes two
methods of applying the consider methodology to a Kalman filter [17]. The first is
called consider analysis where the estimated states are filtered using the traditional
Kalman filter structure. The consider analysis is then performed as an extra step af-
ter each propagation and update to produce the consider states. The consider states
themselves are not filtered, but stored separately from the filter structure and provide
a quantifiable measure of deviations caused by incorrect parameters. Unfortunately,
if the traditional Kalman filter diverges or fails, nothing is gained from consider anal-
ysis. Tapley et al. discuss both batch and sequential filtering methods based on the
consider analysis approach [8].
Alternatively, the consider states can be filtered directly which is called consider
Kalman filtering (CKF). The CKF was first developed by S.F. Schmidt in the 1960s
[18]. His formulation is based on a minimum variance approach, but his original paper
does not go into detail as to how to derive the result. He does, however, present results
where the dynamic model and measurement model parameters are separated. The
CKF is also often called the Schmidt-Kalman filter after its developer. Additional
authors extended the work by providing a derivation which includes process noise
[19] and deriving square-root factorization methods for the CKF [17, 20]. Jazwinski
additionally presents a linearized and extended form of the CKF for applications to
nonlinear systems [19]. Schlee et al. compared two forms of the CKF to a traditional
6Kalman filter using process noise and found that all three filters produced comparable
results [21]. Markley and Carpenter have also expanded the use of the CKF for use in
additional sensitivity analyses by separating out errors from the initial estimates of
the state, measurement, and process noise covariance matrices [22]. The CKF has also
been expanded for use with unscented and other nonlinear filtering methods for use
in bias approximations, formation flying, and Simultaneous Location and Mapping
(SLAM) applications [23–25].
B. Dissertation Organization
The purpose of this dissertation is to find the best reduced-order filter and docu-
ment its results when applied to simple simulations and hardware applications. The
focus is placed on the consider Kalman filter because, as is demonstrated, this method
not only generates unbiased state estimates, but also converges to a consistent co-
variance estimate while preventing divergence caused by parameter uncertainty. The
theoretical framework for the consider methodology is applied to multiple measures
of optimality and is applied to linear and nonlinear systems using both batch and
sequential estimation methods. Additional reduced-order filters are also tested and
evaluated. The systematic approach for developing the various “consider” and related
reduced-order filters is felt to be a useful contribution of this dissertation. The main
objectives of the research leading to this dissertation are:
• To establish a theoretically rigorous framework for the development of reduced-
order filters that accurately capture covariance information
• To develop near optimal methods of reduced-order filtering that reduce compu-
tational cost when compared to complex higher-order state models
7• To assess capabilities of reduced-order filtering as applied to parameters with
low observability
• To remove inconsistencies in and compare multiple reduced-order filters found
in the technical literature
• To evaluate reduced-order filters using multiple simulation examples and hard-
ware applications
This dissertation discusses the results of this research in the following organiza-
tion:
In Chapter II, basic theoretical developments are made using reduced-order es-
timators for static systems. Least squares, minimum variance, maximum likelihood,
and Bayesian measures of optimality are derived and analyzed. Multiple techniques
are developed dependent on the a priori information available. Both batch and se-
quential/recursive methods of estimation are explored.
In Chapter III, the consider methodology is expanded for use in dynamic systems
with process noise. Derivations of the consider Kalman filter are presented for discrete,
continuous, and continuous-discrete time systems. Stability analyses are performed
for both the discrete and continuous system derivations. Linearization procedures to
extend the consider Kalman filter to nonlinear systems is provided.
In Chapter IV, other methods of accounting for parameter uncertainty are pre-
sented and compared to the consider Kalman filter. Process noise is used in con-
junction with a traditional Kalman filter to compare the consider Kalman filter to
the most common form of accounting for uncertainty, and in order to make certain
observations on theoretical and actual performance of the estimation algorithms. An
alternate consider Kalman filter derivation is provided using an augmented measure-
ment vector instead of a minimum variance application. The additional consider
8Kalman filter derivation and the minimum variance reduced-order filter described
above are compared to the minimum variance consider Kalman filter to assess each
filter’s capabilities and limitations.
In Chapter V, the consider Kalman filter is applied to two hardware applications
to evaluate the filter’s effectiveness on real world systems. A simple linear hardware
example is used first to directly relate hardware results to previous simulations. A
more complex attitude application is then used to demonstrate the consider Kalman
filter’s capabilities.
9CHAPTER II
PARAMETER UNCERTAINTY IN STATIC SYSTEMS
In static systems, state values are estimated using traditional least squares tech-
niques based on redundant sets of measurements. Often these measurement models
include additional parameters, whose errors affect the accuracy of the state estimates.
Usually these parameters are known within certain accuracy limits based on manufac-
turing specifications or from prior calibration procedures. In complex measurement
scenarios, however, these additional parameters may not be known as precisely as
desired.
In this chapter, the “consider” methodology will be explored first from a batch
estimation perspective using least squares, minimum variance, and maximum likeli-
hood derivations. Different cases will be described based on the a priori information
available. Next, the consider analysis will be expanded into a sequential, or recur-
sive, formulation. Finally, two simple examples will be presented, one static and one
dynamic. Focusing on the batch estimators, these examples will show the advantages
and limitations of using the consider approach for state estimation.
A. Measurement Model Definition
A discrete linear measurement model with additional parameters is described as
y˜k = Hxkxk +Hpkp+ vk, vk ∼ N(0, Rk) (2.1)
where y˜ is a m× 1 vector containing the collected measurements, x is a n× 1 vector
containing the states to be estimated, p is a r × 1 vector containing the parameter
values, Hx and Hp are the measurement sensitivity matrices, k is the measurement
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step, and v is a m × 1 vector containing the measurement noise. The nomencla-
ture N(a,B) denotes a normal distribution with mean a and covariance B. Often
parameters appear nonlinearly with the states, but following traditional linearization
techniques Eq. (2.1) can still be used.
B. Batch Estimation
For batch estimation, a set of q measurements can be collected as
y˜ =

y˜1
y˜2
...
y˜q

, Hx =

Hx1
Hx2
...
Hxq

, Hp =

Hp1
Hp2
...
Hpq

, v =

v1
v2
...
vq

(2.2)
E {vvT} = R =

R1
R2
. . .
Rq

(2.3)
where E {. . . } is the expectation function and the individual measurement covari-
ances, Rk, are defined by
E {vi} = 0, E
{
viv
T
j
}
= Rijδij (2.4)
where δij is the Kronecker delta function and Rk = Rii. Since the consolidated vectors
represent q sets of m measurements, the y˜ and v vectors are qm×1 vectors. Similarly,
the Hx and Hp matrices are qm× n and qm× r, respectively.
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1. Least Squares
If the system is static (i.e., xk+1 = xk), then one possible method to account
for the parameters in the batch state estimate is to create an adjusted measurement
vector
y¯ = y˜ −Hpp (2.5)
The weighted least squares cost function is then given by
J =
1
2
(y¯ − yˆ)TW (y¯ − yˆ) (2.6)
where W is a weighting matrix. The estimated measurements, yˆ, are defined as
yˆ = Hxxˆ (2.7)
where xˆ are the estimated states. Assuming matrices Hx, Hp, and vector p are given
known constants, then minimizing Eq. (2.6) results in the traditional weighted least
squares solution: [13]
xˆ = (HTxWHx)
−1HTxW y¯ = (H
T
xWHx)
−1HTxW (y˜ −Hpp) (2.8)
If the true values of the parameters are used and the weight matrix is defined as
W = R−1, the covariance of xˆ is the familiar result
Pxx = E
{
(xˆ− x) (xˆ− x)T} = (HTxR−1Hx)−1 (2.9)
If, however, the true values of the parameters are not known and only approximate
values are used then the covariance of the states is no longer the result shown in
Eq. (2.9). Additional calculations are needed to properly estimate the state covari-
ance.
One alternative solution is to estimate the parameters using an augmented state
vector
z =
x
p
 (2.10)
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This redefines the true measurement model as
y˜ = Hzz + v (2.11)
where Hz =
[
Hx Hp
]
. Replacing the new measurement equation for y¯ and letting
yˆ = Hzzˆ in Eq. (2.6) produces the augmented least squares solution
zˆ = (HTzWHz)
−1HTzW y˜ (2.12)
The covariance for the augmented state vector is now easily proven to be
Pz = E
{
(zˆ − z) (zˆ − z)T}
= E

(xˆ− x)
(pˆ− p)

(xˆ− x)
(pˆ− p)

T
 =
Pxx Pxp
Ppx Ppp
 = (HTzWHz)−1 (2.13)
where the submatrices are
Pxx =
(
HTxWHx −HTxWHp
(
HTpWHp
)−1
HTpWHx
)−1
(2.14)
Pxp = −PxxHTxWHp
(
HTpWHp
)−1
(2.15)
Ppp =
(
HTpWHp −HTpWHx (HTxWHx)−1HTxWHp
)−1
(2.16)
Ppx = −PppHTpWHx (HTxWHx)−1 = P Txp (2.17)
Note that this expansion separates out the covariances between just the states, Pxx,
and just the parameters, Ppp. The additional matrix that results, Pxp, contains the
covariance terms between the states and the parameters. In the remainder of the text
this matrix will be known as the cross-covariance.
Solving Eq. (2.12) for only the state estimates, xˆ, results in the consider least
squares (CLS) estimate
xˆ =
(
PxxH
T
x + PxpH
T
p
)
W y˜ (2.18)
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The result in Eq. (2.18) can be thought of as the weighted sum of the measure-
ments with respect to the state and the parameter estimates where the weights are
defined by the covariance matrices Pxx and Pxp. Notice that the correlation or cross-
covariance, Pxp, of the state estimate error to the parameter estimate error must be
“considered” in Eq. (2.18), whether or not we seek to use a companion equation to
actually estimate the parameters, p.
2. Minimum Variance with A Priori Estimates
Minimum variance techniques provide the optimal estimate of the states based
on probability. Formally, a minimum variance estimator is designed such that every
element xˆi of xˆ is as close as possible to the true value xi, as measured by the error
variance σ2xi ≡ E
{
(xˆi − xi)2
}
. For linear systems, it can be proven that the minimum
variance estimator also minimizes the trace of the estimation error covariance matrix,
which is
∑n
i=1 σ
2
xi
[13].
For consider analysis, the augmented state vector, z, is used to find the optimal
minimum variance solution and then the estimates for the states, xˆ, are extracted
from this solution. The first derivation will explore the case where a priori estimates
of both the states and the parameters are available. Special cases will then be shown
where only state or parameter estimates are available a priori, as well as, the special
case when no initial estimates are available. Finally, the case where the parameters
are known exactly will be investigated as a verification of previous developments.
A priori estimates are estimates based on information known before a particular
set of measurements are included. A posteriori estimates, on the other hand, are
estimates which include all of the a priori information as well as the current set of
measurements. In the remainder of the text, a − will be used to denote the a priori
estimates while a + will be used to denote the a posteriori estimates.
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The minimum variance derivation is based on the assumption that the best es-
timate of x can be found from a linear combination of the measurements and its a
priori estimates
xˆ+ = M y˜ +N xˆ− (2.19)
where M and N are matrices to be determined. In addition to being linear, minimum
variance estimators are also designed to be unbiased. An estimator is defined as
unbiased if E {xˆ} = x for all possible values of x given y˜ [13].
In the case where there are additional parameters in the measurement model as
in Eq. (2.1) and the true value of the parameters are known, then y˜ can be replaced
by y¯ as before. The solution is then known to be [13]
xˆ+ =
(
HTxR
−1Hx + P−
−1
xx
)−1 (
HTxR
−1y¯ + P−
−1
xx xˆ
−
)
=
(
HTxR
−1Hx + P−
−1
xx
)−1 (
HTxR
−1y˜ + P−
−1
xx xˆ
− −HTxR−1Hpp
)
(2.20)
Once again, however, the true values of the parameters are not typically known and
only estimates are available. As a result, the augmented state vector, z, is used
instead to produce
zˆ+ =
(
HTz R
−1Hz + P−
−1
z
)−1 (
HTz R
−1y˜ + P−
−1
z zˆ
−
)
(2.21)
where P−z is the covariance of the augmented a priori estimates, zˆ
−. Additionally,
the updated covariance, P+z , is known to be [13]
P+z = E
{(
zˆ+− z) (zˆ+− z)T} = (HTz R−1Hz + P−−1z )−1 (2.22)
Let P−
−1
z be defined by
P−
−1
z ,
Mxx Mxp
Mpx Mpp
 (2.23)
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then
P−
−1
z P
−
z =
Mxx Mxp
Mpx Mpp

P−xx P−xp
P−px Ppp
 =
I 0
0 I
 (2.24)
Solving for the submatrices of P−
−1
z yields
Mxx = P
−−1
xx + P
−−1
xx P
−
xp
(
Ppp − P−pxP−
−1
xx P
−
xp
)−1
P−pxP
−−1
xx =
(
P−xx − P−xpP−1pp P−px
)−1
(2.25)
Mxp = −
(
P−xx − P−xpP−1pp P−px
)−1
P−xpP
−1
pp = −MxxP−xpP−1pp (2.26)
Mpx = −
(
Ppp − P−pxP−
−1
xx P
−
xp
)−1
P−pxP
−−1
xx = −MppP−pxP−
−1
xx = M
T
xp (2.27)
Mpp = P
−1
pp +P
−1
pp P
−
px
(
P−xx − P−xpP−1pp P−px
)−1
P−xpP
−1
pp =
(
Ppp − P−pxP−
−1
xx P
−
xp
)−1
(2.28)
Expanding out the matrices in Eq. (2.21) givesHTxR−1Hx +Mxx HTxR−1Hp +Mxp
HTpR
−1Hx +Mpx HTpR
−1Hp +Mpp

xˆ+
pˆ+
 =
HTxR−1y˜ +Mxxxˆ− +Mxppˆ−
HTpR
−1y˜ +Mpxxˆ− +Mpppˆ−

(2.29)
Tapley et al. [8] show that the solution for the state estimate is
xˆ+ =
(
P+xxH
T
x + P
+
xpH
T
p
)
R−1y˜ +
(
P+xxMxx + P
+
xpMpx
)
xˆ− +
(
P+xxMxp + P
+
xpMpp
)
pˆ
(2.30)
where pˆ = pˆ− and
P+xx =
(
HTxR
−1Hx +Mxx −
(
HTxR
−1Hp +Mxp
)
× (HTpR−1Hp +Mpp)−1 (HTpR−1Hx +Mpx))−1 (2.31)
P+xp = −P+xx
(
HTxR
−1Hp +Mxp
) (
HTpR
−1Hp +Mpp
)−1
(2.32)
which are the updated state and cross-covariances, respectively. This means that
given q sets of m measurements, y˜, a priori estimates of the states, xˆ−, and the
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parameters, pˆ, and their associated covariance, P−z , it is possible to find an updated
value of the states from Eq. (2.30).
There are instances, however, where all of this information is not available a
priori and an alternate solution must be formed. The next few sections investigate
these alternatives.
a. Special Case 1: No Parameter Estimates A Priori
The analysis presented in the previous section relied on the assumption that
a priori estimates of both the states and parameters are available. Depending on
the desired implementation, either only state estimates or parameter estimates may
be available. Consider first the case where only state estimates are known a priori.
In other words, there is no knowledge on the possible values of the measurement
model parameters. Mathematically, this means Ppp → ∞ or P−1pp → 0 which forces
Mxp = Mpx = Mpp = 0 from Eqs. (2.26), (2.27), and (2.28), respectively. Additionally,
Mxx reduces to P
−−1
xx from Eq. (2.25). Thus, Eq. (2.30) becomes
xˆ+ =
(
P+xxH
T
x + P
+
xpH
T
p
)
R−1y˜ +
(
P+xxP
−−1
xx
)
xˆ− (2.33)
and the updated covariances are now
P+xx =
(
P−
−1
xx +H
T
xR
−1Hx −HTxR−1Hp
(
HTpR
−1Hp
)−1
HTpR
−1Hx
)−1
(2.34)
P+xp = −P+xxHTxR−1Hp
(
HTpR
−1Hp
)−1
(2.35)
Recollecting terms in Eq. (2.33) also shows striking similarities to Eq. (2.20), only
now there are additional terms to help account for the parameter uncertainty.
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b. Special Case 2: No State Estimates A Priori
As an alternative to the developments above, consider the case where there are
no a priori estimates for the states but knowledge is available for the measurement
model parameters. In this scenario, Pxx →∞ or P−1xx → 0 which forces Mxx = Mxp =
Mpx = 0 and Mpp = P
−1
pp from Eqs. (2.25) - (2.28). Substituting these values into
Eq. (2.30) results in
xˆ+ =
(
P+xxH
T
x + P
+
xpH
T
p
)
R−1y˜ +
(
P+xpP
−1
pp
)
pˆ (2.36)
where the updated covariances equate to
P+xx =
(
HTxR
−1Hx −HTxR−1Hp
(
HTpR
−1Hp + P−1pp
)−1
HTpR
−1Hx
)−1
(2.37)
P+xp = −P+xxHTxR−1Hp
(
HTpR
−1Hp + P−1pp
)−1
(2.38)
By invoking the Sherman-Morrison-Woodbury Matrix Inversion Lemma (described
in Appendix B) with
A = P−1pp , B = H
T
p , C = R
−1, D = Hp (2.39)
the coefficient in front of pˆ in Eq. (2.36) reduces to
P+xxH
T
xR
−1Hp
(
HTpR
−1Hp + P−1pp
)−1
P−1pp = P
+
xxH
T
x
(
HpPppH
T
p +R
)−1
Hp (2.40)
and the solution for the updated state estimate becomes
xˆ+ =
(
P+xxH
T
x + P
+
xpH
T
p
)
R−1y˜ − P+xxHTx
(
HpPppH
T
p +R
)−1
Hppˆ (2.41)
c. Special Case 3: No A Priori Estimates
In the case where no a priori information is available for either the states or the
parameters then Pxx → ∞ or P−1xx → 0 and Ppp → ∞ or P−1pp → 0. By substituting
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in the former to Eq. (2.33) and the latter into Eq. (2.41) both equations reduce to
xˆ+ =
(
P+xxH
T
x + P
+
xpH
T
p
)
R−1y˜ (2.42)
where
P+xx =
(
HTxR
−1Hx −HTxR−1Hp
(
HTpR
−1Hp
)−1
HTpR
−1Hx
)−1
(2.43)
P+xp = −P+xxHTxR−1Hp
(
HTpR
−1Hp
)−1
(2.44)
under these initial conditions. Comparing Eqs. (2.42) - (2.44) to Eqs. (2.14), (2.15),
and (2.18) makes it apparent that the batch consider least squares solution found
previously is also the minimum variance consider least squares result if W = R−1.
This implies that the optimal estimate of the states given no prior knowledge from
both a least squares and a minimum variance perspective is given by Eqs. (2.42)
- (2.44).
d. Special Case 4: True Parameter Values Known
If the true parameter values are known then pˆ−p = 0 and Ppp = Pxp = Ppx = 0.
Substituting this into Eqs. (2.37) and (2.38) reduces P+xx and P
+
xp to
P+xx =
(
HTxR
−1Hx
)−1
, P+xp = 0 (2.45)
since
(
HTpR
−1Hp + P−1pp
)−1 → 0. Eq. (2.41) is now
xˆ =
(
HTxR
−1Hx
)−1
HTxR
−1 (y˜ −Hpp) (2.46)
which is just the traditional least squares (minimum variance) solution with W = R−1
as shown in Eq. (2.8). Furthermore, under this condition Mxx = P
−−1
xx and Eq. (2.30)
becomes
xˆ+ =
(
HTxR
−1Hx + P−
−1
xx
)−1 (
HTxR
−1y˜ + P−
−1
xx xˆ
− −HTxR−1Hpp
)
(2.47)
which is equivalent to Eq. (2.20).
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3. Maximum Likelihood
An alternate measure of probability-based optimality is through the use of max-
imum likelihood. Given a set of measurements, y˜, maximum likelihood finds the
optimal states, x, that maximize the likelihood function, L. In mathematical terms
this can be expressed as
L (y˜|x) =
p∏
i=1
fi (y˜|x) (2.48)
where f represents a probability density function (pdf), p is the total number of proba-
bility density functions, and the expression y˜|x represents the conditional probability
of y˜ given x [13].
Given the augmented measurement model defined in Eq. (2.11), the probability
density function of the measurement vector, y˜, can be defined as
f (y˜|z) = 1
(2pi)qm/2 |R|1/2
exp
{
−1
2
[y˜ −Hzz]TR−1 [y˜ −Hzz]
}
(2.49)
where |R| denotes the determinant of the matrix R. The first and second central
moments of y˜ are
E {y˜} = µy = Hzz (2.50)
cov {y˜} = E {[y˜ − µy] [y˜ − µy]T} = R (2.51)
Many likelihood functions include monotonic exponential terms due to Gaussian or
approximately Gaussian distributions. Because of this, the natural logarithm can be
applied to the likelihood function since it also is a monotonic function. Taking the
natural logarithm of Eq. (2.49) gives
ln [L (y˜|z)] = −1
2
[y˜ −Hzz]TR−1 [y˜ −Hzz]− m
2
ln (2pi)− 1
2
ln (|R|) (2.52)
which is also known as the log-likelihood function. Since the last two terms are
constant with respect to the states, they can be neglected. Also, taking the negative
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of a maximizing function makes it a minimizing function or
J (z) = − ln [L (y˜|z)] = 1
2
[y˜ −Hzz]TR−1 [y˜ −Hzz] (2.53)
which is the same as the augmented least squares cost function discussed in Section
1 with W = R−1. While the above discussion is simply a rederivation of the classic
maximum likelihood derivation for batch least squares, this analysis verifies that the
optimal state estimate provided by the consider methodology is just the state estimate
component of the solution to the augmented cost function.
4. Cramer-Rao Bound
One of the major benefits of using a maximum likelihood approach is that it
enables us to take advantage of one of the most powerful tools in estimation theory,
the Cramer-Rao inequality. The power of the Cramer-Rao inequality is that it gives
a lower bound on the expected errors between the estimated quantities and the true
values based on the known statistical properties of the measurement errors. The
Cramer-Rao inequality for an unbiased estimate xˆ is given by
P ≡ E {(xˆ− x) (xˆ− x)T} ≥ F−1 (2.54)
where the Fisher information matrix, F, is given by
F = E
{[
∂
∂x
ln f (y˜|x)
] [
∂
∂x
ln f (y˜|x)
]T}
= −E
{
∂2
∂x∂xT
ln f (y˜|x)
}
(2.55)
The first- and second-order derivatives are assumed to exist and to be absolutely
integrable [13].
Using the maximum likelihood cost function defined in Eq. (2.53) the Cramer-
Rao lower bound is known to be [13]
Pz ≥
(
HTz R
−1Hz
)−1
(2.56)
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Comparing this result to the covariance definitions found for the least squares so-
lution, Eq. (2.13), proves that when the weight matrix, W , is equal to the inverse
of the measurement covariance, R−1, the augmented state covariance is the optimal
covariance according to both least squares, minimum variance, and maximum likeli-
hood measures of optimality. More importantly, the state covariance, Pxx, provided
by batch consider methods is also optimal since it is simply the submatrix associated
with only the states from the augmented state covariance.
5. Bayesian Estimation
Maximum likelihood is a great tool, but for the least squares problem it does not
account for a priori knowledge of the states and/or parameters. Bayesian estimation
provides a way to combine the a priori augmented state information with the mea-
surements through a conditional density function, f (x|y˜). The conditional density
function is defined through Bayes’ rule
f (x|y˜) = f (y˜|x) f (x)
f (y˜)
(2.57)
Since the purpose of Bayesian estimation is to find the optimal a posteriori estimate of
the states, the probability density function of the measurements, f (y˜), is a constant
and can be neglected. Using the modified Bayes’ equation and taking its maximum
results in maximum a posteriori (MAP) estimation. Similar to maximum likelihood,
taking the negative of the natural logarithm of the Bayes’ equation results in the cost
function
JMAP
(
zˆ+
)
= ln
[
f
(
y˜|zˆ+)]+ ln [f (zˆ+)] (2.58)
Notice that the first term is the natural logarithm of the likelihood function and
the second term depends on the a priori information of the states being estimated.
Thus, if the a priori information for f (zˆ+) has a uniform distribution, then the MAP
22
solution is also the maximum likelihood solution. Since f (y˜|zˆ+) is already given by
Eq. (2.49), only f (zˆ+) needs to be determined. Given the a priori state estimates,
zˆ−, their mean, zˆ+, and covariance, P0, their pdf is given by
f
(
zˆ+
)
=
1
(2pi)(n+r)/2 |P0|1/2
exp
{
−1
2
[
zˆ+ − zˆ−]T P−10 [zˆ+ − zˆ−]} (2.59)
Using Eqs. (2.49) and (2.59) and maximizing Eq. (2.58) yields
zˆ+ =
(
HTz R
−1Hz + P−10
)−1 (
HTz R
−1y˜ + P−10 zˆ
−) (2.60)
which is equivalent to results produced using minimum variance methods with a priori
state and parameter information.
a. Cramer-Rao Bound for Bayesian Estimation
The Cramer-Rao inequality can be extended for use with Bayesian estimation
and is given by [13]
P ≡ E {(xˆ− x) (xˆ− x)T} ≥ [F + E {[ ∂
∂x
ln f (x)
] [
∂
∂x
ln f (x)
]T}]−1
(2.61)
The Fisher information matrix, F , is already defined by HTz R
−1Hz, thus, only the
second term needs to be determined. Using the a priori probability density function
gives
E
{[
∂
∂zˆ+
ln f
(
zˆ+
)] [ ∂
∂zˆ+
ln f
(
zˆ+
)]T}
= P−10 E
{(
zˆ+ − zˆ−) (zˆ+ − zˆ−)T}P−10
= P−10
(2.62)
This gives a Cramer-Rao inequality lower bound of
Pz ≥
[
HTz R
−1Hz + P−10
]−1
(2.63)
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but Eq. (2.22) verifies that this is in fact the minimum variance a posteriori covari-
ance. Thus, once again, the updated covariance is also the optimal covariance verified
by multiple measures of optimality for both fully augmented and consider methods
of batch estimation.
C. Sequential Estimation
Although the batch results given in Section B provide theoretical insights into
the nature of the consider least squares framework, batch estimators are often un-
wieldy for real world computations because of either very large data sets or limited
computational power. It would be convenient to develop a sequential estimator based
on the previously developed batch estimators.
1. Least Squares
Beginning again with the augmented state vector, z, the sequential or recursive
least squares solution is known to be [13]
zˆ+ = zˆ− +Kz
(
y˜ −Hzzˆ−
)
(2.64)
where
Kz = P
−
z H
T
z
(
HzP
−
z H
T
z +W
−1)−1 (2.65)
P+z = (I −KzHz)P−z (2.66)
While the a posteriori and a priori notation used is more natural for dynamic systems
where state estimates are updated once new measurements become available, for static
systems a − can be thought of as the estimate at the kth step and a + is the estimate
at the k + 1 step.
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By multiplying out the block matrices of Eqs. (2.64) and (2.65), the updated
state estimate is shown to be
xˆ+ = xˆ− +K
(
y˜ −Hxxˆ− −Hppˆ
)
(2.67)
where
K =
(
P−xxH
T
x + P
−
xpH
T
p
) (
HxP
−
xxH
T
x +HxP
−
xpH
T
p +HpP
−
pxH
T
x +HpPppH
T
p +W
−1)−1
(2.68)
P+xx = (I −KHx)P−xx −KHpP−px (2.69)
P+xp = (I −KHx)P−xp −KHpPpp (2.70)
The augmented gain can also be written as [13]
Kz = P
+
z H
T
zW (2.71)
Based upon this representation of the augmented gain, the state gain is
K =
(
P+xxH
T
x + P
+
xpH
T
p
)
W (2.72)
Note that this value of the gain is equivalent to using Eq. (2.18) as a differential
update.
2. Minimum Variance
The minimum variance sequential estimator is found by beginning with Eq. (2.21)
and using the Sherman-Morrison-Woodbury matrix inversion lemma with
A = P−
−1
z , B = H
T
z , C = R
−1, D = Hz (2.73)
to produce
zˆ+ =
(
P−z − P−z HTz
(
HzP
−
z H
T
z +R
)−1
HzP
−
z
)(
HTz R
−1y˜ + P−
−1
z zˆ
−
)
(2.74)
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Simplifying yields
zˆ+ = zˆ− + P−z H
T
z
(
HzP
−
z H
T
z +R
)−1 (
y˜ −Hzzˆ−
)
(2.75)
Expanding and solving for xˆ+ finds the minimum variance result
xˆ+ = xˆ− +K
(
y˜ −Hxxˆ− −Hppˆ
)
(2.76)
where
K =
(
P−xxH
T
x + P
−
xpH
T
p
) (
HxP
−
xxH
T
x +HxP
−
xpH
T
p +HpP
−
pxH
T
x +HpPppH
T
p +R
)−1
(2.77)
A verification of Eq. (2.77) can be achieved by minimizing the trace of the update
state covariance, P+xx, with respect to the gain. Using Eq. (2.76) to evaluate the
updated covariance generates
P+xx = E
{(
xˆ+− x) (xˆ+− x)T}
= (I −KHx)P−xx (I −KHx)T − (I −KHx)P−xpHTpKT −KHpP−px (I −KHx)T
+KHpPppH
T
pK
T +KRKT
(2.78)
which is the quadratic form or Joseph’s form of the update state covariance [26].
Rearranging terms gives
P+xx = P
−
xx −K
(
HxP
−
xx +HpP
−
px
)− (P−xxHTx + P−xpHTp )KT
+K
(
HxP
−
xxH
T
x +HxP
−
xpH
T
p +HpP
−
pxH
T
x +HpPppH
T
p +R
)
KT (2.79)
The optimal gain is found by minimizing the cost function
J = tr
(
P+xx
)
(2.80)
where tr (A) denotes the trace operation on the matrix A which sums the diagonal
elements of A. Since in this particular case, the diagonal elements of P+xx represent the
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variances for each state, by minimizing the trace of the a posteriori state covariance,
the minimum variance estimator is found. Taking the partial derivative of the above
cost function with respect to the gain, K, and using the trace derivative properties
found in Appendix A results in
∂J
∂K
= 0 = 2K
(
HxP
−
xxH
T
x +HxP
−
xpH
T
p +HpP
−
pxH
T
x +HpPppH
T
p +R
)
− 2 (P−xxHTx + P−xpHTp ) (2.81)
Solving for the gain yields
K =
(
P−xxH
T
x + P
−
xpH
T
p
) (
HxP
−
xxH
T
x +HxP
−
xpH
T
p +HpP
−
pxH
T
x +HpPppH
T
p +R
)−1
(2.82)
which is equivalent to the result shown in Eq. (2.77).
After comparing Eqs. (2.76) and (2.77) to Eqs. (2.67) and (2.68), it is apparent
that the minimum variance sequential solution is equivalent to the sequential consider
least squares result if W = R−1 as before. Additionally, Eqs. (2.69) and (2.70) are still
used to update the state and cross-covariances, respectively. Because the maximum
likelihood and Bayesian batch estimators are equivalent to those developed using
least squares and minimum variance, additional sequential estimators based on their
optimality criterion do not need to be derived.
It is also possible to update the parameter estimates using the complete aug-
mented state vector, however the consider least squares approach assumes that the
parameter estimates, pˆ, and their associated covariance, Ppp, do not change from
their initial a priori estimates. Using this assumption in a batch estimator does not
affect the optimality of the state estimate for consider analysis, but does affect the
optimality for sequential estimators. The update for each measurement step is in
itself optimal, however, since the parameter covariance is not being updated at the
same time, the consider state estimate degrades from the augmented solution. Al-
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though not described here, this can be observed theoretically by comparing the first
few update steps for both the augmented and consider sequential estimators.
D. Static Estimation Examples
The theoretical results described above will be demonstrated through the use of
two examples, one where the system is static, and the other will have known dynamics
that can be described discretely via
xk+1 = Φkxk (2.83)
where k is the step number and Φ is the state transition matrix with Φk = Φ (k + 1, k).
1. Example II.1
The static system example demonstrates the capabilities and limitations of the
methods developed in Sections B and C. It is assumed that two sensors are available
to provide measurement data of a stationary object. One sensor has an associated
bias which can be represented by
y˜1 = x+ p+ v1 v1 ∼ N(0, R1) (2.84)
The second sensor can estimate the parameter value directly or
y˜2 = p+ v2 v2 ∼ N(0, R2) (2.85)
It is assumed, though, that this measurement has a much higher variance than the
first measurement (R2  R1). This additional measurement makes the augmented
system completely observable. If the augmented state vector was not fully observable
then singularities would occur in Eq. (2.42). Observability is the measure of how
well each state can be “observed” given the measurements available. A mathematical
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test for observability is to ensure that the observability matrix has full rank and is
described in most state-space control textbooks [1, 8, 13, 27]. Table 1 contains the
values for the initial true and estimated values used in the analysis and following
discussion.
Table 1: Values Used in Example II.1
Variable x0 xˆ0 p pˆ Pxx0 Pxp0 Ppp R1 R2
Value 4 4.2 0.4 0.3 0.04 0 0.01 0.01 100
Table 2: Results of Example II.1 - Single Run
Updated Updated
Estimation Method Equation State (xˆ+) Parameter (pˆ+)
Traditional Least Squares (TLS) (2.8) 3.8962 N/A
TLS: State Estimates (2.20) 3.8962 N/A
Consider Least Squares (CLS) (2.42) 4.1823 N/A
CLS: State Estimates (2.33) 4.1949 N/A
CLS: Parameter Estimates (2.41) 3.9222 N/A
CLS: State & Parameter Estimates (2.30) 3.9737 N/A
Augmented Least Squares (ALS) (2.12) 4.1823 0.2139
ALS: State Estimates 4.1949 0.2012
ALS: Parameter Estimates 3.9222 0.4740
ALS: State & Parameter Estimates (2.21) 3.9737 0.4226
Consider Sequential Least Squares (2.76) 3.9284 N/A
Table 2 contains the results of a single test using the same 1000 sets of measure-
ments for each of the methods described in the previous sections. Equation numbers
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are provided to help correlate the method used and its theoretical development. The
results of the fully augmented system have also been included for comparison pur-
poses.
The first observation is that the traditional least squares (TLS) solution is off
by almost the exact amount of the parameter error as a result of the linearity of the
parameters and the assumption that they are perfectly known. When the other two
estimators are given only state estimates a priori, the answer tends to be closer to
those given values than the parameter estimates and vice versa, which is expected.
Comparing the consider least squares (CLS) results to the augmented least
squares results (ALS) shows that they are in fact equivalent. This is also not sur-
prising since the CLS results are simply the state estimates extracted from the ALS
solution. It should be noted, however, that this is not always true, but a result of the
linear examples being used in this discussion. The critical piece, however, is that in
order to obtain these results, ALS had to invert a 2× 2 matrix, while CLS only had
to invert a 1× 1 matrix. In this simple example the difference is trivial, but in larger
systems considering the parameters can result in significant computational savings
because a smaller state sensitivity matrix is inverted. Although not as significant,
CLS also uses fewer multiplication and addition operations than the ALS by using
only the updated state components of the ALS calculations.
While covariances of equal magnitudes were used in this example, as one covari-
ance estimate increases with respect to the other, the state estimate will approach
one of the aforementioned special cases. For example, if the initial covariance for the
parameters was assumed to be 100 instead of 0.01, then an approximate solution for
CLS with both initial estimates could be found using CLS with only initial state esti-
mates. Similarly, if both initial covariances increase with respect to the measurement
covariance then the solution to CLS with no initial estimates will be approached.
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Fig. 1: Sequential Estimator Results for Example II.1
The individual measurement results for the sequential estimator are shown in
Figure 1. Since the consider sequential estimator is non-optimal, these results are
different from those produced by the consider and augmented batch estimators. It is
important to note that the state covariance is converging and the state estimates stay
comfortably within the covariance bounds. Other experiments show that if the initial
covariance estimates were larger than those reported in this example, the estimator
will still eventually converge, but requires more measurements.
To compare the updated state covariance value for each method, a Monte Carlo
analysis was performed using 1000 simulations with 1000 measurements from each
sensor per simulation. Figures 2 - 7 display the results. Each figure contains a
histogram of the results combined with the estimated 3σ covariance bounds from
each method.
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While all the methods produced an approximate Gaussian distribution for the re-
sults, there are some discrepancies as to how the data points fall within the covariance
bounds. Not surprisingly, there is a clear bias caused by the parameter error in both
TLS methods that produces a distribution outside of the covariance bounds. There
is also a bias, however, in all three cases where a priori estimates were provided to
the CLS framework. This is due to the fact that in all cases a single value was given
to the initial state and parameter estimates. Experiments show that if this value
is allowed to vary, sampled from its assumed Gaussian distribution (where the true
value was its mean and the covariance was given by their respective initial values),
this bias disappears as the sample size grows. Thus, error in the initial estimates
produces a bias in the resulting estimate during batch estimation. Additionally, the
initial covariance estimates must be large enough to anticipate this error otherwise a
large enough bias will place the mean estimate outside of the covariance bounds [28].
The CLS result with no initial estimates shows no bias from the true values, but at
the cost of a much larger updated covariance than any of the other methods.
2. Example II.2
A linear oscillator is used to examine how the minimum variance batch estimators
presented above can be used on dynamic systems. The dynamic equation for the
undamped oscillator is given by
x¨+ ω2nx = 0 (2.86)
where ωn is the natural frequency of the system. In state-space form these equations
are written as
x˙ =
x˙1
x˙2
 =
 0 1
−ω2n 0

x1
x2
 = Ax (2.87)
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Fig. 2: Example II.1 Monte Carlo Results - TLS: No Initial Estimates
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Fig. 3: Example II.1 Monte Carlo Results - TLS: State Estimates
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Fig. 4: Example II.1 Monte Carlo Results - CLS: No Initial Estimates
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Fig. 5: Example II.1 Monte Carlo Results - CLS: State Estimates
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Fig. 6: Example II.1 Monte Carlo Results - CLS: Parameter Estimates
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Fig. 7: Example II.1 Monte Carlo Results - TLS: State and Parameter Estimates
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Since this system is Linear-Time Invariant (LTI), the State Transition Matrix (STM)
is known to be
Φ(t, t0) = e
A∆t =
 cos(ωn∆t) 1ωn sin(ωn∆t)
−ωn sin(ωn∆t) cos(ωn∆t)
 (2.88)
where ∆t = t− t0 and
x(t) = Φ(t, t0)x(t0) = Φ(∆t)x0 (2.89)
Because the system is dynamic, batch estimation is applied using the initial values of
the states as the solve-for parameters.
Two measurements are available to monitor the states. The first is a position
measurement subject to only white noise
y˜1 = x1 + v1 v1 ∼ N(0, R1) (2.90)
The second is a velocity measurement subject to a constant bias and white noise
y˜2 = x2 + b+ v2 v2 ∼ N(0, R2) (2.91)
Based on these two measurements, three different scenarios are examined. The first
uses only the unbiased position measurements with the Traditional Least Squares ap-
proach. The second uses both measurements, but still uses Traditional Least Squares.
The third scenario uses both measurements and a Consider Least Squares framework
to estimate the solution.
Given that each set of measurements is taken at equal time steps and because
this is an LTI system, the measurements can be propagated by
y˜k =
y1k
y2k
 =
1 0
0 1
Φk(∆t)
x10
x20
+
0
1
 b+
v1k
v2k
 = HxΦk(∆t)x0 +Hpb+vk (2.92)
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Table 3: State and Parameter Values Used in Example II.2
Variable x10 x20 b ωn
True 2.3 0.2 0.04 1
Estimated 3 0.0 0.08 1
Table 4: Variance Values Used in Example II.2
Variance Px1x10 Px2x20 Ppp R1 R2
Value 0.49 0.04 0.0016 0.01 0.01
The values used in this scenario are shown in Tables 3 and 4. Values not shown
are set to zero. Note that the bias is within the measurement noise of the sensors.
A 1000-run Monte Carlo test was performed for all three scenarios. 100 values of
each measurement were collected over a 10 second time interval for each run. A priori
estimates were provided for both initial states as well as the bias, b. The means and
standard deviations for each updated state estimate for each scenario are shown in
Table 5. Comparing scenarios 1 and 2 shows that introducing the second measurement
improved the resulting covariance, but introduced a bias into the estimates. Despite
the measurement bias being smaller than the measurement noise, it still produced a
bias in the resulting estimates. This is also shown by the graphs in Figures 8 and 9.
These figures plot a histogram of the initial position estimates from each Monte Carlo
run. The estimated 3σ covariance bounds have also been plotted.
The results of Scenario 3 show that using Consider Least Squares not only re-
duces the covariance as in Scenario 2, but the bias from the estimates is also removed.
Figure 10 shows the histogram for the position estimates. Similar results were ob-
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served for the initial velocity estimates, but are not as pronounced as those for the
initial position and are not shown here.
Table 5: Means and Standard Deviations from a 1000-run Monte Carlo Simulation
for Example II.2
Scenario 1 Scenario 2 Scenario 3
x1
mean -0.0002 -0.0072 0.0004
stan. dev. 0.0131 0.0099 0.0100
x2
mean -0.0014 -0.0027 -0.0004
stan. dev. 0.0143 0.0102 0.0102
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Fig. 8: Example II.2 Monte Carlo Results: Position Estimates - Scenario 1
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Fig. 9: Example II.2 Monte Carlo Results: Position Estimates - Scenario 2
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Fig. 10: Example II.2 Monte Carlo Results: Position Estimates - Scenario 3
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CHAPTER III
THE CONSIDER KALMAN FILTER
In the previous chapter, methods of accounting for parameter uncertainty were
explored for static systems. This chapter expands upon that knowledge by including
dynamics in the system model. Only sequential estimators will be examined. This
chapter will first explain the theory behind the consider Kalman filter (CKF) and its
multiple derivations. A linear and nonlinear example are also explored and additional
insights based on the results of the examples will be discussed.
A. Theoretical Development
This section provides the theoretical background behind the derivation and use
of consider Kalman filters (CKFs). A discrete, continuous, and a continuous-discrete
minimum variance consider Kalman filter (MVCKF) are developed. Even though
continuous system models are no longer widely used because of digital computing,
this derivation of the MVCKF is also included for the sake of completeness. Stabil-
ity of both the discrete and continuous derivations are also examined. Finally, the
continuous-discrete derivation is expanded to work with nonlinear systems.
1. The Discrete MVCKF
a. Measurement Model
The discrete linear measurement model is the same as that used in Chapter II,
but is reproduced here for convenience
y˜k = Hxkxk +Hpkp+ vk, vk ∼ N(0, Rk) (3.1)
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An augmented state vector (i.e., combined state and parameter vector), z, is still
defined as
zk =
xk
p
 (3.2)
Using the augmented state vector, the measurement equation is rewritten as
y˜k = Hzkzk + vk (3.3)
where the combined measurement matrix, Hzk , is still
Hzk =
[
Hxk Hpk
]
(3.4)
Given a priori estimates of both the states and parameters, it is assumed that
they differ from the true values by Gaussian noise or
xˆ− = x+ η, η ∼ N(0, P−xx) (3.5)
pˆ− = p+ β, β ∼ N(0, P−pp) (3.6)
The cross-covariances (i.e., covariance between the states and parameters) are defined
as
E
{(
xˆ−− x) (pˆ−− p)T} = E {ηβT} = P−xp (3.7)
E
{(
pˆ−− p) (xˆ−− x)T} = E {βηT} = P−px = P−Txp (3.8)
It is also assumed that the states and parameters are uncorrelated with the measure-
ment noise
E
{(
xˆ−− x)vT} = E {ηvT} = 0 (3.9)
E
{(
pˆ−− p)vT} = E {βvT} = 0 (3.10)
These equations are valid assumptions since the a priori state and parameter esti-
mates are not dependent on the current measurement noise values. Note that a priori
estimates are denoted by − while a posteriori estimates are denoted by + as before.
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Based on these definitions, we can define the augmented state covariance as
P−z = E
{(
zˆ−− z) (zˆ−− z)T} =
P−xx P−xp
P−px P
−
pp
 (3.11)
b. Dynamic Model
A discrete linear dynamic system with process noise is defined as
xk+1 = Φkxk + Ψkp+ Γkwk, wk ∼ N(0, Qk) (3.12)
where w is the process noise. By once again combining the states and parameters,
the augmented version of Eq. (3.12) can be written as
zk+1 =
xk+1
p
 =
Φk Ψk
0 I

xk
p
+
Γk
0
wk = Θkzk + Υkwk (3.13)
where
Θk =
Φk Ψk
0 I
 , Υk =
Γk
0
 (3.14)
When additional measurements become available, it is desirable to propagate the
current state estimates, xˆ+k to the new measurement step k+1. The estimated state
propagation equation is
zˆ−k+1 = Θkzˆ
+
k (3.15)
c. Discrete-Time MVCKF Derivation
Using the discrete measurement and dynamic models described above, the mini-
mum variance consider Kalman filter is derived below. While the derivation method
presented below differs from other derivations of the MVCKF, equivalent results are
obtained. The stability of the filter is then analyzed theoretically.
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To begin the MVCKF derivation, we seek a linear, unbiased estimator that pro-
vides minimum variance state estimates, while considering parametric errors. Thus,
the updated estimate sought is a linear combination of the measurements and a priori
estimates, xˆ+
pˆ+
 = M1
xˆ−
pˆ−
+M2y˜ +M3 (3.16)
To make the estimator unbiased, the expected value of the update should be the
true values of the states. In other words, the unbiased constraint is
E

xˆ+
pˆ+

 =
x
p
 = M1E

xˆ−
pˆ−

+M2E {y˜}+M3 (3.17)
since the expectation function is a linear operator. Using the assumption that the a
priori state and parameter estimates differ from the truth by a zero-mean Gaussian
distribution, Eqs. (3.5) and (3.6), and that the measurements are a linear combination
of the true states and parameters from Eq. (3.3), the above equation becomesx
p
 = M1
x
p
+M2 [Hx Hp]
x
p
+M3 (3.18)
Thus, for this unbiased constraint condition to hold true
M3 = 0, M1 +M2
[
Hx Hp
]
= I (3.19)
or
M1 = I −M2
[
Hx Hp
]
(3.20)
Plugging this back into the original equation results in M2 as the only unknown:xˆ+
pˆ+
 =
xˆ−
pˆ−
+M2
y˜ − [Hx Hp]
xˆ−
pˆ−

 (3.21)
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In the consider methodology, parameter estimates and their associated covari-
ance remain unchanged by implementing the constant parameter constraint (CPC).
This constraint forces the a priori parameter estimate to be equal to its a posteriori
estimate or
pˆ+ = pˆ− = pˆ (3.22)
To enforce the CPC, M2 has the structure
M2 =
K
0
 (3.23)
Thus, the state update equation becomes the familiar form
xˆ+ = xˆ− +K
(
y˜ −Hxxˆ− −Hppˆ
)
(3.24)
To find the updated state covariance and optimal gain, K, the a posteriori state
covariance is evaluated by substituting in Eqs. (3.24) and (3.1), from which it is found
that
P+xx = E
{
K
(
v −Hx
(
xˆ−− x)−Hp (pˆ− p)) (v −Hx (xˆ−− x)−Hp (pˆ− p))TKT}
+ E
{(
xˆ−− x) (v −Hx (xˆ−− x)−Hp (pˆ− p))TKT}
+ E
{
K
(
v −Hx
(
xˆ−− x)−Hp (pˆ− p)) (xˆ−− x)T}
+ E
{(
xˆ−− x) (xˆ−− x)T}
(3.25)
where P+xx is defined most fundamentally as
P+xx = E
{(
xˆ+− x) (xˆ+− x)T} (3.26)
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Following some algebraic manipulation and using Eqs. (3.5)-(3.10), Eq. (3.25) is
reduced to
P+xx = P
−
xx −K
(
HxP
−
xx +HpP
−
px
)− (P−xxHTx + P−xpHTp )KT
+K
(
HxP
−
xxH
T
x +HxP
−
xpH
T
p +HpP
−
pxH
T
x +HpPppH
T
p +R
)
KT (3.27)
In a similar manner it can be shown that
P+xp = E
{(
xˆ+− x) (pˆ− p)T} = (I −KHx)P−xp −KHpPpp (3.28)
To truly call this a minimal variance solution, the optimal gain, K, must be found
for the estimated states by taking the minimum of the trace of the state covariance,
P+xx, or
J = tr
(
P+xx
)
(3.29)
Taking the partial derivative of the above cost function with respect to the gain, K,
and using the trace derivative properties found in Appendix A results in
∂J
∂K
= 0 = 2K
(
HxP
−
xxH
T
x +HxP
−
xpH
T
p +HpP
−
pxH
T
x +HpPppH
T
p +R
)
− 2 (P−xxHTx + P−xpHTp ) (3.30)
Solving for the gain produces
K =
(
P−xxH
T
x + P
−
xpH
T
p
) (
HxP
−
xxH
T
x +HxP
−
xpH
T
p +HpP
−
pxH
T
x +HpPppH
T
p +R
)−1
(3.31)
Plugging this back into Eq. (3.27) yields
P+xx = (I −KHx)P−xx −KHpP−px (3.32)
Note that the update Eqs. (3.24), (3.28), (3.31), and (3.32) are same as those found
in the consider sequential estimator discussed in Chapter II.
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d. Discrete-Time Propagation
While the states can be propagated using the estimated propagation equations,
additional equations must be found to propagate the covariance and complete the
filter. The propagated covariance is defined as
P−z,k+1 = E
{(
zˆ−k+1 − zk+1
) (
zˆ−k+1 − zk+1
)T}
(3.33)
By plugging in Eqs. (3.13) and (3.15)
P−z,k+1 = E
{[
Θk
(
zˆ+k − zk
)−Υkwk] [Θk (zˆ+k − zk)−Υkwk]T} (3.34)
Using the assumption that the states and parameters are uncorrelated with the pro-
cess noise, expanding the equation above yields the propagated covariance
P−z,k+1 = ΘkP
+
z,kΘ
T
k + ΥkQkΥ
T
k (3.35)
where P+z,k is the updated or a posteriori covariance at step k.
Furthermore, since
P−z,k+1 =
P−xx,k+1 P−xp,k+1
P−px,k+1 P
−
pp,k+1
 (3.36)
the component covariance matrices can be defined as
P−xx,k+1 = ΦkP
+
xx,kΦ
T
k + ΦkP
+
xp,kΨ
T
k + ΨkP
+
px,kΦ
T
k + ΨkP
+
pp,kΨ
T
k + ΓkQkΓ
T
k (3.37)
P−xp,k+1 = ΦkP
+
xp,k + ΨkP
+
pp,k (3.38)
P−px,k+1 = P
+
px,kΦ
T
k + P
+
pp,kΨ
T
k = P
−T
xp,k+1 (3.39)
P−pp,k+1 = P
+
pp,k = Ppp (3.40)
Note that Eq. (3.40) is consistent with the initial assumption of invariant parameter
covariance as specified by the CPC. The fully discrete MVCKF is summarized in
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Table 6. Although a different derivation process was used, the resulting filter is
equivalent to that found by Jazwinski [19].
Note that the same parameter vector is used in both the dynamic and measure-
ment models. As a result, it is assumed that the parameter vector consists of both
dynamic parameters and measurement parameters where their influence is controlled
by their associated sensitivity matrices, Ψk and Hp, respectively. A separate deriva-
tion can be performed using different dynamic and measurement parameter vectors
and is summarized by Schmidt [18]. Although only minor theoretical improvements
are made by separating the dynamic and measurement model parameters, computa-
tional loads can be further reduced. The vast majority of dynamic parameters have
no correlation to the measurement noise and the measurement parameters allowing
the update of the dynamic parameters’ associated cross-covariance matrix to be ne-
glected. Similarly, the cross-covariance matrix for the measurement parameters will
only need to be propagated in very rare cases.
e. Stability of the Discrete MVCKF
The stability of the Discrete MVCKF can be verified using Lyapunov’s direct
method as described by Franklin et al. [27]. The analysis begins using a proposed
Lyapunov equation of
V (z˜) = z˜TkP
−1
z,k z˜k (3.41)
where z˜k = zˆk − zk. To verify the system is stable, the change in the Lyapunov
function, ∆V , must be at least negative semi-definite. The change in the proposed
Lyapunov function is defined as
∆V (z˜) = z˜Tk+1P
−1
z,k+1z˜k+1 − z˜TkP−1z,k z˜k (3.42)
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Table 6: Discrete Minimum Variance Consider Kalman Filter
Model
xk+1 = Φkxk + Ψkp+ Γkwk, wk ∼ N(0, Qk)
y˜k = Hxkxk +Hpkp+ vk, vk ∼ N(0, Rk)
Gain
K =
(
P−xxH
T
x + P
−
xpH
T
p
)
× (HxP−xxHTx +HxP−xpHTp +HpP−pxHTx +HpPppHTp +R)−1
Update
xˆ+ = xˆ− +K (y˜ −Hxxˆ− −Hppˆ)
P+xx = (I −KHx)P−xx −KHpP−px
P+xp = (I −KHx)P−xp −KHpPpp
Propagation
xˆ−k+1 = Φkxˆ
+
k + Ψkpˆ
P−xx,k+1 = ΦkP
+
xx,kΦ
T
k + ΦkP
+
xp,kΨ
T
k + ΨkP
+
px,kΦ
T
k
+ΨkPppΨ
T
k + ΓkQkΓ
T
k
P−xp,k+1 = ΦkP
+
xp,k + ΨkPpp
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The first step in the stability analysis is to find a definition for z˜k+1. Using
Eqs. (3.15), (3.13), (2.64), and (3.1) it is found to be
z˜k+1 = zˆk+1 − zk+1 = Θk (I −KzHz) z˜k + ΘkKzvk −Υkwk (3.43)
Stability is only affected by the coefficients acting on the states, thus the last two
terms can be neglected. Plugging this result back into Eq. (3.42) and consolidating
terms yields
∆V (z˜) = z˜Tk
[
(I −KzHz)T ΘTkP−1z,k+1Θk (I −KzHz)− P−1z,k
]
z˜k (3.44)
Since the definiteness of the matrix is being evaluated, only the values contained in
the brackets need to be analyzed. Thus, for the discrete MVCKF to be stable
(I −KzHz)T ΘTkP−1z,k+1Θk (I −KzHz)− P−1z,k ≤ 0 (3.45)
where the notation ≤ 0 implies the matrix is negative semi-definite. Rearranging the
above equation assuming that the appropriate inverses exist gives
I − Pz,k+1Θ−Tk (I −KzHz)−T P−1z,k (I −KzHz)−1 Θ−1k ≤ 0 (3.46)
The quadratic or Joseph’s form of the augmented state update covariance is given
by [26]
P+z = (I −KzHz)P−z (I −KzHz)T +KzRKTz (3.47)
Using this result in Eq. (3.35) yields
Pz,k+1 = Θk (I −KzHz)P−z (I −KzHz)T ΘTk + ΘkKzRKTz ΘTk + ΥkQkΥTk (3.48)
Plugging this back into Eq. (3.46) and rearranging terms results in
− [ΘkKzRKTz ΘTk + ΥkQkΥTk ]
[
Θ−Tk (I −KzHz)−T P−1z,k (I −KzHz)−1 Θ−1k
] ≤ 0
(3.49)
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Since Pz,k is positive definite, its inverse is also positive definite. Furthermore, if
a matrix A is positive definite any quadratic form of A is also positive definite [13].
Thus, the second set of brackets in Eq. (3.49) is positive definite and the equation
reduces to
− [ΘkKzRKTz ΘTk + ΥkQkΥTk ] ≤ 0 (3.50)
For an augmented filter the stability analysis is complete, but additional substi-
tutions must be made for stability analysis of the MVCKF. Plugging in the definitions
of Θk, Υk, and Kz =
[
KT 0
]T
gives
−
ΦkKRKTΦTk + ΓkQkΓTk 0
0 0
 ≤ 0 (3.51)
Provided that the measurement covariance, R, is positive definite and the process
noise covariance, Q, is at least positive semi-definite, the discrete MVCKF will be
stable, but not asymptotically stable.
2. The Continuous MVCKF
This section derives the minimum variance consider Kalman filter using fully
continuous dynamic and measurement models. It is initially assumed that the pa-
rameters, p, do not vary with time in accordance with the CPC. Leondes’ compilation
contains an alternate derivation than the one provided below [29].
Given a completely continuous linear dynamic system of equationsx˙(t)
p˙
 =
F (t) B(t)
0 0

x(t)
p
+
G(t)
0
w(t), w(t) ∼ N(0, Q(t)) (3.52)
y˜(t) = Hx(t)x(t) +Hp(t)p+ v(t), v(t) ∼ N(0, R(t)) (3.53)
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the estimated state equations can be written as ˙ˆx(t)
˙ˆp
 =
F (t) B(t)
0 0

xˆ(t)
pˆ
+
K(t)
0
 (y˜(t)−Hx(t)xˆ(t)−Hp(t)pˆ) (3.54)
The augmented error variable is defined as
z˜(t) = zˆ(t)− z(t) =
xˆ(t)
pˆ
−
x(t)
p
 (3.55)
Differentiating Eq.(3.55) and substituting in Eqs. (3.52) and (3.54) gives a new set of
estimation error dynamic equations
˙˜z(t) = (Fz(t)−Kz(t)Hz(t)) z˜(t)−Gz(t)w(t) +Kz(t)v(t) (3.56)
where
Fz(t) =
F (t) B(t)
0 0
 , Kz(t) =
K(t)
0
 (3.57)
Hz(t) =
[
Hx(t) Hp(t)
]
, Gz(t) =
G(t)
0
 (3.58)
This new set of equations allows the use of the original continuous Kalman filter
derivation as described by Crassidis and Junkins [13]. Thus, the continuous covariance
propagation equation obeys the differential equation
P˙z(t) = (Fz(t)−Kz(t)Hz(t))Pz(t) + Pz(t) (Fz(t)−Kz(t)Hz(t))T
+Kz(t)R(t)Kz(t)
T +Gz(t)Q(t)Gz(t)
T (3.59)
By expanding out Eq. (3.59), the state covariance rate can then be brought to the
form
P˙xx(t) = (F (t)−K(t)Hx(t))Pxx(t) + Pxx(t) (F T(t)−HTx (t)KT(t))
+ (B(t)−K(t)Hp(t))Ppx(t) + Pxp(t)
(
BT(t)−HTp (t)KT(t)
)
+K(t)R(t)KT(t) +G(t)Q(t)GT(t) (3.60)
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By minimizing the trace of Eq. (3.60) as in Section 3, the gain, K(t), is found to be
K(t) =
(
Pxx(t)H
T
x (t) + Pxp(t)H
T
p (t)
)
R−1(t) (3.61)
Plugging this back into Eq. (3.60) and rearranging results in the modified Riccati
equations
P˙xx(t) = F (t)Pxx(t) + Pxx(t)F
T(t) +B(t)Ppx(t) + Pxp(t)B
T(t) +G(t)Q(t)GT(t)
− (Pxx(t)HTx (t) + Pxp(t)HTp (t))R−1(t) (Hx(t)Pxx(t) +Hp(t)Ppx(t))
(3.62)
and similarly,
P˙xp(t) = F (t)Pxp(t) +B(t)Ppp
− (Ppx(t)HTx (t) + PppHTp (t))R−1(t) (Hx(t)Pxp(t) +Hp(t)Ppp) (3.63)
The continuous MVCKF is summarized in Table 7.
a. Stability of the Continuous MVCKF
Using similar methods as those used to verify stability for the discrete MVCKF,
the stability of the continuous MVCKF can also be proved. Using the candidate
Lyapunov function
V (z˜(t)) = z˜T(t)P−1z (t)z˜(t) (3.64)
According to Lyapunov’s direct method, the above function is stable if its derivative
is negative semi-definite or [30]
V˙ (z˜(t)) = ˙˜z
T
(t)P−1z (t)z˜(t) + z˜
T(t)P˙−1z (t)z˜(t) + z˜
T(t)P−1z (t) ˙˜z(t) (3.65)
Eq. (3.56) provides a value for ˙˜z
T
(t), but once again only the coefficients acting on
z˜(t) are important and its derivative is simplified to
˙˜z(t) = (Fz(t)−Kz(t)Hz(t)) z˜(t) (3.66)
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Table 7: Continuous Minimum Variance Consider Kalman Filter
Model
x˙(t) = F (t)x(t) +B(t)p+G(t)w(t), w(t) ∼ N(0, Q(t))
y˜(t) = Hx(t)x(t) +Hp(t)p+ v(t), v(t) ∼ N(0, R(t))
Gain K(t) =
(
Pxx(t)H
T
x (t) + Pxp(t)H
T
p (t)
)
R−1(t)
State ˙ˆx(t) = F (t)xˆ(t) +B(t)pˆ+K(t) (y˜(t)−Hx(t)xˆ(t)−Hp(t)pˆ)
Covariance
P˙xx(t) = F (t)Pxx(t) + Pxx(t)F
T(t) + Pxp(t)B
T(t) +B(t)Ppx(t)
+G(t)Q(t)GT(t)− (Pxx(t)HTx (t) + Pxp(t)HTp (t))
×R−1(t) (Hx(t)Pxx(t) +Hp(t)Ppx(t))
P˙xp(t) = F (t)Pxp(t) +B(t)Ppp
− (Ppx(t)HTx (t) + PppHTp (t))R−1(t) (Hx(t)Pxp(t) +Hp(t)Ppp)
53
Therefore, only an equation for P˙−1z (t) is required. This can be found by taking the
derivative of the definition of an inverse or
d
dt
(
Pz(t)P
−1
z (t)
)
= P˙z(t)P
−1
z (t) + Pz(t)P˙
−1
z (t) (3.67)
After rearranging terms
P˙−1z (t) = −P−1z (t)P˙z(t)P−1z (t) (3.68)
The augmented covariance propagation equation is known to be the Riccati equation
[13]
P˙z(t) = Fz(t)Pz(t) + Pz(t)F
T
z (t)− Pz(t)HTz (t)R−1(t)Hz(t)Pz(t) +Gz(t)Q(t)GTz (t)
(3.69)
with a gain, Kz(t), defined as
Kz(t) = Pz(t)H
T
z (t)R
−1(t) (3.70)
Substituting Eqs. (3.66) and (3.68)-(3.70) into Eq. (3.65) and simplifying gives
−z˜T(t)P−1z (t) [Kz(t)R(t)KTz (t) +Gz(t)Q(t)GTz (t)]P−1z (t)z˜(t) ≤ 0 (3.71)
Since only the definiteness of the above equation is of concern, the terms outside of
the brackets can be neglected. Plugging in the definitions for Kz(t) and Gz(t) yields
−
K(t)R(t)KT(t) +Gz(t)Q(t)GTz (t) 0
0 0
 ≤ 0 (3.72)
Thus, if R(t) is positive definite and Q(t) is at least positive semi-definite then the
continuous form of the MVCKF will always be stable, but not asymptotically stable
just as for the discrete form.
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3. Continuous-discrete MVCKF Derivation
In a majority of applications the dynamics of a system are represented by a
continuous time model while the measurements are sampled discretely via a digital
computer. As a result, a hybrid filter must be developed to account for this situation.
Fortunately, the discrete update equations can still be used for the hybrid filter’s
update step, meaning that only a new covariance propagation equation needs to be
developed.
The true continuous linear dynamical model with process noise is still defined as
it was in Eq. (3.52)
x˙(t) = F (t)x(t) +B(t)p+G(t)w(t), w ∼ N(0, Q(t)) (3.73)
The solution to this dynamic model can be written as [8, 13]
x(t) = Φ(t, t0)x(t0) + Ψ(t, t0)p+
∫ t
t0
Φ(t, τ)G(τ)w(τ)dτ (3.74)
where
Φ(t, tj) =
∂x(t)
∂x(tj)
(3.75)
Ψ(t, tj) =
∂x(t)
∂p
(3.76)
with the following conditions on their derivatives and initial conditions
Φ˙(t, tj) = F (t)Φ(t, tj), Φ(tj, tj) = I (3.77)
and
Ψ˙(t, tj) = F (t)Ψ(t, tj) +B(t), Ψ(tj, tj) = 0 (3.78)
The estimated state propagation equation is defined as
˙ˆx(t) = F (t)xˆ(t) +B(t)pˆ (3.79)
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with solution
xˆ(t) = Φ(t, t0)xˆ(t0) + Ψ(t, t0)pˆ (3.80)
which is slightly different than the one defined by the completely continuous deriva-
tion.
Using the solution of ˙ˆx(t) in Eq. (3.80), the state covariance is
Pxx(t) = E
{
(xˆ(t)− x(t)) (xˆ(t)− x(t))T}
= Φ(t, t0)Pxx(t0)Φ
T(t, t0) + Φ(t, t0)Pxp(t0)Ψ
T(t, t0) + Ψ(t, t0)Ppx(t0)Φ
T(t, t0)
+ Ψ(t, t0)PppΨ
T(t, t0) +
∫ t
t0
Φ(t, τ)G(τ)Q(τ)GT(τ)ΦT(t, τ)dτ
(3.81)
Taking its derivative yields
P˙xx(t) = Φ˙(t, t0)Pxx(t0)Φ
T(t, t0) + Φ(t, t0)Pxx(t0)Φ˙
T(t, t0) + Φ˙(t, t0)Pxp(t0)Ψ
T(t, t0)
+ Φ(t, t0)Pxp(t0)Ψ˙
T(t, t0) + Ψ˙(t, t0)Ppx(t0)Φ
T(t, t0)
+ Ψ(t, t0)Ppx(t0)Φ˙
T(t, t0) + Ψ˙(t, t0)PppΨ
T(t, t0) + Ψ(t, t0)PppΨ˙
T(t, t0)
+
∫ t
t0
Φ˙(t, τ)G(τ)Q(τ)GT(τ)ΦT(t, τ)dτ
+
∫ t
t0
Φ(t, τ)G(τ)Q(τ)GT(τ)Φ˙T(t, τ)dτ + Φ(t, t)G(t)Q(t)GT(t)ΦT(t, t)
(3.82)
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Collecting terms after using the definitions of Φ˙(t, t0), Ψ˙(t, t0), and Φ(t, t) produces
P˙xx(t) = F (t)
(
Φ(t, t0)Pxx(t0)Φ
T(t, t0) + Φ(t, t0)Pxp(t0)Ψ
T(t, t0)
+ Ψ(t, t0)Ppx(t0)Φ
T(t, t0) + Ψ(t, t0)PppΨ
T(t, t0)
+
∫ t
t0
Φ(t, τ)G(τ)Q(τ)GT(τ)ΦT(t, τ)dτ
)
+
(
Φ(t, t0)Pxx(t0)Φ
T(t, t0) + Φ(t, t0)Pxp(t0)Ψ
T(t, t0)
+ Ψ(t, t0)Ppx(t0)Φ
T(t, t0) + Ψ(t, t0)PppΨ
T(t, t0)
+
∫ t
t0
Φ(t, τ)G(τ)Q(τ)GT(τ)ΦT(t, τ)dτ
)
F T(t)
+B(t)Ppx(t0)Φ
T(t, t0) + Φ(t, t0)Pxp(t0)B
T(t)
+B(t)PppΨ
T(t, t0) + Ψ(t, t0)PppB
T(t) +G(t)Q(t)GT(t) (3.83)
Plugging in the definition of Pxx(t) results in further simplification
P˙xx(t) = F (t)Pxx(t) + Pxx(t)F
T(t) +B(t)Ppx(t0)Φ
T(t, t0)
+ Φ(t, t0)Pxp(t0)B
T(t) +B(t)PppΨ
T(t, t0)
+ Ψ(t, t0)PppB
T(t) +G(t)Q(t)GT(t) (3.84)
Solving for the cross-covariance, Pxp(t), produces
Pxp(t) = E
{
(xˆ(t)− x(t)) (pˆ− p)T} = Φ(t, t0)Pxp(t0) + Ψ(t, t0)Ppp (3.85)
Taking its derivative gives
P˙xp(t) = Φ˙(t, t0)Pxp(t0) + Ψ˙(t, t0)Ppp (3.86)
Using the derivative definitions and collecting terms as before
P˙xp(t) = F (t) (Φ(t, t0)Pxp(t0) + Ψ(t, t0)Ppp) +B(t)Ppp (3.87)
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Substituting in the definition of Pxp(t) yields
P˙xp(t) = F (t)Pxp(t) +B(t)Ppp (3.88)
The equation for Pxp(t) can be also plugged into Eq. (3.84) for even further
simplification
P˙xx(t) = F (t)Pxx(t)+Pxx(t)F
T(t)+Pxp(t)B
T(t)+B(t)Ppx(t)+G(t)Q(t)G
T(t) (3.89)
where once again the fact that Ppx(t) = P
T
xp(t) is used. The continuous-discrete
MVCKF is summarized in Table 8. Since the stability of the continuous-discrete
MVCKF is strongly dependent on the sample interval, a general closed-form solution
is difficult to obtain and will not be described here.
4. Batch Estimation
In Example II.2, it was shown that the dynamic model could be incorporated
in the measurement model to provide a means of estimating the initial states. In
that example, however, it was assumed that the dynamic parameters were perfectly
known. In this section, the analysis provided in Example II.2 is expanded to include
uncertainty in linear dynamic parameters.
The measurement equation to find the initial values for an augmented discrete
system is given by
y˜k = HzkΘ(tk, t0)z0 + vk, vk ∼ N(0, Rk) (3.90)
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Table 8: Continuous-discrete Minimum Variance Consider Kalman Filter
Model
x˙(t) = F (t)x(t) +B(t)p+G(t)w(t), w ∼ N(0, Q(t))
y˜k = Hxkxk +Hpkp+ vk, vk ∼ N(0, Rk)
Gain
K =
(
P−xxH
T
x + P
−
xpH
T
p
)
× (HxP−xxHTx +HxP−xpHTp +HpP−pxHTx +HpPppHTp +R)−1
Update
xˆ+ = xˆ− +K (y˜ −Hxxˆ− −Hppˆ)
P+xx = (I −KHx)P−xx −KHpP−px
P+xp = (I −KHx)P−xp −KHpPpp
Propagate
˙ˆx(t) = F (t)xˆ(t) +B(t)pˆ
P˙xx(t) = F (t)Pxx(t) + Pxx(t)F
T(t) + Pxp(t)B
T(t)
+B(t)Ppx(t) +G(t)Q(t)G
T(t)
P˙xp(t) = F (t)Pxp(t) +B(t)Ppp
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Again, for batch estimation it is assumed q sets of measurements are collected
and Eqs. (2.2) and (2.3) are still true except that
Hz =

Hz1Θ(t1, t0)
Hz2Θ(t2, t0)
...
HzqΘ(tq, t0)

(3.91)
Using Eq. (3.14), the augmented state vector can be separated into its compo-
nents as
Hz =

Hx1Φ(t1, t0) Hx1Ψ(t1, t0) +Hp1
Hx2Φ(t2, t0) Hx2Ψ(t2, t0) +Hp2
...
...
HxqΦ(tq, t0) HxqΨ(tq, t0) +Hpq

(3.92)
or
Hx =

Hx1Φ(t1, t0)
Hx2Φ(t2, t0)
...
HxqΦ(tq, t0)

, Hp =

Hx1Ψ(t1, t0) +Hp1
Hx2Ψ(t2, t0) +Hp2
...
HxqΨ(tq, t0) +Hpq

(3.93)
With these definitions, the minimum variance batch methods presented in Sec-
tion II.2, such as Eqs. (2.30) - (2.32), can be used to estimate the initial values of
states given uncertain parameters in both the measurement and dynamic models.
Additionally, the block structure of the measurement equation can be taken advan-
tage of to further reduce the computational load. In Eq. (2.31), one of the necessary
terms is the value of HTxR
−1Hx, but using the block structure this can be rewritten
as
HTxR
−1Hx =
q∑
i=1
ΦT(ti, t0)H
T
xi
R−1i HxiΦ(ti, t0) (3.94)
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Similarly, the other terms can be summed as
HTxR
−1Hp =
q∑
i=1
ΦT(ti, t0)H
T
xi
R−1i (HxiΨ(ti, t0) +Hpi) (3.95)
HTpR
−1Hx =
q∑
i=1
(HxiΨ(ti, t0) +Hpi)
TR−1i HxiΦ(ti, t0) =
(
HTxR
−1Hp
)T
(3.96)
HTpR
−1Hp =
q∑
i=1
(HxiΨ(ti, t0) +Hpi)
TR−1i (HxiΨ(ti, t0) +Hpi) (3.97)
HTxR
−1 =
q∑
i=1
ΦT(ti, t0)H
T
xi
R−1i (3.98)
HTpR
−1 =
q∑
i=1
(HxiΨ(ti, t0) +Hpi)
TR−1i (3.99)
Then, Eq. (2.30) in conjunction with Eqs. (3.94) - (3.99) can be used in a batch
algorithm, like the one described by Tapley et al. [8].
5. Nonlinear Systems
While a linear analysis is important for theoretical purposes, most real-world
systems are in fact nonlinear. The Extended Kalman Filter (EKF) provides a quick
and easy solution to this by linearizing the nonlinear system about the optimal state
estimate. Nonlinear systems can also be used in a consider Kalman filter using the
EKF approach [19].
The nonlinear continuous-discrete dynamical system with process noise is defined
as
x˙(t) = f(t,x,p) +G(t)w(t), w(t) ∼ N(0, Q(t)) (3.100)
y˜k = h(xk,p) + vk, vk ∼ N(0, Rk) (3.101)
The nonlinear dynamic function, f(t,x,p), can be expanded around a reference
trajectory, x∗(t), and reference parameter values, p∗, using a first-order Taylor series.
f(t,x,p) = f(t,x∗,p∗) +
∂f
∂x
∣∣∣∣
x∗
(x(t)− x∗(t)) + ∂f
∂p
∣∣∣∣
p∗
(p− p∗) (3.102)
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Since the reference trajectory is assumed to be free of noise, x˙∗(t) = f(t,x∗,p∗),
Eq. (3.100) can be rewritten as
δx˙(t) = F (t)δx(t) +B(t)δp+G(t)w(t) (3.103)
where
F (t) =
∂f
∂x
∣∣∣∣
x∗
B(t) =
∂f
∂p
∣∣∣∣
p∗
(3.104)
δx˙(t) = x˙(t)− x˙∗(t) δx(t) = x(t)− x∗(t) δp = p− p∗ (3.105)
This formulation provides a means of estimating the deviations from the reference
trajectory as opposed to just the estimated trajectory itself. As mentioned before, in
EKFs the current state estimate is used as the reference trajectory, x∗ = xˆ. If the
filter was linearized about a reference trajectory then it would be known as a linearized
Kalman filter instead of an EKF [8,13]. Note that Eq. (3.103) now has the same form
as that of the linear continuous cases (Eq. (3.73)), but only the perturbations are
used instead of the actual values.
Similarly, the nonlinear measurement equation (Eq. (3.101)) can be linearized to
δy˜k = Hxδxk +Hpδpk + vk (3.106)
where
Hx =
∂h
∂x
∣∣∣∣
xˆk
Hp =
∂h
∂p
∣∣∣∣
pˆ
(3.107)
Again, the above equation now has the linear form used in the above derivations
(Eq. (3.1)).
B. Dynamic Estimation Examples
Asteroid orbit and rendezvous has become a great topic of interest in recent years
following the success of the Near-Earth Asteroid Rendezvous (NEAR) mission [31],
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and because the asteroid known as Apophis coming within striking distance of Earth
in the next few decades. To explore this topic from an estimation perspective, two
examples are given demonstrating the capabilities and limitations of the MVCKF
described above. A completely linear example is presented first to demonstrate the
filter’s basic properties, followed by a nonlinear example to observe the potential use
of the MVCKF in an asteroid rendezvous scenario.
The traditional Kalman filter (TKF) and the augmented Kalman filter (AKF) are
also used in the examples to serve as a base for comparison. A derivation of the TKF
can be found in a large number of estimation texts including a few references cited
in this dissertation [8,13,17,19,32]. The TKF including process noise is summarized
in Table 9. The AKF is the same as the TKF only the augmented state vector, z, is
used instead of the traditional state vector, x.
The dwarf planet Ceres is used as the rendezvous object, because of its roughly
spherical nature and that its gravity needs to be accounted for in addition to its
angular spin rate. Table 10 contains a list of a few of the current estimates for the
physical parameters of the large asteroid.
In both of the examples, process noise is ignored to more effectively compare the
filters with minimal tuning. In addition, all filters are given the same initial estimates
and covariance values to judge how they respond to the same set of data.
1. Example III.1 - Freefall
In this first example, the wholly unrealistic assumption of constant gravity is
made to observe how each of the three filters handles linear parameter error introduced
into the dynamic model. Using this assumption, the system dynamics are defined as
x¨ = 0 y¨ = −g (3.108)
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Table 9: Discrete Traditional Kalman Filter
Model
xk+1 = Φkxk + Ψkp+ Γkwk, wk ∼ N(0, Qk)
y˜k = Hxkxk + vk, vk ∼ N(0, Rk)
Gain K = P−xxH
T
x (HxP
−
xxH
T
x +R)
−1
Update
xˆ+ = xˆ− +K (y˜ −Hxxˆ−)
P+xx = (I −KHx)P−xx
Propagation
xˆ−k+1 = Φkxˆ
+
k + Ψkp
P−xx,k+1 = ΦkP
+
xx,kΦ
T
k + ΓkQkΓ
T
k
Table 10: Physical Parameters of the Dwarf Planet Ceres [33–35]
Equatorial Radius (km) 487.3 ± 1.8
Polar Radius (km) 454.7 ± 1.6
Mass (kg) 9.43e20 ± 0.07e20
Sidereal Rotation Period (h) 9.074170 ± 2e-6
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where x is the lateral position to the center of Ceres, y is the radial position, and
g is the constant gravity of the asteroid, which is about 0.265 m/s2 at the surface.
Thus, the state-space formulation for the TKF and MVCKF uses the following for
its dynamic model matrix values
F (t) = F =

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

, B(t) = B =

0
0
0
−1

(3.109)
For the AKF, the values are
Fz(t) = Fz =

0 0 1 0 0
0 0 0 1 0
0 0 0 0 0
0 0 0 0 −1
0 0 0 0 0

(3.110)
since g˙ = 0.
Measurements are made using both position values which forces the measurement
model matrix values to be
Hx =
1 0 0 0
0 1 0 0
 , Hp =
0
0
 (3.111)
for the TKF and MVCKF. For the AKF
Hz =
1 0 0 0 0
0 1 0 0 0
 (3.112)
Truth and initial estimate values used in the simulations are shown in Table 11.
Note that the large discrepancy between the true and estimated gravity constants was
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selected to exaggerate each filter’s performance. The diagonals of the initial state and
parameter covariances, Pxx0 and Ppp, were set to the square of the difference between
the true and estimated values. This allowed the initial error to be well within the
initial 3σ bound for each state. All initial covariances off of the diagonal were set
to zero. The initial cross-covariance between the states and parameters, Pxp0 , was
also set to zero. The measurement standard deviation was set to 2 km for both
measurements, and measurements were collected at a sampling rate of 10 Hz.
The results of a single simulation are shown in Figures 11 - 13. The estimation
results for g from the AKF are shown in Figure 14. Since the gravity constant only
acts in the Y direction, the X direction is completely unaffected in all three filters
by the error in the parameter. The TKF has no way to account for the incorrect
parameter, thus, the error in both position and velocity increase with time and the
covariance is unable to capture it. The AKF does an excellent job of tracking position
and velocity in both directions. Also, because all of the states and the parameter are
directly observable the AKF manages to minimize the error in the gravity constant
as well.
The MVCKF has similar state performance to that of the AKF and also has
stable bounds around the error. Figure 15 shows the difference between the AKF
and MVCKF state estimates. The disparity between the two filters results from the
fact that the AKF state covariance decreases with time as the parameter estimate
Table 11: State and Parameter Values Used in Example III.1
x0 (km) x˙0 (km/s) y0 (km) y˙0 (km/s) g (m/s
2)
Truth 0 0.3 50 0 0.220
Estimated 2 0.25 49 0.02 0.265
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improves, while the covariance for the MVCKF states reaches a steady value. This
is because the MVCKF parameter covariance cannot improve beyond a certain point
since it is limited by the constant parameter covariance. Despite this limitation,
this simple example shows that the MVCKF is capable of effectively estimating the
states in the presence of parameter uncertainty. Moreover, the MVCKF requires fewer
computations than the AKF since the calculations required are a subset of the fully
augmented system. This computation reduction further improves as the number of
considered parameters increases.
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Fig. 11: State Errors with 3σ Covariance Bounds for the TKF in Example III.1
2. Example III.2 - Asteroid Rendezvous
While the previous example was useful in showing some of the characteristics
of the different filters used to handle parameter errors, the assumptions used cannot
be applied to a real world application. In this example some of those assumptions
are relaxed. Specifically, the gravity constant must be allowed to vary with radial
distance and the angular spin rate must be taken into account since the spacecraft
67
0 100 200 300 400 500 600 700
−10
−5
0
5
10
X
 
P
o
s
it
io
n 
(k
m)
Error
3σ Bound
0 100 200 300 400 500 600 700
−4
−2
0
2
4
Time (s)
Y
 
P
o
s
it
io
n 
(k
m)
(a) Position
0 100 200 300 400 500 600 700
−0.2
−0.1
0
0.1
0.2
X
 
V
e
lo
ci
ty
 (
km
/s
) Error
3σ Bound
0 100 200 300 400 500 600 700
−0.1
−0.05
0
0.05
0.1
Time (s)
Y
 
V
e
lo
ci
ty
 (
km
/s
)
(b) Velocity
Fig. 12: State Errors with 3σ Covariance Bounds for the AKF in Example III.1
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Fig. 13: State Errors with 3σ Covariance Bounds for the MVCKF in Example III.1
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Fig. 14: Gravity Constant Error in the AKF for Example III.1
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Fig. 15: Difference Between AKF and MVCKF State Estimates in Example III.1
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is to land at a desired location. By applying a body-fixed frame to Ceres, where the
Z-axis is aligned with the rotational axis, the dynamics of a landing body are known
to be [36]
x¨ = 2ωy˙ + ω2x− µ
r3
x (3.113)
y¨ = −2ωx˙+ ω2y − µ
r3
y (3.114)
where ω is the angular spin rate, µ is the gravitational coefficient for Ceres, and r is the
radial distance from the center of Ceres or r =
√
x2 + y2. Both constant parameters,
µ and ω, appear nonlinearly in the dynamic equations and an Extended form of each
filter must be employed. The four states to be estimated are both positions and
velocities as before, but the parameter vector is now defined as p = [µ ω ]T. Using
the linearization method shown in Section 5, the dynamic model matrices for the
TKF and MVCKF are found to be
F (t) =
∂f
∂x
=

0 0 1 0
0 0 0 1
ω2 − µ
r3
+ 3µx
2
r5
3µxy
r5
0 2ω
3µxy
r5
ω2 − µ
r3
+ 3µy
2
r5
−2ω 0

(3.115)
B(t) =
∂f
∂p
=

0 0
0 0
− x
r3
2 (y˙ + ωx)
− y
r3
2 (−x˙+ ωy)

(3.116)
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For the AKF, the dynamic matrix is
Fz(t) =
∂f
∂z
=

0 0 1 0 0 0
0 0 0 1 0 0
ω2 − µ
r3
+ 3µx
2
r5
3µxy
r5
0 2ω − x
r3
2 (y˙ + ωx)
3µxy
r5
ω2 − µ
r3
+ 3µy
2
r5
−2ω 0 − y
r3
2 (−x˙+ ωy)
0 0 0 0 0 0
0 0 0 0 0 0

(3.117)
To provide ample observability to all the filters, measurements of both position
and velocity in the body frame are assumed to be available at each time step. This
forces the measurement model matrices to be
Hx =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

, Hp =

0 0
0 0
0 0
0 0

(3.118)
for the TKF and MVCKF. For the AKF
Hz =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0

(3.119)
The estimated values used to initialize the simulations below are shown in Ta-
bles 12 and 13. This table also includes the standard deviations used during the
Monte Carlo simulations to define the location of the truth. The estimated values of
the parameters and their associated standard deviations are based on the values and
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tolerances given in Table 10. The initial variance for each state and parameter is the
square of the given standard deviation. Off-diagonals of the inital covariance matrices
are set to zero as well as the initial cross-covariance, Pxp0 , as before. Measurements
were sampled at a rate of 1 Hz with the position and velocity standard deviations
being 10 km and 0.01 km/s, respectively.
In order to assess how sensitive the system was to noise due to the linearized
model, consistency testing via Monte Carlo simulations was performed for all three
filters. Results from a single Monte Carlo run are presented first followed by the
consistency test results.
3. Single Run Results
Figures 16 - 18 contains the results from the final run of the Monte Carlo sim-
ulations. The TKF appears to perform adequately for both position estimates save
for the Y direction’s slight divergence at the end. The velocity estimates, however,
are well outside of their covariance bounds. Both the AKF and MVCKF effectively
calculate both position and velocity estimates. The MVCKF has slightly larger co-
variance bounds, similar to Example III.1, since the AKF is still able to estimate the
gravitational parameter as shown in Figure 19. The AKF was unable to improve the
angular spin rate estimate because of numerical difficulties resulting from its high
precision. Thus, even with nonlinearities all three estimators produce results similar
to that of Example III.1.
4. Consistency Testing
After implementing a Kalman filter for a particular application, a series of tests
can be performed to ensure that it is providing the optimal results. These tests can
be used to confirm certain assumptions in the dynamic or measurement models, as
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Table 12: State Estimated Values and Standard Deviations used in Example III.2
States x0 (km) x˙0 (km/s) y0 (km) y˙0 (km/s)
Estimated Value 2 0.410 835 -0.01
Standard Deviation 2 0.015 15 0.01
Table 13: Parameter Estimated Values and Standard Deviations Used in
Example III.2
Parameters µ (km3/s2) ω (rad/s)
Estimated Value 63.57 1.923406e-4
Standard Deviation 0.63 2e-10
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Fig. 16: State Errors with 3σ Covariance Bounds for the TKF in Example III.2 -
Single Run
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Fig. 17: State Errors with 3σ Covariance Bounds for the AKF in Example III.2 -
Single Run
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Fig. 18: State Errors with 3σ Covariance Bounds for the MVCKF in Example III.2 -
Single Run
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Fig. 19: Gravitational Constant and Angular Spin Rate Error in AKF for Exam-
ple III.2 - Single Run
well as validate the state estimates being produced [13,32]. Moreover, the consistency
of the filter can be verified to ensure that optimality will continue as time progresses.
While a basic understanding of statistics is assumed, additional explanations of the
statistic terminology used can be found in Stark and Woods’ textbook [37].
One test is the Normalized Error Square (NES) test for state estimates. This
test simultaneously can determine if the state estimate errors have zero mean and if
they have a covariance equal to Pxx. Defining the state error as
x˜k = xˆk − xk (3.120)
where k is the value of the state at time tk. The NES test statistic can then be defined
as
k = x˜
T
kP
−1
xx,kx˜k (3.121)
Under the hypothesis that the state errors have a Gaussian distribution, k will have
a chi-squared distribution with degrees of freedom equal to the number of states, n,
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or
E {k} = n (3.122)
Frequently, Monte Carlo simulations are used to provide N independent samples
of the test statistics. An averaged NES statistic can then be employed and is defined
as
¯k =
1
N
N∑
i=1
k(i) (3.123)
where k(i) can be interpreted as the test statistic of the i
th simulation at time tk.
Thus, N¯k will have a chi-squared distribution with Nn degrees of freedom. The
hypothesis that the state estimation errors are consistent with the filter calculated
covariances can be evaluated using a chi-squared test and is accepted if
¯k ∈ [ζ1, ζ2] (3.124)
where ζ1 and ζ2 are evaluated based on the tail probabilities of the chi-squared density
function for a two-sided probability region. It is common to use a 95% confidence in-
terval which is specified using 100 (1− α) where α = 0.05 in this case. As an example,
let n = 2 and N = 50 then χ2nN(0.975) = 74.22 and χ
2
nN(0.025) = 129.56. This gen-
erates the acceptance range of ζ1 = χ
2
nN(0.975)/N = 1.48 and ζ2 = χ
2
nN(0.025)/N =
2.59.
This test can also be used for a single test, N = 1. In this case, ζ1 = χ
2
nN(0.975) =
0.05 and ζ2 = χ
2
nN(0.025) = 7.38. Note how much smaller the range is for this scenario
than when N = 50. This demonstrates how the variability of the test decreases as
the number of repeated simulations increases.
When using the NES test, if a bias exists in the state estimates then the estima-
tion error in Eq. (3.121) will increase. Additionally, if the filter becomes over-confident
in its estimates, P−1xx will become large which again increases the value of k. If the
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NES test fails, then a separate bias test can be performed to identify the source of
the problem. The test statistic for the Normalized Mean Error (NME) test is given
by
[µ¯k]j =
1
N
N∑
i=1
[x˜k(i)]j√
[Pxx,k(i)]jj
(3.125)
where [x˜k(i)]j is interpreted as the j
th component of the estimated state error at time
tk. Under ideal conditions, [µk]j will have a a distribution given by N(0,1) which
means the averaged statistic, [µ¯k]j, is distributed by N(0,1/N). Then the hypothesis
that the mean of the jth component of the state estimation error has zero mean is
accepted if
[µ¯k]j ∈
[
− r√
N
,
r√
N
]
(3.126)
where r is the tail probabilities of the normalized Gaussian distribution for a given
confidence interval. For instance, a two-sided 95% confidence interval gives r a value
of 1.96.
In addition to evaluating the consistency of the state estimation errors, the NES
and NME tests can also be used with the residual errors, e = y˜ − yˆ. The covariance
of the residual errors is defined as
Py = E {eeT} (3.127)
An alternative covariance can also be used, where it is assumed that there are no errors
in the state estimates. This reduces the residual error covariance to be equivalent to
the measurement covariance, R, for the traditional Kalman filter. For a consider
Kalman filter the more restrictive residual error covariance is
Py = HpPppH
T
p +R (3.128)
The whiteness test can also be applied to the residuals to determine if they are
uncorrelated and can be truly treated as white noise. The sample autocorrelation
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statistic for the full residual vector is
ρ¯k(j) =
1√
m
N∑
i=1
eTk(i)
[
N∑
i=1
ek(i)e
T
k(i)
]−1/2 [ N∑
i=1
ej(i)e
T
j (i)
]−1/2
ej(i) (3.129)
where m is the length of e and k 6= j. For large enough N a normal approximation
can be made for the density of the whiteness statistic via the central limit theorem
and has mean zero with variation 1/N . Therefore, the residuals can be considered
white if
ρ¯k(j) ∈
[
− r√
N
,
r√
N
]
(3.130)
which is the same acceptance region based on the normalized Gaussian distribution
used for the NME test.
Using the theory outlined above, a set of 500 Monte Carlo runs was performed
on the scenario presented in the previous section. These tests were used to highlight
estimation biases and the effectiveness of the covariance estimates in accounting for
error in the state estimates. The NES test is used to analyze the overall nature of the
relationship between the covariance and the state and/or residual error. Figures 20
and 21 show the results of the NES test for both the state and residual error, respec-
tively. While the NES test on the states shows a clear bias in the TKF, the NES test
on the residuals shows that no bias exists in the measurement model. Thus, despite
the bias in the state error the measurement equations for the TKF can still be treated
as Gaussian processes. As a result, no further consistency tests on the residuals will
be presented since the state estimate error analysis can be performed directly.
The NES test amplified both the state and covariance estimate error from the
TKF. This results in the large values shown in Figure 20 proving that the TKF is
unable to account for parameter error in the dynamic model. On the other hand, the
low state errors and the effective covariance calculations resulted in acceptable test
statistics for the both the AKF and the MVCKF.
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Fig. 20: NES Test Results - State Error
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Fig. 21: NES Test Results - Residual Error
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The NME test is used to analyze each state with its associated variance to root
out the cause of biases that appeared in the NES test results. The NME test results
for the states are shown in Figure 22. The AKF and MVCKF results only confirm the
results of the NES test, since all of their state test statistics are well below the required
threshold. The critical observation, though, is that the MVCKF performed as well as
the AKF without direct estimation of the parameters. The other main observation is
that the bias in the TKF results are caused by the poor velocity estimates as shown
in Figure 16(b). In short, the AKF and MVCKF consistently provide excellent state
estimates and the TKF has trouble accounting for the error in the parameters.
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Fig. 22: NME Test Results - State Error
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CHAPTER IV
ALTERNATE METHODS TO ACCOUNT FOR
PARAMETER UNCERTAINTY
As mentioned in Chapter I, multiple methods have been developed over the
years to account for parameter uncertainty without directly estimating the parame-
ters themselves. While the past two chapters have focused on the use of the consider
methodology in both static and dynamics systems, this chapter examines these alter-
native methods from a theoretical standpoint, then uses simple examples to compare
their results to that produced by the consider Kalman filter.
A. Process Noise and the CKF
The current popular method of accounting for dynamic parameter errors in fil-
ters is to adjust the process noise covariance until acceptable results are achieved. In
essence, the idea is that additional uncertainty is introduced into the dynamic model
to account for neglected higher-order effects [10]. These concepts can also be applied
to uncertainty in the measurement model by artificially increasing the measurement
covariance as will be shown in Chapter V. Consider Kalman filtering provides an alter-
native method to the use of process noise by including the parameter error covariance
and its cross-covariance with the states in the propagation equations. Schlee et al. [21]
performed a comparison of the use of process noise with two different versions of the
Minimum Variance Consider Kalman Filter (MVCKF) developed by Schmidt [18].
They found that the sole use of process noise has slightly reduced accuracy, but is
capable of accounting for round-off error in simple computer systems when properly
tuned. Schlee et al. further conclude that there are particular situations where the
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use of process noise will outperform the consider Kalman filter because of round-off
error. In truth, a consider Kalman filter could be used to accurately account for the
parameter error while process noise could also be used to prevent divergence due to
computational effects. This section compares the use of process noise in a traditional
Kalman filter and the consider Kalman filter theoretically. The theoretical results are
then analyzed using a simple freefall example.
If no measurement model parameters are considered, then the update equations
are equivalent for the TKF and the MVCKF. Thus, not surprisingly, the differences in
the filters are caused by the propagation equations. Given that the estimated dynamic
parameters are used instead of the true parameter values, a simple substitution in
the truth equation gives a first initial guess as to the optimal value of the process
noise. The assumption is made that the estimated parameters vary from the truth
via a Gaussian distribution, or
pˆ = p+ β, β ∼ N(0, Ppp) (4.1)
Plugging this result into the true propagation equation results in
xk+1 = Φkxk + Ψkp+ Ψkβ (4.2)
Comparing this result to the propagation equation for the traditional Kalman filter
with process noise (Table 9) defines the variables as
Γk = Ψk, wk = w = β, Qk = Q = Ppp (4.3)
Alternatively, since the process noise covariance, Qk, only appears in the state
covariance propagation equation, this is the equation that must be the same for the
two filters to be equivalent. Equating the covariance propagation equations for the
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TKF and MVCKF gives
P−xx,k+1 = ΦkP
+
xx,kΦ
T
k + ΓkQTKF,kΓ
T
k
= ΦkP
+
xx,kΦ
T
k + ΦkP
+
xp,kΨ
T
k + ΨkP
+
px,kΦ
T
k + ΨkPppΨ
T
k + ΓkQCKF,kΓ
T
k (4.4)
or
ΓkQTKF,kΓ
T
k = ΦkP
+
xp,kΨ
T
k + ΨkP
+
px,kΦ
T
k + ΨkPppΨ
T
k + ΓkQCKF,kΓ
T
k (4.5)
Thus, for the traditional process noise to accurately portray the parameter variance,
the complete process noise covariance update, ΓkQkΓ
T
k , is not only a function of
the parameter covariance, Ppp, but also time-dependent on the cross-covariance, Pxp.
Except in special cases, neglecting the cross-covariance terms will generate incorrect
state covariance estimates. The CKF process noise term, QCKF,k differs from that of
the TKF process noise, because it is accounting for only high-order nonlinearities and
computer round-off. Dynamic parameter uncertainties are already accounted for in
the CKF by its underlying structure.
1. Example IV.1
The freefall example from Chapter III is used again here to compare the use of
process noise and the consider methodology. Again, the system dynamics for this
linear example are defined as
x¨ = 0 y¨ = −g (4.6)
where x is the lateral position to the center of a rigid body, y is the radial position,
and g is the gravity of the body, which will be assumed to be constant. The discrete
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state-space formulation for this system is known to be [36]
Φk = Φ(t, t0) =

1 0 ∆t 0
0 1 0 ∆t
0 0 1 0
0 0 0 1

, Ψk = Ψ(t, t0)

0
−0.5∆t2
0
−∆t

(4.7)
where ∆t = t− t0 is the time interval between measurements.
Measurements are made using both position values which forces the measurement
model matrix values to be
Hx =
1 0 0 0
0 1 0 0
 , Hp =
0
0
 (4.8)
since only the dynamic parameter, g, is being considered.
Truth and initial estimate values used in the simulations are shown in Table 14.
Note that the large discrepancy between the true and estimated gravity constants was
selected to exaggerate performance. The diagonals of the initial state and parameter
covariances, Pxx0 and Ppp, were set to the square of the difference between the true
and estimated values. This allowed the initial error to be well within the initial 3σ
bound for each state. All initial covariances off the diagonal were set to zero. The
initial cross-covariance between the states and parameters, Pxp0 , was also set to zero.
The measurement standard deviation was set to 2 km for both measurements and
measurements were collected at a sampling rate of 1 Hz.
Table 14: State and Parameter Values Used in Example IV.1
x0 (km) x˙0 (km/s) y0 (km) y˙0 (km/s) g (m/s
2)
Truth 0 0.3 50 0 100
Estimated 2 0.25 49 0.02 120
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Four separate filter cases are examined:
1. Traditional Kalman Filter with No Process Noise
2. Traditional Kalman Filter with Parameter Error Noise Only
3. Traditional Kalman Filter with Cross-Covariance and Parameter Error Noise
4. Minimum Variance Consider Kalman Filter
The first case assumes wk = 0 for all values of k. The second case assumes the
values of the process noise are given by Eq. (4.3). The third adds the additional cross-
covariance terms to the process noise as in Eq. (4.5). In this variation, however, the
process noise is assumed constant and the steady-state value of Pxp from the MVCKF
is used for each time step. The final case uses the complete consider filter described
in Table 6.
Figures 23 - 26 displays the results of the Y-direction position error and covari-
ance for a sample run. The values on the x and x˙ states are not shown as they are
unaffected by these results. y˙ shows similar results to that for y, but they are less
pronounced. Case 1 produces the best covariance estimates, but the state estimates
quickly leave their covariance bounds as seen in previous examples. Case 2 observes
the next best covariance estimates, but a clear negative bias is present in the results.
In this particular scenario, the bias had a mean value of approximately -2 km. While
Case 2 is theoretically unbiased, the increased systemic error is a result of the over-
confidence in the estimate. By including the cross-covariance terms in Case 3 the
variance estimates are more accurate and the bias is reduced. This also verifies that
an appropriately selected process noise covariance can simulate the consider Kalman
filter. Alternatively, the consider methodology could be used to provide an initial es-
timate of the process noise components, if the user was forced to use process noise. It
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should be noted that the Case 3 covariance bound is slightly larger than the MVCKF
covariance bound.
It is also noticeable that the MVCKF has a slight negative bias despite the fact
that it is theoretically unbiased. This results from the use of a constant estimated pa-
rameter value even though the estimate is presumed to have a Gaussian distribution.
This bias can be further reduced by adding process noise to the MVCKF or increasing
the parameter covariance at the cost of increasing the state covariance (Figure 27).
Using process noise values of 0.1 and 0.05 on y and y˙, respectively, reduced the mean
bias of the last 900 position estimates from -0.44 km to -0.08; however, the stan-
dard deviation increased from 0.89 km to 1.19 km. Similarly, the velocity mean bias
decreased from -0.14 km/s to -0.07 km/s by adding process noise, but the standard
deviation increased from 0.105 km/s to 0.286 km/s.
Based on this analysis it is clear that process noise can be used to account for
parameter error, but involves a significant tuning process to remove biases as well as
accurately portray the error covariance. On the other hand, the MVCKF does an
excellent job estimating the covariance bounds, but a slight bias can be produced if
a parameter is given a single value instead of being drawn from a distribution. This
bias can be reduced by including process noise in the MVCKF dynamic model, but
at the cost of giving an inflated covariance estimate.
B. Reduced-order Filters
Other methods were developed to account for parameter uncertainty since many
viewed the application of process noise as an ad hoc or improvisation method. The
consider methodology presented in Chapter III is only a subset of a larger group of
filters known as reduced-order filters. Reduced-order filters attempt to reduce compu-
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Fig. 23: Example IV.1 Results for Case 1
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Fig. 24: Example IV.1 Results for Case 2
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Fig. 25: Example IV.1 Results for Case 3
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Fig. 26: Example IV.1 Results for Case 4
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Fig. 27: Example IV.1 Results when Process Noise is Added to the MVCKF
tational overhead by lowering the dimensionality of high-order system models while
at the same time minimizing performance loss. This section presents two additional
reduced-order filters that have been previously developed. The first is an alternate
derivation of the consider Kalman filter using an augmented measurement model.
Comparisons are made between the two CKFs. Then a completely different filter is
presented which directly reduces the dimensionality by multiplying the augmented
state vector, z, by a transformation matrix.
1. Alternate Consider Kalman Filter Derivation
Tapley et al. provide an alternate method to derive a Kalman filter based on the
consider methodology [8]. Their approach described below provides the basis for the
augmented measurement consider Kalman filter (AMCKF) derivation.
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Using the a priori definitions described in Eqs. (3.5) and (3.6), an augmented
measurement equation can be defined as
y˜a =

y˜
xˆ−
pˆ−
 , Ha =

Hx Hp
I 0
0 I
 , va =

v
η
β
 (4.9)
y˜a = Haz + va, va ∼ N(0, Ra) (4.10)
where
Ra =

R 0 0
0 P−xx P
−
xp
0 P−px P
−
pp
 =
R 0
0 P−z
 (4.11)
Based on these definitions a least squares cost function, Ja, can be defined as
Ja =
1
2
TaR
−1
a a (4.12)
where
a = y˜a −Hazˆ+ (4.13)
The weighting matrix, R−1a , ensures the minimum variance measure of optimality is
also achieved as described in Chapter II for least squares problems.
Solving for zˆ+ results in the classic least squares solution:
zˆ+ =
(
HTaR
−1
a Ha
)−1
HTaR
−1
a y˜a (4.14)
The covariance for the augmented state vector is
P+z = E
{(
zˆ+ − z) (zˆ+ − z)T} = (HTaR−1a Ha)−1 (4.15)
where
R−1a =

R−1 0 0
0 M−xx M
−
xp
0 M−px M
−
pp
 (4.16)
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Using the fact that RaR
−1
a = I, it can be shown that
M−xx =
(
P−xx − P−xpP−
−1
pp P
−
px
)−1
(4.17)
M−pp =
(
P−pp − P−pxP−
−1
xx P
−
xp
)−1
(4.18)
M−xp = −M−xxP−xpP−
−1
pp (4.19)
M−px = M
−T
xp (4.20)
which is the same as the results found in Chapter II.
Rewriting Eq. (4.14) as
(
HTaR
−1
a Ha
)
zˆ+ = HTaR
−1
a y˜a (4.21)
and multiplying out the matrix components results in(HTxR−1Hx +M−xx) (HTxR−1Hp +M−xp)(
HTpR
−1Hx +M−px
) (
HTpR
−1Hp +M−pp
)

xˆ+
pˆ+
 =
HTxR−1y˜ +M−xxxˆ− +M−xppˆ−
HTpR
−1y˜ +M−pxxˆ
− +M−pppˆ
−

(4.22)
After defining a few new variables, Eq. (4.22) reduces toM+xx M+xp
M+px M
+
pp

xˆ+
pˆ+
 =
Nx
Np
 (4.23)
resulting in two equations for two unknowns, where
M+xx = H
T
xR
−1Hx +M−xx (4.24)
M+xp = H
T
xR
−1Hp +M−xp (4.25)
M+px = H
T
pR
−1Hx +M−px (4.26)
M+pp = H
T
pR
−1Hp +M−pp (4.27)
Nx = H
T
xR
−1y˜ +M−xxxˆ
− +M−xppˆ
− (4.28)
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Np = H
T
pR
−1y˜ +M−pxxˆ
− +M−pppˆ
− (4.29)
Solving the first equation of Eq. 4.23 for xˆ+
xˆ+ = M+
−1
xx Nx −M+
−1
xx M
+
xppˆ
+ (4.30)
By plugging this result into the second equation, pˆ+ is found to be
pˆ+ =
(
M+pp −M+pxM+
−1
xx M
+
xp
)−1 (
Np −M+pxM+
−1
xx Nx
)
(4.31)
This result can be plugged directly into Eq. (4.30) to solve for xˆ+. The alternative is
to solve the second equation of Eq. 4.23 for pˆ+ and plug it back into the first equation
finding
xˆ+ =
(
M+xx −M+xpM+
−1
pp M
+
px
)−1 (
Nx −M+xpM+
−1
pp Np
)
(4.32)
Using the fact that
M+z P
+
z =
M+xx M+xp
M+px M
+
pp

P+xx P+xp
P+px P
+
pp
 =
I 0
0 I
 (4.33)
the components of the updated covariance matrix are found to be
P+xx =
(
M+xx −M+xpM+
−1
pp M
+
px
)−1
(4.34)
P+pp =
(
M+pp −M+pxM+
−1
xx M
+
xp
)−1
(4.35)
P+xp = −M+
−1
xx M
+
xpP
+
pp (4.36)
P+px = −M+
−1
pp M
+
pxP
+
xx = P
+T
xp (4.37)
Using the Sherman-Morrison-Woodbury matrix inversion lemma (Appendix B)
and setting
A = M+xx, B = −M+xp, C = M+pp, D = M+px (4.38)
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results in a new equation for P+xx
P+xx = M
+−1
xx +M
+−1
xx M
+
xp
(
M+pp −M+pxM+
−1
xx M
+
xp
)−1
M+pxM
+−1
xx (4.39)
Setting
P+x = M
+−1
xx (4.40)
S+xp = −M+
−1
xx M
+
xp (4.41)
allows Eq. (4.39) to be rewritten as
P+xx = P
+
x + S
+
xpP
+
ppS
+T
xp (4.42)
Using Eq. (4.36), Eq. (4.41) can also be rewritten as
S+xp = P
+
xpP
+−1
pp (4.43)
The derivation of the AMCKF update equations begins by substituting Eq. (4.28)
into Eq. (4.30) to produce
xˆ+ = M+
−1
xx
(
HTxR
−1y˜ +M−xxxˆ
− +M−xppˆ
−)−M+−1xx M+xppˆ+ (4.44)
As with the MVCKF, parameter estimates and their associated covariance remain
unchanged by implementing the constant parameter constraint (CPC). Tapley et al.
go a step further and assume the a priori cross-covariance, P−xp, is also zero [8]. While
this is a plausible assumption for a batch estimator, it certainly does not hold for more
general cases especially sequential estimation, which is the goal here. By imposing
the CPC, Eq. (4.44) is rewritten as
xˆ+ = M+
−1
xx
(
HTxR
−1y˜ +M−xxxˆ
− +M−xppˆ
)−M+−1xx M+xppˆ (4.45)
Substituting in the values of both and M−xx and M
−
xp from Eqs. (4.17) and (4.19),
respectively, yields
xˆ+ = xˆ− +K
(
y˜ −Hxxˆ− −Hppˆ
)
(4.46)
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after simplifying. The gain, K, is defined as
K = M+
−1
xx H
T
xR
−1 = P+x H
T
xR
−1 (4.47)
The second equation results from substituting in the definition of P+x from Eq. (4.40).
By taking the inverse of Eq. (4.24) and using the Sherman-Morrison-Woodbury
matrix inversion lemma, once again, where
A = M−xx, B = H
T
x , C = R
−1, D = Hx (4.48)
the partial state covariance, P+x can be rewritten as
P+x = M
−−1
xx −M−
−1
xx H
T
x
(
HxM
−−1
xx H
T
x +R
)−1
HxM
−−1
xx (4.49)
Plugging this into Eq. (4.47) gives
K = M−
−1
xx H
T
x
[
I −
(
HxM
−−1
xx H
T
x +R
)−1
HxM
−−1
xx H
T
x
]
R−1 (4.50)
Pulling out
(
HxM
−−1
xx H
T
x +R
)−1
from the left further reduces the equation to
K = M−
−1
xx H
T
x
(
HxM
−−1
xx H
T
x +R
)−1
(4.51)
where M−
−1
xx is found by taking the inverse of Eq. (4.17). This value of the gain is
put back into Eq. (4.49) resulting in
P+x = M
−−1
xx −KHxM−
−1
xx (4.52)
Using the inverse of Eq. (4.17) and simplifying, results in an equation for P+x based
on the propagated covariance components
P+x = (I −KHx)
(
P−xx − P−xpP−1pp P−px
)
(4.53)
Expanding out the updated cross-covariance, P+xp, described in Eq. (4.36) using
the definition of M+xp produces
P+xp = −P+x
(
HTxR
−1Hp +M−xp
)
Ppp (4.54)
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If the definition of M+xx is plugged into Eq. (4.19) and replaces M
−
xp in the above
equation, the new result is
P+xp = P
+
x
[(
M+xx −HTxR−1Hx
)
P−xpP
−1
pp −HTxR−1Hp
]
Ppp (4.55)
Simplifying further
P+xp = (I −KHx)P−xp −KHpPpp (4.56)
Note that this is the same result found by the MVCKF in Eq. (3.28). Based on the
definition of the sensitivity matrix, S+xp, from Eq. (4.43) it is also apparent that
S+xp = (I −KHx)P−xpP−1pp −KHp = P+xpP−1pp (4.57)
which verifies the result in Eq. (4.43). The updated state covariance is known from
Eq. (4.42) in the consider analysis derivation to be
P+xx = P
+
x + S
+
xpPppS
+T
xp (4.58)
Note that this derivation is different than the sequential estimator given by Ta-
pley et al. [8]. The above derivation propagates and updates the considered state
values and covariance directly. The set of equations presented by Tapley et al., how-
ever, uses the traditional Kalman filter to propagate and update the state values and
then applies an additional update to calculate the considered state values and covari-
ance [8]. This approach is consistent with what is known as consider analysis [17].
Consider filtering on the other hand, directly uses the consider states in the filter itself
as is done in both the MVCKF and the AMCKF [17]. The AMKCF is summarized
in Table 15.
a. CKF Comparison
At first glance, the two CKF developments appear similar save for the state
covariance update equations, P+xx, and the gains, K. Based on these differences, the
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Table 15: Discrete Augmented Measurement Consider Kalman Filter
Model
xk+1 = Φkxk + Ψkp+ Γkwk, wk ∼ N(0, Qk)
y˜k = Hxkxk +Hpkp+ vk, vk ∼ N(0, Rk)
Gain
M−xx =
(
P−xx − P−xpP−1pp P−px
)−1
K = M−
−1
xx H
T
x
(
HxM
−−1
xx H
T
x +R
)−1
Update
xˆ+ = xˆ− +K (y˜ −Hxxˆ− −Hppˆ)
P+x = (I −KHx)
(
P−xx − P−xpP−1pp P−px
)
S+xp = (I −KHx)P−xpP−1pp −KHp
P+xx = P
+
x + S
+
xpPppS
+T
xp
P+xp = (I −KHx)P−xp −KHpPpp
Propagation
xˆ−k+1 = Φkxˆ
+
k + Ψkpˆ
P−xx,k+1 = ΦkP
+
xx,kΦ
T
k + ΦkP
+
xp,kΨ
T
k + ΨkP
+
px,kΦ
T
k
+ΨkPppΨ
T
k + ΓkQkΓ
T
k
P−xp,k+1 = ΦkP
+
xp,k + ΨkPpp
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question is whether the two methods are in fact equivalent and, if not, are there
occasions when they are? A better understanding of the difference between the two
CKFs is desired through a comparison of their defining equations.
To compare their state covariance update equations, Eqs. (4.53) and (4.57) are
plugged into Eq. (4.42). Following a reconsolidation of terms it is found that
P+xx = P
−
xx −K
(
HxP
−
xx +HpP
−
px
)− (P−xpP−1pp P−pxHTx + P−xpHTp )KT
+K
(
HxP
−
xpP
−1
pp P
−
pxH
T
x + +HxP
−
xpH
T
p +HpP
−
pxH
T
x +HpPppH
T
p
)
KT (4.59)
This equation is strikingly similar to Eq. (3.27) except for the P−xpP
−1
pp P
−
px terms and
a lack of the measurement covariance, R. Plugging Eq. (4.17) into the AMCKF gain
function, Eq. (4.51), yields
K
(
HxP
−
xxH
T
x −HxP−xpP−1pp P−pxHTx +R
)
= P−xxH
T
x − P−xpP−1pp P−pxHTx (4.60)
Pulling both P−xpP
−1
pp P
−
px terms onto one side and postmultiplying by K
T gives
KHxP
−
xpP
−1
pp P
−
pxH
T
xK
T −HxP−xpP−1pp P−pxHTxKT
= K
(
HxP
−
xxH
T
x +R
)
KT − P−xxHTxKT (4.61)
Plugging this result back into Eq. (4.59) shows that the two state covariance update
equations are in fact equivalent only with different gain values. Thus, not surprisingly,
it is the calculation of the gain that controls the equivalence of both derivations.
To compare the gain equations, rearrange Eq. (4.60) to produce
K =
(
P−xxH
T
x − P−xpP−1pp P−pxHTx
) (
HxP
−
xxH
T
x −HxP−xpP−1pp P−pxHTx +R
)−1
(4.62)
By looking at the first set of parentheses for both Eq. (3.31) and (4.62), it is clear
that for the two gains to be comparable
HTp = −P−1pp P−pxHTx (4.63)
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Premultiplying Eq. (4.63) by Ppp and postmultiplying by R
−1Hx generates
PppH
T
pR
−1Hx = −P−pxHTxR−1Hx (4.64)
or
P−px = −PppHTpR−1Hx
(
HTxR
−1Hx
)−1
(4.65)
Thus, in the case when Eq. (4.65) is true, then Eq. (4.63) also holds. Pre-multiplying
Eq. (4.63) by P−xp gives
P−xpH
T
p = −P−xpP−1pp P−pxHTx (4.66)
The second set of parentheses in Eq. (4.62) can be rewritten as
HxP
−
xxH
T
x −HxP−xpP−1pp P−xpHTx +R
= HxP
−
xxH
T
x −HxP−xpP−1pp P−pxHTx −HxP−xpP−1pp P−pxHTx −HxP−xpP−1pp PppP−1pp P−pxHTx +R
(4.67)
Using Eq. (4.63) four times and the fact that P−xp = P
−T
px in the above reduces the
righthand side to
HxP
−
xxH
T
x −HxP−xpP−1pp P−xpHTx +R
= HxP
−
xxH
T
x +HxP
−
xpH
T
p +HpP
−
pxH
T
x +HpPppH
T
p +R (4.68)
which is equivalent to the inverted portion of the MVCKF gain. From this analysis
it is clear that when either Eq. (4.63) or (4.65) holds for all time, the two CKFs are
equivalent, otherwise the AMCKF is not a minimum variance filter.
Taking another look at the AMCKF begs the question as to whether the aug-
mented measurement structure can also produce the optimal gain. Instead of im-
posing the CPC at Eq. (4.30), begin with Eq. (4.32). In this equation the updated
state, xˆ+, is given as a function of the measurements, y˜, the a priori state estimates,
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xˆ−, and the a priori parameter estimates, pˆ, because of the definitions of Nx and Np
given by Eqs. (4.28) and (4.29), respectively. Plugging in these equations along with
Eqs. (4.24) - (4.27) for M−xx, M
−
xp, M
−
px, and M
−
pp, respectively, results in
xˆ+ =
(
M+xx −M+xpM+
−1
pp M
+
px
)−1 [(
M+xx −M+xpM+
−1
pp M
+
px
)
xˆ−
+
(
HTx −M+xpM+
−1
pp H
T
p
)
R−1y˜ −
(
HTx −M+xpM+
−1
pp H
T
p
)
R−1Hxxˆ−
−
(
HTx −M+xpM+
−1
pp H
T
p
)
R−1Hppˆ
]
(4.69)
By simplifying the above equation and using the definitions of P+xx and P
+
xp given
by Eqs. (4.34) and (4.36), respectively, gives
xˆ+ = xˆ− +
(
P+xxH
T
x + P
+
xpH
T
p
)
R−1
(
y˜ −Hxxˆ− −Hppˆ
)
(4.70)
and we can define the gain as
K =
(
P+xxH
T
x + P
+
xpH
T
p
)
R−1 (4.71)
This is the same gain as that found in Eq. (2.72) for sequential least squares. The
only difference here is that the usual substitution of W = R−1 has been made to
produce the optimal covariance. Therefore, it is verified that the augmented mea-
surement and minimum variance derivations are equivalent provided that the CPC
is not prematurely enforced. Using the a posteriori covariances is a simpler compar-
ison than using the a priori covariances. The latter requires significant use of the
Sherman-Morrison-Woodbury matrix inversion lemma.
2. The Minimum Variance Reduced-order Filter
Another reduced-order method is called the minimum variance reduced-order
filter (MVROF) [12]. The MVROF applies a transformation matrix, T , to the aug-
mented state vector, z, thereby directly reducing the order of the filter. This method
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works well for parameters in the measurement equations, but information is lost for
dynamic model parameters. This information loss produces a bias in the state esti-
mates in the general case [38,39]. The filter also requires a pseudo-inverse which can
be computationally expensive if the transformation matrix varies with time [40].
The MVROF transformation is described mathematically by
x = Tz (4.72)
Typically, x will be a subset or a combination of a subset of the vector z. For this
reason, the pseudo-inverse of the transformation matrix must also be used where
TT † = In×n (4.73)
since the length of the reduced vector, x, is n. It should be noted, however, that
T †T is a square matrix that is not the identity matrix. Hutchinson et al. provide a
complete derivation of the MVROF [12]. A summary of the MVROF’s components
is shown in Table 16.
3. Example IV.2
The freefall scenario used in Example IV.1 is used again here to compare the
AMCKF and the MVROF to the MVCKF. The freefall example is used because
the solitary dynamic parameter appears linearly with the states. The TKF is also
included as a base for comparison. The system structures for each filter are equivalent
and can be found in Example IV.1.
A set of 10000 Monte Carlo simulations was run for all four filters. Process noise
was not used in any of the filters. The true values of the initial parameters and gravity
constant are shown in Table 17. The table also contains the standard deviations for
each parameter used to determine initial estimates for each simulation. The gravity
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Table 16: Discrete Minimum Variance Reduced-order Filter
Model
zk+1 = Θkzk + Υkwk, wk ∼ N(0, Qk)
y˜k = Hzkzk + vk, vk ∼ N(0, Rk)
xk = Tzk, TT
† = I
Gain K = TP−z H
T
z (HzP
−
z H
T
z +R)
−1
Update
xˆ+ = xˆ− +K
(
y˜ −HzT †xˆ−
)
P+z =
(
I − T †KHz
)
P−z
(
I − T †KHz
)T
+ T †KRKT
(
T †
)T
Propagation
xˆ−k+1 = TΘkT
†xˆ+k
P−z,k+1 = ΘkP
+
z,kΘ
T
k + ΥkQkΥ
T
k
constant is small to simulate freefall on a large asteroid. The diagonals of the initial
state and parameter covariances, Pxx0 and Ppp, were set to the square of the standard
deviations shown in Table 17. This allowed the initial error to be well within the
initial 3σ bound for each state. All initial covariances off the diagonal were set to
zero. The measurement standard deviation was set to 2 km for both measurements
and measurements were collected at a sampling rate of 1 Hz.
Table 17: State and Parameter Values Used in Example IV.2
x0 (km) x˙0 (km/s) y0 (km) y˙0 (km/s) g (m/s
2)
Truth 0 0.3 50 0 0.220
Stan. Dev. 2 0.05 1 0.02 0.045
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The initial cross-covariance between the states and parameters, Pxp0 , was set
to zero for the MVROF and the MVCKF. Based upon the analysis performed in
Section 1 it is clear that an initial estimate of the cross-covariance should be given.
As a result, the steady-state value of the cross-covariance in the MVCKF was used
to calculate the initial value for the AMCKF, which is
Pxp0 =
[
0 −7e-6 0 −2e-7
]T
(4.74)
To effectively compare the MVROF to the other filters, the transformation ma-
trix, T , was chosen to be
T =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0

(4.75)
where T † = T T. Other values of T were also tested, but results showed that this
selection produced the best results.
4. Single Run Results
Figures 28 - 31 contains the results of the final simulation from the Monte Carlo
trials. The X position and velocity values are not shown because these values are
unaffected by the uncertainty in the dynamic parameter. The TKF has no way to
account for the incorrect parameter, thus the error in both position and velocity in-
crease with time and the covariance is unable to capture it. The MVROF has a
very distinct bias in these results for both position and velocity. The velocity er-
ror is completely outside of the 3σ bound in Figure 30(b). Comparing the MVROF
covariance estimates to that of the MVCKF finds that they are equivalent. This is
expected since our particular choice of T causes the covariance update and propaga-
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tion equations to be the same for the two filters. Next, comparing the state estimates
of both the MVROF and the MVCKF shows that they are similar, but differ by an
unknown bias. Plotting the differences between their state estimates, as in Figure 32,
shows that while there are some initial fluctuations, when the covariance reaches a
steady-state so does the bias between the two filters.
The results of the AMCKF show that this filter clearly diverges even with nonzero
values for Pxp0 . Moreover, despite derivations based on a similar principle, the two
CKFs behave quite differently in practice. The AMCKF suffers the same state error
problems that the TKF shows, but it does manage to capture the error within the
covariance bounds. The problem is that the filter clearly diverges for both position
and velocity in the Y direction. The similarity between the state estimates of the TKF
and the AMCKF occurs for an entirely different reason than the similarity between
the MVCKF and the AKF in Chapter II. For the state estimates to be equal, the
gains for both filters must be equivalent (M−
−1
xx = P
−
xx). While it is clear that this is
true for the initial case where P−xp0 = 0, this must hold for all time. Examining how
M−
−1
xx is propagated in the discrete case, we find that
P−xp,k+1P
−1
pp P
−
px,k+1 = ΦkP
+
xp,kP
−1
pp P
+
px,kΦ
T
k + ΦkP
+
xp,kΨ
T
k + ΨkP
+
px,kΦ
T
k + ΨkPppΨ
T
k (4.76)
from Eq. (3.38). By assuming process noise is zero, and plugging this result and
Eq. (3.37) back into the inverse of Eq. (4.17) gives
P−xx,k − P−xp,kP−1pp P−px,k = Φk
(
P+xx,k − P+xp,kP−1pp P+px,k
)
ΦTk (4.77)
Thus, M−
−1
xx is simply the propagated form of the covariances’ updated values. This
can also be shown for the continuous case.
Keeping Eq.(4.77) in mind, the discrete update equation is now explored. Plug-
ging in Eq. (4.53) into Eq. (4.42) yields
P+xx = (I −KHx)
(
P−xx − P−xpP−1pp P−px
)
+ S+xpPppS
+T
xp (4.78)
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Fig. 28: Y Position and Velocity Errors with 3σ Bounds for the TKF
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Fig. 29: Y Position and Velocity Errors with 3σ Bounds for the AMCKF
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Fig. 30: Y Position and Velocity Errors with 3σ Bounds for the MVROF
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Fig. 31: Y Position and Velocity Errors with 3σ Bounds for the MVCKF
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Fig. 32: Difference Between MVROF and MVCKF State Estimates
From Eq. (4.57) it can be shown that S+xpPppS
+T
xp = P
+
xpP
−1
pp P
+
px. Subtracting this
result from both sides of Eq. (4.78) produces
P+xx − P+xpP−1pp P+px = (I −KHx)
(
P−xx − P−xpP−1pp P−px
)
(4.79)
While this may not seem like much at first, combining this result with Eq. (4.77)
gives
M−
−1
xx,k+1 = Φk
(
(I −KHx)M−−1xx,k
)
ΦTk (4.80)
In the special case where P−xp0 = 0, the initial value of M
−−1
xx is P
−
xx0
. Thus, in this
special case the gain of the AMCKF is equivalent to that of the TKF and so are
their state estimates. The difference between the state estimates of the TKF and the
AMCKF are shown in Figure 33. Differences do occur between the two filters early
on because of the non-zero initial cross-covariance estimates, notice that the AMCKF
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state estimates eventually converge towards the TKF estimates. Moreover, this quick
exercise shows that the initial value of Pxp must be reasonably well known or it must
be tuned for the AMCKF to work effectively.
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Fig. 33: Difference Between TKF and AMCKF State Estimates
5. Monte Carlo Results
The results of the Monte Carlo (MC) analysis for the error in the final y position
and velocity estimates of all four filters are shown in Tables 18 and 19, respectively.
The results of the fully augmented Kalman filter (AKF) have also been included as
reference values. The statistical mean and standard deviation of the Monte Carlo
results are given as well as the standard deviation as predicted by linear error theory
(LET).
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Table 18: y(tf ) Position Error Statistics from both Monte Carlo (MC) and Linear
Error Theory (LET) for Steady-State Pxp0 Initial Values
MC Mean (km) MC Stan. Dev. (km) LET Stan. Dev. (km)
TKF 0.0187 8.439 0.1031
AMCKF 0.0187 8.439 8.467
MVROF 0.7473 0.2668 0.3085
MVCKF -0.0020 0.3069 0.3085
AKF -0.0027 0.1550 0.1545
Table 19: y˙(tf ) Velocity Error Statistics from both Monte Carlo (MC) and Linear
Error Theory (LET) for Steady-State Pxp0 Initial Values
MC Mean (m/s) MC Stan. Dev. (m/s) LET Stan. Dev. (m/s)
TKF 0.0771 33.70 0.1188
AMCKF 0.0771 33.71 33.82
MVROF 18.16 2.630 4.559
MVCKF 0.0039 4.523 4.559
AKF -0.0085 0.4769 0.4747
These results verify that the TKF, AKF, AMCKF, and MVCKF are all unbi-
ased estimators. The AMCKF means are slightly larger than the other three, but
the observed increase is due to the large variance of the filter. The bias observed
in the MVROF results confirms that the biases observed in the Single Run results
(Figures 30(a) and 30(b)) were not a fluke, but consistent results for all trials. This
result also validates the theoretical bias in the MVROF as predicted by Asher et
al. [38]. While the statistical standard deviation is close to the predicted standard
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deviation for the AMCKF, both values are quite large resulting from the divergent
nature of the filter. Both the AMCKF and the MVCKF accurately calculate the
standard deviation from linear error theory, but the MVCKF does not exhibit the
divergent behavior found in the AMCKF. The AKF outperforms all the other filters
as expected since the dynamic parameter is completely observable. It should also be
noted that the TKF statistical standard deviation is drastically less than the pre-
dicted value, implying that the estimated covariance is more confident than it should
be in its results by a significant degree.
To analyze the effect of the initial value of Pxp0 on the process noise, an additional
set of simulations was performed assuming the initial cross-covariance was
Pxp0 =
[
0 −7e-8 0 −2e-9
]T
(4.81)
The results of these runs are shown in Tables 20 and 21 and all four filters exhibit
similar results to those observed in Tables 18 and 19.
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Table 20: y(tf ) Position Error Statistics from both Monte Carlo (MC) and Linear
Error Theory (LET) for Reduced Pxp0 Initial Values
MC Mean (km) MC Stan. Dev. (km) LET Stan. Dev. (km)
TKF -0.0058 8.445 0.1031
AMCKF -0.0058 8.445 8.467
MVROF 0.7455 0.2674 0.3085
MVCKF -0.0041 0.3083 0.3085
AKF -0.0007 0.1530 0.1545
Table 21: y˙(tf ) Velocity Error Statistics from both Monte Carlo (MC) and Linear
Error Theory (LET) for Reduced Pxp0 Initial Values
MC Mean (m/s) MC Stan. Dev. (m/s) LET Stan. Dev. (m/s)
TKF -0.0190 33.73 0.1188
AMCKF -0.0190 33.73 33.82
MVROF 18.13 2.643 4.559
MVCKF -0.0297 4.555 4.559
AKF 0.0015 0.4705 0.4747
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CHAPTER V
HARDWARE APPLICATIONS
Up until now, focus has been placed on theoretical developments and their veri-
fication through the use of simple examples. To truly test the validity of the concepts
developed in the earlier chapters, the consider methodology must be applied to hard-
ware applications and compensate for real world deviations. This chapter explores
two hardware applications and how the consider methodology behaves with both of
them. The first example analyzes the use of a filter on the odometry of a three degree-
of-freedom (DOF) omni-directional robot base developed at Texas A&M University.
The second example explores the application of the consider framework to an attitude
filter of a stellar positioning system (SPS) also developed at Texas A&M.
A. Single Wheel Odometry
The Land, Air, and Space Robotics (LASR) Laboratory at Texas A&M Univer-
sity has recently developed a novel robotic platform designed to improve simulation
hardware for satellite proximity operations. The holonomic omni-directional mo-
tion emulation robot (HOMER) consists of a mobile, planar base accompanied by a
state of the art Alio Stewart platform to provide full 6 DOF motion for multi-vehicle
operations. The robotic base (Figure 34) uses a three castor design to provide omni-
directional planar motion on any flat surface. A configuration known as an Active
Split-Offset Castor (ASOC) was used to provide each individual castor with the ca-
pability to move smoothly in any planar direction by independently driving each of
its two wheels. The general ASOC concept is shown in Figure 35. Three of these
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castors are necessary for stability and all six wheels are controlled to provide even
distribution of motor torques for all possible trajectories [41,42].
Each wheel on the HOMER Base is also equipped with an incremental optical
encoder. These encoders are used to record wheel rotations, which can then be
used to integrate the position of the wheels to provide an inertial position estimate.
This process is known as odometry. Although odometry can provide an accurate
measure of relative distance traveled, it is still subject to a number of systematic
and non-systematic errors that will cause position estimate errors. Systematic errors
result from uncertainties in the wheel base and from wheels of different sizes. Non-
systematic errors result from how the wheels interact with the floor including but
not limited to wheel slippage and variations in the flatness of the floor [43]. These
errors cause the position estimate to drift not with time, but as a function of distance
traveled [41]. Using a method he developed called internal position error correction
(IPEC), Borenstein was able to reduce the error in his odometry measurements by
an order of magnitude over conventional wheeled robots [44]. Additional testing
performed on early HOMER base designs has further verified that the IPEC odometry
technique is a highly effective method of determining position [45].
This example focuses on systematic uncertainty in the wheel base as it moves in
a straight line. For this example, the HOMER velocity profile will exhibit an initial
increase phase while it is accelerating to maximum velocity, a constant velocity phase
where the robot moves at the maximum velocity, and then a decrease phase where the
robot is decelerating to come to a stop. Focusing on the second phase, the dynamics
of the system can be modeled as a constant velocity system or
xk+1 =
x1,k+1
x2,k+1
 =
1 ∆t
0 1

x1,k
x2,k
 = Φkxk (5.1)
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Fig. 34: HOMER Base without the Stewart Platform
Fig. 35: Conceptual Drawing of an Active Split-offset Castor
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where x1 is the position and x2 is the velocity. Note that process noise is not being
applied to the system since slight variations in the constant velocity assumption can
be accounted for in the standard deviation of the velocity estimate. The optical
encoder provides an absolute measurement of the angular rotation of the wheel in
radians at a rate of 50 Hz. This value can then be multiplied by the radius of the
wheel to give an estimate of the position. Thus, the measurement equation is defined
as
y˜k =
x1,k
r
+ vk, vk ∼ N(0, Rk) (5.2)
where r is the radius of the wheel. Using the above equations it is possible to define
a single state, x1, a constant dynamic parameter, x2, and a constant measurement
parameter, r. Since EKF versions of the filters will have to be employed, the necessary
partial derivatives of the measurement equation are provided by
∂h
∂x1
=
1
r
,
∂h
∂x2
= 0,
∂h
∂r
= −x1
r2
(5.3)
where the nonlinear measurement equation, h(x, t), is y˜. Using the above system
model a simulation was first performed to analyze the results theoretically prior to
applying them to the actual system.
1. Simulation Results
As in previous examples, a Monte Carlo simulation was performed in addition
to individual runs to verify assumptions made in each filter. Also as before, the tra-
ditional Kalman filter and augmented Kalman filter were tested in addition to the
consider Kalman filter to provide a base of comparison. All three filters estimate both
the position and velocity as states, but differ in how they observe the uncertainty in
the wheel radius. The TKF completely ignores the wheel radius error, the AKF esti-
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mates it, and the CKF considers it. The CKF uses the minimum variance approach
as described in Chapter III.
The values used to initialize the simulation are given in Table 22. The true
values used represent approximate values estimated from a calibration of the actual
hardware. Note that the initial standard deviation for the position is zero. This
is an actual representation of the system since odometry is a relative measure of
position. Thus, the robot position will always be zero relative to itself when the
system is updated at a particular instant in time. All cross-covariances between
the states and/or parameters are assumed to be initially zero. As mentioned above
measurements are taken at a rate of 50 Hz with an assumed standard deviation of
0.45 milliradians. This standard deviation is equivalent to that of a 0.5 encoder count
deviation for each wheel. Because encoders typically vary by only ±1 count for each
measurement, this is a reasonable Gaussian approximation.
Table 22: State and Parameter Values Used in the Odometry Hardware Simulation
x1,0 (m) x2,0 (m/s) r (m)
Truth 0 0.058 0.038
Stan. Dev. 0 0.001 0.002
A set of 10000 Monte Carlo trials was evaluated and the results of the final run
are shown in Figures 36 - 40 for a single wheel. In this final run the initial velocity
is estimated to be 0.0572 m/s and the wheel radius is estimated to be 0.0358. Thus,
both values are smaller than the true values causing the positive errors. As seen
before the TKF does not accurately account for the parameter error and exhibits
larger errors than all of the other filters. Figure 37 shows only the first half second
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of the TKF demonstrating how quickly it converges to an incorrect result. The other
two filters exhibit similar behavior despite their differences as to whether the wheel
radius was estimated or considered. The reason for the similarity is that the wheel
radius parameter is unobservable. Therefore, adding it as an additional state in the
AKF provides no additional information to the filter. What is clear, however, is that
not accounting for the uncertainty in the wheel radius produces inaccurate covariance
estimates and larger position errors.
An additional CKF was also tested, where both the velocity and the wheel radius
were considered parameters and only the position was estimated. The results of the
final run for this filter are shown in Figure 41. Observe that the resulting position
estimates using this filter (denoted CKF2) are practically equivalent to those of the
AKF and the CKF. Thus, for this particular application as long as both parameters
are at a minimum considered better results can be achieved.
Similar to Example IV.2, the results of the Monte Carlo trials are shown in
Tables 23 and 24. Although not shown here, the wheel radius estimates for the
AKF show comparable statistics to those given for the AKF’s position and velocity
estimates. These results verify that even with the slight nonlinearities in the measure-
ment model these filters are unbiased. As expected, the TKF true covariance is much
larger than the estimated. What is unexpected, however, was that in this case the
covariances for the AKF and both CKFs are practically identical. Thus, the results
observed in the single run are consistent with the method in general. As a result,
in this particular scenario it may be more computationally efficient to consider both
the velocity and wheel radius, since estimating these values provides no additional
improvement to the position estimate.
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Fig. 36: State Errors with 3σ Covariance Bounds for the TKF in the Odometry
Simulation
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Fig. 37: Enhanced Initial Position and Velocity Errors with 3σ Covariance Bounds
for the TKF
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Fig. 38: State Errors with 3σ Covariance Bounds for the AKF in the Odometry
Simulation
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Fig. 39: State Errors with 3σ Covariance Bounds for the CKF in the Odometry
Simulation
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Fig. 40: Wheel Radius Error and 3σ Covariance Bounds for the AKF in the Odometry
Simulation
Table 23: Position Error Statistics from both Monte Carlo (MC) and Linear Error
Theory (LET) for the Odometry Simulation
MC Mean (m) MC Stan. Dev. (mm) LET Stan. Dev. (mm)
TKF 0.0022 0.226 5.12e-7
AKF 0.0038 0.070 0.070
CKF1 -0.0004 0.070 0.071
CKF2 0.0032 0.069 0.071
Table 24: Velocity Error Statistics from both Monte Carlo (MC) and Linear Error
Theory (LET) for the Odometry Simulation
MC Mean (m/s) MC Stan. Dev. (m/s) LET Stan. Dev. (m/s)
TKF 2.95e-5 0.0031 6.92e-9
AKF 5.09e-5 9.46e-4 9.40e-4
CKF1 -5.49e-6 9.39e-4 9.56e-4
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Fig. 41: Position Errors with 3σ Covariance Bounds for the Odometry Simulation
Using the Second CKF
2. Hardware Testing Results
Testing of the above simulation was performed on HOMER out at the LASR
Laboratory. HOMER was run at 25% of its maximum velocity to provide a large
number of data points. Data was collected for all six castor wheels, however, all six
wheels exhibited similar behavior. As a result, only the results for one wheel will be
described as in the simulations above.
Truth data for this analysis was provided by the VICON motion capture system.
The VICON high-speed motion capture system consists of six 16 megapixel cameras
and multiple passive retro-reflective markers. The synchronized camera system has
sub-millimeter resolution and provides data at a rate of 100 Hz. Fortunately, odome-
try is a relative measurement of position and calibration to properly orient reference
frames between the HOMER base and the VICON system is not required. Since
HOMER is moving in a straight line only the magnitude of its translational motion is
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required. The assumption is made that all of the wheels have the same radius, because
VICON captures the motion of the entire base and not each wheel individually.
Figures 42 - 46 show the results for a single wheel using the same initial estimates
as provided by the final run in the simulation testing. Although the TKF, CKF, and
second CKF plots exhibit slightly more variation than in the simulation results, the
same general trends are observed for each of the filters. The TKF also has more
fluctuations in its velocity estimates resulting from the use of real data, but the
covariance estimates remain inconsistent and still converge much too rapidly. The
major change is in the response of the AKF. Here the unobservability of the wheel
radius greatly affects this filter and causes it to go unstable. The Joseph’s form of
the covariance update equation was also used to try and maintain some semblance of
stability, but to no avail. Thus, despite the simplicity of this one-dimensional test,
the developments from the previous few chapters have been verified. Moreover, it has
been shown that in the case of poorly observable or unobservable parameters that it
may be possible to still account for their uncertainty using the consider methodology
when problems are encountered using either a traditional or augmented Kalman filter.
B. Stellar Positioning System
Although the previous hardware example was a relatively simple application,
the concepts discussed can also be applied to more complex systems. The Stellar
Positioning System (SPS) is an autonomous positioning system to be used by ex-
traterrestrial rovers or as an alternative to GPS here on Earth. For centuries, the
stars have been used as a means of position determination for navigation purposes.
With today’s precise clocks and high quality imaging capabilities, it is possible to ac-
curately determine position using similar methods to those used by early navigators.
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Fig. 42: State Errors with 3σ Covariance Bounds for the TKF during Odometry
Hardware Testing
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Fig. 43: State Errors with 3σ Covariance Bounds for the AKF during Odometry
Hardware Testing
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Fig. 44: State Errors with 3σ Covariance Bounds for the CKF during Odometry
Hardware Testing
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Fig. 45: Wheel Radius Error and 3σ Covariance Bounds for the AKF during Odom-
etry Hardware Testing
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Fig. 46: Position Errors with 3σ Covariance Bounds for Odometry Hardware Testing
Using the Second CKF
Taking advantage of these capabilities and highly precise star catalogs, the Stellar
Positioning System (SPS) was developed as a modern application of ancient celestial
navigation techniques.
While the theory has been developed to determine local latitude and longitude
position from interstar angles [46,47], there are additional obstacles to overcome when
implementing these concepts in hardware. Since position determination requires a
large number of measurements, error creeps into the algorithm from several sources
such as the physical environment and the hardware itself. Fortunately, many of these
errors can be mitigated using a range of techniques.
One of the major sources of error is the estimation of the attitude between the
camera reference frame and the inertial frame being used. This process consists of
a number of algorithms including image processing, centroiding, star identification,
and attitude estimation. A highly accurate camera model is required for many of
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these algorithms as well as for a multiplicative Kalman filter to further refine the
attitude estimate [13, 48]. Furthermore, the camera parameters can vary over time
due to a number of systematic errors (e.g., temperature fluctuations) and may need
to be estimated in real time.
The following sections will discuss in detail the reference frames, hardware, and
software components used to implement the SPS. Focus will be placed on the camera
model and attitude filter in which the consider methodology will be applied. Exper-
imental results and error analysis are presented based on testing of the completed
hardware system.
1. Reference Frames
Several reference frames are employed in the position determination algorithms.
The first of these is the inertial reference frame, denoted by I, also called the Earth-
Centered Inertial (ECI) frame or the Geocentric Celestial Reference Frame (GCRF).
This frame is particularly important because the star reference vectors are oriented
in this frame (although centered at the Solar System barycenter, not the Earth).
Note that the X-axis of this frame is almost aligned with the vernal equinox, or the
ascending node of the geocentric elliptic, and the XY-plane is relatively coplanar with
the equatorial plane. To discuss the geographic coordinates on the Earth’s surface, it
is convenient to introduce a particular epoch to fix the equatorial plane. It is assumed
the epoch for this “local inertial reference frame” is at midnight at Greenwich, prior
to the first measurement time. This “equator and equinox of date” inertial frame
has the important feature that the earth is essentially in pure spin about the Z-axis.
Locating this local inertial frame relative to, for example, the GCRF associated with
January 1, 2000 requires precision accounting for the precession and nutation of the
Earth [47].
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The Greenwich reference frame, {G}, also called the Earth-Centered Earth-Fixed
(ECEF) frame or the International Terrestrial Reference Frame (ITRF), describes the
location of the Greenwich (or Prime) Meridian that corresponds to a longitude of 0◦.
The orientation of this frame relative to the inertial frame (Figure 47) is described by
the direction cosine matrix (DCM) RG/I , which is primarily a function of time, Ψ(t).
A simple approximation of this angle would be Ψ = ωet+ Ψ0, where ωe is the Earth
rotation rate and Ψ0 is the angle at some initial time. A more rigorous discussion of
the direction cosine matrix (DCM) between the Greenwich and inertial frames, RG/I ,
is presented by Vallado [49].
Fig. 47: Inertial {I} and Greenwich {G} Frames
The orientation of the local frame, {L}, is described relative to the Greenwich
frame via latitude, φ, and longitude, λ, angles. These angles are used to construct
the DCM between the Local and Greenwich frames, RL/G. The XL and YL axes of
the local frame are aligned with the standard compass directions South and East,
respectively, while the ZL axis is parallel to the zenith direction. This frame is not
traditional, but is chosen to be a right-handed system for convenience. A rotation
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about the ZL axis by a compass angle, θ accounts for the heading angle in the local
frame to compass frame, {C}, direction cosine matrix, RC/L. Figure 48 shows the
relationship between the three frames. Note that the local frame has been translated
to the Earth’s surface for visualization only.
Fig. 48: Greenwich {G}, Local {L}, and Compass {C} Frames
The next reference frame is the body frame, {B}, which has an XY-plane that
correlates to the plane of the inclinometers. The angle measurements from the in-
clinometers are used to find the attitude transformation from the compass to the
body frame, RB/C . The final reference frame is the camera/CCD frame, {D}. The
transformation matrix RD/B provides the transformation from the image plane of the
camera to the inclinometer plane of the {B} frame. This additional transformation
between the camera frame and the inclinometer frame is required due to misalign-
ment errors in the hardware. Together, this set of frames and the DCMs relating
the frames are used to estimate the position and/or attitude of the system using the
methods presented below.
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2. Hardware
The current version of the SPS consists of a high quality astronomical camera,
two inclination (i.e., tilt) sensors, a notebook computer, and all necessary cables. The
various aspects of the SPS hardware will be discussed in this section.
a. Astronomical Camera
The camera used to validate the SPS theory is a Santa Barbara Instrument Group
Model ST-8XME camera. The camera’s CCD has dimensions of 1,530× 1,020 pixels
(1.56 Megapixels) and each pixel is 9 microns square. The CCD is thermoelectrically
cooled with temperature regulation to within ±0.1◦C and has a high quantum effi-
ciency (∼ 85%). The integration time is adjustable from 110 milliseconds to 3, 600
seconds with 10 millisecond resolution. Integration times typically used during test-
ing are between 200 and 500 milliseconds. The camera system includes a USB 1.1
interface for control and image extraction. The download of a full frame image re-
quires approximately 3.7 seconds. Pictures of the camera are shown in Figures 49
and 50.
b. Lens
The camera is equipped to accept C-mount lenses. Manual-focus lenses were cho-
sen to reduce the possible uncertainty associated with an automatic zoom capability.
Nikkor lenses were selected as the best quality option given budget constraints. Wood-
bury et al. tested several high quality lenses during the initial phase of the project
and found that the 50mm lens with an f/# of 1.2 and a field-of-view (FOV) of 37◦
provided the best results by returning the most stars with the shortest integration
time [48]. This lens was used in all of the testing presented below.
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Fig. 49: Top View of Camera (with Inclinometers Attached)
c. Inclinometers
The gravity direction measurement was found using a pair of Wyler Zerotronic
±1◦ inclination sensors mounted orthogonal to one another as well as to the optical
axis of the camera (see Figures 49 and 50). The sensors transfer the measurements to
the computer via a transceiver/converter using a standard serial port. These sensors
were chosen for their high precision and range of accuracy. The sensors measure the
gravity direction and convert it into a range of angles (±1◦) based on an internal
calibration. The current system can measure the inclination angle in approximately
300 milliseconds. The overall orientation of the system requires two measurements,
one from each inclinometer, resulting in a set of measurements every 600 milliseconds.
The uncertainty for each sensor is shown in Table 25. In addition to this table,
it should be noted that the inclinometers exhibit drift, sensitivity to temperature,
and perform averaging on internal measurements taken for longer sampling times.
As an example, for a reading sampled at 10 Hz the maximum resolution is 1.29
130
Fig. 50: Side View of Camera (with Inclinometers Attached)
arcseconds or about 40m on the Earth’s surface. To minimize readout error the
inclinometers were pointed as close to zenith as possible (Pointing the camera to zenith
has the additional benefit of minimizing errors caused by atmospheric refraction for
Earth-based measurements). Errors can be further reduced by obtaining multiple
measurements from the inclination sensors and filtering the noise.
Table 25: Error Percentages for Wyler Zerotronic ±1◦ Inclinometers. F.S. - Full Scale
Error (full range of sensor) R.O. - Readout Error (error dependent on output value)
Error Type Amount
Limits of Error in 24 hours @ 20◦C 0.017% F.S. + 0.07% R.O.
Limits of Error in 6 months @ 20◦C 0.14% F.S. + 0.25% R.O.
Temperature Error / ◦C 0.04% F.S. + 0.2% R.O.
Resolution (Sampling Time: 0.1s) @ 20◦C ±0.0358% F.S.
Resolution (Sampling Time: 1.0s) @ 20◦C ±0.0128% F.S.
Resolution (Sampling Time: 10.0s) @ 20◦C ±0.00429% F.S.
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d. Time
The time is sampled from the Windows XP system clock on the computer. The
clock is updated using Network Time Protocol (NTP) from the National Institute of
Standards and Technology (NIST) Internet Time Service (ITS). This service provides
accuracy to within 20 milliseconds. The Windows XP system clock provides a 15 mil-
lisecond granularity. In the current version of the system, no additional interpolation
is used to resolve the time to a step size smaller than 15 milliseconds.
Following data collection the time clock was calibrated to coordinated universal
time (UTC) using global positioning system (GPS) time measurements. This allowed
calculation of both the initial time bias as well as time drift in the computer’s internal
clock. The internal windows clock was found to get slower by about 1.3 seconds every
hour. The initial time bias was found to have a much lower sensitivity than the time
drift and was therefore neglected.
3. Software
The theory developed to determine position is summarized in a flow chart as
shown in Figure 51. The required measurements are collected by driver programs
and then processed using MATLAB code. The images are first searched for stars
using centroiding and star-identification algorithms. The vector positions of the stars
in the body and inertial frames are the result of this part of the algorithm. The
time measurement is then used to construct the Inertial-to-Greenwich Direction Co-
sine Matrix (DCM), RG/I , which is used to evaluate the star position vectors in the
Greenwich frame. Next, the inclination measurements are used to estimate the di-
rection of the local gravity vector. The body and Greenwich star location vectors,
together with the local gravity direction, are used to solve for the local latitude and
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longitude through the inner product solution for position determination [47]. Finally,
a GPS receiver is used to collect a “true” measurement of the latitude and longitude
for comparison and calibration of the SPS. GPS data points were gathered throughout
the data collection process and averaged to find the mean true location. The standard
deviation of points surrounding this location was determined to be five meters.
Fig. 51: Basic SPS Local Position Estimation Algorithm
a. Image Processing
Raw images collected from the camera naturally contain noise and artifacts of the
imaging system as a whole. Image processing techniques represent a means to remove
these artifacts and increase the signal-to-noise ratio (SNR) of the data contained
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in the image. For this particular application, image processing is used to increase
centroiding accuracy. Centroiding accuracy affects both attitude estimation and star
identification, therefore centroid error minimization is critical.
Berry and Burnell discuss multiple prominent image processing techniques in-
cluding dark frame subtraction, flat-fielding, and taking bias images [50]. While
these techniques could be implemented to improve the accuracy of certain imaging
systems, a more sophisticated method of artifact removal using level sets was recently
developed at Texas A&M [51]. As such, this was the method used during testing.
Often after the artifact removal process, the resultant image will be significantly
“pixelated” (see Figure 52(a)). Since the centroiding algorithm assumes that each
star centroid has a Gaussian (i.e., normal) distribution, this pixelation can create
unwanted effects in the centroid calculation. A Gaussian filter was applied over the
entire image following artifact removal to smooth out the image while not significantly
changing the centroid locations. The two parameters used by the Gaussian filter were
tuned based on simulated numerical tests. The result was solid and well-distributed
centroids for the centroiding algorithm (see Figure 52(b)).
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Fig. 52: A Centroid Before and After Using a Gaussian Image Filter
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b. Centroiding
The locations of a set of stars, Dr, are needed to calculate the vector positions
of the stars in the camera frame. Note that a superscript preceding a star position
vector indicates the frame in which the vector is described (D is camera, I is inertial,
and G is Greenwich). The primary responsibility of the centroiding algorithm is to
best estimate the photocenter for each potential star in the image array.
Although the majority of bright spots in star field images are in fact stars, the
possibility of imaging planets and satellites or of having faulty bright pixels (i.e.,
“hot” pixels) in the array exists. For these reasons, the bright spots are not assumed
to be stars until they have been positively identified as such. The most common
centroiding approach is using the centroid’s center of mass (COM) [50]. Combined
with computational efficient algorithms such as run length encoding, the COM is
not only very fast, but also very accurate. Additional centroiding methods can be
used instead of the COM method (Gaussian-Best-Fit, Peak-Finder, etc.), but these
methods only outperformed COM in particular situations [52].
The calculated centroid locations, together with the focal length, f , and CCD
offsets, (x0, y0), of the camera, provide the components of the star locations in the
camera frame, Drk, via the collinearity equation:
Drk =
1√
(xˆk − x0)2 + (yˆk − y0)2 + f 2

−(xˆk − x0)
−(yˆk − y0)
f

(5.4)
To provide an accurate position estimate, this position vector in the camera frame
needs to be rotated into the local frame. Typical calculations involve the inclusion
of atmospheric refraction as well as diurnal parallax and aberration. Atmospheric
refraction is caused by the star light being refracted by the atmosphere. All of the
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testing performed was done with the camera pointing at zenith creating negligible
effects on the camera vectors. Diurnal aberrations are caused by the velocity of the
camera system due to the Earth’s rotation. Diurnal parallax results from the camera
system not being at the center of the Earth, but on its surface. Both diurnal effects
are orders of magnitude smaller than their annual cousins described below and can
usually be neglected [53].
c. Star Identification and Attitude Determination
The star identification algorithm represents one of the most vital components of
the local position determination algorithm. Without star identification, the attitude
of the camera body frame with respect to the inertial frame cannot be determined
by the SPS. Similarly, false star identifications will generate erroneous local position
output. The star identification algorithm compares the interstar angles of stars in a
given star field image to those in a star catalog. The most advanced implementation
of this type of star identification is the Pyramid algorithm [54].
The Pyramid algorithm uses a minimum of four (if available) of the Drk vectors
from the centroiding algorithm to find a set of (measured) interstar angles. This
set of angles is compared to existing values in a star catalog. The angles of the
pyramid geometry between the four stars is generally unique, so finding a match to
this geometry in the star catalog provides the names of the stars in the image as well
as their inertial frame reference vectors, Irk, via their established right ascension and
declination angles.
Given the position vectors of the image stars in the inertial and camera frames,
Irk and
Drk respectively, the attitude between the inertial and body frames can be
calculated using an attitude determination algorithm. In other words, the optimal
solution for RD/I can be found such that
Drk = RD/I
Irk. Among the several existing
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algorithms (see Markley and Mortari [55] for a survey), the “Second EStimator of the
Optimal Quaternion” (ESOQ-2) [56] was selected for its computational speed and
because a flight-tested implementation of it was available. This algorithm finds the
optimal quaternion that satisfies both Drk = RD/I
Irk and the Wahba optimality
criterion [57]. The resulting quaternion can then be used to construct RD/I [36].
To find the inertial directions of the stars, the Tycho-2 catalog [58] was selected.
This catalog contains star directions with accuracy of ±0.6 microarcsec (at J2000) and
provides the proper motion with error of ±0.25 microarcsec/year. This small error
results from the multitude of accurate sensor measurements taken from Earth-bound
and orbiting observatories over a period of years.
Prior to using the reference star vectors each star vector must be moved into
the current time epoch and moved from its reference frame at the barycenter of the
solar system to one whose origin is at the center of the Earth (i.e., GCRF). This
process involves accounting for the star’s proper motion, annual parallax, annual
stellar aberration, and sometimes even relativistic light deflection [53, 58]. Proper
motion is caused by the fact that the solar system is rotating and stars do not maintain
their measured position for all time. The Hipparcos catalog provides methods for this
calculation for the Tycho-2 catalog [58]. Annual parallax results from the Hipparcos
reference frame not being located at the Earth’s center, but at the barycenter of
the solar system. Annual stellar aberration causes a change in the star’s apparent
position with time. Because both the Earth and light itself have finite velocities,
the star appears to be in a different location than its measured value. The maximum
deviation of 20.6 arcseconds will occur if the star’s line-of-sight vector is perpendicular
to the Earth’s velocity vector. Relativistic light deflection caused by the Sun’s gravity
well is a much smaller effect than the other three and is neglected in this analysis.
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A more thorough description of all of these effects can be found in the Explanatory
Supplement to the Astronomical Almanac [53].
Despite these reference frame adjustments, the star catalog error is much smaller
than the error associated with the estimated camera vectors, which are based on
the image centroiding results and the optical system parameter calibrations. Conse-
quently, the reference vector errors are assumed to be negligible for the purpose of
this analysis.
d. Attitude Filtering
The quaternion, q, is a commonly used attitude representation since it contains
neither parametric nor kinematic singularities. As a result, the quaternion is subject
to a normalization constraint which causes problems in an EKF-based application. To
get around this, an alternate form of the EKF is used, where the noise is multiplicative
as opposed to additive as it has been in all of the previous cases. The result is the
aptly named multiplicative Kalman filter (MKF). A derivation of the traditional MKF
can be found in Reference 13.
The traditional MKF uses the estimated camera frame star vectors, bˆ, as the
measurements. Using the pinhole camera model described in Eq. (5.4), it is clear
that this model also contains three parameters in addition to the states. Thus, the
measurement equations can be rewritten as
xc = x0 + f
C11r1 + C12r2 + C13r3
C31r1 + C32r2 + C33r3
+ vxc = x0 + f
D1
D3
+ vxc , vxc ∼ N(0, σ2x) (5.5)
yc = y0 + f
C21r1 + C22r2 + C23r3
C31r1 + C32r2 + C33r3
+ vyc = y0 + f
D2
D3
+ vyc , vyc ∼ N(0, σ2y) (5.6)
where (xc, yc) is the calculated centroid from the centroiding algorithm, σx and σy
their respective standard deviations, and Cij is the i
th row and jth column component
of the DCM, C, estimated from the true quaternion, q. More complicated models
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could have been used, but the pinhole model is a simple and efficient model that
accounts for first-order optical effects. Using Eqs. (5.5) and (5.6) allows for the use
of either traditional, augmented, or consider Kalman filters in conjunction with the
MKF propagation equations, which in turn provides more flexibility and control over
the attitude filter being implemented.
The EKF requires partial derivatives, unfortunately, due to the reduced state
vector additional, steps must be taken to establish the partial derivatives for the
rewritten measurement equations. The true attitude matrix, C(q), is related to the
estimated a priori matrix, C(q−), by
C(q) = C(δq)C(qˆ−) (5.7)
where ∂q is the attitude error. The DCM of the attitude error can be described by
the first-order approximation
C(δq) = I3×3 − [δα×] (5.8)
where δα is the small angle approximation for rotation sequences and half of the
MKF state vector. Using Eq. (5.8), the associated partial derivatives for Eq. (5.5)
are
∂xc
∂δα1
= −f D1D2
D23
,
∂xc
∂δα2
= f
(
1 +
D21
D23
)
,
∂xc
∂δα3
= −f D2
D3
(5.9)
∂xc
∂x0
= 1,
∂xc
∂y0
= 0,
∂xc
∂f
= −D1
D3
(5.10)
The partial derivatives for Eq. (5.6) are
∂yc
∂δα1
= −f
(
1 +
D22
D23
)
,
∂yc
∂δα2
= f
D1D2
D23
,
∂yc
∂δα3
= f
D1
D3
(5.11)
∂yc
∂x0
= 0,
∂yc
∂y0
= 1,
∂yc
∂f
= −D2
D3
(5.12)
The measurement partial derivatives with respect to the other three states associated
with the gyro drift, ∆βˆ, are all zero.
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The angular velocity estimation used for the SPS varied slightly from the tradi-
tional methods, because there are no gyros present in the system. In a typical MKF,
a gyro is modeled as
ω˜ = ω + β + ηv (5.13)
β˙ = ηu (5.14)
where ω˜ is the measured angular velocity, ω is the true angular velocity, β is the gyro
drift, β˙ is the gyro drift rate and
ηv ∼ N(0, σ2vI3×3) (5.15)
ηu ∼ N(0, σ2uI3×3) (5.16)
where σv and σu are the standard deviation of the measurement noise for angular
velocity and rate of gyro bias, respectively [59].
In the case of no gyros, however, many of these terms can be ignored. As there is
no sensor to measure angular velocity directly, ω˜ is set to zero. Since Earth’s angular
velocity is known with great accuracy and is presumed constant, σv is a very small
number. Thus, to satisfy Eq. (5.13), the initial drift estimate, βˆ, must be set equal to
−ω. This leaves σu as a tuning parameter. To summarize ω˜ = 0, β = −ω − ηv, and
σv is very small. These substitutions allow the filter to include the Earth’s rotation
in its calculations while not measuring it directly from a gyro. A summary of the
traditional MKF used in this application is given in Table 26. Note that
Ξ(q) ≡
q4I3×3 + [qv×]
−qTv
 (5.17)
where q4 is the scalar portion of the quaternion and qv is the vector component or
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q = [qTv q4 ]
T. Also,
Q(t) = Q =
σα0I3×3 03×3
03×3 σβ0I3×3
 (5.18)
e. Position Determination
In order to implement the algorithm outlined in Figure 51, the current time
must be sampled and used to construct the inertial to Greenwich DCM, RG/I . This
coordinate transformation is used to write the star position vectors in the Greenwich
frame: Grk = RG/I
Irk. In accordance with conventions, the transformation is made
using the International Astronomical Union (IAU) 2006 resolutions based off of the
Celestial Intermediate Origin (CIO) [49]. This procedure correctly orients the GCRF
or inertial frame to the ITRF or Greenwich frame.
Two measurements are taken from each inclinometer for each image: one right
before the image is taken and one right after. These values are then filtered using a tra-
ditional Kalman filter to remove systematic drift effects. The filtered measurements
from the inclinometers are then used to estimate the local gravity vector direction
using an optimal cones intersection technique [47, 60]. These two components com-
bined with the filtered quaternion are the three pieces of information needed to solve
the position determination problem.
4. Experimental Testing Results
On October 14th 2010, 2000 images were taken over the course of 8 hours using
the system described above. The 50mm lens was used with an f/# of 1.8 and an
integration time of 500 ms. Additional initial covariance parameters are given in
Tables 27 and 28. The initial uncertainty in the camera offset values and focal length
141
Table 26: Multiplicative Kalman Filter with Pinhole Camera Model Measurements
Gain
Kk = P
−
k H
T
k
(
HkP
−
k H
T
k +R
)−1
Hk = f
 −
D1D2
D23
1 +
D21
D23
−D2
D3
01×3
−1− D22
D23
D1D2
D23
D1
D3
01×3

Update
P+k = (I −KkHk)P−k
∆xˆ+k = Kk
(
y˜ − hk(xˆ−k )
)
∆xˆ+k ≡
[
δαˆ+
T
k ∆βˆ
+T
k
]T
hk(xˆ
−
k ) =
xc
yc
 =
x0 + f D1D3
y0 + f
D2
D3

qˆ+k = qˆ
−
k +
1
2
Ξ(qˆ−k )δαˆ
+
k , normalize quaternion
βˆ+k = βˆ
−
k + ∆βˆ
+
k
Propagate
ωˆ(t) = βˆ(t)
˙ˆq(t) = 1
2
Ξ(qˆ(t))ωˆ(t)
P˙ (t) = F (t)P (t) + P (t)F T(t) +G(t)Q(t)GT(t)
F (t) =
−[ωˆ(t)×] −I3×3
03×3 03×3
 , G(t) =
−I3×3 03×3
03×3 I3×3

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are represented by σx0 , σy0 , and σf respectively. The first 1000 images were used
to calibrate the camera, initialize the attitude and inclinometer filters, and allow
the system to come to thermal equilibrium with the outside air temperature. Note
that typical centroiding algorithms have accuracies as high as a tenth or twentieth
of a pixel. The larger measurement covariance used here accounts for additional
uncertainties in the camera model not captured by the pinhole representation.
Table 27: State Dynamic Covariance Values Used in SPS Testing
Variables σα0 σβ0 (rad/s
2) σv (rad/s) σu (rad/s
2)
Value 1e-4 1e-5 1e-11 1e-10
Table 28: Parameter and Measurement Covariance Values Used in SPS Testing
Variables σx0 (pixels) σy0 (pixels) σf (mm) σxc (pixels) σyc (pixels)
Value 0.1 0.1 0.01 1 1
Multiple camera calibration methods are available to date [61, 62], but many of
these methods involve using the inner product between two star observations when
used with astronomical cameras. The inner product based methods rely on the use
of the cosine between two independent star vectors and comparing this result to the
same angle between their star catalog inertial vectors. Unfortunately, these angles
are typically small resulting in a large number of possible values due to measurement
noise and the cosine’s insensitivity to small angles. If the sine of the angles from
the star vectors’ cross product is used instead, greater accuracy can be achieved in
the camera calibration at the cost of increased computation time. Using the cross
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product technique with the batch least squares method outlined by Tapley et al. [8],
the camera parameters for the first 1000 images were estimated and the resulting
values are shown in Table 29.
Table 29: Estimated Initial Camera Parameter Values Used During SPS Testing
Variables xˆ0 (pixels) yˆ0 (pixels) fˆ (mm)
Value 767.180 506.636 51.57020791
Using the information provided above, an initial analysis of the system was per-
formed with unfiltered attitude estimates. Results of this analysis are shown in Fig-
ure 53. 305 points lie within the 1σ bound, 805 in the 2σ bound, and 993 in the 3σ
bound. Based on this study, it is clear that these data points represent a behavior
that is close to Gaussian. A slight system error still exists, however, since for this to
be a perfect 2-dimensional Gaussian additional points should have appeared in both
the 1σ and 2σ bounds. Despite this limitation, the unfiltered data represents a very
good approximate Gaussian distribution for the testing of multiple attitude filters.
To evaluate the application of the consider methodology on the SPS, a plethora
of filters were tested. The typical TKF, AKF, and CKF filters were all tested in
addition to all possible combinations of ignoring, estimating, or considering the focal
length and/or offsets. The results of the CKF are shown in Figure 54. Notice that
the systematic error observed in the unfiltered data is still present as shown by the
histogram. The data for the other filters give similar results, but are not shown
here. The statistics of the CKF estimates are shown in Table 30 along with all of
the other filters. Unfortunately, the current implementation of the SPS requires that
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the inclinometer calibration be performed using the estimated attitude vectors. As a
result, each filter was calibrated to its own estimates to make a valid comparison.
The first observation is that all of the filters improved over the raw unfiltered
results. Also, the largest errors were observed in situations where only the offsets
are considered or estimated. This is because the attitude and the offsets are strongly
correlated and large errors in the offset estimates will cause large errors in the atti-
tude estimate. Moreover, the focal length tends to vary over time due to temperature
fluctuations. The other interesting thing is that considering the focal length pro-
duced the best results, but estimating the focal length also produced better results
than ignoring all of the parameters. Ignoring both the focal length and the offsets
also produced more accurate results than expected. This can be attributed to the
high accuracy of the pinhole calibration and that the parameters only varied slightly
over the course of the experiment. Similar results to the TKF can also be achieved
by applying a moving average to the position estimates using the unfiltered attitude
estimates. While the moving average produces reasonable state estimates, its covari-
ance estimates (which are similar to those given by a TKF) have a wide range of
variability when compared to other filtering methods.
The unexpected result was that the AKF estimating both focal length and offsets
produced worse results than anticipated. By increasing the number of states, the full
AKF had more degrees of freedom to try and estimate the best possible result. In
doing so, it produced results that were in fact further from the truth. Considering
the parameters, however, placed a bound around the possible values for the camera
parameters; thereby, in one sense, the possible attitude estimates were constrained.
Ultimately, additional calibrations may be necessary to adjust these bounds as the
values change with time.
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Fig. 53: SPS Unfiltered Data Results
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In this particular scenario the CKF outperformed other estimation filters, but
this may not always be the case. Since the focal length has a high observability and
changes over time due to temperature fluctuations, it is logical to include this param-
eter as an additional state. On the other hand, the offsets are relatively unobservable
and have strong correlations to the attitude estimates. As a result, it makes more
sense to consider them and thereby bound their uncertainty. Thus, for a real time
application of the MKF using a pinhole camera model, it is sensible to implement
CKF2 as the operational filter. This provides a reasonable solution for attitude ap-
plications even though the other CKFs provided more accurate results for the Stellar
Positioning System.
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CHAPTER VI
CONCLUSIONS
In this dissertation, the minimum variance consider Kalman filter (MVCKF)
was verified both theoretically and via hardware and software applications to be the
best reduced-order filter to date. Consider estimation techniques provide a middle
ground between ignoring parameter error and completely accounting for it. Provided
that numerical difficulties do not arise in the computation of filter gains, the consider
methodology can be used in filtering algorithms to account for the parameter error
without directly estimating any or all of the parameters. Furthermore, by accounting
for the parameter error, the consider approach provides a rigorous path to improve
state estimation through the reduction of both state error and variance for both static
and dynamic systems. This truth was verified even for cases where measurement bi-
ases are within the bounds of the measurement noise. The consider methodology was
shown to produce the same algorithm using least squares, minimum variance, max-
imum likelihood, and Bayesian measures of estimator optimality for linear Gaussian
models. Both the discrete and continuous consider Kalman filters were also shown to
be stable, but not asymptotically so.
In addition to the MVCKF, three additional types of reduced-order filters were
tested with the presence of parameter errors in the system model. Although pa-
rameters are typically augmented to the state vector to allow them to be estimated,
often they cannot be included as states due to computational restrictions or poor
observability. The traditional Kalman filter (TKF) with process noise was analyzed
since it is the predominant method used in today’s technical community to account
for dynamic parameter uncertainty. The TKF with process noise was able to not
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only reduce errors from incorrect parameter estimates, but the predicted covariance
estimates were able to bound the error between the state estimates and the truth.
The problem, however, is that the process noise covariance matrix requires significant
tuning; furthermore, tuning it incorrectly can produce inaccurate state covariance
estimates and lead to suboptimal performance.
Another method of state reduction called the minimum variance reduced-order
filter (MVROF) was also analyzed. The MVROF is an effective method of accounting
for parameter uncertainty in the measurement model using a simple state transfor-
mation based off of observer theory. Other works have established that the MVROF
should not be used for state vector reduction, because of both biases and computa-
tional restrictions [38–40]. The example studied confirmed these results by demon-
strating via simulation that the MVROF was unable to account for dynamic param-
eter uncertainty.
An alternate derivation of the consider Kalman filter was examined as well. The
augmented measurement consider Kalman filter (AMCKF) was derived following the
theoretical framework for consider analysis described by Tapley et al. [8]. Including
the parameter covariance in the propagation equations allowed the filter to bound
the state error, but an additional tuning parameter, the initial cross-covariance, was
introduced. Moreover, in the examples studied, the state estimation error increased
with time since the state covariance increased and did not affect the gain calculation.
From this analysis, it is apparent that enforcing the constant parameter constraint too
early in the system of equations may cause divergent behavior. This is especially true
since when this constraint is properly implemented, the resulting AMCKF derivation
is equivalent to the MVCKF. As a result, the consider analysis approach presented
by Tapley et al. cannot be classified as an unbiased, minimum variance approach
without imposing certain constraints as described in Chapter IV.
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The MVCKF was also tested against other filters wherein the parameter errors
were ignored/deleted or where the parameters themselves were estimated by aug-
menting the state vector. Based on two simple examples, it was clear that for many
applications, a failure to account for parameter error can lead to large errors in the
state estimates. By estimating the parameters in real time it is possible to account for
dynamic parameter uncertainty, but computational and observability concerns must
be taken into account and frequently, this ideal approach is infeasible. Hardware test-
ing of the algorithms showed that sometimes numerical instabilities can arise when
attempting to estimate weakly observable parameters, but the consider methodol-
ogy may still be used to account for their uncertainty without numerical instability.
Furthermore, if the parameters are poorly observable and strongly correlated with
the states, estimating them directly may cause larger deviations from the truth than
either ignoring parameter errors or considering them using the methods presented.
As a result of these conclusions, this dissertation has achieved its original goals
by:
• Developing a unified framework for reduced-order filters that is theoretically
rigorous using present day nomenclature and terminology
• Demonstrating inconsistencies in technical literature on reduced-order filters
that can lead to poor real-time implementations of the reduced-order method-
ology
• Establishing methods to efficiently and effectively reduce high-order state mod-
els to account for poorly observable parameters while also decreasing computa-
tion costs
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• Verification of the methods presented through the use of numerous computer
simulations and algorithms implemented to process measurements from hard-
ware experiments
Because of the inconsistencies present in the literature available on reduced-
order filters, this dissertation was focused on providing a rigorous framework for
reduced-order estimation of dynamic systems. Although not examined here, Total
Least Squares represents an avenue for research that may provide additional insight
into reduced-order methods that accommodate bilinear systems. Furthermore, the
examination of reduced-order filters in this dissertation barely scratched the surface
for nonlinear models and it is expected that the developments herein can be extended
using Bayesian or particle based filtering methods.
Ultimately, the goal of using a Kalman filter is to provide real-time state estima-
tion to a dynamic system. Many systems should use a combination of both estimated
and considered parameters depending on mission requirements and the feasibility of
augmenting the uncertain parameters to the state error. Process noise may need to be
included as well to account for additional uncertainties such as computer round-off er-
rors or from neglecting higher-order modeling terms. As demonstrated in Chapter IV,
the consider methodology can even be used a priori to help calculate feasible process
noise values if computational restrictions force the user to use only process noise in
the on-board real-time implementation. Either way, consider Kalman filtering may
not be the ultimate estimation tool, but it provides attractive, versatile, and viable
options that can provide improved state estimates and more accurate state covariance
estimates for any application involving parameters that are not precisely known.
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APPENDIX A
MATRIX TRACE CALCULUS
Taking the partial derivative of the trace of a matrix is used frequently in Kalman
filter derivations to find the minimum variance solution for the gain. Some useful
derivatives are given by
∂
∂K
tr (KA) = AT (A.1)
∂
∂K
tr (AKT) = A (A.2)
∂
∂K
tr (KAKT) = KAT +KA (A.3)
where K and A are two arbitrary matrices satisfying matrix multiplication rules.
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APPENDIX B
SHERMAN-MORRISON-WOODBURY LEMMA
The Sherman-Morrison-Woodbury matrix inversion lemma is used in Kalman
filter derivations to define the gain in terms of the propagated covariances instead of
the updated covariances. Let
F = [A+BCD]−1 (B.1)
where F , A, B, C, and D are all arbitrary matrices satisfying matrix multiplication
rules. Assuming all inverses exist it can be shown that
F = A−1 − A−1B (DA−1B + C−1)−1DA−1 (B.2)
Proofs of this can be found in multiple locations, one such being in Crassidis and
Junkins [13].
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