Abstract. We deal with a mixed problem that couples the Laplace equation in a bounded domain Ω of R N (N ≥ 2) with a dissipative evolution on the boundary Γ = ∂Ω which also involves interaction with Ω through the Neumann boundary conditions. The precise problem is 8 > < > :
Introduction and main results
We deal with a mixed problem that couples the Laplace equation in a bounded domain Ω of R N (N ≥ 2) with a dissipative evolution on the boundary Γ = ∂Ω which also involves interaction with Ω through the Neumann boundary conditions. The precise problem is where u = u(t, x), t ≥ 0, x ∈ Ω, ∆ = ∆ x denotes the Laplacian operator respect to the space variable. We assume that Ω is a C ∞ regular domain. Here, ∆ Γ denotes the Laplace-Beltrami operator on Γ, ν is the outward normal to Ω, and k and l are given constants. k = 0 being trivial. Ill-posedness for k > 0 is also easy. A similar situation occurs when the Laplacian operator ∆ is replaced by the heat operator ∂ t − ∆. We refer to [6] , [7] , [8] , [11] and the already quoted paper [19] for the case k < 0, while the ill-posedness question when k > 0 has been studied in the recent papers [2] and [25] . See also [1] and [26] for the related case k = k(x) and [15] , [16] for related results.
The case when a Laplace-Beltrami correction to the dynamical boundary condition is present, i.e. the case l = 0, has been studied in [14] when k < 0, in connection with the heat equation. In particular the problem in Ω, ε > 0, has been considered, and it is well-posed in a suitable setting. The interest of such a correction both for the modelling of parabolic and hyperbolic problems has been recently pointed out in [18] . A related semilinear elliptic problem as been studied in [17] in connection with Landesman and Lazer condition. In particular (2) describes (see [18, p. 465 ] an heat conduction process in Ω with an heat source on the boundary which can depend on the heat flux around the boundary and on the heat flux across it.
The aim of this paper is to start understanding the effect of such a correction when k > 0, that is the usually ill-posed case. As a first step in this study we consider Problem (1), which is the limit problem of (2) as ε → 0 + and the initial datum is fixed only on Γ since in the whole of Ω it is determined (as a compatibility condition) by the equation as the unique harmonic lifting of u 0 . The results obtained here for Problem (1) may be considered as a tool for the study of the well posedeness of Problem (2) when k > 0, which is still an open problem to the author's knowledge.
In particular, we will prove that Problem (1) is well-posed for any distribution u 0 ∈ D (Γ), or more precisely in the Sobolev space H s (Γ) for any s ∈ R, when l > 0, i.e., for the good sign of the Laplace-Beltrami operator, regardless on the sign of the constant k. This is the content of our first result.
Theorem 1.
Under the stated assumptions, let also l > 0. Then for any s ∈ R and u 0 ∈ H s (Γ) there is a unique strong solution
of Problem (1) . Moreover, the family of maps {u 0 → u(u 0 )(t, ·) |Γ , t ≥ 0} extends to an analytic semigroup in H s (Γ), and consequently
and u is a classical solution of (1).
The proof of Theorem 1, which is presented in Section 2 , relies in an application of Kato perturbation theory of semigroups. It relies also on the underlying idea that the influence of the harmonic function u(·, t) defined in Ω on the boundary evolution through u ν is equivalent to a fractional Laplacian, (−∆ Γ ) 1/2 , and thus it is controlled by the Laplace-Beltrami term l∆ Γ u. See Section 2 for the precise meaning of strong solution.
A second, more constructive proof of it, independent on semigroup theory, is presented in Section 3 as a byproduct of our further analysis. Indeed, in order to represent the solution u and to show that Theorem 1 is sharp with respect to the parameter l, we apply the Fourier method to study Problem (1). To perform this task, we study the related eigenvalue problem
when l > 0. Concerning it, we get the following result.
, and an increasing real sequence (λ n ) n∈N , λ n → +∞ as n → ∞, each λ n having finite multiplicity, such that for any n ∈ N the unique solution Ψ n (which belongs to C ∞ (Ω)) of the Dirichlet non-homogeneous problem
solves the eigenvalue problem As a consequence of Theorems 1 and 2, we are able to give the following representation result, where ·, · denotes duality in D(Γ). 
An almost direct consequence of Theorem 3 and its proof is the following decay result Corollary 1. Let l > 0 and assume that λ 1 = 0. Denote byn ∈ N the multiplicity of the zero eigenvalue in Problem (4), soλ := λn +1 > 0. Then, for any m ∈ N and
This last result is proved in Section 4, after the second proof of Theorems 1 and 3.
The rest of the paper contains additional information on Problem (1) and its stationary counterpart, (4) . Thus, the ill-posedness of Problem (1) when l < 0 is established in Section 5. As an application of the methods used in the paper together with the Fredholm alternative we get a characterization of the solution of the inhomogeneous version of Problem (4) , that is contained in Section 6. Finally, note that, in view of Corollary 1, it is relevant to understand when λ 1 = 0, that is, if all λ n are nonnegative. This problem is investigated in Section 7.
Preliminaries and proof of Theorem 1
Laplace-Beltrami operator. We recall some well-known facts on the LaplaceBeltrami operator ∆ Γ . We refer to [24] for more details and proofs. We start by fixing some notation. Clearly, Γ is a Riemanniam manifold endowed with the natural metric inherited from R N , given in local coordinates by (g ij ) i,j=1,...,N −1 . We denote by dV the natural volume element on Γ, given in local coordinates by √ g dy 1 
We also denote by (·|·) the natural scalar product on 1-forms on Γ associated to the metric and by d Γ the total differential on Γ, to be consistent with our notation ∆ Γ .
, and it is given in local coordinates by
In the sequel the notation dV will be dropped.
Formula (8) defines −∆ Γ as a bounded operator from H 1 (Γ) to H −1 (Γ). Since ∆ Γ 1 = 0 the operator is not injective, but
which is (the square of) an equivalent norm in H 1 (Γ). Consequently, the map L = −∆ Γ + 1 is a topological and algebraic isomorphism between H 1 (Γ) and H −1 (Γ), and its inverse L −1 = (−∆ Γ + 1) −1 defines a compact and self-adjoint operator on L 2 (Γ). Moreover, by elliptic regularity, (−∆ Γ + 1)
. By transposition, this fact holds for all real s. We also note, for further reference, that by (8), using a standard density argument, we have
, s ∈ R, the brackets denoting respective duality products.
Dirichlet-to-Neumann operator. We recall some well-known facts about this operator that realizes the coupling between the state in Ω and the state on its boundary Γ. We refer to [21] for details and proofs. For any u ∈ H s (Γ), s ∈ R, the non-homogeneous Dirichlet problem
(Ω) for all real s, and v has a normal de-
, and it will be denoted in the sequel by A. Since for all u, v ∈ D(Γ), integrating by parts twice we have
we get, by density,
Before giving the proof of Theorem 1 we make precise the meaning of strong solution of Problem (1). Definition 1. By a strong solution u of (1) we mean u = Dv, where
for all t > 0, and
for all t > 0 by elliptic inner regularity, so ∆u(t) = 0 in classical sense, while the boundary condition in (1) holds almost everywhere on Γ when s ≥ 0, so H s (Γ) is a space of functions, while it holds in distribution sense otherwise.
Proof of Theorem 1. We consider, for any s ∈ R, the operator
as an unbounded operator in the Hilbert space H s (Γ). It is well-known that it generates an analytic semigroup in it. The easy proof of this fact is given in Appendix A for the reader's convenience. We also consider the Dirichlet-to-Neumann operator
as an unbounded operator in the same space. By using the boundedness of A from
, it is trivial to verify that A is closed. Moreover, given any ε > 0 and u ∈ H s+2 (Γ), by using interpolation inequality and weighted Young inequality, we get
Here and in the sequel, c i = c i (s, Γ) are positive constants. Consequently, taking ε > 0 sufficiently small, we get that −kA is a Kato perturbation of −∆ Γ , or more precisely that the assumption (2. 
there is a unique strong solution v of (13) satisfying (12) . Moreover (see [22, §2.4] 
. By elliptic regularity, as recalled above,
. To conclude the proof we then set u = Dv.
Study of the eigenvalue problem
In order to study Problem (4) we introduce the auxiliary problem
, where Λ ∈ R is a real parameter and h an arbitrary element of H s (Γ). We start by the following preparatory result.
Proof. We first consider the simplest situation s = −1, and we fix h ∈ H −1 (Γ). Then Problem (14) can be written in the more explicit form
We then apply Lax-Milgram theorem to the bilinear form
which is trivially symmetric and continuous. To recognize that it is also coercive for Λ sufficiently large we consider ε > 0 (to be fixed) and we estimate, for any u ∈ H 1 (Γ), as follows:
hence, a is coercive whenever Λ ≥ Λ := l(1 + c 4 /2). In this way, we have found a unique solution v ∈ H 1 (Γ) of (14) . Since the operator A Λ := −kA − l∆ Γ + ΛI :
is bounded, and we have just proved that it is bijective, by the Closed Graph Theorem we get (15) and we complete the proof in the case s = −1.
We now consider s > −1. Applying previous analysis, for any given h ∈ H s (Γ) problem (14) has a unique solution v ∈ H 1 (Γ). Hence
and consequently v ∈ H min {s+2,2} (Γ). It is then clear how the bootstrap procedure finally gives v ∈ H s+2 (Γ). The estimate (15) now follows by Closed Graph Theorem as in previous case.
The case s < −1 will be treated by transposition. Indeed, for any s ∈ R the operator A Λ continuously maps H s+2 (Γ) to H s (Γ). By (9) and (11) 
, which is bijective as −s − 2 > −1 by previous case. The proof is then completed as in previous case.
We are now able to give the Proof of Theorem 2. We keep the notation in the proof of Lemma 1. We fix Λ = Λ, noticing that any other choice with Λ ≥ Λ yields the same result. By (9) and (11) 
is symmetric, hence by Lemma 1 and by the compactness of the embedding
Λ is a compact and self-adjoint operator in L 2 (Γ). Consequently, by spectral decomposition theorem, there is an Hilbert basis {Φ n , n ∈ N} of L 2 (Γ) and a real sequence µ n → 0 such that A −1
Hence µ n > 0 for all n ∈ N. Consequently, since the equation
by Fredholm alternative (see [4] ) we get that each µ n has finite dimensional eigenspace. Then, eventually rearranging the sequence (µ n ) n and setting λ n = −Λ + 1/µ n we get that λ n > −Λ, (λ n ) n is increasing, λ n → +∞ as n → ∞ and −kAΦ n − l∆ Γ Φ n = λ n Φ n , each λ n having finite dimensional eigenspace. Setting Ψ n = DΦ n the proof is completed but for the last statement. To conclude it we use a classical tool (see [5, Chapter VIII]) by introducing nonnegative real powers A
where 
Consequently, the inverse A −s Λ also extends as a bounded operator from
which is equivalent to the standard one. It is then trivial to verify that {A
s/2 Φ n , λ n + Λ > 0, we get that {Φ n , n ∈ N} enjoys the same property, completing the proof.
by the compactness of Γ (see [23] ) there is s ∈ R such that u 0 ∈ H s (Γ), so
for some α n ∈ R. By continuity and by Theorem 2 it follows that α n = u 0 , Φ n so that
Since the solution of (1) corresponding to initial datum Φ n is trivially given by u n (t, x) = e −λnt Ψ(x), using the semigroup property in Theorem 1, we get
for all t ≥ 0, the series being convergent in the C([0, ∞); H s (Γ)) topology. Hence formula (7) follows, together with the convergence in C([0, ∞); H s+1/2 (Ω)) asserted there. To prove the further convergence in the result we remark that, since the semigroup {T (t), t ≥ 0} generated by
, where Lemma 1 was used, and 
). Consequently {T (t), t ≥ 0} enjoys the same properties. Being n ∈ N arbitrary we get the convergence of the series in (7) in C ∞ ((0, ∞) × Ω).
Alternative proof of Theorems 1 and 3. Corollary 1
As announced in the introduction, Theorem 2 also allows to give a direct proof of Theorem 1. Since this proof is based on the representation formula established in Theorem 3, which was proved using Theorem 1, in order to avoid any circular reasoning we present here an alternative proof of the whole of Theorems 1 and 3 which is not based on the semigroup theory (but for the analyticity of the semigroup, which is proved in the most direct possible way).
Proofs. The proofs are essentially based on the direct study of the convergence of the series in (23) in the spirit of the Fourier method. We start by giving some additional detail on the real powers A s Λ introduced in the proof of Theorem 2, the notation of which are kept. Inspired by [21, Remarque 7.5] (dealing with the Laplace-Beltrami operator), we claim that formulas (17)- (19) can be extended to any s ∈ R, or more precisely that
the series in (25) being convergent in L 2 (Γ). When s ≥ 0 we just have to recognize that any u ∈ D (Γ) such that
On the other hand, if v ∈ D (Γ) then v ∈ H α (Γ) for all α ≥ 0 and then by (18),
so, being α ≥ 0 arbitrary, the series in (26) converges in D(Γ). Hence
We consider now the cases = −s > 0. We note that (18) continue to holds by continuity for any u ∈ L 2 (Γ), formally replacing s withs/2, the series being convergent in H s (Γ). Moreover for any u ∈ H s (Γ)
where the continuity of A
was used together with (20) . So we got (25) . To prove (24), given any u ∈ H s (Γ), using (28) we get the convergence of the series in (24) . Conversely, given any u ∈ D (Γ) such that this series converges,
Theorems, then by (18) we have As
which clearly implies that for any v ∈ D(Γ) one has As
. Consequently, using (27), As We also remark that, by (25) 
together with (24) and (29) immediately gives that the series in (23) converges in the topology of C((0, ∞); H s (Γ))). Of course this implies the convergence of the series in (7) in C((0, ∞) ; H s+1/2 (Ω))). Actually, the series in (23) converges in
) for all 0 < ε < T < ∞ and µ, m ∈ N as a consequence of the estimate
which holds true for t ∈ [ε, T ], where c µ,m = max x≥0 x 2m+µ e −2xε . Consequently the series in (7) converges in C ∞ ((0, ∞) × Ω), and then it sum, denoted by u, solves (1) by construction. To conclude the proof we just need to prove that the so generated semigroup, denoted by {T (t), t ≥ 0} is analytic in H s (Γ), without using Kato perturbation theory but formula (7) instead. As a consequence of (7) one immediately see that the semigroup {T Λ (t), t ≥ 0} generated by kA + l∆ Γ − Λ is given by v(t) = T Λ (t)u 0 , where
converging in the same sense that (23) . Consequently a simple computations shows that Proof of Corollary 1. Clearly, as the solution corresponding to u 0 = n n=1 u 0 , Φ n is constant in time, by linearity we can assume u 0 , Φ n = 0 for all n = 1, . . . ,n. Then, by (7),
and, for t ≥ 1,
where
Since u = Du |Γ , by Sobolev Embedding Theorem the proof is complete.
Ill-posedness for l < 0
A further byproduct of Theorem 2 is the following ill-posedness result when l < 0. We start with a preliminary definition.
is a weak solution of (1) if
Remark 2. Clearly, if u is a weak solution of (1) 
and then
and it is a strong solution of (1) in the sense of Definition 1, with values in H s−2 . Since s is arbitrary in the proof of Theorem 4, we are going to consider strong solutions of (1).
Proof of Theorem 4. We consider the eigenfunctions (Φ n ) n given by Theorem 2 corresponding to −l > 0 and −k, so that setting λ n = −λ n we have
Hence, in the present case l > 0, Theorem 2 continues to hold provided we replace the sequence (λ n ) n with the sequence λ n , which is decreasing and goes to −∞ as n → ∞. We extract a subsequence (λ n ) n of it such that λ n ≤ −n for all n ∈ N, denoting by Φ n the corresponding eigenfunction. We now choose
In order that (32) makes sense we have to verify that the series there converges in some sense. Actually we claim that it converges in H s (Γ) for all s ∈ R, and consequently in D(Γ). To prove our claim, since (Φ n ) n is orthogonal in H s (Γ) equipped with the scalar product ((·, ·)) H s (γ) , we just have to prove that
for all s ∈ R, which trivially follows from (29) since λ n ≤ −n. Now we are going to prove that (1) has no weak solutions u ∈ C([0, T )H s+1/2 (Ω, or equivalently, by Remark 2, that (13) 
. We suppose by contradiction that such a v does exist, and we set v n (t) = ((v(t), Φ n )) H s (Γ) to be the projection of v over [Φ n ], so that v n ∈ C 1 ([0, T )) and v n (t) = ((v (t), Φ n )) H s (Γ) . Since (13) can be written as v = A Λ v − Λv we have, using the symmetry of A Λ ,
for all t ∈ [0, T ). Since by (32) and (29)
by integrating (33) we get v n (t) = (−λ n +Λ)e −α n +α 2 n t . But since {Φ n } is an orthogonal system in H s (Γ), by Bessel inequality we get
Since α n ≥ √ n this is the required contradiction when t > 0. The last part of the statement can be proved exactly as in [25] .
The inhomogeneous problem
We return to the stationary problems. As an application of the methods used in the paper together with Fredholm alternative, we get the following result on the system with a forcing term.
Then the elliptic problem Proof. Keeping the notation in the proof of Theorem 2, Problem (34) can be written as 
Then, by (29), (35) and (22) again we can evaluate
which proves our claim. By Fredholm alternative, consequently (see [4] ), as remarked in the proof of Theorem 2, we get that N := Ker(I − A) is finite dimensional, and since it corresponds to the eigenspace associated to the zero eigenvalue in 
and then, by Theorem 2, (35) and continuity
consequently (37) it is equivalent to h, Φ n = 0 for all n =n + 1, . . . ,n + p. Since one can take Λ > 0, by (36) the proof is complete.
Bound for λ 1
Although we do not have a simple answer to the question raised in the Introduction, that is if λ 1 = 0 or not, in the general case, in the easiest case Ω = B R := {x ∈ R N : |x| < R}, R > 0, it is easy to get the following result. 
In particular then λ 1 = 0 if and only if k ≤ Rl(N − 1).
Proof. Let λ ∈ R be an eigenvalue of (4) and Ψ ∈ C ( B R ) the corresponding eigenfunction. Denote Φ = Ψ |∂B R ∈ C ∞ (∂B R ) and Φ R ∈ C ∞ (S N −1 ) as the radial projection of Φ on the unit sphere, that is Φ R (x) = Φ(x/R). It is well known (see [3] 
is finite dimensional and
where the eigenvalues ν n are given by ν n = n(N + n − 2). Hence there are α n ∈ R and S n ∈ V n , n = 0, 1, . . ., such that
Moreover standard results (contained in Theorem 2 as the particular case k = 0) give that (39) actually holds in
Since by elliptic regularity (see [21] ) the operator D is continuous from C ∞ (∂B R ) to C ∞ (B R ), combining (40) with the fact that Ψ is harmonic in B R we get
where we denoted U n = DS R n and S R n (x) = S n (x/R). Clearly U n is the unique C ∞ solution of non-homogenous Dirichlet problem
Problem (42) can be easily solved by looking for U n in the separate form (in spherical coordinates ρ = |x|, σ = x/|x|) U n (ρ, σ) = u n (ρ)S n (σ) and using the well-known radial decomposition of Laplace operator (see [24] ) In the general case we can only give a variational characterization of λ 1 .
Theorem 7.
Let l > 0 and (λ n ) n be as in Theorem 2. Then
.
Proof. For any u ∈ H 1 (Γ) we have
Since, moreover
the proof is complete.
Appendix A
In this section we give, for the reader's convenience, the proof of the following result, which was used in the proof of Theorem 1. To prove our claim we use, for the sake of self-containedess, the theory developed in Sections 3-4, when k = 0 and l = 1. Looking at the proof of Lemma 1, it is easy to see that in this case Λ = 0, so we can choose Λ = 1 in the sequel.
We start by noting that, by Theorem 2, for any u ∈ H s+2 (Γ) we have
Consequently, by the boundedness of −∆ Γ + 1 : H s+2 (Γ) → H s (Γ) we have that
By (29) we then get that, for any u ∈ H s+2 (Γ) and v ∈ H s (Γ),
Since λ n > −Λ = 1, as noted in the proof of Theorem 2, by (47) 
