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a b s t r a c t
Predicting breast cancer survival is crucial for practitioners to determine possible outcomes and make
better treatment plans for the patients. In this study, a hybrid data mining based methodology was constructed to differentiate the variables whose importance for survival change over time. Therefore, the
importance of variables was determined for three different time periods (i.e. one, ﬁve, and ten years). To
conduct such an analysis, the most parsimonious models were constructed by employing one regression
analysis method—Least Absolute Shrinkage and Selection Operator (LASSO), and one metaheuristic optimization method, namely a Genetic Algorithm (GA). Due to the high imbalance between the number of
survivals and deaths, two well-known resampling procedures—Random Under-sampling (RUS) and Synthetic Minority Over-sampling Technique (SMOTE)—were applied to increase the performance of the classiﬁcation models. In the ﬁnal stage, two data mining models, namely Artiﬁcial Neural Networks (ANNs)
and Logistic Regression (LR), were utilized along with 10-fold cross-validation. Sensitivity analysis (SA)
was conducted for each model to identify the importance of each variable for a certain model and time
period. The obtained results revealed that certain variables lose their importance over time, while others
gain importance. This information can assist medical practitioners in identifying speciﬁc subsets of variables to focus on in different periods, which will in turn lead to a more effective and eﬃcient cancer care.
Moreover, the study ﬁndings indicate that extremely parsimonious models can be developed by adopting a purely data-driven approach, rather than eliminating the variables manually. Such methodology can
also be applied in treating other types of cancer.
© 2019 Elsevier Ltd. All rights reserved.

1. Introduction
Breast cancer is the second most common cause of death after lung cancer among women in the U.S (Allegra et al., 2010).
While the number of new breast cancer cases reported each year
has been stable over the last ten years, in 2015, the American Cancer Society estimated that there would be 267,267 new
cases and 40,610 deaths due to breast cancer in 2020 in the U.S
(Weir, Thompson, Soman, Møller & Leadbetter, 2015). With constant improvements in technology and patient screening, the 5year survival rate of breast cancer patients in the U.S. has increased
∗
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from 75.2% to 98.9% over the 1975−2010 period (Howlader et al.,
2013).
Predicting the survival of cancer patients is important. Patients
facing a cancer diagnosis want to know what their future may entail and what prognosis they can expect. This can help patients and
their loved ones to plan treatment options, think about any possible lifestyle changes, and make ﬁnancial and other important decisions. It also helps doctors identify possible treatment paths, understand possible outcomes of different prognoses, and make more
data-informed decisions, in addition to being better able to guide
their patients. On the other hand, making a medical prognosis and
determining survival factors is very challenging. These factors can
be grouped into two categories, comprising of chronological and
biological factors (Bundred, 2001). The chronological factors include those that change with time and directly affect the prognosis, such as lymph node status, tumor size, and histological stage.
As lymph nodes ﬁlter harmful substances, their increased involve-
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ment signiﬁes a potentially wider spreading of cancerous cells and
adversely impacts the prognosis (Bundred, 2001; Rampaul, Pinder,
Elston & Ellis, 2001). Tumor size enlargement also adversely affects the prognosis and reduces the probability of survival. Moreover, the histological stage depicts whether a tumor is local or has
spread to healthy breast tissues, or to other parts of the body. Biological factors, such as histological grade, on the other hand, pertain to the behavioral status of the tumor. Histological grade is indicative of tumor aggressiveness, whereby “low grade” cancers are
less aggressive than “high grade” tumors (Bundred, 2001; Rampaul
et al., 2001).
Determining the importance of these and other variables is as
crucial as predicting patient survival, as it enables medical practitioners to better plan the treatment (Desforges, McGuire & Clark,
1992). However, the impact of certain variables on the survival may
vary across time. Quantin et al. (1999) provided empirical evidence
for time-dependent effects of prognostic factors in colon cancer.
The authors demonstrated that multivariate analysis can capture a
variety of patterns in determining prognostic factors in different
time ranges. Some variables may not be important during the ﬁrst
few years following cancer diagnosis, but might gain importance in
the later stages of the illness. Being cognizant of this dynamic effect of certain variables enables practitioners to optimize the treatment.
On the other hand, cancer diagnosis and treatment methods require extensive medical research and analysis, which requires resources. Additionally, large and information-rich datasets are being collected and retained by medical practitioners and hospitals
for all types of patients. In an effort to capitalize on such data
and gain useful knowledge that can potentially contribute to cancer research efforts, as well as to the practitioners’ and caregivers’
decision-making process, statistical and data mining methodologies are increasingly being applied (Kulkarni, Naveen Kumar, Ravi &
Murthy, 2011; Lu, Wang & Yoon, 2019; Pendharkar, Rodger, Yaverbaum, Herman & Benner, 1999; Thongkam, Xu, Zhang & Huang,
2009; Ting, Tan & Sim, 2018). Machine Learning (ML) algorithms
are widely utilized for this purpose, as they have been proven
effective in extracting hidden patterns from large and complex
datasets (Kursuncu et al., 2018). They can be broadly classiﬁed into
three main categories, namely supervised, unsupervised, and semisupervised algorithms. In supervised algorithms, such as ANNs,
Bayesian Belief Networks (BBNs), and Decision Trees (DTs), a training set is used to supervise the speciﬁcations of input data to the
ML algorithm in order to estimate the desired output. In contrast,
in unsupervised algorithms, such as hierarchical clustering, patterns in data are discovered by the models without a learning process. Semi-supervised algorithms are, on the other hand, a combination of supervised and unsupervised algorithms (Dougherty, Kohavi & Sahami, 1995; Gao Huang, Shiji Song, Gupta & Cheng Wu,
2014).
Various data analytics techniques have been used extensively
to process and analyze healthcare/medical datasets (Dag, Oztekin,
Yucel, Bulur & Megahed, 2017; Gaur et al., 2018; Rouyendegh,
Oztekin, Ekong & Dag, 2016; South-Winter, Dag & Ragothaman,
2018), including breast cancer, for survival and variable selection
analysis (Gunasundari, Janakiraman & Meenambal, 2016; Gupta &
Sharma, 2011; Ryu, Chandrasekaran & Jacob, 2007; Walczak & Velanovich, 2018; West, Mangiameli, Rampal & West, 2005; Zolbanin,
Delen & Hassan Zadeh, 2015). In breast cancer research, the focus is primarily given to identiﬁcation of important predictors, predominantly from groups of genes, that assists to detect the cause
of cancer. Authors of such studies mostly used unsupervised learning algorithms to detect the important genes by applying clustering methods. Other authors have applied supervised learning
algorithms to clinical and sociodemographic predictors to ﬁnd important factors and predict expected survival times based on these

predictors. In the following subsections, a brief overview of the
studies most pertinent for the current investigation is given.
1.1. Studies based on genetic data
As noted above, authors of most extant studies in this ﬁeld
used datasets comprised of various genes, as genetic data is particularly well suited for unsupervised methods like clustering. The
aim of adopting clustering methods in these studies was identifying the most important genes for each cancer type. For example,
Li et al. (2009) developed an unsupervised algorithm to detect previously unrecognized prognostic groups and features for gliomas,
which is currently the most common brain tumor type in adults.
In adopting this strategy, the authors aimed to overcome the bias
generated by a priori gene selection that is subsequently adopted
in classiﬁcation (Alizadeh et al., 20 0 0; Beer et al., 2002; Lapointe
et al., 2004). The model developed by Li et al. (2009) determines
two groups of gliomas, which are then clustered into six nested
subgroups. Different sets of classiﬁers are identiﬁed for each group,
which is then validated using different datasets. Although unsupervised learning allowed these authors to identify, using genomic
information, relevant cancer subtypes that may coexist within a
tumor, its main drawback is potential identiﬁcation of cancer subtypes that are not pertinent to patient survival. In an earlier study,
Lapointe et al. (2004) developed a semi-supervised algorithm in
which gene data was combined with clinical data to determine patient survival times. The idea behind this approach was to use clinical data to identify relevant genes that will be employed in the
subsequent unsupervised clustering. The dataset used by Lapointe
et al. consisted of 7399 genes from 240 breast cancer patients. The
authors used Cox proportional hazard scores of 7399 genes based
on 160 training observations and ranked the genes based on their
Cox scores, accordingly. Next, the test group was clustered using
the 25 top scoring genes to predict the patients’ survival time and
associated probabilities.
While these studies are highly important in the context of
breast cancer survival analysis and early prognosis discussions,
they may not be as useful from the perspective of caregivers, as
they may not be pertinent to the treatment decisions related to
sustaining patient’s quality of life (Bradbury-Huang, 2010). Moreover, since the aforementioned studies mostly focused on genetic
data, the importance changes in various other patient factors, such
as cancer stage or treatment type, which have to be considered
separately by decision makers.
1.2. Studies based on clinical data
Authors of extant studies based on clinical data tend to use supervised ML algorithms for cancer survival prediction and variable
analysis. For example, Lundin et al. (1999) used ANNs to predict
5-, 10-, and 15-year breast cancer survivability based on the data
pertaining to 951 patients. Their results demonstrate that stage,
nodal status, tumor size, age, mitotic count, nuclear pleomorphism, tubule formulation, and tumor necrosis are the most important features determining cancer survivability. In a later study,
Delen, Walker and Kadam (2005) used ANNs, as well as decision
trees and logistic regression, which they incorporated into a hybrid model for predicting breast cancer survivability over a 5-year
period. The authors utilized the Surveillance, Epidemiology, and
End Results (SEER) dataset, which includes 433,272 patient records
spanning the 1973−20 0 0 period, in order to determine the impact
of certain variables on cancer survival. The study ﬁndings indicate
that cancer grade, number of primary tumors, cancer stage, radiation treatment, lymph node involvement, and tumor size are the
most important predictors of breast cancer survival.
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Extensive research has also been conducted in order to improve the predictive capacity of already developed models. For example, Thongkam et al. (2009) proposed a hybrid breast cancer
survival model that incorporates Support Vector Machines (SVMs),
along with an outlier-ﬁltering approach, followed by simple oversampling. The results reported by these authors demonstrate that
the hybrid scheme signiﬁcantly improved the performance of SVM.
Muhammad Umer Khan, Jong Pill Choi, Hyunjung Shin and Minkoo
Kim (2008) also evaluated a hybrid data mining method for cancer prognosis by utilizing interference techniques together with
fuzzy decision tree models. Their results demonstrated that an independently applied crisp classiﬁcation underperforms a fuzzy decision tree model. In an earlier study, Pendharkar et al. (1999) utilized association analysis as a variable selection tool to uncover
the relations between breast cancer occurrence and cancer related factors. The authors used data envelopment analysis (DEA),
ANN and discriminant analysis (DA) to predict cancer diagnosis. Their results reveal that while increasing the training sample size improves the prediction accuracy of DEA and DA, the
accuracy of ANN remains relatively unchanged. While Zupan, Demsar, Kattan, Beck and Bratko (20 0 0) used classiﬁcation methods
for prostate cancer survival analysis, Churilov, Bagirov, Schwartz,
Smith and Dally (2004) subsequently employed clustering techniques to assign patients into homogeneous risk groups that would
facilitate treatment decisions. The clusters were generated by examining patient’s age, tumor size, prostate-speciﬁc antigen concentration in the blood, and pathology scores. Recently, Kate and
Nadig (2017) created stage-speciﬁc breast cancer survival prediction models by employing ANN, SVM, and DT, as well as statistical methods, such as LR and Naïve Bayes, to compare the survival predictions based on the stage-wise subsets and the entire
dataset. The survival rate based on the full dataset was 92.04%
(36.17−99.42%), whereby survival rates declined with progressive
cancer stages. The authors further demonstrated that stage-wise
stratiﬁcation increased the AUC (area under the ROC curve) of the
models in all different breast cancer stages, and ranked the variables based on stages, rather than time.
The aforementioned studies focused either on predicting cancer patient survival or ﬁnding important survival predictors. On
the other hand, to the best of our knowledge, the varying impact of predictors on short- and long-term survival rates of cancer patients (irrespective of the cancer type) has never been explored. Furthermore, a comprehensive purely data-driven variable
selection approach has never been employed in this ﬁeld, even
though this would allow the researchers to eliminate the variables
that do not contribute to the prediction power, thereby producing highly parsimonious models. In addition, with the exception of
Thongkam et al. (2009) who used simple over-sampling, advanced
sampling approaches have not been used to prevent class imbalance problems that occur due to signiﬁcant differences in survival
classes in most survival datasets.
These shortcomings must be addressed, as being cognizant of
the changes in the predictor importance in short- and long-time
periods would be informative for better estimation of the impacts of different predictors on cancer development. Thus, combining the balancing methods with variable selection algorithms
should ensure that the resulting variable importance ﬁndings are
not affected by the inherent class imbalance, which also changes
over time, as the models are applied to longer time-frames
(Chawla, 2005).
Given the limitations revealed by the review of pertinent literature, the overarching objective of the present study is to determine
the varying impacts of the cancer related variables obtained from
the SEER dataset on predicting breast cancer survivability over 1-,
5-, and 10-year periods. In constructing the models, the increasing
class imbalance over shorter time periods and removing noisy vari-
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ables on a per-time-frame basis were considered to ensure nearoptimal model performance and gain accurate variable importance
information. To achieve this goal, a hybrid data mining methodology was employed. More speciﬁcally, a purely data-driven (not
manual) variable selection process based on using GA and LASSO
methods was adopted in order to obtain the most parsimonious
models possible. In order to increase the sensitivity of the prediction models, RUS and SMOTE methods were employed in the
data balancing phase. Finally, prediction results that were obtained
through ANNs and LR were combined through the Information Fusion (IF) technique, as this allowed us to identify the variables
whose impact changes (increases/decreases) over time. Therefore,
the proposed hybrid data-driven methodology contributes to the
existing body of knowledge on cancer survival literature by (1) utilizing data balancing algorithms (i.e., SMOTE and RUS) to overcome
the class imbalance problem, (2) adopting a comprehensive variable selection process by using GA and LASSO methods in order
to obtain parsimonious models, (3) analyzing the varying impacts
of variables on survivability prediction accuracy over short-, midand long-term periods, and ﬁnally (4) employing a hybrid method
(by using IF) that combines the predictors obtained through different predictive models (i.e., ANN and LR) to reduce model uncertainty and increase robustness of the results. It is the authors’ view
that the contribution and the value of the current study do not
stem from the standard machine learning and statistical models
and/or better classiﬁcation results employed in this study. Rather,
the ﬁndings presented in this work augment the existing body of
knowledge by identifying the variables whose impact can change
over time. This was achieved by employing the most parsimonious
models that were built by overcoming the class imbalance problems in most survival datasets. Therefore, the same method can be
adopted not only by the practitioners in the breast cancer ﬁeld, but
is also applicable to all cancer types.
The remainder of this paper is organized as follows. The
dataset, data cleaning methodology, sampling methods, variable selection process, and the predictive models utilized in the current
study are presented in Section 2. Section 3 is designated for the
results and insights obtained via the hybrid data analytic methodology adopted in the current study. Finally, the paper closes with
the main study conclusions and suggestions for potential future research directions, which are given in Section 4.
2. Methodology
In the present study, a hybrid data-analytical method consisting
of ﬁve consecutive phases was adopted, as illustrated in Fig. 1. The
ﬁrst phase was divided into three steps, whereby the dataset was
cleaned in Step 1 in order to eliminate duplicate records and variables that do not contribute to the dependent variable prediction.
In Step 2, different datasets were created from the original data to
evaluate temporal effects of each variable over 1-, 5-, and 10-year
time intervals. In Step 3, GA and LASSO were employed for variable
selection. In the second phase, the data was input into the prediction algorithms, along with 10-fold cross-validation technique,
to train the data mining models, whereby the balancing methods
(i.e., RUS and SMOTE) were applied to each fold to prepare them
for the model training process. At the completion of these stages,
classiﬁcation results yielded by the individual prediction models
were obtained, along with the relative importance of each of the
variables, as revealed by each model. After comparing the models
using a set of performance metrics, those that exhibited inferior
performance were eliminated in Phase 3. In Phase 4, an information fusion technique was used to combine important variable sets
obtained through the individual models in the previous phase. This
process was repeated three times (for each time interval), resulting
in three sets of important variables (i.e., for the 1-, 5- and 10-year
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Fig. 1. Proposed hybrid methodology.

period). In the ﬁnal phase, the aforementioned variable sets were
compared to identify the variables whose importance/impact for
determining the survival after breast cancer diagnosis changes over
time. More details about the study phases and individual steps are
provided in the following subsections.
2.1. Data acquisition and preparation
In the present study, the (SEER) dataset, which combines
patient-speciﬁc predictors for any cancer type into a unique

database, was utilized. The dataset contains records (173 variables)
pertaining to 789,284 cancer patients covering the 1973−2013
period. The database provides comprehensive information
for several cancer types, such as breast, lung, genital, and rectum
cancer, including cancer-speciﬁc characteristics, socioeconomic
conditions, and temporal information, such as the time of diagnosis and whether the patient died.
For the present investigation, the data cleaning process commenced by removing redundant information, and eliminating
patient-speciﬁc information that was irrelevant for model train-
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Table 1
Description of variables.
Variable

Description

Cancer stage
Nodes positive
Grade
Age
Extension
Primary site
PR status
ER status
Tumor marker
Surgery

EOD 3rd Edition and Collaborative Stage disease information
The exact number of regional lymph nodes examined by the pathologist that were found to contain metastases
The measurement of how closely the tumor cells resemble the parent tissue, organ of origin
Patient’s age at diagnosis (single-year ages)
The farthest documented extension of tumor away from the primary site
The site from which the primary tumor originated
Includes indicators for estrogen receptors in cancer cells
Includes indicators for progesterone receptors in cancer cells
Cancer or other cells of the body produce tumor markers as a reaction to cancer or certain benign conditions
A surgical procedure aimed at removing and/or destroying the tissue of the primary cancer site performed as part of the initial
work-up or the ﬁrst course of therapy
An indicator that shows whether radiation treatment has been applied or not
Patient’s race
The largest dimension of the primary tumor in millimeters
Histologic cell type based on the microscopic composition of cells and/or tissue for a speciﬁc primary site
Indicates whether a patient is married or not
Collection of the malignancies, benign, uncertain whether benign or malignant, carcinoma in situ, malignant
The highest speciﬁc lymph node chain that is involved by the tumor

Radiation
Race
Tumor size
Histology
Marital status
Behavior
Lymph node

Table 2
Distribution of survival cases.
Cutoff point

Deaths

Survivors

1 Year
5 Years
10 Years

866
7028
10,787

52,886
46,724
42,965

ing (e.g., patient ID, registry ID, etc.). Next, records of patients that
died of causes other than breast cancer, such as an accident, natural disaster, etc., were discarded. Finally, all variables pertaining to
other cancer types were eliminated. After the aforementioned data
cleaning process, 53,732 breast cancer patient records and 17 variables that related solely to breast cancer remained. The descriptions of the variables are given in Table 1.
2.2. Temporal dataset derivation (data inclusion)
Since the current analysis is based on three temporal intervals,
the original dataset was segregated into three new datasets, each
pertaining to the temporally delineated dependent variable. Each
dataset was derived using the survival month variable to determine
a survival cutoff period. The survival month variable indicates the
number of months a patient has survived after the initial diagnosis.
For each of the three time intervals (1, 5, and 10 years), a new
binary dependent variable was created as follows:



Ui =

1 (deceased ), i f survival month ≤ i × 12
0 (sur vived ), other wise

(1)

where i = 1, 5 and 10 years. Therefore, the output variable is a binary categorical variable where 1 denotes deceased and 0 denotes
survived patients. The number of patients in each class for each of
the three time intervals is shown in Table 2.
2.3. Variable selection
Machine learning algorithms are designed to learn the relationships between independent and dependent variables. As such,
when training a model, all available variables in a given dataset can
be used. In practice, however, this approach might bring certain
disadvantages. First, some variables may not have any predictive
power due to the absence of correlation between the outputs. Second, some variables may suffer from collinearity, which, depending on the machine learning algorithm, can have adverse effects
on the predictive power of the model (Langley, 1994). Therefore,

a hybrid analytical method is necessary for data-driven methods
(Rouyendegh, Topuz, Dag & Oztekin, 2018) Due to these reasons,
including all variables does not guarantee the best possible predictive model, and in fact it may result in a model with lower than
optimal predictive capability. In addition, the complexity of the
machine learning model also increases with the number of predictors, both in terms of computational complexity and the explanatory power of the model (Nasir, South-Winter, Ragothaman & Dag,
2019; Simsek, Bayraktar, Ragothaman & Dag, 2018; Topuz, Zengul,
Dag, Almehmi & Yildirim, 2018.) Consequently, in practice, variable
selection methods are used to select only the features (predictors
or variables) that are relevant to the model training process. This
results in a model with increased predictive performance, better
comprehensibility for users, and a reduced computational cost for
training the model. The currently available variable selection methods can be broadly categorized into ﬁlter and wrapper methods
(John, Kohavi & Ppeger, 1994).
Filter methods are univariate statistical methods that are mostly
used in the data preparation phase. Many ﬁlter methods have been
described in the literature (Saeys, Inza & Larranaga, 2007), and
mostly consist of covariance tests, such as t-test, which can be
used to determine if an independent variable is correlated to the
output variable.
Wrapper methods are algorithmically or heuristically deﬁned
approaches to selecting features for a machine learning model.
These methods are used in conjunction with the machine learning
algorithm, and essentially “wrap” the model in the training process. In these methods, an algorithm or heuristic is employed to
add or remove features from the dataset and retrain the model,
with the goal of increasing the model’s predictive performance,
whereby the process is iterated until a stopping rule is reached.
There are many wrapper methods, such as RFE (recursive feature
elimination) (Guyon, Weston, Barnhill & Vapnik, 2002), simulated
annealing (Aarts & Korst, 1988), genetic algorithms, etc. (Yang &
Honavar, 1998).
In the present study, a wrapper (GA) and a ﬁlter method
(LASSO) were adopted to conduct variable selection due to their
high performance in the preliminary data analysis phases as well
as their well-known high performance, as demonstrated in the pertinent literature (Dag, Topuz, Oztekin, Bulur & Megahed, 2016).
Variable selection was performed to obtain models that are better
at predicting cancer survivability, and to gain a better understanding of the factors that are most important in predicting the survival
interval. In previous studies (Delen et al., 2005; Kibis, Buyuktahtakin & Dag, 2017) in which the authors utilized the same dataset,
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the number of variables was manually reduced by applying expert knowledge. However, the goal of the present study was to use
a pure data-driven methodology instead of human intuition and
domain knowledge, each of which can be limited in its scope or
is implicitly bounded by assumptions. Additionally, having fewer
variables reduces model complexity and renders models easier to
understand, thus making them more useful for practitioners and
decision makers. A brief description of each method is provided in
the following paragraph.
Genetic algorithm mimics the gene selection process in biological organisms to select features that maximize (or minimize)
predeﬁned criteria. The algorithm is initialized with a predeﬁned
number of “individuals” (a solution) called a population. Each individual deﬁnes a solution to the problem under consideration that,
in the case of variable selection, is a list of variables included for
training. The model is trained for each individual, and the best performing individuals are selected to create the next generation of
individuals by performing crossover operations between them. A
certain amount of mutation can also be allowed, as deﬁned in the
input parameters for the GA. After a predeﬁned number of generations has been created, an individual that yields the best prediction
performance is identiﬁed. On the other hand, LASSO is a statistical
regularization-based ﬁlter method that utilizes a linear regression
ﬁtting procedure in which estimation of coeﬃcients is subject to
a restriction. The purpose of this restriction in estimating coeﬃcients is to overcome the issue of overﬁtting the data and to converge some coeﬃcients towards exactly zero, which allows LASSO
to be used as a variable selection tool. The LASSO (Tibshirani,1996)
is given by Eq. (2) below:
n

i=1



yi − β0 −

p

j=1

2

β j xi j

+λ

p 


p 



β j  = RSS + λ β j 

j=1

(2)

j=1

where y is the response, and the number of predictors and observations is represented by p and n, respectively. RSS is the residual
sum of squares and λ is the penalization parameter added to the
coeﬃcients. The 10-fold cross-validation is used to ﬁnd the optimal
λ value. It should be noted that, for λ = 0, this procedure reduces
to ordinary least squares regression.
Again, one of the study aims was to develop parsimonious models that have strong predictive power. Such parsimonious models
can be used by practitioners and their patients to better understand the choices they have and the decisions that need to be
made with regards to treatments, resource allocation, and patient
care.
2.4. Data imbalance and resampling
The dataset used in the present study is a survival dataset, and
is thus implicitly affected by a considerable imbalance across output classes. As seen in Table 2, the difference between the two
classes of interest for the present study (surviving and deceased
individuals) decreases monotonically for each increasing time interval. Several strategies for addressing the imbalanced data issue have been proposed (Chawla, 2005; Guo, Yin, Dong, Yang &
Zhou, 2008; Klement, Wilk, Michalowski & Matwin, 2011). In the
present study, two well-known techniques— RUS and SMOTE—
were adopted (due to their performance in the preliminary data
analysis phase). They both have their beneﬁts and drawbacks
(Batista, Prati & Monard, 20 04; Chawla, 20 05; Drummond, Drummond & Holte, 2003; Guo et al., 2008; Kotsiantis, Kanellopoulos &
Pintelas, 2006).
When RUS is adopted, cases from the majority class are randomly sampled to include a similar number of cases as in the minority class, thereby producing a balanced dataset (Chawla, 2005;
Guo et al., 2008). The advantage of adopting RUS is that it includes

actual data only; however, data that could have positively contributed to the model training process can be omitted. Conversely,
SMOTE over-samples the minority class by creating synthetic cases
from the existing cases in the minority class. The synthetic cases
are created by applying a k-nearest neighbors algorithm that imputes values for the synthetic cases from the actual nearby data
points. More information on these methods can be found in the
work by Chawla, Bowyer, Hall and Kegelmeyer (2002).
2.5. Prediction models
In this study, ANN and LR models were employed, since these
algorithms exhibited superior performance in preliminary analyses,
as a part of which a collection of several classiﬁcation algorithms
was evaluated. Since these models are described in detail in pertinent literature, only a brief summary is given in the following
subsections.
2.5.1. Artiﬁcial neural networks
ANNs are inspired by their biological counterparts, whereby a
highly interconnected network of simplistic neurons generates a
learning model that can learn arbitrarily complex non-linear functions. As such, these algorithms have been widely used in machine learning contexts, such as classiﬁcation (Cetinic, Lipic & Grgic, 2018; Melin, Miramontes & Prado-Arechiga, 2018), regression
(Genc & Dag, 2016; Zhou, Zhou, Yang & Yang, 2019), optimization
(Liu, Yuan & Liao, 2009; Yazdi, Khorasani & Faraji, 2011), and pattern recognition (El-Midany, El-Baz & Abd-Elwahed, 2010; Patterson, 1996). The artiﬁcial neurons mimic the signal integration and
activation of their biological counterparts using mathematical functions, such as sigmoidal activation functions. These neurons are organized into input, middle, and output layers. There can be multiple middle layers, depending upon the complexity of the problem.
Each neuron in a given layer is connected to all neurons in the
next layer. The behavior of the neuron is governed by the training mechanism, which sets values for the weights of each neural
connection, as well as values for the activation (or ﬁring) of each
neuron (Han & Kamber, 2006). In the present study, the Multi-layer
Perceptron (MLP) algorithm, along with one hidden layer, was employed. The number of units in the hidden layer was tuned internally using a 10-fold cross-validation algorithm (thus, 360 models
were developed, as discussed in detail in Section 3). In addition,
the decay parameter was tuned in order to prevent the possible
overﬁtting issues in each model.
2.5.2. Logistic regression
Logistic Regression is a probabilistic classiﬁcation model that
predicts probabilities of different class values based on the relationships between independent variables and the dependent variable. While the dependent variable values are continuous in linear
regression, in many contexts, it is necessary to predict a discrete
categorical class value, along with independent variables with discrete values. A logistic regression model transforms the discrete
values into continuous form, and creates a linear combination of
the variables to compute the probability of each class value of the
dependent variable. As in linear regression, it predicts an outcome
for the dependent variable, whereas logistic regression predicts a
categorical class value, rather than a numerical value. For prediction, it computes the conditional probability of each categorical
class value, and assigns the class value with the highest probability. The algorithm takes real values as input and outputs normalized values within the [0, 1] interval. The model can be utilized for
binary and multi-class classiﬁcation. The standard logistic function
is a sigmoid function the value of which approaches 1 when the
regression expression tends to ∞, whereas it approaches 0 when

S. Simsek, U. Kursuncu and E. Kibis et al. / Expert Systems With Applications 139 (2020) 112863

the regression expression tends to -∞. It takes the form given below:

F (x ) =

1
1 + e−(β0 +β1 x1 +...+β p x p )

(3)

where F denotes the probability of a class value when the dependent variable equals x, and p is the number of explanatory variables. In the present study, the 0.5 cutoff was chosen in order to
assign the prediction results to the classes.
2.6. Performance measures
In the present study, four metrics were adopted to measure
model performance, namely AUC, accuracy, sensitivity, and speciﬁcity, with the latter three deﬁned as follows:

accuracy =

TP + TN
TP + FN + FP + TN

(4)

sensit ivit y =

TP
TP + FN

(5)

speci f icity =

TN
TN + FP

(6)

where TP, TN, FP, and FN denote the true positives, true negatives, false positives, and false negatives, respectively. Because the
datasets examined in the present study were imbalanced, AUC was
considered as the main performance criterion, due to the fact that
sensitivity and speciﬁcity have an inherent tradeoff among them,
and can also be misleading for imbalanced datasets. However, all
aforementioned criteria were measured and are presented here to
provide a comprehensive picture of the model quality. The AUC
metric is the area under the curve of all combinations of sensitivity and (1 – speciﬁcity), thus giving a more accurate measure
regarding the models’ performance, irrespective of the tradeoff or
cutoff point chosen between sensitivity and speciﬁcity.
2.7. Sensitivity analysis of predictor variables
One of the objectives of the present study was to develop a
methodology that can be used to identify the most important
cancer survivability predictors and establish how their importance
changes over time. Findings yielded by such analyses can provide
insight into how different factors affect the survival time for cancer patients. This information can be used by medical practitioners
and decision makers to make better-informed data-driven treatment choices for their patients. SA was used for each of the models
to understand what effect each predictor has on the model output
and thus establish the relative importance of the examined variables for each examined period.
SA provides indication of the relative importance of each input for predicting the model output. Once the models have been
trained, sensitivity analysis is conducted by assigning each variable
in the model its nominal value. In the subsequent steps, one by
one, each variable is changed gradually in both positive and negative direction, while the values of the remaining variables are held
constant (equal to their respective means). As can be observed in
Eq. (7), the sensitivity of a speciﬁc predictor variable can be calculated by taking the proportion of the accuracy of the model that
includes this variable to the accuracy of the model when it does
not include this speciﬁc variable. Therefore, it can be concluded
that the importance of a variable has a direct relation with the
classiﬁcation accuracy of the model in the absence of that speciﬁc variable. The effect these changes have on the output is observed and the same process is repeated with the next variable until the effect of all variables has been evaluated (Saltelli, Tarantola,
Campolongo & Ratto, 2002). At the end of the process, the effect
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of each variable on the output can be tabulated, and those that
have the least signiﬁcant effect on the output can be identiﬁed.
In the present study, the relative importance of each classiﬁcation
model was established using the sensitivity measure introduced by
Saltelli (2002), given by:

Si =

Vi
V ( E ( y|xi ) )
=
V (y )
V (y )

(7)

where y is the dichotomous response variable, V(y) is the unconditional response variable, E is the expectation operator that integrates all predictors except xi . The normalized sensitivity of a variable is then calculated as described by Saltelli et al. (2002).
2.8. Information fusion
IF is an umbrella term used for techniques that are applied
to combine information from many different sources to increase
some quality, such as knowledge discovery or information accuracy. Thus, IF techniques can be used for preprocessing raw data
to increase its quality before being used for data mining, or for
creating data mining models, to for example fuse partial results.
Similarly IF can be used to extract and aggregate information from
multiple sources (e.g., multiple models) to create an aggregated
value using some function (Torra, 2003). Such techniques have
been shown to increase the robustness and accuracy of available
information or knowledge discovery (Cang & Yu, 2014). At the
same time, IF can decrease the uncertainty and bias of singular
sources by combining many sources to obtain a better forecast estimate (Clemen, 1989). IF techniques have therefore become increasingly popular in the data mining ﬁeld in recent years. While many
such techniques have been described in the data mining literature,
none can be considered the best at combining multiple information streams, whether applied before, during, or after the modeling
process. In practice, an IF method should be chosen by considering
the problem and the utility of several relevant models in a trial
and error fashion (Ruiz & Nieto, 20 0 0).
Any particular data mining model or information source can be
formulated as:

yˆ = g(x1 , x2 , x3 , . . . , xm )

(8)

where g denotes the prediction function or information source, yˆ
is the predicted output, and the x1 …xm are the m input features.
With such models or information sources, a fused output can be
formulated as:

yˆ f used = (g1 (x ), g2 (x ), . . . , gr (x ))

(9)

where x denotes vectors of the input features for each input model,
and  speciﬁes a combination function. If this function is linear,
the IF model can be represented as:

yˆ f used =

r

i=1

λi gi (x ); where

r


λi = 1

(10)

i=1

where λi represent weights, which can be based on the conﬁdence level or accuracy measure of each information source or input model. For a prediction model, this can be the AUC measure,
whereby a model with a higher AUC would have a greater impact
on the ﬁnal fused value obtained by the IF technique. As indicated
from the above formulation, there are countless ways to combine
the information from multiple sources, given the number of combination functions, model weights, source aggregations, etc. Thus,
following the IF technique application, the ﬁnal fused information
will reduce the uncertainty, noise, or error contributed by any single source, thereby increasing the accuracy or usefulness of the ﬁnal, fused data.
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Table 3
Variables selected for each time interval.
Variable names

Cancer stage
Nodes positive
Tumor size
Age
Marital status
Lymph node
Primary site
PR status
ER status
Behavior
Surgery
Extension
Histology
Grade
Radiation
Race
Tumor marker

1 YEAR
LASSO
√
√

√

√

5 YEAR
GA

10 YEAR

√

LASSO U GA
√
√

LASSO
√
√

GA
√
√

LASSO U GA
√
√

LASSO
√
√

GA
√
√

LASSO U GA
√
√

√

√

√

√

√

√

√

√

√

√

√

√

√

√

√
√

√
√

√
√

√
√

√

√
√

√

√

√

√
√

√

√
√

√
√

√
√

√
√

√

√

√

√

√

√

√
√

√
√

√
√

√
√

√

√

√

√

3. Results and discussion
In this section, we discussed the variable selection results and
the performance of the predictive models that were used to predict
cancer patient survivability. The statistical programming language,
R, was employed throughout the modeling process—from variable
selection to model training and validation (R Core Team, 2014).
In particular, GA and LASSO—the algorithms used for performing
the variable selection—were executed using the R packages gaselect (Kepplinger, 2015) and glmnet (Friedman, Hastie & Tibshirani,
2010), respectively.
3.1. Variable selection results
In the present study, models that separate the output variable
on three time-based intervals were developed, due to which three
sets of variables were selected by each of the variable selection
algorithms. Table 3 shows the variables selected for each of these
time intervals.
As can be seen from Table 3, application of GA and LASSO resulted in different variable sets, most of which overlap for the
5- and 10-year intervals. For instance, nodes positive and extension
were selected for all three time periods by both GA and LASSO. In
the 1-year interval, only three variables were selected by both GA
and LASSO, namely nodes positive, lymph node, and extension. On
the other hand, for the 5-year interval, GA and LASSO selected the
same variables, with the exception of surgery, and tumor marker.
It should be noted that tumor size, marital status, primary site, behavior, histology, radiation, and race were not selected as important
variables for 5-year survival prediction in this study whereas these
attributes have been selected for analysis in Delen et al. (2005).
There are two possible reasons for the difference although the
same dataset has been utilized. First, we used variable selection
algorithms to select the important variables whereas expert opinion has been used in Delen et al. (2005). Secondly, while we used
observations from 1973 to 2010, the comparative study has used
dataset from 1973 to 20 0 0. The extended time frame with new attributes such as ER- and PR status along with variable selection
algorithms resulted in different set of attributes in this study compared to Delen et al. (2005). In the 10-year time period, lymph
node, ER status, radiation, and tumor marker were the only variables
that were not selected by both methods. In the ﬁnal stage, based
on the union set, 8, 10, and 11 variables were selected for 1-, 5and 10-year time points, respectively. It should be noted that the
variables that were selected by GA and LASSO do not represent the

ﬁnal set of important variables. Rather, they are the candidates selected for inclusion in the ﬁnal prediction models. The ﬁnal set of
important variables, along with their importance levels, is provided
in Section 3.2, after applying SA and IF.
3.2. Classiﬁcation results
Two different classiﬁcation models (ANN and LR) were employed in the present study for each of the three time intervals due
to their high performance in the preliminary data analysis stage.
Each model was trained using SMOTE and RUS sampling methods,
along with 10-fold cross-validation. Therefore, 360 models were
produced, as there were three variable combinations (GA, LASSO,
GA U LASSO) × two learning algorithms (ANN and LR) × two sampling algorithms (RUS and SMOTE) × 3 time intervals (1-, 5- and
10-year periods) × 10 folds. The aggregated form of the classiﬁcation results yielded by these models is shown in Table 4, where
the second column represents the variable selection and balancing algorithms that are used for the associated year. To exemplify,
LASSO (RUS) represents the model that is sampled through RUS and
uses the variables selected through LASSO only. On the other hand,
LASSO ∪ GA (SMOTE) represents the model that is sampled through
SMOTE and uses the variables selected through the union set of
LASSO and GA.
Some interesting patterns can be identiﬁed in the prediction
results, as shown in Table 4. As previously noted, AUC was considered as the primary criterion, since it considers both sensitivity
and speciﬁcity. It is thus more informative, especially when there is
a signiﬁcant imbalance between the minority and majority class. In
such cases, the accuracy rate can be extremely high, while model
sensitivity can be extremely low.
It is evident from Table 4 that the AUC level decreases as the
prediction period increases. For example, the AUC rate for both
ANN and LR is the lowest in the 10-year prediction. Furthermore,
the power of AUC—as well as accuracy, sensitivity, and speciﬁcity—
decreases from 1- to 10-year survival prediction. This might be
due to a higher bias in predicting survival for longer time periods (Steyerberg, 2008). Another interesting observation is that the
ANN models always outperform the LR models in all time periods
(0.871 and 0.870 in 1-year, 0.836 and 0.829 in 5-year and 0.803
and 0.796 in 10-year time periods). Irrespective of the statistical
signiﬁcance of the observed differences, it is not possible to identify models that would work the best on a certain type of data, due
to which it is necessary to resort to the trial & error option. It is
likely that the inability to differentiate models based on the afore-
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Table 4
Classiﬁcation results using SMOTE and RUS with different models.

1-year

5-year

10-year

Logistic regression

Number of variables

Accuracy

Sensitivity

Speciﬁcity

AUC

LASSO (RUS)
LASSO (SMOTE)
GA (RUS)
GA (SMOTE)
LASSO ∪ GA (RUS)
LASSO ∪ GA (SMOTE)

4

0.840
0.838
0.741
0.819
0.737
0.807

(0.003)
(0.003)
(0.006)
(0.011)
(0.005)
(0.007)

0.692
0.693
0.748
0.756
0.788
0.789

(0.034)
(0.038)
(0.045)
(0.060)
(0.46)
(0.050)

0.842
0.841
0.741
0.820
0.736
0.808

(0.003)
(0.004)
(0.007)
(0.012)
(0.005)
(0.008)

0.842 (0.024)
0.845 (0.026)
0.818 (0.020)
0.861 (0.024)
0.829 (0.018)
0.870(0.022)

LASSO (RUS)
LASSO (SMOTE)
GA (RUS)
GA (SMOTE)
LASSO ∪ GA (RUS)
LASSO ∪ GA (SMOTE)

9

0.726
0.749
0.746
0.757
0.747
0.755

(0.006)
(0.005)
(0.006)
(0.006)
(0.006)
(0.006)

0.751
0.731
0.740
0.737
0.752
0.738

(0.010)
(0.006)
(0.014)
(0.011)
(0.013)
(0.012)

0.722
0.752
0.747
0.760
0.734
0.757

(0.007)
(0.006)
(0.007)
(0.006)
(0.007)
(0.007)

0.815
0.820
0.824
0.828
0.824
0.829

(0.006)
(0.006)
(0.006)
(0.005)
(0.005)
(0.005)

LASSO (RUS)
LASSO (SMOTE)
GA (RUS)
GA (SMOTE)
LASSO ∪ GA (RUS)
LASSO ∪ GA (SMOTE)

9

0.724
0.736
0.728
0.737
0.726
0.738

(0.007)
(0.006)
(0.007)
(0.007)
(0.007)
(0.006)

0.692
0.694
0.702
0.693
0.702
0.695

(0.011)
(0.015)
(0.012)
(0.014)
(0.013)
(0.015)

0.732
0.747
0.735
0.749
0.732
0.749

(0.009)
(0.007)
(0.009)
(0.009)
(0.008)
(0.007)

0.785
0.791
0.789
0.794
0.790
0.796

(0.007)
(0.007)
(0.007)
(0.007)
(0.007)
(0.007)

7
8

9
10

9
11

Artiﬁcial Neural Networks

Number of variables

Accuracy

Sensitivity

Speciﬁcity

AUC

1-year

LASSO (RUS)
LASSO (SMOTE)
GA(RUS)
GA (SMOTE)
LASSO ∪ GA(RUS)
LASSO ∪ GA(SMOTE)

4

0.828
0.822
0.736
0.819
0.722
0.822

(0.011)
(0.013)
(0.006)
(0.010)
(0.013)
(0.009)

0.694
0.714
0.777
0.777
0.801
0.772

(0.034)
(0.040)
(0.005)
(0.051)
(0.049)
(0.046)

0.830
0.824
0.735
0.820
0.721
0.823

(0.012)
(0.013)
(0.006)
(0.010)
(0.012)
(0.009)

0.840
0.845
0.826
0.869
0.829
0.871

(0.021)
(0.021)
(0.025)
(0.019)
(0.026)
(0.020)

LASSO (RUS)
LASSO (SMOTE)
GA (RUS)
GA (SMOTE)
LASSO ∪ GA(RUS)
LASSO ∪ GA(SMOTE)

9

0.744
0.761
0.744
0.755
0.737
0.756

(0.006)
(0.008)
(0.007)
(0.005)
(0.007)
(0.003)

0.745
0.743
0.748
0.758
0.758
0.755

(0.010)
(0.015)
(0.012)
(0.014)
(0.017)
(0.013)

0.744
0.764
0.743
0.754
0.734
0.759

(0.007)
(0.010)
(0.008)
(0.007)
(0.009)
(0.005)

0.823
0.835
0.824
0.835
0.824
0.836

(0.006)
(0.006)
(0.006)
(0.005)
(0.006)
(0.006)

LASSO (RUS)
LASSO (SMOTE)
GA (RUS)
GA (SMOTE)
LASSO ∪ GA (RUS)
LASSO ∪ GA (SMOTE)

9

0.726
0.745
0.721
0.741
0.724
0.742

(0.007)
(0.006)
(0.007)
(0.007)
(0.006)
(0.011)

0.706
0.695
0.710
0.706
0.705
0.697

(0.016)
(0.015)
(0.013)
(0.011)
(0.012)
(0.016)

0.731
0.758
0.723
0.751
0.729
0.754

(0.010)
(0.008)
(0.010)
(0.008)
(0.008)
(0.013)

0.792
0.803
0.791
0.802
0.790
0.801

(0.008)
(0.007)
(0.007)
(0.007)
(0.008)
(0.007)

5 -year

10-year

7
8

9
10

9
11

mentioned measures stems from the potential non-linear structure
of the dataset.
When the balancing (sampling) procedures are considered, the
results reported in Table 4 indicate that SMOTE always outperformed the RUS procedure for both ANN and LR models, as well
as for both GA and LASSO selection models. This outcome is expected when a dataset includes a large number of variables. As
the number of variables increases, the number of cases (i.e., the
number of observations) should also increase exponentially in order to train the model well (Han & Kamber, 2006). Hence, instead of decreasing the number of cases (as in RUS), increasing the
number of cases (as in SMOTE) might increase the model predictive power, since there is no information loss. It should be noted
that similar results might not be obtained from a dataset with the
same number of cases but with fewer variables. These arguments
are in line with the ﬁndings reported by Kumar, Mohri and Talwalkar (2012), who demonstrated that sampling methods can be
used interchangeably for a given model without diminishing its
predictive power.
Finally, the results reported in Table 4 demonstrate that neither variable selection method consistently outperforms the other
alternative. However, for both ANN and LR, and for all three time
periods, the models provide better results when the union set of
LASSO and GA with SMOTE is considered with the exception of 10year period with ANN prediction.
Each prediction/classiﬁcation method provides different outputs
for a given dataset, as it was also provided in the related literature (Delen et al., 2005). Therefore, in the present study, informa-

tion fusion was employed to combine multiple predictions made
by different models and thus ensure more reliable and robust results. After applying the sensitivity analysis procedure, which was
explained in detail in Section 2.7, the variable importance for both
models and all three time periods was obtained. Therefore, six
variable importance reports have been generated (i.e., 1-year ANN,
1-year LR, 5-year ANN, 5-year LR, 10-year ANN, and 10-year LR),
each focusing on the importance level of a variable for a given period and a given model. Subsequently, the two reports that belong
to the same time period were combined via the IF model, thus
yielding three importance reports for their respective time periods.
In the ﬁnal stage, the results were presented graphically, as shown
in Fig. 2. to visualize model outputs for three survival time periods
after information fusion.
The results shown in Fig. 2. demonstrate that the prediction
power of grade, extension, lymph nodes and nodes positive does not
decrease from 1- to 5-year, but increases in the 10-year survival
prediction. Similarly, although there is 1% reduction in the 5-year
survival prediction power of historic stage, it also increases while
predicting 10-year survival rate. While such reduction could have
occurred due to overﬁtting, the increase in the predictor importance from 1- to 10-year survival rate can be attributed to the
information about the potential spread rates of the tumor cells,
which is provided by these ﬁve predictors (Bunting, Hemsted &
Kremer, 1976; Carter, Allen & Henson, 1989; Kennecke et al., 2010).
Therefore, while impacts of the cancer characteristics might diminish in the short term due to treatment, these tumor characteristics
are highly informative in determining the long-term patient sur-
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Fig. 2. Variable importance for 1-, 5- and 10-year survival prediction via IF model.

vival and cancer recurrence, and thus gain importance as the illness progresses (Delen, 2009).
Furthermore, tumor marker provides information about cancer
behavior and the treatment types that can be effective for a speciﬁc patient (McShane et al., 2005). Although one type of treatment can beneﬁt the patient and reduce the recurrence risk in the
ﬁrst ﬁve years, it may lose its effect in the long term (Clarke et al.,
2005). Therefore, while tumor marker is of similar relevance for
predicting 1- and 5-year survival, its power in predicting 10-year
survival is much lower. Cancer stage revealed a similar trend in
predicting short- and long-term survival. Owing to the reliance
on state-of-the-art technologies, 5-year survival rate is 100% for
Stage 0 and Stage I breast cancer. However, it decreases to 93%, 72%
and 22% for Stage II, III and IV breast cancer patients, respectively
(Howlader et al., 2013). Considering the fact that the median survival time of patients with metastatic breast cancer is four years
(Bafford et al., 2009), and patients diagnosed with Stage II and III
cancer often die for reasons other than breast cancer such as ﬂu,
cold, etc. (Howlader et al., 2013), the prediction model loses its
power to predict 10-year survival.
In addition, ER and PR status indicate whether cancer cells
have estrogen or progesterone receptors that promote cancer cell
growth in the presence of estrogen or progesterone hormones,
respectively. Results yielded by the current analyses demonstrate
that ER and PR status do not have an impact on 1-year survivability, as both are also related with prognostic factors, such as
tumor size, lymph node involvement, cancer stage, and histology
type (Moise et al., 2013). On the other hand, both ER and PR status
follow a similar trend in predicting 5- and 10-year survival. While
a patient diagnosed ER positive may have higher chance of 5-year
survival (Berry et al., 2006), both ER- and PR-status have diminishing effect for predicting 10-year survival. The results support the
ﬁndings reported by Kasami et al. (2008) and Hirata et al. (2009),
who demonstrated that adjuvant systematic treatment can change
ER and PR status, which would in turn reduce their long-term predictive power.
Moreover, while age is highly relevant in predicting cancer patient survival, its power diminishes with time. There are conﬂicting opinions on the importance of age for breast cancer survival.
While Adami, Malker, Holmberg, Persson and Stone (1986) and
Nixon et al. (1994) demonstrated that younger breast cancer
patients are more vulnerable to distant metastases and are
more likely to experience cancer recurrence, Yancik, Ries and
Yates (1989) found that older patients do as well as young ones
in the short-term. Moreover, Lundin et al. (1999) showed that age
does not provide any statistical power to the prediction model for
predicting 5- and 10- year survival whereas it becomes statistically signiﬁcant in analyzing 15-year survival. Therefore, available
evidence supports the importance of age in predicting 1-year sur-

vival. On the other hand, its predictive power reduces from 19%
to 12% from 1- to 10-year survival period, likely due to the higher
signiﬁcance of other predictors, such as grade and lymph node involvement. Finally, while undergoing surgery provides no predictive
importance for 1-year survival, it has almost equal power in predicting 5- and 10-year survival. Surgery, however, has a relatively
low importance compared to other predictors because mastectomy
is performed on almost all patients to prevent potential cancer
growth and spread. Therefore, since most of the patients included
in the analyzed dataset opted to undergo mastectomy, the prediction model assigned low importance rate to surgery.
4. Conclusions and future research plan
In the present work, a novel approach for predicting the survival time of breast cancer patients after diagnosis was proposed
and was applied to three time periods. The analyses reported in
the preceding sections indicate that certain predictive attributes
contained within existing medical databases can be used to develop models that can accurately predict cancer outcomes and patient survival rates. To achieve this aim, a hybrid methodology
was formulated to elucidate whether and how the importance of
various factors changes over time, rather than focusing on cancer stages. The methodology was developed using the SEER dataset
pertaining to the 1973−2013 period obtained from NIH. Since the
dataset was imbalanced, RUS and SMOTE methods were applied. In
addition, before performing classiﬁcation, two well-known methods GA and LASSO were utilized in order to identify the best set
of predictor candidates for inclusion into the prediction models.
In the classiﬁcation process, the importance of each variable was
determined using two classiﬁcation algorithms namely ANN and
LR, before applying an IF technique. The aim of this work was to
ascertain (1) which factors contribute the most to the prediction
of survival of breast cancer patients in various time intervals, and
(2) whether and how the importance of those factors changes over
time. The study ﬁndings revealed that some factors typically considered relevant for cancer treatment do not equally contribute to
patient survival. As a result of identifying the key factors for patients’ short- and long-term survival, the most parsimonious models were developed for each time period, by utilizing purely datadriven algorithms. Moreover, the importance of these variables and
their changes over time was established, revealing the underlying
dynamics within and among factors. Thus, the contribution of the
current study to the extant body of knowledge stems from mapping out the variables whose impact changes over time. As this
was achieved by employing the most parsimonious models, these
strategies can have much broader implications for cancer treatment and research. In particular, advanced resampling techniques
were built by preventing the class imbalance problems that occur
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due to signiﬁcant differences in survival classes in most survival
datasets. Therefore, the same method can be adopted not only for
the practitioners in breast cancer ﬁeld but also in all cancer types.
Moreover, the information provided here will be beneﬁcial to medical practitioners in conducting their treatments in a more eﬃcient,
reliable, and productive manner.
The methodology presented in this paper can be used to augment decision-making processes based on data-driven predictions
in order to determine better prognosis and treatment courses.
However, not all patterns identiﬁed by machine learning models may be useful, or interesting to practitioners. Any predictions
made by such models, in order to be useful, must identify patterns
that can be actionable and logical. Therefore, application of these
models in practice requires a careful consideration of these model
characteristics by medical practitioners.
We plan to continue on the same research path and build a
graphical user interface (GUI) that can be used by medical practitioners without any machine learning experience or statistical
background. We plan to design the GUI to allow the practitioners
to enter all relevant patient data and obtain the survival probability for that patient for three different time periods. As this tool
can quickly identify “high risk” patients, medical practitioners can
use this information to formulate the best course of treatment. We
hope that such tool would remove some personal bias from already
challenging treatment decisions. Finally, with minor adjustments,
the tool can be applied to any cancer type.
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