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Re´sume´
La ne´cessite´ de ge´rer la complexite´ croissante des syste`mes en ge´ne´ral, et les syste`mes embarque´s
en particulier pousse leur conception vers une approche base´e sur la re´utilisation de composants
existants. A` cette complexite´ s’ajoute des exigences techniques, les syste`mes doivent satisfaire
des contraintes strictes de fiabilite´ et de correction. Dans notre travail, nous pre´conisons d’offrir
un cadre the´orique pour le de´veloppement de composants re´actifs synchrones suˆrs de manie`re
compositionnelle. Dans ce papier nous offrons d’une part, un cadre de description de composants
re´actifs synchrones e´le´mentaires dans un formalisme adapte´ pour la ve´rification formelle de
proprie´te´s de suˆrete´, et d’autre part, un cadre pour la construction des syste`mes globaux a`
partir de composants e´le´mentaires par une ope´ration de composition garantissant la correction
par construction.
1 Introduction
La complexite´ croissante des circuits et des syste`mes embarque´s repre´sente un enjeu majeur
pour les concepteurs de ces syste`mes. La re´utilisabilite´ de composants existants s’ave`re une ap-
proche efficace et largement utilise´e dans divers projets pour contrer cette complexite´. D’autre
part, l’utilisation des me´thodes formelles dans le cadre du de´veloppement de syste`mes apporte
une rentabilite´ plus e´leve´e, par la re´duction des couˆts et des de´lais de validation, et aussi une
fiabilite´ plus e´leve´e, par l’efficacite´ de ces me´thodes. En effet, l’approche formelle s’appuie sur
des formalismes et des techniques permettant de raisonner rigoureusement sur des syste`mes.
Combiner les deux approches apparaˆıt naturellement un bon moyen pour maitriser la concep-
tion des syste`mes et garantir leur qualite´. La de´marche de conception a` base de composants est
pour sa part corrobore´e dans le domaine du de´veloppement logiciel depuis quelques de´cennies,
elle se focalise plutoˆt sur la re´utilisation du code en adoptant une forte standardisation des
composants constitants le syste`me. Dans le contexte de ce travail, le proble`me est de garan-
tir qu’un syste`me construit a` partir d’un ensemble donne´ de sous-syste`mes et d’un ensemble
d’ope´rateurs de composition satisfait une proprie´te´ donne´e [20]. Dans ce papier nous intro-
duisons un cadre the´orique pour la conception de syste`mes re´actifs synchrones corrects a` partir
de sous-syste`mes. La conception de syste`mes dans le cadre propose´ s’inscrit dans une approche
modulaire compositionnelle en proˆnant l’utilisation des me´thodes formelles pour garantir la
conception de syste`mes corrects par construction.
Parmi les mode`les adapte´s et utilise´s avec succe`s pour la mode´lisation des syste`mes
base´s sur la notion d’e´ve`nements tels que les syste`mes re´actifs, nous trouvons les automates
d’entre´es/sorties, dits I/O-automata de l’anglais et que nous noterons le long du papier I/O-
automates, introduits par Lynch dans [16]. La se´mantique de ces formalismes focalise´e sur les
e´ve`nements d’entre´e et les e´ve´nements de sortie correspond parfaitement a` la se´mantique des
composants re´actifs, elle est bien adapte´e pour la description de leurs comportement. De plus,
la se´mantique des I/O-automates repose intrinse`quement sur le principe de compositionnalite´,
i.e, des automates globaux peuvent eˆtre construits a` partir d’automates e´le´mentaires graˆce a`
un ope´rateur de composition. Toutefois, l’ope´rateur de composition des I/O-automates s’ave`re
inapproprie´ pour la mode´lisation des composants dont le fonctionnement est base´ sur le principe
du premier entre´, premier sorti, nodans ls suite us utiliserons le terme pipeline pour designer ce
type de composant. La composition en se´rie de deux pipelines, telle que les sorties du premier
permettent d’alimenter directement le second, produit naturellement un pipeline de taille plus
grande. Cependant, du point de vue des mode`les comme cela a e´te´ illustre´ sur une e´tude de cas
dans [17], la composition des mode`les I/O-automates associe´s a` deux pipelines (assemble´s en
se´rie) ne produit pas le mode`le des I/O-automates associe´ au pipeline re´sultant, autrement dit,
les re`gles de composition des I/O-automates ne pre´servent pas la se´mantique de composants
de type pipeline. Dans ce papier, nous proposons de re´viser les re`gles de composition des I/O-
automates afin de garantir la pre´servation de la se´mantique des mode`les de composants par
l’ope´ration de composition. La contribution de ce papier est double :
 Proposer un cadre pour ge´ne´rer automatiquement des mode`les formels pour la spe´cification
des composants re´actifs a` partir de ses caracte´ristiques : la taille de la me´moire et le temps
de latence. Ces mode`les qui s’appuient sur le formalisme des I/O-automates peuvent
eˆtre utilise´s comme base pour prouver automatiquement des proprie´te´s sur les syste`mes
e´tudie´s, en utilisant les outils de ve´rification du type model-checking.
 Proposer un ope´rateur de composition qui pre´serve par composition la se´mantique de com-
posants re´actifs, i.e, un ope´rateur de composition qui permet de composer deux mode`les
associe´s a` deux pipelines et d’en ge´ne´rer un mode`le global correct. Cet ope´rateur de com-
position permet de construire de manie`re compositionnelle et hie´rarchique des syste`mes
corrects par construction a` partir de sous-syste`mes e´le´mentaires.
La suite de l’article est organise´e comme suit : nous rappelons dans la Section 2 la notion
de syste`mes re´actifs synchrones. Dans la Section 3 nous pre´senterons les mode`les des I/O-
automates qui sont des mode`les se´mantiques approprie´s pour repre´senter les syste`mes re´actifs
synchrones; nous expliquerons comment ces mode`les sont construits a` partir de caracte´ristiques
choisies des syste`mes. Nous rappellerons la de´finition de la composition des I/O-automates, et
nous montrerons que cette ope´ration n’est pas adapte´e pour la mode´lisation de la composition
des syste`mes re´actifs synchrones. Nous proposerons alors une re´vision de cette ope´ration de
composition pour garantir la correction. Nous donnons ensuite dans la Section 4 des arguments
permettant de valider notre approche. Dans la Section 5 nous pre´senterons les travaux connexes
et conclurons par la Section 6.
2 Syste`mes re´actifs synchrones
Un syste`me re´actif, appele´ aussi syste`me a` base d’e´ve`nements, est un syste`me qui interagit avec
son environnement sur la base d’une se´quence de re´actions. Chaque re´action est de´clenche´e
quand un e´ve`nement survient, et a un impact sur l’e´tat du syste`me. Les principes de l’approche
re´active peuvent eˆtre utilise´s comme une approche me´thodologique pour la conception et le
de´veloppement de syste`mes concurrents, ou` les unite´s de conception sont des composants fonc-
tionnels distribue´s qui interagissent entre eux graˆce a` une communication a` base d’e´ve`nements.
A` l’instar des mode`les de calcul a` de´clenchement temporel dit time-triggered Model of
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Computation [14], les composants synchrones sont rythme´s par une horloge globale qui coor-
donne l’ensemble des calculs; les calculs prennent du temps et ne sont pas instantane´s. Le
comportement du composant n’est pas conduit par les e´ve`nements qui se produisent dans son
environnement, mais de´cide de manie`re autonome quand interagir avec l’exte´rieur.
Dans ce papier, nous nous inte´ressons aux composants re´actifs synchrones (que nous noterons
dans la suite SR-composants), ces composants sont re´gis par une horloge logique sur laque-
lle repose le me´canisme d’e´changes instantane´s et simultane´s d’information (ou donne´es). Le
comportement d’un SR-composant peut eˆtre entie`rement spe´cifie´ par l’ensemble d’e´tats et de
se´quences permises d’e´ve´nements d’entre´e et de sortie qu’e´change le composant avec son envi-
ronnement. En plus des proprie´te´s ge´ne´rales que doivent satisfaire les SR-composants, comme
le de´terminisme et la re´activite´, ils doivent aussi satisfaire des proprie´te´s spe´cifiques lie´es aux
caracte´ristiques du composant. Dans ce papier nous nous inte´ressons a` deux caracte´ristiques
particulie`res des SR-composants qui sont la capacite´ de stockage de donne´es (me´moire) et la
dure´e de traitement d’une donne´e, i.e, la dure´e entre une action et le de´clenchement d’une
re´action (latence). Nous conside´rons qu’un SR-composant est de´fini par ces deux parame`tres
que nous noterons resp. M et L. Nous conside´rons aussi qu’a` chaque cycle d’horloge un com-
posant ne peut consommer qu’une seule donne´e en entre´e et peut produire une seule donne´e
en sortie. Une entre´e est stocke´e dans le composant jusqu’a` la de´livrance de la sortie corre-
spondante. Le comportement de SR-composants ainsi de´fini peut eˆtre de´crit par une se´quence
d’e´tats ou` chaque e´tat peut eˆtre spe´cifie´ par une liste de donne´es consomme´es par le composant
et la dure´e d’attente de chaque donne´e avant que la sortie correspondante soit disponible.
Concre`tement, cette liste repre´sente explicitement le flot de donne´es consomme´es par le com-
posant a` un instant donne´, et dont chaque e´le´ment de la liste repre´sente non pas la valeur de
la donne´e mais par une date (timestamp) – repre´sentant la quantite´ de temps e´coule´e depuis
l’entre´e de la donne´e jusqu’a` son effacement, i.e., la de´livrance de la sortie correspondante.
E´tant donne´ que les parame`tres L et M sont des constantes, l’ensemble des e´tats d’un SR-
composant est fini. Chaque e´tat s peut eˆtre code´ par une liste d’entiers comme suit s = 〈i〉i∈[0..L]
tel que length(s) ≤ M (avec length(s) la fonction qui retourne la taille de la liste). L’e´tat initial
est repre´sente´ par la liste vide (〈〉). Notons que dans ce codage nous conside´rons que toutes
les donne´es dont la date est supe´rieure ou e´gale a` la latence sont code´es L. En effet, nous
montrons que le comportement d’un e´tat ayant des donne´es dont la date de´passe la latence est
e´quivalent a` e´tat dont la date de ces donne´es a atteint la latence (voir Section 3.1). Par ailleurs,
en conside´rant que le composant ne consomme et ne produit qu’une seule donne´e a` chaque tick
d’horloge, on en de´duit que la se´quence de dates est ordonne´e et ne peut contenir deux dates
de la meˆme valeur, excepte´ pour les donne´es dont la date est supe´rieure ou e´gale la latence.
Le nombre d’e´tats d’un SR-composant de´fini par les parame`tres L et M peut eˆtre calcule´ par la
fonction suivante :
#s(L, M) =

1 +
M∑
i=1
CiL si M ≤ L
1 +
L∑
i=1
CiL + (M− L) autrement
ou` CiL de´signe la combinaison sans re´pe´tition de i dates parmi L. En effet, si M ≤ L en plus de
l’e´tat initial nous pouvons en se´lectionner jusqu’a` M dates (ou donne´es). Dans le cas contraire,
comme le compteur de date ne de´passe pas la valeur L, nous pouvons en se´lectionner jusqu’a` L
dates, et toutes les (M− L) autres dates, elles ont la meˆme valeur L.
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3 Mode´lisation
Pour pouvoir inte´grer et utiliser des techniques de ve´rification formelle dans une approche de
conception des syste`mes, il est ne´cessaire d’exprimer ces syste`mes dans un formalisme perme-
ttant l’analyse formelle. Dans cette section, nous introduisons les mode`les choisis pour de´crire
de manie`re naturelle le comportement d’un SR-composant. Ces mode`les sont utilise´s pour
ve´rifier, par model-checking, la satisfaction de proprie´te´s fonctionnelles. Aussi, ces mode`les
sont adapte´s pour une conception de syste`mes base´e sur une approche compositionnelle, ils
peuvent eˆtre combine´s pour former des mode`les complexes cohe´rents et complets.
3.1 Mode`le d’un SR-composant primitif
Pour la description d’un SR-composant nous nous appuyons sur les automates d’entre´e/de sortie
(I/O-automates) [16]. Ce formalisme pre´sente un grand inte´reˆt pour notre approche, d’une part,
il est parfaitement adapte´ pour repre´senter la se´mantique d’un syste`me re´actif, d’autre part, il
supporte le principe de compositionnalite´ : la the´orie des automates propose des me´canismes
maitrise´s pour combiner des automates. Les I/O-automates, comme de´finis dans la De´finition
1, sont des machines a` e´tats avec des actions (d’entre´e/de sortie) associe´es aux transitions.
De´finition 1 (I/O-automate). Un I/O-automate est un tuple A , 〈S, s0,Σ,→〉 ou` :
• S est l’ensemble des e´tats.
• s0 ∈ S est l’e´tat initial.
• Σ est l’ensemble des actions, tel que Σ = {i/o, i/o¯, i¯/o, i¯/o¯}.
• →⊆ S × Σ× S est la relation de transition.
Chaque transition (s, l, s′) ∈→ est note´e s l−→ s′. Lorsqu’une action l n’est pas exe´cutable a`
partit d’un e´tat, on le note par s /
l−−→. L’ensemble Σ = {i/o, i/o¯, i¯/o, i¯/o¯} repre´sente l’ensemble
de toutes les actions que l’automate peut exe´cuter, il regroupe tous les e´ve`nements de pre´sence
ou absence, des entre´es et des sorties qui peuvent survenir durant l’exe´cution d’un composant.
Informellement, i/o signifie qu’une entre´e et une sortie se produisent simultane´ment; i/o¯ signifie
qu’une entre´e se produit mais qu’aucune sortie n’est produite; i¯/o signifie qu’il n’y a pas d’entre´e
mais qu’une sortie est produite; et i¯/o¯ signifie qu’il n’y a ni entre´e, ni sortie.
Bien que le mode`le I/O-automate convienne parfaitement pour de´crire la se´mantique de com-
munication d’un SR-composant avec son environnement. Il ne conside`re pas les caracte´ristiques
intrinse`ques du SR-composant, en particulier sa capacite´ de stockage et sa re´activite´. En ef-
fet, en plus des communications le mode`le d’un SR composant doit e´galement satisfaire les
contraintes suivantes :
 Le composant accepte des donne´es de son environnement tant qu’il y a de l’espace libre,
i.e, la capacite´ de stockage n’est pas e´puise´e.
 Une entre´e doit se´journer dans le composant au moins une pe´riode e´gale a` la dure´e de la
latence avant que la sortie correspondante soit produite.
 Une fois qu’une donne´e est preˆte a` sortir, le composant a le choix entre la faire sortir ou
attendre.
Notations. Avant d’introduire une de´finition plus approprie´e d’un SR-mode`le, introduisons
quelques notations utiles pour la suite. Nous notons par pi = s0s1s2 . . . un chemin dans un I/O-
automate A qui est une suite finie ou infinie d’e´tats commenc¸ant par l’e´tat initial. La longueur
d’un chemin est note´e |pi| ∈ N, et pour deux e´tats donne´s si et sj , nous notons pi[si] = s0 . . . si
une portion du chemin jusqu’a` l’e´tat si, et pi[si, sj ] la portion du chemin depuis si jusqu’a` sj .
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Afin de pouvoir compter sur un chemin donne´ le nombre de transitions correspondant a` une
action l, nous de´finissons la fonction filtre qui ve´rifie si une transition exe´cute l’action l ou non :
τ(si, l, si+1) =
{
1 si (si, l, si+1) ∈→
0 autrement
Pour un e´tat donne´ s on peut calculer le nombre d’entre´es stocke´es dans le composant a` cet
e´tat, simplement par le comptage sur tout le chemin depuis l’e´tat initial de toutes les entre´es
(transitions e´tiquete´es i/o¯) en soustrayant toutes les sorties (transitions e´tiquete´es i¯/o) :
m(s) =
pre(s)∑
si=s0
τ(si, i/o¯, si+1)−
pre(s)∑
si=s0
τ(si, i¯/o, si+1)
avec pre(s) la fonction qui retourne un e´tat ante´ce´dent de s (un e´tat qui pre´ce`de l’e´tat s).
Notons par s in1 la fonction qui retourne l’e´tat ou` s’effectue la premie`re entre´e, i.e, partant
de l’e´tat initial le premier e´tat qui exe´cute une transition i/β. Nous de´finissons alors la fonction
lfst(s) qui calcule a` un e´tat donne´ s (diffe´rent de l’e´tat initial) l’aˆge de la plus vieille donne´e
par la longueur du chemin le se´parant de l’e´tat ou` a eu lieu la premie`re entre´e :
lfst(s) = |pi[s in1, s]|
En effet, chaque transition repre´sente l’e´coulement d’une unite´ de temps, la dure´e de se´jour
d’une donne´e peut alors eˆtre de´termine´e par la longueur du chemin parcouru depuis son entre´e.
La fonction s in1 e´tant non de´fini a` l’e´tat initial s0 (absence de donne´es a` cet e´tat) nous
de´finissons par convention lfst(s0) = −1. Il convient de noter, du point de vue pratique, les e´tats
e´tant code´s par des listes, i.e, par le tuple s = 〈i〉i∈[1..L], les fonctions m et lfst correspondent
respectivement, a` la fonction length qui calcule de longueur d’une liste et a` la fonction greatest
qui calcule le plus grand e´le´ment d’une liste.
Pour traduire les proprie´te´s comportementales d’un SR-composant sur le mode`le I/O-
automate, introduisons les pre´dicats suivants :
 Proprie´te´ de de´terminisme :
Determinist(s)⇔
(
∃s′, s′′ ∈ S.(s′ 6= s′′) ∧ s l−→ s′ ∧ s l
′
−→ s′′ ⇒ l 6= l′
)
Elle spe´cifie qu’a` partir de chaque e´tat du SR-composant les transitions sont de´termine´es
de fac¸on unique par l’action a` exe´cuter.
 Proprie´te´ de re´ceptivite´ :
Receptiv(s)⇔

(lfst(s) = L⇒ (∃s′.s α/o−−→ s′))∧
(m(s) < M⇒ (∃s′.s i/β−−→ s′))∧
(∃s′ ∈ S.s i¯/o¯−−→ s′)
Elle spe´cifie qu’a` chaque e´tat le SR-composant produit des sorties quand elles sont preˆtes,
accepte des entre´es quand elles sont disponibles, et peut aussi de´cider de rester inactif.
 Proprie´te´ de chronome´trage :
OutAfterCount(s)⇔
(
lfst(s) < L⇒ @s′ ∈ S.s α/o−−→ s′
)
Elle spe´cifie que le SR-composant ne peut produire de sortie d’une entre´e n’ayant pas
se´journe´ une pe´riode supe´rieure ou e´gale a` la latence L.
 Proprie´te´ de oisivete´ :
IdleAfterCount(s)⇔
(
∃s′ ∈ S.s i¯/o¯−−→ s′ ∧ 0 < lfst(s) < L⇒ s 6= s′
)
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Elle spe´cifie que le SR-composant qui a consomme´ une donne´e, et qui n’est donc plus
a` l’e´tat initial, ne peut rester dans un e´tat oisif (boucler sur lui-meˆme) qu’une fois le
de´compte de latence termine´, qui correspond a` l’arrive´e sur un e´tat ayant au moins une
donne´e preˆte a` sortir.
Nous de´finissons alors un SR-mode`le comme e´tant un I/O-automate qui satisfait l’ensemble de
ces pre´dicats.
De´finition 2 (SR-Mode`le). Conside´rons C un SR-composant caracte´rise´ par ses parame`tres L
et M, un SR-mode`le de C est un I/O-automate A = 〈S, s0,Σ,→〉 ou` :
 S =
#s(L,M)⋃
i=0
si
 s0 = 〈〉, l’e´tat initial
 Σ = {i/o, i/o¯, i¯/o, i¯/o¯}
 → est la relation de transition minimale qui satisfait :
∀s ∈ S.Determinist(s) ∧ Receptiv(s) ∧ IdleAfterCount(s) ∧OutAfterCount(s)
Intuitivement, un SR-mode`le est un I/O-automate contraint par le nombre d’e´tats at-
teignables et l’ensemble de transitions pouvant eˆtre exe´cute´es a` chaque e´tat. Notons que nous
conside´rons la porte´e temporelle d’une transition d’un SR-mode`le e´gale a` une pe´riode d’horloge.
Construction d’un SR-mode`le. Cette de´finition a e´te´ imple´mente´e par un algorithme
donne´ en annexe A. L’algorithme prend comme entre´e, les parame`tres L et M d’un SR-composant
et retourne le SR-mode`le correspondant. Son imple´mentation s’appuie sur le codage propose´,
a` savoir, les e´tats sont repre´sente´s par des listes, et dont chaque e´le´ment de la liste i repre´sente
la dure´e de se´jour de l’entre´e correspondante. L’algorithme simule le comportement d’un SR-
composant en de´marrant a` partir de la liste vide 〈〉, a` chaque nouvelle entre´e la liste est comple´te´e
d’un e´le´ment (de valeur 1) et a` chaque sortie la plus ancienne valeur (qui est force´ment L) est
supprime´e. Et lorsqu’une nouvelle transition est cre´e´e d’un e´tat vers un autre e´tat, tous les
e´le´ments de l’e´tat source qui sont reporte´s dans l’e´tat cible sont incre´mente´s de 1 – ce qui traduit
l’e´coulement du temps. Comme nous l’avons mentionne´ pre´ce´demment, par convention, la dure´e
d’attente (de se´jour) d’une entre´e est borne´e par la valeur de la latence L ; l’incre´mentation est
alors applique´e qu’aux e´le´ments de la liste dont la valeur est infe´rieure a` L. En effet, nous remar-
quons que le codage adopte´ ge´ne`re des e´tats e´quivalents : des e´tats qui sont structurellement
diffe´rents mais du point de vue d’un observateur exte´rieur, ils simulent un meˆme comportement
du SR-composant (ils permettent l’exe´cution exactement de meˆmes transitions). Cela corre-
spond a` des e´tats ayant consomme´ le meˆme nombre d’entre´es et pouvant produire la meˆme
se´quence de sorties, i.e, les sorties sont produites aux meˆmes dates. Cette e´quivalence lie´e a` la
date de sortie des donne´es, en l’occurrence a` la latence, que nous appelons L-e´quivalent et que
nous notons s1 ≡l s2 (qui se lit deux e´tats s1 et s2 sont L-e´quivalent vis-a`-vis d’une date l) est
de´finie comme suit :
s1 ≡l s2 ⇔
{
length(s1) = length(s2)∧
(∀i ∈ 1 . . . length(s1).(s1[i] = s2[i]) ∨ (s1[i] ≥ (l − (i− 1)) ∧ s2[i] ≥ (l − (i− 1)))
En utilisant cette notion L-e´quivalents vis-a`-vis de la latence L notre algorithme ge´ne`re le plus
petit I/O-automate repre´sentant le comportement d’un SR-composant.
Exemple 1. Conside´rons un SR-composant avec les parame`tres L = 2 et M = 2.
Le SR-mode`le correspondant, ge´ne´re´ par l’algorithme (voir Figure 1 droite), est un I/O-
automate qui respecte la se´mantique du composant. En effet, a` partir de l’e´tat initial, repre´sente´
par le tuple vide 〈〉, seules deux transitions sont possibles, la transition (¯i/o¯) correspondant a`
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iM = 2, L = 2
C
o 〈 〉start 〈1〉 〈2; 1〉
〈2〉
i¯/o¯
i/o¯
i¯/o¯
i/o¯
i¯/o¯
i/o
i¯/o
i¯/o¯
i/o
i/o¯i¯/o
Figure 1: Un SR-composant avec L = 2 et M = 2 et le SR-mode`le associe´
une attente, et le composant reste sur le meˆme e´tat; ou la transition (i/o¯) correspondant a`
une consommation d’une entre´e et conduisant a` un nouvel e´tat 〈1〉, i.e, l’e´tat ou` le composant
compte une seule entre´e consomme´e depuis une unite´ de temps. A` partir de l’e´tat 〈1〉 la me´moire
n’e´tant pas pleine, le composant peut donc accepter une autre entre´e (transition i/o¯), et aller
vers l’e´tat 〈2; 1〉 (avec la me´morisation de la date de la nouvelle entre´e et incre´mentation des
anciennes entre´es), il peut e´galement continuer a` attendre mais pas sur le meˆme e´tat (transition
i¯/o¯) et aller vers l’e´tat 〈2〉 (comptant ainsi la dure´e de se´jour des entre´es consomme´es). A` l’e´tat
〈2〉 la me´moire n’e´tant toujours pas pleine, le composant peut accepter une nouvelle entre´e sans
produire de sortie i/o¯ et aller vers 〈2; 1〉, qui est un e´tat dans lequel le composant est plein
et a` partir duquel celui-ci ne peut plus accepter d’autres entre´es sans produire de sortie. A`
l’e´tat 〈2〉, le composant dispose d’une entre´e qui a de´ja` atteint la latence, il peut produire une
sortie (transition i¯/o ou transition i/o) ; il peut continuer d’attendre et rester sur le meˆme
e´tat (transition i¯/o¯) – fin de de´compte de la latence ; il peut e´galement accepter une nouvelle
entre´e (transition i/o¯) et aller vers l’e´tat 〈2; 1〉. Notons qu’a` partir de l’e´tat 〈2; 1〉 une attente
(transition i¯/o¯) devrait mener vers l’e´tat 〈2; 2〉, cependant celui-ci e´tant L-e´quivalent a` 〈2; 1〉
vis-a`-vis de L = 2 il n’est alors pas ge´ne´re´ (la transition boucle sur 〈2; 1〉).
3.2 Composition
En ge´ne´ral, les syste`mes re´actifs sont constitue´s d’un ensemble de composants qui commu-
niquent entre eux. Ils sont construits par assemblage en paralle`le ou en se´rie de composants
primitifs. Comme illustre´ par la Figure 2, un SR-composant peut eˆtre construit a` partir de
plusieurs SR-composants assemble´s en se´rie. La capacite´ de stockage du SR-composant re´sultant
est la somme des capacite´s de stockage de ses sous SR-composants et la latence la somme des
latences. De manie`re ge´ne´rale, l’assemblage en se´rie n SR-composants ayant comme parame`tres
Li et Mi construit un SR-composant de parame`tres L =
n∑
i=1
Li et M =
n∑
i=1
Mi.
L’approche pre´sente´e dans ce papier se base sur une me´thode d’analyse de SR-composants
a` travers l’utilisation des automates. Afin de construire le mode`le global associe´ a` un SR-
composant a` partir des mode`les associe´s a` ses sous SR-composants, nous de´finissons une
ope´ration de composition. La the´orie des I/O-automates est munie d’une ope´ration de compo-
sition ; cette ope´ration (rappele´e dans la De´finition 3) de´finit la composition par des re`gles de
synchronisation des e´ve`nements des automates ope´randes : les e´tats deux automates se com-
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posent s’il y a un accord sur le statut de leurs entre´es et sorties. L’accord se base le principe de
communication par handshake (poigne´e de main) convient naturellement pour la repre´sentation
de la composition de SR-composants assemble´s en se´rie.
i1
C1
o1 i2
C2
o2
i1
C
o2
Figure 2: Composition en se´rie de deux composants
De´finition 3 (Composition des I/O-automates). Soit deux I/O-automates A1 =〈S1, s01 ,Σ,→1〉
et A2 =〈S2, s02 ,Σ,→2〉, leur composition est un I/O-automate 〈S1×S2, (s01 , s02),Σ,→〉 tel que
S1×S2 est l’ensemble des e´tats, Σ est l’ensemble des e´tiquettes, (s01 , s02) est l’e´tat initial et →
la fonction de transition de´finie par les re`gles suivantes :
→,
{
(s1, s2)
α/β−−→ (s′1, s′2) if (s1
α/o−−→ s′1∧s2
o/β−−→ s′2) ∨ (s1
α/o¯−−→ s′1∧s2
i¯/β−−→ s′2)
inde´fini autrement
ou` α et β repre´sentent resp. les diffe´rents statuts des entre´es et sorties, i.e, α = i ou α = i¯
et β = o ou β = o¯.
En revanche, l’ope´ration de composition des I/O-automates n’est pas adapte´e a` la composi-
tion des SR-mode`les. Comme cela a e´te´ illustre´ par un exemple dans [17], le mode`le re´sultant
de la composition de mode`les associe´s a` des SR-composants assemble´s en se´rie (par application
des re`gles de la De´finition 3) ne correspond pas au mode`le associe´ au SR-composant global : il
ne satisfait pas les proprie´te´s comportementales du SR-mode`le attendu. Le proble`me, de´crit de
manie`re de´taille´e dans [7], se re´sume comme suit :
 d’une part, la composition ge´ne`re des mode`les non-de´terministes. En effet, les deux re`gles
de composition (s1
α/o−−→ s′1 ∧ s2
i/β−−→ s′2) et (s1
α/o¯−−→ s′′1 ∧ s2
i¯/β−−→ s′′2) peuvent s’appliquer
simultane´ment et entrainer donc la construction de fac¸on concomitante de la transition
(s1, s2)
α/β−−→ (s′1, s′2) et la transition (s1, s2)
α/β−−→ (s′′1 , s′′2) ;
 d’autre part, la composition ge´ne`re des mode`les comportant des e´tats non de´sirables et
manque e´galement de ge´ne´rer des e´tats attendus. Les e´tats non de´sirables correspondent
essentiellement – au cas ou` le premier composant ne peut plus accepter d’entre´es (par
manque d’espace de stockage) ni produire de sortie et le second dispose de me´moire,
cependant aucune des re`gles (De´finition 3) n’est applicable pour ge´ne´rer l’e´tat composite
qui devrait naturellement accepter une entre´e ; ou – le cas ou` le premier composant est
preˆt a` produire une sortie et le second ne peut pas l’accepter (par manque d’espace de
stockage), ce qui cause un retard dans le calcul du temps de se´jour des entre´es du premier
composant dans l’e´tat composite.
Concre`tement, le proble`me vient du fait que les SR-composants se comportent comme des
buffers de type pipeline, et la composition des I/O-automates ne pre´serve pas cette se´mantique :
la composition cre´e des bulles dans le composant re´sultant.
Du point de vue de l’imple´mentation, l’e´tat obtenu par composition de deux e´tats s1 =
〈i1, . . . , n1〉 et s2 = 〈i2, . . . , n2〉 est une liste obtenue par la fusion des listes associe´es aux e´tats,
encode´e comme suit : 〈i1, . . . , n1, i2 + L1, . . . , n2 + L1〉. En effet, dans l’e´tat composite toutes
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les entre´es associe´es au premier composant conservent leurs valeurs, celles associe´es au second
composant sont additionne´es a` la latence du premier composant, ajout justifie´ par la ne´cessite´
pour toute entre´e atteignant le second composant de traverser d’abord le premier composant.
3.2.1 Composition correcte.
Afin de re´soudre le proble`me de l’inade´quation de l’ope´ration de composition des I/O-automates
pour composer SR-mode`les. Nous proposons un nouvel ope´rateur de composition de SR-
mode`les ; Cet ope´rateur base´ sur le meˆme principe de composition des I/O-automates mais
il interdit la ge´ne´ration des e´tats inde´sirables et contraint la construction des e´tats manquants.
〈 〉start 〈1〉 〈1; 1〉
i¯/o¯
i/o¯
i¯/o¯
i/o
i¯/o
i/o¯
i¯/o¯
i/o
i¯/o
〈 〉start 〈1〉 〈2; 1〉
〈2〉
i¯/o¯
i/o¯
i¯/o¯
i/o¯
i¯/o¯
i/o
i¯/o
i¯/o¯
i/o
i/o¯i¯/o
Figure 3: Le SR-mode`le correspondant au SR-composant avec L = 1 et M = 2 (a` gauche). Un
SR-mode`le virtuel associe´ au SR-mode`le du SR-composant avec L = 2 et M = 1 (a` droite)
La solution propose´e repose sur une notion de mode`le dit virtuel. Un mode`le virtuel associe´
a` un SR-composant est le SR-mode`le associe´ au composant, avec une me´moire e´tendue. Par
exemple, l’automate de la Figure 3 (a` droite) est un SR-mode`le virtuel associe´ au SR-composant
ayant les parame`tres L = 2 et M = 1. En effet, l’automate dessine´ avec des lignes continues est
le SR-mode`le associe´ a` ce composant, remarquons que celui-ci est e´tendu par des e´tats et des
transitions (partie dessine´e en pointille´) mode´lisant l’extension de la capacite´ de stockage d’une
unite´ de me´moire. L’automate complet ainsi obtenu (partie en lignes continues et pointille´es)
forme le SR-mode`le virtuel associe´ a` ce composant. Concre`tement, le SR-mode`le complet est
le SR-mode`le associe´ au SR-composant ayant les parame`tres L = 2 et M = 2, et au regard du
SR-composant ayant les parame`tres L = 2 et M = 1 nous le de´signons comme e´tant un mode`le
virtuel qui sera utilise´ pour effectuer la composition.
Plus de notations. Avant de donner la de´finition de la composition suˆre de SR-mode`les,
introduisons d’abord d’autres notations. Conside´rons un composant ayant les parame`tres M et
L, et A le SR-mode`le associe´. Notons par A+m un mode`le virtuel associe´, obtenu par extension
de sa capacite´ de stockage d’une quantite´ e´gale a` m ; la capacite´ me´moire de A+m est alors M+m.
Nous utiliserons un ope´rateur de priorite´ note´ ⇓ pour fixer un ordre priorite´ dans l’application
de re`gles : la notation
R1
⇓
R2
signifie si la re`gle R1 est applicable alors elle est applique´e, sinon
c’est la re`gle R2 qui est applique´e. Nous de´finissons le pre´dicat exceed qui pour un e´tat et un
entier donne´ indique si la quantite´ d’informations consomme´es par le composant a` cet e´tat est
supe´rieure a` cet entier ou non :
exceed(s, N)⇔ length(s) > N
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Naturellement, aucun e´tat du SR-mode`le associe´ a` un SR-composant de´fini par des parame`tres L
et M ne devrait satisfaire exceed(s, M). En revanche, un e´tat d’un SR-mode`le virtuel associe´ peut
satisfaire ce pre´dicat puisqu’il e´tend la me´moire. Nous caracte´risons un e´tat d’un composant
qui est preˆt a` produire une sortie sans se vider comple`tement par le pre´dicat idle :
idle(s)⇔ s i¯/o¯−−→ s ∧ ∃s′ ∈ S.s i¯/o−−→ s′ ∧ s′ 6= s0
Pre´cise´ment, un e´tat satisfaisant le pre´dicat idle est un e´tat disposant d’au moins deux
donne´es. En effet, d’apre`s la se´mantique d’un SR-mode`le, un composant ne peut rester oisif,
i.e., boucler sur lui-meˆme avec l’action i¯/o¯, que s’il a termine´ de compter.
Nous de´finissons maintenant une nouvelle ope´ration de composition des I/O-automates
(De´finition 4), cette ope´ration permet la composition contrainte d’automates.
De´finition 4 (Composition contrainte des I/O-automates). E´tant donne´s deux I/O-automates
A1 = 〈S1, s01 ,Σ,→1〉 et A2 = 〈S2, s02 ,Σ,→2〉 et trois constantes l1, l2, et N, la composition
contrainte, note´e A1
∏
(l1,l2,N)
A2, est un I/O-automate 〈S1×S2, (s01 , s02),Σ,→〉 telle que la fonction
de transition → est la plus petite relation satisfaisant les re`gles suivantes :
1. s1
i/α∗−−−→ s′1, s2 β
∗/o−−−→ s′2
s1
i/o−−→ s′1, s2 i/o−−→ s′2
⇓
s1
i/o¯−−→ s′1, s2 i¯/o−−→ s′2
(s1, s2)
i/o−−→ (s′1, s′2)
2. s1
i¯/α∗−−−→ s′1, s2 β
∗/o−−−→ s′2
s1
i¯/o−−→ s′1, s2 i/o−−→ s′2 ∧¬(length(s′1) < l1 ∧ length(s′2) > l2)
⇓
s1
i¯/o¯−−→ s′1, s2 i¯/o−−→ s′2
(s1, s2)
i¯/o−−→ (s′1, s′2)
3. s1
i/α∗−−−→ s′1, s2 β
∗/o¯−−−→ s′2
si ¬ exceed((s1, s2), N) alors
s1
i/o−−→ s′1, s2 i/o¯−−→ s′2 ∧¬(length(s′1) < l1 ∧ length(s′2) > l2)
⇓
s1
i/o¯−−→ s′1, s2 i¯/o¯−−→ s′2
(s1, s2)
i/o¯−−→ (s′1, s′2)
4. s1
i¯/α∗−−−→ s′1, s2 β
∗/o¯−−−→ s′2
si idle(s2) alors (s1, s2)
i¯/o¯−−→ (s1, s2)
sinon
s1
i¯/o−−→ s′1, s2 i/o¯−−→ s′2 ∧ length(s2) < l2
⇓
s1
i¯/o¯−−→ s′1, s2 i¯/o¯−−→ s′2
(s1, s2)
i¯/o¯−−→ (s′1, s′2)
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La composition contrainte des I/O-automates est fonde´e sur le principe de communication
par poigne´e de main (handshake), seulement celle-ci est guide´e par des parame`tres (capacite´
des composants). En effet, remarquons l’utilisation de l’ope´rateur de priorite´ dans les re`gles qui
empeˆche l’application simultane´e des re`gles : dans toutes les re`gles le transfert est privile´gie´ sur
la pause. Le transfert d’un composant vers un autre est possible que si l’e´tat composite re´sultant
garantit le respect de l’ordre chronologique de toutes les entre´es (¬(length(s′1) < l1∧length(s′2) >
l2)). De plus, si le second composant est dans un e´tat qui ne peut de´livrer de sortie et le premier
est preˆt a` consommer une entre´e, la composition se fait qu’a` condition que la quantite´ de donne´es
dans l’e´tat composite n’exce`de pas une quantite´ autorise´e (¬ exceed((s1, s2), N)). Et enfin, dans
le cas ou` il n’y a aucune interaction des composants avec l’exte´rieur, si le second composant est
dans un e´tat oisif, le composant global sera alors dans un e´tat oisif.
A` pre´sent, nous proposons une de´finition d’une ope´ration de composition suˆre de SR-
mode`les. Cette de´finition s’appuie sur la notion de SR-mode`les virtuels qui e´tendent la capacite´
me´moire des mode`les pour assurer la construction des e´tats manquants et utilise l’ope´ration de
composition contrainte pour empeˆcher la construction des e´tats inde´sirables.
De´finition 5 (Composition des SR-mode`les). E´tant donne´s deux composants C1 et C2 ayant
resp. les parame`tres M1, L1 et M2, L2. Le SR-mode`le associe´ au SR-composite est obtenu par la
composition dirige´e des SR-mode`les virtuels associe´s, A+m11
∏
(L1,L2,M1+M2)
A+m22 avec
m1 =
{
min(L1 − M1, M2) si M1 < L1
0 sinon
et m2 =
{
L2 − M2 si M2 < L2
0 sinon
En re´alite´, en utilisant l’ope´rateur de composition des I/O-automates, la composition de
SR-mode`les n’est pas correct que dans les cas ou` M1 < L1 ou M2 < L2. La composition dans
ces cas ge´ne`re des e´tats encodant des configurations dans lesquels le syste`me global n’est pas
en mesure d’accueillir de nouvelles entre´es malgre´ la disponibilite´ d’espace libre global ou il
pre´sente des irre´gularite´s dans la progression des donne´es. La nouvelle composition ope`re sur
des mode`les qui e´tendent la me´moire de composants par une quantite´ au moins e´gale a` L − M
pour assurer une progression continue de donne´es de C1 vers C2. En effet, elle e´tend la me´moire
de C1 par une quantite´ de donne´es m1 qui permettra de recevoir les donne´es ne pouvant eˆtre
consomme´es en raison du mode de fonctionnement de l’ensemble du syste`me en mode pipeline
(C1 e´tant plein mais C2 disposant d’espace libre). Elle e´tend e´galement la me´moire de C2 par
une quantite´ m2 pour recevoir les donne´es que C1 produit, mais que C2 ne peut pas recevoir en
ce moment pour cause de manque d’espace me´moire. Notons que l’utilisation de la composition
contrainte garantit qu’a` chaque e´tat de l’automate re´sultat la quantite´ maximale de donne´es
consomme´es n’exce`de jamais la taille du mode`le de base, i.e, M1 + M2.
La composition de deux SR-mode`les est re´alise´e par le parcours des e´tats des deux SR-
mode`les en partant des e´tats initiaux. La Figure 4 illustre un exemple de SR-mode`le obtenu
par la composition des SR-mode`les donne´es dans la Figure 3. Notons que dans le SR-mode`le
re´sultat chaque e´tat est code´ en couleur noire par le couple d’e´tats ayant servi a` sa construction,
et par dessous en couleur bleue par sa repre´sentation dans le SR-mode`le attendu. Remarquons
que – le SR-mode`le est de´terministe : graˆce a` l’utilisation de l’ope´rateur de priorite´ on ne peut
ge´ne´rer a` partir d’un meˆme e´tat une transition e´tiquete´e α/β et allant vers deux e´tats diffe´rents ;
– Les compositions des e´tats ne sont pas toutes ge´ne´re´es, par exemple l’e´tat 〈1, 1〉〈〉 n’est pas
ge´ne´re´. La ge´ne´ration de cet e´tat re´sulterait de la construction de la transition suivante :
〈1〉〈〉 i/o¯−−→ 〈1; 1〉〈〉 (par application de la re`gle (3)) ; Cependant, selon la re`gle de priorite´ c’est
plutoˆt la transition 〈1〉〈〉 i/o¯−−→ 〈1〉〈1〉 qui est construite et l’e´tat 〈1〉〈1〉 qui sera alors ge´ne´re´. Il
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〈〉〈〉
〈〉start
〈1〉〈〉
〈1〉
〈〉〈1〉
〈2〉
〈〉〈2〉
〈3〉
〈1〉〈1〉
〈2; 1〉
〈1〉〈2〉
〈3; 1〉
〈1〉〈2; 1〉
〈3; 2; 1〉
〈〉〈2; 1〉
〈3; 2〉
i¯/o¯
i/o¯
i/o¯
i¯/o¯
i/o¯
i¯/o¯
i¯/o¯
i/o
i/o¯
i¯/o
i/o¯
i¯/o¯
i¯/o¯
i/o
i/o¯
i¯/o
i¯/o¯
i/o
i¯/o
i¯/o¯
i/o
i/o¯
i¯/o
Figure 4: Le SR-mode`le re´sultant de la composition des SR-mode`les donne´s dans la Figure 3
convient de noter que ces deux e´tats sont L-e´quivalent vis a` vis de la latence global L = 3, i.e.,
〈1〉〈1〉 ≡3 〈1; 1〉〈〉. De manie`re similaire, l’e´tat 〈1; 1〉〈2〉 n’est pas ge´ne´re´, on a 〈1〉〈2; 1〉 ≡3 〈1; 1〉〈2〉.
Notons que les e´tats composites 〈1; 1〉〈1〉 et 〈1; 1〉〈2; 1〉 bien que valides ils ne sont pas ge´ne`res
car il ne sont pas corrects. Notons aussi, compte tenu de la pre´sence de boucles i¯/o¯ sur les
e´tats 〈2〉 et 〈1; 2〉, l’ajout syste´matique des boucles i¯/o¯ sur les e´tats composites 〈〉〈2〉 et 〈〉〈2; 1〉
(application de la re`gle 4).
4 Validation
Dans le but de valider notre approche, nous avons imple´mente´ en OCAML l’algorithme de con-
struction d’un SR-mode`le a` partir des parame`tres M et L d’un composant (appele´e build prim),
ainsi que l’algorithme de composition permettant de construire un SR-mode`le global a` partir
d’un ensemble de SR-mode`les primitifs base´ sur les re`gles propose´es (appele´e build comp).
Nous avons montre´ en utilisant l’outil de preuve Easycrypt [4] que les I/O-automates (prim-
itifs et composites) ge´ne´re´s par nos algorithmes satisfont bien les proprie´te´s comportemen-
tales, i.e, les algorithmes ge´ne`rent des SR-mode`les bien forme´s. Une description comple`te
de l’imple´mentation de la construction des SR-mode`les et les expe´rimentations mene´es sont
disponibles dans [1].
D’autre part, nous avons utilise´ l’outil de model-checking CADP [11] pour ve´rifier sur
plusieurs exemples que l’ope´rateur de composition propose´ pre´serve la se´mantique des SR-
syste`mes. Plus pre´cise´ment, nous avons montre´ le Lemme 1 qui dit que pour tous SR-
composants (caracte´rise´s par leurs parame`tres L1, M1, L2, et M2), le mode`le obtenu par la
composition des mode`les associe´s est bisimilaire au mode`le associe´ au SR-composant composite
(caracte´rise´ par L1 + L2, M1 + M2).
Lemma 1. Pour tous entiers M1, L1, M2, L2 ∈ N,
build-prim(M1 + M2, L1 + L2) et build-comp(M1, L1, M2, L2) sont bisimilaires.
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Nous avons aussi mene´ l’expe´rimentation sur une e´tude de cas re´elle, une application de
traitement de signal pre´sente´e dans [17] : application IDCT (Inverse discrete cosine trans-
form) qui comporte sept composants connecte´s en se´rie et qui communiquent entre eux selon
le principe de la poigne´e de main. L’analyse et la ve´rification ont pris quelques millisecondes.
Nous avons utilise´ les SR-mode`les ge´ne´re´s pour ve´rifier la satisfiabilite´ de proprie´te´s comporte-
mentales. Les proprie´te´s sont alors e´crites en langage MCL (Model Checking Language) [18],
langage supporte´ par CADP. Les formules MCL sont des formules logiques base´es sur des ex-
pressions re´gulie`res utilisant des ope´rateurs boole´ens, des ope´rateurs de modalite´ (l’ope´rateur de
ne´cessite´ est note´ par les crochets [ ], et l’ope´rateur de possibilite´ est note´ par des chevrons 〈 〉),
l’ope´rateur de point fixe maximal et des constructions de traitement de donne´es inspire´es des
langages de programmation fonctionnels. Pour les machines a` e´tats, une se´quence de transitions
qui commence par l’e´tat initial et qui satisfait une formule re´gulie`re ϕ peut eˆtre exprime´ en
MCL, soit comme exemple par la formule 〈ϕ〉true, soit comme contre-exemple par la formule
[ϕ]false. Les se´quences de transition sont spe´cifie´es en MCL par des formules d’actions et des
ope´rateurs d’expressions re´gulie`res. Pour un SR-mode`le associe´ a` un SR-composant caracte´rise´
par L et M nous avons ve´rifie´ par exemple :
 La proprie´te´ exprimant qu’apre`s la lecture d’une information le composant devra attendre
L− 1 unite´ de temps (en plus de l’unite´ de temps consacre´ a` la consommation) avant de
produire la sortie correspondante, est code´e par la formule MCL suivante :
[(¬ ”i/o¯”)∗.”i/o¯”] <true{L−1}.(”i/o”∨ ”¯i/o”)> true
L’expression true{L−1} repre´sente les se´quences de transitions qui contiennent exactement
L−1 occurrences de n’importe quelle action (encode´e en MCL par la constante true).
 De la meˆme manie`re, la proprie´te´ exprimant que le composant peut recevoir jusqu’a` M
donne´es, apre`s cela, il ne peut plus recevoir de donne´es se code par la formule :
[(¬ ”i/o¯”)∗.(”i/o¯”){M}] <(¬ ”i/o¯”)> true
Sans aucune surprise ces proprie´te´s sont e´value´es automatiquement par l’outil a` true (vrai) ce
qui signifie que les SR-mode`les respectent la se´mantique des SR-syste`mes. De la meˆme manie`re,
nous pouvons coder des proprie´te´s de suˆrete´ et les ve´rifier sur les mode`les ainsi ge´ne´re´s.
5 Travaux connexes
Le de´veloppement de syste`mes a` base de composants est une approche qui a fait ces preuves
dans plusieurs domaines, particulie`rement, dans les syste`mes embarque´s et distribue´s. Il existe
un grand nombre de mode`les de composants qui sont utilise´s pour la conception de syste`mes
mate´riels ou logiciels complexes, citons : Ptolemy [9], BIP [5] et GCM [2]. En revanche, il existe
peu de travaux sur les the´ories permettant de raisonner sur la compositionnalite´, spe´cialement
sur la mode´lisation formelle et la ve´rification des syste`mes construits a` base de composants.
Parmi les recherches de´die´es a` la ve´rification comportementale oriente´e composants dont on a
connaissance, on peut citer Kmelia [3], STSLib [10] et BIP. Bien que ces approches proposent des
outils de conception permettant le raisonnement compositionnel sur les syste`mes embarque´s et
distribue´s, ils ne sont pas de´die´s a` l’analyse des applications re´actives. Le travail le plus proche
de notre approche est BIP, l’outil BIP fournit une approche formelle pour la mode´lisation du
comportement et l’architecture des syste`mes. Bien que des travaux aient e´te´ mene´s [6] pour
e´tendre les mode`les BIP et permettre l’analyse de syste`mes synchrones, il a e´te´ de´montre´ que
la se´mantique propose´e n’est pas comple`te et la synchronie est affaiblie dans ce formalisme.
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Du point de vue de la the´orie des I/O-automates, outre les travaux autour de la mode´lisation
des syste`mes a` base d’e´ve´nements nous citons [19], les auteurs montrent sur l’exemple du pro-
tocole bit alterne´ comment graˆce a` techniques de preuve par de´duction peuvent eˆtre construits
des mode`les finis de syste`mes infinis, ces mode`les finis qui sont des I/O-automates sont utilise´s
pour faire de la preuve de correction par model-checking.
Par ailleurs, dans la perspective de mode´lisation des syste`mes de type dataflow, dans la
litte´rature il existe un grand nombre d’approches pour la spe´cification et la conception de ces
syste`mes. Parmi les plus utilise´s, citons les re´seaux de Kahn [12], les graphes synchrones de
flot de donne´es (SDFGs) [15]. Pour la plupart leur mode`le de calcul est un graphe oriente´
coordonne´ ou pas par une horloge. Dans [8] les auteurs montrent que le manque d’horloge rend
les mode`les inadapte´s au raisonnement formel et a` la ge´ne´ration de codes synchrones corrects-
par-construction. Notre approche s’inscrit dans la de´marche dite conduite par le temps, e.g.,
[13] dans laquelle la production des e´ve´nements et leur prise en compte par le syste`me se fait
a` des instants connus sous l’hypothe`se de synchronie. Ainsi la date de production des donne´es
est parfaitement connue et ne de´pend pas de la dure´e effective du traitement.
6 Conclusion
Dans ce papier, nous avons pre´sente´ des mode`les pour la mode´lisation des syste`mes synchrones
et des re`gles de composition de ces mode`les qui permettent de raisonner sur des syste`mes com-
plexes, obtenus par assemblage en se´rie de composants synchrones. Ces mode`les sont base´es
sur les I/O-automates. qui ont un inte´reˆt plus ge´ne´ral d’un point de vue de l’inge´nierie, ils per-
mettent de raisonner sur des syste`mes base´s composants de diffe´rents types : composants re´els,
logiciels, canaux de communication, capteurs, etc. De manie`re ge´ne´rale, notre solution ge`re
la composition et le traitement de flux entre les composants. Les algorithmes de construction
des mode`les propose´es ont e´te´ imple´mente´s et leur validite´ montre´e par l’utilisation d’outils de
model checking CADP. Compte tenu de la contrainte que tous les e´tats d’un I/O-automate ne
sont pas valides, les mode`les ge´ne´re´s ne souffrent pas du proble`me spe´cifique a` la composition
d’automates qui est l’explosion d’e´tats. Par exemple, la composition de deux composants C1 et
C2 avec les parame`tres M1 = 6, L1 = 9 et M2 = 3, L2 = 6 ge´ne`re 27824 e´tats et 76465 transitions.
Une suite directe a` ce travail est de s’attaquer a` l’ope´rateur de composition en paralle`le, ce
qui permettra de mode´liser et d’analyser une classe plus large d’applications. Aussi e´tendre la
se´mantique des SR-mode`les a` d’autres relations entre les entre´es et les sorties. En effet, jusqu’ici
nous avons conside´re´ des composants qui a` chaque instant la sortie de´pend d’une seule entre´e et
aussi les entre´es et sorties sont de largeur 1. Pour e´tendre la famille de composants analyse´s, il
faut relaˆcher cette hypothe`se et conside´rer des mode`les pouvant supporter des relations de type
plusieurs entre´es/une sortie et plusieurs entre´es/plusieurs sorties. Une autre piste qui serait
inte´ressante a` creuser est d’e´tudier d’autres types composants ayant d’autres caracte´ristiques.
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A Algorithme de construction des SR-mode`les
Nous introduisons d’abord les ope´rateurs et fonctions sur les listes qui sont utilise´s dans
l’algorithme 1.
 L’ope´rateur  : s i efface l’indice i de la liste s;
 L’ope´rateur unionmulti : s unionmulti i e´tend s avec un nouvel indice i.
 L’ope´rateur ⊕ : s⊕ l incre´mente les valeurs des indices de s. L’incre´mentation est borne´e
par la valeur l (si s est vide alors s⊕ l retourne le tuple vide).
 La fonction fresh(s) cre´e un nouvel e´tat correspondant a` la liste s.
 La fonction CreateTransition(s, α, s′) : cre´e et retourne la transition s α−→ s′.
 La fonction greatest(s) renvoie la date la plus grande de la liste - correspond a` la fonction
lfst(s).
 La fonction greatest2(s) renvoie la deuxie`me date la plus grande de la liste.
 La fonction Exists.equiv(s, S) ve´rifie s’il existe un e´tat e´quivalent de s dans S.
 La fonction S.equiv(s) retourne l’e´tat e´quivalent a` s dans S.
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Algorithme 1 : SR-Model(M, L)
1 s0 ← fresh(〈〉);
2 States ← {s0};
3 Transitions ← {};
4 Transitions ← Transitions ∪ CreateTransition(s0, i¯/o¯, s0);
5 s1 ← fresh((s0 ⊕ L) unionmulti 1);
6 Transitions ← Transitions ∪ CreateTransition(s0, i/o¯, s1);
7 Unexplored ← {s1};
8 States ← States ∪ {s1};
9 while Unexplored 6= {} do
10 take s in Unexplored;
11 if length(s) < M then
12 s1 ← fresh((s⊕ L) unionmulti 1);
13 if Exists.equiv(s1,States) then s2 ←States.equiv(s1);
14 else s2 ← s1;
15 Transitions ← Transitions ∪ CreateTransition(s, i/o¯, s2);
16 if s2 /∈ States then
17 Unexplored←Unexplored ∪ {s2}; States←States ∪ {s2};
18 if greatest(s) = L then
19 s1 ← fresh(((s greatest(s))⊕ L) unionmulti 1);
20 if Exists.equiv(s1,States) then s
′
1 ←States.equiv(s1);
21 else s′1 ← s1;
22 Transitions ← Transitions ∪ CreateTransition(s, i/o, s′1);
23 if s′1 /∈ States then
24 Unexplored←Unexplored ∪ {s′1}; States←States ∪ {s′1};
25 s2 ← fresh((s greatest(s))⊕ L);
26 if Exists.equiv(s2,States) then s
′
2 ←States.equiv(s2);
27 else s′2 ← s2;
28 Transitions ← Transitions ∪ CreateTransition(s, i¯/o, s′2);
29 if s′2 /∈ States then
30 Unexplored←Unexplored ∪ {s′2}; States←States ∪ {s′2} ;
31 if length(s) ≥ 2 ∧ (greatest(s)− greatest2(s)) > 1 then
32 s1 ← fresh(s⊕ L) ;
33 if Exists.equiv(s1,States) then s2 ←States.equiv(s1);
34 else s2 ← s1;
35 Transitions ← Transitions ∪ CreateTransition(s, i¯/o¯, s2);
36 if s2 /∈ States then
37 Unexplored←Unexplored ∪ {s2}; States←States ∪ {s2};
38 else
39 Transitions ← Transitions ∪ CreateTransition(s, i¯/o¯, s);
40 if s 6= s0 ∧ greatest(s) < L then
41 s1 ← fresh(s⊕ L);
42 if Exists.equiv(s1,States) then s2 ←States.equiv(s1);
43 else s2 ← s1;
44 Transitions ← Transitions ∪ CreateTransition(s, i¯/o¯, s2) ;
45 if s2 /∈ States then
46 Unexplored←Unexplored ∪ {s2}; States←States ∪ {s2};
47 Unexplored ← Unexplored−{s};
48 return (States,s0,Transitions);
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