In this paper we determine the threshold for collapsibility in the probabilistic model X d (n, p) of d-dimensional simplicial complexes. A lower bound for this threshold p = 
1 n and the bound is tight. Establishing the threshold for collapsibility in X d (n, p) can be viewed as the d-dimensional analog of this fact. This problem was previously investigated in [3, 2] . The present article shows that the bound established in [2] is tight.
We are inspired by work on cores in random graphs and in particular by Molloy's work [6] . The basic strategy of the proof is this: In [2] we found a constant c d and proved that if c ′ < c d , then asymptotically almost surely (=a.s.) a random complex in X d (n, ) is a.s. not collapsible. In our analysis, we split the collapsing process to two epochs as follows. Fix a positive integer r (to be specified below) and start by carrying out r phases of collapses. In each phase we simultaneously collapse on all (d − 1)-faces that are presently free. After r such phases we move on to the second epoch of the process in which we collapse free (d − 1)-faces one by one. We say two If the integer r is large enough, then the results from [1] give us a good idea about several relevant random variables. Let us denote by ∆(τ ) the degree of the (d − 1)-face τ (i.e., the number of d-faces that contain τ ) at the end of the first epoch. For a given d-face σ we let
. The random variable X 0 counts the number of (d − 1)-faces τ that are free, i.e., ∆(τ ) = 1 at the end of the first epoch. Also, L = L r is the number of (d − 1)-faces τ for which ∆(τ ) > 0. We denote by X i the number of free (d − 1)-faces at step i of the second epoch. Our plan is to show that the expected drop in this number E(X i − X i+1 ) is sufficiently large to a.s. guarantee that at some moment the complex still has some (d − 1)-faces, but none of them are free. This clearly means that the original complex is non-collapsible.
The main ingredient in our proof is then, a detailed accounting of the free (d − 1)-faces. In every step this number gets decreased by one due to the loss of the free (d − 1)-face that we are presently collapsing. What complicates matters is that as we carry out the collapse step we may be creating some new free (d − 1)-faces. We define the event S j i that our i-th collapsing step creates j new free (d − 1)-faces. Note that 0 ≤ j ≤ d, and in particular X i ≤ X i−1 + j − 1. We further introduce the random variable Y i that counts the number of new free (d − 1)-faces added in the i-th collapsing step. Clearly
To recap: When X i = 0, we run out of free faces, and if this happens before the complex becomes empty, the original complex is non-collapsible. We now recall a basic technique from [1] . A d-tree has the following recursive definition: (i) A single d-face is a d-tree. (ii) A d-tree with n faces is constructed by taking a d-tree with n − 1 faces T , choosing a (d − 1)-face τ in T , and a new vertex u, and adding τ ∪ u and all its subfaces to T . A d-tree is a rooted d-tree in which one (d − 1)-face is designated to be the root. Two neighboring (d − 1)-faces have distance 1 and so we can talk about the distance between every two (d − 1)-faces in a d-tree. We consider the probability space, T (c, t), of rooted d-trees of radius at most t (i.e every (d−1)-face in the tree is at distance at most t from the root). The probability space T (c, 0) clearly contains only the d-tree that is just the root. A tree is sampled from T (c, t) by (i) Sampling a tree T from T (c, t − 1) (ii) For every (d − 1)-face, τ in T , at distance t − 1 from the root, create l new vertices v 1 , . . . , v l and add the d-faces {τ ∪v 1 , . . . , τ ∪v l } and their subfaces to T . The integer l is sampled from the Poisson distribution with parameter c. We are interested in τ -collapsing of d-trees where we collapse the faces of the d-tree but not the root τ .
As shown in [1] , for every
) the t-th neighborhood of τ is a.s a d-tree. Moreover, the distributions of such d-trees is very close to the distribution of T (c, t) of d-trees rooted at τ . This simplifies the analysis of the τ -collapse process on a local scale, where we run the collapse phases as usual, except that we forbid collapsing on τ . We denote by γ t (c) (resp. β t (c)) the probability that τ becomes isolated in fewer than (resp. more than) t collapse phases. Obviously β t (c) = 1 − γ t+1 (c). The following relations are proved in [1] :
To simplify notations, and as long as everything is clear, we suppress the dependence on c and write γ t , β t rather than γ t (c), β t (c).
We now use this model and consider a normal run of the first epoch with the change that we forbid collapsing on τ (i.e a τ -collapse). Denote by A τ k the event (in this modified process) that τ has degree k at the end of the first epoch. For k ≥ 0
Consequently, the degree of τ is Poisson distributed with parameter (β r−1 ) d c.
In detail
As mentioned, the first epoch proceeds for r phases. At this point the number of (d − 1)-faces of positive degree in the complex is L r . As shown in [1] :
A concentration of measure argument similar to the one used in [1] yields
. For a (d − 1)-face to be free at the end of the first epoch, it must become free only in the last collapsing phase. Therefore the probability for a (d − 1)-face to be free in the beginning of the second epoch is:
Consequently, the expectation of X 0 is:
Let σ ⊃ τ be faces that we collapse at some step of the second epoch. The (d − 1)-faces affected by that step are all the (d − 1)-subfaces of σ other than τ . As mentioned, we control the number of free (d−1)-faces throughout the process. Clearly the change in this number at a given step is determined by the current degrees of the affected faces. We consider the count of steps in the second epoch as "time". In particular, time zero means the end of the first epoch and the beginning of the second one.
Let D k be the random variable that counts the (d − 1)-faces τ that have degree k at time zero of the τ -process. Clearly
Let B j be the random variable that counts (d−1)-faces which are not isolated after the j-th collapsing phase of the first epoch. Obviously
Again a concentration of measure argument in the spirit of [1] 
. Let σ ⊃ τ be the faces that we collapse at time i. We are interested in the event that some affected (d − 1)-face τ ′ becomes free due to this step. This can happen if ∆ σ (τ ′ ) = k > 1 and each of the other k − 1 d-faces that contains τ ′ gets collapsed in time < i. The other way in which this can happen is the event C σ,τ ′ that ∆ σ (τ ′ ) = 1. We next define the random variable D ′ k exactly as D k , except that "degree" is interpreted a little differently. Namely a (d − 1)-face of degree s that is contained in σ is considered as having degree s − 1. Clearly
and the same concentration of measure arguments work for both random variables. Since σ was not collapsed in the first epoch, we know that τ ′ was not collapsed, hence the degree of τ ′ in X \ σ after the first epoch is the degree in X \ σ if we forbid collapsing on τ ′ . Let us consider the d-tree that consists of the r-neighborhood of τ ′ barring the d-face σ. Before the last phase of the first epoch, τ ′ does not become isolated in this tree. Otherwise τ ′ would have become a free face of σ so that σ would have been collapsed in the first epoch. Therefore
We denote this probability by x := (β r−1 ) d−1 cγ r+1 .
Let Q τ ′ i be the event that i is the first time in which τ ′ is an affected face. The number of (d − 1)-faces that get affected before time i cannot exceed (i − 1)d. Therefore,
We define Q i as the event that for each face that is affected in step i this is the first time that it gets affected. We prove Lemma 1. For every i there holds
Here T = {τ 1 . . . , τ d } is the set of faces that are affected in collapsing step i.
Proof. Let τ be the (d − 1)-face collapsed in the i-th collapsing step, and let k be its mark. If some face τ j ∈ T has a neighbor with mark < k then Pr(Q , where α j be the number of neighbors of τ j with mark k.
J α j where J is the set of indices j for which α j > 1. But for all j,
and the conclusion follows, since
In view of (5) and Lemma 1, we see that if i ≪ β r−1
We can finally calculate E(Y i ), the expected number of new free (d − 1) faces added in a collapsing step. We do this in terms of the events S j i . It is convenient for us to condition on the almost sure event Q i .
To see this, notice that conditioned on Q i the event S j i happens if ∆(τ ′ 
(Prime denotes derivative w.r.t c). We claim that B (resp. b) is an increasing (resp. decreasing) function of c, which would follow if g ′ (b(c)) < 0 < g ′ (B(c)) . This is indeed so since, as is easily verified, g has one extremal point in (0, 1) which is a minimum, and 0 < b < B < 1.
Let
, and recall that h(c d ) = 1. As we show next, h(c) < 1 for c that is a little larger than c d . We denote derivatives w.r.t B by an upper dot, and we prove this claim by showing thatḣ < 0. By choosing r large enough we obtain d(β r−1 ) d−1 cγ r+1 < 1. Together with (6) this implies the claim.
We take the derivative w.r.t B of the relation c = g(B):
To complete our proof we need to show that for some i ≤ η The desired conclusion follows now from a version of Azuma's inequality from [5] :
Theorem 2.2. Let X 1 . . . , X n be independent random variables taking values in a set A. Suppose that the function f : A n → R has the property that
if t, t ′ ∈ A n differ only in their k-th coordinates. Then, for every l > 0:
Fix an i that is bigger than Thus a.s Z i < 0, as claimed.
