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Concern about feeding an ever increasing population has long been one of humankind’s
most pressing problems. This has been addressed throughouthistory by introducing into
farming systems changes allowing them to produce more per unit of land area. However,
these changes have also been linked to negative effects on the socio economic and environ-
mental sphere, that have created the need for an integral understanding of this phenomenon.
This thesis describes the application of learning machine methods to induct a relationship
between the spectral response of farms’ land cover and theirint nsification levels from a
sample of farming of Urdaneta municipality, Aragua state ofVenezuela. Data collection
like this is a necessary first steep to implement cost-effectiv methods that can help policy-
makers to conduct succesful planing tasks, especially in cou tries such as Venezuela where,
in spite of there being areas capable of agricultural production, nearly 50% of the internal
food requirements of recent years have been satisfied by importations. In this work, farm
intensification levels are investigated through a sample offarms of Urdaneta Municipality,
Aragua state of Venezuela. This area is characterised by a wide diversity of farming sys-
tems ranging from crop to crop-livestock systems and an increasing population density in
regions capable of livestock and arable farming, making it arepresentative case of the main
tropical rural zones. The methodology applied can be divided nto two main phases. First
an unsupervised classification was performed by applying princi al component analysis
and agglomerative cluster methods to a set of land use and land m agement indicators,
with the aim to segregate farms into homogeneous groups fromthe intensification point of
view. This procedure resulted in three clusters which were named extensive, semi-intensive
and intensive. The land use indicators included the percentag area within each farm de-
voted to annual crops, orchard and pasture, while the land management indicators were
percentage of cultivated land under irrigation, stocking rate, machinery and equipment in-
dex and permanent and temporary staff ratio, all of them built from data held on the 1996-
1997 venezuelan agricultural census. The previous clusters reached were compared to the
ones obtained by applying the learning machine method knownas self-organizing map,
which is also an unsupervised classification technique, as away to confirm the groups’
existence. In the second stage, the learning machine known as kernel adatron algorithm
was implemented seeking to identify the intensification leve of Urdaneta farms from a
landsat image, which consisted of two sequential steps: namely training and validation. In
the training step, a predetermined number of instances randomly selected from the data set
were analysed looking for a pattern to establish a relationship between the label and the
spectral response in an iterative process which was concluded when the machine found a
linear function capable of separating the two classes with amaximum margin. The super-
vised classification finishes with the validation in which the kernel adatron classifies the
unseen samples by using a generalisation of the relationships learned while training. Re-
sults suggest that farm intensification levels can be effectiv ly derived from multi-spectral




Producing enough food to feed an ever increasing populationhas long been one of man’s
most pressing problems. Scientific concern with the capacity of agricultural systems to
support population growth was initially expressed by Malthus (1783), since then, many
technological advances have occurred, allowing unthinkable gricultural output increasing
in Malthus’ days. Particular reference deserves the development of new varieties of wheat
and rice led by Borlaug; that allow substantial increases inhectare’s yields, which made it
possible to bridge the gap between population growth and foopr duction, a contribution
that earned him the Nobel Peace in 1970. That breakthrough inagr cultural technologies,
gave raise in 1968 to the term Green Revolution, accelerating gricultural intensification,
which even though has been widely recognised as an effectivemeans to keep pace with
global population growth and the increased food requirements, their effects on the socio
economic and environmental sphere have been the source of much controversy.
In the socio economic arenas, the debate revolves around theability of the green revo-
lution to provide and enhance peasants’ livelihoods. At onee d, detractors arguing that
because such technology implies the adoption of high-yielding crop varieties, increased
use of fertilisers and pesticides, and investments in irrigation and agricultural machinery,
the most favored were those farmers already well endowed, given that not all the inputs
required were scale neutral, so that small producers who theoretically were his target were
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often marginalized (Carswell, 1997). At the other end, supporters argue that yield increases
achieved through the green revolution helped to escape frompoverty to an important num-
ber of farmers in the developing world (Paarlberg, 2009). Prices decline that made possible
improvements in human health and life expectancy due the rais in calories intake that
benefited consumers around the world have been cited as another success of the green
revolution (Evenson and Gollin, 2003; Jewitt and Baker, 2007). Nevertheless, that prices
decrease have been also reported as adversely affecting those farmers whose cost reduction
through productivity increases were not enough to exceed price decreases (Evenson and
Gollin, 2003).
In the environmental field the literature review suggests that t e disparity of views is closely
related to the matter studied. There are topics on which mostresearchers agree pointing out
the negative effects of the green revolution, such as on biodiversity (Matson et al., 1997;
Chamberlain et al., 2000; Smith et al., 2005). Pollution as aresult of nutrient imbalances
seems to be another area in which consensus prevails (EEA, 2009); indeed fertilization
has been cited as responsible of most water eutrophication process (Conley et al., 2009),
and also it has be listed as the main source of greenhouse gases emissions, specifically
the intensive use of nitrogen fertilizer of high-yield crops and the significant production of
greenhouse gases during its synthesis (Galloway et al., 2008; Smith et al., 2008).
However, recently researches have referred intensive farming as an effective means to di-
minish greenhouse gas emissions, arguing that even though emissions from production and
application of fertlizers increased between 1961 and 2005,the net effect of higher yields
associated to farming intensification since 1961 has avoided up to 161 gigaton of carbon
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emissions (Burney et al., 2010). In the same line Wise et al. (2009) concluded that increased
farming yields could be as efficient as wind and solar energy technologies as a means to
reduce CO2 emissions.
The impact of intensive farming on forested areas is one of the subject characterized by the
absence of consensus, on one hand there is a researchers group arguing that agricultural
intensification can contribute to forest conservation (Tachibana, 2001; Shively and Pagiola,
2004) in the other side, the group which holds that intensificat on encourages deforestation
(Pichon, 1996; Bilsborrow and Carr, 2000), and between them, those authors suggesting
that the relationship is indeterminate (Angelsen and Kaimowitz, 1999).
Then, the question is whether the intensification of production systems required to satisfy
the food requirements of an increasing population can be achieved while meeting accept-
able standards of socio-economic and environmental quality. Responding to this question
is a difficult task that requires great efforts and commitment by all stakeholders, and es-
pecially on the part of those responsible for the definition of agricultural policies, farmers
on whose shoulders rests food production, specialists in var ous disciplines, whose opinion
should be the starting point for the definition of policies, plans and government strategies.
In the complicated matter ahead, an important step it would have techniques that facilitate
the identification and monitoring of the processes of agricultural farm intensification.
Traditionally farm intensification studies have been mainly based on farm attributes gath-
ered in surveys and censuses (Brown and Podolefsky, 1976; Turner et al., 1977; Turner and
Doolittle, 1978; Shriar, 2000) that are notoriously difficult to monitor. However, with the
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availability of data from remote sensing satellites that are specifically tailored for broad-
scale observation of the earth’s land cover and along with the advent of personal computers
that provide scientists with the opportunity to use powerful data processing techniques,
the spatial approach to study agricultural intensificationis gaining momentum (Duvernoy,
2000; McAlpine and Freyne, 2001; Kerr and Cihlar, 2003; Tappan and McGahuey, 2007).
In the field of pattern recognition, there are multiple techniques that have been used in order
to identify the essential properties of the categories of interest. Maximum-likelihood clas-
sifiers and Bayesian, are the most common parametric methods, the former seeks to find
the parameter value that is best supported by the training data, so that the parametric form
of the class-conditional probability densities must be know , while in Bayesian method,
parameters estimation are considered random variables having known prior density. For
its part, non-parametric techniques, are appropriate for cases in which the shapes of the
underlying density functions are unknown.
Following this trend, I applied ideas from the field of machine learning for pattern recogni-
tion of the multispectral response of farms with different levels of intensification, taking the
benefits of using a satellite-based approach, among these, the coverage of large geographic
areas provided by their synoptic view, the digital format ofhe data and its compatibility
with geographic information systems, eliminating the needto igitize the information, fa-
cilitating the analysis at a considerable less cost than other methods. In the remainder of
this chapter a summary of the agricultural intensification definitions and measurements pro-
posed is presented, succeed by an overview of the agricultural intensification theories; next
a general background to Venezuela is given, then the research objectives are summarised
and finally the outline of the dissertation is offered.
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1.1 Definitions and measurements of agricultural intensification
Frequency of cultivation, inputs such as fertilisers, pesticides, agricultural machinery and
outputs, referred as to yields per unit of land, have been thethree broad aspects used by
most researchers studying agricultural intensification. Let us start with Boserup (1965)
classic work, who defined agricultural intensification as “the gradual change towards pat-
terns of land use which make it possible to crop a given area ofl nd more frequently than
before”. This definition makes it obvious that to her a clear sign of intensification is an
increase in the frequency with which a parcel of land is cultivated. This statement has
been supported in many research works, some by adopting it just like that (Turner et al.,
1977; Ruthenberg, 1980); whilst others by adding some inputi dicators (Brookfield, 1972;
Turner and Doolittle, 1978; Shriar, 2000; Demont et al., 2007). Cropping frequency has
also been included in an indirect way (McAlpine and Freyne, 2001; Thapa and Rasul,
2005) even though the formers declare that in their work landuse intensity does not hold
the meaning given by Boserup (1965).
Another essential aspect included in almost every agricultural intensification definition is
the level of production or output per hectare, which has beenexpressed in some definitions
as a monetary value. Tiffen et al. (1994) further defined it asan “increased average inputs
of labour or capital on a smallholding, either cultivated land alone, or on cultivated and
grazing land, for the purpose of increasing the value of output per hectare”. Montilla et al.
(2004) emphasizes the necessity of improving the productivity by extending the rational
and balanced use of technological inputs as a means to increase the productive response,
making land, labor and capital more profitable.
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Some writers distinguish between input and output intensificat on, the former measuring
the increases in fertilisers, pesticides, labor, irrigation, mechanization among the most fre-
quently cited, and the later accounting for increases in theproduction obtained per hectare
expressed by weight, caloric or monetary means (Turner and Doolittle, 1978; Lambin et al.,
2000). Other authors have made distinctions between “labour-led” and “capital-led” agri-
cultural intensification, the former comprising those situations characterized by more use
of labour per unit of land for land preparation, weeding, manure application and harvesting,
whereas the later implies more use of inputs such as fertilis, pesticides, and agricultural
machinery (Carswell, 2000). However, as pointed out by Aunea d Bationo (2008) find a
clear-cut among them in real’s farm could be difficult, sincein the same farm both intensi-
fication pathways can coexist.
Agricultural intensification studies do not always employ similar variables and units, which
vary depending on the aim and research context, and also on data availability, such as cited
by Turner and Doolittle (1978) who identified the food-ton ornumber of calories obtained
over 20 years as the ideal measure of agricultural intensity. However, they could not use
any of the above measurement considered suitable for them given the constraints on the
availability of data required for that purpose.
Given the diversity of agricultural intensification definitions and its measurements, it was
considered important to clarify the meaning adopted in thisthe is. Therefore in this work,
agricultural intensification is related to a set of land use patterns and management practices
implemented by farmers with the aim to achieve high output per unit of land. It must be
noted that output is mentioned in the definition, since achieving higher output as a means
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to increase productivity is the underlying reason to intensify farms, even though no output
indicator was taken into account in clasifying the farms, basic lly because the 1996/1997
Venezuelan agricultural census, which was the main attribuive farm database does not
offer it, but the data required to calculate the area of each frm allocated to annual crops,
orchards and forage, used as indicators of farm land use pattrns, while the area under
irrigation, stocking rates, mechanisation, equipment andl bour index were used as input
indicators. It is important to note that these variables were expresed as percentages to avoid
grouping farms based on size.
A summary of some agricultural measurements used by researchers during the last 50 years
is offered in Table 1.1.
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Table 1.1. Main agricultural intensity measurements proposed
Authors Measurement Variables
Boserup, 1965 cropping frequency forest-fallow, bush-fallow, short-fallow,
annual-cropping and multi-cropping
Brookfield cropping frequency cultivation and fallow frequency
1972 cultivation methods clearing method, mounding, composte,
crop segregation terrace, irrigation
Brown & Podolefsky cropping frequency fallow period,enclosure, eosion control
1976 management water control, ground preparation
fertilisitation
Ruthenberg, 1976 cropping frequency percentage of land under cultivation relate
to the area total suitable for arable farming
Turner et al, 1977 cropping frequency number of years of fallow for every year
of cultivation, expresed as percentage
Turner & Doolittle cropping frequency percentage of time incultivation
1978 management crop protection, hydraulic control,
soil fertility maintenance
Doan, 1995 percentage of percentage devoted to vegetables and fruits
cultivated area
productivity production per unit of land or person
Shriar, 2000 proportion of established plots, high value crop
cultivated area and production, plowing, fertilizer,
its management ranching intensity, intercropping
pesticide, permanent crop,
McAlpine & Freyne cropping-fallow cycle percentage of recent
2001 (indirect way) anthropogenic compared
with primary vegetation
Thapa & Rasul cropping fallow cycle proportion of shifting cultivation
2005 (indirect way) horticulture, paddy cultivation,
annual cash crops
management average/ha: fruit and wood trees
cattle, pigs, goats and poultry
proportion of production used
for consumption
Tappan & McGaguey land-use-cover percentage of cropland,
2007 types tree savannas, savanna woodlands
gallery forest, woodland
Demont, 2007 cropping frequency cropping and fallow periods
management fertilisers, herbicides and insecticides
Alvarez, 2008 output, input milk per hectare and per cow,
cows per hectare, feed per cow
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1.2 General overview of agricultural intensification theories
There are essentially two main theories used to explain the evolution of agricultural sys-
tems, both of which have a number of variants, but always relating agricultural change to
population trends, since food production is considered to be the most important motivating
force of agricultural activities.
The first theory is the Malthusian, which dates back to Malthus (1783), and which was fol-
lowed by the neo-Malthusian (Ehrlich, 1968; Meadows, 1972;Dasgupta, 1995) which are
based on the idea that population increase has the potentialto outstrip agricultural produc-
tion, thus leading to land destruction. In other words, neo-Malthusians believe that popula-
tion growth causes people to start moving to other land to avoid starvation but subsequently
destroying the new land as well, resulting ultimately in land fragmentation, environmental
deterioration, poverty and famine. (Moseley, 2000)
The Boserupian theory, on the other hand, maintains that population growth is the major
factor governing agricultural development. Boserup (1965) argued that it is this factor
which triggers agricultural intensification by reducing the length of fallow period. In other
words, agriculture systems characterised by long fallows are practiced when the population
is low enough to allow it, whilst to feed an increasing population, agricultural systems must
increase overall production by increasing the frequency ofcultivation and by the gradual
incorporation of weed control, fertilization, ground preparation and irrigation practices.
Even though these two models are considered to be oversimplifications of reality, they pro-
vide the basis for looking into the complexities surrounding agricultural change (Stone,
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2001). As these complexities are closely related to the large variation in ecological, cul-
tural and economic conditions that exist, it is hard to find a single model capable of ex-
plaining agricultural change as a common worldwide phenomenon (Grigg, 1982). Within
current literature there is plenty of evidence both to support (Brown and Podolefsky, 1976;
Turner et al., 1977; Ruthenberg, 1980; Netting, 1993) and refute (Conelly, 1992; Padoch,
1985) Boserup’s theory of population pressure determiningthe level of agricultural inten-
sity. Other assumptions made by Boserup have also been criticised. For example, it has
been argued that land shortage is not the only stimulus for intensification, which can also be
driven by risk reduction (Saunders and Webster, 1987) and social production (Brookfield,
1972).
Later on, the differences of Brookfield with the Boserup theory become profound when
he suggests that the role that she gave to population growth make her model “reduction-
ist” and “unilinear”, pointing out that there are another vaiables with great impact, such
as diversification of production and livelihood opportunities, investment, and finding new
ways of using and managing resources, all of which are important roads to agricultural
change.(Brookfield, 2001)
Boserup (1965) can be considered to be the main detractor of neo-Malthusians postulates.
In her own words she states: “The neo-Malthusians collect all the evidence on the misuse
of land and paint a picture of the world as a place where growing populations are press-
ing against a food potential which not only is incapable of increase but is even gradually
reduced by the action of these growing populations”. Based on evidence from Uganda,
Carswell (2002) also reject the neo-Malthusian narrative,arguing that empirical findings
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have showed that the high rates of population growth in the Kigezi District had not had
cause depletion of forest or erosion, nor had negative consequences on soil fertility and
yields.
The controversy between the Malthus and Boserup theories seems to remain open, the
research of Bilsborrow and Carr (2000) suggests that neither neo-Malthusian nor Boseru-
pian can explain the linkages between population dynamics and land use changes in Latin
America. On the other hand there is the research of Demont et al. (2007) in northern Cote d’
Ivoire arguing that the Boserupian and Malthusian processes co xist, rather than contrast.
Intensification theories based on the existence of a positive l nk between population and
intensification levels have been enriched by including market access as one of the principal
driving forces, Pingali et al. (1987) suggest that transportation infraestructure and access to
urban markets are as important as population. DeWilde (1967) included not only population
and market access, but also the dominance of cereals in the cropping pattern as driving
forces that might induce intensification in crop productionand crop-livestock interactions.
McIntire et al. (1992) tackled agricultural intensification as an evolutionary process closely
linked to the interactions between crop and livestock production. The nature of the rela-
tionship between population and crop-livestock interactions were described by him as an
u inverted∩, to symbolize that the level of interactions increase as thepopulation does
and reach maximum level at an intermediate population density followed by a specialisa-
tion process and lower interactions at higher population densiti s. Baltenweck et al. (2003)
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argue that the linear evolutionary process of crop livestock interactions and integration pos-
tulated by McIntire et al. (1992) may not equally hold everywhere, because ecological and
socio-economic conditions can lead to alternative or sub-pathways for intensification.
Hayami and Ruttan (1971) proposed the ’induced innovation’thesis, which states that
changes in production and productivity in the developing world are due to the adoption
of new technologies. The induced innovation hypothesis hasbeen the target of consider-
able criticism (Brookfield, 1972; Blaut, 1977; Olmstead andRhode, 1993) as well as much
support (Lipton, 1989; Lele and Stone, 1989; Turner et al., 1993). Lipton (1989) has made
a distinction between agricultural intensification that results from population growth gen-
erating technologies to increase production efficiency andintensification which result from
increasing populations inducing rises in labour use per hectar as labour becomes more
plentiful relative to other factors. He also argued that as apopulation grows both types
of intensification are required in order to meet the goals of poverty reduction, and to con-
front food availability and entitlement constraints. Leleand Stone (1989) concluded that
agricultural intensification may take place spontaneouslyor as a result of policies and in-
centives to shift to crops of higher values, with the former happening as land is cropped
more frequently in response to higher population densities.
The previous overview of agricultural change shows the divers ty of approaches that have
been proposed to study agricultural intensification, whichare mainly based on the results
obtained whilst studying the phenomenon in specific locations.
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1.3 General background to Venezuela
Venezuela is a tropical country located in the American Contine t in the north of South
America. To the north it borders the Caribbean Sea, to the south Brazil and Colombia, and
with Guyana and Colombia to the east and west respectively. It has an area of 916,445km2,
and an estimated population by the year 2010 of 28.8 million (INE, 2007).
The commercial oil explotation started in Venezuela almosta century ago, since then, prac-
tically every aspect of the country have been marked by it. This influence is easy under-
stood by looking at the magnitude of the conventional and non-conventional oil proven
reserves, which are the largest in the western hemisphere and in the world respectively
(PDVSA, 2007, 2010). Paradoxically, the enormous incomes coming from that advantage,
specially those received during the recurring oil booms, intead to become the base to di-
versify and boost the economy, with the corresponding well-b ing of its population, have
been associated to the increasing external dependence. A retrosp ctive analysis of major
macroeconomic aggregates show the speed and impact of the oil industry, which in just the
first 8 years of commercial operation (1917-1925) displacement the agricultural exports as
the main economic activity (Arias, 1993). Indeed, while agricultural production made up
about one third of Venezuela’s gross domestic product (GDP)in the 1920s, it shrank to less
than one tenth by the 1950s. This downward trend has also chara terized the development
of the venezuelan agriculture during the last three decades, when agriculture had making
up about 6% of GDP, as can be inferred from the analysis of Fig.1.1.
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Fig. 1.1. Evolution of gross domestic product (GDP) and agricultural gross domestic product
(AGDP); source BCV (2006).
In an attempt to explain the extent to which the increase in oil pr duction and income was
followed by a corresponding decrease in agricultural production delaying industrialization
Rodrı́guez (1997) among others, uses the theory developed by Corden and Neary (1982)
according to which, whenever a commodity brings a sudden increase of income in one
sector of the economy, which is not matched by increased income in other sectors of the
economy, causes a distorted growth in services and other non-tradables, which cannot be
imported, while discouraging the production of tradables,which are imported, as was the
case on the 1960s in the Netherlands after the discovery of natural gas, which is where the
name of the problem comes from.
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Fig. 1.2. Venezuelan agricultural trade balance; source INE (2009)
The lack of capacity of the Venezuelan internal supply to meet food demand occurs even
though apparently the agricultural frontier of the countryhas increased by an average of
2,888 thousands ha per year, according to the reported figures of deforestation, making
Venezuela one of the ten countries worldwide registering dramatic forest lost (UN2005).
Nevertheless, the deforestation figures calls attention since these appear not be reflected in
the trend of the area devoted to agricultural production, asapparently is from Fig 1.3 sug-
gesting that both agricultural extensification and intensification have ocurred in Venezuela.
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(a) (b)
Fig. 1.3. Trends in plant total production (a) and harvestedarea (b) from 1988 to 2006; source
INNOVA (2009).
However, by analyzing the trend discriminated by items, intensification seems to prevail.
Such is the case of maize and rice, which showed during the study period significant in-
creases in yields (Fig. 1.4). Similar behaviors have roots and tubers, observing a slight
increase in harvested area accompanied by a considerable increase in yields.
(a) (b)
Fig. 1.4. Harvested area (a) and yield per ha (b) of selected cereals from 1998 to 2007; source
INNOVA (2009).
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The evolution of the area harvested and the respective yieldp r hectare of fruits shows
oscillations that prevent conclude whether its productionis marked by the intensification
or otherwise have been extensify. (Fig. 1.5).
(a) (b)
Fig. 1.5. Harvested area (a) and yield per ha (b) of selected fruits from 1998 to 2007; source
INNOVA (2009).
In Venezuela there are a wide number of farming systems, which show great variability not
only due to differences in agro ecological conditions but also with the surrounding areas.
Table. 1.2 summarises Venezuelan farms classified by the number and area of holdings.
Here the dominance of the latifundio is clearly evident with46% of the total agricultural
land area over 1000 ha in the control of 1%, whilst 75% of the upto 20 ha share not more
than 5% of the total agricultural land.
23
Table 1.2. Distribution of exploitations according to size1937-1997
% of total holdings % of total area
1937 1997 1937 1997
Under 1 ha 1.8 8.53 0.02 0.07
1 and under 5 ha 33.6 39.81 0.28 1.52
5 and under 10 ha 22.4 15.03 0.36 1.61
10 and under 20 ha 14.8 11.85 0.58 2.49
20 and under 50 ha 10.5 10.31 0.87 5.05
50 and under 100 ha 4.3 5.45 0.89 6.02
100 and under 500 ha 5.9 6.82 4.00 23.54
500 and under 1000 ha 1.9 1.20 4.00 13.25
1000 and over 4.8 0.99 89.00 46.45
Source: MAC (1997)
By looking at the results of the first and the last Venezuelan agricultural censuses carried
out in 1937 and 1997 respectively, we can observe a steady diminishing in the % of total
land area occupied by holdings bigger than 1,000 ha resulting in an increase in the % of the
remaining holding intervals size.
Nevertheless, agricultural land is still clearly dominated by holdings over 1,000 ha, provid-
ing evidence of the scarce effectiveness of the land reform,which has mostly remained as
a rhetorical exercise against latifundios, which have beenpoi ted out as the main cause of
land inequity.
Concern about the potential negative environmental impacts which according to some re-
searchers accompany the processes of agricultural intensification, are echoed in several
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studies conducted in Venezuela, such in the one conducted byFernández et al. (1998) who
reported high vulnerability to water erosion due to inadequate mechanisation practices and
strong rainfall in the venezuelan central high plains. In other areas, such as in the basin of
Valencia lake and in the western plains, most of the land degradation was found to be due
the indiscriminate use of chemicals. In both cases degradation seems to mainly be con-
nected to land management practices associated with the intens fication of farming systems
in those areas.
Another pressing problem facing Venezuela is the level of poverty amongst its inhabitants.
According to the 2001 population census, about 45% of the total Venezuelan population
currently lives in poverty, and almost half of these people are living in extreme poverty.
This phenomenon is even more dramatic among the rural population where nearly 70% of
the population lives in poverty compared to 40% in urban areas.
The significant improvement in the performance of the agricultural sector will allow the
triple objective of reducing external dependence, thus preventing the drain of financial
resources, improve income and living conditions of the rural population as well as prevent
the growth of the brutal misery typical of large cities in countries like Venezuela.
In this context, it is obvious that one of the greatest challenges facing the Venezuelan
agricultural system for the foreseeable future is to achieve greater levels of food self-




The main objective of this thesis is to investigate through arepresentative sample of farms
located in the Urdaneta municipality of Aragua state, whether by applying ideas from the
learning machine field for pattern recognition farm intensification levels can be detected
from a landsat satellite image. In pursuing it the followingtwo objectives were identified.
1. To derive a farm intensification typology of the Urdaneta municipality farms based
on census data.
2. To test the ability of the kernel adatron algorithm at establishing relationships be-
tween farm intensification levels and their spectral respones from Landsat imagery,
by using the previously intensification typologies derived.
From the two main objectives stated, it is clear that the firstone involves an unsupervised
classification, since the problem is to group the unlabeled sample of farms into meaningful
clusters from the intensification point of view. The aforementioned task was undertaken
by applying two different approaches: a traditional hierarchical clustering and a self orga-
nizing map (SOM) belonging to learning machines, so that to measure the validity of both
unsupervised approaches was the specific objective identified.
As the second pursued goal requires a supervised classification, sample of the farms
categories provided by the clustering previously applied wre used as training instances to
induct a relationship between the spectral properties of the land cover using landsat images
and the corresponding clusters belonging to the identified clusters by applying the kernel
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adatron algorithm, in doing that to compare the class separation ccuracy of the kernel
adatron against a linear disciminant analysis, and also to explore the effects of different
kernel functions over the kernel adatron algorithm’s perfomance were the pursued specific
objectives.
1.5 Outline of the dissertation
This thesis is structured in 6 chapters. This first chapter design d as a general introduction,
offered an overview of the problem, including a brief reviewof major agricultural intensifi-
cation theories and indicators proposed, followed by general information about Venezuela,
ending with the presentation of both general and specific objectives pursued in this research.
Chapters 2 and 3 are devoted to the application of unsupervised classification techniques in
order to identify the farm intensification typologies of Urdaneta Municipality, Aragua state
in Venezuela. The main difference between the mentioned chapters lies in the clustering
method employed. Since, in chapter 2 the traditional Ward’shierarchical clustering method
was choosen, whereas in Chapter 3 the task was performed using the self-organizing maps
which belong to the category of competitive learning network.
In chapter 4 the ability of the kernel adatron algorithm to detect the level of intensification
of the farms included in the study based on the spectral charateristics recorded in a Land-
sat image using as training sets a sub sample of the labels obtained in the unsupervised
classification is investigated. Additionally it is going tobe used to investigate whether
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such an approach will attain comparable cluster accuracy asthat achieved with tradition-
ally supervised classification methodology as linear discriminant analysis while using only
spectral information. Also, the effect of different kernelfunctions and their parameters on
the accuracy of farm classifications from Landsat 7 ETM images will be investigated.
Chapter 5 offers an integrated discussion of the results obtained in the previous chapters
and in chapter 6 the overall conclusions of this work are presented.
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Chapter 2
Hierarchical Agglomerative Cluster based Segmentation
2.1 Abstract
With the aim to group farms according to their intensification levels, a conventional hier-
archical agglomerative clustering using the Ward’s criterion of minimum variance and the
squared Euclidean distance as a metric was implemented by using the attributive data of
275 farms, randomly chosen from a population of 1,429 holdings located in the Urdaneta
municipality of Aragua state in Venezuela, obtained from the Agricultural Census of 1996-
1997.
The variables used in clustering farms were the proportion of land in cultivation and un-
der irrigation, stocking rates, machinery, equipment and labour index, built from the data
held on the Venezuelan Agricultural Census of 1996-1997. This selection was supported
in previous research and was also influenced by the data collected in the aforementioned
census, which was the primary source. Yield per hectare was not included, even though it
is usually considered to be the best variable representing output intensification, because it
was not collected in the census.
After applying principal component analysis and hierarchical clustering methods, three
groups were identified and designated as 1 to 3 and rated from low to high, as determined
by intensification levels. These were labelled extensive, semi-intensive and intensive. The
29
labels assigned to each farm are only applicable in the context of Urdaneta municipality,
not nationally or regionally.
2.2 Introduction
Classificatory methods are intrinsic to the development of scientific theories (Aldenderfer
and Blashfield, 1984). Biology and zoology taxonomy are perhaps the fields for which the
first clustering techniques were developed (Jain and Dubes,1988a). As an unsupervised
technique, clustering deals with finding structure in a collection of unlabeled data, seeking
to identify groups of objects that satisfy some specific criteria or share some common
characteristics. An operational definition of clustering was stated by Jain (2010) as follows
“Given a representation ofN objects, findK groups based on a measure of similarity such
that the similarities between the objects in the same group are high while the similarities
between objects in different groups are low”.
Clustering ability to describe a large collection of objects in a simple and understandable
way has made of it as one of the most used methods of multivariate analysis, in a vari-
ety of domains for different types of application, so that, alarge body of literature have
been reported, such as Kettering (2006) who found over 1,000papers appearing anually for
which cluster analysis has a prominent role, given that cluster analysis allows organizing
multidimensional data where visual perception fails. In agriculture usage clustering tech-
niques have been also one the most used to address agricultural typologies, its usefulness
has long been recognised (Benedict et al., 1944; Munton and Norris, 1969) since they al-
low the segregation of farms into simple and clearly recognisable classes, providing the
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essential picture to design and conduct successful agricultural policies at local, national or
whatever other level. Typologies based on such diverse featur s as: peasant agriculture
(Hensall and King, 1966); types of agricultural land (Munton and Norris, 1969); conven-
tional and alternative farming systems (Sampath, 1992); selection of appropriate areas for
introduction of new technologies (Hardiman et al., 1990); the commercial orientation of
farmers (Makhura et al., 1998) farming system typification (Picazo and Hernandez, 1993;
Kobrich et al., 2003); cattle typologies (DaSilva et al., 2003; Urdaneta et al., 2004; Milán
et al., 2006); dual purpose cattle productivity (Gómez et al., 2002); and farm segmentation
(Iraizoz et al., 2007) can be cited among many others.
This chapter intends to classify a sample of farms located inthe Urdaneta municipality of
Venezuela Aragua state by applying principal component, hierarchical cluster to a set of
land use and land management intensification indicators, taking advantage of recognising
the multivariate relationships between variables to find the underlying data structure to
form homogeneous groups. These methods have demonstrated to b efficient in dealing
with classification issues related to a wide variety of agricultural topics (Rosenberg and
Turvey, 1991; Bernhardt et al., 1996; Makhura et al., 1998; Kobrich et al., 2003; Milán
et al., 2006; Iraizoz et al., 2007), including agriculturalintensification issues, (Thapa and
Rasul, 2005; MacLeod and Moller, 2006) among others.
Farm classification by intensification levels is an essential task to gain an integral under-
standing of the agricultural intensification process whichis becoming increasingly impor-
tant due to its role not only in meeting the food and fibre requirements of a population
which, according to the most modest projections, will stillreach 9,2 billion by 2050 (United
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Nations, 2007), but also due to its potential collateral enviro mental effects (Shriar, 2000;
MacLeod and Moller, 2006). As already indicated in chapter 1, the role of agricultural in-
tensification in increasing food production is uncontroversial but the long list of secondary
effects related to it has been the cause of much concern. As a result many studies focus on
the nature of the relationships between intensification andissues like deforestation (Pichon,
1996; Meertens et al., 1996; Angelsen, 1999; Bilsborrow andCarr, 2000; Tachibana, 2001;
Shively and Pagiola, 2004), rural poverty (Hazell and Ramasa y, 1991; Carswell, 2000;
Niazi, 2004) and biodiversity (Matson et al., 1997; Chamberlain et al., 2000; Decaens and
Jiméenez, 2002; Smith et al., 2005). Although these studies have been conducted world-
wide over the last two decades, controversy over the nature of their relations still remains.
Knowing the nature of these relationship is essential in order for policy-makers to conduct
successful planning tasks, especially in countries such asVenezuela where, in spite of
there being extensive areas capable of agricultural production, nearly 50% of the internal
food requirements of recent years have been satisfied by importations (BCV, 2006). In
addition to external food dependency, are the poverty, which affects about 70% of the rural
population (IFAD, 2007) and the recurrent degradation of the natural resource base (Pla,
1990; Lozano et al., 2002; Rodrı́guez et al., 2003)
It is in the described context where the importance of a farm intensification typology as
a strategic tool to face the challeges emerges. In that sensethe proposed Urdaneta farm
intensification typology aims not only to serve as a basis to segment farms in the traditional
manner, but also as a first approximation to test the possibility of incorporating remote
sensed imagery as a way to study the intensification process.
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In the remainder of this chapter a brief description of the study area is provided, then, the
methodology is outlined, followed by a summary of the main results, and finally discussions
and conclusions are presented.
2.3 Study area.
The area of study is Urdaneta which is one of the 15 municipalit es of the Aragua state in
Venezuela, occupying 2,024km2 and representing 29.25% of the total area of this state.
It is located in the so-called central region of Venezuela, which is the most densely popu-
lated with about 35% of the entire urban Venezuelan population located in Distrito Capital,
Miranda, Carabobo, and Aragua states.
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Fig. 2.1. Study area
It is connected to the main cities of the country via the national road network, which is gen-
erally in good condition and allows vital communication allyear round. The distances from
Urdaneta to Caracas, Maracay and Valencia are about 200, 150, and 180 km respectively.
Like most Venezuelan rural areas, it has a low population density, about 9 inhabitants per
km2 concentrated in Barbacoas and Taguay. It is a zone of moderate rainfall (1,200 mm/yr)
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with an average temperature of 26.7°C. The rainy season exteds from May to October and
the dry season from November to April. Interannual variabilty and seasonality of rainfall,
makes it one of the main constraints to increased yield per hectare. Soil fertility ranges
from medium to low. The indigenous vegetation is typically dr tropical forest. (MARNR,
1983)
This municipality has about 144,463 ha of agricultural landdistributed into 1,429 holdings.
Table 2.1 shows Urdaneta farms classified by the number and area of holdings. Holdings
of more than 100 ha represent just 18% of the total holdings but control about 89% of the
total agricultural land, whilst holdings less than 20 ha (62% of the total holdings) occupy
less than 3% of the total agricultural land, resembling verymuch the Venezuelan pattern as
a country, shown in chapter 1
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Table 2.1. Number and area of holdings by size of Urdaneta county
Holdings Area
Number % ha %
Under 1 ha 33 2.31 24 0.02
1 and under 2 ha 161 11.27 143 0.10
2 and under 5 ha 258 18.05 641 0.44
5 and under 10 ha 301 21.06 1,543 1.06
10 and under 20 ha 130 9.10 1,522 1.05
20 and under 50 ha 174 12.18 5,171 3.58
50 and under 100 ha 116 8.12 7,363 5.10
100 and under 200 ha 101 7.07 12,909 8.94
200 and under 500 ha 88 6.16 26,396 18.27
500 and under 1000 ha 36 2.52 23,686 16.40
1000 ha and over 31 2.17 5,077 45.95
Source: MAC (1997)
The Urdaneta municipality has been selected as an appropriate study case to investigate
agricultural intensification since it presents a number of interesting features, such as being a
transition between the major urban and rural Venezuelan zones, comprising a wide diversity
of agricultural land uses, ranging from annual crop to crop-livestock systems with different
managements and a great diversity in holdings areas. These caracteristics make Urdaneta
a representative case of many of the Venezuelan agricultural are s. Data availability was
also an important factor which influenced its selection as study area.
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2.4 Data and methodology.
2.4.1 Data
Data used in this research consist of 275 of the total of 1,429holdings reported in the
Urdaneta municipality of Aragua state by the 1996/1997 Venezuelan agricultural census.
The census was carried out by the Ministry of Agriculture andLivestock in collaboration
with the Central Office of Statistic and Information, the Central Bank of Venezuela and
Venezuelan universities, following FAO guidelines (MAC, 1998).
The information was obtained by interviewing landholders di ectly. The enumeration was
based on municipal and parochial maps available from the XIIcensus of population and
housing resulting in 5,422 enumeration areas. Holdings were identified by 11 digits; the
first eight numbers referring geographical location, whichin blocks of two digits indicating
state, municipality, parish and sector while the last threedigits identify the holding itself
(MAC, 1997).
To guarantee the quality of the information collected, prior to the application of the census
questionnaries in the whole national territory, an experimntal census was organised in
Yaracuy state, to test the framework, the questionnaires and operational aspects; after that,




The first step was to identify an appropiate and meaningful set of variables on which to
group Urdaneta’s farms by intensification levels. Since theagricultural holding has been
recognised as the best unit to build an agricultural typology (Kostrowicki, 1977), in the
present research the advantage of having detailed data provided by the 1996/1997 Venezue-
lan agricultural census was exploited. Nine variables werechosen to segment farms by
degree of intensification. These were labelled as land use and land management practices
as representative intensification indicators in terms of the specific conditions of the study
area.
Land use was represented as the percentage area within each farm on which agricultural
production is carried out, which was divided into annual, orchard and forage given that
these three categories comprise the main productive uses offarm land observed in the
study area. Annual cropping percentage (ACP) was calculated by adding up the area un-
der cultivation at the time of the application of the census qestionnare plus the area being
prepared for annual cropping, mostly represented by maize,sorghum, sweet chili and pep-
pers. Orchard cropping percentage (OCP) accounted for the areas devoted to those crops
whose productive cycle exceeds a year, which in the study area r mostly plantations of
mandarins, lemons, bananas and mangoes. Forage percentage(FOP) included the pastures
areas.
The general category of land management included six indicators ccounting for some of
the most common management practices used by researchers tor flect farm intensifica-
tion. The first three, irrigation percentage and machinery and equipment index could be
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considered as a rough indirect output measurement, since itis supposed that their potential
contribution to increase yields per hectare is an importantfactor inducing most farmers to
use them.
Cropping irrigation percentage (CIP) constitutes an important intensification indicator (Turner
and Doolittle, 1978; Sampath, 1992; Caraveli, 2000; MacLeod and Moller, 2006), espe-
cially for those areas with long dry periods, as water availabil ty allows cropping even
during the dry season, and also to minimise the stress causedby drought to plantations and
grazing areas, so output per area may increase as a result.
Machinery index (MAI) and equipment index (EQI) as indicators f the capacity to under-
take ground preparation tasks have long been recognised as an indicator of farm intensifi-
cation (Brown and Podolefsky, 1976; Turner and Doolittle, 1978; Caraveli, 2000; MacLeod
and Moller, 2006). The first was estimated by adding up the number of tractors of up 80 hp
plus tractors more than 80 hp multiplied by two, while the second was the result of adding
up the equipment number, in both cases the total number was divide by farm area.
Stocking rate (STR), expressed as animal units per unit of grassland, has been referenced as
the index of the intensity of agricultural livestock production (Seré, 1983; Boyazoglu, 1998;
Shriar, 2000; MacLeod and Moller, 2006; Milán et al., 2006). Animal units calculations
used 1.5 units for bulls, 1.0 unit for cows, 0.75 units for heifer and steer yearling, 0.5 unit
for store and 0.25 for calves.
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Permanent staff ratio (PSR) and temporal staff ratio (TSR),were included to account for
the number of workers per hectare per year, which will be greate for intensive systems,
especially for those farms advocated to orchard crops (Doan, 1995).
2.4.3 Statistical Analysis
Since type is essentially a taxonomic concept based on the similarities between the entities
under study (Kostrowicki, 1977), the data were analysed by applying principal compo-
nents and agglomerative hierarchical clusters. Cluster analysis methods are usually com-
plemented with principal components analysis, given the power of the later in reducing di-
mensions, providing distance measures and detecting cluster structure. These abilities have
contributed to making it the most used multivariate analysis technique (Jolliffe, 2002).
Principal component analysis (Hotelling, 1933) is a non-parametric method that works by
replacing the original variables with a linear combinationof them and expressing it as a set
of components which, by definition, are orthogonal and basedon statistical variance, so that
the components are sorted in descending importance; hence the first component accounts
for most of the variance in the data, the second less than the first but more than the third,
and so on until the last, explaining all the residual variance. Principal component analysis
also forms the basis for hierarchical multivariate methods, since it provides the scores of
the observations projected into a new n-dimensional space allowing the calculation of the
distance between them, essential in clustering observations by their similarities.
The identification of homogeneous intensification groups wacarried out using the clus-
tering method proposed by Ward (1963), which as a hierarchical agglomerative technique
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works by a progressive fusion of theN entities or cases into groups, until every entity is in
the same cluster. The criterion applied by this technique ins lecting the entities to be joined
seeks to minimise the loss of information resulting from itsfu ion, based on measuring the
squared deviation so that prior to combining any entities ina cluster, the squared deviation
is calculated by merging at each step those entities accounting the minimum increase in the
error sum of squares from the mean of its cluster (Everitt, 1974).
The general procedure applied can be summarised as follows:first a matrix containing the
nine indicators previously selected for each of the 275 farms included as a representative
sample of the intensification of farms located in the Urdanetmunicipality was created.
This matrix was pre-processed and analysed with CIRAD (1989) software. As a pre-
processing task, an analysis of correlation was applied to find out whether there existed
variables that should be excluded due to their high correlation coefficients. Then a prin-
cipal component analysis was performed, using the correlation matrix over standardized
data, to avoid distortion as a consequence of diverse and disparate units of measurement of
the variables.
The next step consists of deciding the number of components to be retained, in this mat-
ter there is not a unique rule. The most common criterion referenced is that of Kaiser
(1960) according to which only those components which have eig nvalues of 1.00 or
greater should be considered. Jolliffe (1972) reported that Kaiser’s criterion is too strict
and suggested retaining those components with eigenvaluesgreater than 0.7 instead. There
is also a simple but arbitrary rule of thumb according to which as many components as
necessary should be included to be able to explain at least 75% of the variation.
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The score of the observations in the components retained were used for cluster analysis
by choosing the option maximization of momentum order two ofCIRAD (1989) software,
which is based on the Ward (1963) method, seeking a maximum variance between clusters
while minimising the variance within them, based on Euclidean distance. As an option
belonging to agglomerative hierarchical clustering, it starts with including as many cluster
as entities decreasing in a stepwise manner, so that at the end th re is just one cluster
containing all the entities.
The resulting clustering quality was estimated by calculating he coefficient of incidence
(Zhao and Karypis, 2004) and silhouette (Kaufman and Roussee w, 1990). The first com-
pares the actual and idealized proximity matrices, while the second evaluates the distances
of objects within a cluster in terms of its contribution to the overall cohesion or separation
of a cluster. Additionally, based on a discriminant analysis (Fisher, 1936), the quality of
the groupings is assessed using the statistics of Wilks’ lambda (Wλ ), Hotelling’s test (T2),
Pillai’s trace test (P); Roy’s maximum root (RM); and average squared canonical correla-
tion (r2). Discriminant analysis is carried out through the 7M routine of the sofware BMDP
(Dixon et al., 1981). The appropriate number of cluster was decided by repeating the clus-
tering procedure while varying the cardinality of the number of clusters, in order to choose
the number of clusters that yielded the best quality.
2.5 Results.
Table 2.2 shows the correlation coefficient between all pairs of variables, it can be seen that
the variables correlate fairly well but not perfectly, whics a desirable condition to perform
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cluster analysis, so that all of them can be kept. The absenceof a correlation coefficient
greater than 0.9 indicates that multicollinearity was not aproblem, this was confirmed by
calculating the determinant of the correlation matrix which being equal to 0.148 allows us
to discard it completely (Field, 2005).
Table 2.2. Matrix of correlation
2 3 4 5 6 7 8 9 10
ACP OCP FOP CIP STR MAI EQI PSR TSR
2 1.000
3 -0.201* 1.000
4 -0.307* -0.106* 1.000
5 -0.033 0.432* -0.070 1.000
6 -0.221* -0.096 0.462* -0.062 1.000
7 0.057 -0.002 0.015 0.246* 0.016 1.000
8 0.033 0.039 -0.009 0.209* 0.098* 0.786* 1.000
9 0.133 0.084 -0.094* 0.063 -0.065 0.056 0.025 1.000
10 -0.011 0.270* -0.053 0.332* -0.060 0.137* 0.174* 0.052 1.000
The correlation is significant at the .05 level
There is no unique rule for deciding the number of componentsthat should be retained.
On the contrary, this is one of the aspects which remains open, so that prior to making
the decision the results were analysed by looking at them in light of the Kaiser (1960)
and Jolliffe (1972) criteria. In that sense, as can be observed in Table 2.3, the former
criterion is fulfilled by considering only the first three components since from the fourth
the eigenvalue becomes less than 1, while by taking into account that the fifth component
should be retained to be able to explain at least 75% of the variance. Nevertheless it was
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decided to include the next component, bringing the total variability to 86.40% with an
eigenvalue of 0.672, ensuring that any important componentis discarded, it is better keep
too many rather than too few components (Kobrich et al., 2003).
Table 2.3. Eigenvalues of the matrix of correlation
Component Eigenvalue Component Accumulative
1 2.114 23.49 23.49
2 1.726 19.18 42.66
3 1.490 16.55 59.22
4 0.974 10.83 70.05
5 0.800 8.89 78.93
6 0.672 7.47 86.40
7 0.533 6.15 92.55
8 0.472 5.24 97.79
9 0.198 2.21 100.00
2.6 Determining the number of clusters
Table 2.4 shows the results of several statistical criteriafound after a linear discriminant
analysis for the purpose of determining the appropriate number of sets in which the input
data should be segmented. As can be appreciated, the clustering procedure was repeated
to observe how the groups changed as a function of the number of s ts used. It is easy to
realize that in terms of the variability explained by the model (r2), the most appropriate
number of clusters is three. Likewise, the best separation between clusters appears to be
achieved by using three groups Judging from the coefficientsof impact and Silhouette.
It is also noteworthy that with this number of clusters, it ispossible to obtain the lowest
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value for the statistic Wilks’ lambda, while Pillai, Hotelling, and Roy’s tests reached their
maximum, indicating better performance.
Table 2.4. Impact of cluster’s number on cluster quality using discriminant analysis after hierar-
chical procedures.
Number o f clusters %C Wλ PT T2 RM r2 i Slh.
2 clusters 64.1 0.26 0.79 2.40 2.30 0.30 0.27 0.20
3 clusters 92.1 0.11 1.31 3.83 1.94 0.71 0.70 0.50
4 clusters 88.3 0.15 1.21 3.36 2.30 0.60 0.50 0.32
5 clusters 76.2 0.22 0.93 2.50 2.15 0.48 0.30 0.28
%C: Percentage classified correct;Wλ : Wilks’ lambda; PT: Pillai’s trace;T2: Hotelling’s test;
RM: Roy’s minimum root;r2: Squared average canonical correlation;i: Incidence;Slh: Silhouette
The two-dimensional representations of the farms in the twofirst components were anal-
ysed as a means to visualize the three farm groups referenced, which are rendered in Fig.
2.2 designated 1 to 3, rated from low to high, as determined byintensification levels and
labelled extensive; semi-intensive and intensive.
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Fig. 2.2. Scatterplot of farms’ classes in the first two components
The membership list generated by the CIRAD (1989) programmeindicated 167 farms be-
longing to cluster 1, which, according the descriptive stati ics is mostly composed by
those farms mainly advocated to short-cycle crops and to a lesser extent to the livestock
with low stocking rate, lack of infrastructure for irrigation, and machinery and equipment
indices extremely low, with a predominance of regular workfce whose preeminence can
be attributed to machinery and equipment lack, based on the features mentioned farms in
this group were classified as extensive production systems.extremely low machinery and
equipment index, low stocking rates, resembling extensivemixed agricultural production
systems.
This group is integrated by 40 farms whose productive activity revolves around livestock
and short-cycle crops. By analyzing the descriptive statistics for stocking rates, irrigation
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infrastructure and machinery and equipment indices in thisgroup and compare them with
those of farms included in farms class 1, one can infer that they hold a greater level of
intensification that of the latter group, so that for the purposes of this research as a semi
extensive production systems.
The salient features of the 68 farms included in this group are related to the provision of
irrigation facilities, machinery and equipment, which have been recognized as indicators
of Intensification of agricultural production systems, andalso having higher permanent
and temporary labor ratios. The conjunction of these featurs make us assume that the
aforementioned farms exhibit a higher degree of intensification, so that, for the purposes of
this thesis those farms are label as intensive production systems. Within the farm productive




2.7 Discussion and conclusion
Numerous studies have demonstrated a link between the area devote to agricultural pro-
duction, irrigation facilities, stocking rates and machinery index and farm intensification
(Brown and Podolefsky, 1976; Turner and Doolittle, 1978; Samp th, 1992; Caraveli, 2000;
Shriar, 2000; Thapa and Rasul, 2005; MacLeod and Moller, 2006). In this chapter Ur-
daneta municipality farms were classified by intensification levels based on the referred
variables. The clusters were labelled extensive; semi intensiv and intensive. These pat-
terns have been previously reported in the agricultural intensification arenas using unsuper-
vised statistics techniques at farm level (Thapa and Rasul,2005) and also at national level
(MacLeod and Moller, 2006). The intensification groups confirmed in the Urdaneta munic-
ipality have also been referenced in earlier studies using ra king methods (Shriar, 2000),
output per hectare in monetary terms (Andersen et al., 2006), milk production systems in
tropical South America (Seré, 1983). Differences in the number of groups when compared
with other intensification typologies such as those dividing farms into only extensive and
intensive (Kerr and Cihlar, 2003) or those incorporating low and high extensive and inten-
sive farms (Baltenweck et al., 1998; Urdaneta et al., 2004) can be explained by the intrisic
characteristics of the farms under study, and also by the pursued goal, which in the present
research, is clustering the sample farms of Urdaneta municipal ty into meaningful clusters
from the intensification point of view, providing the labelsto be used as training instances
to induct a relationship between them and the spectral properties of their land cover as
recorded in landsat image.
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Results indicate that extensive mixed farms are by far the predominant systems in the area
accounting for 60% of the total farms, followed in importance for intensive systems ac-




Unsupervised Classification using a Neural Approach
3.1 Abstract
In this chapter have been applied statistical learning ideas for the task of identifying typolo-
gies of farms. Previous attempts to group types of farms suchas hierarchical and non hier-
archical clusters have often found some technical problems. These problems arise because
in many cases it is very hard to make unbiased decisions aboutthe appropriate number of
clusters. However, when self-organizing Kohonen networksa e used as a method of clus-
tering, an objective selection of the number of clusters is provided. While some problems
still remain e.g. repeatability of results, this research shows the beginning of a new series
of applications of machine learning for unsupervised classification of farms.
3.2 Introduction
As evident in previous studies, one of the main difficulties in designing public policies for
the agricultural sector has been the definition of farm typologies. This has been achieved
primarily through the development and application of quantit tive methods in the field of
cluster analysis, which has significantly expanded our understanding about the possible
subsets of farm typologies within a given population of farms. However, while these meth-
ods have been very useful in the process of selection of repres ntative farms, many of them
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have the limitation that the decision on the appropriate number of clusters is quite subjec-
tive, and most of the time, it is necessary to preprocess the data using feature extraction
techniques in order to reduce the dimensionality of the problem.
Kostov and McErlean (2006) in an attempt to solve the problems described above, sug-
gested to clusters using the technique of fitting mixture distributions, and then apply a
likelihood ratio as an objective test to decide the appropriate number of clusters within the
population of farms (Everitt, 1993). Although this method is promising, among its dis-
advantages are included the need to preprocess the input data o extract features, met the
basic assumptions of parametric statistics, and due it is a memory-based technique, its use
is impractical in real-time applications (Hastie et al., 2001; Bishop, 2006). However, if a
neural approach is used, as for instance the Kohonen self-organizing networks, the number
of groups present in the data will be naturally identified in atwo-dimension weight maps
as the network adopts a stable configuration after a process of self-organization or training.
Generating without any preprocessing of the input data, a repres ntation which is quite
flexible, uniform for patterns presented to it, and also preserves the topology of the input
space.
On the basis of these ideas, the aim of this chapter is focusedon i entifying clusters of
farms present in the population of data under analysis, and therefore be able to assign
each observation a typology label that tells to what class each observation corresponds.
Additionally, it seeks to validate the clustering found andcompare the results with the
hierarchical method used in Chapter 2. The structure of the chapter includes four sections:
the first deals theoretical and methodological aspects of previous researchs that support
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the work. The second describes the methodology used. In the third section analyzes and
discusses the results and some conclusions are drawn in the fourth section.
3.3 Self-organizing networks
The self-organizing network refers to a set of methods that are characterized by inducing
a non-supervised clustering n-dimensional data under a restrict d topology living in an
m-dimensional space,m < n (Lippmann, 1987). In other words, the restricted topology
structure is designed to present one of the possible m-dimensional similarities between the
original patterns.
It is easy to see that the following elements are part of the self-organization:
• An arbitrary set of input patterns n-dimensional
• A set of processing units(PU) n-dimensional
• A network or interconnect structure restricted thePU that somehow represents the
ratio of m-dimensional desired similarity
• A measure of distance defined in the space of n-dimensional
• A measure of distance defined in the restricted network of m-di ensional structure
ThePU are points in spaceRn defined by their position vectorw, usually called weight vec-
tor. EachPU is in turn a set ofPUsclose in the network, those with which it is connected
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in their immediate environment and make its neighborhood. The structure of the neighbor-
hood depends on the topology of the network and the size of theenvironment considered.
In terms of distance functions, the Euclidean or Manhattan are used.
The process of finding the self-organizing mapping is calledthe network training. The
training used is a competitive one, where only one unit, the winner, and possibly some
elements of its neighborhood are adjusted according to the patt rn presented. After the
restricted topology network structuration with N PUs and define the distance functions,
training can be summarized in the following steps:
1. To initialize weight vectorswi of PUsrandomly∀i ∈ 1. . .N
2. To select randomly and uniformly one of the input patterns
3. To find thePU that is closer to the pattern selected. The PU is the winning unit (WU)
4. To make a correction vectorw of theWU. The correction makes the PU resembles
more the pattern shown
5. If necessary, conduct a weaker correction onwi belonging to its neighborhood
6. To repeat (2) - (5) a fixed number of iterations or until the corrections are smaller than
a preset threshold
The key point in building the mapping is that the degree of closeness between thePU is
measured on the structure of the network, while the degree ofcloseness between thePU
and a presented pattern is measured on the spaceRn. As training progresses the units are
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distributed evenly over the input space occupied by the patterns presented. The correction
factor decreases with time until eventually the network reach s a stable configuration. At
the end of training, the locations of thePUsof the network are indicative of intrinsic sta-
tistical features contained in the input patterns ”(REF).”The network is specialized on the
basis of competition in the sense that the units responsiblefor fragments of related infor-
mation are close and can interact through short connections. This change by which the
PU and the neighborhood go from being close only to the network structure, to be close in
n-dimensional space, is the process known as self-organization.
Traditionally, networks of this form are used for data clustering, mapping features, vector
quantization and compression, applications where features lik dimensionality reduction
and determination of a bounded number of prototypes are vital. However, because the
resulting representation is quite flexible, uniform patterns is presented and preserves the
topology of the input space, since there is a similarity betwe n the structure of the network
and two-dimensional mosaics of land uses that occur in an agroecosystem, it seems natural
to its use in the problem of representation of farms. Next, itdescribes one of the most
widely used self-organizing networks: The Kohonen NetworkFeatures.
3.4 The Kohonen Features Network
The Kohonen feature network (Kohonen, 1995) is the most widely used self-organizing
method, which typically consists of a layer of processing units connected and forming a
restricted network topology. Commonly thePU in a line (1D) ofN units open at their ends,
or closed in a ring, but also can be configured as a rectangularrid (2D) of p×q = N units.
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Learning occurs as described, however, it should make the following points: Both the
WU and a number of units within its neighborhood are adjusted sothat the weight vector
of the units is more like the input vector. Units surroundingtheWU fit more smoothly
according to the topological distance that separates them fro theWU. Weight vectorsw1
are adjusted by the Kohonen learning rule:
wi (t +1) = wi (t)+ ε (t)Φi j (t) [x(t)−wi (t)] (3.1)
wherewi(t) is the weight vector of the uniti in the istantt, ε(t) is the learning rate,x(t) is
the input vector presented int andΦi j (t) is a function of proximity between unitsi and j,
given by:






Here,σ(t) is the width parameter and the functiond̃ measures the distance of unitsi and j
in the network. In a square grid, let( fi ,ci) position, row and column respectively, which is
the uniti and( f j ,c j) the position of unitj. The distancẽb(i, j) = [( fi− f j)+(ci−c j)2]1/2
is the Euclidean distance from positions of units in the network.
The distance function in n-dimensional space, one that measur s the closeness between the













Both the learning rateε(t) as the width parameterσ2(t) are assumed linear functions de-
creasing in time. Its functional form is:
ε (t) = mε (t− t0)+ ε0 (3.4)
mε =
ε f − ε0
t f − t0
(3.5)
σ (t) = mσ (t− t0)+σ0 (3.6)
mσ =
σ f −σ0
t f − t0
(3.7)
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The subscripts 0 andf indicate initial and final values, respectively. Note that because
both the learning rate as the width parameter are decreasingfunctions over time, adjust-
ments made on the vectors of weights are increasingly smaller as l arning progresses. This
indicates that the network is stabilized in the final stages of training.
3.5 Data preprocessing and methods
Before proceeding with the clustering process, a neural network must be trained. To do
so is considered a Kohonen self-organizing map (SOM) (Kohonen, 1982) consisting of a
set of nodes(N) that are arbitrarily initialized to lie in the plane of a two-dimensional grid
(Fig. 3.1a). The training process aims to bend the two-dimensional plane so that the nodes
of the grid approximate the training set distribution (black dots) as well as possible (Fig.
3.1b). Once the model fits, the observations can be mapped onto two-dimensional grid
(Fig. 3.1c).
The observations are processed one at a time, with the purpose of finding, in terms of
Euclidean distance within the grid, the nodeN closer to the observationx. Thus, each
nodeN and its neighbors are moving toward the observationsx with every update of the
network. It is important to note that the distances are integers that are defined within the
space described by the topological coordinates of each nodei th network. Consequently,
the net effect of each update is the movement of the nodes to the input data or observations,
but keeping the two-dimensional spatial relations betweennodes. Thus, preserving the
neighborhood topology map, the structures in the input space c n be discovered through
the exploration of map features.
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(a) (b) (c)
Fig. 3.1. Process of training a Kohonen self-organizing map(SOM). The black dots represent the
training set drawn from the data distribution. First, the SOM nodes (red dotted lattice) are placed
arbitrarily in the input space (a), then the node closest to each training sample is selected and moved
towards it, as well (but with less intensity) as their nearest neighbors (b). Later, after an iterative
process, as the mesh tends to the distribution of the data set, the training approaches its end (c).
Since the distances between the input data are evenly distributed on the map, the clusters
are not easily detected in this. Hence, in order to detect anddisplay clusters is necessary
to calculate the U-matrix (Euclidean distance between weight vectors of neighboring neu-
rons) to visualize the topology of the map features by analyzing the weight vector at each
point of the grid, with respect to its neighbors and then display the distance between two
neighboring units as height. This leads to a three-dimensional Kohonen map containing a
geometric approximation of the distribution of vectors in the network. In this type of ar-
rangement is possible to see valleys in those parts of the grid where the vectors are close to
each other, and hills where there are large distances between th m, indicating similarities
and dissimilarities in the input data respectively.
Because the SOM neurons located at the edge of the grid have different mapping qualities
that neurons in the center of the map, it is necessary to ensurthat the edge effect is removed
from the resulting grid of the SOM after training. With this objective, the resulting grid will
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be embedded in a sphere to ensure a finite space without borders that minimizes the impact
of the smaller neighborhoods of the edges (Ultsch and Mörchen, 2005).
To measure the validity of the clustering achieved by both hierarchical and SOM method,
two approaches are used: quantitative and qualitative. From the quantitative point of view,
the performance of the clustering process will be measured through the procedure described
in Chapter 2, while the qualitative evaluation (only for SOMmethod) of clustering was
made through the visual judging of the similarity matrix (Halkidi et al., 2002a,b).
3.6 Results and discussion
Starting with a squared topology and a random initializing with random seed 0, the number
of initial processing units was 8 and finished with 600 processing units. The training rate
was 400 with a maximum of 400000 iterations for the training phase, with a pruning rate of
4 units. In the Fig.3.2, is represented the local distance structure resulting from the SOM
training through unified distance matrix or U-matrix. As canbe seen, after training it is
clear the presence of a strong block-diagonal pattern of well-separated clusters. Neurons
are positioned in the field of different groups during training the model, so that the distances
between adjacent neurons are a good approximation of the distances between the patterns
that make up the underlying data. Colorimetrically This is manifested by low values for
processing units close together (indicated by green, blue and bright blue) or high values
revealing large distance between consecutive processing units (in this case is indicated by
yellow, purple and bright red).
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It is worth reiterating that to avoid edge effects, this gridwas embedded in a sphere, en-
suring this way a continuous space without boundaries wheret first row and column of
the grid was connected to the last row and column respectively. In consequence, the cluster
observed in the upper right of the diagonal is the same in the low r left corner (Ultsch and
Mörchen, 2005).
Fig. 3.2. Feature map topology of an unified distance matrix sorted by a Kohonen SOM model
fitted to a training sample of 275 farms. The display is coded from higher density areas (bright
green) to lower density areas (bright red).
Given that SOM reflects very well the geometric approximations f multidimensional input
data in this two-dimensional grid space; because of the ability of these maps to preserve the
topology of patterns in the input space. It is easy to interpret in the landscape of Relative
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distance between meurons in the U-matrix that was generatedhere, that at least 4 strong
clusters appear clearly along the diagonal, indicating thepresence of neatly defined struc-
tures in the training set. These results resemble those of Tan et l. (2006) when using visual
validation to evaluate various methods of clustering.
Fig. 3.3. Profile of a unified distance matrix. The display shows the distance between neighboring
units as height (red line), giving rise to hills or walls denoti g boundaries of partitions created by
the weights of the trained SOM. The valleys correspond to those areas populated by farms (green
columns) close to each other in the lattice because they share ome typical content.
A different perspective of these results can be seen in Fig. 3.3 where a profile of the U-
matrix is presented. As can be appreciated, in this cross-section of the U-matrix a red line
allows the visualization of the distance between neighboring units as height. In this display
are perceived valleys inhabited by vectors of farm’s attribu es (green columns), or hills,
which act as walls that segment the clusters or indicate dissimilarities in the data. Looking
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at the central part of the same profile of the U-matrix, we can notice that there are also
small walls in large valleys, which indicate the presence ofsmall clusters nested within
other. These may be considered as outliers or small clustersthat can easily be merged
with other biger, depending on whether these are groups thattend to be cohesive, not well
separated and share some typical content (Ultsch, 2003).
3.6.1 Comparison of hierarchical and self-organizing maps(SOM) clustering per-
formance
The results of comparing three methods of clustering: hierarchical (3 clusters) (see Chapter
2), hierarchical (4 clusters) and SOM (4 clusters) can be seen in Table 3.1. It should be
clarified that it was decided to include in the comparison a run with the hierarchical method
with 4 partitions, in an attempt to make results comparable between methods, since the
SOM method produced 4 clusters.
Table 3.1. Impact of clustering method on cluster quality using hierarchical and self organizing
maps approaches.
Method %C Wλ PT T2 RM r2 i Slh.
Hierarchical(3clusters) 92.1 0.11 1.31 3.83 1.94 0.71 0.70 0.50
Hierarchical(4clusters) 88.3 0.15 1.21 3.36 2.30 0.60 0.50 0.32
SOM(4clusters) 94.5 0.09 1.38 3.50 2.43 0.75 0.74 0.58
%C: Percentage classified correct;Wλ : Wilks’ lambda; PT: Pillai’s trace;T2: Hotelling’s test;
RM: Roy’s minimum root;r2: Squared average canonical correlation;i: Incidence;Slh: Silhouette
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As can be appreciated, the performance profiles of the clustering after applying a discrim-
inant analysis to the groups generated by SOM, show that the means of selected variables
for each group within this method were different in the population under study given the
proximity of Wilks’ lambda statistical to zero; and the comparatively high values of the sta-
tistical Pillai, Hottelling, and Roy with respect to the twoc mbinations of hierarchical ap-
proach. Also, the SOM-based clustering, showed the highestsquare canonical correlation
supporting the idea of well-separated groups with a high proportion of the total variance
explained (75 %).
Similarly, in reference to the percentage of classified correct, it appears that this parameter
was slightly higher when the grouping was through SOM and hierarchical (3 clusters). This
validation is also confirmed after calculating the incidenccoefficient. Where this value
resulted close to 1 for SOM and hierarchical (3 clusters), and according to the criterion of
Tan et al. (2006), this confirms the existence of a high correlation between ideal and actual
similarity matrix, pointing out that items belonging to thesame group are close to each
other. This result is consistent with previous findings of May et al. (2010) who reported
that cluster structures showing values within the range from 0.50 to 0.70 are considered
reasonably grouped data.
On the other hand, the silhouette coefficient also calculated to validate the performance
of this clustering, speaks clearly about the desirable characte istics of the structures found
under SOM and hierarchical (3 clusters) aproaches; in the sense that these values indicate
that average distance from a given point with respect to its group, is significantly lower as
compared to any other group of the structure. This finding agrees with early results of Brun
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et al. (2007) and Tan et al. (2006), when comparing the performance of different methods
of internal validation of clusters. The better performanceof the SOM can be attributed to
its improved ability to represent the surface of the input space because it can get closer to
the original curvature of the data, thanks to self-organization process which inserts units
where these are needed (Duda et al., 2001; Bishop, 2006).
At first glance these results reveal that SOM can build a modelthat is able to generalize
properly the structure of input data. However, a closer lookcan show that the hierarchical
method, with three partitions, produced an acceptable model f r clustering. Contrary to
what happened with the same hierarchical approach, but withfour partitions. This par-
ticular experiment, running hierarchical with 4 partitions again, was of interest because it
had pursued to mach the number of groups used in the hierarchic l approach (which is a
decision of the investigator) with the number of groups resulting from the self-organization
of the network without the influence of the investigator, obtained with SOM. Nevertheless,
the performance of this experiment was very poor in terms of the quality of its cluster’s
quality.
Table 3.2. Confussion matrix for the segmentation achievedby two clustering aproaches: hierar-
chical and self organizing maps (SOM) trained on 275 cases
SOM
Cluster1 Cluster2 Cluster3 Cluster4 Σ
Hierarchical Cluster1 139 16 7 5 167
(3clusters)
Cluster2 3 34 2 1 40
Cluster3 6 5 53 4 68
Σ 148 55 62 10 275
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In order to show the commonalities between the two approaches with better performance
(SOM and hierarchical-3 clusters), a confusion matrix is presented in Table 3.2. As can
be seen, unlike the hierarchical method, the SOM approach allowed to distinguish four
well-defined clusters. Of these four groups, three show significa t similarities with the
hierarchical method in 92 % of the patterns, equivalent to 226 farms as can be seen on the
diagonal of the matrix excluding the cluster 4. The remaining fourth group is composed of
10 farms, whose main use was the leisure and entertainment, so they were discarded from
the study. Additionally, 11 farms were excluded because there was no overlap between the
two methods and behaved as outliers.
These results are very encouraging, since it had a high proporti n of patterns designated
in the same groups using two different clustering methods. Therefore, to proceed with the
supervised classification in next chapter will be used only those farms and groups where
there is overlap between the approaches with better performance (SOM and hierarchical).
Consequently, 226 farms will be grouped into three clustersorganized as follows: cluster
1 (139 farms); cluster 2 (34 farms) and cluster 3 (53 farms). These groupings will be
described in the following section.
3.6.2 Farm clusters summary
Information about typical values and dispersion for each cluster can be found in Table 3.3,
where a statistical summary is provided. As can be seen, the statistics are displayed by
cluster, where apart from the mean and standard deviation, also include other measures of
central tendency and disperssion for the purpose of avoiding the bias associated with the
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presence of outliers. Based on this information the main characteristics of each type of
property described below:
Cluster 1: Comprised of 139 farms devoted mainly to short-cycle crops and to a lesser
extent to the livestock with low stocking rate, lack of infrastructure for irrigation and ma-
chinery and equipment indices extremely low, with a predominance of regular workforce
whose preeminence can be attributed to machinery and equipment lack, based on the fea-
tures mentioned farms in this group were classified as extensive production systems.
Cluster 2: This group is integrated by 34 farms whose productive activity revolves around
livestock and short-cycle crops. By analyzing the descriptive statistics for stocking rates,
irrigation infrastructure and machinery and equipment indices in this group and compare
them with those of farms included in farms class 1, one can infer that they hold a greater
level of intensification that of the latter group, so that forthe purposes of this research as a
semi extensive production systems.
Cluster 3: The salient features of the 53 farms included in this group are related to the
provision of irrigation facilities, machinery and equipment, which have been recognized
as indicators of Intensification of agricultural production systems, and also having higher
permanent and temporary labor ratios. The conjunction of these features make us assume
that the aforementioned farms exhibit a higher degree of intensification, so that, for the
purposes of this thesis those farms are label as intensive production systems. Within the
farm productive activities that make up the third group includes the short-cycle crops and
permanent crops.
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Table 3.3. Summary statistics of 226 crop-livestock systemattributes by farm’s clusters.
ACP: percentage of annual crop, PCP: percentage of permanent crops, FOP: percentage of forest, CIP: percentage of irrigated crops, STR: stocking rate, MAI:
machinery index, EQI: equipment index, PSR:rate of permanent staff, TSR: rate of temporary staff,
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3.7 Conclusion
This chapter has addressed the unsupervised classificationof farms based on their produc-
tive attributes using Kohonen self-organizing maps. The main results from clusters quality
validation and its comparation with the hierarchical method used in Chapter 2 showed
that clusters obtained with SOM exhibited a higher quality with respect to the clusters ob-
tained by hierarchical methods. It has been demonstrated that although the segmentation
achieved by SOM was an improvement over the hierarchical appro ch in terms of accu-
racy in classification, explained variance and the degree ofcohesion among groups, both
SOM and hierarchical method agreed in a high percentage of farms in similar groupings.
It is remarkable that clusters in which both methods agreed,showed clearly defined deci-
sion regions, with wide separation of their centers of gravity and much more compact sets.
These results allow us to overcome the limitations encountered with the application of the
hierarchical method, and therefore those clusters where coincided both methods will be
used at the stage of supervised classification of multispectral data (Chapter 4).
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Chapter 4
A kernel based methodology to identify farm
intensification levels in Urdaneta municipality
of Aragua state, Venezuela
4.1 Abstract
This chapter deals with a new methodology to induct a relationship between agricultural
intensification patterns and farms spectral response. Thismethodology include the uses of
a kernel adatron machine (Friess et al., 1998), census data and remote sensing derived land
cover images (Landsat ETM) to model such a relationship. Findings suggests that effective
farm intensification detection based on spectral characteristic ecorded in a satellite image
is possible; and reveals that repeatable links between biophysical and spectral features can
be derived from abstractions that are difficult to observe asfarms. The accuracy on clas-
sification performance shows that the spectral complexity of remote sensed images can be
effectively handled without sacrificing the simplicity of linear hypothesis of representation
within this methodology.
4.2 Introduction
One principle of agricultural intensification is that thereis no single blueprint applicable
worldwide to understand this phenomenon. Boserup (1965) proposed a general paradigm
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that has been acknowledged. Basically this approach statesthe driving role of demogra-
phy on changes over farms land uses spatial organization. Such pattern occurs as farm
management responds seeking fulfill social and environmental challenges. As a result, in-
tensification processes contributes to the landscape and its attained land cover dynamic due
to the resulting influence of their inner land use arrangements. The most basic approach to
link land cover dynamic and the study of agricultural intensification is through farm classi-
fication; and within this field, the pattern recognition of remotely sensed data has resulted
in one of the most effective ways to make land cover data periodically available over large
areas in an spatially explicit fashion.
Traditionally the classification of land cover has been addresed through fuzzy clustering
(Wang, 1990; Odhiambo et al., 2004); maximum likelihood classifier (MLC) (Strahler,
1980); Bayesian (Forbes and Raftery, 1999; Jeon et al., 2004), and artificial neural networks
(ANN) (Chiuderi et al., 1994; Miller et al., 1995; Gleriani et al., 2004). Nevertheless; these
methods are highly dependant on data distribution assumptions and solutions of fuzzi logic
paradigm, given its probabilistics premises, is not resistant to the bias introduced by users in
terms of membership rules. On the other hand, artificial neural networks is plagued of local
minima and results are not deterministics. Much of these limitations have been addresed
within the foundations of statistical learning theory (Vapnik, 1995), in which pionering
application is represented by maxim margin classifiers (Boser et al., 1992); which have
been overcome much caveats of traditional methods.
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Part of the robustness of this approach is an efficient separation between any two classes
by learning algorithms based on the identification of a linear optimal hyperplane that max-
imises the distance between both informational categories; and addresses non-linearities
by mapping input data into a multidimensional feature spaceinduced by a kernel function
(Aizerman et al., 1964). The ability of these algorithms to pr duce an optimal separat-
ing hyperplane has been tested on the land cover classification domain showing important
levels of classification accuracy (Huang et al., 2002; Zhu and Blumberg, 2002). In the
medicine sphere the kernel adatron has shown be an effectivemean helping physician at
early diseases diagnosis, such as breast cancer (Land and Bryden, 2003), brain human tu-
mor (Garcı́a and Moreno, 2004) and myocardial infarction (Conforti and Guido, 2005).
The algorithm classificatory power has also been proven at scene recognition (Le-Saux and
Amato, 2004).
The primary aim of the present study was to evaluate the learning machine approach by
using the kernel-adatron algorithm (Friess et al., 1998) toclassify farms by intensifica-
tion levels based on census and remote sensed data. Additionally it is going to be used
to investigate whether such an approach will attain comparable cluster accuracy as that
achieved with traditionally supervised classification methodology as linear discriminant
analysis while using only spectral information. Also, the effect of different kernel func-
tions and their parameters on the accuracy of farm classifications from Landsat 7 ETM+
images will be investigated.
The plan of this chapter is as follows. Firstly a brief overviw of kernel methods with
emphasis on kernel adatron and kernel principal component algorithm is given. Secondly,
72
a description of the data and experimental design is provided, followed by a brief section
of results and discussion and, finally, the conclusions are summarised.
4.3 An overview of learning machines
Support vector machines are a type of machine learning, developed relatively recently
based on statistical learning theory introduced by Vapnik ad Chervonenkis (1974), and
quite successful in resolving basic problems of supervisedlearning: classification and re-
gression (Shawe-Taylor and Cristianini, 2006). Part of thesuccess is because these are
linear machines with an enormous capacity for representatio . The solutions are not built
into the input space, but in a higher dimensional space, the feature space, where it is pos-
sible that a simple linear function is sufficient to solve theproblem given the high-order
correlations of the data made explicit (Schölkopf et al., 1999).
The input data are taken to the feature space via a nonlinear transformation which brings
diversity richness to the expression of the solution. Additionally, the shape of the solution
function is such, that the transformation is not directly involved, it is implicit through ker-
nel functions (Aizerman et al., 1964; Aronszajn, 1950), which are simply inner products
in feature space represented as functional in the input space, hence the expression of the
transformation is not required. To determine whether a functio is a kernel, it must ver-
ify compliance with the Mercer theorem (Mercer, 1909). All kernel methods in machine
learning are based on this principle, although not all have the same objectives.
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Another reason why the linear machines produce such good results i because they care
about finding the best possible solution to the problem given. This imposition reduces the
degrees of freedom, or in some way, bad conditioning in the approach to learning problems.
The quality of the solution is measured through a suitable quantitative criterion, which
in the case of classification, involves the finding of a decision function whose margin of
separation between classes is the maximum possible. In the case of regression, this usually
results in minimizing the squared error that is committed with the approximant function, if
it is greater than a specified tolerance. With these additional considerations, the problem
becomes a constrained optimization: should optimize a highquality functional under the
constraints imposed by the underlying problem. In classificat on, to produce the correct
labels, in regression, to produce interpolation values foreach set of input data. This type
of problem can be solved by the Lagrange formalism. In fact, it can be shown that the
class of problems arising in training the learning machine belong to the field of convex
quadratic programming, ie, convex quadratic cost functions with linear constraints, where
the existence of a unique optimum is guaranteed (Vapnik, 1995).
Finally it should be mentioned that although there is no assurance that any transformation
becomes a complex problem in the input space in a more simple in the feature space, it is
certainly possible to increase its feasibility in its formulation by allowing greater flexibility
of the restrictions. This relaxation, considered important from the standpoint of learning
machines, is achieved by introducing a set of lax variables (Bishop, 2006). The lax variavles
will allow the acceptance of small exceptions to the satisfaction of constraints. The size of
the deviation allowed will be controlled through an additional term of penalty included
as part of the cost function. A parameter known as regularization factor is responsible
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for weighing the penalty term against the term quality of thesolution in the optimization
functional. The solution obtained will be the best to a pre-established level of compromise.
4.3.1 Kernel functions
Kernel functions have been referred as a key component to theefficient use of high dimen-
sional feature spaces, in which the input data is mapped looking for a maximal separating
hyperplane to obtain a linear boundary of data (Cristianiniand Shawe-Taylor, 2000). Ker-
nel functions also have played an important role in the automa ic discovery of data regular-
ities, by using computer algorithms that allow data classification into categories based on
these regularities.
The introduction of kernel functions in the learning machines arena is acknowledged to
Aizerman et al. (1964), even though, Shawe-Taylor and Cristianini (2004) refers Aronszajn
(1950) as precursor. However, it was with the publication ofB ser et al. (1992) that kernel
functions become recognised as a powerful method to find out large-margin classifiers,
opening the way to support vector machines, which stand out as one of the most powerful
developed algorithms to deal with pattern analysis recognition.
Kernel methods as approach to deal with pattern analysis works by embeding the data into a
space where the nonlinear pattern can be discovered as linear relations. This transformation
is done by applying the so-called kernel function (Shawe-Taylor and Cristianini, 2004),
which is a computational shortcut defined as a functionκ for all x,z∈ X that satisfies
κ(x,z) = [φ (x), φ (z)], (4.1)
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Whereφ is a mapping from X to an feature space F
φ : x 7→ φ (x), ∈ F. (4.2)
In other words, kernel functions offer a way of computing theinner product [φ(x),φ(z)]
in feature space directly as a function of the original inputoints, by mapping x and z to
vectorsφ (x) andφ (z) and then taking their inner product, so that it is possible to train a
linear machine in the feature space (Cristianini and Shawe-Taylor, 2000).
Fig. 4.1. Graphical representation of the classification simplification power of kernel functions
to transform nonlinear separable data in input space in linear s parable data in the feature space.
(Cristianini and Shawe-Taylor, 2000).
The effect of simply computing the inner products between the images of all pairs of data
in the feature space as it is done by kernel functions (Fig. 4.1), instead computing the
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coordinates of the data in that space, has enabled researchers to l arn nonlinear relations
with a linear machine, and given the kernel firm theoretical foundations, it has also make
possible to avoid the typical local minima and incomplete stati ical analysis of neural
networks and decision trees.
An additional advantage offered by kernel methods is their modularity, allowing the reusabil-
ity of the learning algorithm, which can work both with any kern l and for any data domain.
Since, once “an algorithm procedure is adapted to use only iner products between inputs,
it can be combined with a kernel function that calculates theinn r product between the
images of two inputs in a feature space, making it possible toimplement the algorithm in a
high dimensional space” (Shawe-Taylor and Cristianini, 2004).
In the context of this research, kernel functions were used aa pattern recognition means by
implementing the kernel adatron algorithm to classify farms by intensification levels based
on their spectral signature, and also used coupled to princial omponents analysis to the
matrix containig farms spectral response with feature extractions purposes.
4.3.2 Kernel adatron
As a technique belonging the learning machine methodology,the kernel-adatron algorithm
(Friess et al., 1998) is capable of learning from examples. It is the result of introducing
the kernel function into the adatron algorithm, so that, thedata to be classified is projected
by a kernel function into a high dimensional feature space whre the data can be separate
by a maximal margin hyperplane, but the quadratic programming routine usually imple-
mented by support vector machines to find that hyperplane is sub tituted by an adptation
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of the adatron algorithm (Analauf and Biehl, 1989), avoiding the expensive computational
requirements implicit in quadratic programming routines.
The optimal separating hyperplane pursued in solving a classification problem, has been
mathematically expressed by considering a training setS=| (x1,y1), ...,(xn,yn), | xi ∈ Rd
andy∈ {+1, -1}, where the training vectors are represented by thexi in the input space of
d dimension, and theyi are the class labels.
The learning machine classification aim is to linearly separate the finiteS data set by a
decision functionf (x) such that:
y1 = f (x1) ∀(xi ,yi) ∈ S (4.3)
To be acceptablef (x), the distance between all trainings point and the separating hyper-
plane in the feature space must be positive:
γi = yi f (x1)≥ 0 ∀(xi ,yi) ∈ S (4.4)





‖w‖ ≥ 0 ∀(xi ,yi) ∈ S (4.5)
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From relation 4.5 it has been stated that the greatest minimum geometrical margin indi-
cates the most stable solution, which is called the maximal margin classifier and also the
perceptron with maximal stability.
By assuming the unity as the minimum functional margin, the problem of obtaining the





subject to γi = y(〈w·xi〉+b)≥ 1 ∀(xi ,yi) ∈ S
(4.6)
The maximal margin classifier can deal with nonlinear generalizations by adding the ad-






WhereK(xi ,x) is the kernel function and theαi are the lagrangian multipliers resulting
from the solution of the optimization problem.
The polynomial kernel throughout used in this chapter for a kernelk is defined as:k(x,z) =
p (k1 (x,z)), wherep (.) is any polynomial with positive coefficients.
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The computation followed by the kernel adatron algorithm implemented, expressed in pseu-
docode are conveyed in Table 4.1.
Table 4.1. Pseudocode for the kernel adatron algorithm
Input training set S ={(x1, y1), ....,(xℓ, yℓ}
Process α=0, i= 0, loss = 0
2 repeat
3 for i = 1 : ℓ
4 α1← α1 +(1−Yi ∑ℓj=1α jy jκ (x j ,xi))
5 if α1 < 0 thenα1 ← 0.
6 end
7 until α unchanged
8 f (x) = sgn(∑ℓj=1α jy jK (x j ,xi))
Output dual variablesα , loss and functionf
Source: Shawe-Taylor and Cristianini (2004)
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4.3.3 Kernel principal component analysis
The kernel methods ability to solve non-linear problems by mapping the data into an usu-
ally higher dimensional feature space where the problem canbe solved applying linear
approaches, has been extended to principal component analysis, given rise to the technique
of kernel principal component analysis (Schölkopf et al.,1998). This technique has been
recognised as a powerful means to acomplish feature extraction, given its dimensionality
reduction capability to extract the smallest set of features able to transmit the essential
information contained in the original data (Hastie et al., 2001).
The main difference between kernel PCA and linear PCA is related to the space in which
the directions of maximal variance to build the principal components are founded, which
in the former case it is represented by feature space, while in the later it is the input space
which is used. Consequently, the mathematical and statistical properties of linear PCA
does not result modified, so that, the principal components show a descendent order in
terms of their variance; the principal components are orthogonal, hence, uncorrelated; and
the mean-squared approximation error in representing the obs rvations in the feature space
H by the first principal components is minimal in relation to all possible directions.
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Table 4.2. Pseudocode for the kernel PCA algorithm
Input Data S ={x1, ....,xℓ}, dimension k
process Ki j = κ(xi ,x j), i, j,= 1, ..., ℓ
K− 1ℓ j j ′K− 1yK j j ′+ 1ℓ2 ( j ′K j) j j ′
[∨,∧] = eig(K)
α j = 1√
λ




Output Transformed data =̃S= x̃1, ..., x̃ℓ
Source:Shawe-Taylor and Cristianini (2004)
4.4 Data and methods
To perform the proposed supervised classification, the geo-referenced boundaries of 226
of the 275 farms that made up the sample initially, were delineated in a Landsat 7 (ETM+)
image acquired in November of 1999. As it was stated in chapter 3, for purposes of the
supervised classification, the sample was made up just by those farms belonging the same
group after applying both unsupervised clustering techniques: Ward’s hierarchical agglom-
erative and the Kohonen self-organizing map, so that, each farm instance was labelled as:
extensive (class 1, 139 farms); semi-intensive (class 2, 34farms) or and intensive (class 3,
53 farms) according to one of the three agricultural intensification levels identified in the
study area.
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The satellite image used in this research was provided by theInstituto Geografico Simón
Bolı́var, who made the following pre-processing tasks: first, the original format (FTS) was
geo-referenced from header files, next the associated projections and parameters (UTM,
WSS84) were validated, then a layer stack was created and lastly the image was radiomet-
rically enhanced using lineal function via look-up table.
In collecting the 20 pixels per channel that constitute the spectral farm response a modified
von Neumann (1966) vicinity was followed, which having an asteri k (∗) pattern, offers a
greater probability of including within the sample values of the different farm land covers.
The collected farm pixels values were concatenated to form avector of 180 columns, so
that, at the end of the pixel collection we have 226 vector with 180 components, because
we have a vector for each farm and we took 20 points from each ofthe nine image channels.
These vector were organised in a matrix where an extra columnindicating the correspond-
ing farm intensification label was added, resulting in a matrix of order 226 x 181 (Fig.
4.2).
Before proceeding with the classification process a pre-processing by non linear feature
extraction was performed using kernel principal componentanalysis (KPCA) (Schölkopf
et al., 1998) in order to reduce the dimensionality of the data, extracting the smallest set
of features able to transmit the essential information contained in the original data matrix,
consisting of the three principal directions that best separate the classes under study. These
three components were retained for training the learning machine using the kernel adatron
algorithm (Friess et al., 1998). The training set size was determined experimentally with
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trials comprising 6, 10, 16, 20, 26, and 30 instances; and theselection of a minimum train-
ing set was based on the feed-back from the accuracy achievedby the learning machine.
In the interest of accuracy assesment, a validation data setintegrated by unseen samples
from the three experimental farm groups was used; and confussion matrices were built to
compare actual versus predicted classes by the algorithm. As a result of dealing with three
informational groups of farms; the classification task was approached as a multiclassifica-
tion process; and given the intrinsic binary nature of the kernel adatron algorithm, in which
y ∈ {1, -1}, is used to indicate that the input vector belong to a chosen category (Y= 1),
or not (Y= -1), the strategy of one against all classes was adopte in order to segment the
cases involved in this study. For comparisons purposes the classification was additionally
carried out using linear discriminant analysis (LDA) as stand rd supervised classification
method.
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Fig. 4.3. Landsat ETM scene. The yellow box represents the sampling area
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Fig. 4.4. Landsat ETM scene with an overlaping layer of polygns corresponding to the farms used
in the linear machine training 87
4.5 Results and discussion
The kernel principal component analysis procedure carriedout to accomplish dimension-
ality reduction leads to the identification of three principal directions that together best
separated the studied classes. Fig. 4.5 depicts histogramsby farm categories of the three
principal directions (1st, 13th and 23rd) that allowed the best group segmentation. As can
be seen for the 13rd principal component, classes appear relatively well separated even
though important group overlap is also evident.
Comparatively, the 23rd principal direction showed a better separation between farm cat-
egories but there was still some group overlapping among classes 1 and 3. On the other
hand, from the perspective spanned by the 13th principal direction, class histograms spread
in such a way that projected group centroids appeared almostcompletely overlapped. How-
ever, the space spanned by these three principal directionslead to data projections that





Fig. 4.5. Histograms of the multispectral features for three principal components: 1st(a), 13th(b),
and 23rd(c).
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Fig. 4.6 illustrates the three dimensional projection of the data onto the referred principal
directions. As can be seen, dissected obsevations appear clearly clustered in homogeneous
groups showing, with exception of few cases, no overlappingbetween categories distribu-
tion from this perspective. It is also interesting to observe that this class center separation
was achieved with a minimum loss of information, in the sensethat this projection were
involved two non important eigenvectors (13th and 23rd principal component) and in the
sense of their relatively low eigenvalues (13th PC: 9.05 and23r PC: 2.36) in respect to the
1st PC: 31.25.
Fig. 4.6. Scatterplot showing the clusters of farms generated by projecting the spectral response on
three principal components: 1st, 13th and 23rd after KPCA.
As a consequence, although the classes conditional densities overlap slightly, the three
groups occupied different regions of the feature space providing a convenient lower di-
mensional representation containing the dynamic of the whole input data while optimizing
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a sum-squared-error criterion. These results appear to replicate what was previously de-
scribed by Guyon and Elisseeff (2003), who found that variables in the field of feature
selection, althoug useless by themselves, may induct improvements in performance when
they are suitable combined with others.
On the other hand, the fact that low-variance directions as princi al component 23rd also
shown good discriminatory power is consistent with the findings of Chang (1983), who
observed high-variance components are not always the best separating informational cate-
gories. This implies that in order to achieve feature spaceswith high discriminative power,
low-eigenvalues direction must be explored (Jolliffe, 200).
In an effort to reduce the required information to perform the raining of the learning ma-
chine, the impact of the training set size was evaluated. Fig. 4.7 ilustrates the association
degree between the innacuracies commited by the classifier (lin ar and nonlinear versions)
per farm class and the size of the training set. As can be observed, the classification accu-
racy was shown to be highly dependant on the size of the training set, for all informational
classes. The most important inaccuracy reductions took place after 10 instances were in-
cluded in the training process, and stabilized when 20 or more instances were selected.
Due to their general tendency to rely on extreme cases (instances close to decision bound-
aries) to separate classes, linear machines select the mostrelevant information from the
training set to induct the distribution that generate the data (Foody and Mathur, 2004;
Camps-Vals and Bruzzone, 2005). This aspect represents a great benefit for the economy
of sampling and explains why only a few training instances were sufficient to permit the
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convergence of the KA; even though, there were some small differences in the algorithm





Fig. 4.7. The role of training set cardinality on the classification performance per farm class: 1 (a),
2(b), and 3(c).
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For all classes the nonlinear version of the KA algorithm performed much better than the
linear one. Average inaccuracies committed under the linear approach were in several
orders of magnitude higher compared with polynomic kernel.Moreover, after 10 instances
were included in the training process, inaccuracies were reduc d by about 10, 72 and 57%
for class one, two and three respectively. Then the mean errors become stabilised from 16
samples onwards with 9, 12 and 16% of inaccuracies for the three informational groups.
This may indicate that a safe sampling rate to integrate the training set could be around 20
instances, as at this point inaccuracies reached their minimum in all classes, and become
more stable with lower standard deviation.
It is worth noting that the standard deviation observed after th maximum rate of sampling
was not the same for all groups. This implies that the stabiliy of the algorithm was highly
dependant on the type of farm it was trying to separate. Table4.3 shows some details about
the performance of the algorithm on each farm class.
Table 4.3. Error matrix for the supervised classification ofthree farm classes from multispectral
data, using 20 patterns as training set by the kernel adatron(KA) algorithm.
KA Predicted
Class1 Class2 Class3 Σ Accuracy (%)
Actual Class1 127 7 5 139 92.36
Class2 2 31 1 34 91.17
Class3 3 2 48 53 90.56
Σ 132 40 54 226
Overall
Accuracy%
Accuracy(%) 96.21 77.50 88.88 91.15
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As can be seen, once the training set size have been fixed to 20 cases, the general accuracy
improves but the algorithm wrongly allocated cases from oneclass into another; with most
of the mistakes occurring between class 1 and 2. One possibility s that this performance
arises from the fact that farms belonging to group 2 represent th intermediate stage within
the two remaining discrete levels of farm intensification: groups 1 and 3. On the other hand,
farm type 1 also included those households with the lowest level of human transformation
resembling the typical spectral complexity of natural landscapes; while in farms type 3 most
of the inner land cover is the result of management practiceshat consequently restrict their
spectral response to a more narrow electromagnetic space compared with typologies 1 and
2.
Fig. 4.8 illustrates the decision boundaries for the three informational classes. It is interest-
ing to note that the complexity of the kernel function used tomap the data and generate the
separating hyperplanes was higher for classes 1 and 2 (order6) than for farm class 3 (order
3). This may corroborate the above referred complexity on the separation of those farm
typologies that resembles natural landscapes as groups 1 and 2. Given the tendency to gen-
erate more complex decision boundaries, higher polynomialdegree may fit well with those
patterns that are difficult to learn; while low order polynomials may be suitable for those






Fig. 4.8. Optimal decision boundaries of a model kernel adatron with polynomic kernel order
3(a);2(b); and 2(c). Using 20 patterns as training set for farm’s class 1(a), 2(b) and 3(c).
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Finally, this study has demostrated that the use of learningmachines might lead to ro-
bust solutions that overcome techniques traditionally used in farming system classification
such as linear principal component for feature extraction (Kobrich et al., 2003) and linear
discriminant analysis for supervised classification (Escobar and Berdegué, 1990). Table
4.4 shows the performance of a supervised classification using discriminant analysis af-
ter linear feature extraction with principal component analysis. As can be seen, accuracy
between predicted and actual classes were highly discrepant, with an important degree of
class understimation for all groups: 36.5, 45, and 52.9 % forclass 1, 2, and 3 respectively.
Table 4.4. Confussion matrix for the segmentation of three farm classes trained on 275 cases using
linear discriminant analysis (LDA)
LDA Predicted
Class1 Class2 Class3 Σ Accuracy (%)
Actual Class1 106 54 7 139 63.47
Class2 10 22 8 34 55
Class3 15 21 32 53 47.1
Σ 131 97 47 226
Overall
Accuracy%
Accuracy(%) 80.9 22.6 68 58.18
This result seems to replicate the findings of Sanchez-Hernandez et al. (2007) who found
important levels of omission errors using multispectral data under linear supervised classi-
fication. This implies that such approaches are not suitableto d al effectively with classi-
fying complex objects such as collections of land cover label ed as farms, apart from the
fact that the minimum amount of training data required mightsometimes be very large.
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Nevertheless, additional research may be required to test whether this situation applies for
all cases and to determine whether other feature extractionmethodologies might affect its
performance.
4.6 Conclusion
In this research the supervised classification of farming systems using the kernel adatron
algorithm has been addressed. Results indicated that solutions to farm class segmentation
from multispectral data exist and are robust. Kernel principal component analysis has been
demonstrated to be an effective way to reduce multispectraldimensionality and feature ex-
traction with minimum lost of information. It is worth mentioning that the training process
was also very cost-effective from a sampling viewpoint, given the reduced training set re-
quired to reach good performance. However, in further research, it would be interesting to
evaluate the impact of training set size on the performance of the classifier under different
sampling strategies and in different geographical location given the relatively low stability




The process of identifying levels of intensification on farms by recognizing patterns in mul-
tispectral data, could be divided into a sequence of four opeations: unsupervised genera-
tion of informational classes into which sensed farm will beassigned (clustering), sensed
farms isolation from their surroundings and other farms in the image (segmentation), a
feature extractor measures the multispectral properties of the farms that are useful for the
classifier (feature extraction), and a classifier uses thesefeatures to assign the sensed farm
to a category (classification).
According to these terms, both the second and the third chapter of his thesis clearly belong
to the stage of clustering. Nevertheless, unlike most clustering methods, which require
a priori definition of the number of clusters to use, and therefore, address the problem of
unsupervised classification as a sort of subjective decision making (Duda et al., 2001). This
paper presents the use of methodologies that can infer the appropriate number of clusters
from the topology of the input data, with the advantages inherent to the simplification
of the clustering process; and the greater range of applicability, given the generality of
starting conditions by not including the researcher’s subjective decisions about the number
of clusters (Kostov and McErlean, 2006). Additionally, a kind of robustness to noise is
derived from the fact that the self-organizing method presented does not interpolate, but
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approximates the distribution of input data considered, anmoreover, show little sensitivity
to parametric assumptions that govern most clustering methods.
Within the field of learning and other associated areas such as unsupervised classification,
different representations are used to solve the problem of cluster validation. Basically in
this investigation the representations used were mainly oftw types:
• Cluster cohesion and separation: it is an expression defined in terms of continuous
correspondence by the sum of proximities between the objects tha make up the clus-
ter (farms) and its centroid. The quality parameters obtained this research are quite
close to similar studies made by Ultsch and Mörchen (2005),where the hierarchi-
cal linear model (Chapter 2) produces clusters of low explained variability, and less
farms classified correctly when the number of sets was above or b l w the thresh-
old of three groups of farms, and therefore it is expected that the representations in
these extremes were not good enough according to the cohesion criterion indicated in
previous studies by Tan et al. (2006) and Brun et al. (2007).
• Techniques based on proximity matrix: this is a discrete description defined as the
correlation between actual and ideal similarity matrix. Based on these results, it is
clear that the clusters obtained show little similarity betw en objects located in dif-
ferent groups, and high similarity between objects locatedwithin the same group.
While seeing some points outside the block diagonal structue, his follows a pattern
which shows a clear grouping. This diagonal structure usually shows a diffuse distri-
bution when the similarity tends to be zero within the block (Ultsch, 2003; Tan et al.,
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2006), which is not the case for this research. In this sense,these results are consis-
tent with those found by Ultsch and Mörchen (2005) and Jain (2010), who compared
several methods of clustering against SOM and found that these s lf-organizing maps
can be highly non-linear and topologically correct, ensuring in this way, a proper rep-
resentation of the neighborhood points that are close in theinput space by adjacent
points in the two-dimensional space inhabited by the mesh ofneurons and weight
vectors.
Although in this research, the self-organizing maps exhibits a superior ability to approxi-
mate the mapping function on a classification problem for farms when compared with dis-
criminant analysis. Some issues remain outstanding, for example, relatively small training
set resulting in suboptimal network architectures, presence of local minima and the stochas-
tic nature of the solutions achieved (Jain et al., 1999). Local minimum and its stochastic
nature has shown a significant influence on the use of neural appro ches in unsupervised
learning, and there is reason to believe that these limitations are present in training sets with
similar dimensions to this investigation (Zhang, 2000).
In this study, this effect was minimized by selecting only those farms that integrate the
same informational category in both classification systems. Evidence for the importance
of combining methods of classification comes from the studies of Dubes (1987); Jain and
Dubes (1988b); Kettering (2006); and Duda et al. (2001). Whohave conducted studies
about evaluation external, internal and relative validityof the clusters
With regard to supervised classification, this paper has described the application of machine
learning methods to the classification of farms based on multispectral data. The underlying
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idea is simple: all information is in the input data, the repeated presentation allows to
find existing topological relations. The quality of representation in general improved with
increasing the size of the training set, however, even for moderate sampling levels, good
models can be built.
The methodologies used are versatile, can be applied to objects whose spectral configu-
ration is more or less arbitrary as farms, and produce results that are either for samples
distributed in time, or for joint training which spectral information was collected recently.
In this respect the Adatron kernel approach is more powerfulthan the linear approach be-
cause of the ability of the kernel functions to extract significant features. In contrast, linear
approaches such as discriminant analysis can not be used to in uce multispectral features




This thesis has delineated the procedure followed to classify farms by intensification levels
from landsat imagery. In addressing this problem a kernel adatron algorithm was imple-
mented, which as a method belonging the learning methodology is capable of learning from
examples and classify unseen samples. This methodology is particularly useful in cases
like the one treated in this research, in which there is no known method for computing the
separation of farms by intensification levels from their spectral response.
To address the central aim the kernel adatron algorithm needed to be complemented with
an unsupervised classifier that was able to provide the intensification labels for the selected
training sample of farms. This task was accomplished with a tradittional agglomerative
hierarchical and also by using the self-organizing map which is a relatively recent technique
belonging the learning machine approach. Two main conclusions were drawn from the
unsupervised classification; firstly, it was confirmed that te capacity of proportion of land
in cultivation and under irrigation, stocking rate, machinery, equipment and labour index all
represent farm intensification levels. These variables could then be used as replacement of
yield (commonly referred as to the best output intensification indicator) in those cases like
farms of Urdaneta municipality where data is not available;and secondly, the advantages
offered by the Kohonen self-organizing map to identify without any data preprocessing, the
number of groups.
103
The supervised classification revealed the most important conclusion of this research, since
it was shown that through the integration of unsupervised and supervised classification
techniques it is feasible to segregate farms by intensification levels based on their spectral
signature in a landsat image, by using the generalisation capacity of the kernel machine to
compute the correct output from the input data, without precisely specifying the method
by which this task must be done, but using input/output examples as a training data from
which the kernel can extract the decision function requiredin classifying.
The possibilities offered by the learning methodology to deal with agricultural intensifica-
tion classification from remoted sensed satellite are huge,giv n the ability of this methodol-
ogy to cope with tasks that can not be solved by traditional programming approach. Taking
advantages of the remoted sensed satellites in providing syoptic and repetitive imageries
over large areas, reduces the need for expensive ground survey which has been one of the
main barriers impeding the effectively monitoring of agricultural intensification process
and thus by implementing it would give a better understanding of the environmental and
socio economic impacts associated with intensification processes and the drivers forces
involved.
One of the limitations of this research is related to the level to which the algorithm can be
applied, since it was proved that it can work properly if the ar a to be classified is delimited
(farm boundaries from which a sample of pixels is taken). This requirement could be con-
sidered as an impedement to conduct national or regional studie , in which the objective
could be to identify intensification trends of geographicalareas for instance, and then map
them. This is just a limitation strongly related to this thesis, however, they are obviously
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as varied as the objectives to be pursued for different discipl nes, so that a closer integra-
tion between remote sensing specialist and computer sciences with agricultural economist,
agronomist, ecologist and sociologist would be necessary in order to fully exploit the ad-
vantages of this technique.
105
References
Aizerman, M., Braverman, E., and Rozonoer, L. (1964). Theoretical foundations of the potential
function method in pattern recognition learning.Automations and Remote Control, 25:821–837.
Aldenderfer, M. and Blashfield, R. (1984).Cluster analysis. Number 44 in Quantitative applica-
tions in the social sciences. Sage University Paper.
Analauf, J. and Biehl, M. (1989). The adatron: an adaptativeperceptron algorithm.Europhysics
Letters, (10):687–692.
Andersen, E., Verhoog, A., Elbersen, B., Godeschalk, F., and Koole, B. (2006). A multidimen-
sional farming system typology. Technical Report 12, SEAMLESS. System for Environmental
and Agricultural Modelling: Linking European Science and Society.
Angelsen, A. (1999). Agricultural expansion and deforestation: Modelling the impact of popu-
lation, market forces and property rights.Journal of Development Economics, 58:185–218.
Angelsen, A. and Kaimowitz, D. (1999). Rethinking the causes of deforestation: Lessons from
economic models. InThe World Bank Research Observer, volume 14, pages 73–98. The World
Bank.
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