Abstract. Let g be a complex semisimple Lie algebra. In this paper, we prove that the action of a certain involution on canonical bases for irreducible g-modules de ned by Lusztig agrees with the action of a special element of the associated simply connected Lie group, up to a scalar of unit absolute value. This leads to formulas for the number of xed points of the involution by means of the Weyl character formula. In the g = sl(n) case, Lusztig's involution has been proved by Berenstein and Zelevinsky to coincide with evacuation of semistandard tableaux. Thus we obtain as a corollary formulas for the number of selfevacuating semistandard tableaux of xed shape. We also prove some re nements that keep track of the xed points of the canonical basis belonging to each weight space. In particular, we obtain a formula for the number of self-evacuating standard tableaux of xed shape.
Introduction
The main purpose of this paper is to present some further examples of the \q = ?1 phenomenon" introduced in Ste] . The examples we present here rely partly on some recent work of Berenstein and Zelevinsky BZ] that relates the evacuation operation on semistandard tableaux to the action of a fundamental involution on canonical bases for irreducible U q (sl n )-modules, as developed by Lusztig L] .
By the \q = ?1 phenomenon" we mean a situation of the following type. One has a set of combinatorial objects B (such as tableaux), together with a generating function F(q) that enumerates the objects in B according to some weight depending on q. (The use of q here is not intended to suggest any relationship to the quantum parameter q.) The q = ?1 phenomenon occurs when there is a \natural" involution on B such that F( ?1) is the number of xed points of the involution. If there is a closed formula for F(q), then there is hence also a closed formula for the number of xed points. In this paper, the set B is a canonical basis for an irreducible g-module V , where g is a (complex, semisimple) Lie algebra. The action of g of course lifts naturally to the associated simply connected Lie groupG. In this situation, there exist elements x = x(q) in the Cartan subgroup ofG with the property that the trace of x(q) on V can be computed via the q-analogue of the Weyl dimension formula. On the other hand, since the Cartan subgroup acts diagonally with respect to the basis B, the trace of x(q) can be viewed as a generating function F(q) for B. Building on previous work in Ste] , we prove (Theorem 1.2) that there is an element ofG that is conjugate to x(?1) inG and whose action on V , up to a scalar of unit absolute value, agrees with a certain fundamental involution on B studied by Lusztig L, x3] . Thus, up to a scalar factor, F(?1) is the number of xed points of Lusztig's involution, and the net result is that we have obtained a large class of examples of the q = ?1 phenomenon.
In Section 2, we analyze in detail the number of xed points of Lusztig's involution. We characterize (Theorem 2.1) when it is nonzero, and show that in general (Theorem 2.2), it can be expressed in terms of dimensions of irreducible representations of a Lie algebra g (2) whose root system is contained in the root system of g. In the simply laced case, g (2) can be naturally realized as a Lie subalgebra of g, but not in general (see Remark 2.3(b) ). In the case g = sl(n), the situation is particularly striking|the number of xed points is the dimension of an irreducible representation of the centralizer of the element x(?1) whose trace counts the xed points.
In Section 3, we restrict our attention to the case g = sl(n). Since irreducible gmodules have bases in one-to-one correspondence with semistandard tableaux, it follows that the xed points of Lusztig's involution must be interpretable as a set of tableaux.
Unfortunately, it is by no means clear how to nd a natural correspondence between members of the canonical basis and semistandard tableaux; however, this has been settled by Berenstein and Zelevinsky BZ] , who also show that in terms of tableaux, Lusztig's involution corresponds to Sch utzenberger's evacuation operation. 1 Thus we obtain as a corollary (Theorem 3.1) an enumeration of semistandard tableaux xed by evacuation. It is interesting to note (see Remark 3.2(d)) that the enumeration of self-complementary plane partitions can be obtained as a special case.
In Section 4, we re ne the results for sl(n) by giving (Theorem 4.1) an indirect computation of the number of members of the canonical basis xed by the involution (i.e., the number of self-evacuating semistandard tableaux) belonging to each weight space (i.e., having a given content) in each irreducible representation. The special case of standard tableaux is particularly interesting, since in this case one can give an explicit closed formula (Theorem 4.3) . In fact, the number of standard self-evacuating tableaux of a given shape turns out to be expressible as the dimension of an irreducible representation of the centralizer in S n of w 0 , the longest element of S n .
In the last section, we provide a second method for enumerating self-evacuating standard tableaux. We show (Theorem 5.1) that with respect to the Kazhdan-Lusztig basis for irreducible representations of S n , the action of w 0 , or its negative, is identical to the action of evacuation on standard tableaux. Given the connections between Kazhdan-Lusztig bases and canonical bases elucidated by Grojnowski and Lusztig GL] this conclusion is inevitable, although the proof we give is independent of this. In any case, one obtains as a corollary that the number of self-evacuating standard tableaux of given shape is (up to sign) the evaluation of an S n -character at w 0 .
We remark that the combinatorial results we obtain here have (or could have) been previously obtained by more elementary methods (see Remarks 3.2 and 4.4). On the other hand, although the machinery we employ is not strictly necessary, we believe that it o ers deeper insight. root system h , simple roots 1 ; : : :; n , weight lattice , and enveloping algebra U(g). Choose a set of standard generators e j ; f j ; h j (1 j n) for g and U(g) satisfying the Serre relations H,x18] . Thus in particular, the h j 's form a basis for h, and e j (resp., f j ) spans the j (resp., ? j ) root space of g. Let h ; i denote the inner product on h obtained from the Killing form, and let _ := 2 =h ; i denote the co-root corresponding to each 2 . De ne = (1=2) P 2 + ; _ = (1=2) P 2 + _ ; where + denotes the set of roots in the positive span of the simple roots. It is wellknown that h ; _ i is the height function on ; i.e., the linear functional on h that assigns height one to the simple roots. Let h 0 denote the corresponding element of h, so that h ; _ i = (h 0 ) for all 2 h . Let w 0 2 W denote the longest element of the Weyl group, and denote by the Weyl involution; i.e., the permutation of n] = f1; : : :; ng de ned by w 0 j = ? (j) . From the Serre relations, it is easy to check that the map e j 7 ! f (j) ; f j 7 ! e (j) ; h j 7 ! ?h (j) extends to an automorphism of g and U(g); by abuse of notation, we will also denote this involution by .
Let G be the adjoint Lie group associated with g, with H the Cartan subgroup corresponding to h. Recall that there is a homomorphism from the normalizer N(H) onto W;
we will refer to any preimage in N(H) of some w 2 W as an extension of w. In Ste] (see Theorem 4.4(a)), we proved the existence of special involutions in G. These are involutions x 0 2 G such that x 0 is an extension of w 0 , x 0 is conjugate in G to Exp(i h 0 ) (i = p ?1). Lemma 1.1. There is a special involution x 0 2 G such that x 0 = as automorphisms of g.
Proof. Let x 0 be a special involution. As an extension of w 0 , x 0 must act as w 0 on h (i.e., x 0 (h j ) = ?h (j) for 1 j n), and moreover, x 0 must interchange the root spaces g and g w0 for all 2 . Since x 0 is an involution, it follows that there must exist nonzero scalars c j 2 C such that x 0 e j = c j f (j) and x 0 f j = c ?1 (j) e (j) . We seek to prove that x 0 can be modi ed, if necessary, so that c j = 1. Applying x 0 to the relation h j = e j ; f j ], we obtain ?h (j) = c j f (j) ; c ?1 (j) e (j) ] = ?c j c ?1
and therefore c j = c (j) . Now for any nonzero scalars b j 2 C, there is an automorphism of g in H such that e j 7 ! b j e j , f j 7 ! b ?1 j f j , and h j 7 ! h j . In particular, let t 2 H denote the automorphism corresponding to the choice b j = p c j . If we take x 0 0 = tx 0 t ?1 , then x 0 0 will also be a special involution. However, using the relation c j = c (j) , one can easily check that x 0 0 agrees with on g.
Henceforth, let us add to the list of de ning properties of special involutions the condition that x 0 agree with as an automorphism of g. Now choose a dominant weight 2 . Following Lusztig's work L] on the DrinfeldJimbo quantized enveloping algebra U q (g), there is a canonical basis B for the irreducible U q (g)-module of highest weight . By taking the classical limit (q ! 1), one also obtains a canonical basis for the irreducible U(g)-module of highest weight . By abuse of notation we will denote this basis also by B .
The members of B are weight vectors for the action of h. In particular, included among them are a highest and a lowest weight vector, which we label as b + and b ? , respectively.
In Lemma 3. (1.1)
for all E 2 U q (g). 2 (Here we have extended linearly to the entire U q (g)-module.) In the limit q ! 1, specializes to the automorphism of U(g).
In the following, letG denote the simply connected cover of G. i.e., the number of elements in the canonical basis xed by is, up to a scalar of unit absolute value, the trace of (theG-preimage of) a special involution acting on V . It follows that tr V (x 0 ) = c tr V ( ). However, since permutes the canonical basis, its trace is merely the number of xed points. Thus to complete the proof, we need only to check that jcj = 1. For this, note that Ad(x 0 ) 2 = x 2 0 = 1, so (x 0 ) 2 2 Ker(Ad) = Z(G).
Since Z(G) is nite, it follows thatx 0 must have nite order. However, (x 0 ) 2 acts as the scalar c 2 on V , so c must be a root of unity. , where (h 0 ) = h ; _ i for all 2 h . It follows that we can likewise choosex 0 so that it is conjugate inG to Exp(i h 0 ). (Here we are committing another abuse of notation, using Exp( ) for the exponential maps for both G andG.) Since 2 _ 2 Z _ (the co-root lattice), it follows that 4 i (h 0 ) 2 2 iZ for all weights 2 . Hence our choice ofx 0 has order 2 or 4, and the scalar c appearing in (1.3) is a fourth root of unity.
(d) For some root systems (e.g., = A n with n even), it happens that _ 2 Z _ ; in such cases, the choice ofx 0 we made in (c) will be an involution and c = 1. In fact, in all cases we claim that either the trace ofx 0 on V is 0, or elsex 0 acts as an involution on V . This allows us to sharpen (1.2) by asserting that " tr V (x 0 ) = #fb 2 B : b = (b)g; for some " = 1. To prove this claim, recall thatx 0 permutes the weight spaces of V according to the action of w 0 on . It follows that ifx 0 has nonzero trace, then there must be some w 0 -invariant weight 2 with positive multiplicity in V . However in that case, we have h ; _ i = hw 0 ; w 0 _ i = h ; ? _ i, so h ; _ i = 0. Hence h ; _ i 2 Z for all weights occurring in V , since ? 2 Z for all such and h ; _ i is Z-valued on . Thus 2 i (h 0 ) 2 2 iZ for all such , so Exp(i h 0 ) andx 0 are involutions on V .
Traces of Special Involutions
Having identi ed (up to sign) the number of xed points of the involution on B as the trace of some elementx 0 in the Lie groupG, we now turn to the problem of explicitly evaluating this trace.
As in the previous section, let V denote an irreducible g-module of highest weight . Let V = L 2 V denote the weight space decomposition of V . For h 2 h and scalars q; t 2 C such that q = e t , we de ne
Note that if (h) is Z-valued for all 2 appearing with nonzero multiplicity, this is a well-de ned Laurent polynomial in q; otherwise, it is arti cial for us to regard ' (h; q) as a function of q, rather than t.
By the q-analogue of the Weyl dimension formula (e.g., Lemma 2. where h 0 2 h is such that (h 0 ) = h ; _ i for 2 h , as in Section 1.
Following Remark 1.3(c), we may and shall assume thatx 0 is chosen to be conjugate inG to Exp(i h 0 ). Thus it follows that tr V (x 0 ) = ' (h 0 ; ?1):
In view of (2.1), it is clear that one can give an explicit product formula for tr V (x 0 ). In the following, we will provide a detailed analysis of this calculation, beginning with a characterization of the dominant weights such that ' (h 0 ; ?1) 6 = 0.
For an arbitrary weight 2 , de ne := f 2 : h _ ; i 2 2Zg:
In particular, let us set (2) := = f 2 : h _ ; i 2 2Zg; these are the roots in whose co-roots have even height in _ . It is not hard to see that each is a root subsystem of ; indeed, more generally, if A is any subgroup of the root lattice Z , then A \ is a root subsystem of . In our case, we have = (A \ _ ) _ , where A = f 2 Z _ : h ; i 2 2Zg, a subgroup of Z _ . For example, consider = A n?1 = f" i ? " j : 1 i 6 = j ng. In this case is simply laced, so there is no distinction between and _ . The root " i ? " j has height i ? j, so (2) = f" i ? " j : i = j mod 2; 1 i 6 = j ng = f" 2i ? " 2j : 1 i 6 = j n=2g f" 2i?1 ? " 2j?1 : 1 i 6 = j (n + 1)=2g
The isomorphism class of (2) for each irreducible root system can be found in the Appendix.
Note that = i ? 2 2 ; thus the distinct root systems can be parameterized by =2 , an elementary abelian group of order 2 n .
Theorem 2.1. For dominant 2 , the following are equivalent.
(a) ' (h 0 ; ?1) 6 = 0.
(d) + 2 W mod 2 (i.e., + = 2 + w for some 2 , w 2 W).
In other words, the set of all weights f + : ' (h 0 ; ?1) 6 = 0g forms a single W-orbit in =2 .
Proof. The trace of Exp(i h 0 ) on V is nonzero if and only if the orders to which q = ?1 is a zero of the numerator and denominator of (2.1) are equal. However, these orders are clearly # + and # = # (2) , respectively. Thus (a) and (b) are equivalent. Obviously, (c) implies (b). To prove (d) implies (c), suppose w( + ) = 2 + . We then have 2 + , h + ; _ i 2 2Z , h2 + ; (w ) _ i 2 2Z , h ; (w ) _ i 2 2Z , w 2 (2) :
Hence (2) = w + , so (2) = + .
To complete the proof, we need only to show that (b) implies (d). However, this is proved (case-by-case) in Lemma 5.4 of Ste]. Let h (2) denote the subspace of h spanned by (2) . For 2 such that h ; _ i 2 2Z for all 2 (2) , the orthogonal projection of =2 onto h (2) belongs to the weight lattice of (2) . As a particular case, consider the weight . Since is strongly dominant as a weight for , then so too must (the projection of) =2 be for (2) . Thus
for some dominant weight 0 for (2) , where 2 (2) = P 2 + (2) . Let g (2) denote a semisimple Lie algebra with root system (2) . On a case-by-case basis (see the Appendix), we have found that for each irreducible root system , 0 is either 0 or a fundamental (in fact, minuscule) weight for (2) . Moreover, the dimension of the irreducible g (2) -module of highest weight 0 is a power of 2.
For any dominant weight for (2) , let d( ) denote the dimension of the corresponding irreducible g (2) -module. Of course, by the Weyl dimension formula, one knows that Proof. If ' (h 0 ; ?1) 6 = 0, then w( + ) = mod 2 for some w 2 W, by Theorem 2.1.
Recall (from the proof of the implication (d))(c)) that this implies w + = (2) . Now since + is strongly dominant, we have h + ; i 6 = 0 for all 2 , and the same is therefore true for every weight in the W-orbit of + . It follows that we can replace w with xw for some x 2 W (2) (the Weyl group of (2) ) so that w + = (2) and hw( + ); i > 0 for all 2 + (2) . We therefore have
for some dominant weight for (2) . However, since w was chosen so that w + = (2) , the numerator can be rewritten as a product over (2) , yielding
To complete the proof, we need to show that h ; _ i 2 Z, so that " = 1. (b) Suppose that is simply laced (i.e., of type A-D-E). In this case, = _ for all 2 , so (2) = f 2 : h ; _ i 2 2Zg, and g (2) can be realized explicitly as the subalgebra of g generated by the root spaces g for 2 (2) . Furthermore, the centralizer C of the element t 0 = Exp(i h 0 ) inG is a Lie subgroup ofG whose Lie algebra is fe 2 g : Ad(t 0 )e = eg (e.g., see Section III.9.3 of B]). However, t 0 e = (?1) h ; _ i e for e 2 g , so the Lie algebra of C is h + g (2) , a reductive Lie algebra whose semisimple part is g (2) . If is not simply laced (e.g., = C n for n 3) then the subalgebra of g generated by the root spaces indexed by 2 (2) may be strictly larger than g (2) .
(c) In some cases, the Weyl group W contains diagram automorphisms of (2) . It follows that the choices for w and satisfying Theorem 2.2 need not be unique.
(d) Combining Theorem 1.2 and the above results, we conclude that Lusztig's involution has at least one xed point on B if and only if + 2 W mod 2 . In that case, we can nd w 2 W and a dominant weight for (2) as described in Theorem 2.2 so that 
Applications to Self-Evacuating Tableaux
We now specialize to the case g = sl(n). Since we are interested primarily in the combinatorial applications, it will often be more convenient to work with gl(n).
First consider the special involution x 0 , and its extensionx 0 to the covering group SL(n) (or GL(n)). Let v 1 ; : : :; v n denote a standard basis for the de ning representation of GL(n). The normalizer of the Cartan subgroup of diagonal matrices is the group of monomial matrices, and the most general possible extension of w 0 in GL(n) is of the form v j 7 ! a j v n+1?j for arbitrary nonzero a j 2 C. A simple calculation shows that for the adjoint action of this element on sl(n) to agree with , it is necessary and su cient that a 1 = = a n = a for some a. Furthermore, since h 0 = diag((n ? 1)=2; (n ? 3)=2; : : :; ?(n ? 1)=2); the requirement thatx 0 be conjugate to Exp(i h 0 ) is satis ed if we take a = i n?1 . However, it is more convenient to take a = 1, so thatx 0 2 GL(n) (not necessarily SL(n)) is the transformation v j 7 ! v n+1?j ; i.e., the usual permutation matrix for w 0 . Note that a side e ect of this choice is that the sign " appearing in Remark 1.3(d) will no longer be the same as the one in Theorem 2.2. Let = ( 1 ; : : :; n ) be a partition 3 indexing an irreducible polynomial representation V of GL(n). We can at the same time identify with the highest weight of V as an sl(n)-module. De ne s (a 1 ; : : :; a n ) = det a j+n?j i ]= det a n?j i ] to be the Schur function corresponding to , so that tr V (diag(a 1 ; : : :; a n )) = s (a 1 ; : : :; a n ):
(3.1)
We also de ne (cf. with entries n; i.e., the number of maps T : D ! n] such that T(i; j) T(i; j + 1) and T(i; j) < T(i + 1; j). More generally, one knows (e.g., M,(5.12)]) that s (a 1 ; : : :; a n ) = X T a 1(T ) 1 a n(T) n ; (3.3)
summed over semistandard tableaux of shape , where j (T) = #T ?1 (j). In particular,
given any = ( 1 ; : : :; n ) 2 N n , the number of semistandard tableaux of content (i.e., j = j (T)) is the dimension of the -weight space of V .
Let S denote the set of semistandard tableaux of shape with entries n. There is a natural involution T 7 ! T on S , rst de ned by Sch utzenberger, known as evacuation.
Although this involution has many equivalent de nitions, one of the simplest involves the Robinson-Schensted correspondence. 4 Indeed, if j = (j 1 ; : : : ; j m ) is any integer sequence whose insertion tableau under the Robinson-Schensted correspondence is the semistandard tableau T, then the insertion tableau for j = (n + 1 ? j m ; : : :; n + 1 ? j 1 ) (3.4) is T . In particular, the result is independent of j and has the same shape as T. If T = T , we will say that T is self-evacuating.
We de ne a domino tiling of shape to be a perfect matching 1; j) ). An example of a semistandard domino tableau is given in Figure 1 . We remark that semistandard domino tableaux have also appeared recently in As a corollary, it follows that the number of self-evacuating tableaux in S can be counted. We also claim (when n is even) that it is fairly easy to show that the trace of the special involutionx 0 on V counts semistandard domino tableaux of shape . To make these claims more explicit, we need some additional notation. We set E := f j + n ? j : 1 j ng \ 2Z; O := f j + n ? j ? 1 : 1 j ng \ 2Z;
and de ne E (resp., O ) to be the partition ( 1 =2?(r?1); 2 =2?(r?2); : : :; r =2), where 1 ; : : :; r are the members of E (resp., O ), listed in decreasing order. For example, if = (6; 4; 2; 2; 1;1;0) (and hence n = 7), then E = f12; 6; 2; 0g, O = f8; 4; 2g, E = (3; 1; 0; 0), and O = (2; 1; 1). where n( ) = P n i=1 (i ? 1) i . It follows that if this expression is nonzero in the limit q ! ?1, the sign must be the sign of the leading term; i.e., (?1) n( ) = (?1) ( ) .
To prove that (b) and (c) are equal, we apply Theorem 2.2. Recall that in the g = sl(n) case, we have g (2) = sl(bn=2c) sl(dn=2e). The embedding of g (2) in g (see Remark 2.3(b)) is such that a weight = ( 1 ; : : :; n ) 2 belongs to the dominant chamber of (2) if and only if 1 > 3 > and 2 > 4 > . It is also easy to check that 0 = 0; i.e., = (n ? 1; : : :; 1; 0) projects to 2 (2) (cf. the Appendix).
Next observe that modulo 2 , is equivalent to (0; 1; 0; 1; : ::) = (1; 0; 1; 0; :: :). It follows that + is in the S n -orbit of mod 2 if and only if the number of even and odd terms in the set f j + n ? j : 1 j ng di er by at most one; i.e., j#E ? #O j 1. By Theorem 2.1, this characterizes when (b) is nonzero. (One can also deduce this directly from (3.5).) Assuming this condition holds, then as in Theorem 2.2, we can nd w 2 S n such that w( + ) belongs to the dominant chamber of (2) and agrees with mod 2 . It is not hard to see that the resulting dominant weight for (2) satisfying Theorem 2.2 has components E and O when projected onto the two irreducible factors of (2) . Thus the equality of (b) and (c) follows. with the range of summation being identical to (3.6).
To complete the proof, we note that deletion of a horizontal domino from a domino tiling of shape preserves the parity of the row lengths, whereas deleting a vertical domino changes the parity of two consecutive row lengths, and hence changes the parity of ( ). Therefore, the quantities (b) and (d) satisfy the same recurrence. Ku] .) (e) Any basis for an irreducible sl(n)-module that is permuted either byx 0 or ?x 0 yields another set of objects equal in number to those in Theorem 3.1 (namely, the xed points of the involution). However, among the usual constructions of bases for irreducible sl(n)-modules, the only one we are aware of with the property that x 0 permutes the basis in every irreducible sl(n)-module is Lusztig's canonical basis (or equivalent bases). As h varies over h, the above expansion implicitly determines the traces ofx 0 on the weight spaces it stabilizes. Specializing now to the case g = sl(n), let K ( ) denote the number of self-evacuating tableaux in S of content . Proof. For (a), let d = diag(a 1 ; : : :; a r ; a r ; : : :; a 1 ) 2 GL(n). Takingx 0 2 GL(n) to be the permutation matrix corresponding to w 0 (as in Section 3), it is clear that the eigenvalues ofx 0 d are a 1 ; : : :; a r . Thus by (3.1) we have tr V (x 0 d) = s (a 1 ; ?a 1 ; : : :; a r ; ?a r ):
Weight Space Re nements
On the other hand, by (4.2), the terms in the expansion of this expression are indexed by w 0 -invariant weights; i.e., weights of the form = ( 1 ; : : :; r ; r ; : : :; 1 ). The coe cient of a 2 1 1 a 2 r r must therefore be the trace ofx 0 on V . Up to a factor of 1, this is by (4.1) the number of xed points of on B \ V , or equivalently (by the result of Berenstein and Zelevinsky) the number of self-evacuating tableaux in S of content . To determine the correct sign, recall thatx 0 acts as a scalar multiple of , so the sign depends only on (not ) and hence can be determined by setting a 1 = = a r = 1 and applying Theorem 3.1. For (b), we use d = diag(a 1 ; : : :; a r ; a r+1 ; a r ; : : :; a 1 ); the proof is otherwise identical. An immediate consequence of (3.7) and the above result is the following re nement of the (a)=(d) portion of Theorem 3.1.
Corollary 4.2. If n = 2r is even, then #D ( ) = K ( 1 ; : : :; r ; r ; : : :; 1 ). A semistandard tableau or domino tableau is said to be standard if it has content (1; : : :; 1). The implications of the preceding results are particularly interesting in the case of standard tableaux, since we can explicitly compute K (1; : : :; 1), the number of selfevacuating standard tableaux of shape . Henceforth, we will assume that = ( 1 ; : : :; n ) is of size n (i.e., P i i = n) since standard tableaux of shape do not otherwise exist. It is well known that the total number of standard tableaux of shape is given by Frobenius' formula (e.g., JK,(2.3.22)]) f( ) = f( 1 ; : : :
We sketch a derivation of this formula that will be needed for what follows.
For nonnegative integers k, de ne 0 k to be the partition ( 1 ; : : :; n ; 0; : : :; 0) (k zeros), a dominant weight for gl(n + k). The number of semistandard tableaux of shape 0 k with entries n + k can be expressed as in the limit k ! 1. However, it is a routine computation using (3.2) to show that
thus proving Frobenius' formula. Let denote the irreducible character of S n corresponding to the partition of size n. The following result is a \standard" counterpart to Theorem 3.1. It follows that for integers k 0, the number of self-evacuating semistandard tableaux of shape 0 2k with entries n + 2k can be expressed as 
Using (4.3), we can obtain a second asymptotic expansion of F k ( ); comparing it with (4.4) (assuming j#E ? #O j 1) yields
where s (resp., r?s) is the size of E (resp., O ). Since b n is the number of self-evacuating standard tableaux of shape , this proves the equality of (a) and (c).
To prove the equality of (a) and (b), we use the fact (e.g., Remark 4.1 of Ko]) that if the action of GL(n) on V (which carries an irreducible representation of highest weight ) is restricted to the subgroup S n of permutation matrices, then the weight space V for the weight = (1; : : :; 1) (which S n , being the Weyl group, stabilizes) carries the irreducible representation of S n indexed by . Hence the trace ofx 0 on V is the value of the S ncharacter at w 0 . However by (4.1), this trace is, up to a factor of 1, the number of xed points of in B \ V ; i.e., the number of self-evacuating standard tableaux of shape . The fact that (?1) ( ) is the correct sign follows by the same reasoning used in the proof of Theorem 4.1. The equality of (a) and (d) is a special case of Corollary 4.2.
Remark 4.4. (a) Various parts of the above result can be pieced together from elsewhere in the literature. For example, in the case of even n, it is easy to see that the equality of (b) and (d) is a special case of the Murnaghan-Nakayama recurrence for the irreducible characters of S n (e.g., JK,x2.4]). A bijective proof of the equality of (c) and (d) (actually, a more general result involving rim-hook tableaux) has been given by Stanton and White SW] (see also JK, x2.7] ). Also, a bijection between the quantities in (a) and (d) is described in vL,x4].
(b) We nd it striking that the equality of (b) and (c) shows that the trace of w 0 on any irreducible representation of S n is, up to sign, the dimension of an irreducible representation of the centralizer of w 0 (a Weyl group of type B). This is analogous to the fact (see Remark 2.3(b) ) that the trace ofx 0 on any irreducible representation of GL(n) is, up to sign, the dimension of an irreducible representation of the centralizer ofx 0 . It would be interesting to have \natural" explanations of either of these phenomena.
(c) Similarly, it is known that if w is a Coxeter element for S n (i.e., an n-cycle), then for any integer k, the trace of w k on any irreducible S n -module is, up to sign, the dimension of an irreducible module for the centralizer of w k (e.g., see Corollary 2.7.33 of JK]). This partially generalizes the previous remark, since w 0 is a power of an n-cycle when n is even. Also (cf. Remark 2.3(a)), regarding w as a permutation matrix in GL(n), one can show that the trace of w k on any irreducible representation of GL(n) is, up to sign, the dimension of an irreducible representation of the centralizer of w k in GL(n).
Kazhdan-Lusztig Bases and Evacuation
The previous section demonstrates that the study of special involutions has interesting implications for the representation theory of the symmetric group. To recap, choose an irreducible gl(n)-module V whose highest weight corresponds to a partition of size n. Passing to the action of GL(n) on V , recall that one obtains a copy of the irreducible S n -module U indexed by by restricting to the subgroup of permutation matrices, acting on the weight space V indexed by = (1; : : :; 1). In particular, the action ofx 0 on V amounts to the action of w 0 on U as an S n -module. Now recall thatx 0 (or its negative) permutes the canonical basis for V according to the involution . By restriction, we similarly obtain a canonical basis for U in which w 0 (or its negative) acts as a permutation. By the result of Berenstein and Zelevinsky, we know that this permutation is evacuation of (in this special case) standard tableaux. The goal of this section is to provide a shorter, more direct proof of this fact using the Kazhdan-Lusztig basis for irreducible S n -modules. More precisely, we prove the following.
Theorem 5.1. For each irreducible representation of S n , the representing matrix for w 0 with respect to the Kazhdan-Lusztig basis is a permutation matrix, or the negative of one. Furthermore, if the basis elements are suitably labeled by standard tableaux, the permutation is evacuation.
Of course, a corollary of this result (modulo the criterion for choosing the sign) is the equality of (a) and (b) in Theorem 4.3.
Before giving the proof, we rst need to review the construction of the Kazhdan-Lusztig Let A = C q 1=2 ] denote the ring of Laurent polynomials in the variable q 1=2 , and let H n denote the Iwahori-Hecke algebra of type A n?1 ; i.e., the associative A-algebra with unit and with generators T 1 ; : : :; T n?1 and de ning relations T 2 i = (q ? 1)T i + q; T i T j = T j T i ji ? jj > 1; T i T i+1 T i = T i+1 T i T i+1 : For w 2 S n , the elements T w := T i1 : : :T il , obtained by choosing any minimum-length expression w = s i1 : : :s il , provide a well-de ned basis for H n . One obtains the group algebra CS n via the map q 7 ! 1, T i 7 ! s i .
The de nition of the Kazhdan-Lusztig representations of H n (and hence also S n ) relies on knowledge of the \top coe cients" (z; w) of the Kazhdan-Lusztig polynomials P z;w , de ned for z; w 2 S n such that z < w. It is more convenient for what follows to work with a symmetrized version of this data, denoted fz; wg, which is de ned to be (z; w) if z < w, (w; z) if w < z, and 0 otherwise. A second item necessary for the construction of the representations is knowledge of the structure of the left cells of the Weyl group. Rather than repeat the de nition here, it will su ce for our purposes merely to note that w; z 2 S n belong to the same left cell if Also of crucial importance is the fact that fz; wg depends only on P(z) and P(w); (5.2) where P(w) denotes the \insertion tableau" for w (also known as the right-, or P-tableau).
This property can be inferred from the results in KL], although it is explicitly demonstrated in GM] (see Fact 9).
Once the above data is available, one can construct a representation of H n as follows. Choose a left cell L S n , and form the free A-module U on the symbols C w : w 2 L.
Kazhdan and Lusztig prove that de nes an irreducible representation of H n , and moreover, all irreducible representations of H n arise in this fashion.
Since the elements of a left cell are indexed by the set F of standard tableaux of some shape , we can rewrite the above construction as follows. First, note that by (5.2), the quantity fP; Qg is well-de ned for P; Q 2 F . Second, a well-known property of the Robinson-Schensted correspondence is the fact that D(w) depends only on P(w); indeed, k 2 D(w) if and only if k appears in a column strictly to the left of k + 1 in P(w). Thus D(P) is similarly well-de ned for P 2 F . We can now rede ne U to be the free A-module generated by the tableaux P 2 F , and replace (5.3) with an equivalent action in which T i (P) = qP + q 1=2 P Q2F : i2D(Q) fP; QgQ if i 6 2 D(P) ?P if i 2 D(P);
for P 2 F . By setting q = 1, T i = s i , we obtain an irreducible S n -module.
Proof of Theorem 5.1. Let E denote the A-linear transformation on U induced by evacuation; i.e., E(P) = P for P 2 F . We have Similarly, for each index j, one can nd a reduced expression for w 0 ending with s j , yielding T w0 T j = (q ? 1)T w0 + qT w0sj :
However, s i w 0 = w 0 s (i) , so it follows that T w0 T i = T (i) T w0 :
In view of (5.6), we see that ET w0 commutes with the action of H n on the irreducible module U. By Schur's lemma, T w0 is therefore a scalar multiple of E on U. Passing to S n -modules, it follows that w 0 = E on U; the scalar factor here must be 1 since both w 0 and E are involutions. 
