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A DICHOTOMY FOR SIMPLE SELF-SIMILAR GRAPH
C∗-ALGEBRAS
HOSSEIN LARKI
Abstract. We investigate the pure infiniteness and stable finiteness
of the Exel-Pardo C∗-algebras OG,E for countable self-similar graphs
(G,E,ϕ). In particular, we associate a specific ordinary graph E˜ to
(G,E,ϕ) such that some properties such as simpleness, stable finiteness
or pure infiniteness of the graph C∗-algebra C∗(E˜) imply that of OG,E .
Among others, this follows a dichotomy for simple OG,E : if (G,E,ϕ)
contains no G-circuits, then OG,E is stably finite; otherwise, OG,E is
purely infinite.
Furthermore, Li and Yang recently introduced self-similar k-graph
C∗-algebras OG,Λ. We also show that when |Λ
0| < ∞ and OG,Λ is
simple, then it is purely infinite.
1. Introduction
In [7], Exel and Pardo introduced self-similar graph C∗-algebras OG,E to
give a unified framework like graph C∗-algebras for the Katsura’s [10] and
Nekrashevych’s algebras [18, 19]. These C∗-algebras were initially consid-
ered in [7] only for countable discrete groups G acting on finite graphs E
with no sources, and then generalized in [2, 8] for larger classes. Roughly
speaking, Exel and Pardo attached an inverse semigroup SG,E and the
tight groupoid Gtight(SG,E) to (G,E,ϕ) such that OG,E ∼= C
∗(Gtight(SG,E)),
and then describe amenability [7, Corollary 10.18], minimality [7, Theo-
rem 13.6], and effectivity (or topological principality) [7, Corollary 14.15] of
Gtight(SG,E), and thus simplicity and pure infiniteness of OG,E [7, Section
16], among others. Although only finite graphs are considered in [7], but
many arguments and proofs work for countable row-finite graphs with no
sources (see [8]).
The initial aim of this note comes from a dichotomy for simple groupoid
C∗-algebras [21, 3]. According to [21, Theorem 4.7] and [3, Corollary 5.13],
a simple reduced C∗-algebra C∗r (G) of ample groupoid G with an almost
unperforated type semigroup is either purely infinite or stable finite. We
explicitly describe this dichotomy for self-similar graph C∗-algebras OG,E
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by the underlying graphical properties. Here, we consider countable row-
finite source-free graphs E over an amenable (countable) group G [2, 8].
However, our results may be generalized to any countable graph E by the
desingularization of [8].
We begin in Section 2 by reviewing necessary background on groupoid and
self-similar graph C∗-algebras. Then, in Section 3, we generalize the Exel-
Pardo’s characterization of purely infinite OG,E to countable self-similar
graphs by the groupoid approach (for not necessarily simple cases). More-
over, for certain self-similar graphs (G,E,ϕ), we show that the C∗-algebra
OG,E is purely infinite and simple if and only if the additive monoid of
nonzero Murray-von Neumann equivalent projections in M∞(OG,E) is a
group.
In Section 4, we focus on the stable finiteness of OG,E. We attach a spacial
graph E˜ to (G,E,ϕ) such that some properties of OG,E- such as simplicity,
pure infiniteness, and stable infiniteness- can be derived from those of the
graph C∗-algebra C∗(E˜). Then using known results about the graph C∗-
algebras, we show that a simple C∗-algebra OG,E is stable finite if and only
if the underlying (G,E,ϕ) contains no G-circuits. In particular, we deduce
a dichotomy: A simple OG,E is purely infinite if (G,E,ϕ) has a G-circuit;
otherwise, it is stable finite.
As the k-graph version of Exel-Pardo C∗-algebras, Li and Yang introduced
self-similar k-graphs (G,Λ) and associated C∗-algebras OG,Λ. Briefly, by a
groupoid approach, they investigated their properties such as nuclearity [17,
Theorem 6.6(i)], amenability [17, Theorem 5.9], and simplicity [17, Theorem
6.6(ii)]. In Section 5, We investigate the pure infiniteness of OG,Λ for the
nonsimple cases. In particular, we modify and extend [17, Theorem 6.13].
Acknowledgement. The author appreciates Enrique Pardo for review-
ing the initial version of the article and his helpful comments; in particular,
for noting a gap in the proof of Theorem 3.8.
2. Preliminaries
2.1. Groupoid C∗-algebras. We give here a brief introduction to ample
groupoids and associated C∗-algebras; for more details see [23, 1] for exam-
ple. A groupoid is a small category G with inverses. The unit space of G
is the set of identity morphisms, that is G(0) := {α−1α : α ∈ G}. For each
α ∈ G, we may define the range r(α) := αα−1 and the source s(α) := α−1α,
which satisfy r(α)α = α = αs(α). Hence, for α, β ∈ G, the composition αβ
is well-defined in G if and only if s(α) = r(β). The isotropy subgroupoid of
G is defined by
Iso(G) := {α ∈ G : s(α) = r(α)}.
We work usually with groupoids G endowed with a topology such that
the maps r, s : G → G(0) are continuous (in this case, G is called a topological
groupoid). A subset B ⊆ G is called a bisection if both restrictions r|B and
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s|B are homeomorphisms. We say that G is ample in case G has a basis of
compact and open bisections.
Definition 2.1. Let G be a topological groupoid. We say that G is effective if
the interior of Iso(G) is just G(0). Moreover, G is called topologically principal
if {u ∈ G(0) : s−1(u) ∩ r−1(u) = {u}} is dense in G(0).
Note that, when G is second-countable, [22, Proposition 3.3] implies that
G is effective if and only if it is topologically principal. In this paper, we
will work frequently with second-countable effective ample groupoids.
We now recall the definition of reduced C∗-algebra C∗r (G). Let G be an
ample groupoid. We write Cc(G) for the complex vector space consisting of
compactly supported continuous functions on G, which is an ∗-algebra with
the convolution multiplication and the involution f∗(α) := f(α−1). For each
unit u ∈ G(0) and Gu := s
−1({u}), let πu : Cc(G) → B(ℓ
2(Gu)) be the left
regular ∗-representation defined by
πu(f)δα :=
∑
s(β)=r(α)
f(β)δβα (f ∈ Cc(G), α ∈ Gu).
Then the reduced C∗-algebra C∗r (G) is the completion of Cc(G) under the
reduced C∗-norm
‖f‖r := sup
u∈G(0)
‖πu(f)‖.
Moreover, there is a full C∗-algebra C∗(G) associated to G, which is the
completion of Cc(G) taken over all ‖.‖Cc(G)-decreasing representations of G.
Hence, C∗r (G) is a quotient of C
∗(G), and [1, Proposition 6.1.8] shows that
they are equal if the underlying groupoid G is amenable.
Definition 2.2 ([25]). We say that a C∗-algebra A is purely infinite if every
nonzero hereditary C∗-subalgebra of A contains an infinite projection.
The following is analogous to [4, Theorem 4.1] without the minimality
assumption.
Proposition 2.3. Let G be a second-countable Hausdorff ample groupoid
and let B be a basis of compact open sets for G(0). Suppose also that G is
effective. Then C∗r (G) is purely infinite if and only if 1V is infinite in C
∗
r (G)
for every V ∈ B (1V is the characteristic function of V ).
Proof. The “only if” implication is immediate. For the converse, suppose
that every 1V in C
∗
r (G) is infinite for V ∈ B. Let A be a nonzero hereditary
C∗-subalgebra of C∗r (G) and take some positive element 0 6= a ∈ A. Using
the hereditary property, we may follow the proof of [15, Proposition 5.2] to
find a projection p ∈ A and some V ∈ B such that p ∼ 1V in the Murray-von
Nuemann sense. Since the infiniteness is preserved under ∼, then p is an
infinite projection, concluding the result. 
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2.2. Graph C∗-algebras. Let E = (E0, E1, r, d) be a directed graph with
the vertex set E0, the edge set E1, and the range and domain maps r, d :
E1 → E0. We say that E is row-finite if each vertex receives at most finitely
many edges. A source in E is a vertex v ∈ E0 which receives no edges, i.e.
d−1(v) = ∅. We will write by E∗ the set of finite paths in E, that is
E∗ :=
⋃
n≥0
En =
⋃
n≥0
{α = e1 . . . en : ei ∈ E
1, d(ei) = r(ei+1)}.
Then one may extend r, d : E∗ → E0 by defining r(α) = r(e1) and d(α) =
d(en) for every path α = e1 . . . en ∈ E
n. Throughout the paper, we will
consider only countable directed graphs.
Given a directed graph E, a Cuntz-Krieger E-family is a collection {pv, se :
v ∈ E0, e ∈ E1} of pairwise orthogonal projections pv and partial isometries
se with the following relations
(1) s∗ese = pd(e) for every e ∈ E
1,
(2) ses
∗
e ≤ pr(e) for every e ∈ E
1, and
(3) pv =
∑
d(e)=v ses
∗
e for all vertices v with 0 < |d
−1(v)| <∞.
The graph C∗-algebra C∗(E) is the universal C∗-algebra generated by a
Cuntz-Krieger E-family {pv, se} [20]. By the above relations, for e1, . . . , en ∈
E1, se1 . . . sen is nonzero if and only if α := e1 . . . en is a path in E; in this
case, we write sα := se1 . . . sen .
2.3. Self-similar graphs and their C∗-algebras. Let G be a countable
discrete group. An action G y E is a map G × (E0 ∪ E1) → E0 ∪ E1,
denoted by (g, a) 7→ ga, such that the action of each g ∈ G on E gives a
graph automorphism.
A self-similar graph is a triple (G,E,ϕ) such that
(1) E is a directed graph,
(2) G acts on E by automorphisms, and
(3) ϕ : G × E1 → G is a 1-cocycle for G y E satisfying ϕ(g, e)v = gv
for every g ∈ G, e ∈ E1, and v ∈ E0.
Remark 2.4. According to [7, Proposition 2.4], we may extend inductively
the action G y E and the cocycle ϕ on the finite path space E∗ satisfying
the desired relations [7, Equation 2.6]. Indeed, if α = α1α2 ∈ E
∗, then we
define
gα = (gα1)(ϕ(g, α1)α2) and ϕ(g, α) = ϕ(ϕ(g, α1), α2).
Definition 2.5 ([7, 8]). Let (G,E,ϕ) be a (countable) self-similar graph.
Then OG,E is the universal C
∗-algebra generated by
{pv, se : v ∈ E
0, e ∈ E1} ∪ {ugpv : g ∈ G, v ∈ E
0}
satisfying the following properties:
(1) {pv, se : v ∈ E
0, e ∈ E1} is a Cuntz-Krieger E-family.
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(2) u : G → M(OG,E), g 7→ ug, is a unitary ∗-representation of G on
the multiplier algebra M(OG,E).
(3) ugpv = pgvug for every g ∈ G and v ∈ E
0.
(4) ugse = sgeuϕ(g,e) for every g ∈ G and e ∈ E
1.
We usually use the notation OG,E instead of O(G,E,ϕ) for convenience. Also,
we will write each ugpv by ugv. Then one may easily verify relations (b)-(e)
of [8, Definition 2.2].
Standing assumption. All self-similar graphs (G,E,ϕ) considered in
this paper will be countable, row-finite and source-free.
2.4. The groupoid associated to (G,E,ϕ). In [7, Section 4], Exel and
Pardo associated an inverse semigroup SG,E to a self-similar graph (G,E,ϕ)
with finite graph E. They then showed thatOG,E ∼= C∗tight(SG,E)
∼= C∗(GG,E)
where GG,E is the groupoid of germs for the action of SG,E on E
∞ [7, Corol-
lary 6.4 and Proposition 8.4]. Note that the constructions of SG,E and
GG,E in [7] may be extended for countable row-finite, source-free self-similar
graphs (G,E,ϕ) with small modifications. We give a brief review of it here
for convenience. So, fix a row-finite self-similar graph (G,E,ϕ) without
sources. Define the ∗-inverse semigroup SG,E as
SG,E = {(α, g, β) : α, β ∈ E
∗, g ∈ G, d(α) = gd(β)} ∪ {0}
with the operations
(α, g, β)(γ, h, δ) :=


(α, gϕ(h, ε), δhε) if β = γε
(αgε, ϕ(g, ε)h, δ) if γ = βε
0 otherwise
and (α, g, β)∗ := (β, g−1, α).
Let E∞ be the space one-sided infinite paths of the form
x = e1e2 . . . such that d(ei) = r(ei+1) for i ≥ 1.
By [7, Proposition 8.1], there is a unique action Gy E∞ as follows: for each
g ∈ G and x = e1e2 . . . ∈ E
∞, there is a unique infinite path gx = f1f2 . . .
such that
f1f2 . . . fn = g(e1e2 . . . en) (for all n ≥ 1).
Moreover, we may consider the action of each (α, g, β) ∈ SG,E on x = βxˆ ∈
E∞ by (α, g, β) · x = α(gxˆ). Then GG,E is the groupoid of germs of the
action of SG,E on E
∞, that is
GG,E =
{
[α, g, β;x] : x = βxˆ
}
.
Recall that two germs [s;x], [t; y] in GG,E are equal if and only if x = y and
there exists an idempotent 0 6= e ∈ SG,E such that e · x = x and se = te.
The unit space of GG,E is
G
(0)
G,E = {[α, 1G, α;x] : x = αxˆ},
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which is identified with E∞ by [α, 1G, α;x] 7→ x. Then, the range and source
maps are defined by
r([α, g, β;βxˆ]) = α(gxˆ) and s([α, g, β;βxˆ]) = βxˆ.
Following [7, Section 10], we endow GG,E with the topology generated by
compact open bisections of the form
Θ(α, g, β;Z(γ)) := {[α, g, β; y] ∈ GG,E : y ∈ Z(γ)}
where γ ∈ E∗ and Z(γ) := {γx : x ∈ s(γ)E∞}. Hence, GG,E is an ample
groupoid.
Definition 2.6. We say that (G,E,ϕ) is pseudo free if for every g ∈ G and
e ∈ E1,
ge = e and ϕ(g, e) = 1G =⇒ g = 1G.
In the end of this section, we recall briefly the following results from [7]
for convenience. Although they are proved there for finite self-similar graphs
with no sources, but we can obtain them for countable cases by a same way
(see also [8]).
Proposition 2.7. Let (G,E,ϕ) be a pseudo free self-similar graphs without
sources and let GG,E be the associated groupoid as above. Then
(1) GG,E ∼= Gtight(SG,E) [7, Theorem 8.19], GG,E is Hausdorff [7, Propo-
sition 12.1], and OG,E ∼= C
∗(GG,E) [7, Theorem 9.6].
(2) If moreover G is an amenable group, then GG,E is an amenable
groupoid in the sense of [1]. In particular, we have OG,E ∼= C
∗(GG,E) ∼=
C∗r (GG,E) by [1, Proposition 6.1.8].
Proposition 2.8 ([7, Corollary 14.13] and [8, Theorem 4.4]). Let (G,E,ϕ)
be a pseudo free self-similar graph with no sources. Then GG,E is effective
1
if and only if the following properties hold:
(1) Every G-circuit in E has an entry, and
(2) for every v ∈ E0 and 1G 6= g ∈ G, the action of g on Z(v) is
nontrivial (i.e., there is x ∈ Z(v) such that g.x 6= x).
3. Purely infinite self-similar graph C∗-algebras
In [7, Corollary 16.3] and [8, Corollary 4.7], it is shown that when OG,E
is simple and (G,E,ϕ) contains a G-circuit, then OG,E is purely infinite.
In this section, we study purely infinite C∗-algebras OG,E of countable self-
similar graphs in the sense of [25] without the simplicity assumption. Our
main result here is a generalization of [7, Theorem 16.2] to countable self-
similar graphs. Note that there is another well-known notion of pure in-
finiteness from [11] which is equivalent to that of [25] for the simple cases.
Moreover, our results in this section may be generalized for the Kirchberg-
Rørdam’s notion using [11, Corollary 3.15] and the ideal structure [14, Corol-
lary 6.15].
1Note that the ‘effective’ property of groupoids is called essentially principal in [7, 8].
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Theorem 3.1. Let (G,E,ϕ) be a pseudo free self-similar graph over an
amenable group G. Suppose also that (G,E,ϕ) satisfies conditions (1) and
(2) of Proposition 2.8 (i.e., the groupoid GG,E is effective). Then OG,E is
purely infinite if and only if every vertex projection sv is infinite in OG,E.
Proof. We must prove the “if” implication only. So suppose that for every
v ∈ E0, sv is infinite in OG,E. Let G = GG,E be the groupoid associated to
(G,E,ϕ). By Proposition 2.7(2), G is amenable, so C∗r (G) = C
∗(G) = OG,E.
We know that the cylinders {Z(α) : α ∈ E∗} is a basis of compact open sets
for the topology induced on E∞ = G(0). Moreover, Proposition 2.8 says that
G is effective. Hence, Proposition 2.3 implies that OG,E = C
∗
r (G) is purely
infinite if and only if {1Z(α) = sαs
∗
α : α ∈ E
∗} are all infinite projections in
OG,E. Now since sαs
∗
α ∼ s
∗
αsα = sd(α) and the infiniteness passes through
Murray-von Neumann equivalence, we conclude the result. 
Definition 3.2. Let v,w ∈ E0. We say that v receives a G-path from w or w
connects to v by a G-path, say v & w, if there exist α ∈ E∗ and g ∈ G such
that r(α) = v and d(α) = gw. By [7, Proposition 13.2], this is equivalent to
∃α ∈ E∗, ∃g ∈ G such that r(α) = gv and d(α) = w.
Lemma 3.3. Let (G,E,ϕ) be a self-similar graph. For v,w ∈ E0 and
α, β ∈ E∗, we have
(1) If v = gw for some g ∈ G, then sv ∼ sw in the Murray-von Neumann
sense.
(2) If v receives a G-path from w, then sv % sw.
(3) If β = gα for some g ∈ G, then sβs
∗
β ∼ sαs
∗
α.
Proof. (1). If v = gw, then we have sv = (ugsv)
∗(ugsv) and
(ugsv)(ugsv)
∗ = (sgvug)(sgvug)
∗ = swugu
∗
gsw = sw,
concluding sv ∼ sw.
For (2), suppose that there exist α ∈ E∗ and g ∈ G such that r(α) = v
and d(α) = gw. Then, by the Cuntz-Krieger relations,
sv ≥ sαs
∗
α ∼ s
∗
αsα = sd(α) = sgw ∼ sw,
and consequently sv % sw.
For (3), if β = gα, then by part (1) we have
sβs
∗
β ∼ s
∗
βsβ = sd(β) = sg.d(α) ∼ sd(α) = s
∗
αsα ∼ sαs
∗
α,
giving sβs
∗
β ∼ sαs
∗
α. 
Proposition 3.4. Let (G,E,ϕ) be a pseudo free self-similar graph over an
amenable group G. Suppose that conditions (1) and (2) of Proposition 2.8
hold. Then
(1) If every v ∈ E0 receives a G-path from a G-circuit, then OG,E is
purely infinite.
(2) If the graph C∗-algebra C∗(E) is purely infinite, then so is OG,E.
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Proof. (1). In view of Theorem 3.1, it suffices to prove that each sv is
infinite in OG,E. So, fix some v ∈ E
0. By hypothesis, there is a G-circuit α
connecting to v by a G-path.
We first show that sr(α) is infinite. For, let γ be an entry for α by as-
sumption. Since each of α nor γ is not a subpath of the other, one may
compute that sαs
∗
α and sγs
∗
γ are orthogonal. Hence, the Cuntz-Krieger re-
lations imply that
sr(α) ≥ sαs
∗
α + sγs
∗
γ > sαs
∗
α ∼ s
∗
αsα = sd(α).
If d(α) = gr(α), then sd(α) ∼ sr(α) by Lemma 3.3(1), and whence sr(α) is
infinite in OG,E as claimed.
Now, because there is a G-path from r(α) to v, we have sv % sr(α) by
Lemma 3.3(2), and therefore sv is infinite as well. As v ∈ E
0 was arbitrary,
Theorem 3.1 follows the result.
(2). If C∗(E) is purely infinite, then each sv is infinite in C
∗(E), and so
is in OG,E as well. Now apply Theorem 3.1. 
Remark 3.5. If v ∈ E0 receives a G-path from a G-circuit with an entry but
not a path from a circuit, then sv is infinite in OG,E while not in C
∗(E).
Therefore, the converse of Proposition 3.4(2) does not necessarily hold.
In the simple case we conclude the following.
Corollary 3.6. Let (G,E,ϕ) be a pseudo free self-similar graph over an
amenable group G. Suppose that OG,E is simple. If E contains a G-circuit,
then OG,E is purely infinite.
Proof. Note that the simplicity of OG,E gives conditions (1) and (2) in
Proposition 2.8 [8, Theorem 4.5]. So, by Theorem 3.1, it suffices to show
that sv is infinite for each v ∈ E
0.
Let (g, α) be a G-circuit in E. By [7, Theorem 16.1], (g, α) has an entry,
hence sr(α) is infinite as seen in the proof of Proposition 3.4(1).
Fix an arbitrary v ∈ E0. We may form the infinite path α∞ = α(gα)(g2α) · · · ,
which is well-defined because
d(gnα) = gnd(α) = gngr(α) = r(gn+1α).
Since E is also weakly G-transitive by [8, Theorem 4.5], there is a G-path
from r(gnα) to v for sufficiently large n. Note that as r(gnα) = gnr(α),
sr(gnα) = sgnr(α) is infinite by Lemma 3.3(1). Also, Lemma 3.3(2) implies
that sv % sr(gnα) ∼ sr(α), and consequently sv is infinite too. As v ∈ E
0 was
arbitrary, Theorem 3.1 concludes that OG,E is purely infinite. 
Remark 3.7. The converse of above corollary will be proved in Theorem 4.9
(1) ⇐⇒ (6).
The following result gives necessary and sufficient criteria for the purely
infinite simple C∗-algebras by the monoiod of equivalent projections. It is
new even for the ordinary graph C∗-algebras. Before that we recall the defi-
nition of K0-group of a unital C
∗-algebra and establish some notations. Let
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A be a unital C∗-algebra and write by P(A) the collection of all projections
in M∞(A) =
⋃
n≥1Mn(A). We say that two projections p ∈ Mm(A) and
q ∈Mn(A) are equivalent, denoted by p ∼ q, if
∃ v ∈Mm,n(A) such that p = v
∗v and q = v∗v.
Note that, if m ≤ n, then p ∼ q if and only if p ⊕ 0n−m is Murray-von
Neumann equivalent to q in Mn(A), where x ⊕ y := diag(x, y). Define
D(A) := P(A)/ ∼= {[p] : p ∈ P(A)}, which is an abelian monoid with the
operation [p]+ [q] := [p⊕ q]. Then K0(A) is the Grothendieck group of D(A)
endowed with a universal Grothendieck map φ : D(A)→ K0(A). The image
of D(A) under φ is denoted by K0(A)
+. It is known that when D(A) \ {0}
is a group, then K0(A) = D(A) \ {0}.
Theorem 3.8. (1) Let E be an arbitrary directed graph (non necessarily
row-finite, source-free, or even countable) with |E0| < ∞. Then
C∗(E) is purely infinite and simple if and only if D(C∗(E)) \ {0} is
a group (or equivalently, D(C∗(E)) \ {0} = K0(C
∗(E))).
(2) Let (G,E,ϕ) be a pseudo free self-similar graph over an amenable
group G. Suppose also that |E0| < ∞ and conditions (1) and (2)
of Proposition 2.8 hold. Then OG,E is purely infinite simple if and
only if D(OG,E) is a group.
Proof. Note that the “only if” implications hold for every unital purely in-
finite simple C∗-algebra. Indeed, if A is a purely infinite simple C∗-algebra,
then nonzero projections of A are all infinite. Thus, combining Proposition
1.5 and Theorem 1.4 of [5] implies that D(A) \ {0} is a group (= K0(A)).
So it is enough to prove the “if” parts. We first show that every projection
p in A is infinite for any unital C∗-algebra A with D(A)\{0} a group. Indeed,
if [f ] is the identity of D(A) \ {0}, then
[p] = [p] + [f ] = [p⊕ f ],
thus we have
p ∼ p⊕ 0 < p⊕ f ∼ p,
where 0 is a zero matrix in M∞(A). Therefore, p is an infinite projection in
A, as claimed.
In the case of statement (1), this follows that E satisfies Condition (L).
In fact if there exists a circuit in E with no entries, then C∗(E) contains an
ideal Morita equivalent to C(T), hence it has a finite projection. Recall that
by Condition (L) every ideal of C∗(E) has a (vertex) projection. Now take
a nonzero ideal I of C∗(E) and some projection 0 6= p ∈ I. As |E0| < ∞,
write 1 :=
∑
v∈E0 sv the unit of C
∗(E). Then [p] + [1− p] = [1] and we have
[p] = [1] + [q] = [1⊕ q],
where [q] is the inverse of [1−p] in D(C∗(E))\{0}. Therefore, p ∼ 1⊕q which
says that there is x = [x1x2x3 . . .] ∈ M1,∞(OG,E) such that x
∗px = 1 ⊕ q.
In particular, 1 = x∗1px1 ∈ I, concluding I = C
∗(E). Therefore C∗(E) is
simple.
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For the pure infiniteness, let B be a nonzero hereditary C∗-subalgebra of
C∗(E). Again, Condition (L) gives a nonzero projection p in B. If [f ] is the
identity of D(C∗(E)) \ {0}, then
[p] = [p] + [f ] = [p⊕ f ],
and we have
p ∼ p⊕ 0 < p⊕ f ∼ p
where 0 is a zero matrix inM∞(OG,E), and consequently p is infinite. There-
fore, C∗(E) is purely infinite.
For statement (2), note that GG,E is effective by Proposition 2.8, and
OG,E ∼= C
∗
r (GG,E) by Proposition 2.7. This implies that every ideal of OG,E
contains a projection (see [6, Theorem4.4] for example). Now we may follow
the proof of statement (1) to obtain the result. 
4. Stable finiteness and a dichotomy
In this section, we associate a special graph E˜ to any self-similar graph
(G,E,ϕ). We show that if the graph C∗-algebra C∗(E˜) is either simple,
purely infinite, or stable finite then so is OG,E respectively. Then we will
conclude a dichotomy for simple self-similar graph C∗-algebras.
Definition 4.1. Let K denote the C∗-algebra of compact operators on a
separable, infinite dimensional Hilbert space. A (simple) C∗-algebra A is
called stably finite if A⊗K contains no infinite projections.
Fix a self-similar graph (G,E,ϕ). In the following we define a graph E˜
associated to (G,E,ϕ). Define ≈ on E∗ =
⊔∞
n=0E
n by
α ≈ β ⇐⇒ ∃g ∈ G such that β = gα,
which is an equivalent relation on each En (and so on E∗). The vertex
set of E˜ is E˜0 := E0/ ≈ the collection of vertex classes. In each class
[v] ∈ E˜0 pick exactly one vertex up and collect them in the set Ω. Hence,
E˜0 = {[v] : v ∈ Ω}, and we have [v] 6= [w] for v 6= w ∈ Ω. For every v ∈ Ω
and e ∈ r−1(v) draw an edge e˜ from [d(e)] to [v]. Hence we obtain the graph
E˜ so that
E˜0 := {[v] : v ∈ Ω}, and
E˜1 :=
⋃
v∈Ω
r˜−1(v) =
⋃
v∈Ω
{e˜ : r(e) = v},
with the range r˜(e˜) = [r(e)] and domain d˜(e˜) = [d(e)] for every e˜ ∈ E˜1.
Example 4.2. For n ≥ 1, let Zmodn be the additive group {1, 2, . . . , n}. Let
(Zmodn, E, ϕ) be a triple with the cyclic graph E
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v
w1
w2
w3
wn
f1fn
gn
···
·
·
·
e1 e2
en
g1
f2 g2
and the action Zmodn y E defined by
kv := v and kαi := αk+i (1 ≤ k, i ≤ n),
for every αi ∈ {wi, ei, fi, gi}. Since wi ≈ wj, for any 1 ≤ i, j ≤ n, we may
select w1 of the class [w1] = {w1, . . . , wn}. As r
−1(v) = {e1, . . . , en} and
r−1(w1) = {f1, gn}, then the graph E˜ would be
[v]
[w1]
· · · e˜1e˜2e˜n
f˜1g˜n
Lemma 4.3. Let (G,E,ϕ) be a self-similar graph, and consider an associ-
ated graph E˜ as above. Then
(1) If E is row-finite, then so is E˜.
(2) For each finite path α˜ = α˜1 . . . α˜n ∈ E˜
n, there is a path γ = γ1 . . . γn
in En such that γ ≈ αi for 1 ≤ i ≤ n. Conversely, if γ = γ1 . . . γn ∈
En, then there exists α˜ = α˜1 . . . α˜n ∈ E˜
n such that γ ≈ αi for
1 ≤ i ≤ n.
(3) If α˜ ∈ E˜n and γ ∈ En are two paths as in statement (2), then α˜ is
a circuit in E˜ if and only if γ is a G-circuit in E. Moreover, α˜ has
an entry if and only if γ does.
Proof. Statement (1) is clear by the definition of E˜. For (2), let first α˜ =
α˜1 . . . α˜n ∈ E˜
n be a path in E˜. Then, for each 1 ≤ i < n, we have
[d(αi)] = d˜(α˜i) = r˜(α˜i+1) = [r(αi+1)],
and so there exists gi ∈ G such that d(αi) = gir(αi+1). Now set γ1 := α1
and γi := g1 . . . gi−1αi for every 2 ≤ i ≤ n. Then
d(γi) = d(g1 . . . gi−1αi) = g1 . . . gi−1d(αi) = g1 . . . gi−1gir(αi+1) = r(γi+1),
and hence γ = γ1 . . . γn is a desired path in E.
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Conversely, let γ = γ1 . . . γn be a finite path in E
n. For each 1 ≤ i ≤ n,
there is vi ∈ Ω such that vi = gir(γi) for some gi ∈ G. Hence, we have
α˜ = (g˜1γ1) . . . (g˜nγn) ∈ E˜ with α ≈ γ.
For statement (3), given α˜ and γ as in part (2), we have
α˜ is a circuit in E ⇐⇒ [d(αn)] = [r(α1)]
⇐⇒ d(αn) ≈ r(α1)
⇐⇒ d(γn) ≈ d(αn) ≈ r(α1) ≈ r(γ1)
⇐⇒ γ is a G−circuit.
Moreover, since |r−1(r(γi))| = |r˜
−1(r˜(α˜i))| for each 1 ≤ i ≤ n, we have
γ has an entry ⇐⇒ |r−1(r(γi))| > 1 for some 1 ≤ i ≤ n
⇐⇒ |r˜−1(r˜(αi))| > 1 for some 1 ≤ i ≤ n
⇐⇒ α˜ has an entry in E˜.

Definition 4.4. Let (G,E,ϕ) be a self-similar graph. Following [7, Definition
3.4], we say that E is weakly G-transitive if for every v ∈ E0 and x ∈ E∞,
there exists a path α such that d(α) = x(n, n) for some n ≥ 0 and r(α) = gv
for some g ∈ G. If we have an ordinary graph E (with the trivial group
action), we say simply that E is weakly transitive. Note that the weakly
transitive is called cofinal in [20].
Lemma 4.5. Let (G,E,ϕ) be a self-similar graph, and associate a graph E˜
as above. Then
(1) Every G-circuit in E has an entry if and only if every circuit in E˜
does.
(2) E is weakly G-transitive if and only if E˜ is weakly transitive.
Proof. Statement (1) follows from items (2) and (3) of Lemma 4.3. For (2),
let E˜ be transitive. Take an arbitrary infinite path x ∈ E∞ and some v ∈ E0.
By item (2) in Lemma 4.3, there is y˜ ∈ E˜∞ such that y(0, n) ≈ x(0, n) for
every n ≥ 0. By transitivity, there exists γ˜ ∈ E˜∗ such that r˜(γ˜) = [v] and
d˜(γ˜) = [y(n, n)] for some n. Hence, v ≈ r(γ) and d(γ) ≈ y(n, n) ≈ x(n, n).
This follows that E is G-transitive. The converse is analogous. 
Proposition 4.6. Let (G,E,ϕ) be a self-similar graph over an amenable
group G, and let E˜ be an associated graph.
(1) In case the groupoid GG,E is Hausdorff (see [8, Theorem 4.2]), then
OG,E is simple if and only if
(a) the graph C∗-algebra C∗(E˜) is simple, and
(b) for v ∈ E0 and g ∈ G, if the action of g on the cylinder Z(v)
is trivial (i.e., gx = x for every x ∈ Z(v)), then g is slack at v.
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(2) Suppose that (G,E,ϕ) is pseudo free and for any v ∈ E0 and 1G 6=
g ∈ G, the action of g on Z(v) is nontrivial. If C∗(E˜) is purely
infinite, then so is OG,E.
Proof. Statement (1) follows from Lemma 4.5 and [8, Theorem 4.5]. For
(2), if the graph C∗-algebra C∗(E˜) is purely infinite, then every circuit in
E˜ has an entry and every vertex [v] ∈ E˜0 can be reached from a circuit.
By Lemma 4.5, every G-circuit has an entry and every v ∈ E0 receives a
G-path from a G-circuit. Now, Proposition 3.4(1) concludes that OG,E is
purely infinite. 
Example 4.7. The graph E˜ in Example 4.2 is weakly transitive and every
circuit in E˜ has an entry. Then C∗(E˜) is simple and purely infinite, and so
is the C∗-algebra OG,E by Proposition 4.6.
Definition 4.8 ([9]). Let (G,E,ϕ) be a self-similar graph. A graph trace on
E is map T : E0 → R+ such that
(1) T (r(e)) ≥ T (d(e)) for every e ∈ E1, and
(2) T (v) =
∑
r(e)=v T (d(e)) for every v ∈ E
0.
A graph G-trace in E is a graph trace T : E0 → R+ such that T (v) = T (w)
for every v ≈ w in E0.
Theorem 4.9. Let (G,E,ϕ) be a pseudo free self-similar graph over an
amenable group G. Suppose that OG,E is simple. Then the following are
equivalent.
(1) OG,E is stably finite.
(2) OG,E is quasi diagonal.
(3) (G,E,ϕ) has a nonzero graph G-trace.
(4) E˜ has a nonzero graph trace.
(5) E˜ contains no circuits.
(6) E contains no G-circuits.
Proof. Statements (1) and (2) are equivalent by [21, Corollary 6.6].
(1) ⇒ (6). If E has a G-circuit, then OG,E is purely infinite by Corollary
3.6. In particular, OG,E is not stably finite, a contradiction.
(6) ⇒ (5) follows from Lemma 4.3(3).
(5) ⇒ (4). Suppose that E˜ has no circuits. Arrange E˜0 = {[v1], [v2], . . .}.
For each n ≥ 1, let Fn be the full subgraph of E˜ containing all
⋃n
i=1 r˜
−1([vi]).
Since Fn’s have no circuits, [13, Corollary 2.3] implies that C
∗(F1) ⊆ C
∗(F2) ⊆
. . . is a sequence of finite dimensional C∗-subalgebras of C∗(E˜) such that
C∗(E˜) = limC∗(Fn) (i.e., C
∗(E˜) is AF). Thus there exist bounded traces
τn : C
∗(Fn) → C such that τn|C∗(Fi) equals with τi for i ≤ n. This induces
a semifinite trace τ = lim τn on C
∗(E˜). Therefore, if C∗(E˜) = C∗(te, q[v]),
we obtain the nonzero graph trace T : E˜0 → R+, by T ([v]) = τ(q[v]), on E˜.
(4) ⇒ (3). Suppose that T is a nonzero graph trace on E˜. Note that,
since the action of G on E1 gives automorphisms respecting to the range
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and domain, for any v 6= w ∈ E0 with w = gv, the map e 7→ ge is a bijection
from r−1(v) onto r−1(w). In particular, |r−1(w)| = |r−1(v)|. Being this
fact in mind, one may easily see that the map T ′ : E0 → R+, defined by
T ′(v) := T ([v]), is a nonzero graph G-trace on E, as desired.
(3) ⇒ (1). By [23, Proposition II.4.8], there exists a faithful conditional
expectation π : C∗(GG,E) → C0(G
(0)
G,E) such that π(f) = f |G(0)
G,E
for all f ∈
Cc(G
(0)
G,E). Note that the isomorphism ψ : OG,E → C
∗(GG,E) in Proposition
2.7(1) maps the core O0G,E := span{sαs
∗
α : α ∈ E
∗} onto C0(G
(0)
G,E). Hence
ϕ := ψ−1 ◦ π ◦ ψ is a faithful conditional expectation from OG,E onto O
0
G,E
such that
φ(sαugs
∗
β) =
{
sαs
∗
α β = α, g = 1G
0 otherwise
for every α, β ∈ E∗ and g ∈ G.
Now suppose that T is a nonzero graph G-trace on E. Define t : O0G,E →
C by t(sαs
∗
α) = T (d(α)), which is a linear functional on O
0
G,E . So, we
may easily verify that τ := t ◦ φ is a semifinite trace on OG,E such that
0 < τ(sv) < ∞ for all v ∈ E
0. Moreover, τ is faithful because OG,E is
simple. Thus [21, Corollary 6.6] yields that OG,E is stably finite. 
Recall from [7, Corollary 10.16] that if G is amenable, then OG,E is a
nuclear C∗-algebra. So, combining Corollary 3.6 and Theorem 4.9 implies
the following dichotomy for simple OG,E .
Corollary 4.10. Let (G,E,ϕ) be a pseudo free self-similar graph over an
amenable group G. Suppose that OG,E is simple. Then
(1) If E has a G-circuit, then OG,E is purely infinite. In this case, OG,E
is a Kirchberg algebra, and we have K0(OG,E) = D(OG,E) \ {0}
whenever |E0| <∞.
(2) Otherwise, OG,E is stably finite. In this case, (K0(OG,E),K0(OG,E)
+)
is an ordered abelian group (see [24, Proposition 5.1.5(iv)]).
Remark 4.11. Note that in case OG,E is stably finite, the embedding ι :
C∗(E) →֒ OG,E of [7, Section 11] induces an embeddingK0(ι) : K0(C
∗(E)) →֒
K0(OG,E) defined by K0(ι)([p]0) := [ι(p)]0, where the map ι is naturally ex-
tended on M∞(C
∗(E)) into M∞(OG,E). Indeed, if p ∈ M∞(C
∗(E)) is a
projection with [ι(p)]0 = 0, then we must have ι(p) = 0 because M∞(OG,E)
has no infinite projection, and hence p = 0.
5. Pure infiniteness of self-similar k-graph C∗-algebras
In this section, we consider the pure infiniteness of self-similar k-graph
C∗-algebras. Let us first recall the definitions of self-similar k-graphs and
their C∗-algebras from [17]. Fix k ∈ N ∪ {∞} and let Λ = (Λ0,Λ, r, s)
be a row-finite k-graph with no sources (we refer the reader to [20] for
basic definitions and concepts about k-graphs and associated C∗-algebras).
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Consider Nk as a category with a single object 0 and the coordinatewise
partial order ≤. Let Ωk := {(p, q) : p, q ∈ N
k, p ≤ q}. An infinite path in Λ
is a morphism x : Ωk → Λ with the range r(x) := x(0, 0). We write by Λ
∞
the set of infinite paths in Λ.
Let G be a (discrete and countable) group. An action G y Λ is a map
G× Λ→ Λ, (g, λ)→ gλ, which gives a graph automorphism preserving the
degree map for every g ∈ G.
Definition 5.1 ([17]). A self-similar k-graph is a triple (G,Λ, ϕ), where Λ is
a k-graph, G is a group acting on Λ, and ϕ : G × Λ → Λ is a cocycle for
Gy Λ with the property
ϕ(g, λ).v = gv (g ∈ G, v ∈ Λ0, λ ∈ Λ).
Following [17], we consider only self-similar k-graphs (G,Λ, ϕ) for row-
finite and source-free k-graphs with |Λ0| <∞. We will write (G,Λ, ϕ) by
(G,Λ) for simplicity. Note that ϕ was called the restriction map in [17] and
each ϕ(g, λ) was denoted by g|λ there.
Definition 5.2. Let (G,Λ) be a self-similar k-graph. We say that
(1) (G,Λ) is pseudo free, if gλ = λ and ϕ(g, λ) = 1G imply g = 1G.
(2) (G,Λ) is G-aperiodic if for any v ∈ Λ0, there exists x ∈ vΛ∞ such
that x(p,∞) = gx(q,∞) implies g = 1G and p = q for p, q ∈ N
k and
g ∈ G.
(3) (G,Λ) is G-cofinal if for every x ∈ Λ∞ and v ∈ Λ0, there exist
p ∈ Nk, µ ∈ Λ, and g ∈ G such that s(µ) = x(p, p) and r(µ) = gv.
Definition 5.3. Let (G,Λ) be a self-similar k-graph as in Definition 5.1 with
|Λ0| < ∞. The C∗-algebra OG,Λ associated to (G,Λ) is the universal C
∗-
algebra generated by {sλ : λ ∈ Λ} and {ug : g ∈ G} such that
(1) {sλ : λ ∈ Λ} is a Cuntz-Krieger Λ-family in the sense of [12].
(2) u : G→ OG,Λ, given by g 7→ ug, is a unitary ∗-representation of G.
(3) ugsλ = sgλuϕ(g,λ) for every g ∈ G and λ ∈ Λ.
Similar to the construction of GG,E in Section 2.4, Li and Yang associated
an ample groupoid GG,Λ in [17, Section 5.1] such that OG,Λ ∼= C
∗(GG,Λ) ∼=
C∗r (GG,Λ) when G is amenable and (G,Λ) is pseudo free [17, Theorem 5.9].
In particular, the unit space G
(0)
G,Λ is homeomorphic to Λ
∞ endowed with the
topology generated by cylinders Z(λ) := {λx : x ∈ Λ∞}.
Recall that a circuit in Λ is a path α ∈ Λ with r(α) = s(α). τ ∈ Λ is
called an entry for α if r(τ) = r(α) and there are no common extensions for
α and τ (i.e., αµ 6= τν for all µ, ν ∈ Λ).
Theorem 5.4. Let (G,Λ) be a pseudo free self-similar k-graph with |Λ0| <
∞ over an amenable group G. If Λ is G-aperiodic, then OG,Λ is purely
infinite. In particular, if Λ is also G-cofinal, then OG,Λ is a Kirchberg
algebra.
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Proof. Let GG,Λ be the groupoid associated to (G,Λ). Then GG,Λ is amenable
and effective [17, Proposition 6.5], and we thus have C∗(GG,Λ) = C
∗
r (GG,Λ) =
OG,Λ by [17, Theorem 5.9]. We know that the cylinders {Z(λ) : λ ∈ Λ} form
a basis of compact open sets for the topology on Λ∞ = G
(0)
G,Λ. So, in light of
Proposition 2.3, it suffices to prove that each 1Z(λ) is an infinite projection
for λ ∈ Λ. For this, since
1Z(λ) = sλs
∗
λ ∼ s
∗
λsλ = ss(λ),
we show all sv’s are infinite in OG,Λ for v ∈ Λ
0.
So fix an arbitrary v ∈ Λ0. We claim that v reaches from a circuit
with an entry. To see this, take some x ∈ vΛ∞. For any t ∈ N, write
t := (t, 0, 0, . . .) ∈ Nk. Since {x(t, t) : t ≥ 1} ⊆ Λ0 is finite, there are
t1 < t2 such that x(t1, t1) = x(t2, t2). Hence x(t1, t2) is a circuit in Λ,
which connects to v by x(0, t1) ∈ Λ. Note that the G-aperiodicity yields
clearly the periodicity of Λ. Hence, one may follow [16, Lemma 6.1] to find
an (initial) circuit α with an entry τ connecting to v, as claimed.
Since α and τ have no common extensions, one may compute that sαs
∗
α
and sτs
∗
τ are orthogonal (by applying [20, Lemma 9.4]). Thus, by the Cuntz-
Krieger relations we have
sr(α) ≥ sαs
∗
α + sτs
∗
τ > sαs
∗
α ∼ s
∗
αsα = ss(α) = sr(α),
so sr(α) is infinite. Moreover, if λ connects r(α) to v, then
sv ≥ sλs
∗
λ ∼ s
∗
λsλ = ss(λ) = sr(α),
which says that sv is an infinite projection in OG,Λ as well. Since v ∈ Λ
0
was arbitrary, this deduces that OG,Λ is purely infinite by Proposition 2.3.
For the last statement, if moreover Λ is G-cofinal, then [17, Theorem 6.6]
implies that OG,Λ is nuclear and simple, which satisfies UCT. Hence, OG,Λ
is a Kirchberg algebra. 
Corollary 5.5 (See [17, Theorem 6.13]). Let (G,Λ) be a pseudo free self-
similar k-graph with |Λ0| <∞ over an amenable group G. Whenever OG,Λ
is simple, then it is purely infinite too.
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