In this article, Small Area Estimation under a Multivariate Linear model for repeated measures data is considered. The proposed model aims to get a model which borrows strength both across small areas and over time. The model accounts for repeated surveys, grouped response units and random effects variations. Estimation of model parameters is discussed within a likelihood based approach. Prediction of random effects, small area means across time points and per group units are derived. A parametric bootstrap method is proposed for estimating the mean-squared errors of the predicted small area means. Results are supported by a simulation study.
Introduction
Population surveys are carried out via sampling designs and data collection of individual units with intention of making statistical inferences about a larger population of which these units are members. These surveys are usually designed to provide efficient estimates of parameters of interest for large populations. In most cases, surveys are not originally designed to produce estimates for small domains and hence these domains are poorly represented in the sample. Thus, the surveys often provide very little information on a small area level and direct survey estimates on a target small area are not reliable due to a small sample size connected to this area.
In recent years, small area estimation methods have received much attention due to their usefulness in both public and private sectors and their demand has greatly increased worldwide. Several approaches and new developments in small area estimation have been investigated by different authors, for example, see Pfeffermann (2002 Pfeffermann ( , 2013 ; Rao (2003) ; Chambers and Clark (2012) . One may also refer to Ghosh and Rao (1994) and Rao (2003) for some examples and case studies in small area estimation.
Model-based methods in small area estimation largely use linear mixed models with a focus on cross-sectional data. Some studies dealing with small area estimation problems for longitudinal surveys have been discussed by various authors, for example Consortium (2004) , Nissinen (2009) and Singh and Sisodia (2011) who have used a design-based approach for repeated measures data in small area estimation and have developed direct, synthetic and composite estimators for small area means for repeated measures data at a given time point when the population units contain non-overlapping groups. It has been shown that the multivariate approach for modelbased methods in small area estimation may achieve substantial improvement over the usual univariate approach (Datta et al., 1999) . Multivariate models in small area estimation such as the multivariate extensions of the univariate Fay-Herriot model originally proposed by Fay and Herriot (1979) and nested linear regression model introduced by Battese et al. (1988) have been considered by some authors such as Fuller and Harter (1987) , Ghosh et al. (1991) , Datta et al. (1999) , Benavent and Morales (2016) among others. Although multivariate models have been adopted in small area estimation, Generalized Multivariate Analysis of Variance (GMANOVA) models, for example see Kollo and von Rosen (2005, Chapter 4) , commonly known as Growth Curve models useful to study the treatment mean and the treatment change over time have not yet been considered.
In this article, we propose a model which borrows strength across both small areas and over time by incorporating simultaneously the effects of areas and time correlation. This model accounts for repeated surveys, grouped response units and random effects variations. The model presents a lot of advantages; it allows to find out the small area means at each time point, per group units and for all time points. Even though, it seems to be a complicated model, it is fairly realistic and can be verified empirically with reasonable sample sizes. Another advantage of the considered model is the possibility to model the pattern of changes or mean growth profiles over time by providing the shape of the mean trend over time, how the group units differ in their trajectories over time and the assessment of the variables which are associated with the pattern of change over time. Explicit estimators are obtained which is of great advantage when for example simulating mean-square errors (MSE) via a parametric bootstrap approach.
The article is organized as follows. After the Introduction, the second section is devoted to the model formulation and notation used and Section 3 deals with estimation of model parameters. Section 4 presents the model decomposition while Section 5 discusses the prediction of random effects and prediction of target small area means. Section 6 deals with proposed parametric bootstrap method. We end up by a simulation study in Section 7 and general concluding remarks are presented in Section 8.
Model formulation
We consider repeated measurements on the response variable of interest, y, taken at p time points t 1 , . . . , t p from a finite population U of size N which is partitioned into m, disjoint subpopulations U 1 , . . . , U m called small areas of sizes N i , i = 1, . . . , m such that
We also assume that in every area, there are k different groups of units of size N ig for group g such that
where N ig is the size of group g within the i-th area. Suppose that a sample s = s 1 , . . . , s m is selected from the population, for example, using simple random sampling without replacement, where s i is the sample of size n i observed from area i and in each sample all groups are represented. The sample s i can be split into s ig , g = 1, . . . , k with corresponding sample sizes n ig for the k groups. In this article, it is assumed that the sample remains the same over time.
Let y ij be the p-vector of measurements over time on the j-th unit, in the i-th small area which are supposed to stem from a survey study. That is y ij = (y ij1 , . . . , y ijp ) , j = 1, . . . , n i , i = 1, . . . , m.
We assume the mean growth of the jth unit in area i for each group to be a polynomial in time of degree q − 1. Furthermore, we suppose that we have auxiliary data x ij of r concomitant variables (covariates) whose values are known for all units in all m small areas. These auxiliary variables are included in the model to strengthen the limited sample sizes from areas and are supposed to be constant over time. The values x ij can be the values of a past survey from the same area and/or the values of other variables that are related to the variable of interest. Moreover, they can include register based information or the data measured for characteristics of interest in other similar areas.
The relationship between y ij and x ij in each small area is not always considered to be as the same as the relationship between the variables in the population as whole (Chambers and Clark, 2012) . Therefore, we add an area specific term to allow them to better account for the between area variability in the distribution of y ij . That is, we suppose u it random area-effects which vary over time, assumed to be independent and identically distributed with mean zero and variance σ 2 ut . Thus, for each one of the k groups, the unit level regression model for the j-th unit coming from the small area i at time t can be expressed by
where e ijt are random errors assumed to be i.i.d normal with mean zero and variance σ 2 e independent of u it . The γ is a vector of fixed regression coefficients representing the effects of auxiliary variables. The β 0 , . . . , β q are unknown parameters assumed to be the same in all areas under the assumption that there is no area interaction effect with in time.
For all time points, the model can be written in matrix form as
and 1 p is a p-vector of ones. The vector u i is assumed to be multivariate normally distributed with zero mean and unknown covariance matrix Σ u . Collecting the vectors y ij for all units in small area i coming from the group g gives
where
Since we are interested in every group unit, we need to include a known design matrix C i : k × N i of group separation indicators when collecting all k groups in the i-th area, which are supposed to be the same in all areas. The model at small area level for the k groups is then written as
The error term E i is matrix normally distributed with mean zero, covariance matrix between rows Σ e = σ 2 e I p and independent columns, denoted by E i ∼ N p,Ni (0, Σ e , I Ni ). One may refer, for example, to Kollo and von Rosen (2005) about matrix normal distribution properties. It is natural to suppose σ 2 e to be known since the error stems from the survey and is connected only to the sample sizes not to model assumptions of the mean. Thus σ 2 e will not be estimated. The matrix Y i is a p × N i data matrix; A is a p × q, q ≤ p known within individuals design matrix for fixed effects; B is q × k unknown parameter matrix; C i with rank(C i ) + p ≤ N i is a k × N i known between individuals design matrix for fixed effects and X i is a r × N i known matrix taking the values of the covariates.
Combining all small areas for N units, we obtain the following model which constitutes the basis for our technical treatment.
Definition 2.1. The multivariate linear regression model for repeated measurements over p time points, combining all disjoint m small areas and all N units divided into k non-overlapping group units is given by
3 Decomposition of the model into sub-models
The model defined in (2) is considered as a random effects growth curve model with covariates, see for example Yokoyama and Fujikoshi (1992) , Yokoyama (1995) and Nummi (1997) . The estimation in this article is performed using a likelihood based approach.
To facilitate the estimation approach, we make some transformations. Moreover, in the following, we use the notation A o for any matrix of full rank spanning C(A)
⊥ , where C(A) denotes the column vector space generated by the columns of the matrix A.
The matrix A − denotes an arbitrary generalized inverse of the matrix A such that AA − A = A.
We also denote by P A = A(A A) − A and Q A = I − P A the orthogonal projection matrices onto the column space C(A) and onto its orthogonal complement C(A) ⊥ , respectively.
First of all, we observe that the matrices Z, H, C in model (2) are of full row rank and the matrix A is of full column rank. Moreover, C(Z ) ⊆ C(C ) and ZZ = I m . These relations imply that (CC ) −1/2 CZ ZC (CC ) −1/2 is an idempotent matrix and thus can be diagonalized by an orthogonal matrix, say Γ, with corresponding eigenvalues 1 and 0, i.e.,
Γ 2 ] such that Γ 1 corresponds to the block I m and Γ 2 corresponds to the block 0, with
Choose C o to be a matrix which columns are eigenvectors corresponding to the non zero eigenvalues of Q C . Then we can apply a one to one transformation on (2) to get
since C(Z ) ⊆ C(C ) implies that ZC o = 0. Make a further transformation on model equation
Observe that the above decomposition is important. It allows us to achieve matrix normally distributed sub-models (4), (5) and (6) from model (2). Typically for a matrix normally distributed variable is that its dispersion matrix consists of a Kronecker product of two interpretable dispersion matrices. The following Theorem 3.1 summarizes the above calculations.
Theorem 3.1. Let V 1 , V 2 and W be as defined in (5), (6) and (4), respectively. Then,
Furthermore, the matrices V 1 , V 2 and W are independently distributed.
Proof. The independence of V 1 , V 2 and W follows by the fact that the matrices Γ 1 , Γ 2 and C o are pairwise orthogonal. Furthermore, since
Hence,
N −mk , which completes the proof.
Estimation of the mean and covariance
We assume that the model defined in (2) holds for both sampled and nonsampled population units, i.e., the sampling method is non-informative. For the purpose of estimation, in this section we consider the corresponding model for the sampled data. Consider the three models W , V 1 and V 2 given in (4), (5) and (6), respectively and
The corresponding log-likelihood of the joint density function of W and V 2 is given by
, where l W (γ) and l V 2 (γ, B) denote the log-likelihood functions for W and V 2 , respectively. Differentiating the log-likelihood with respect to γ and B leads to the likelihood equations
The proof of the next lemma can be found in the Appendix.
Lemma 4.1. The likelihood equation (7) admits a unique solution for the parameter vector γ if the matrix X is of full rank whereas the likelihood equation (8) admits a non-unique solution for the parameter matrix B.
Equation (8) gives
with an arbitrary matrix T 1 . Plugging in the value of B into (7) yields
Then, we derive the estimators for γ and B. In the case when X is of full rank, the estimators are obtained by
with an arbitrary matrix T 1 and
In the general case when X is not necessary of full rank, we get
with an arbitrary vector t 2 and an arbitrary matrix T 1 . However, there is also information about B and γ in V 1 which we now try to utilize in order to find expressions of T 1 and t 2 .
Recall that
Inserting the values of γ and B in the model for V 1 given above, implies
with model equation ( conditional to given Y R 2 and Y C o ) equals
, and E = (U Z +E)R 1 . Hence, the model obtained in (11) is an extended multivariate linear growth curve model with a nested subspace condition C(1 p ) ⊆ C(A) on the within individual design matrices. One can refer to Fujikoshi et al. (1999) and Filipiak and von Rosen (2012) for more details about the extended multivariate linear growth curve model and the corresponding maximum likelihood estimators.
Lemma 4.2. Let V 3 be defined as in (11). The maximum likelihood estimators for the parameter matrices T 1 , t 2 and Σ u are given by
for an arbitrary vector t 21 and an arbitrary matrix T 11 , where
, where it is supposed that Σ u is positive definite.
The proof follows similarly to Theorem 1 in Filipiak and von Rosen (2012) in the particular case with two profiles.
Following Filipiak and von Rosen (2012) , from model (11), T 1 and t 2 are unique if and only if the matrices C 1 and C 2 are of full rank, and C( C 1 ) ∩ C( C 2 ) = {0}. However, A T 1 C 1 and 1 p t 2 C 2 are unique and hence Σ u given in (14) is unique.
With the above calculations, we are now ready to give a theorem which summarizes the main results about estimation of the formulated model. Theorem 4.1. Consider the model given by (2). Then, estimators of γ, B and Σ u can be expressed as
where t 2 and T 1 are given by (12) and (13) , respectively and it is assumed that Σ u is positive definite.
From Theorem 4.1, the estimators γ and B depend on an arbitrary vector t 2 and an arbitrary matrix T 1 , respectively. However, the linear combinations ABHC and 1 p γ X are uniquely estimated by A BHC and 1 p γ X, respectively. Thus, the estimator of the mean from the model defined in (2) is given by A BHC + 1 p γ X. We note that all the estimators γ, B, Σ u are explicit estimators. The next corollaries follow from Theorem 4.1.
Corollary 4.1. Consider the model defined by (2) and suppose that p = q. Then, the within individuals design matrix A is non singular and the estimators for γ, B and Σ u are given by
for an arbitrary vector t 31 and an arbitrary matrix T 41 with Σ u assumed to be positive definite.
Corollary 4.2. Consider the model defined by (2) and suppose that the matrix X of covariates is of full rank. Then, the estimators for γ, B and Σ u are given by
for an arbitrary matrix T 12 .
Prediction of random effects and target small area means
Next we turn to the second focus of this article, namely to perform prediction. The small area means µ i in a given i-th area, are defined as the conditional mean given the random area effects u i (Battese et al., 1988) . That is
Thus, prediction of random effects are needed in the prediction of small area means. Robinson (1991) discusses the need of prediction of random effects and summarizes the theory of the best linear unbiased predictor (BLUP) with examples and applications. The idea is to predict the values of unobservable random variables based on some realized, observed values. Moreover, Searle et al. (2009) have extensively studied the prediction of random variables under general mixed linear models. As stated by these authors, while the best linear unbiased estimator for fixed parameter is the estimator with the minimum variance, the best linear unbiased predictor for a realized value of a random variable is the estimator with minimum mean-squared error among the class of linear estimators. In this section, we adopt a third approach developed by Henderson (1973) for prediction of random effects which consists of maximizing the joint density of the observable and non-observable random variable. Consider the model in (2) given by
and according to Henderson (1973) we shall maximize the joint density f (Y , U ) with respect to U assuming the other parameters B, γ and Σ u to be known. We get
where λ is a known constant. Then, the estimating equation for U equals
which gives
Since the parameters B, γ, and Σ u are unknown, they are replaced by their estimators obtained in the previous section in Theorem 4.1. Although these estimators could be derived from maximizing the joint density f (Y , U ) with respect to all parameters, the obtained estimating equations lead only to implicit estimators, i.e., only numerical expressions can be obtained. Therefore, according to our approach we get the following theorem about the prediction of random effects.
Theorem 5.1. Consider the model defined by (2). The predicted random effects are given by
where γ, B and Σ u are presented in Theorem 4.1.
Estimating the quantities of interest namely the small area means is equivalent to predicting small area means of non sampled values, given the sample data and auxiliary data (Rao, 2003; Royall, 1988) . Following Prasad and Rao (1990) , Ghosh and Rao (1994) , Battese et al. (1988) , the target vector in small area i, which elements are area means at each time point, is given by being the corresponding matrix of auxiliary information, design matrix and design vector for non sampled units, respectively. Moreover, the predicted vector u i is the i-th column of the predicted matrix U and 1 − f i is the finite population correction factor with f i = ni Ni the fraction of the population that is sampled.
The corresponding small area means at each time point for each one of k group units is then given by
where γ, u i and β g are estimators computed from Theorem 4.1 and Theorem 5.1, respectively using observed data and β g is the column of the estimated parameter matrix B for the corresponding group g. The target small area means for each group g across all time points can be derived by
ig .
Now, we are ready to give the next theorem which includes some of the main results.
Theorem 5.2. Given the multivariate linear regression model defined in (2), the target small area means at each time point are elements of the vectors
and the small area means at each time point for each group units are given by
The target small area means for each group across all time points are given by
Parametric Bootstrap for Mean-Squared Errors (MSE)
The derivation of an analytic expression for the MSE of the predicted small area means presented in Theorem 5.2 is not an easy task. Instead, the estimation of MSE can be performed using the parametric bootstrap method which has been proved to be successful in many situations. Following Hall and Maiti (2006) ; González-Manteiga et al. (2008); Jiongo et al. (2013) , the following steps describe the parametric bootstrap method which can be used for estimating the MSE of the predicted small area means µ (t)
1) From the sample data, calculate estimators B, γ and Σ u for B, γ and Σ u , respectively, as well as U ;
2) Generate independent area-specific random effects u *
where , γ * , Σ * u and derive the corresponding bootstrap area means µ (t) * ig using these new estimators; 6) Repeat steps 2) − 5) R times and compute the estimated MSE by
Simulation study
In this section we describe the simulation experiments carried out for analyzing the accuracy of predicted small area means and the estimated MSE. We consider a p = 4 times repeated survey on a variable of interest from a population having m = 5, 10, 30 small areas and k = 3 group units with three covariables. We generate a sample of size n = 240 from a finite population of size N = 600. Recall that n ig , i = 1, . . . , m, g = 1, . . . , k denotes the sample size from the i-th small area in the g-th group unit. Let n ig denotes the corresponding sizes of non sampled units. For simplicity, we consider a balanced size for all small areas with the same number of group units. The following Table 1 and Table 2 give the sizes of sampled and non sampled units from each area and per group units. The design matrices are chosen to be
where the symbol ⊗ denotes the Kronecker product. The parameter matrices, the sampling variance and the covariance for the random effects are Then, the sample data are randomly generated following
where and vec(.) is the column-wise vectorization operator. The matrix of covariates X in (15) is randomly generated as uniformly distributed on the interval [0, 1] and then taken as fixed.
Using MATLAB Version 9.0.0.341360 (The MathWorks, Inc. USA), the simulations were repeated R = 500 times using the formulas presented in Theorem 5.2 and the parametric bootstrap procedure presented in Section 6. Hereafter are the obtained results. The results above show that the estimates for parameters of interest are close to the true values and the parametric bootstrap method gives better estimates of MSE when the number of small areas increases.
Concluding remarks
The demand for small area statistics is for both cross-sectional and for repeated measures data. Small area estimation techniques for repeated measures data under a random effects growth curve model with covariates has been considered in this article. This model accounts for repeated measures data, grouped response units and random effect variations over time. The estimation of model parameters has been discussed within a likelihood based approach. We have been able to present the prediction of small area means at each time point and by group units. Finally a parametric bootstrap method for estimating MSE is proposed and a simulation study carried out supports the theoretical results. We thank an anonymous reviewer for constructive suggestion which improved the presentation.
Proof of Lemma 4.1. Obviously, the likelihood equation (7) admits a unique solution for the parameter vector γ if the matrix XC o (C o ) X + XR 2 R 2 X is of full rank. We have rank(C o (C o ) ) = n − mk (with n > mk) and rank(R 2 R 2 ) = mk − m.
Moreover,
and then rank(C o (C o ) + R 2 R 2 ) = rank(C o (C o ) ) + rank(R 2 R 2 ) = n − m.
Therefore,
provided that rank(X) ≤ n − m. The likelihood equation (8) is equivalent to
This equation in B admits a non unique solution if and only if one or both matrices A and K 2 are not of full rank. Since A is a full rank matrix, we need to show that the matrix K 2 = H(CC ) 1/2 Γ 2 is not of full rank. It follows from the construction of the matrix of eigenvectors Γ 2 that C(Γ 2 ) = C (CC ) 1/2 (CZ ) o . But for any matrices F and G of proper sizes, if C(F ) = C(G), then C(EF ) = C(EG) (see for example Harville (1998) for more details). Therefore, C H(CC ) 1/2 Γ 2 = C HCC (CZ ) o . Moreover, if two matrices have the same column space then they have the same rank. Using this result and the following rank formula which can be found, for example in Kollo and von Rosen (2005) , rank(F : G) = rank(F G o ) + rank(G), we get rank(H(CC ) 1/2 Γ 2 ) = rank(HCC (CZ ) o ) = rank(CC H : CZ ) − rank(CZ ).
