The problem of detecting slow-moving targets using a space-time adaptive processing (STAP) radar is addressed. The determination of the optimum interference-rejection weights at each range is based on snapshots at neighbouring ranges. However, in virtually all bistatic configurations or/and when using conformal antenna arrays (CAA), snapshot statistics are range dependent, which results in poor detection performance. To address this issue, a foundation for range-dependence compensation in STAP in the case of Gaussian interference and noise is proposed. The realistic case where received snapshots are the only source of information for mitigating the range dependence is considered. To illustrate the usefulness of the proposed foundation, this foundation is used to design a method to adaptively compensate for range dependence in a challenging situation, that is, for a radar using a CAA and operating in a bistatic configuration.
Introduction
Space-time adaptive processing (STAP) is a popular radar signal processing technique to detect slow-moving targets in the presence of a strong interference background [1] . The space dimension arises from the use of an array of N antenna elements and the time dimension from the use of a coherent train of M pulses. The power of STAP comes from the joint processing along the space and time dimensions.
The data collected by STAP radars are a sequence of N Â M arrays, one at each range. These arrays are typically treated as NM Â 1 vectors. These arrays or vectors are called 'snapshots.' The calculation of the optimum processor (OP) generally involves the inversion of the 'interference þ noise (I þ N)' covariance matrix of each snapshot. This matrix is generally estimated using snapshots at neighbouring ranges. The optimal estimate is typically obtained by applying Goodman's theorem [2] , which requires assuming that the snapshots used for estimation are statistically independent, have identical probability density functions (PDF) and obey a Gaussian distribution. Unfortunately, for virtually all bistatic configurations or/and for conformal antenna arrays (CAA), the snapshots are not identically distributed with respect to range [3, 4] , preventing Goodman's theorem from providing an optimum estimate. This is the rangedependence problem in STAP. Since the end of the 1990s, many solutions to this problem were proposed [1, 3, 5 -12] . However, none of these methods is developed by starting from a theoretical foundation to mitigate the range dependence.
The first contribution of this paper is to tackle the development of such a foundation based on the numerous solutions found in the literature. With this foundation, we will be able to design linear transformations to be applied to snapshots to make the transformed snapshots have nearly identical Gaussian distributions. Even if a current hot topic in STAP is the consideration of non-Gaussian interference [13, 14] , the proposed foundation is limited to the simple but reasonable case of Gaussian interference and noise. Note that such a foundation does not exist even for the Gaussian case.
To motivate the usefulness of the proposed foundation, the second contribution of this paper is to start from
18
IET Radar Sonar Navig., 2009, Vol. 3, No. 1, pp. 18-29 the foundation to design an adaptive method to mitigate range dependence in the case of a bistatic configuration using a CAA.
The organisation of the paper is as follows. Section 2 discusses the radar measurement geometry. Section 3 presents the basic principles of STAP. Section 4 reviews the estimation of the I þ N covariance matrix via Goodman's theorem and Section 5 explains the rangedependence problem in the context of this theorem. Section 6 presents the general principles of the proposed foundation for range-dependence compensation. This implies applying linear transformations to all snapshots. Section 7 explains how the foundation works in practice, that is, how these linear transformations are adaptively computed, and illustrates the use of the foundation to design a range-dependence compensation method for CAAs. Section 8 discusses the computational complexity. Section 9 evaluates the performance of the proposed method for range-dependence compensation applied to CAAs. Finally, Section 10 concludes. Table 1 lists and defines all specialised acronyms used.
Radar measurement geometry
We consider a bistatic radar configuration with a transmitter T and a receiver R mounted on two distinct, independently moving platforms, as shown in Fig. 1 . The origin of the (x,y,z) coordinate system is T. The x-axis points in the same way as the transmitter velocity vector v T . The z-axis points vertically up. The altitude of T is H. We assume that the receiver velocity vector v R is located in a horizontal plane and makes an angle a R with respect to v T . The antenna A is assumed to be in a horizontal plane. For uniform linear arrays (ULAs), the s-axis is the direction of the array. For CAAs, the s-axis is a reference direction on the antenna array. d is the angle between the s-axis and v R . The bistatic range R b is the distance from T to S to R. Under the assumptions already given, any bistatic configuration is fully characterised by
3 Basic principles of STAP STAP is used to detect slow-moving targets against a strong interference background and noise. The interference mainly consists of clutter. Below, we summarise the key principles.
(See [1] for additional details.) Until Section 5, we consider ULAs. The generalisation to CAAs begins in Section 5.
Data collection
During each coherent processing interval, a coherent train of M pulses is transmitted. The returned echoes are collected at each of the N elements of an antenna array and are sampled R b =c seconds after the transmission of each pulse, where c is the speed of light. This data can be viewed as a N Â M array. This sampling is repeated at K successive time increments corresponding to the K desired range intervals. This results in K samples per element per pulse. The entire data collected during each coherent processing interval is, thus, an N Â M Â K array. This 'datacube' can be pictured as a series of 'slices' y k (n, m) at successive range gate indexes k,
is the snapshot at k, customarily viewed as an NM Â 1 vector y k , obtained by scanning y k (n, m) row by row. The data available during each coherent processing interval, thus, consists of K snapshots y k , k [ K. Below, the bistatic range corresponding to k is denoted by R b,k .
Optimum processor
We consider one particular range gate of interest, represented by index l [ K and corresponding to the range R b,l at which we want to test for the presence of targets. At this l, the STAP detector takes y l , a spatial frequency n s , and a Doppler frequency n d , as inputs [1] . The STAP processor produces a scalar value z l for the given y l , n s , and n d . Depending upon the value of jz l j with respect to a threshold, a target is declared to be 'absent' or 'present' for In the optimum implementation of the STAP processor,
, where y denotes a conjuguate-transpose and where the optimum weight w o,l is given by [15] 
where g is a constant, R q,l is the covariance matrix (The subscript q stands for I þ N) of the I þ N snapshot y q,l at range gate l, and v is defined in terms of the Kronecker product [16] as
with, for a ULA and a constant pulse repetition interval
In practice, R q,l must be estimated. This is discussed in Section 4. y . If they are uncorrelated, we have
R n;l is assumed to be independent of l as well as spatially and temporally white, that is, R n;l ¼ P n I ; where P n is the expected noise power.
Estimation of the I 1 N covariance matrix
Goodman's theorem deals with the estimation of the covariance matrix of a complex Gaussian random vector z of size t given K independent realisations z k of z drawn from the same t-dimensional Gaussian PDF, denoted by CN (m, R) [2] , where m ¼ E{z} is the mean of z, and R ¼ E{z z y } is its covariance matrix. In short, the z k 's are assumed Gaussian, independent and identically distributed (IID), with (common) PDF p(z k ). Goodman's theorem [2] states that the positive-semi-definite matrixR that is the maximum-likelihood estimate of R is
Applying (7) to the present problem, we havê
where S l is the set of range gate indices k of the snapshots used to estimate R q,l and N l the number of elements in S l . S l is, thus, a subset of K. S l should exclude l. We also denote S l < {l } as the union of S l and l. The sample-matrix inversion (SMI) method [15] uses (8) to compute an estimate of w o,l via (2). Before using (8), we must verify that the y q,k 's are (1) Gaussian, (2) independent and (3) identically distributed.
1. Gaussian: In Appendix 1, (20) gives an expression for y c,k
where the received amplitude b c (c, k) for the clutter patch located at polar angle c on the isorange for range R b,k is assumed to be Gaussian [1] . Each element of (20) obeys a zero-mean NM-dimensional complex Gaussian PDF CN (0, R c,k ), where R c,k is obtained from (21) . y n,k is generally assumed to obey a zero-mean (NM-dimensional) complex Gaussian PDF CN (0, P n I ) : y
is, thus, itself Gaussian. Even if a current topic in STAP is the application of STAP to interference with non-Gaussian PDFs [13, 14] , this paper only considers the simple but reasonable assumption of a Gaussian PDF for clutter and noise. has, in general, range-dependent PDF. In conclusion, the y q,k 's are not identically distributed.
Since the y q,k 's fail to obey one of the hypotheses, theR q,l given by (8) is not the maximum-likelihood estimate of R q,l . Ignoring this issue leads to a reduction in performance [17] . This is the range-dependence problem in STAP.
Range-dependence problem
The clearest manifestations of the dependence of the PDF of y q,k on k are found in the frequency domain. Below, we successively consider the case of ULAs and CAAs.
Frequency-domain manifestations: ULA
Figs. 2a-2c shows the estimateP y q,k (U , V ) of the power spectrum density (PSD) of y q,k . U and V represent spatial and temporal frequency variables.P y q,k (U , V ) is computed with the minimum-variance estimator [18] www.ietdl.org
The clutter spectrum always exhibits a narrow, elongated, elevated region, referred to as the 'clutter ridge.' The curve that is the trace of this ridge is called the clutter spectrum locus. Mathematical expressions can be derived to describe the clutter spectrum locus in terms of R b and u ( [3] , pp. 239-244). The clutter spectrum loci corresponding to the clutter spectra of Figs. 2a -2c are shown in Figs. 2d -2f. The deformation with range of these curves is also a manifestation of the range-dependence problem.
Another manifestation of the range-dependence problem is found by defining the (3D) clutter spectrum locus surface as the surface obtained when 'stacking' the clutter spectrum loci by increasing ranges. This is illustrated by the 3D bowl-shaped surface of Fig. 3 . The fact that this surface is not a cylinder is also a manifestation of the rangedependence problem.
Frequency domain manifestation: CAAs
In [4, 19] , we extended to CAAs the concepts developed in Section 5.1. Below, we summarise the key principles. Using CAAs implies dealing with three spatial frequencies instead of one. These frequencies n s ¼ (n sa , n sc , n sv ) are proportional to the projections of the wavenumber k ¼ (k x , k y , k z ) of the incoming wave on the x, y, and z-axes in Fig. 1 . We can generalise the concept of a clutter ridge and of the underlying clutter spectrum locus by considering a 4D space corresponding to n s and n d . The PSD P y q,k (U , V ), thus, becomes P y q,k (U , V ), where U is the vector of the spatial frequency variables associated with n s . Fig. 4 illustrates 4D clutter spectrum locus curves. These curves illustrate the range-dependence problem encountered when dealing with CAAs. The concept of clutter spectrum locus surface can also be generalised by stacking the 4D clutter spectrum loci by increasing ranges. This leads to a 5D surface [19] .
Contributions to the rangedependence problem
Since the end of the 1990s, many researchers worked on the range-dependence problem and all made substantial contributions. See [20] and references therein for a detailed review of range-dependence compensation methods. However, all these methods were not built on a theoretical foundation to mitigate the range dependence. Below, we propose such a foundation and we use it to develop a new rangedependence compensation method for CAAs. Section 6 describes the general principles of the proposed foundation. Section 7 discusses how the foundation works in practice.
6 Foundation for rangedependence compensation: principles
What is the foundation?
In Section 4, we showed that bistatic configurations and the use of CAAs exhibit non-IID snapshots. Below, we propose a foundation that pre-processes the non-IID snapshots to produce nearly IID snapshots. These nearly IID snapshots can then be used by a conventional STAP algorithm such as SMI or sub-optimum methods [1, 21] . This is illustrated in Fig. 5 . For the description of the foundation, we consider a particular range gate l of interest, with l [ K, and the set S l of snapshot indices used to estimate R q,l at l. The application of the foundation must be repeated for each l [ K. . Typical STAP algorithms make use of sub-optimum methods [1, 21] . The foundation can, thus, be viewed as a pre-processing of the y k 's to remove the range dependence before applying a particular STAP algorithm.
Key principles
The difference between the PDF of y k , that is, CN (0, R q,k ), and the one of y l , that is, CN (0, R q,l ), lies in their covariance matrices. The idea for estimating R q,l at some l is to apply appropriate linear transformations T kl to the y k 's in S l to make these y k 's have the same PDF as that of y l . Then, we can apply Goodman's theorem to find the estimateR q,l of
To find T kl , one must remember that applying a linear transformation A to a random vector y ) [18] , where
The problem of interest here is to find the transformation Figure 4 4D clutter spectrum loci for several ranges in the case of a bistatic wing-to-wing formation
The left graph is a projection in the 3D space (n sa , n sc , n d ), and the right graph is a projection in the 3D space (n sa , n sc , n sv ) Each curve corresponds to a given range R b 
In practice, since we do not know R q,k and R q,l , we replace these quantities by some initial estimatesR
, the superscript i emphasising the fact that these estimates are different from the estimate used in the STAP algorithm in Fig. 5 . We, thus, havê
In summary, the aim of the foundation is, first, to find initial estimates for the R q,k 's with k [ S l and for R q,l and, secondly, to use these estimates to find the transformation matrices T kl for all k [ S l . Using these transformation matrices, we can produce nearly IID snapshots y
Section 7 describes how to find these initial estimates and how to compute the corresponding T kl 's. We will see in Section 6.3 that the computation of the initial estimates uses a parametric model M for R q,l , described and illustrated below.
Parametric model M for R q,k
By having a parametric model for R q,k for any k [ K, we mean having an operator M(P) that depends upon a set of parameters lumped into the parameters vector P such that, for any value of P, we can compute R q,k via
In spite of the simplicity of (12), M hides a lot of complexity. Melvin and Showman [22] describe a very complete parametric model for R q,k . However, our aim is not to give a detailed description of the parametric estimation of R q,k . Instead, we want to show how a parametric model for R q,k can help to pre-process the input snapshots y k with k [ S l with the aim of mitigating the range dependence. Hence, in the description of the parametric estimation of R q,k , we only consider three parameters: (1) the configuration parameter vector u, (2) the range gate index k and (3) the clutter power h c (c i , k) at each clutter patch i on the isorange corresponding to k. c i is the angle of the polar representation of the isorange ellipse, of clutter patch i. For ULAs, such a model is described in Appendix 1.
In Section 7, we describe in detail how the foundation works. We also progressively illustrate the use of the foundation for the design of a range-dependence compensation method when the snapshots are recorded by a CAA. The corresponding model M used to compute R q,k uses (21) in Appendix 1, adapted to CAAs and discretised into clutter patches. We, thus, have
where P n is the expected noise power, N c the number of clutter patches, h c (c i , k) the clutter power corresponding to clutter patch i characterised by a polar angle c i and
is the space-time steering vector for the given n s and n d . The knowledge of u, R b,k and the h c (c i , k)'s for all clutter patches, thus, allows to compute R q,k .
Hence, for the proposed foundation, P is the concatenation of the range R b,k , the configuration vector u and the expected clutter power along the clutter spectrum locus at k, that is, the h c (c i , k)'s for each clutter patch i. Hence
where we emphasise the dependence of P upon k and where
thus, have a different P k for each k [ S l < {l }:P n and N c in (13) are not included in P. Indeed, P n is assumed to be known and N c is taken sufficiently large to avoid a loss in detection performance [19, 23] .
How the foundation works
Below, we describe two processing stages to find the nearly IID snapshots y 0 k . These stages constitute the basis of the new foundation for range-dependence compensation. We also illustrate the use of this foundation for the design of a range-dependence compensation method for a radar using a CAA. The first stage (Section 7.1) discusses the computation of the initial estimatesR i k for all k [ S l < {l } (Below, we drop the subscript q in R q,l for simplicity). The second stage (Section 7.2) discusses how (11) is used to find the T kl 's for all k [ S l .
Stage 1: Finding the initial estimatesR i k
The aim of Stage 1 is to produce initial estimatesR i k for all k [ S l < {l }. Stage 1 is composed of two steps. The first step, described in Section 7.1.1, computes an estimateP k of the parameters vector P k for each k [ S l < {l }. The second step, described in Section 7.1.2, details how we can find initial estimatesR Remember that, in this paper, the elements of P k are R b,k , u and h c (k). The goal of this first part of Stage 1 is, thus, to find an estimateû of u and an estimateĥ c (k) of h c (k) for all k [ S l < {l }. This is done, respectively, in the 'Estimation of u ' and 'Estimation of h c (k)' processing steps in Fig. 6 . These two processing steps are now described.
a. Estimation of u: Using a flight management system and a communication link between the transmitter and the receiver, we can obtain an estimateû of u. However, in some situations, u cannot be obtained from these external sources. Hence, we must estimate u from the available data, that is, from the input, non-IID snapshots y k , k [ S l . The problem of estimating u is rather involved ( [3 pp. 155-193] ) and is not discussed in detail here. It is not the aim of this paper to design a new method to estimate u. We just outline the approach. There are two classes of methods.
The first class estimates u in the frequency domain. The general idea is the following. If we can extract the clutter spectrum locus surface from the set of PSD estimateŝ P y k (U , V ) for all k [ S l < {l }, we can then hope to recover the corresponding u. This class of methods, thus, uses a two-step process. The first step extracts the main clutter peaks in theP y k (U , V )'s for all k [ S l < {l }. These peaks are then used as input to a surface fitting method that fits a model of the clutter spectrum locus surface to the peak locations. The method described in [24] uses the analytical equations of the surface to simplify the fitting problem. In [25] , the simplex algorithm serves as a basis for the fitting operation. Results of [24, 25] are only applicable to ULAs. In [26] , the method presented in [25] is extended to CAAs, and RANSAC is used to increase robustness.
The second class of methods estimates u by directly working in the space-time domain. An example of such a method is described in [27] for ULAs and in [28] for CAAs. This method directly estimates u using a least squares fit between a space-time model of the received snapshot and the actual received snapshot.
In the proposed foundation, we use the RANSAC-based algorithm described in [26] . The key ideas of RANSAC are outlined in Appendix 2.
b. Estimation of h c : The inputs of this processing step are the set of y k 's for all k [ S l < {l } as well as u (orû) and the outputs are the estimates of the clutter spectrum power h c (k) for all k [ S l < {l }. We now describe how these estimates are found. The method used here is described in [19] .
Consider a given clutter patch c i at a given k [ S l < {l }. We want to find the valueĥ c (c i , k) which is the estimate of h c (c i , k). 
where A k,k 0 accounts for the difference in free space attenuation because of the fact that theĥ For each k [ S l < {l }, we compute the initial estimateR i k via model M of (14) with P ¼P k
For our application using a CAA, M is given by (13).
Stage 2: finding the T kl 's
At this point, we have an initial estimateR 's should all be (nearly) identical, as required for the (near) optimal application of typical STAP algorithms. Now, we describe how to find the transformation matrices T kl , that is, we consider the purely algebraic problem of solving (11) 
where L k and L l are lower-triangular matrices with positive values on the diagonal [29] . Substituting in (11), we find
Therefore T kl is given by the equation
where U kl is a unitary matrix. Since any U kl is suitable for (16), we consider U kl ¼ I . Since L k is invertible [29] , solving (17) for
At this point, we, thus, have all the T kl 's that can be used to compute the nearly IID snapshots y 
Then, using eigenvalues decomposition, we expressR
where L l is the diagonal matrix containing the eigenvalues of R H l and V l is the matrix containing the corresponding eigenvectors as columns. This decomposition is repeated for all R H k 's with k [ S l Á T kl is, thus, the solution of
To ensure that L 1=2 k is invertible, we use diagonal loading. www.ietdl.org
The solution is then
has been diagonally loaded.
Computational complexity
We consider the computational complexity for one particular range gate l of interest. The computation of the pre-processed snapshots y 0 k for all k [ S l involves two stages. Stage 1 is divided in two steps (Fig. 6) . The first step (Section 7.1.1) performs the estimation of the P k 's. This mainly involves the estimation of the h c (k)'s for all k [ S l < {l }. The computational complexity of the estimation of u is not discussed here since it is typically done once per CPI and the value of u found in one CPI can be used as an initial condition for the estimation during the next CPI. The computational complexity associated with the computation of these h c (k)'s is proportional to N c N l (1 þ N l )(NM) where N l is the number of elements in S l . A typical value of N l is 50 ( [3, pp. 207 -208] for ULAs, and [19] for CAAs). The second step (Section 7.1.2) computes the initial estimates, that is, theR i k 's, for all k [ S l < {l }. The computational complexity associated with the computation of these initial estimates is proportional to (NM) 2 (N l þ 1)N c . In Stage 2 ( Fig. 7) , these initial estimates are used to compute the T kl 's for which the computational complexity is proportional to (NM) 3 N l . Finally, we must apply these T kl 's to the y k 's implying a computational complexity proportional to (NM) 2 N l . The computational complexity is, thus, of the order of (NM) 3 N l .
To reduce the computational load relative to one particular range gate l of interest, we can use sub-optimum methods [1, 21] . The use of joint-domain localised (JDL) [31] is illustrated in Section 9. Moreover, the pre-processing of the y k 's can be parallelised. Indeed, the pre-processing of the snapshots can be such that the processing of each (k, l )-pair of range gates can be done on a different processor. The global computational complexity is then of the order of (NM) 3 . The global computational complexity of the STAP processing chain is, thus, not affected since we need to inverse the I þ N covariance matrix, which also requires of the order of (NM) 3 operations. The global Figure 8 Bowl-shaped CAA with N ¼ 56 elements Figure 9 SINRL curves for the bowl-shaped antenna of Fig. 8 The main difference between (a) and (b) is the number of snapshots used, that is, 380 and 50, respectively The OP curve is shown for reference The other curves in (a) are for Goodman's theorem applied to the y k 's, that is, SMI, and for SMI with the compensated snapshots y k ' (SMI-PRE) In (b), beside the curves for SMI and SMI-PRE, we show the curve for PRE followed by JDL (PRE-JDL) and the curve for JDL processing applied to y k 's 
Performance evaluation
This section evaluates the performance of the new rangedependence compensation method for CAAs proposed in the previous sections. This method is an illustration of the use of the foundation to design new methods for mitigating the range dependence. We consider a bistatic configuration.
Performance in terms of signal-to-interference-plusnoise-ratio loss (SINRL) is evaluated on simulated data for a bowl-shaped CAA with N ¼ 56 elements (Fig. 8) and for M ¼ 12 pulses. Fig. 9 assumes that u is known. Fig. 9a verifies the principle of the method using the basic SMI algorithm. Observe that, in the application of the SMI on the nearly IID snapshots y 0 k , that is, SMI-PRE, diagonal loading was used in the resulting estimate of the I þ N covariance matrix. Fig. 9a thus, shows that applying Goodman's theorem to the compensated y 0 k rather than to the uncompensated y k leads to better performance. Next, to reduce the computational load and the number of snapshots used for estimation, we replace SMI by a more effective method, that is, the JDL sub-optimum method [31] . The result is depicted in Fig. 9b . SINRL curves show that JDL processing with compensated snapshots gives better results than JDL processing with the uncompensated snapshots. This demonstrates the usefulness of the preprocessing of the non-IID snapshots y k . Note that JDL is in fact a practical implementation of the 'STAP algorithm' processing step in Fig. 5. Finally, Fig. 10 shows the same simulation as in Fig. 9a in the more complex case where the estimation of u is included.
Conclusion
We have presented a foundation for dealing with the rangedependence problem in STAP in the situation where the only source of information is the received snapshots. The aim of this foundation is to pre-process the received snapshots such that the resulting snapshots become nearly IID. The block diagram of this foundation is composed of two processing stages. Since the only source of information used to pre-process the snapshots are the received snapshots, the foundation can be seen as an adaptive preprocessing of the received snapshots. We have also illustrated the use of this foundation through the design of an adaptive method that mitigates the range dependence for CAAs operating in a bistatic configuration. The performance obtained demonstrated the usefulness of the proposed foundation. (21) where
References
is the integer part of x=M and mod(x, M) is the rest of the integer division of x by M. The element value given by (21) only depends on n 1 À n 2 and m 1 À m 2 Á R c,k is, thus, Toeplitz-block-Toeplitz.
Although (20) and (21) are expressed in terms of the range gate index k, they could easily be expressed in terms of the continuous range R b .
Appendix 2: Key principles of RANSAC
To estimate u we first compute a spectral estimate of each snapshot and then locate the clutter energy in this estimate by extracting local maxima. This creates a set of N p peaks. The RANSAC-based algorithm proceeds as follows. We draw at random a sample S of peaks. Then, we compute an estimateû of u for S using the equations of the 5D clutter spectrum locus surface. For each peak outside S, we test the distance from the peak to the surface corresponding toû. If this distance is smaller than a threshold, the peak is close. If there are at least n c close peaks,û is a valid estimate.û is recomputed for all close peaks. This is repeated n i times and the value ofû with the smallest RMS error is kept. Typically, n c ¼ N p =10 and n i ¼ 100.
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