Over this period, work was accomplished on Automatic Speech Recognition (ASR), Machine Translation (MT), and topic detection. Also, several modifications were made to an in-house Multilingual Multimedia Information Extraction and Retrieval (MMIER) system called Haystack.
For ASR, systems were developed on several languages and integrated into the Haystack system. Several experiments were conducted on methods to reduce the effects of Out-of-Vocabulary (OOV) words encountered by an ASR system, where OOV words are those words spoken by a person that are not in the pronunciation dictionary and Language Model (LM) for an ASR system. By definition, OOV words will not appear in the output of an ASR system, so they naturally increase Word Error Rates (WERs). This report also describes ASR systems built as part of the 2012 International Workshop on Spoken Language Translation (IWSLT) algorithm evaluation. For MT, the report describes experiments conducted in the course of developing Arabic-to-English MT systems for the 2012 IWSLT evaluation. For topic detection, the report describes several experiments conducted with detectors based on LMs and Support Vector Machines (SVMs). Finally, the report describes several modifications made to the processing pipeline, ASR systems, and user interface for the Haystack system. Over this period, work was accomplished on ASR, MT, and topic detection. Also, several modifications were made to a MMIER system called Haystack, which has been developed inhouse under prior efforts. For ASR, systems were developed on several languages and integrated into the Haystack system. Several experiments were conducted on methods to reduce the effects of OOV words encountered by an ASR system, where OOV words are those words spoken by a person that are not in the pronunciation dictionary and LM for an ASR system. By definition, OOV words will not appear in the output of an ASR system, so they naturally increase WERs. This report also describes ASR systems built as part of the 2012 IWSLT algorithm evaluation. For MT, the report describes experiments conducted in the course of developing Arabic-toEnglish MT systems for the 2012 IWSLT evaluation. For topic detection, the report describes several experiments conducted with detectors based on LMs and SVMs. Finally, the report describes several modifications made to the processing pipeline, ASR systems, and user interface for the Haystack system This report is organized as follows. Section 2.0 describes experiments and accomplishments in ASR, MT, and topic detection. In addition, this section describes enhancements to the Haystack system. Section 3.0 summarizes conclusions drawn from the experiments and makes recommendations for future efforts. 
EXPERIMENTS AND ACCOMPLISHMENTS
This section discusses several experiments and accomplishments for the covered period. Section 2.1 discusses a number of ASR experiments that were conducted. Several methods were examined to deal with the effects of OOV words on ASR WERs. This section also describes ASR systems that were built for the 2012 IWSLT algorithm evaluation. Section 2.2 discusses the development of an Arabic-to-English (AE) MT system developed for the IWSLT 2012 evaluation. Section 2.3 discusses experiments in topic detection. Section 2.4 discusses improvements made to the in-house Haystack MMIER system.
ASR Experiments
This section discusses how ASR systems were designed to reduce the effects of OOV words encountered by a recognizer. OOV words are those words spoken by a person that are not in the pronunciation dictionary and LM for an ASR system; as a result, they will never appear in the output of the recognizer, thereby increasing the WER. LMs were estimated using both words and sub-word units that can be combined to form words. Section 2.1.1 describes how graphones were used as sub-word units for English and Croatian ASR systems. Section 2.1.1 describes how morphemes were used as sub-word units for Arabic ASR systems. Section 2.1.2 describes how Morfessor and the Comprehensive Perl Archive Network (CPAN) Russian Stemmer were used to segment words for Russian ASR systems. Finally, Section 2.1.4 describes an ASR system developed for the ISWLT 2012 evaluation.
Graphones for English and Croatian ASR
Sub-word units for English and Croatian were derived from Grapheme-to-Phoneme (G2P) models estimated using the Sequitur G2P system [1, 2] . Sequitur models a word-pronunciation pair as a sequence of graphones , , … , , where is the number of graphones needed to represent a word-pronunciation pair, , is the graphone, is the grapheme (letter) sequence, and is the phoneme sequence. Consider the following example for the word caterpillar with pronunciation /k ae t axr p ih l axr/. This wordpronunciation pair might be modeled by four graphones:
Two parameters L and M are required when training the G2P models; L is used to control the graphone size such that the number of graphemes in each and phonemes in each cannot exceed L, and M is the M-gram order used to model sequences of graphones. Given a pronunciation dictionary and a text corpus that includes OOV words, the following procedure can be used to incorporate graphones into the recognizer:  Train G2P models on the pronunciation dictionary for a specified L and M  Add the graphones from the G2P models to the pronunciation dictionary  Evaluate the G2P models on all OOV words from the text corpus  Replace the OOV words in the text corpus with their graphone sequence  Train an LM on the text that includes both words and graphones  Evaluate the recognizer using the modified pronunciation dictionary and LM  Merge the graphemes from consecutive graphones to form words
The interaction between L and M was evaluated on English by training G2P models on 30K words from the Carnegie Mellon University (CMU) English pronunciation dictionary. These models were evaluated on a disjoint subset of the dictionary and the hypothesized pronunciations were compared to the reference pronunciations. Table 1 shows the Phoneme Error Rates (PERs) obtained. We can see that as increases, the improvement obtained by using higher order M-grams diminishes. The best performance was obtained using L = 1 and M = 5.
Sub-word LMs were trained on the Wall Street Journal (WSJ) Continuous Speech Recognition (CSR) LM-1 corpus [3] . Three subsets of the CMU pronunciation dictionary were created using the top 5K, 20K, and 64K words from the LM corpus, and G2P models were developed using M = 3 and L = 2, 3, 4, 5, 6. The Stanford Research Institute Language Modeling (SRILM) Toolkit [4] was used to estimate trigram LMs for each subset and G2P model configuration.
Acoustic Models (AMs) were trained on the WSJ database [5, 6] using the Hidden Markov Model (HMM) ToolKit (HTK) [7] . All HTK systems discussed in this report modeled phonemes using state-clustered across-word triphone HMMs that were discriminatively trained using the Minimum Phone Error (MPE) criterion. The final HMM set included 4500 shared states with an average of 24 mixtures per state. The feature set consisted of 12 Mel-Frequency Cepstral Coefficients (MFCCs), plus energy, with mean normalization applied on a per utterance basis. Delta, acceleration, and third differential coefficients were appended to form a 52 dimensional feature vector, and Heteroscedastic Linear Discriminant Analysis (HLDA) was applied to reduce the feature dimension to 39.
Each set of models was evaluated on the ARPA 1993 and 1994 Hub-1 development data. Decoding was performed using the HTK Large Vocabulary Continuous Speech Recognizer (LVCSR) HDecode. Table 2 shows the results obtained. The baseline systems used LMs trained on words only. System performance was measured using WER and Letter Error Rate (LER).
We can see that when using small vocabularies, the sub-word LM provides a substantial improvement in system performance. As the word vocabulary is increased, and the OOV rate is decreased, the sub-word LM provides less benefit.
Croatian Results:
The experiments discussed in the "English Results" section on page 4 were repeated on Croatian using the GlobalPhone corpus and pronunciation dictionary [8] . The interaction between L and M was evaluated by training models on 17K words from the GlobalPhone pronunciation dictionary. Table 3 shows the PERs obtained. Compared to the results in Table 1 , we can see that lower PERs were obtained for Croatian than English, and increasing M yields more improvement for English than for Croatian. This result can be attributed to the fact that Croatian has a more phonemic orthography than English. The best performance was obtained using L = 1 and M = 2.
Two subsets of the GlobalPhone Croatian pronunciation dictionary were created using the top 5K and 10K words from the GlobalPhone corpus. Note that it was not possible to use the same vocabulary sizes as in the English experiments, because the LM corpus only includes 18K unique words. G2P models and trigram LMs were developed for each subset using the same procedure described in the "English Results" section on page 4.
The AMs were trained using HTK. The final HMM set included 1500 shared states with an average of 16 mixtures per state. The feature set consisted of 12 Perceptual Linear Prediction (PLP) coefficients, plus the zeroth coefficient, with mean normalization applied on a per utterance basis. Delta and acceleration coefficients were appended to form a 39 dimensional feature vector. Table 4 shows the results obtained on the GlobalPhone development partition. As was the case with English, the sub-word LM provides a substantial improvement when using small vocabularies. However, the sub-word systems do not outperform the baseline 18K system that was created by simply training an LM on all of the available words. Compared to the results in Table 2 , we can see that the OOV rates are higher in the GlobalPhone Croatian corpus than the English WSJ corpus. This result suggests that it would be useful to use a larger text corpus.
Morphemes for Arabic ASR
Arabic is a morphologically rich language and Arabic speech recognizers typically need much larger vocabularies than their English counterparts to have similar OOV rates. As a result, it is more difficult to estimate robust Arabic LMs, because the high number of possible word forms leads to sparse training data. Sub-word LMs can help to alleviate these problems by modeling morphemes instead of words. The MADA tool [9] was used to perform morphological analysis and disambiguation on text from the Global Autonomous Language Exploitation (GALE) 1 and Topic Detection and Tracking (TDT) [10, 11] corpora. MADA outputs the vowelized form of words and the decomposition of words into morphemes. Note that the vowelization process makes it possible to create a pronunciation dictionary from the words using a set of rules. The following procedure was used to create a morpheme-based system:
Create a pronunciation dictionary from the vowelized morphemes  Train an LM on the unvowelized morphemes, where a "+" sign is attached to the end of prefixes and to the start of suffixes, so that they can be reattached after running the ASR system  Evaluate the recognizer using the pronunciation dictionary and sub-word LM  Reattach prefixes and suffixes Additional systems were also created by imposing the following rules to the morphological decomposition [12] : (1) consecutive prefixes were merged into a single token; (2) words with stems shorter than three characters were not decomposed into morphemes; and (3) the most frequent N words were not decomposed into morphemes.
The AMs were trained on 251 hours from the GALE corpus using HTK. The final HMM set included 6000 shared states with an average of 24 mixtures per state. The feature set consisted of 12 PLPs, plus the zeroth coefficient, with mean normalization applied on a per utterance basis. Delta, acceleration, and third differential coefficients were appended to form a 52 dimensional feature vector, and HLDA was applied to reduce the feature dimension to 39.
Each set of models was evaluated on the GALE Phase II development partition. HDecode was evaluated using a trigram LM and the recognition lattices were rescored with a 4-gram LM. Table 5 shows the WERs obtained. We can see that an improvement in system performance was obtained by not decomposing words with short stems and not decomposing the most frequent 5K or 10K words.
Morfessor and CPAN Russian Stemmer for Russian ASR
Russian speech recognizers typically need very large vocabularies to have low OOV rates. This section investigates two programs for automatically deriving Russian sub-word units. Morfessor [13] segments words into morpheme-like units that are automatically learned from a text 1 http://projects.ldc.upenn.edu/gale/ applies the Porter stemming algorithm to derive the root of a word. The following procedure was used to incorporate these sub-word units into the recognizer:

Evaluate Morfessor or the CPAN Russian Stemmer on the text corpus  Create a pronunciation dictionary by evaluating a G2P model on the sub-word units  Train an LM on the sub-word units, and attach a "+" sign to the start of the every sub-word unit except for the first sub-word unit from a word  Evaluate the recognizer using the pronunciation dictionary and sub-word LM  Attach sub-word units that start with a "+" sign to the previous word or sub-word unit
This procedure was applied to text from the GlobalPhone corpus, the Open Subtitles corpus [14] , and articles downloaded from Wikipedia. 3 The G2P model was trained on the GlobalPhone Russian pronunciation dictionary using the Sequitur G2P system. Additional systems were also created by applying Count Mediated Morphological Analysis (CoMMA) [15] . CoMMA prevents a word from being segmented into sub-word units if the word appears more than N times in the training text, where N is a threshold chosen by the user. Larger values for N result in more words being segmented. All systems used a 400K vocabulary.
The AMs were trained on the GlobalPhone corpus using HTK. The final HMM set included 1500 shared states with an average of 16 mixtures per state, and the PLP features were calculated using the same procedure described in Section 2.1.1 A second set of models was estimated that include Speaker Adaptive Training (SAT).
Each set of models was evaluated on the GlobalPhone development partition. Initial transcripts were produced using HDecode with the non-SAT HMMs. Constrained Maximum Likelihood Linear Regression (CMLLR) transforms were estimated for each speaker, and recognition lattices were generated using the SAT HMMs. The final transcripts were created by rescoring the lattices with a 4-gram LM. system trained on only words, the sub-word LMs yielded an improvement in WER when CoMMA is applied with N = 20 and N = 100.
IWSLT 2012 ASR System
This section discusses the ASR systems that were developed for the IWSLT 2012 evaluation. One set of AMs was trained using PLP features, and a second set of AMs was trained using MFCC features. The acoustic data consisted of 807 TED Talks that were downloaded from the internet [30] , and the HMMs were estimated using HTK. The final HMM sets included 6000 shared states with an average of 28 mixtures per state. The feature set included 12 MFCCs or PLPs, plus the zeroth coefficient, with mean normalization applied on a per utterance basis. Delta, acceleration, and third differential coefficients were appended to form a 52 dimensional feature vector, and HLDA was applied to reduce the feature dimension to 39. A second set of HMMs was trained for each feature set that included SAT.
LMs were developed on the English Gigaword corpus [31] and the following data sets provided by IWLST: Europarl, news 2007-2011, news commentary, and TED. Cross-entropy difference scoring [32] was used to select subsets of the text for LM training. Given an in-domain text corpus and a larger out-of-domain text corpus, the following procedure can be used to apply cross-entropy difference scoring. First, estimate an in-domain LM on the in-domain text corpus.
Denote the cross-entropy of a sentence s according to this LM as . Next, randomly sample a subset of the out-of-domain text corpus that is similar in size the in-domain text corpus. Estimate an LM on this subset and denote the cross-entropy of a sentence s according to this LM as . Finally, score each sentence s from the out-of-domain text corpus according to . These scores can be used to select a subset of the corpus by only using the top scoring sentences.
In the context of IWSLT, the TED data is in-domain and all other corpora are out-of-domain. Cross-entropy difference scoring was used to score each sentence from the Gigaword, Europarl, news 2007-2011, and news commentary data sets. Subsets were created for each out-of-domain corpus by selecting a fraction N of the sentences. Trigram LMs were estimated for each subset, the perplexity was evaluated on the IWSLT dev2010 partition, and the value of N that yielded the lowest perplexity was chosen as the selection threshold. This process selected 7.3% of the out-of-domain data for LM development.
Interpolated trigram and 4-gram LMs were estimated on the selected data using the SRILM Toolkit. Recurrent Neural Network Maximum Entropy (RNNME) LMs [33] were also developed using the RNNLM Toolkit. 4 One RNNME LM was trained on the selected Gigaword data, and a second RNNME LM was trained on the selected News 2007-2011 data. Each network included 160 hidden units, 300 classes, and 10 9 direct connections. The LM vocabulary included 95K words.
Recognition lattices were generated using the same procedure as used in Section 2.1.2, and 1000-best lists were extracted for rescoring with the 4-gram and RNNME LMs. Prior to scoring the 1000-best lists, repeated words were merged into a single token. The scores from each LM were linearly interpolated using weights chosen to minimize the perplexity on the IWSLT development partitions. Table 7 shows the WERs obtained for the MFCC and PLP systems on the IWSLT dev2010 and tst2010 partitions. For comparison purposes, the WERs obtained by rescoring the 1000-best lists with only the 4-gram LM are included. We can see that rescoring the recognition lattices yielded a substantial improvement in system performance, and that the MFCC and PLP systems perform comparably.
IWSLT 2012 AE MT System
This section describes discusses the development of some AE MT systems for the IWSLT 2012 evaluation. In previous AE MT systems for prior year IWSLT evaluations [15, 30, [34] [35] [36] , we normalized various forms of Arabic alef and hamza and removed the Arabic tatweel character and some diacritics before applying a light Arabic morphological analysis procedure that we called AP5. For the 2012 evaluation, we modified the AP5 procedure to more closely conform to the Arabic Treebank (ATB) segmentation format used in the MADA Arabic morphological analysis, diacritization, and lemmatization system [37] . In [38] , it was shown that the ATB format performed the best of the various MADA segmentation formats tried on the IWSLT 2011 evaluation. In particular, we kept the definite article (Al-) attached to its corresponding noun or adjective. We denote this modified AP5 system as AP5ATBLite. Table 8 shows the mean Bilingual Evaluation Understudy (BLEU) scores for individual AE MT systems trained on the 2011 and 2012 training data and tested on the tst2010 data versus the morphology segmentation system. For both the 2011 and 2012 training data, the AP5ATBLite system performs slightly better than the AP5 system. Also, the extra training data in the 2012 system provides approximately one BLEU point of improvement over the systems trained on the 2011 data.
In addition to the AP5ATBLite modification, we investigated the use of Kneser-Ney (KN) phrase table smoothing [39] using the AP5ATBLite system trained on the 2012 training data. The combination of AP5ATBLite and KN smoothing yielded a mean BLEU score of 23.60 compared to the mean of 22.45 for the AP5ATBLite system without phrase table smoothing. The overall submitted AE system was a combination of individual component systems that were each the best in terms of BLEU score after ten Minimum Error Rate Training (MERT) optimization runs. Two of the component systems were (1) the best AP5ATBLite system (with no phrase table smoothing) and (2) the best AP5ATBLite System with KN phrase table smoothing. etc.) . The focus of the following experiments is to automatically categorize documents into broad topics. The purpose of this categorization is twofold: (1) affiliating a topic category with specific text in the Haystack system can further enhance search and retrieval and (2) properly categorizing text can support identifying specific domains and guide the use of domain-specific LMs for both ASR and statistical MT systems. Current ASR and statistical MT systems perform their best when they have a narrow domain to work with, so if a topic detection system could confidently identify the domain of a set of text, then a second, domain-specific ASR or statistical MT pass could be run that would (hopefully) increase the final accuracy of the system. A challenge for the task of topic detection is that a document often does not contain just a single topic. A document that discusses the performance of Wall Street during presidential election years can fit in the category of business and politics. Having to make a hard decision on identifying a particular document's topic for system training or testing purposes is not a straightforward task.
Topic Detection Experiments
Topic detection is defined here as the automatic categorization of an unknown text document. Topic categories can be broad (business, sports, science, political) or event specific (Hurricane Katrina, 2012 Summer Olympics,
Data
Documents were gathered from all available TDT data sets [16] . Documents are available in the following languages: English (ENG), Arabic (ARB), and Mandarin Chinese (MAN). The TDT data sets were designed to evaluate the task of identifying and tracking specific events like Hurricane Katrina or the 2012 Summer Olympics. However, there are also general topic categories for each document as shown in Table 9 .  HTML and XML tags removed  General punctuation and special characters are removed, but ".", "!", and "?" are retained 
Compound words (i.e., those words containing "-", "/", or "_") are split apart  Possessives are removed  Words beginning with "$" are replaced with "CUR*"  Words ending in "%" are replaced with "PER*"  Any remaining numbers are replaced with "NUM*," including words like 9mm, 401k, 10 th , etc.
After tokenization, the PERL implementation of the Porter Stemmer [17] was applied. According to Dr. Martin Porter, the author of the Porter Stemmer algorithm, the definition of the stemmer is, "a process for removing the commoner morphological and inflectional endings from words in English. Its main use is as part of a term normalization process that is usually done when setting up Information Retrieval systems." In general, the stemmer removes plurals and common suffixes and attempts to collapse words to their roots.
After formatting, the complete vocabulary covering all topics consisted of 64,218 unique words.
Classifiers and Feature Sets
Three different classifiers were considered in these experiments: (1) the CMU Language Modeling Toolkit (CMU-LMTK) [18] , (2), Torch [19] , and (3) LIBSVM [20] . The CMU- LMTK was used because of familiarity with it from previous work on speaker recognition. Torch and LIBSVM were used as both are SVM toolkits, and SVMs are very often used for text categorization due to their very good performance.
The CMU/LMTK-based classifiers were derived from statistical LMs built from the various topic categories. First, LMs were built for each topic category by merging all documents for a given category and building a unigram language model with Witten-Bell smoothing. Second, a background LM was built by combining all of the documents (across all of the topics) and building a unigram language model, again with Witten-Bell smoothing. When testing a document for its topic, we computed the perplexity of the document against each topic model normalized by the perplexity of the background model. Log probabilities that exist in both a given topic model and the background model are summed. The final document score for a given topic is determined by the sum of log probabilities normalized by the number of valid (existing) probabilities. The topic with the highest score is chosen as the topic for the document.
For the SVM-based systems, each document was represented as a single feature vector for a given experiment, and there were two main types of document vectors considered. The first type of document vector consisted of normalized term frequencies (denoted as "tf"). Let , , … , be the set of all terms across all of the documents that will be considered for training, where is the total number of terms to be considered. For term , its normalized tf value for document is given as
where , is the number of occurrences of term in document . The second type of document vector consisted of normalized term frequencies times inverse document frequencies (denoted as "tf-idf"), where the inverse document frequencies are first scaled by a log function. Thus, the normalized tf-idf value for term in document is given as
Norm-tf-idf , Norm-tf , * log ⁄ where is the number of documents in the training collection that contain the term . For the normalized tf, all terms are considered equally important. This feature generally has less discriminating power to determine the relevance of terms across documents compared to the tfidf feature, which is why tf-idf is the most common feature type for text categorization methods. According to [21] , the properties of tf-idf include: (1) a value that is highest when the term occurs many times within a small number of documents, (2) a value that is lower when the term occurs fewer times in a document (or occurs in many documents), and (3) a value that is lowest when the term occurs in virtually all documents.
For the SVM-based systems, every document is represented as a vector. To create this vector, a set of vocabulary terms must first be defined. As previously mentioned, after text normalization, 64,218 unique words defined the entire data set. Each word was assigned a position in the vector and the value at that position was either the normalized tf or tf-idf value as previously defined. Note that this process does lock the vocabulary during training. If a document is evaluated that contains words not included during training, these words are ignored and do not contribute to the final topic detection score. Expanding the vocabulary requires retraining of all the models. For training an SVM model for a given topic, each document vector is assigned either a "+1" for a "true" topic case (i.e., the document belongs to the topic for which the model is being trained) or a "-1" for a "false" topic case (i.e., the document does not belong to the topic for which the model is being trained). This set of training vectors and its corresponding set of "+1" and "-1" output labels are then used to train an SVM with a linear kernel (specifically, a linear kernel epsilon based regression model for LIBSVM) for each topic category. Note that a given document vector will be assigned an output label of "+1" when that document is used as a positive example of its proper topic and "-1" when that document is used as a negative example for the other topics.
To evaluate a document with SVM topic models, it is first converted into its document vector format and then evaluated against each topic SVM model. The resulting scores from the topic models are ordered to determine the best topic match.
Experiments
All experiments used a Fisher-Yates randomization of the files and divided the file lists into 80% for training and 20% for testing. Each "experiment" and the documented classification error are the result of segmenting the data this way 100 times and then aggregating the results.
Initial experiments used all 13 topic categories. Preliminary results showed a large amount of confusion with the "Miscellaneous News (mn)" category. This category contained a large number of documents, and it was a very diverse collection of topics. This category was removed from the data set, and the topic detection performance improved.
Later, during development of the fully trained topic models for integration with the Haystack system, it was found that "Legal/Criminal Cases (lc)" exhibited behavior similar to that of the mn category. The lc category also had a lot of documents, and the document content tended to be vague. This topic category was also removed during later experimentation.
The Equal Error Rates (EERs) (i.e., the error rates found when thresholds are adjusted such that the probability of a miss is equal to the probability of a false alarm) listed in this section do not include any effects from the mn category. Results for cases where the lc category was removed are labeled as "no lc". (5) LIBSVM with tf-idf features and "no lc." As seen in Figure 1 , different topics exhibit different performance ranges. "Financial News," "Sports," and "Science and Discovery" topics consistently rank in the best performing topic categories across the different classification systems. These topics tend to be well defined and do not have much overlap with the other ten categories. The worst performing topic categories include "Violence and War," "Election News," "Political Discussions," and "Legal/Criminal Cases." Documents in these categories tend to overlap each other often with respect to vocabulary and can prove difficult to make a hard decision on a single topic. "Celebrities and Human Interest" is also a poor performing topic category; a potential reason for this could be that this is a poorly defined topic. Typical documents in this category contain names that fit under the term "celebrity," but these names are discussed in relation to specific events-usually scandals or political stories. Also, from confusion matrices of these results, one finds that the topic categories "Accidents" and "Natural Disasters" are often confused.
Regarding the different classification systems, it can be seen that with the exception of "Violence and War" and "Election News," SVM systems outperform the unigram LM systems. Moving from the CMU-LMTK system to a basic normalized term frequency (tf) SVM model using Torch provides an EER reduction in the best performing eight topics. Using the normalized term frequency with inverse document frequency (tf-idf) features improves performance across every topic category. Lastly removing the lc data from the experiments either displayed a performance improvement or no change to every topic category. For comparison purposes, a LIBSVM (tf-idf with "no lc") system was evaluated, and it performed on par or better, depending on the topic, than the Torch SVM system. For the end application of integration with the Haystack system, the LIBSVM system was the preferred system due to its licensing terms.
To further analyze the performance of the LIBSVM system, each topic category's performance was plotted on a Detection Error Trade-off (DET) plot as seen in Figure 2 . Depending on where a system is expected to operate along the trade-off between false alarms vs. misses, it can be seen that EER does not tell the whole story. In general, these curves do show consistent behavior and gave us the confidence to move forward with deploying the topic detectors in the Haystack system. 
2.4
Haystack MMIER System This section describes improvements made to the in-house Haystack MMIER system initially developed under a prior work unit.
2.4.1.
Pipeline Improvements This section discusses the improvements that were made to the Haystack pipeline. First, the ASR pipeline was modified to support different ASR systems for the first and second pass recognizer. This modification allows the use of non-SAT HMMs in the first pass and SAT HMMs in the second pass. Another benefit is that smaller LMs can be used in the first pass to speed up the recognition process. Functionality was also added to the ASR pipeline to support cascading global and class-based feature transforms. Janya's Semantex system was integrated into the pipeline for performing English and Chinese Named Entity (NE) extraction. NE extraction is performed on text documents and ASR transcripts when the source language is English or Chinese. For languages other than English, NE extraction is performed on the English translation generated by Language Weaver, Systran, and/or Moses-based MT systems.
The speaker diarization code was optimized to execute faster and yield a lower Diarization Error Rate (DER). Minimizing the file read and write operations reduced the execution time on a 30- Decoding was performed using the same procedure described in Section 2.1.2. Table 10 shows the WERs obtained for each language. We can see that using additional text data to train the LMs yielded a substantial improvement in system performance for all languages.
System

Topic Detection for the Haystack System
The topic detection experiments described in Section 2.3 used documents from the TDT database. These documents were "well formed" or at least one could say they were "complete." The Haystack system is used to process broadcast news recordings and general video and audio files in addition to various types of text documents. The files that contain audio tracks are first processed by an ASR system to provide a transcript which then can be analyzed for topic detection. The output of the ASR, which would be the input to the topic detector for media files in the same language as the topic detector, is very different from the types of input that the topic detection systems of Section 2.3 were trained on. There are not necessarily any defined borders or story segments in the ASR transcripts, and the ASR transcripts generally contain errors. To overcome these problems, a sliding window is projected on the ASR output and the test vector for the LIBSVM models is computed on this sliding window. Window size and overlap ranges were evaluated, and it was determined that a two-minute window with a 30-second overlap provided usable results (consecutive windows with topic labels that are the same are merged for display purposes). When the existing Haystack entries were processed through the LIBSVM topic detector, the following issues were found:  The TDT categories do not match well with "real news."  Models trained on complete documents do not match with windowed story segments as the test vectors are very sparse. Note that expanding the sliding window can remedy the data sparseness, but then the system is very slow to react to changing story lines that can happen frequently in typical news content.  TDT categories are missing some obvious broad, but meaningful, categories (e.g., medical, weather, religion, and technology).
In light of these issues, an entirely new topic detection paradigm was built for the Haystack system. First, new topic categories were added. Second, the entire SVM modeling framework was replaced with keyword spotting/counting. Third, the topic detector was built to accept Haystack-formatted text by default (with start-time/end-time/text-content). Finally, the windowing scheme was built into the topic detector right from the beginning. All of the text formatting steps and lessons learned from the prior experimentation were retained. The current nine topic categories implemented in the topic detection running in Haystack are:
None of the Above These topics are defined by a unique list of 40 keywords per topic.
The topic detection process now proceeds as follows:
 Process the ASR generated text (Format text -Porter Stemming -Compute word frequencies)  Group text into windows (currently, two minutes with 30 second overlap)  Match the input windowed word counts to "topic models"  Merge consecutive topic labels that are the same  Output final labels with start/end tags in a Haystack compatible format
Processing the Haystack database with this method yielded topic labels that matched very well with the data. This method, while simple, is extremely fast and allows for considerable future flexibility (e.g., adding words to the keyword lists is much simpler then modifying the baseline vocabulary for the SVM-based systems and having to retrain all the models). Future work entails adding to each topic's keyword list to try to increase robustness. Also, this system was only developed for English; therefore, all foreign text must be translated before topic detection can be utilized. Porting these keyword lists to other languages so as to run the topic detector prior to translation could help for the foreign language media files, and this process would be relatively straightforward to do.
Other experiments that could be run entail partitioning the text that goes into training language models into these different topics and then either adapting or building topic specific language models. In the case of ASR, if transcripts from the first pass recognition are detected to be from a specific topic, a second-pass, topic-specific ASR could be run on those segments to potentially increase the performance. Likewise for statistical MT, domain-specific statistical MT systems could be re-run over specific segments once identified.
User Interface (UI) Improvements
This section describes a number of improvements to the user interface of the Haystack MMIER system.
Administration:
During its initial development phase, the Haystack web interface did not have user authentication or group access controls. Functionality for administrative tasks and permission controls was developed to demonstrate multiuser and multi-group compatibility.
Login scripts, group creation, and hierarchical user/group permissions were created that incorporated a relative database architecture using MySQL and browser session variable controls defined within the Hypertext Preprocessor (PHP) framework. Each group has its own administrator with rights for that specific group. Users can be assigned to multiple groups and have different rights within each group. Groups do not necessarily see what other groups have uploaded to Haystack. Any actions taken by the default "Demo" group are available for all to see at any time. Future designs will implement a tighter control on upload permissions and viewing permissions. A Create, Read, Update, and Delete (CRUD) methodology was adopted for the administrative panels within Haystack. This modification created a modular area for administrators and users alike to edit and self-edit as permission settings allowed. The group administrator panel is shown in Figure 3 .
Search Results:
This section describes changes to the underlying search and retrieval architecture based on Apache Solr as well as user interface changes to support dynamic display of results.
Solr Update: Apache Lucene Solr was updated from Version 1.4 to 3.4. This update allowed for quicker results from a more robust indexing schema. Included in the latest build was an update to Apache Tika, allowing for better extraction from textual documents and a more aggressive extraction process for older Adobe Acrobat Portable Document Format (PDF) files that previously had to be skipped when indexing. Field collapsing was a new feature in this version of Solr, allowing results to be grouped by a selected property and expanded upon when needed.
Lucene Solr incorporates a highlighting function that inserts specific Hyper Text Markup Language (HTML) tags within the returned results. A script was developed to capture the area containing the highlighted section of text, then compare and match it within the complete timestamped text file in order to find the utterance lines before and after the highlighted section. Each result displays a multiline chunk of text so the user can get a local contextual view of the discussion that was returned. The user can then choose to click on any of the text to be taken immediately to that time within the media file. An example of this display is show in Figure 4 . library was adopted for developing some dynamic expansion and collapsing of the text to allow a broad overview of the results and then the ability to drill down into specific results for each media file returned.
Dynamic Expansion with JQuery:
JQuery is a free, open source JavaScript library for dynamic update and control of web pages incorporating various features of client-side scripting. Using the standard BubbleInfo class from the JQuery library, the History page was updated to dynamically expand the hyperlinked list of files created during translation with a basic hoverover. The Search and Results pages were combined so that search results would appear dynamically below the query, and the BubbleInfo class was extended for more careful manipulation of the highlighted and segmented results that could then be expanded or collapsed per media file. A list of files in the expanded view is shown in Figure 5 . Figure 6 shows a window with search results with one result expanded. Media Player: This section describes changes to the media player pages that added dynamic windows for displaying ASR transcripts, translations, topics, etc. These windows were dynamic in terms of their placement on the page, and their content was made to be dynamic in that the content could scroll in sync with the playing of the audio.
Dynamic Window Placement:
The original Haystack interface for interacting with a media file became very cumbersome rather quickly. The interface for the media file playback consisted of Topic Detection, Speaker Identification, Utterance and Translated captioning, and the Meta properties of the file itself. There were also various mutations that had to be kept in mind because there were modules for video with or without translation, audio with or without translation, and translated text documents. To improve the interface, code was developed to make dynamic windows with some static properties. Dynamic windows developed in JavaScript, as shown in Figure 7 , were created with certain static properties, so that the windows could now be moved around, layered, or hidden according to the user's wishes. Preset values for the windows were created pertaining to the layout of the page specific to whether the media file was audio or video and whether it was translated or contained only ASR transcripts with no translations. Dynamic Captioning: Adding dynamic captioning to the processed and translated media files was a way to gain control of the sometimes lengthy translation and utterance text files. The overall concept for the captioning consisted of scrollable text boxes, where the currently spoken text was highlighted and would move along in time (i.e., in sync) with the media file as it was played.
Because of the ASR and MT processes, the transcripts and translations were already broken into time-stamped utterances, so the text was transformed into an Extensible Markup Language (XML) document for better manipulation in Flash and JavaScript. The text would be displayed in HTML format within the text boxes to enable hyperlinks and to take advantage of the Anchor and Bookmark tags.
Adobe Flash has a built-in ExternalInterface mechanism for dynamically communicating back and forth with JavaScript on a web page. When a media file in Haystack is played, it accesses the Flash FLVPlayer component for display that in turn sends out timed event notices firing the ExternalInterface to an awaiting JavaScript. The JavaScript polls the text caption timestamps and discovers what lines of text are now current. It then highlights the text by changing its style in the HTML and calls it as an active Bookmark that maneuvers it to the top of the scroll box.
Also, the lines of captioned text have the timestamp hyperlinked so that at any time a user could scroll within the text and click on it, firing the JavaScript, returning back through the ExternalInterface method, and triggering a "seek," scrubbing to that exact time within the media file and playing from there.
Moses Server: For the initial steps of incorporating Moses 9 translation into the Haystack system, a standalone version of Moses Server was run on a basic system with access to two different language models -namely, a Europarl model and a model trained on United Nations text. Each translation pair and direction (e.g., French-to-English or English-to-French) was assigned specific port numbers so that specifically designed WSDLs could be called upon as needed.
./mosesserver -config /haystack/0.6/htdocs/services/lang_ini/fren_europarl/moses.ini --server-port 8081 --server-log /home/log.txt 
CONCLUSIONS
In conclusion, work has been accomplished in the areas of ASR, MT, and topic detection, especially in the context of an in-house multilingual multimedia information extraction and retrieval system called Haystack.
For ASR, systems were developed for several languages and integrated into the Haystack system. Improved performance was shown by interpolating in-domain LMs with LMs built on additional out-of-domain text. Several experiments were conducted on methods to reduce the effects of OOV words encountered by an ASR system; however, these experiments generally showed only small improvements. Systems based on the graphone method of Bisani and Ney were developed for both English and Croatian, with greater improvement found for Croatian than for English due to the greater morphological complexity of Croatian. However, for both languages, the WERs were generally improved more by expanding the number of words in the pronunciation dictionaries and LMs. Some small improvements were obtained for Arabic ASR by segmenting words into morphemes using a system called MADA and building sub-word LMs based on the morphemes. The performance was generally best when only the least occurring words were segmented. A similar result was found for Russian ASR, where segmenting the least occurring words using a system based on Morfessor or on a Russian stemmer and building subword LMs improved WERs a small amount. Overall, there is much more work to be done in addressing the OOV problem as the gains achieved so far were small. Finally, multiple ASR systems were developed for the 2012 IWSLT ASR evaluation, but at the time of this report, the final evaluation results were not known.
For MT, systems were developed for the 2012 IWSLT AE evaluation, with some improve performance found by segmenting Arabic into morphemes, but keeping the definite article (Al-) attached to the word stems a opposed to separating it. Again, at the time of this report, the final evaluation results were not known.
For topic detection, LMs and SVMs were investigated, and it was found that SVMs using the normalized tf-idf feature vectors generally performed better than either LMs or SVMs using the normalized tf feature vectors. However, when these detectors were considered for the Haystack system, it was found that they did not perform as well on the types of data that the Haystack system was being used for. Therefore, a method based on counting topic-specific keywords was considered and found to be surprising useful. This system is easy to implement, fast in execution, and can be ported to new languages relatively easy by translating the topic-specific keywords.
Finally, several modifications were made to the Haystack MMIER system. In particular, improvements were made to the processing pipeline, ASR systems were added, the underlying search and retrieval architecture was upgraded, and the user interface was improved.
