Abstract-Nowadays energy management is a key feature in many different fields, specially in mobile ad hoc networks where devices heavily rely on the battery life, thus, the network survival is absolutely related to the energy consumption of nodes. In this work, we present a broadcasting algorithm AEDB that not only tries to reduce the network but also the device resources. AEDB is an extension of EDB which is a distance based and also energy aware broadcasting algorithm. The new proposed scheme, AEDB, regulates the transmission power of the device in order to decrease the energy consumption with no detriment of the performance of the algorithm. This is done by managing the transmission power of the device in terms of the number of one hop neighbors for disseminating a message. Results show that by adaptively managing the transmission power, the energy the device uses is highly reduced obtaining at the same time, good performance in terms of both the coverage achieved and the broadcast time.
I. INTRODUCTION
Mobile ad hoc networks, also called MAETS, are spontaneously created between neighboring devices without the need of any existing infrastructure. Due to the exceptional amount of smart phones, PDAs, tablets, etc. that exist nowadays, the idea of creating a network at any place, and at any moment is becoming a hot topic where both industry and academia are involved. But it is still necessary to do a lot of work before MANETs become a reality because of the many challenging aspects surrounding them, e.g. the appearance and disappearance of devices, battery life, mobility of devices, limited transmission range, etc.
The technology used in these MANETs is wireless, as devices move from one point to another. In this environment, the most appropriate schemes to use are dissemination algorithms because of the intrinsic broadcast nature of the wireless medium. Moreover, most of the applications consider broadcasting as a fundamental low level operation, and even some other communication protocols assume the existence of a broadcasting service. The main problem associated to these algorithms is the broadcast storm problem [1] , where all devices resend the received message what may lead to the congestion of the network. Many researchers try to minimize the network resources and the broadcast time, maximizing at the same time the number of devices in the network receiving the message [2] .
The main drawback of MANETs is the dependence on the battery life of the devices, as when they run out of battery the network capabilities decrease and might lead to the disappearance of the network. This is the reason why many researchers focus on reducing the energy consumption of devices conforming the MANET [3] , [4] , [5] , [6] , [7] .
We are considering the enhanced distance based broadcasting protocol (EDB) presented in [8] , that is based on the original distance based broadcasting algorithm (DB) [1] . EDB reduces the network resources by using the distance between the source and the destination nodes as decision parameter for rebroadcasting the packet, but it also reduces the energy consumption for sending the broadcast message.
In this work, we are presenting AEDB that is an extension of EDB but with energy management capabilities, i.e., AEDB adapts its transmission power depending on the number of neighbors located in the furthest area covered by its transmission range.
The rest of the paper is organized as follows. Next section provides a small state of the art in energy aware broadcasting algorithms for MANETs. In Section III, the description of the original EDB is given. Section IV presents the broadcasting algorithm AEDB. The simulation parameters and the results obtained are explained in Sections V and VI, respectively. Finally, we conclude the paper in Section VII.
II. RELATED WORK
As we previously mentioned, many researchers are focusing in reducing the energy consumption, especially in ad hoc networks were devices rely on batteries and the massive disconnection of devices would lead to the network disappearance. Below, we mention some of the most relevant works that already exist in the literature.
Cartigny et al. proposed in [9] an algorithm where the node is allowed to choose a transmission power level for performing a rebroadcast based on local information (about the two hop neighborhood of the node). In this work, a node constructs a restricted neighborhood graph and attempts to choose its transmission power level only to reach nodes within its restricted neighborhood graph. This approach relies on using the distance between different nodes. If we do not assume GPS, the distance is estimated using the received power.
In [10] , the transmission power needed to reach the two hop neighborhood is calculated using the beacons. The source node examines if it worths excluding the furthest node from the one hop neighborhood and reducing the transmission range to reach the new furthest neighbor. This is done if the latter can be used as relay node to successfully cover the two hop neighborhood.
It was shown in [4] that an approach using a variable transmission range can outperform another one using common range in terms of capacity and power saving.
An approach to estimate the local density using an analytical model is used in [3] . According to this value the transmission range is set. Studies on energy efficient algorithms for finding the minimum-energy broadcast tree (MEBT) have been proposed [5] , [6] , and also in [7] a shared multicast tree built in a distributed fashion with minimum energy is presented, where the transmission power is either fixed or adjustable.
Also in [8] an energy aware broadcasting algorithm is used to estimate according to the reception signal strength the maximum transmission power needed to reach the furthest node during the broadcasting process. This estimate is calculated using the beacons that nodes periodically exchange.
III. ENHANCED DISTANCE BASED BROADCASTING ALGORITHM
In this section we briefly explain the mechanism of the enhanced distance based broadcasting algorithm (EDB) proposed in [8] (for a more detailed explanation see [8] ), that we took as starting point for this work.
The idea is that only devices that are far enough from the source node will rebroadcast the message, as devices closer would not contribute much to the performance of the coverage achieved by the dissemination process. This idea was first presented in [1] .
For calculating the distance between the source and the destination nodes, the most common technique is either assuming a GPS service or considering the signal strength. In EDB no GPS service is assumed, thus, the signal strength of the received packet is used to estimate how far two nodes are. Once the distance is calculated, it is necessary to predefine a value from which on nodes are considered to be far enough from the source node, thus they retransmit. This threshold is not in terms of distance (m) but power (dBm), and it is called borders Threshold.
Apart from that, EDB also tries to reduce the energy consumption of the devices. It considers that for sending a message it is only necessary to reach the neighbors in range, that is, if neighbors are close to the source node it is possible to reduce the default transmission power (r) in order to reach only the furthest node (see Figure 1 ).
In EDB a crosslayer design was implemented to take the received signal strength from the physical layer, and bubble it to the upper layers in order to decide in terms of its value whether to rebroadcast or not.
Every device sends a hello message (or beacon) to alert devices within a close area about their presence. We assume that all nodes send the hello message with the same transmission power. Thus, a node receiving a beacon will be able to estimate the loss that packet suffered during the transmission, using the reception power detected at the physical layer and the default transmission power.
Every node keeps and updates the reception power of each of its neighbors in a list. When a device wants to send a broadcast message, it will be able to estimate the loss the packet will suffer (as we assume a packet traversing in a direction will experiment the same loss as another one traversing in the opposite direction).
If a node can estimate the loss the packet is going to suffer, it will be able to reduce its transmission power and use only the necessary one to get the furthest one hop neighbor. Thus, reducing the transmission power for sending broadcast messages directly decreases the energy consumption of the device, without degrading the performance of the broadcasting process as loosing the connection with any neighbor it is not considered. The pseudocode of EDB is shown in Algorithm 1. IV. ADAPTIVE ENHANCED DISTANCE BASED BROADCASTING ALGORITHM As EDB does not consider the possibility of missing any neighbor when reducing the transmission power, it was checked in [8] that the energy saved is reducing as the density of the network increases. That is logical, as the higher the density the more probable the existence of neighbors close to the transmission limit range, thus, almost no energy reduction is performed.
Algorithm 1 Pseudocode of enhanced DB.
In that work, different configurations of the delay were studied. As result, choosing a random value between [0, 1] (s) showed the best behavior, therefore, this is the configuration we use for this implementation.
The idea arisen in this work is that, usually when the network is very dense the connectivity is very high. Thus, reducing the transmission power allowing the loss of some one hop neighbors will save energy without any detriment in the performance of the broadcasting process as the dissemination is easier. Contrary, when the network is sparse, the node must maintain the network connectivity as not doing so, would make more difficult to spread a message through the whole network.
The node will dynamically manage the transmission power used in terms of the node density. The number of nodes located in the forwarding area is considered in order to decide how dense the network is. If this amount is higher than a predefined threshold called neighbors Threshold, then the network is considered dense, and the node decreases its transmission power for disseminating the message. The new furthest neighbor is one of the nodes located in the forwarding area but the one closest to the source node. In Figure 2 , the idea is represented graphically. The number of neighbors in the forwarding area (dark grey zone) is higher than neighbors Threshold, thus, the transmission power is adapted to reach the new furthest node, in this case node 'B' (in red). The pseudocode of the protocol is shown in Algorithm 2. As we mentioned before, the threshold to decide whether the network is dense enough to discard some neighbors or not is called neighbors Threshold, and its value is studied in this work. 
V. SIMULATION PARAMETERS
For simulating the proposed algorithm we are using the discrete event simulator ns3 [11] , [12] , written in C++ and with an optional Python scripting API. In order to validate the performance of the algorithm proposed, we are studying the behavior of the original EDB and comparing it to AEDB in four different aspects:
1) The coverage achieved: that is, the total number of devices that receive the broadcasting message. 2) The energy used for disseminating the message in terms of dBm.
3) The complexity of the message also called the network resources, measured in terms of the number of nodes that rebroadcast the message. 4) The broadcasting time, i.e., the period between the source node starts the dissemination and the last node receives it.
As we are dealing with mobile ad hoc networks, it is necessary to set a mobility model for the devices. In this case we are using the random walk also known as brownian motion mobility model [13] , in which nodes move with a speed and direction randomly chosen during a fixed amount of time, in our case 20 seconds. If a node hits one of the limits of the simulation area, it rebounds on the boundary with a reflexive angle and speed.
The simulation environment used is a square area of 2000 m side (4Km 2 ). The speed of the nodes can vary from 0 to 2m/s (between 0 and 7.2Km/h). Table I shows the parametrization used for the protocol. These values were the same as the proposed ones in the original EDB (see [8] for a detailed explanation). In [8] , the graph for the energy saved showed that it was increasing up to networks with densities varying between 500 and 600 devices. However, for a network with 700 devices it still showed a small reduction in the energy consumption (7.55%). Therefore, in this work we are studying networks whose number of devices range from 500 to 1200 for the same simulation area. Different values for the neighbor Threshold have been studied. We present here, only the most relevant ones: 8 and12.
VI. SIMULATION RESULTS
In order to obtain reliable results in our experiments, we are doing 100 independent simulation runs for each proposal of the algorithm. Table II presents the average of the values obtained after 100 runs for each of the network densities studied (from 500 to 1200 devices). These results are shown for each of the proposed settings of the neighbor Threshold (8 and 12). The parameters showed are: (1) the total energy used, (2) the coverage achieved, (3) the number of rebroadcasts performed, and finally (4) the broadcast time. The first set of results in Table II correspond to EDB. It can be seen that from 800 devices on, the network is very dense as almost all the nodes receive the message. The lowest coverage is found in the sparsest network with 69,13% of devices reached, while the densest achieved 99.86%. The percentage of the number of forwarding nodes decreases as the density increases. The highest value for the number of rebroadcasts is 26.61%, obtained in the network composed of 600 devices, and the lowest 17.20% for 1200 nodes. The broadcasting process takes never more than 7.89 seconds, and it was checked that the denser the network, the lower the duration.
We first observe the coverage achieved by each possible solution, as the main idea is to reduce the transmission power, but maintaing the good of performance EDB. For the results obtained when the neighbors Threshold was set to 12, we observe that the percentage of the coverage achieved ranged from 64.04% to 99.51%, values that are similar to the ones obtained in the original EDB. Moreover, we did statistical tests comparing the coverage achieved by each proposal (EDB and AEDB with value 12) and EDB was better with statistical differences only for the networks with 1000, 1100 y 1200 devices, where the coverage obtained but AEDB is already satisfactory, around 99%. Because of the lack of space we only present one of the graphs obtained. This study has been done using the boxplot function from Matlab. In the displayed boxplot, the bottom and top of the boxes represent the lower and upper quartiles of the data distribution, respectively, while the line between them is the median. The whiskers are the lowest datum still within 1.5 IQR of the lower quartile, and the highest datum still within 1.5 IQR of the upper quartile. The crosses are data not included between the whiskers. Finally, the notches in the boxes display the variability of the median between samples. If the notches of two boxes are not overlapped, then it means that there is statistical significant difference in the data with 95% confidence. In Figure 3 , we can see the boxplots related to the coverage achieved by the original EDB for 900 and 1000 densities and AEDB (with the value 12 for the threshold) for the same densities. As explained before, AEDB and EDB do not have significant difference for 900, but EDB performs better for 1000 with statistical significant.
Regarding the time needed to broadcast the message, Table II shows that it is higher for the denser networks, but it must be noticed that never more than 2.64 seconds. The number of forwarding nodes is, as expected, increased. But the maximum percentage obtained for this configuration is smaller than the maximum for the original 26.24%. For the 3 first densities this configuration uses less nodes for forwarding than the original, but for the densest network (1200 devices), the number of rebroadcast is increased at maximum in 4.33% (total percentage for EDB is 21.54% in the same environment).
The values obtained with neighbors Threshold equal to 8 gives lower values for the coverage, varying from 44.77% to 94.52%. The percentage of forwarding nodes is also smaller compared to the original EDB for the first four densities but it is a 5.83% higher for 1100 devices (up to 24.40%). The time needed for covering the network is also higher, exactly 5.28 seconds longer.
In order to make a statement about the benefits of reducing the transmission power when the density is high, we need to calculate the average of the transmission power each device uses in the broadcasting process. When reducing the transmission power, more rebroadcast are generally needed to cover the same area. The number of hops increases so does the broadcast time (those values are shown in Table II ). We are not interested in the total energy used for the dissemination process in the whole network, but in reducing the energy each device spends in order to make longer its battery life. So, it is necessary to provide the average energy used per device. This is presented in Table III , and also the percentage of the savings obtained in every density compared to the original EDB. The values presented in Table III are in logarithmic scale, so after converting them to the linear one, we can see that when setting the neighbors Threshold to 8, the energy used is at minimum reduced 11.49% up to 57.15%. In the case of establishing the threshold to 12 neighbors, the saving is lower but still very considerable, from 0.69% to 42.46%. We must highlight that EDB already saves energy. If we consider the default transmission power (not performing any reduction as EDB does) the percentage of energy saved goes as far as 63.19% and 50.57% for the AEDB 8 and AEDB 12 settings respectively.
On one hand, the energy saved when using 12 as neighbors Threshold is smaller but the coverage achieved is similar to the one obtained with EDB and the time is only increased in 2.64 seconds for covering a network of 1200 devices. On the other hand, setting the threshold to 8 gives less power consumption, decreasing 5.34% the coverage and increasing in 5.28 seconds the total time of the broadcast process.
VII. CONCLUSIONS
In this work we present AEDB, an adaptive energy aware distance based broadcasting protocol that allows each device to locally manage the transmission power used for each broadcasting message sent.
We take as starting point EDB, that already reduces the transmission power in order to reach its furthest neighbor. The problem in EDB is that, as it does not consider loosing any neighbor in the process, when the network is very dense no reduction is performed or a very low one.
In order to save energy even in denser networks, in this paper we study the possibility of reducing the transmission power of each node even allowing the loss of some neighbors as the network connectivity might not be really affected when dealing with high densities. As the network density is directly related to the number of neighbors, to reduce the signal strength the node must have a minimum number of neighbors. Moreover, these neighbors must be in the forwarding area in order to be sure that the message will be forwarded.
The results show that any of the two values proposed for the threshold highly reduce the energy consumption. Depending on the necessities we can choose between maintaining a similar the coverage but reducing energy up to 42.46% (using neighbors Threshold equal to 12), or save more energy (up to 57.15%) but decreasing the coverage in a 5.34% in average and taking 5.28 seconds longer for disseminating.
As a future work, we plan to make a deeper study on the values of the thresholds in the protocol by using a multiobjective optimization that ensures, minimum energy, maximum coverage and minimum broadcast time. And also, to provide the protocol with different sets of parameters so that the node will be able to locally choose between different the settings depending on the circumstances.
