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Chapter 1
Introduction
In laboratory experiments, scientists aim at extracting quantitative information about a
physical system via observables. The system is prepared in a state and should produce
the same result every time the experiment is repeated. This reproducibility does neither
necessarily have to be exact for every measurement nor is it restricted to the same ex-
act system. Specifically, a classical mechanical system is completely determined by its
position and momentum at any given fixed time. In the Hamiltonian formulation, this
corresponds to a point in phase space and the observables are represented by (smooth)
functions. The system is said to be in a completely prepared state, since every mea-
surement reproduces the same values any time it is repeated. For systems with a large
particle number, an accurate preparation is often possible only with respect to certain
macroscopic parameters like total energy, volume or total particle number. In theoretical
approaches, one considers a large number of copies of the system which mathematically
corresponds to the assignment of a distribution in phase space such that a measurement
may be identified by the expectation value of a random variable, the observable. The
latter experiences a sudden shift on microscopic scales where quantum effects set in.
Namely, one does not want to change the notion of a system but let the observables
account for the quantum character. For instance, in quantum mechanics, the simultane-
ous measurement of conjugate observables, i.e. Fourier transform duals like position and
momentum, is possible only up to a minimal uncertainty. Absorption and emission pro-
cesses of photons on a microscopic level demand the incorporation of special relativity,
thus the study of quantum fields.
In the conventional approach to quantum field theory [IZ80] on Minkowski space, one
greatly relies on its large symmetry group leading to a distinguished ground state, the
particle interpretation of excitations and a preferred representation, the Fock space, based
on asymptotic conditions [LSZ55, LSZ57]. However, physically most interesting models
seem to be impenetrable since the involved quantum fields fulfill nonlinear partial dif-
ferential equations, for which there is no general well-posedness theory available and,
hence, generally no control over correlation functions. One usually evades the problem
by using perturbation theory and approximates the interacting theory by a formal power
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series in the nonlinearity about the free theory, i.e. the model with linear equation of
motion. This formal expansion contains, apart from the lack of knowledge regarding
convergence of the series in four and higher dimensions, some shortcomings related to
physics. Undeniably, the self-interaction of the system is not fully reproduced, when
the formation of bound states is neglected or long range interactions are not treatable
satisfyingly. But even at finite order of the perturbative expansion, almost all physical
quantities are ill-defined so that the approximation turns out to be too rough in order
to cope with the properties of quantum fields. Due to Heisenberg’s uncertainty princi-
ple, the latter have to be delocalized in spacetime and are promoted to distributions, by
which physical quantities, which are nonlinear in the field, are aﬄicted with products
of distributions defined at the same point. Nevertheless one may proceed and introduce
a regularization, with which the physical quantities attain finite values, but this leads
to the question whether the regularization is in concordance with all necessary physical
principles. If it can be implemented for all physical quantities coherently and respects a
set of physically reasonable axioms, the regularization prescription is called a renormal-
ization scheme. In this regard, Feynman, Tomonaga and Schwinger were the pioneers
with their works on loop corrections in quantum electrodynamics. Their results were
studied more constructively by Dyson [Dys49a] leading to a broad and intense develop-
ment in the field of renormalization theory [Vel76], which vests perturbative quantum
field theory with high predictive power. Ultimately, the questionable recipe of simply
summing the perturbation series up to some finite order and calling this a prediction is
justified only by its overwhelming success: experiments can be described to be within
accuracy parts per million.
The existence of several renormalization prescriptions indicates that the problem of ren-
dering perturbatively defined correlation functions among quantum fields well-defined
does not have a unique solution. Indeed, it can be proved [Hep69] that any two renormal-
ization schemes are related to each other by a finite change in the choice of ambiguities,
the so-called counterterms. The first example of such equivalence was established between
Bogoliubov-Parasiuk-Hepp, abbreviated BPH, and analytic renormalization. The idea of
Bogoliubov and Parasiuk [BP57] is to employ a variation of the Hadamard regularization
of singular integrals [RS81, Chapter 5] for the subtraction of divergent contributions, ab-
breviated as R-operation. The variation of the Hadamard regularization is necessary due
to the structure of the quantities in question. Specifically, the (time-ordered) correlation
functions, evaluated in ground state, allow for an expansion in weights over so-called
Feynman graphs, where the inner or interaction vertices may be treated as functions of
spacetime rather than distributions. The aforementioned divergent contributions may
occur at points of coinciding vertices in the integration over all configurations of such
Feynman graphs in spacetime. For their analysis, it is convenient to consider the Fourier
transform of correlation functions, since the complexity of the involved functions gets re-
duced and the question of renormalizability changes over to the study of integrations over
free (loop) momenta. The latter may be best understood in regard to the convolution
theorem, i.e. the (generalized) convolutions of weights at incident edges of an integrated
graph become standard pointwise products (including energy-momentum-conservation
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at that vertex) and any pair of paths, which are disjoint with respect to their edge sets
but share the same endpoints, transforms into a convolution. After choosing a basis of
loops, the number of convolutions and thus the number of newly introduced variables is
fixed. Hence the integrations are carried out independently of the assigned momentum
flow through the graph induced by the conjugate variables of the Fourier transforma-
tion so that regularizations on test functions in momentum space do not show any effect
on loop-integrals, which, regarding renormalizability, justifies the treatment of the rel-
evant quantities as functions. However, Bogoliubov and Parasiuk observed that it is
indeed sufficient to demand certain regularity in the non-integrated momenta for the
application of the R-operation and it was later rigorously proved by Hepp [Hep66] that
the R-operation allows to constructively render those loop-integrations well-defined. A
slight drawback of the BPH method is revealed looking at the topological structure of
Feynman graphs, which, being multigraphs, allows for an overlap of loops with respect
to shared edges, i.e. there exists an edge, which depends on the integration variables
of all overlapping loops but the R-operation can only be set up to deal with one par-
ticular order of integrations. Of course, it would be much more convenient to derive a
prescription, which provides independence of the order of integration. The solution of
this essentially combinatorial problem was given by Zimmermann [Zim69] and with it
referred to as BPHZ renormalization. The key observation is the decomposition of the
set of loops into partially ordered sets, named forests, where the ordering is with respect
to the edge set of each loop. Absolute integrability is then shown by summing over all
forests, yielding the well-known forest formula, and performing a suitable reordering of
the sum for an arbitrarily chosen order of integration. Additionally, the analysis can
be performed entirely in Euclidean rather than Minkowski space due to a special choice
of analytic continuation [Zim68], which admits Euclidean upper and lower bounds of
the propagator, a fundamental solution of the free equation of motion. It is important
to note that despite working with the Euclidean metric, no Wick-rotation is performed
in order to return to Minkowski space. Furthermore, the prescription does not require
any additional regulators like momentum-cutoffs. While this may be considered as an
advantage in general, a modification is required, for instance due to the presence of
massless propagators, in order to deal with loop-integrals which do not exist for small
momenta, i.e. for large distances of vertices in configuration space, since the R-operation
introduces new singularities in the infrared otherwise. This modification is similar to the
Pauli-Villars regularization, i.e. one introduces an auxiliary mass, but without removing
the regulator by a limit. Instead, Lowenstein and Zimmermann [LZ75a,LZ76] dress the
auxiliary mass with a parameter with values in the unit interval, which gets included in
the R-operation like momentum variables. The Euclidean bounds carry over in a simi-
lar fashion [LZ75b] so that it can be shown that the BPHZ prescription together with
the described modification forms a renormalization scheme [Low76,LS76] independently
of the auxiliary mass, then referred to as BPHZL. Both versions, BPHZ for massive
fields and BPHZL if additionally massless fields are included, suit well for the study of
structural questions related to quantum field theories. With the reduction formalism at
hand, it is possible to define composite operators of interacting quantum fields out of
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perturbation theory [Zim73a]. Moreover, the scheme admits the assignment of scaling
dimensions to such composite operators, which are greater or equal to the naive scaling
dimension. This may lead to a change in the R-operation for affected weighted Feynman
graphs and is sometimes called oversubtraction. Then it is quite natural to ask whether
different assignments can be related to each other. The positive answer to this question
is given by the Zimmermann identity [Zim73a], which establishes that two choices of
degrees for the same composite operator differ only by a finite sum of other composite
operators with well-defined degrees. The identity [CL76] as well as the scheme [GLZ74]
can be generalized in order to derive the equation of motion for specific quantum fields
and study symmetry breaking in the sense that the breaking of Ward-Takahashi identi-
ties is given by an insertion of a composite operator into the correlation functions order
by order in Planck’s constant [Low71]. This property was used for BRST quantiza-
tion [BRS76, Tyu75] and in regard to parametric differential equations [Zim80], where
reviews on the technique can be found in [PR81,PS86] and some illustrating examples are
provided by [KS92,KS93,Kra98,PS10]. Having well-defined composite operators offers
another application in view of coincidence limits of quantum fields, where products of
quantum fields can be expressed by local (composite) fields multiplied by structure func-
tions, which capture the singular behavior of the initial fields approaching each other in
spacetime [WZ72]. With a generalization of Wick ordering of quantum fields, named nor-
mal products, it is then possible to prove the operator product expansion in perturbation
theory [Zim73b].
Opting for any specific renormalization scheme basically boils down to a matter of taste
due to their equivalence. There are occasions though, where some scheme is to be fa-
vored over others. For instance, analytic renormalization [Spe71] and Epstein-Glaser
renormalization [EG73] maintain causality by construction, thus may be favored in prob-
lems where causality is crucial. In order to understand the mathematical reasoning of
analytic renormalization, consider some integrand of one integration over free momenta
and preform an analytic continuation of the exponent of the integrand into the complex
plane. The obtained integrand, viewed as a function of the exponent, turns out to be
meromorphic so that the Mittag-Leﬄer Theorem [Lan99] is applicable. Since the theorem
prescribes the subtraction of the principal part of the Laurent series, no poles occur in the
limit of returning to the original exponent. The generality of the Mittag-Leﬄer Theorem
allows for valuable modification of analytic renormalization. Dimensional renormaliza-
tion [BG72, tHV72] is based essentially on the same idea but, instead of promoting the
exponent of integrands to complex variables, one does so with the spacetime dimension
and, therefore, with every quantity depending on the latter. Its main benefit is the im-
proved computability of physical quantities, in particular in non-abelian gauge theories
of vector type since BRST-invariance is maintained. Indeed, the forest formula may
also be applied in the case of dimensional renormalization [BM77b,BM77c,BM77a] and,
in this context, Connes and Kreimer [Kre98, CK00, CK01] established that the deeper
mathematical structure of weighted graphs and their singularities can be found in the
realm of Hopf algebras. Coming back to the idea of using Hadamard regularization, the
method of Epstein and Glaser promotes the coupling constant to "coupling functions",
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which makes it possible to perform the regularization analogously to the case of singular
integrals. The construction is performed entirely in configuration space and involves the
limit of returning to coupling constants, called adiabatic limit [EG76], which is particu-
larly difficult when massless fields are involved, since singularities at long ranges cannot
be controled in advance. Nevertheless, with its mathematical rigor, it is well-equipped
to treat not only weighted Feynman graphs but also problems based on general states,
where an expansion in Feynman graphs is not available.
The limitations of Minkowski space and the vacuum state as well as the shortcomings
of perturbation theory led to novel approaches in quantum field theory with different
systematic ideas. Regarding the latter, one imposes a list of physically reasonable ax-
ioms [SW89], which serve as a guideline for the non-perturbative construction of quantum
field theories. It turns out that this problem is equivalent to a problem set in probabil-
ity theory [GJ87]. However, up to present time, there does not exist any construction
of an interacting quantum field theory in four spacetime dimensions to the knowledge
of the author. Instead for the former, one tries to merge the results of general rel-
ativity [Wal84] with the ones from conventional quantum field theory [IZ80], i.e. one
studies quantum fields propagating on classical backgrounds [Wal95]. For nontrivial
geometries, the concept of a distinguished state or the particle interpretation of a quan-
tum field are generally not available though, such that changing the point of view on
states and observables proves to be of advantage. In the algebraic approach to quan-
tum field theory [Haa92], one inverts the mathematical picture of measurements in the
sense that states are acting on observables, which themselves are elements in a (non-
)commutative algebra. This admits not only the study of observables independently of
any preferred state or representation but also the study of various states for the same
algebra of observables. In fact, the construction can be kept general enough to account
for all spacetimes [BFV03] while there is always the possibility to return to a treatment
in specific representations via the GNS construction [dFdM10]. Despite the large va-
riety of research in algebraic quantum field theory [HW15, BDFY15], the definition of
quantum fields fulfilling a nonlinear equation of motion remains to be an open problem,
although there has been recent progress using operator product expansion [Hol07] or the
ideas of Peierls brackets [FR15] as well as Fedosov quantization [Col16] in the realm of
deformation quantization [Wal07]. However, ideas from perturbation theory may also
be pursued in the algebraic approach [DF01] in order to define nonlinear observables
such as the stress-energy tensor out of free quantum fields. It is demanded that the
singular behavior of the constructed observables locally in term of Hadamard parametri-
ces [KW91] or globally in terms of wavefront sets [Rad96a,Rad96b] resembles the known
treatment in Minkowski space vacuum, thus leading to the same ill-defined quantities,
which require renormalization. Obviously, the standard momentum space techniques de-
scribed above are generally not available so that one either relies on local momentum
space techniques [Bun81,Mor00] or develops prescriptions which are formulated entirely
in configuration space, where the Epstein-Glaser method comes to mind immediately.
In [BF00], Brunetti and Fredenhagen transfer that method onto curved spacetimes and
define the algebraic adiabatic limit, i.e. taking the limit on the level of local nets of
5
algebras rather than on correlation functions. But their prescription has the drawback
that the construction of Wick monomials is performed with respect to a chosen state.
This shortcoming was solved by Hollands and Wald [HW01], defining Wick products
with respect to the locally constructed Hadamard parametrix such that Epstein-Glaser
renormalization can be carried out for all spacetimes and all suitable states [HR02] in the
same way. For the proof [HW02], they formulate a list of physically reasonable axioms,
which got extended [HW03,HW05] and recently modified [KM16]. Those axioms admit
a characterization of renormalization ambiguities [Hol08], thus the conditions imposed
on the equivalence of other prescriptions, which have been developed for Mellin-Barnes
regularization [Hol13] (requiring specific spacetimes), dimensional regularization on flat
configuration space [DFKR14] and analytic regularization on curved spacetimes [GHP16].
It is worth noting that all of them resolve the combinatorial structure with the forest
formula.
It is the objective of the present work to combine the structural advantages of the al-
gebraic approach in perturbative quantum field theory and of the BPHZ prescription
in the realm of renormalization. In particular, we want to enlarge the applicability of
BPHZ renormalization to curved spacetimes, for which it is natural to formulate the
entire scheme in configuration space, and the following heuristic argument supports the
possibility of such a formulation. Restricted to Minkowski space and the vacuum state,
the (inverse) Fourier transform of the propagator or fundamental solution can be com-
puted explicitly and, after the application of the R-operation, the weight of a Feynman
graph is a well-defined tempered distribution in momentum space, thus its inverse Fourier
transform exists formally. With a proper definition of the R-operation, i.e. the Taylor
operator of the Hadamard regularization, in configuration space, it is reasonable to de-
rive a renormalization prescription in configuration space, which follows the reasoning of
BPHZ renormalization but is independent of the momentum space prescription. For this
purpose, we introduce the notions of analytic spacetimes and nonlinear observables in
Chapter 2. Emphasis is put on a careful derivation of fundamental solutions for general-
ized wave operators, since those turn out to be crucial for the analysis of singularities at
small distances and for the definition of Wick ordering of free quantum fields. Based on
those Wick-ordered monomials, we give precise meaning to the problem of renormaliza-
tion, i.e. an extension problem of distributions. In Chapter 3, we define a configuration
space version of the R-operation and show that, after a suitably chosen analytic contin-
uation of the metric, the extension problem amends to a problem of local integrability,
which is essentially the same for massive and massless scalar fields. This change of notion
is in the spirit of BPHZ renormalization, i.e. performing the regularization on the level
of weights of Feynman graphs rather than on test functions in dual spaces. The analytic
continuation of the metric is then most suitable to ensure the applicability of the Taylor
operation and it is worth noting that we do not perform any type of Wick rotation.
Studying the integrability, we observe that renormalization parts, i.e. weights over sub-
graphs which are not locally integrable, are no longer restricted to proper subgraphs like
in momentum space, but have to fulfill a less restrictive condition of being connected.
This leads to more renormalization parts per Feynman graph, thus also to more over-
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lapping contributions. Then we tackle the combinatorial problem by a version of the
forest formula, constructed with the respective the definition of renormalization parts
and the definition of Taylor subtraction. However, we cannot use proofs of the afore-
mentioned configuration space approaches, since the R-operation conserves the overall
singular behavior in the sense that rendering the weight of a subgraph integrable, the
behavior of the complement of the weight gets aggravated, while, for instance, with the
Epstein-Glaser method or analytic regularization, the complement does not experience
any modification. After proving the local integrability and returning to the real metric,
we show the equivalence to other schemes by quantifying the occurring ambiguities. Here,
the language of Feynman graphs supports that the ambiguities can be expressed again
as Wick monomials inserted into reduced correlation functions. The question whether
our proposed scheme is related to the original formulation of BPHZ renormalization is
answered in Chapter 4, where we have to take the hurdle of transferring test functions to
constants for Wick monomials with more than one elementary field, in order to establish
the conventional approach and the interpretation as coupling constants in Minkowski
space. Introducing a suitable notion, which tracks the singular behavior at long ranges,
we give sufficient conditions for the existence of the constant coupling limit, where the
proof is based on an idea of Lowenstein [Low76] in the modification for massless fields, i.e.
we show that the renormalized weight of a Feynman graph does not behave worse than
the initial weight. After that we discuss the occurring additional subtractions in both
the configuration space and the momentum space prescription. As indicated above we
find more renormalization parts in configuration space due to a relaxation on the types
of considered graphs. Indeed, we observe that on the one hand the truly additional parts
are negligible in momentum space after employing suitable normalization conditions, but
on the other hand it is sufficient to regularize renormalization parts, which have the same
vertex set but not the same line set, only once. This is due to a change in the funda-
mental observables from momentum flows through lines to configurations of vertices in
spacetime so that the number of lines in a renormalization part becomes irrelevant to
the R-operation. But it turns out that repeated applications of ordered Taylor operators
acting on the same vertex set differ from a single operator only by a combinatorial factor
so that our prescription may be interpreted as the configuration space version of BPHZ
renormalization. Since the momentum space method has to be modified to account for
cases in which massless quantum fields are present, we cannot expect our construction to
turn additionally into the BPHZL method after Fourier transformation of the forest for-
mula although it is valid for massless fields in configuration space. Indeed, we show that
the BPHZL method breaks the local integrability after inverse Fourier transformation
on the level of the forest formula. However, this does not pose a contradiction regarding
the equivalence of renormalization schemes. In Chapter 5, we derive the definition of
normal products, a generalization of Wick products, in configuration space. Inserted
into correlation functions, those remain finite in the limit of coinciding arguments. We
observe that renormalization parts may change their singular behavior in the limit so
that we face the problem of relating renormalization parts of different degrees, where,
indeed, increasing the degree of a renormalization part does not break the effect of the
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R-operation. Following this observation, we show that Wick monomials with differing
degrees assigned to them are related by the configuration space version of the Zimmer-
mann identity and, using the Zimmermann identity, we prove that the limit of coinciding
arguments exists for normal products, which have to be defined recursively due to the
structure of renormalization parts. Finally, we discuss Wick monomials containing the
wave operator and derive an equation of motion for the quantum field in perturbation
theory. In Chapter 6, we review the results and set them into perspective of currently
on-going research.
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Chapter 2
Preliminaries
The analysis of wave equations plays a central role in the construction of correlation
functions. In the following, we examine the solution theory of linear wave equations
on analytic spacetimes. Most of the notions regarding the construction of fundamental
solutions are taken from [BGP07] if not cited differently. Some notions of curved space-
times are extracted from [Wal84] and some results on the parametrix construction in the
analytic case can be found in [Fri10].
For the derivation of nonlinear field observables and ambiguities in their definition, we
follow [BF09,FR15,HW15,KM14] (and references therein) but mostly the reasoning of
Hollands and Wald [HW01,HW02,HW03,HW05,Hol08].
2.1 The Wave Equation on Analytic Spacetimes
The BPHZ scheme was developed for quantum field theories on Minkowski space pR4, ηq,
where the Minkowski metric η can be interpreted as an inner product structure x., .y for
ei, i “ 0, ..., 3, vectors of the standard basis of R4 in the sense that
ηpei, ejq .“ xei, ejy “
$’&’%
1 for i “ j “ 0
´1 for i “ j “ 1, 2, 3
0 else.
(2.1)
In general, for any real, 4-dimensional vector space V equipped with an inner product
x., .y there exists a basis e10, ..., e13 such that (2.1) is satisfied and one can show that
pV, x., .yq is isomorphic to pR4, ηq [BGP07, Chapter 1]. We call pV, x., .yq a vector space
with Lorentzian scalar product.
The indefinite inner product allows us to distinguish types of vectors x P V zt0u. We
call a vector x timelike if xx, xy ą 0, lightlike if xx, xy “ 0 and spacelike if xx, xy ă 0.
Additionally, x “ 0 is by convention spacelike. We observe that the set of timelike vectors
Ip0q has two connected components, denote them by I`p0q and I´p0q and refer to them
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as the set of future-directed and past-directed vectors, respectively. Such a choice is a
time-orientation of V . We further define the set of lightlike vectors C˘p0q “ B I˘p0q
(excluding x “ 0) and the set of causal vectors J˘p0q “ I˘p0q.
Before transferring the construction to analytic spacetimes, we introduce a class of func-
tions studied by Riesz, i.e. for α P C and <pαq ě 4
R˘pα, xq .“
#
Cpαqxx, xyα2´2 for x P J˘p0q
0 otherwise,
(2.2)
where
Cpαq “ 2
1´α
piΓpα2 qΓpα2 ´ 1q
. (2.3)
We note that R˘pα, xq exhibits singularities on C˘p0q when <pαq ă 4. Indeed, one can
show [BGP07, Chapter 1] that for each α P C there exists a unique distribution R˘pα, ‚q
such that α ÞÑ R˘pαqrf s is holomorphic for each fixed test functions f P DpV q. The
importance of the advanced (resp. retarded) Riesz distribution R`pαq (resp. R´pαq)
stems from its relation to solutions of partial differential equations, which we want to
use in the study of generalized wave equations on analytic spacetimes. We indicate this
by the following definition and example.
Definition 2.1. Let Ω Ă V be a region and P be a linear differential operator. A
fundamental solution for P in x P Ω is a distribution F P D1pΩq such that
PF “ δx (2.4)
is satisfied. We call F advanced (retarded) fundamental solution if supppF pxqq Ă JΩ`pxq
(supppF pxqq Ă JΩ´pxq, resp.), where the superscript denotes the restriction of the set to
the region Ω.
Example 2.2. Let lη
.“ trη Hessp‚q be the d’Alembert operator. Note that this defini-
tion is analogue to the Laplace operator ∆ .“ trδ Hessp‚q, where δ denotes the Euclidean
metric. Then a straightforward calculation shows
lηR˘pα` 2q “ R˘pαq. (2.5)
Furthermore, one can prove that
R˘p0q “ δx. (2.6)
Hence R˘p2q is a fundamental solution for lη.
For a generalization of the construction to nontrivial geometries, we consider the class of
analytic manifolds, i.e. a topological manifoldM with an equivalence class of atlases such
that the transition maps of each representative are analytic. We remark that each com-
plex manifold is analytic but not every smooth manifold is. In particular, the Minkowski
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space as the real section of the complex manifold C4 is analytic. In the next step, we
define a Lorentzian metric g on M . Recall that we can find a Lorentzian scalar prod-
uct x., .y on every vector space V and thus on the tangent space TxM for each point
x PM . Therefore a Lorentzian metric g is the assignment of a Lorentzian scalar product
gx “ x., .yx on the tangent space TxM . Since we chose M to be analytic, gx has to
depend analytically on x PM . With this, the pair pM, gq defines an analytic Lorentzian
manifold.
The causality structures are inherited from the chosen Lorentzian scalar product, i.e. for
a C1-curve γ through x PM , γ is called timelike (lightlike, spacelike) in x if the tangent
vector 9γ P TxM is timelike (lightlike, spacelike). Therefore a timelike curve has only
timelike tangent vectors and we write in analogy
IM pxq “ ty PM |D timelike curve connecting x and y u. (2.7)
We observe that we can choose a time-orientation for every x PM . If this choice depends
continuously on x, we call pM, gq time-oriented and IM` pxq the chronological future of
x P M . For completeness, we set IM˘ pAq “
Ť
xPA IM˘ pxq for A Ă M , CM˘ pAq .“ B IM˘ pAq
and JM˘ pAq .“ IM˘ pAq.
Definition 2.3. An analytic spacetime (or just spacetime in the following) is a time-
oriented, analytic Lorentzian manifold pM, gq.
We continue the analysis of spacetime causality structure. A spacetime M satisfies the
causality condition if it does not contain any closed causal curves, and it satisfies the
strong causality condition if it does not contain any almost closed causal curves, i.e. for
every neighborhood Ω of x PM , there exists an open Ω1 Ă Ω such that each causal curve
in M starting and ending in Ω1 is entirely contained in Ω.
Definition 2.4. A spacetime M is globally hyperbolic if it satisfies the strong causality
condition and for all x, y PM the intersection JM` pxq X JM´ pyq is compact.
A subset Σ Ă M is called achronal if and only if each timelike curve intersects Σ at
most once. In addition, such a set Σ is called Cauchy hypersurface if each inextendible,
timelike curve in M intersects Σ at exactly one point.
Proposition 2.5 (Thm. 1.3.10, [BGP07]). A spacetime M is globally hyperbolic if and
only if there exists a Cauchy surface in M .
Further, Theorem 1.3.10 in [BGP07] establishes that the notion of global hyperbolicity
of a spacetime M is equivalent to the isometry
Ψ : M Ñ Rˆ Σ (2.8)
with metric βdt2 ´ gt, where β is smooth and positive, gt is a Riemannian metric on
Σ depending smoothly on t and ttu ˆ Σ is a smooth, spacelike Cauchy hypersurface in
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M . This equivalence shows that a globally hyperbolic spacetime can be interpreted as
a foliation of Cauchy hypersurfaces parametrized by t. It also admits the definition of a
Cauchy time-function
h
.“ T ˝Ψ, (2.9)
where T is the projection onto the first factor in Rˆ Σ.
As a last part of this section, we examine how the concept of Riesz distributions R˘pα, xq
over a vector space V is transferred to analytic spacetimes. For this purpose, we restrict
our considerations to domains Ω Ă M , which are geodesically starshaped with respect
to some point x P Ω, i.e. there exists a domain Ω1 P TxM such that Ω1 is starshaped
and mapped diffeomorphically onto Ω by the Riemann exponential map. Furthermore,
Ω is geodesically convex if Ω is geodesically starshaped with respect to all x P Ω, and we
call Ω causal if the closure Ω is contained in a geodesically convex domain Ω1 and for all
x, y P Ω the intersection JΩ1` pxq X JΩ1´ pyq Ă Ω is compact.
We define a positive smooth function µx : Ω Ñ R by
µx
.“ detpd expxq ˝ exp´1x , (2.10)
which allows for the definition of the volume element
d vol
.“ µxpexp´1x q˚pdξq, (2.11)
where dξ is the volume density on TxΩ. Further, we call pξ0, ...ξ3q normal coordinates
about a point x PM if
pξ0, ...ξ3q ÞÑ expxp
3ÿ
j“0
ξjejq (2.12)
maps a neighborhood of t0u in R4 locally diffeomorphic onto a neighborhood of x P M .
In normal coordinates about the point x, the function µx takes the form
µx “
b
| detpgxqij |, (2.13)
where pgijq is the inverse of the metric g. With the help of these notions, we define Riesz
distributions on domains Ω, i.e.
RΩ˘pαqrf s .“ R˘pαqrpµfq ˝ exps (2.14)
is a holomorphic function in α P C and still RΩ˘p0, xq “ δx. But for the d’Alembert
operator lg “ trg Hessp‚q, we find
lgRΩ˘pα` 2, xq “
ˆ
lgΓx ´ 8
2α
` 1
˙
RΩ˘pα, xq, (2.15)
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with Γx
.“ x., .y ˝ exp´1x . Thus RΩ˘p2, xq is a fundamental solution to lg only if lgΓx´ 8
vanishes for every x P Ω.
The constraint, we found for the d’Alembert operator on Riesz distributions on a domain,
turns out to be of more general nature. Namely, let P be a normal, hyperbolic, linear
differential operator of second order, i.e. the principal symbol σP of P is given by the
metric. In local form, the differential operator can be written as
P
.“ gijpxq BB xi
B
B xj `Bpxq, (2.16)
where Bpxq is analytic. Examples of such operators are the d’Alembert operator defined
above or the Klein-Gordon operator lg ` m2 ` ξRpxq, with real mass parameter m
and coupling ξ to the scalar curvature R. In general, P may also contain a first order
diffrential operator with analytic coefficient. But we do not consider any operator of that
type in this work.
We want to study the solvability of wave equations
Pu “ f. (2.17)
For this purpose, we follow the strategy of [BGP07], i.e. we construct fundamental solu-
tions on small domains via Riesz distributions and extend the result to the whole space
using the properties of analytic spacetimes. The reason for this approach can be found
in the fact that (2.17) can be solved weakly if a fundamental solution F to P exists, i.e.
Purψs “ f rψs (2.18)
“
ż
fpxqψpxqdµx “
ż
fpxqδxrψsdµx (2.19)
“
ż
fpxqPF rψsdµx “
ż
fpxqF rP ˚ψsdµx (2.20)
!“ urP ˚ψs (2.21)
Note that for the existence and uniqueness of global solutions it is sufficient to assume
only smooth structures on the manifold at the cost of losing finite convergence radius of
the approximate solution [BGP07]. Specifically, we do not have to estimate and subtract
error terms in our approach such that it requires less steps to arrive at the desired result.
Consider Ω ĂM and the formal ansatz
R˘pxq .“
8ÿ
k“0
V kx R
Ω˘p2` 2k, xq (2.22)
demanding that R˘pxq is a fundamental solution for P , i.e.
RΩ˘p0, xq “ δx !“ PR˘pxq “
8ÿ
k“0
P pV kx RΩ˘p2` 2k, xqq. (2.23)
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The evaluation of (2.23) leads to conditions on the coefficients V kx , which can be expressed
by the transport equations
∇gradΓxV kx ´
ˆ
1
2
lgΓx ´ n` 2k
˙
V kx “ 2kPV k´1x (2.24)
for k ě 0 and V 0x pxq “ 1. The equations have to be solved recursively but existence and
uniqueness of the so-called Hadamard coefficients V kx can be shown [BGP07, Chapter 2].
Further, let x P U Ă Ω be such that Ω is geodesically starshaped for all x P U . Then
V kpx, ‚q .“ V kx p‚q depends analytically on x P U . Since we assumed the spacetime to be
analytic, our formal ansatz for R˘pxq with Hadamard coefficients V kx has finite radius of
convergence and thus can be identified with the true fundamental solution FΩ˘ pxq for P
restricting Ω to the convergence radius. Let j be a smooth function with support in Ω
and define
u˘rψs .“ FΩ˘ rψs ˚|Ω j, (2.25)
where ˚ denotes the convolution. Then u˘ solves Pu “ j weakly and has support
supppu˘q Ă JΩ˘psupppjqq.
We want to use those local fundamental solutions for the construction of global solutions.
The idea is based on the assumption of global hyperbolicity and the observation that
solutions of the homogeneous wave equation Pu “ 0 with past/future compact support
are vanishing identically. We consider the Cauchy problem∣∣∣∣∣∣
Pu “ f on M
u|Σ “ u0
∇νu|Σ “ u1 on Σ.
(2.26)
with ν being a normal vector field on the Cauchy surface Σ. If we restrict to f P DpΩq
for some relatively compact causal domain Ω Ă M intersecting the Cauchy surface Σ,
we obtain smooth solutions u in Ω by (2.25), which are uniquely determined by the
restricted initial data u0, u1 P DpΣ X Ωq. Repeating this procedure along Σ, we obtain
unique smooth solutions in the neighborhood pt´δ, t`δqˆΣ of the Cauchy surface. This
gives rise to another Cauchy problem at t1 P pt ´ δ, t ` δq with initial data propagated
from tˆΣ. Gluing those solutions together, we arrive at unique, smooth global solutions.
Theorem 2.6 (Thm. 3.2.11, [BGP07]). Let u0, u1 P DpΣq and f P DpMq. Then there
exists a unique u P C8pMq solving the Cauchy problem (2.26) and
supppuq Ă JM psupppfq Y supppu0q Y supppu1qq. (2.27)
Using the knowledge about the Cauchy problem, it follows [BGP07, Thm. 3.3.1] that
there exists a unique fundamental solution F˘pxq for P at x with past/future compact
support, where supppF˘pxqq Ă JM˘ pxq, x ÞÑ F˘pxqrψs is smooth and P ˚pF˘p‚qrψsq “ ψ.
14
In view of quantum field theory, it is reasonable to introduce the notion of Green
operators. They are the formal inverse of the differential operator P . We under-
stand this statement by looking at the definition of advanced/retarded Green operators
G˘ : DpMq Ñ C8pMq with supppG˘ψq Ă JM˘ psupppψqq for all ψ P DpMq. Namely,
Green operators are right-inverse to P naturally but left-inverse to P only when re-
stricted to suitable function spaces. Nevertheless, one can establish the following relation
to fundamental solutions. For advanced/retarded fundamental solutions F˘pxq for P ˚,
advanced/retarded Green operators are given by [BGP07, Prop. 3.4.2]
pG˘ψqpxq .“ F¯pxqrψs (2.28)
and, conversely, G˘ gives rise to a fundamental solution for P ˚. Uniqueness and exis-
tence of Green operators follow directly from uniqueness and existence of fundamental
solutions.
2.2 Quantization of Fields
We start adding some field content to our construction considering a classical scalar field
theory described by the Langrangian Lpϕq “ L0pϕq`LIpϕq, where the splitting into two
summands is such that L0 is quadratic in ϕ and LI contains all higher orders. Further
assume for simplicity that LI is derivative-free so that the Euler-Lagrange equation can
be decomposed into a linear and a nonlinear part.
∇µ δL
δp∇µϕq ´
δL
δϕ
!“ ∇µ δL0
δp∇µϕq ´
δL0
δϕloooooooooomoooooooooon
linear
´ δLI
δϕlomon
nonlinear
!“ 0. (2.29)
For a single real scalar field ϕ and a potential term LIpϕq “ ´V pϕq “ Opϕ3q, we obtain
for (2.29)
Pϕ “ ´δV pϕq
δϕ
, (2.30)
where P is a normal, hyperbolic differential operator in the sense of the previous section.
In order to arrive at a quantum field theory, we have to choose a quantization prescrip-
tion for the given classical field theory. Canonically, we set ϕ and pi .“ Bt ϕ under the
isomorphism Ψ : M Ñ Rˆ Σ as fundamental variables which shall satisfy
rϕpt,xq, pipt,yqs “ iδpx,yq. (2.31)
A more instructive way to write the previous expression is
rϕpxq, ϕpyqs “ iGpx, yq, (2.32)
where Gp., .q is the causal propagator or commutator function. It is defined as the
difference of the advanced Green operator G` and the retarded Green operator G´ with
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respect to the equation of motion (2.30). On the one hand this notion entails information
about the causality since G vanishes for spacelike separations, i.e. spacelike seperated
fields commute and do not have response to each other. On the other hand, we have to
know the dynamics of ϕpxq in order to make the advanced and retarded propagator G˘
meaningful quantities. Due to the nonlinearity on the right hand side of (2.30), there
exists no general solution theory. Therefore we want to use a method which is often used
in the analysis of partial differential equations and in quantum physics. Assuming that
the right hand side of (2.30) is small, we approximate a solution of the full problem by
adding corrections to the exactly solvable problem of the free scalar field φ,
Pφpxq “ 0. (2.33)
The aforementioned smallness stems from a real parameter λ, the coupling constant,
which is multiplied with the higher order term V pϕq. For small positive couplings, we
expand V 1pϕq in a formal power series and obtain the full solution by summing over all
contributions, i.e.
ϕ “ ϕ0 ` λ1ϕ1 ` λ2ϕ2 ` ... “
8ÿ
n“0
λnϕn. (2.34)
This way, all quantities are approximated by expressions involving just the free field φ.
Example 2.7. Assume an interaction Lagrangian LI “ λ4!ϕ4 and plug in the expansion
(2.34). In first order, we find
Pϕ1 “ 1
3!
φ3, (2.35)
where φ is a smooth solution to the zeroth order equation
Pϕ0 “ Pφ “ 0. (2.36)
Viewing φ as generated by a Green operator G to P for a δ-source, we find a solution to
(2.35)
ϕ1 “ 1
3!
G ˚ pφ3fq (2.37)
restricting φ to have compact support by multiplication with f P DpMq. In the same
way, ϕ2 is recursively constructed by ϕ1 and ϕ0, thus φ and G due to (2.37).
Next, we consider the correlation function xϕpxqϕpyqy in Minkowski space and find for a
second order contribution in the approximation to ϕ that
xϕ1pxqϕ1pyqy “ 1
3!3!
xpG ˚ φ3fqpxqpG ˚ φ3fqpyqy. (2.38)
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Spelling out the convolutions, we getCż
R4
Gpx´ z1qφ3pz1qfpz1qdz2
ż
R4
Gpy ´ z2qφ3pz2qfpz2qdz2
G
“
ż
R4
dz1
ż
R4
dz2Gpx´ z1qGpy ´ z2q xpφ3fqpz1qpφ3fqpz2qyloooooooooooomoooooooooooon
“3!3!xpφfqpz1qpφfqpz2qy3
dz2dz1 (2.39)
so that
xϕ1pxqϕ1pyqy “
ż
R4
ż
R4
Gpx´ z1qGpy ´ z2qG3pz1 ´ z2qfpz1qfpz2q dz2dz1. (2.40)
The integrand of (2.40) admits a graphical representation if we identity the Green oper-
ator Gpx´ x1q with an edge connecting vertices at points x and x1. But it also indicates
a mathematical problem we will find ourselves confronted with, i.e. with G being a dis-
tribution, we have to verify that products of distributions, defined at the same point (in
our case powers of G), are well-defined.
We mentioned in the introduction that the quantum character of the theory should be
completely contained in the realm of observables. An argument, motivated by Heisen-
berg’s uncertainty relation, makes us promote the free field φ to a distribution due to its
localization properties. Specifically, an arbitrarily sharp localized field would allow for
an infinite energy density. This can be weakened by delocalizing (or smearing) the field
with some test function f P DpMq, informally expressed by
φpfq “
ż
M
φpxqfpxqdµ. (2.41)
With this, the quantum field φpfq inherits the reality condition
φpfq˚ ´ φpfq “ 0 (2.42)
and the weak version of the field equation (2.33)
φpPfq “ 0. (2.43)
Since it is a distribution, we have
φpaf1 ` bf2q ´ aφpf1q ´ bφpf2q “ 0 with a, b P C (2.44)
and its quantum character can be expressed analogously to (2.32) by
rφpf1q, φpf2qs ´ iGpf1, f2q1 “ 0, (2.45)
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where the unit element 1 gets its meaning by the following. Namely, we want to consider
the quantum fields φpfq as distributions with values in an algebra A pM, gq over the
spacetime pM, gq. A pM, gq is a free, unital ˚-algebra generated by the elements φpfq
with f P DpMq and the conditions (2.42)-(2.45). Due to the probabilistic interpretation
of quantum physics, elements φpfq P A pM, gq are considered to be random variables
which give meaningful information only after taking the expectation value.
Definition 2.8. A state ω is a linear map
ω : A pM, gq Ñ C (2.46)
satisfying the normalization ωp1q “ 1 and the positivity condition ωpφpfq˚φpfqq ě 0 for
all φpfq P A .
From the definition, it is clear that there does not exist one unique state for the algebra
A in general. In particular, each convex combination of two states on A defines a state
as well. If a state is a trivial combination, it is called pure and otherwise it is called
mixed. Any state is determined by its n-point functions
wnpf1, ..., fnq .“ ωpφpf1q...φpfnqq, (2.47)
where fj P DpMq and we informally express the distribution by
wnpx1, ..., xnq “ ωpφpx1q...φpxnqq. (2.48)
We call a state ω quasifree if
w2k´1pf1, ..., f2k´1q “ 0 for k P N (2.49)
and
w2kpf1, ..., f2kq “
ÿ
P
w2pfi1 , fi2q...w2pfi2k´1 , fi2kq for k P N, (2.50)
where the sum is over all partitions P of p1, ..., 2kq into k mutually disjoint pairs pij , ikq.
Among all possible states, we want to select the physically reasonable ones. In [KW91],
those were specified by a local classification, i.e. the Hadamard condition on the 2-point
function. Precisely, for a geodesically starshaped region Ω ĂM about a point x PM , it
holds for y P Ω
w2px, yq “ 1
4pi2
„
Upx, yq
σpx, yq ` V px, yq log
ˆ
σpx, yq
Λ
˙
`Wωpx, yq (2.51)
“ H `Wω, (2.52)
where Wω is a smooth function, σ is the signed squared geodesic distance and V is the
power series in σ with finite radius of convergence [Fri10, Chapter 4]
V px, yq “
8ÿ
k“0
vkpx, yqσkpx, yq. (2.53)
18
We observe the similarity to the Hadamard parametrix construction of local fundamen-
tal solutions in analytic spacetimes above. Indeed, the series coincides with (2.22) after
spelling out the Riesz kernels by geodesic distances and solving the transport equations
for the Hadamard coefficients recursively. This relation shows the origin of the Hadamard
condition, i.e. the singularity structure of the 2-point function resembles the one of the
Minkowski vacuum 2-point function locally. Furthermore it has the advantage that sin-
gularities, collected entirely in H, are exclusively characterized by the geometry and the
parameters in the wave operator P , while the contribution from the state is contained
independently inWω. In the form of (2.51), it is required that there are no additional sin-
gularities for spacelike seperated arguments x and y. Additionally, the squared geodesic
distrance σεpx, yq is regularized by a parameter ε so that w2 becomes a well-defined dis-
tribution as the boundary value for ε Ñ 0, where the regularization is not unique. We
denote by H˘ the parametrix with regularization of the squared geodesic distance
σ˘px, yq .“ σpx, yq ˘ iεpT pxq ´ T pyqq ` ε
2
4
, (2.54)
where T p‚q is the parametrization of the first component in RˆΣ, and observe that this
choice corresponds to an analytic continuation of the coordinates
x ÞÑ x˘ ipε{2,0qT . (2.55)
A convenient global condition, equivalent to the local condition (2.51), was introduced
by Radzikowski in [Rad96a,Rad96b], where the author made extensive use of the notion
of wavefront sets. Due to more restrictive assumptions on the regularity of spacetimes,
we work with a stronger notion than Radzikowski did and state it first for vector spaces.
Definition 2.9 (Section 8.4, [Hör90]). For a distribution u P D1pΩq the analytic wave-
front set WFApuq is the complement in Ω ˆ pRnzt0uq of the set of points px0, k0q P
Ωˆ Rnzt0u for which there exists a neighborhood U Ă Ω of x0, a conic neighborhood Γ
of k0 and a sequence of smooth functions fN P DpΩq with
|Dα`βfN | ď CαpCαpN ` 1qq|β| for |β| ď N (2.56)
and fN pxq “ 1 for x P U such that there exists a constant C with
|k|N |{fN ¨ upkq| ď CpCpN ` 1qqN (2.57)
for all k P Γ, where p‚ denotes the Fourier transform. An open conic neighborhood is an
open neighborhood invariant under scaling, i.e. for S Ă Sn´1
tλx|x P S, λ P R`u. (2.58)
The notion of analytic wavefront sets can be transferred to analytic spacetimes in the
same way we proceeded in Section 2.1 using the exponential map. Hence the wavefront
set of the local Green operator GΩ˘ for some geodesically starshaped region Ω Ă M
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is inherited from the wavefront set of Riesz distributions in Minkowski space by the
Hadamard parametrix construction. The extension to the unique Green operator GM˘
defined on the whole spacetime M is then performed using global hyperbolicity [Str09,
Section 4.5]. For px1, k1q, px2, k2q P T ˚M , we write px1, k1q „ px2, k2q if there exist a
lightlike geodesic γ through x1 and x2 such that k1 is coparallel and cotangent to γ at x1
and k2 is the parallel transport of k1 along γ. With this, the wavefront set of the unique
advanced/retarded Green operator is given by
WFApGM˘ q “ tx, k, x,´k|px, kq P T ˚Mzt0uuY
Y tpx1, k1, x2,´k2q P T ˚M2zt0u|px1, k1q „ px2, k2q, x2 P JM˘ px1q, k1 ‰ 0u (2.59)
and, according to Radzikowski, a state ω is Hadamard if the wavefront set of the 2-point
function is given by
WFApω2q “ tpx1, k1, x2,´k2q P T ˚M2zt0u|px1, k1q „ px2, k2q,
k1 non-vanishing & future-directedu. (2.60)
Before turning to the definition of observables which are nonlinear in the field φ, it is rea-
sonable to introduce a guiding concept already at this stage. In our construction, we omit-
ted the specification of reference states, representations of the algebra or distinguished
coordinate systems on purpose. In fact, we would like to ensure that the construction
works simultaneously for all globally hyperbolic spacetimes coherently. The idea of such
a local and covariant quantum field was first introduced by Hollands and Wald [HW01]
and later rigorously formulated in the realm of category theory by Brunetti, Fredenhagen
and Verch [BFV03]. For the precise formulation, consider two globally hyperbolic space-
times pM1, g1q and pM2, g2q together with a causality preserving isometric embedding
ψ : M1 ÑM2, i.e. any causal curve γ in M1 must lie in the image of ψpM1q and orienta-
tion as well as time-orientation of the embedded spacetime is preserved. Next, we demand
that the injective, unit-preserving ˚-homomorphism αψ : A pM1, g1q Ñ A pM2, g2q ex-
ists such that the composition αψ1 ˝ αψ is given by the ˚-homomorphism αψ1˝ψ over the
composition ψ1 ˝ ψ of isometric embeddings.
Definition 2.10. A quantum field ΦrM,gs : DpM, gq Ñ A pM, gq is said to be locally
covariant if it satisfies
αψpΦrM1,g1spfqq “ ΦrM2,g2spψ˚pfqq (2.61)
for all f P DpM1q, where ψ˚pfq “ f ˝ ψ´1.
We observed in Example 2.7 that a perturbative treatment of an interacting field ϕ
requires the introduction of powers φn of the free field φ. Moreover, we would like to be
able to introduce nonlinear quantities also involving covariant derivatives or curvature
tensors into the theory. Neither the first nor the latter can be described by elements
φpfq P A pM, gq directly, but have to follow a certain prescription. It is the pointwise
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product of distributions which prevents us from defining these quantities naively. In order
to determine whether this pointwise product is well-defined, we employ an argument from
microlocal analysis which gives sufficient conditions on the existence of the product via
the analysis of involved wavefront sets. For a better understanding of the idea [Str09],
we consider the tensor product f1 b f2 of two smooth functions f1, f2 P C8pMq, whose
restriction to the diagonal is naively defined,
f1 b f2px, yq Ñ f1pxqf2pxq. (2.62)
Given the diagonal map
δ : M ÑM ˆM, (2.63)
δ : x ÞÑ px, xq, (2.64)
this may as well be understood as the pullback of the tensor product under the diagonal
map. For a distribution u P D1pMq, the situation changes due to possible singularities of
u. For the existence of the pullback of a map χ, it is required that the normal set
Nχ
.“ tpχpxq, kq P T ˚M |pdχ˚qpkq “ 0u (2.65)
has to be transversal to the wavefront set WFApuq, i.e. NχXΓ “ H, where Γ is a closed
conic set containing WFApuq. The normal set of the diagonal map δ is given by
Nδ “ tpx, k;x,´kq|px, kq P T ˚Mzt0uu. (2.66)
From this we read off that for two distributions u, v P D1pMq the condition WFpuq ‰
´WFpvq has to hold for the pointwise product to exist.
Theorem 2.11 (Section 8.5 [Hör90]). The product uv of two distributions u, v P D1pMq
can be defined as the pullback of the tensor product ub v by the diagonal map δ if
px, kq P WFApuq ñ px,´kq R WFApvq. (2.67)
for some px, kq. When the product is defined, we have
WFApuvq Ă tpx, k ` k1q|px, kq P WFApuq or k “ 0, px, k1q P WFApvq or k1 “ 0u. (2.68)
Consider a geodesically convex region Ω Ă M and the product of two fields φpxqφpyq
for x, y P Ω. Recall that the two-point function ω2pφpxqφpyqq in local Hadamard form
exhibits singularities for y Ñ x for non-lightlike curves connecting y and x. In order to
avoid such singularities in the following, we introduce Wick ordering with respect to a
Hadamard state ω [BFK96,BF00]
: φpxqφpyq :ω .“ φpxqφpyq ´ ω2pφpxqφpyqq1. (2.69)
One can show that : φpxqφpyq :ω is smooth in x and y, in particular for x “ y, when
evaluated in any Hadamard state ω1 [KM14]. But this way of ordering the fields is not
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in line with Definition 2.10, thus is not employed for our treatment. Instead, we may
use the Hadamard parametrix H of the two-point function, which is constructed locally
covariant. The symmetric Wick-ordering : ‚ :H in a geodesically convex region Ω Ă M
with respect to such Hadamard parametrix H is given by [HW01]
: φpx1q...φpxmq :H .“ δ
n
inδfpx1q...δfpxmq exp
„
1
2
Hpf, fq ` iφpfq
ˇˇˇˇ
f“0
. (2.70)
Next, suppose F P DpMmq such that the expressionż
: φpx1q...φpxmq :H F px1, ..., xmq
mź
j“1
dµpxjq (2.71)
is well-defined. We need to pass F to the space of compactly supported distributions
E 1pMmq. Since DpMmq Ă E 1pMmq, each element F P E 1pMmq may be thought of as
the limit of an approximation by compactly supported smooth functions Fi P DpMmq
converging in E 1pMmq. Hence we equip the elements F px1, ..., xmq P E 1pMmq with the
induced topology stemming from DpMmq. However, if F P E 1pMmq, we formally postu-
lated a product of distributions without ensuring that the assumptions of Theorem 2.11
are fulfilled. By requiring
WFApF q X pV `m ˆ V ´mq “ H (2.72)
for F P E 1pMmq, where
V
˘
m
.“
mď
j“1
V
˘
xj (2.73)
denotes the set of all non-vanishing causal covectors at points xj , the pointwise product
and therefore also the expression
: φpx1q...φpxmq :H F px1, ..., xmq (2.74)
becomes well-defined. Furthermore, the distribution
F “ fpxqδpx;x1, ..., xmq (2.75)
satisfies (2.72) and leads to the desired Wick monomials : φn :H pfq with f P DpMq.
This notion can be generalized to Wick polynomials
: φk1pf1q...φknpfnq :H (2.76)
by decomposing tx1, ..., xmu into mutually disjoint sets txj1, ..., xjkju with
ř
j kj “ m so
that we obtain
F px1, ..., xmq .“
nź
j“1
Fjpxj1, ..., xjkj q (2.77)
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and, after setting
Fjpxj1, ..., xjkj q “ fjpxjqδpxj ;xj1, ..., xjkj q, (2.78)
arrive at the desired result. We note that all elements of A pM, gq may be expressed
recursively by
: φpfq :H .“ φpfq (2.79)
: φpf1q...φpfnq :H φpfn`1q “: φpf1q...φpfn`1q :H
`
nÿ
j“1
: φpf1q...~φpfjq...φpfnq :H Hpfj , fn`1q, (2.80)
where q‚ denoted the extraction of that field from the Wick polynomial. Therefore the
product of two Wick polynomials, in particular Wick-ordered elements of A pM, gq, is
again expressed recursively by Wick polynomials [HW01], i.e. since Wick-ordering was
defined symmetrically, we have in a geodesically convex region Ω ĂM
: φpx1q...φpxnq :H ¨ : φpy1q...φpymq :H“
“
ÿ
kďminpn,mq
p´1qk
ÿ
tpi,jquk
: φpx1q...­φpxi1q...­φpxikq...φpxnqˆ
ˆ φpy1q...­φpyj1q...­φpyjkq...φpymq :H kź
l“1
Hpxil , yjlq, (2.81)
where tpi, jquk denotes k mutually disjoint pairs pil, jlq with l “ 1, ..., k, il “ 1, ..., n and
jl “ 1, ...,m. We notice that the Wick ordering can be carried out independently of
covariant derivatives acting on the field φ, factors constructed locally covariant from the
metric and constants of the theory like mass m or coupling to curvature ξ. Let us denote
by
Ppxq .“ Prgab, Rabcd,∇pe1 ...∇ekqRabcd, ξ,m2spxq (2.82)
a polynomial in the metric g, the Riemann tensor Rabcd, its symmetrized covariant deriva-
tives as well as the mass m and the coupling ξ to the curvature so that a generalized
Wick monomial can be written as
Φpxq .“ Ppxq
ź
∇pf1 ...∇flqφpxq. (2.83)
Indeed, it follows from the Thomas Replacement Theorem [Hol08] that locally covariant
Wick monomials may only depend on elementary fields, its covariant derivatives as well
as elements in P, which allows us to define the algebra of field observables
BpM, gq .“ t: Φ :H pfq|f P DpMqu . (2.84)
We expect restrictions on the state space of the algebra of field observables sinceA pM, gq Ă
BpM, gq. In fact, it was shown in [HR02] that any Hadamard state ω on the free field al-
gebra A pM, gq extends to a continuous state on the algebra of field observables BpM, gq
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and, conversely, any continuous state on BpM, gq restricted to A pM, gq must be of
Hadamard form. Further, for any Hadamard state ω, any truncated m-point function
ωp: Φ :H pfqq, with f P DpMmq, is smooth. We note that the expectation value of two
prescriptions for Wick monomials : Φpfq :H and : Φ˜pfq :H with the same engineering
dimension cannot be distinguished a priori. The following theorem establishes their rela-
tion such that expectation values become unique after employing suitable normalization
conditions.
Theorem 2.12 (Thm. 5.1 [HW01]). Let : Φrkspxq :H and : Φ˜rkspxq :H be two definitions
for Wick products with engineering dimension k. Then it holds
: Φ˜rkspxq :H“: Φrkspxq :H `
k´2ÿ
j“0
ˆ
k
j
˙
Prk´jspxq : Φrjspxq :H , (2.85)
where Prk´jspxq is defined in (2.83) and is restricted by its scaling behavior Ck Ñ λkCk
under rescalings gab Ñ λ´2gab, m2 Ñ λ2m2 and ξ Ñ ξ.
Remark 2.13. In the following we omit the subscript H for the Wick ordering but always
want it to be understood in the Hadamard sense.
For the perturbative construction of interacting quantum field theories, we further require
the notion of time-ordered products. At this stage, we additionally perform a transition
to the off-shell formalism, i.e. factors Pφpfq in elements ofBpM, gq do not fulfill the weak
field equation (2.43). The question how a field equation can be realized is postponed to
a later stage of the present work.
Naive time-ordering T of elements in the algebra of field observables BpM, gq is defined
via
T p: Φpxq :q .“: Φpxq :, (2.86)
T p: Φpxq : ¨ : Φpyq :q .“
#
: Φ1 :H pxq¨ : Φ2 :H pyq for x R J´pyq
: Φ2 :H pyq¨ : Φ1 :H pxq for y R J´pxq,
(2.87)
where no particular order is preferred if x and y are acausally separated, and all higher
orders are defined recursively. We want to relate the time ordering to the Wick product
of (2.81). For simplicity, we consider the product of two fields in a geodesically convex
domain Ω ĂM .
T pφpxqφpyqq “: φpxqφpyq : `
#
H´px, yq for x R J´pyq
H`px, yq for y R J´pxq,
(2.88)
The index ˘ refers to the choice of analytic continuations. Using the global time function
T from (2.9), we define the Feynman Hadamard parametrix
HFpx, yq .“ θpT pxq ´ T pyqqH`px, yq ` θpT pyq ´ T pxqqH´px, yq, (2.89)
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where θp‚q denotes the Heaviside step-function. Recalling the sufficient condition on
products of distributions from Theorem 2.11, we read off from (2.89) that HF P D1pΩˆ
Ωz"diagonal"q and
WFApHΩF q “tx, k, x,´k|px, kq P T ˚Ωzt0uuY
Y tpx1, k1, x2,´k2q P T ˚Ω2zt0u|px1, k1q „ px2, k2q, x2 P JΩ˘px1q,
k1 non-vanishing & future-/past-directedu (2.90)
The implications of the restriction on the domain are better discussed at a local version
of Wick’s theorem (2.81)
T p: Φ1px1q : ... : Φnpxnq :q “ : Φ1px1q...Φnpxnq : `
ÿ
pi,jq;iăj
∇ijHFpxi, xjqˆ (2.91)
ˆ : Φ1px1q...Φp1qi pxiq...Φp1qj pxjq...Φnpxnq : `phigher ordersq
“
ÿ
α1,...,αn
1
α1!...αn!
â
pi,jq;iăj
p∇ijHFqaij pxi, xjqˆ
ˆ : Φpα1q1 px1q...Φpαnqn pxnq :, (2.92)
with Φpαq denoting the α-th functional derivative and ∇ij covariant derivatives stemming
from the definition of Φ in (2.83). Equation (2.92) shows that the restriction of domains
becomes significantly more complicated when arbitrary Wick monomials are involved
since we have to find a prescription in accordance to Theorem 2.11 so that the tensor
product can be defined as a pointwise product and only then we can define a mechanism
which extends
śp∇HFqa to a distribution over DpMnq. Once the pointwise product
is well-defined,
śp∇HFqa P D1pMnzDIAGq in general with DIAG denoting the “large
diagonal”, i.e.
DIAG
.“ tx PMn|Di, j P t1, ..., nu, i ‰ j : xi “ xju . (2.93)
One aims to employ a procedure which reduces the problem to recursively or iteratively
extending the distribution to the “thin diagonal”, which is defined by
diag
.“ tx PMn|@i, j P t1, ..., nu : xi “ xju . (2.94)
The extension of a general distribution u P D1pRnzt0uq to a point is known once one
knows its behavior near that point.
Theorem 2.14 (Def. 3.2.2 & Thm. 3.2.3 [Hör90]). A distribution u in Rnzt0u is called
homogeneous of degree a P C if and only if
xu, fy “ λaxu, fλy for f P DpRnzt0uq
where fλpxq “ λ´nfpλ´1xq and λ ą 0
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holds.
If u0 P D1pRnzt0uq is homogeneous of degree a and a is not an integer ď ´n, then u0
has a unique extension u P D1pRnq which is homogeneous of degree a. The map
D1pRnzt0uq Q u0 ÞÑ u P D1pRnq
is continuous.
Recall that by the definition of the two-point function (2.51), HF is not homogeneous
in general. Nevertheless, Theorem 2.14 may still be applied in situations, where the
leading contribution for small scales, captured by the degree of homogeneity, fulfills the
condition on the degree of homogeneity [BF00, Thm. 5.2]. The notion of scaling degree
was first introduced by Steinmann in [Ste71]. Instead, the version in this work is taken
from [BF00].
Definition 2.15 (UV-Scaling Degree). Consider a distribution u P D1pRnq. Then the
UV-scaling degree of u is defined as
sdpuq .“ inf
"
α P R| lim
λÑ0λ
αuλ “ 0
*
(2.95)
where
puλ, fq .“ pu, fλq (2.96)
fλ
.“ λ´nfpλ´1‚q. (2.97)
Remark 2.16. Note that if u P D1pRnq has degree of homogeneity a P C, i.e. upλxq “
λaupxq, then it follows by plugging into the definition of the UV-scaling degree that
sdpuq “ inf
αPRtp limλÑ0λ
αuλq !“ 0u “ inf
αPRtp limλÑ0λ
αλauq !“ 0u (2.98)
“ inf
αPRtp limλÑ0λ
α`auq !“ 0u “ ´<paq (2.99)
In situations where the scaling degree of the distribution does not meet the assumptions
of Theorem 2.14, one employs a regularization technique (e.g. Hadamard regularization
of singular integrals [Hör90, Thm 3.2.4]) which results not only in an extension but also
in certain ambiguities of the extension. Those ambiguties are sums over derivatives of
δ-distributions which are supported on the diagonal and their degree is bounded by the
scaling degree of the distribution at the diagonal.
It is important to note that up to this stage, all concepts for the extension problem
were purely mathematical and do not refer to the physical model. In particular, they
are defined for generic numerical distributions over Rn and the extension to exactly one
point. A priori, it is not clear that any constructed extension is physically reasonable,
i.e. it is a coherent prescription for all time-ordered products of field monomials Φpfq.
In [HW01,HW02] and later extended in [HW03,HW05], the authors give a set of axioms,
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which assess whether a chosen regularization and extension prescription are physically
reasonable. Without going into the details, the main criteria regard causality, unitarity
and covariance in the sense of Definition 2.10. Further appropriate scaling behavior under
rescalings of the metric and the microlocal spectrum condition, a generalization of the
Hadamard condition for two-point functions, are demanded. Only those prescriptions
fulfilling the axioms are referred to as renormalization schemes. The construction of
renormalization schemes is not unique, but it can be shown that different prescriptions
are equivalent. The idea goes back to Hepp [Hep69] and was picked up in [HW01,
HW03,Hol08]. It states that two schemes are equivalent if their time-ordered products
can be related by a finite change in the ambiguities of the extension described above.
Specifically, let us denote the ambiguities by ∆ P E 1pMnq with suppp∆q Ă DIAG. Then
we require that ∆ is constructed locally covariant in sense of Definition 2.10 and scales
almost homogeneously, i.e. ∆ scales homogeneously up to logarithms. In contrast to the
UV-scaling degree, the scaling of ∆ is determined by the engineering dimension and thus
includes curvature terms and parameters in the wave operator P . It follows that the
ambiguities depend polynomially on the field φ, the mass parameter m2 and Riemann
curvature tensor. Furthermore ∆ should be symmetric in its arguments and real.
Theorem 2.17 (Thm. 2, [Hol08]). If the ambiguities ∆ of time-ordered product T have
the properties described above, then T defines a new renormalization scheme satisfying
the axioms if T can be related to another renormalization scheme Tˆ by
Tˆ t: Φ1px1q : ... : Φnpxnq :u “T t: Φ1px1q : ... : Φnpxnq :u (2.100)
`
ÿ
cě1
ÿ
tV uc
T tâ
kPV0
: Φkpxkq :
câ
l“1
∆Vl
˜â
l1PVl
: Φl1pxl1q :
¸
u,
(2.101)
where V0 Y tV uc “ t1, ..., nu and Vi X Vj “ H.
One may rephrase this statement in the following way. Two definitions of the time-ordered
products T and T˜ are equivalent renormalization schemes if T˜ is a renormalization
scheme and they can be related by a finite redefinition, a renormalization, of the T .
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Chapter 3
BPHZ Renormalization in
Configuration Space
In the original formulation of BPHZ renormalization [BP57,Hep66, Zim68, Zim69], the
renormalization of a single naively defined time-ordered product of Wick monomials is
given in momentum space by applying Bogoliubov’s R-operation to numerical distribu-
tions, which are derived by Wick’s theorem. The combinatorial structure behind those
numerical distributions and the recursive action of the R-operation may be better un-
derstood in terms of so-called Feynman graphs and is resolved by Zimmermann’s forest
formula. In the following, we transfer the approach to a prescription elaborated entirely
in configuration space. In particular, it allows for a transition to non-trivial analytic
spacetimes.
The construction of the BPHZ scheme in configuration space is performed in three steps.
First, we introduce a special prescription of analytic continuation of the metric so that
the R-operation can be carried out on the numerical distribution kernel. Second, we
prove that the forest formula solves the underlying combinatorial problem of overlapping
divergences. Finally, we remove the analytic continuation and show that our construction
indeed defines a renormalization scheme.
We remark that we do not distinguish among various choices of equivalent Wick monomi-
als in the sense of Theorem 2.12. For one thing, we are mostly interested in the dynamical
objects, the elementary fields φ, since those are responsible for the restriction of the do-
main. At the same time the choice differs by linear combinations of Wick monomials,
thus simply leading to further independent extension problems.
3.1 Regularization
For the configuration space formulation of BPHZ renormalization, we begin with a naively
(in the sense of (2.86)) defined time-ordered product
T t: Φ1pf1q : ¨...¨ : Φnpfnq :u (3.1)
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with : Φjpfjq :P BpM, gq and supppfiq X supppfjq “ H. After the application of Wick’s
theorem (2.92) restricted to a geodesically convex region Ω ĂM , we obtain the numerical
distribution
vo
.“ â
pi,jq;iăj
p∇ijHFqaij pxi, xjq P D1pppΩˆ Ωqzdiagq
ř
aij q. (3.2)
We note that each HF may be interpreted as a graph with two vertices and one edge.
Let us subsume those in an abstract edge set E such that v0 is expressed by the |E|-fold
tensor product over Feynman parametricesHF. We further observe that the time-ordered
product (3.1) depends on n arguments xi before smearing with test functions fi. In
particular, these arguments are the only available arguments in the factors HF of vo so
that we subsume them in an abstract vertex set V . This identification gives rise to the
following definition.
Definition 3.1. A Feynman graph ΓpE, V q with n vertices of valency one, called exter-
nal, and k vertices of valency strictly larger than one, called internal, consists of two finite
sets V and E together with a map B : E Ñ V ˆV { „, where „ is the equivalence relation
pa, bq „ pb, aq, called incidence map such that if e P E, Bpeq “ ta, bu with a, b P V .
If ΓpE, V q is a directed graph, then B e “ pspeq, tpeqq is an ordered pair with s, t : E Ñ V .
With this, we indicate the graph structure of the numerical distribution by v0
.“ v0rΓs
and find that
T t: Φ1px1q : ¨...¨ : Φnpxnq :u “
ÿ
Γ
v0rΓs : Φpx1q...ΦpxnqrΓs :, (3.3)
where : Φpx1q...ΦpxnqrΓs : denotes the resulting Wick product after applying the nec-
essary contractions, i.e. functional derivatives, as in (2.92). Since the total number of
graphs for a single time-ordered product of Wick monomials is finite, it suffices to restrict
our considerations to a single Feynman graph Γ.
In the next step, we relate the distribution v0rΓs over the edge set EpΓq to a distribution
u0rΓs over the vertex set. Recalling from Definition 3.1 that the boundary operator B
maps elements in E to elements in V , we would like to establish
u0rΓs “ d˚v0rΓs, (3.4)
using the coboundary operator
d : V pΓq Ñ EpΓq. (3.5)
Due to Theorem 2.11, (3.4) is not naively defined. However, it becomes well-defined
if we can find a regularization vε0rΓs such that its wavefront sets admit the pointwise
product. In particular, the pointwise product becomes well-defined if the regularization
ε is chosen such that the projection to the first variable of the wavefront set WFApHFq,
29
i.e. the singular support of HF, is contained in the diagonal. Suppose we find such a
regularization, then
uε0rΓs .“ d˚vε0rΓs P D1pΩ|V pΓq|z"graph contractions"q. (3.6)
Those “graph contractions” describe configurations in which connected subgraphs are
contracted to a point, i.e. at least one edge e P EpΓq lies on the thin diagonal diag.
In analogy to the definitions of DIAG and diag, we want to define the set of "graph
contractions" as the graph diagonal.
Definition 3.2. Let ΓpV,Eq be a Feynman graph. Then the large graph diagonal is
defined by
˝ .“ tx PM |V ||Dγ Ă Γ connected @v, w P V pγq, v ‰ w : xv “ xwu (3.7)
and the thin graph diagonal by
‚ .“ tx PM |V ||@v, w P V pΓq : xv “ xwu. (3.8)
Remark 3.3. It follows directly from the definition of the graph diagonal that
diag “ ‚ Ď ˝ Ď DIAG . (3.9)
We turn to the construction of a regularization of the Hadamard parametrix in the spirit
of Zimmermann [Zim68]. Recall that under the isomorphism Ψ : M Ñ RˆΣ the metric
g can be written as βdt2 ´ gt. Since we assumed pM, gq to be analytic, there exists a
unique analytic continuation
gε
.“ p1´ iεqβdt2 ´ gt, ε ą 0, (3.10)
of the metric. This continuation is suffient to render the pointwise product well-defined.
Specifically, we prove in the first step that there exist Riemannian bounds on gε.
Lemma 3.4. Let gε be given by (3.10) and define
gR
.“ βdt2 ` gt. (3.11)
For every x P Ω ĂM , Ω geodesically convex, and every ξ P TxΩ
CˆpεqgRpξ, ξq ď |gεpξ, ξq| ď CˇpεqgRpξ, ξq (3.12)
holds, where
Cˆpεq “
˜
1
ε
`
c
1` 1
ε2
¸´1
, (3.13)
Cˇpεq “
a
1` ε2. (3.14)
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Proof. Consider any x P Ω and any ξ P TxΩ. We compute
|gεxpξ, ξq|2
pgRx pξ, ξqq2 “
pβξ20 ´ gtpξ, ξqq2
pβξ20 ` gtpξ, ξqq2
` ε
2ξ40β
2
pβξ20 ` gtpξ, ξqq2
ď 1` ε2. (3.15)
This proves the second inequality of the assertion. For the first inequality, we write
gRx pξ, ξq
|gεxpξ, ξq| “
βξ20
|βξ20 ´ gtpξ, ξq ´ iεβξ20 |
`
` gtpξ, ξqa
β2ξ40 ´ 2βξ20gtpξ, ξq ` pgtpξ, ξqq2 ` ε2β2ξ40
(3.16)
ď 1
ε
` gtpξ, ξqb
p1` ε2 ´ αqβ2ξ40 `
`
1´ 1α
˘ pgtpξ, ξqq2 (3.17)
“ 1
ε
` gtpξ, ξqc´
1´ 1
1`ε2
¯
pgtpξ, ξqq2
“ 1
ε
`
c
1` 1
ε2
, (3.18)
where we used Young inequality to get (3.17) and set α “ 1` ε2 afterwards.
This result is the analogue of the Euclidean estimates in [Zim68]. By standard Calculus
techniques, one can further compute for the lower bound
Cˆpεq “
ˆ
1` 4
ε
˙´1
(3.19)
and recover the result of [LZ75b], but either constant is sufficient for our treatment.
While Lemma 3.4 is sufficient for the Fourier transform of propagators in Minkowski
space, we require another argument such that d˚v0rΓs becomes well-defined. Recall
that the Hadamard parametrix H was constructed as a local fundamental solution to the
differential operator P . After the analytic continuation of the metric, also the differential
operator changes accordingly, since we assumed P to be normal. Let us denote this by
Pε. Further we observe that the Hadamard parametrix depends purely on geometric data
and thus is constructed with respect to (wrt) gε so that
PεHε “ δ. (3.20)
The properties of Hε are sufficient to render the pointwise product well-defined.
Proposition 3.5. Let gε be an analytic continuation of the metric given by (3.10) and
Ω ĂM be geodesically convex. Then uε0rΓs .“ d˚vε0rΓs is well-defined and
uε0rΓs P D1pΩ|V pγq|z˝q. (3.21)
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Proof. Since Hε is a local fundamental solution to Pε, we obtain by microelliptic regu-
larity [Hör90, Thm. 8.6.1] that
WFApHεq Ď charpPεq YWFApδq, (3.22)
where δ denotes the Dirac-δ-distribution and charpPεq is the characteristic set of Pε, i.e.
the points px, kq P T ˚Ω for which the principal symbol σPε vanishes excluding the zero
section. With the estimates of Lemma 3.4, we note that the characteristic set of Pε is
empty since gR is Riemannian. Thus
WFApHεq Ď WFApδq. (3.23)
However we have Hε P D1pΩˆΩzdiagq and therefore Theorem 2.11 is applicable so that
d˚vε0rΓs is well-defined. Furthermore, we note that uε0rΓs is not defined if edges, thus
connected subgraphs, are contracted to a point, which coincides with the definition of
the large graph diagonal ˝.
3.2 Convergence of the R-operation
We turn to the problem of extending the graph weight uε0rΓs P D1pΩ|V pΓq|z˝q. The
idea of Bogoliubov and Parasiuk was to introduce an R-operation, i.e. one replaces the
distribution uε0rγs with γ Ď Γ by its Taylor remainder in order to meet the requirement on
the UV-scaling degree from Theorem 2.14. In the following, we call a graph γ divergent
or renormalization part if its weight does not fulfill the necessary constraint on the
UV-scaling degree. Defining this R-operation recursively throughout the full graph Γ
by assigning a subtraction degree to each subgraph determining the order of Taylor
subtraction, one ends up with a distribution extended to the whole space in the ideal
case, i.e. in the case of non-overlapping divergent graphs.
Definition 3.6. Two graphs γ and γ1 are overlapping, denoted by γ l γ1, if none of the
following conditions
V pγq Ď V pγ1q, V pγq Ě V pγ1q, V pγq X V pγ1q “ H (3.24)
hold. Otherwise they are non-overlapping, denoted by γ m γ1.
We note that Zimmermann [Zim69] defines overlap with respect to the edge set E. This
mismatch to our definition results from the change of relevant variables when transferring
from momentum space to configuration space. In the momentum space treatment, one
associates the momenta to flows through lines rather than to vertices, which account
only for momentum conservation. Instead, the relative position of vertices adjacent to
the same edge determines their correlation in configuration space. Therefore it is sufficient
to restrict the set of renormalization parts to full vertex parts, i.e. graphs γ with V pγq
and all edges connecting these vertices. The problem of such overlapping graphs may
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be resolved by collecting all divergent parts in a family of partially ordered sets. For
our purpose, those are sets of subgraphs γ Ď Γ together with the usual inclusion Ď.
Zimmermann introduced in [Zim69] the notion of forests, which are made up of all sets
of non-overlapping graphs γ Ď Γ.
Definition 3.7. A Γ-forest F is a partially ordered set (poset) over V pΓq.
Note that the condition on subgraphs is less restrictive than in [Zim69], hence gives
rise to possibly more divergent subgraphs. Nevertheless we proceed to follow the idea
of Zimmermann, i.e. in contrast to the initial R-operation, one does not apply the full
Taylor operation to the distribution, i.e. computing always the Taylor remainder, but
assigns to each element f P F the corresponding Taylor polynomial.
Definition 3.8. Let f P CkpΩq for Ω Ă Rn convex. For d ď k and multiindex α with
|α| ď d, the Taylor polynomial of f about a point x is given by
tdx|xfpxq .“
dÿ
|α|“0
px´ xqα
α!
f pαqpxq. (3.25)
We choose the point of subtraction to be located at the thin graph diagonal of the
renormalization part. For any graph γ Ď Γ, its thin graph diagonal depends on the con-
figuration of γ in space, i.e. on xv P Rd for v P V pγq, and by this the point of subtraction
is not a constant but variable. We set V pγq to be the vertex which is computed by
x
V pγq
.“ 1
2|Epγq|
ÿ
vPV pγq
|Epγ|vq|xv, (3.26)
where Epγ|vq denotes the set of incident edges at vertex v P V pγq contributing to γ. We
remark that Steinmann [Ste00, Section 10.3] defines the point of subtraction to be the
standard mean coordinate
x “ 1|V pγq|
ÿ
vPV pγq
xv. (3.27)
While both points of subtraction may be used for the definition of BPHZ renormalization
in configurations space, it turns out that (3.26) is necessary for the derivation of normal
products in the sense of Zimmermann. We come back to this observation in Chapter 5.
Note that for an edge weight uε0res “ Hε with e P EpΓq, the mean coordinate coincides
with the thin diagonal. Hence the Taylor operator cannot be applied directly to that
weight. More generally, consider a graph Γ such that γ Ă Γ and denote the mean coordi-
nate of γ by V pγq. We write formally uε0rΓs “ uε0rΓn γsuε0rγs, where n denotes the line
complement of γ such that the sets of arguments of both factors are not disjoint. While
uε0rγs becomes singular at V pγq, we demand uε0rΓnγs to be smooth in a neighborhood of
V pγq. Furthermore it carries all arguments connecting Γnγ to γ. Hence the application
of the Taylor operator tdpγqV pγq|V pγq to uε0rΓn γs is defined and it remains to show that this
prescription yields the desired properties as suggested by the original BPHZ scheme.
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Definition 3.9. Let Γ and γ Ă Γ be graphs with weights uε0rΓs and uε0rγs, respectively.
Then we set the action of the operator Pp‚q to be
t
dpγq
V pγq|V pγqPpγquε0rΓs “ uε0rγs tdpγqV pγq|V pγq uε0rΓn γs . (3.28)
Here, the setdifference n is meant to be computed with respect to the set of lines. In
the case of PpΓq, P maps only to the vertex weights śuε0rvs. If uε0rΓs does not contain
any vertex weights, we employ standard Hadamard regularization on test functions in
the dual space of uε0rΓs.
Remark 3.10. The operator P is not a projection operator. It reorders the distributional
kernel in such a way that the action of the Taylor operation is well-defined and thus may
be viewed as the counterpart of Zimmermann’s substitution operator Sγ . Recall that
Sγ assigned momenta in γ such that the Taylor polynomial is always computed at zero
external momenta of γ. In the same sense, Ppγq ensures that the Taylor polynomial can
be computed at the thin graph diagonal of γ.
In order to determine the necessary degree of the Taylor polynomial, we have to look at
two competing mechanisms. On the one hand there is the scaling degree, which quantifies
how fast the weight diverges near the graph diagonal. On the other hand, the scaling
can be viewed as a continuous change in the configuration, i.e. the embedding of the
graph into the spacetime. Evidently one can reach the graph diagonal by keeping one
vertex fixed and contracting edge after edge to a point. Then the continuous change in
configurations turns into integrations, since graph weights are functionals, and we end
up with the notion of the UV-degree of divergence
degpuε0rγsq .“ sdpuε0rγsq ´ dimpMqp|V pγq| ´ 1q. (3.29)
for a weight uε0rγs P D1pΩ|V pγq|z˝q. With this we collected all necessary ingredients for
the definition of the configuration space forest formula in the sense of Zimmermann.
Definition 3.11. Let ΓpV,Eq be a Feynman graph and uε0rΓs P D1pΩ|V pΓq|z˝q be the
smooth weight over Γ. The R-operation on the graph weight is given by
Ruε0rΓs .“
ÿ
FPF
ź
γPF
p´ tdpγqV pγq|V pγqPpγqlooooooomooooooon
tpγq for short
quε0rΓs, (3.30)
where F is the set of all Γ-forests, dpγq .“ tdegpuε0rγsqu and the Taylor operators are
ordered in the sense that tpγq appears left of tpγ1q if γ Ą γ1 and no order is preferred if
γ X γ1 “ H.
We remark that, due to the domain of uε0rΓs, any initial configuration of the graph Γ
is such that no contracted (sub)graphs occur, i.e. no initial configuration of the graph
is located on the large graph diagonal. After application of the R-operation, it is not
obvious that this still holds. Note that the point, about which the Taylor expansion is
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performed, is not fixed in spacetime but moves according to changes of the configuration
of the graph, thus remains variable. Hence it should always be possible to find an initial
configuration such that, after applying the R-operation, it is still in the complement of
the large diagonal. In analogy to [Low76] we refer to configurations in the complement
of the large graph diagonal after the application of the R-operation as non-exceptional
configurations.
Theorem 3.12. Let ΓpV,Eq be a Feynman graph and uε0rΓs P D1pΩ|V pΓq|z˝q be the weight
over Γ. Then Ruε0rΓs can be uniquely extended for non-exceptional configurations to
Ruε P D1pΩ|V pΓq|q and
lim
εÑ0xRu
εrΓs, fy “ xRurΓs, fy (3.31)
converges for all f P DpΩ|V pΓq|q. R-operation and naive time-ordering T define a renor-
malization scheme.
Remark 3.13. Since there are no further assumptions on the parameters in the wave op-
erator P , the construction of the Hadamard parametrix Hε holds for any mass parameter
m. Thus the result of Theorem 3.12 holds for both massive and massless scalar quantum
fields.
Since we established the relation to the Riemannian metric in Lemma 3.4, the equivalent
statement follows in the Riemannian case.
Corollary 3.14. Consider pΩ, gRq and let ΓpV,Eq be a Feynman graph and u0rΓs P
D1pΩ|V pΓq|z˝q be the smooth weight over Γ. Then Ru0rΓs can be uniquely extended to
Ru P D1pΩ|V pΓq|q.
For the proof of Theorem 3.12, we recall from Theorem 2.14 that the UV-scaling degree
sdp‚q has to be smaller than the space dimension for unique extension. Since the weights
uε0rγs are analytic in the neighborhood of any graph diagonal, the condition on the UV-
scaling degree can be equivalently rephrased in the sense that the weights can be uniquely
extended if they are locally integrable in a neighborhood of the graph diagonal. Therefore
extendability follows from local integrability in a region Ω1|V pΓq| Ă R4|V pΓq|, where Ω1 is
mapped diffeomorphically to Ω ĂM via the exponential map.
Theorem 3.15. Let KrΓs P C8pRd|V pΓq|z˝q be the weight over a simple graph Γ, which
has positive scaling degree at the large graph diagonal. Then
RKrΓs P L1locpRd|V pΓq|q (3.32)
for non-exceptional configurations.
Some remarks are in order. We notice the transition from a Feynman graph, i.e. a
multigraph, to a simple graph. Therefore we need to justify that reducing the complexity
of a graph by allowing maximally one edge to connect a given pair of vertices is still
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sufficient. This holds because we assign a positive but arbitrary scaling degree to each
edge. Hence multiples of parametrices Hε turn out to be more rigid than the assumptions
in Theorem 3.15 in fact. Further, the number of edges among two vertices is basically
transparent for the calculation of Taylor polynomials and, in account with (3.26), we
may replace the weight in the definition of the subtraction point by
x
V pγq “
1
sdpKrγsq
ÿ
vPV pγq
sdpKre|vsq
2
xv, (3.33)
where Kre|vs denotes the edge weights incident to v P V pγq. The difference between
multigraphs and simple graphs may amount to combinatorial factors, but in particular
not to a different behavior in the scaling. We pick up this transition in the discussion of
additional subtractions appearing in the momentum space approach to BPHZ renormal-
ization in Chapter 4.
For the proof of Theorem 3.15, we have to show that the degree of divergence of each
forest F is below a certain threshold in reference to a chosen integration over vertices
I Ď V pΓq. As a rough estimate, we know that the empty forest is an element in the set of
all forests F . Knowing that there exists a γ Ă Γ which has dpγq ě 0, we cannot expect
for all integrations to find better behavior than the one of the empty set. Analogously
to Zimmermann, a reordering of the forest formula is feasible, but requires a careful
treatment due to the relation between graph contractions and overlap. The proof is
performed in three steps. First, we analyze the singularity structure of the weight in
regard of integrations over some subset of vertices so that, second, we are able to reorder
the forest formula accordingly. In the third step, we show that the recursive structure of
the R-operation leads to the desired scaling of the weight at the large graph diagonal.
3.2.1 Space Decomposition
Consider the integration over a vertex v P V pΓq assigned to the variable xv P Rd, i.e. the
summation over all possible configurations of KrΓs, where all variables except xv are held
fixed. We observe that in this simple case all incident edges are contracted exactly when
xv coincides with the other vertex of the edge, respectively. Suppose that more than one
of those edges has positive degree of divergence. Then there are obviously overlapping
subgraphs and the resulting forests are allowed to contain at most one of those divergent
subgraphs. Thus there are several ways for the reordering of the forest formula that can
pick up only one of the divergences.
In order to treat all divergent contributions associated to a chosen integrated vertex
v P V pΓq, we decompose the space and perform the reordering only in a neighborhood
of the vertices in question. Therefore we define
ρ
.“ min
γĎΓ minv,wPV pγq
dpxv, xwq, (3.34)
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where dp., .q denotes some metric on Rd. Since we assumed that KrΓs P C8pRd|V pΓq|z˝q,
we obtain ρ ą 0 and define further
ρ˚ .“ ρ
2|V pΓq| . (3.35)
Note that ρ˚ is chosen such that even if all vertices were initially aligned on a ray, all
gaps would be greater than ρ˚. Next, we assign to every vertex v P V pγq a region
Bρ˚pvq .“ tx P Ω|}x´ xv}E ď ρ˚u (3.36)
clearly satisfying
Bρ˚pvq XBρ˚pwq “ H for v, w P V pΓq. (3.37)
Hence the regions Bρ˚ serve as a good candidate for separate reorderings.
In the case of more than one integrated vertex, the space of configurations associated
to graph contractions can become large and complex. Nevertheless, the contraction
always involves exactly one non-integrated vertex so that, contracting subgraph after
subgraph subsequently, the graph shrinks into a region Bρ˚ around it. This process
can be anticipated by establishing a hierarchy of graph contractions or edge lengths,
respectively.
We start by choosing a to-be-contracted graph γ Ď Γ and a sequence of integrations
H Ă I1 Ă I2 Ă ... Ă Im Ă V pγq, (3.38)
where |Im| “ |V pγq|´1. As in the beginning of this section, we assign a to-be-contracted
edge e1 P Epγq to I1 and transfer to the region where dpxspe1q, xtpe1qq ă ρ˚ with B e1 “tspe1q, tpe1qu. We proceed in the same way for every IjzIj´1, i.e. assigning an edge ej P
Epγq such that ej ‰ ei for all i P Ij´1 and passing to the region with dpxspejq, xtpejqq ă ρ˚.
The hierarchy is then defined by
j´1ÿ
k“1
dpxspekq, xtpekqq ă dpxspejq, xtpejqq, (3.39)
for all Ij . With this, it is guaranteed that no other contractions are met during the
integrations and we observe that the region of thin graph diagonal of γ is again restricted
to Bρ˚pvq with v P V pγqzIm. In general, the set of possible graph contractions for any
chosen set I Ă V pΓq is not unique, but we may proceed as above by assigning an edge
e P EpΓq to each element i P I, collecting all edges in a set of full vertex part subgraphs
and restricting those to regions Bρ˚p‚q making use of the above defined hierarchy.
3.2.2 Reordering
Our strategy for reordering the forest formula is inspired by the proof of Zimmermann
in [Zim69], i.e. for any chosen integration set I, the forests are reordered such that we
meet the condition on the degree of divergence. As a first step, we characterize graphs.
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Definition 3.16. Consider a subgraph γ Ď Γ and an integration set Im Ď V pΓq with
|Im| “ m. Then γ is called variable with respect to Im if |V pγq X Im| “ |V pγq| ´ 1,
integrated with respect to Im if |V pγq X Im| “ |V pγq| and constant with respect to Im
otherwise.
Lemma 3.17. Let γ Ă Γ and γ1 Ă γ Ă γ2. Then γ1 is integrated if γ is integrated, γ2 is
constant if γ is constant and γ1 is not constant if γ is variable.
Proof. Follows directly from the Definition 3.16.
For the reordering of forests, we work directly with complete posets. Let A be a countable,
finite set, I Ď A and F be a poset over A. Further consider any f P F with maximal
subelements f1, ...fa P F , i.e. there exists no fi P F with fi Ă f such that fi Ą fj with
j P t1, ..., au and i R t1, ..., au. We set the following rules for reduction of subelements of
F . If fj is variable, we reduce fj to a constant element ac P AX fj , i.e. a non-integrated
element of A. If fj is integrated, we reduce fj to an integrated ai P A X fj . If fj is
constant, we take the set difference of fj with f itself. Without loss of generality the
elements f1, ..., fb with b ď a are either integrated or variable and the reduced elements
are given by
f˜
.“ pf{f1...fbqzfb`1...fa (3.40)
where f{g means the reduction of g Ă f to an element of AX g and fzg is the usual set
difference. Then we define the set
F˜
.“ tf˜ |f P F, f1...fa reduced, fj P F maximal wrt fu. (3.41)
Recall that F is the poset with elements f potentially fulfilling additional conditions. In
the case of the momentum space method, f was required to be one-particle-irreducible
(1PI) or proper graph, i.e. posets over the edge set EpΓq of a graph Γ are considered.
Instead, we require them to be full vertex parts, which corresponds to posets over the
vertex set V pΓq. But our construction holds for more general situations like requiring
only connectedness of the set A or even no condition at all. Without specifying it further,
let us refer to the condition in the following as C.
In order to enable us to relate various posets, we take the intersection of f˜ with the
integration set I to determine the integrated elements in f˜ .
If˜
.“ f˜ X I (3.42)
Note that If˜ does not necessarily satisfy the condition C. Nevertheless we construct
elements g˜ Ď f˜ , where g˜ is variable with respect to I, satisfies C and is maximal with
respect to C in the sense that there exists no variable g˜1 Ď f˜ satisfying C such that
g˜ Ă g˜1. This construction is not unique in general, i.e. following from the definition of
variable elements, there may exist overlapping elements. Recalling the decomposition
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from the previous section, suppose we find a configuration of non-overlapping elements
in those restricted regions so that we define
G˜F
.“ tg˜ Ă f˜ |g˜ variable wrt I ^ maximal wrt C, f P F, g˜ m g˜1 @ g˜1 P G˜u. (3.43)
From this set, we recover the full elements by “blowing up” the reduced graphs again.
GF
.“ tg Ă f |g .“ g˜ Y pfip1q...fipcgqq, g˜ P G˜F , f P F, fipjq max wrt f, fipjq X g˜ ‰ Hu
(3.44)
Furthermore we need to define two sets that will gain importance at a later stage of the
proof. We set
f “ fzf1...fa, (3.45)
and define
F 1 .“ tf P F |f is constantu (3.46)
as well as the set of variable elements which are maximal with respect to constant elements
HF
.“ tf P F |f variable ^ f maximal element of f 1 P F 1u. (3.47)
We begin reordering of the forest formula considering the union of F and GF .
Lemma 3.18. pF YGF ,Ďq is a complete poset.
Proof. Consider gf , g1f , gf 1 P GF . By definition gf “ g1f or gf X g1f “ H holds. For
f X f 1 “ H, gf X gf 1 “ H holds, and for f Ă f 1, we refer again to the definition of GF
from which gf X gf 1 “ H follows by Lemma 3.17.
Next, take f, f 1 P F and gf P GF . Then
f X f 1 “ Hñ gf X f 1 “ H, (3.48)
f Ă f 1 ñ gf Ă f, (3.49)
f Ą f 1 ñ f 1 Ă fj maximal wrt f (3.50)
ñ either f 1 X gf “ H or f 1 Ă gf . (3.51)
Since pF,Ďq is a forest, so is pF YGF ,Ďq as asserted.
Zimmermann introduced the notion of "complete" forests in his proof. This is not a suit-
able choice for our approach since all forests are complete posets by definition. Instead,
we introduce another notion, which expresses the same idea.
Definition 3.19. A complete poset F over a countable, finite set A is saturated with
respect to I if for every f P F either f X I “ H or f is not constant.
Lemma 3.20. pF YGF ,Ďq is a saturated complete poset.
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Proof. Let f P F 1. Then f X I “ H, where f is computed wrt F Y GF , since f only
has variable or constant subgraphs by construction. For f P F zF 1, f is either variable or
integrated. If g P GF , then g˜ is variable by construction and hence g is either variable
or integrated. This proves the assertion.
From now on we use the notation SIpF q .“ pF YGF q for the saturation of F with respect
to I.
Definition 3.21. Let pF,Ďq be a complete poset. The base BIpF q of F is given by the
relation
BIpF q .“ F zHFzA (3.52)
B1IpF q .“ BIpF q YA. (3.53)
From Definition 3.21 and Lemma 3.20, it is clear that we can always find base a BIpF q
and saturation SIpF q given a complete poset pF,Ďq. We want to show that BIpF q and
SIpF q are directly related.
Lemma 3.22. Let pF,Ďq be a complete poset with base BIpF q and saturation SIpF q.
Then B1IpSIpF qq “ B1IpF q and SIpB1IpF qq “ SIpF q.
Proof. By definition, we have
B1IpSIpF qq “ pF YGF qzHFYGF . (3.54)
Then B1IpSIpF qq “ B1IpF q if HFYGF “ GF YHF, since
pF YGF qzHFYGF “ pF YGF qzpGF YHFq “ F zHF “ B1IpF q. (3.55)
But the latter only holds if pF zHFq1 “ F 1, which follows from
f P HF ñ f R F 1, (3.56)
f P F zHF, f P F 1 ñ fF X I Ď fF zHF X I (3.57)
ñ f P pF zHFq1, (3.58)
f P F zHF, f R F 1 ñ fF is variable or integrated (3.59)
ñ f1, ..., fa, maximal wrt f , are not in HF (3.60)
ñ f R pF zHFq1. (3.61)
For
SIpB1IpF qq .“ pF zHFq YGF zHF , (3.62)
we obtain the assertion if GF zHF “ GF YHF, since
pF zHFq YGF zHF “ pF zHFq YGF YHF “ F YGF “ SIpF q. (3.63)
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We already know that pF zHFq1 “ F 1. Hence GF zHF “ GF YHF follows from
f
F zgFf “ fF zHFzgF zHFf (3.64)
for f P F 1 “ pF zHFq1.
Certainly,
f
F zgFf Ď fF zHFzgF zHFf (3.65)
holds. Then either there exists a maximal f0 P HF with respect to f or the opposite. In
the first case we have f0 X I “ f0, in the latter case we obtain
f
F zHF “ fF . (3.66)
In both cases it follows
pfF zHFzgF zHFf qzpfF zgFf q “ H. (3.67)
This proves the assertion.
Proposition 3.23. Let pS,Ďq be a saturated complete poset over A with base B. The
set F of complete posets pF,Ďq with saturation S is given by the condition
B Ď F Ď S. (3.68)
Proof. Let B Ď F Ď S. We know that SIpBq “ S and relate GB and GF by
f P B1 ñ f P S1 ñ f P F, (3.69)
f P B, f P F 1 ñ f P S1 ñ f P F 1 since fF Ď fB, (3.70)
f P F zB Ď GB ñ fF “ fB by definition of GF . (3.71)
With this we obtain B1 “ F 1 and GF “ GBzpF zBq. Then
SIpF q “ F YGF “ F YGBzpF zBq “ B YGB “ S. (3.72)
Since the result on equivalence classes of forest is established, we are able to perform the
reordering of the forest formula.
Lemma 3.24. Provided that the equivalence class of a given forest F over Γ is given by
B Ď F Ď S, the (truncated) weight RKrΓs over the graph Γ is given by
RKrΓs “
ÿ
SPS
ź
γPS
pχpγqPpγqqKrΓs (3.73)
with χpγq “ p1´ tpγqq for γ P HS and χpγq “ ´tpγq if γ R HS. S denotes the set of all
saturated forests.
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Proof. In a first step, we writeÿ
FPF
ź
γPF
p´tdpγqV pγq|V pγqPpγqq “
ÿ
SPS
ÿ
BĎFĎS
ź
γPF
p´tdpγqV pγq|V pγqPpγqq (3.74)
We observe that SzB “ pB YHSqzB “ HS , such that γ P F is either in HS or B. Now
if γ P HS , then there exists an F0 such that g R F0 and, likewise, if γ P B, then there
exists no F0 such that γ R F0 since B Ď F0 holds. Hence for γ P HS we may split the
sum into a set of forests containing γ and a set of forests not containing γ. Like this we
obtain the factor p1´ tpγqq. Since there exists no forest F0 that does not contain γ P B,
the only factor we obtain is ´tpγq.
For a special configuration of divergent graphs, we obtain immediately Dyson’s prescrip-
tion [Dys49b].
Corollary 3.25. If the graphs with positive degree of divergence form a totally ordered
set, the forest formula can be rewritten as
RKrΓs “
ź
γ1PF
´
1´ tdpγ1qV pγ1q|V pγ1q
¯
Ppγ1qKrΓs. (3.75)
For the argument of the Corollary 3.25, recall that the saturation of a forest SIpF q is
performed always with respect to I. One may ask whether iterations of the saturation
with respect to to different sets I are possible and, if so, whether the resulting forests
depend on the chosen order of saturations.
Definition 3.26. Let F P F be a forest. Two saturations S and S1 are called compatible
iff
SpS1pF qq “ S1pSpF qq (3.76)
for all F P F .
Lemma 3.27. Given a graph γ and the set of all forest F over γ such that there exist
no F, F 1 P F with F l F 1. Then for I 1 Ă I Ď V pγq, SI and SI 1 are compatible.
Proof. If there is no pair of forests F and F 1 with overlapping elements, then Krγs does
not have overlapping divergences. Hence for each integration set I, the choice of a set of
maximal variable subgraphs is unique for each F P F if only divergent contributions are
taken into account. Then it is sufficient to show that for λ and λ1 being maximal variable
subgraphs with respect to I and I 1, respectively, we have either λ1 Ď λ or λ X λ1 “ H.
But this follows from the maximality and I 1 Ă I, since λ1 must be variable or integrated
with respect to I by Lemma 3.17 and thus must either be maximal with respect to I or
λ1 Ă λ2, where λ2 is maximal with respect to I. Then either λ2 “ λ or λ2 X λ “ H.
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We choose a sequence
I1 Ă I2 Ă ... Ă In “ V pγq (3.77)
for a graph γ fulfilling the assumptions of the previous Lemma. Then we form the
saturation wrt I1 in order to arrive at the set of all saturated forests S1pF q wrt to I1
and iterate this procedure as SjpSj´1q until we reach Sn. Note that in this setting, Sn
consists of only one element S. Each element γ1 P S fulfills χpγ1q “ p1´ tdpγ1qV pγ1q|V pγ1qq such
that
RKrγs “
ź
γ1PS
´
1´ tdpγ1qV pγ1q|V pγ1q
¯
Ppγ1qKrγs (3.78)
which is exactly Dyson’s formula.
3.2.3 Recursion
In the following, we describe the actual recursive structure of the R-operation. Suppose
F is saturated with respect to I and χp.q is given as above. For some γ P F , the weight
Krγs after the R-operation reads
R1FKrγs “ Krγ1s...Krγas
aź
j“1
χpγjqKrΓn γ1...γa|γs, (3.79)
where we denote by R1F the restricted action of R to elements γj P F which are maximal
with respect to γ. Note that by construction, all γj are mutually disjoint. Further we
recall that we have to scale every vertex that is in I, i.e. xv ÞÑ λxv if v P I. Since we just
picked any γ, it suffices to look at Iγ from (3.42). With the help of Definition 2.15, we
are able to examine the effect of Taylor operators on the graph weights. For simplicity
we consider first sufficiently smooth functions of several real variables, i.e. a family of
functions f1, ..., fn. Then we have [LZ75b]
sd
´ nÿ
i“1
fi
¯
ď max
i
tsdpfiqu (3.80)
sd
´ nź
i“1
fi
¯
“
nÿ
i“1
sdpfiq. (3.81)
Since we want to analyze Taylor polynomials of these functions, we make use of the
following.
Lemma 3.28 (Lem. 5.1, [BF00]). For α multiindex, a smooth function f P Rnz‚ we
have
sdpxαfq ď sdpfq ´ |α|, (3.82)
sdpBα uq ď sdpfq ` |α|. (3.83)
43
Lemma 3.29. Let f : Rn ˆRm Ñ C and k-times continuously differentiable in the first
entry. Let further tdx|x be the Taylor operator and d ď k. Then
sdxptdx|x¯fpx, yqq ď sdxpfpx, yqq, (3.84)
sdx,yptdx|x¯fpx, yqq ď sdx,ypfpx, yqq, (3.85)
sdxpp1´ tdx|x¯qfpx, yqq ď sdxpf pd`1qpx, yqq ´ d´ 1, (3.86)
where sdz denotes the scaling degree where only the variable z is scaled.
Proof. Note that
sdxptdx|x¯fpx, yqq “ sdx
´ dÿ
|α|“0
px´ x¯qα
α!
f pαqpx¯, yq
¯
(3.87)
“ max
α
sdx
ˆpx´ x¯qα
α!
f pαqpx¯, yq
˙
(3.88)
and hence we may fix any α and apply Lemma 3.28. First we recall that f P CkpRnq
and hence is smooth in the scaling limit sdx so that
sdxpf pαqpx¯, yqq ď 0
(3.82)ñ sdx
´
px´ x¯qαf pαqpx¯, yq
¯
ď ´|α|. (3.89)
Then we take the maximum over α and the first assertion follows. Further we observe
that f pαqpx¯, yq is not a smooth function in the scaling limit with respect to x and y.
Hence we use
sdx,ypf pαqpx¯, yqq
(3.83)ď sdx,ypfpx¯, yqq ` |α| (3.90)
and we obtain
sdx,y
´
px´ x¯qαf pαqpx¯, yq
¯
“ sdx,ypfpx¯, yqq ` |α| ´ |α| “ sdx,ypfpx¯, yqq, (3.91)
which is independent of α, so that the second assertion follows. In case of the third
assertion, we write
p1´ tdx|x¯qfpx, yq “
ÿ
|α|“d`1
pd` 1qpx´ x¯qα
α!
ż
p1´ θqd`1f pαqpx¯` θpx´ x¯q, yqdθ, (3.92)
where f pαqpx¯ ` θpx ´ x¯q, yq is again a smooth function in the scaling limit with respect
to x and px´ x¯q Ñ 0 such that such that the moment and the integral can be evaluated
independently. Thus we apply Lemma 3.28 for moments and find
sdxpp1´ tdx|x¯qfpx, yqq ď sdxpf pd`1qpx¯, yqq ´ |α| “ sdxpf pd`1qpx¯, yqq ´ d´ 1 (3.93)
This concludes the proof of the lemma.
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With this, we compute the scaling behavior of a graph weight modified by a single Taylor
operator.
Lemma 3.30. Let Γ be a Feynman graph with vertex set V and edge set E and KrΓs be
the weight over Γ. Then we have
sdV pλq
´
´tdpγqV pγq|V pγqPpγqKrΓs
¯
ď sdV pλq pKrλsq (3.94)
sdV pγq
´´
1´ tdpγqV pγq|V pγqPpγq
¯
KrΓs
¯
ď sdV pγq pKrΓsq ´ dpγq ´ 1 (3.95)
for λ, γ Ď Γ, γ m λ.
Proof. We want to apply Lemma 3.29 and therefore have to analyze the decomposition
of KrΓs. Applying the ordering operator P, we have
´tdpγqV pγq|V pγqPpγqKrΓs “ Krγs
´
´tdpγqV pγq|V pγqKrΓn γs
¯
(3.96)
and may focus on the second factor. We have to distinguish various cases according to
the relation of the set of the Taylor polynomial V pγq and the set of the scaling V pλq.
V pλq Ď V pgq. There is nothing to modify and we write
sdV pλq
´
Krγs
´
´tdpγqV pγq|V pγqKrΓn γs
¯¯
“ sdV pλq pKrγsq ` sdV pλq
´
´tdpγqV pγq|V pγqKrΓn γs
¯
(3.97)
ď sdV pλq pKrγsq ` sdV pλq pKrΓn γsq (3.98)
ď sdV pλq pKrλsq . (3.99)
V pλqXV pγq “ H. By construction, the point V pγq has to be disjoint for the coincidence
point V pλq. Hence the edges that can be involved in both the Taylor operation
on vertices in V pγq and the scaling on vertices in V pλq are smooth at the point of
coincidence by assumption.
V pλq Ą V pγq. We can reduce the action of the Taylor operator to the part of u that
depends only on V pλq, i.e.
KrΓn γs “ Krλn γsKrΓn λs. (3.100)
and in scaling
sdV pλq
´
Krγs
´
´tdpγqV pγq|V pγqKrΓn γs
¯¯
“ sdV pλq pKrγsq ` sdV pλq
´
´tdpγqV pγq|V pγqKrλn γs
¯
` sdV pλq pKrΓn λsq (3.101)
ď sdV pλq pKrγsq ` sdV pλq pKrλn γsq ` sdV pλq pKrΓn λsq (3.102)
ď sdV pλq pKrλsq . (3.103)
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We turn to the second assertion. Since KrΓs “ KrγsKrΓn γs, we have
sdV pγq
´´
1´ tdpγqV pγq|V pγqPpγq
¯
KrΓs
¯
“ sdV pγq
´
Krγs
´
1´ tdpγqV pγq|V pγq
¯
KrΓn γs
¯
(3.104)
ď sdV pγq pKrγsq ` sdV pγq pKrΓn γsq ´ dpγq ´ 1 (3.105)
ď sdV pγq pKrγsq ´ dpγq ´ 1. (3.106)
This concludes the proof.
Note that we excluded the case of overlapping graphs λ for the scaling and γ for the
Taylor operation. The argument for this is given in the following. Let γ, λ Ă Γ and
γ l λ while maintaining that γ and λ are full vertex parts. Further consider γ P F and
the scaling of λ. Then Ppγq sorts out the line complement, so that we take V pΓ n γq
which certainly has non-vanishing intersection with V pγq. From this we single out the
set E1pΓ n γq, which is entirely in λ and for each e P E1pΓ n γq there exists a v P V pγq
such that v P B e.
In the contraction of λ to a point, edges of E1pΓn γq are not collapsing to a point. The
argument for this starts from the observation that the Taylor operator maps
xv ÞÑ x (3.107)
for v P V pγq. Since V pγq l V pλq there exist v P V pγq X V pλq. Without loss of generality
we contract λ to the origin and set for each w P V pλq
xw ÞÑ ρxw (3.108)
with ρ ą 0. Then, in the contraction, we decompose x accordingly
x
.“ 1
2|Epγq|
ÿ
vPV pγq
|Epγ|vq|xv (3.109)
“ 1
2|Epγq|
´ ÿ
vPV pγqzV pλq
|Epγ|vq|xv `
ÿ
wPV pγqXV pλq
|Epγ|wq|xw
¯
(3.110)
such that the scaled quantity is given by
xρ “ 1
2|Epγq|
´ ÿ
vPV pγqzV pλq
|Epγ|vq|xv ` ρ
ÿ
wPV pγqXV pλq
|Epγ|wq|xw
¯
(3.111)
and we obtain in the limit
lim
ρÑ0xρ “
1
2|Epγq|
´ ÿ
vPV pγqzV pλq
|Epγ|vq|xv
¯
. (3.112)
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Hence for each e P E1pΓn γq, we have
Krespxv, xwq ÞÑ Krespx, xwq Ñ Krespxρ“0, 0q. (3.113)
Therefore, as long as the sum of vertices v P V pγqzV pλq does not vanish, which does not
happen for non-exceptional configurations, the elements of E1pΓn γq do not collapse in
the contraction and thus improve the scaling since we assumed positive scaling degree of
every edge in Γ.
In the next step, we prove that RKrΓs has the right scaling for any chosen I.
Lemma 3.31. Let F be a saturated forest and γ P F . Then
sdIγ pR1FKrγsq ă d|Iγ | for constant γ
sdIγ pR1FKrγsq ď degγpKrγsq ` d|Iγ | for integrated or variable γ
(3.114)
provided that the same relations hold for any maximal element in F with respect to γ.
Proof. Let γ P F be constant. Then γ has only variable or constant maximal subgraphs,
where the variable subgraphs are in HF. Hence we rewrite accordingly
R1FKrγs “ Krγ1s...Krγas
aź
j“1
χpγjqKrΓn γ1...γa|γs (3.115)
“ Krγ1s...Krγas
bź
i“1
p1´ tdpγiqV pγiq|V pγiqqˆ
ˆ
aź
j“b`1
p´tdpγjqV pγjq|V pγjqqKrΓn γ1...γa|γs. (3.116)
Note that KrΓ n γ1...γa|γs contains only constant vertices except for those belonging
to maximal subgraphs, which are set to the same point in the Taylor operation for each
subgraph, respectively. Then the scaling does not affect KrΓnγ1...γa|γs since all maximal
subgraphs are mutually disjoint and contain at least one constant vertex. Then we obtain
only moments px´ xqα for γ1...γa in the scaling of Iγ . We compute
sdIγ
`
R1FKrγs
˘
(3.117)
“ sdIγ pKrγ1s...Krγas
bź
i“1
p1´ tdpγiqV pγiq|V pγiqqˆ
ˆ
aź
j“b`1
p´tdpγjqV pγjq|V pγjqqKrΓn γ1...γa|γsq (3.118)
(3.81)“
aÿ
k“1
sdIγk
pKrγksq ` sdIγ p
bź
i“1
p1´ tdpγiqV pγiq|V pγiqqˆ
ˆ
aź
j“b`1
p´tdpγjqV pγjq|V pγjqqKrΓn γ1...γa|γsqq (3.119)
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applying Lemma 3.30 and restricting to resulting moments
ď
aÿ
k“1
sdIγk
pKrγksq ` sdIγ
´ bź
i“1
ÿ
|αi|“dpγiq`1
px´ xqαi |γiˆ
ˆ
aź
j“b`1
dpγjqÿ
|βj |“0
´px´ xqβj |γj
¯
(3.120)
splitting the first sum
“
bÿ
i“1
sdIγi
´ ÿ
|αi|“dpγiq`1
px´ xqαi |γiKrγis
¯
`
`
aÿ
j“b`1
sdIγj
´ dpγjqÿ
|βj |“0
´px´ xqβj |γjKrγjs
¯
(3.121)
using Lemma 3.28 for the first term and Lemma 3.29 for the second term
ď
bÿ
i“1
sdIγi
pKrγisq ´ dpγiq ´ 1`
aÿ
j“b`1
sdIγj
pKrγjsq (3.122)
applying the definition of UV-degree of divergence
“
bÿ
i“1
d|Iγi | ` degγipKrγisq ´ dpγiq ´ 1loooooooooooooomoooooooooooooon
ă0
`
aÿ
j“b`1
sdIγj
pKrγjsqloooooomoooooon
ăd|Iγj | by hypothesis
(3.123)
ă
bÿ
i“1
d|Iγi | `
aÿ
j“b`1
d|Iγj | “
aÿ
i“1
d|Iγi | “ d|Iγ | (3.124)
Next let γ P F be variable or integrated. Then there occur only variable or integrated
maximal subgraphs by definition, but none of those are in HF. We write
R1FKrγs “ Krγ1s...Krγas
aź
j“1
χpγjqKrΓn γ1...γa|γs (3.125)
“ Krγ1s...Krγas
aź
j“1
p´tdpγjqV pγjq|V pγjqqKrΓn γ1...γa|γs. (3.126)
Here, KrΓnγ1...γa|γs carries integrated vertices and is involved in the scaling procedure.
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Therefore we keep the factor explicit in our computation. We find
sdIγ
`
R1FKrγs
˘ “sdIγ´Krγ1s...Krγas aź
j“1
p´tdpγjqV pγjq|V pγjqqKrΓn γ1...γa|γs
¯
(3.127)
(3.81)“
aÿ
i“1
sdIγi
pKrγisq`
` sdIγ
´ aź
j“1
dpγjqÿ
|αj |“0
px´ xqαj |γj
α!
D
αj
V pγjq|V pγjqKrΓn γ1...γa|γs
¯
(3.128)
(3.80)ď
aÿ
i“1
sdIγi
pKrγisq`
` max
α1...αa
!
sdIγ
´ aź
j“1
px´ xqαj |γjDαjV pγjq|V pγjqKrΓn γ1...γa|γs
¯)
(3.129)
applying Lemma 3.30
ď
aÿ
i“1
sdIγi
pKrγisq ` sdIγ pKrΓn γ1...γa|γsq (3.130)
“sdIγ pKrγsq “ degγpKrγsq ` d|Iγ | (3.131)
This finishes the proof.
In the last step of the proof of Theorem 3.15, we have to show that the construction of the
recursion converges. Recall that it is sufficient to show that the degree of divergence for
each summand of the forest formula (3.30) is negative, after the reordering via saturation
and for any integration set I. Due to the recursive structure of our approach, we have
sdIpR1SKrΓsq
#
ă d|I| for Γ R S
ď deg
Γ
pKrΓsq ` d|I| for Γ P S (3.132)
where R1S refers to the R-operation with contributions coming from Γ excluded. For
Γ P S, Γ P HS and thus χpΓq “ p1 ´ tpΓqqPpΓq. Therefore we apply Lemma 3.30 and
obtain
sdIpRKrΓsq ă d|I|. (3.133)
This finishes the proof of Theorem 3.15.
3.3 Recovering Time-Ordered Products
We are in the situation of having negative degree of divergence near any thin graph
diagonal. The extension to the whole space then amounts to applying Theorem 2.14
iteratively.
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Lemma 3.32. The R-modified weight Ruε0rΓs P D1pΩ|V pΓq|z˝q can be uniquely extended
to RuεrΓs P D1pΩ|V pγq|q.
Proof. We know from Theorem 3.15 that
sdIpRuε0rΓ|γsq “ sdIγ pRuε0rΓ|γsq ă dimpMq|Iγ |. (3.134)
Thus near each thin graph diagonal, Theorem 2.14 is applicable. Choose any v1 P V pΓq
and determine the maximal variable subgraphs τ1i. The corresponding Ruε0rΓ|τ1is is
defined up to the thin diagonal of τ1i, but has a unique extension due to (3.134) and
Theorem 2.14. Assume that all maximal variable subgraphs for tv1, ..., vNu .“ IN Ă V pΓq
are uniquely extended. Then determine all maximal variable subgraphs τN`1,i with
respect to IN`1, where IN`1 Ă V pΓq and IN`1zIN “ tvN`1u. Note that τN`1,i is
independent of the sequence I1 Ă ... Ă IN , i.e. they are the same for any permutation
tvpip1q, ..., vpipNqu. Hence τN`1,i are defined up to the thin diagonal and we apply (3.134)
and Theorem 2.14 again. Iterating until Imax Ă V pΓq with Imax “ |V pΓq| ´ 1 proves the
assertion.
The last step to show convergence of the configuration space BPHZ method is the removal
of the ε-regularization of the Hadamard parametrix Hε or equally the ε-dependence of
the metric gε.
Lemma 3.33. Let RuεrΓs P D1pΩ|V pΓq|q be the weight over a graph Γ. Then
lim
εÑ0Ru
εrΓs “ RurΓs P D1pΩ|V pΓq|q. (3.135)
Proof. For the proof of this Lemma, we want to use Theorem 3.1.15 [Hör90], which
states that, in the limit of vanishing ε-regularization, RuεrΓs converges to a distribution
in D1pΩq (including the extension to the whole space) provided we can bound RuεrΓs by
some inverse monomial of the imaginary part of its arguments, where the imaginary part
has to be an element of an open convex cone. In a geodesically convex Ω Ă M , we can
express HF in its local form and findź
pi,jq;iăj
H
aij
ε pxi, xjq »
ź
pi,jq;iăj
ˆ
Uεpxi, xjq
σεpxi, xjq
˙aij
` logarithmic corrections of lower order.
(3.136)
We observe that
ř
pi,jq;iăj aij “ |EpΓq| so that, for our purpose, it is convenient to work
without loss of generality with one edge of multiplicity |EpΓq|, i.e.
uε0rΓs » Ψεpx, yqpσεpx, yqq|EpΓq| ` log. corr. , (3.137)
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where x, y P pΩz˝q and Ψ is smooth. In the next step, we include the derivatives coming
from the R-operation. Neglecting the moments of the Taylor polynomials, we get
RuεrΓs »
ÿ
FPF
ˆ
Ψεpx, yq
pσεpx, yqq|EpΓq|
˙přγPF dpγqq ` log. corr. (3.138)
Denoting the maximum of derivatives by
dmax
.“ max
FPF
ÿ
γPF
dpγq (3.139)
and taking only those derivatives into account, which act on the denominator, the leading
order is proportional to
pσεpx, yqq´p|EpΓq|`dmaxq. (3.140)
We observe that, due to our choice of analytic continuation, we have
=pσεpx, yqq “ ´εpT pxq ´ T pyqq2, (3.141)
where T p‚q is the time function (2.9) in pM, gεq. For the application of Theorem 3.1.15
[Hör90], we have to consider arguments of each edge e P EpΓq, which we subsume in one
vector Σ P C|EpΓq|, where we informally write
Σ “
´
<pσε,e1q ` i=pσε,e1q, ...,<pσε,e|EpΓq|q ` i=pσε,e|EpΓq|q
¯T
. (3.142)
such that
|=pΣq| “ ε
d ÿ
ePEpΓq
p∆T peqq4, (3.143)
where ∆T peq denote the difference of the global times at the vertices of edge e. Further
we find that =pgεxpξ, ξqq P V ´, which is an open convex cone. Thus we conclude by
|RuεrΓs| » |Ψε ¨ pσ´p|EpΓq|`dmaxqε q| ` lower order terms (3.144)
À pCˆpεqσRq´p|EpΓq|`dmaxq (3.145)
À
˜
1
ε
`
c
1` 1
ε2
¸p|EpΓq|`dmaxq
(3.146)
À ε´p|EpΓq|`dmaxq (3.147)
À |=pΣq|´p|EpΓq|`dmaxq. (3.148)
Note that for the case of Σ “ 0, we obtain RuεrΓs “ RurΓs. Hence we are able to apply
Theorem 3.1.15 [Hör90] and find that RuεrΓs converges in D1pΩq in the limit of vanishing
ε.
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As a last step, we have to identify the ambiguities. Consider any renormalization part
γ Ď Γ. In the neighborhood of any graph diagonal, we may decompose the forest formula
after saturation into contributions of forests with overlap and forests enforcing the Taylor
remainder
RΓu
ε
0rΓs “
´ ÿ
FolPFol
ź
γ1PFol
p´tpγ1qqlooooooooooomooooooooooon
.“Xol
`
ÿ
FnonPFnon
ź
γPFnon
p´tpγqqlooooooooooooomooooooooooooon
.“Xnon
¯
uε0rΓs. (3.149)
We know that Xoluε0rΓs is smooth at γ and thus focus on Xnonuε0rΓs. We compute
Xnonu
ε
0rΓs “
ÿ
F γPFγ
ź
σPF γ
p´tpσqqp1´ tpγqq
ÿ
F γPFγ
ź
σ1PF γ
p´tpσ1qquε0rΓs (3.150)
“
ÿ
F γPFγ
ź
σPF γ
p´tpσqqp1´ tpγqquε0rΓn γsRγ1uε0rγs (3.151)
»
ÿ
|α|“dpγq`1
1
α!
RΓ{γpDαγ uε0rΓ{γsqpx´ xγqαRγ1uε0rγs, (3.152)
where the sum over all forests containing γ can be split into all γ-subforest F γ , with σ1 Ă γ
for σ1 P F γ , and all γ-superforests F γ , with σ Ą γ or σX γ “ H for σ P F γ . We observe
that uε0rγs can be changed by terms which are supported only in xγ and scale maximally
with order dpγq. It is well-known [Hör90, Chapter 2] that the only distributions supported
in a point are Dirac-δ-distributions and derivatives thereof. Therefore uε0rγs is determined
only up to the addition of
uε0rγs .“
dpγqÿ
|α|“0
cαpxγqDαδxγ , (3.153)
where the coefficient function cαpxγq is fixed after employing suitable normalization con-
ditions. Recall from Theorem 2.17 that those ambiguities may additionally relate our
construction to another renormalization scheme. For this purpose, we introduce the
W -projection from Epstein-Glaser renormalization [EG73, BF00], which utilizes usual
Hadamard regularization in the sense that, including the dual pairing, we write
xuε0rΓs,Wfy, (3.154)
where f P DpΩ|V pΓq|q. It is important to note that the new test functions w get introduced
in the definition of the Taylor operator, i.e.
Wf
.“ p1´ trwspγqqfpxq .“ fpxq ´
dpγqÿ
|β|“0
wβD
βfpxγq (3.155)
for a single renormalization part γ. We remark that the Epstein-Glaser method may be
employed in the treatment in Feynman graphs, but is usually formulated more generally,
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and observe the similarity in the type of subtractions, which is not surprising regarding
the discussion about the R-operation in the Introduction. Consequently, we compare
xp1´ tpγqquε0rΓs ` uε0rΓ{γsuε0rγsq, fy (3.156)
to
xuε0rΓs,Wfy (3.157)
and compute
xp1´ tpγqquε0rΓs, fy “ xp1´ tpγqquε0rΓs,Wf ` trwspγqfy (3.158)
“ xuε0rΓs,Wfyloooooomoooooon
EG
´xtpγquε0rΓs,Wfylooooooooomooooooooon
EG finite
`
` xp1´ tpγqquε0rΓs, trwspγqfyloooooooooooooooomoooooooooooooooon
BPHZ finite
. (3.159)
Hence our method can be transfered into the Epstein-Glaser method if we renormalize the
ambiguities so that they equal the second and third term in (3.159), where the former
is finite using the Epstein-Glaser prescription and the latter is finite using our BPHZ
prescription. Spelling out each term, i.e.
xuε0rΓ{γsuε0rγs, fy “
C
uε0rΓ{γs
dpγqÿ
|α|“0
cαpxγqDαδxγ , f
G
, (3.160)
xtpγquε0rΓs,Wfy “
C
dpγqÿ
|β1|“0
px´ xγqβ1
β1!
Dβ1
V γ
uε0rΓ{γsuε0rγs,Wf
G
, (3.161)
xp1´ tpγqquε0rΓs, trwspγqfy “
C
p1´ tpγqquε0rΓs,
dpγqÿ
|β2|“0
wβ2D
β2fγ
G
, (3.162)
we obtain
xuε0rΓs,Wfy “ xp1´ tpγqquε0rΓs ` uε0rΓ{γsuε0rγsq, fy (3.163)
setting@
uε0rΓ{γscαpxγqDαδxγ , f
D “
“
Bpx´ xγqα
α!
Dα
V γ
uε0rΓ{γsuε0rγs,Wf
F
´ xp1´ tpγqquε0rΓs, wαDαfγy . (3.164)
We note that (3.163) may be viewed as an intermediate step of the relation given in
Theorem 2.17, which concludes Theorem 3.12 if we can sum over all contributing graphs.
Due to the chosen regularization by the R-operation, we are able to derive a condition on
uε0rγs. Recall that Γ{γ is the reduced graph in which γ is contracted to a vertex V . Let
53
us denote by E V and DV the set of elementary field operators and the set of covariant
derivatives, respectively, which are assigned to external lines of γ and to the vertex set
V pγq, thus incident lines of V after the contraction of γ. With this, we obtain
uε0rγs “
dpγqÿ
|α|“0
cαpxγqDα
ź
kPE
∇pkqφpxγq. (3.165)
We remark that those counterterms uε0rγs, which we may associate to each renormal-
ization part in Γ, inherit all locally covariant terms which remain from the the initially
considered monomials in the time-ordered product, i.e. all vertex weights of γ. Recall
that those terms are important for the engineering dimension but not for the UV-scaling
degree. Furthermore, uε0rγs scales almost homogeneously, since it is an insertion with
dimension dpγq “ |E V | ` |DV | ` |α| into another time-ordered product restricted to the
graph Γ{γ.
Next we sum over all graphs Γ analogously to [CL76]. For this purpose, consider the sets
of maximal non-overlapping renormalization parts over Γ in F . For each set tγ1, ..., γcu,
the forests can be subsumed to γj-forests. To each γj , we can assign a vertex set Vj and a
set Ej associated to elementary fields φ constructing the edges of γj . Obviously, pVj ,Ejq
does not determine γj uniquely. Note that the complement E j is uniquely defined for
each pair pVj ,Ejq and the number of elementary fields in each counterterm gets fixed.
For some Γ, Γ{γ1...γc is the reduced graph with c new vertices. We decompose
V pΓq “
cď
j“1
Vj Y V . (3.166)
Including the ambiguities informally on the level of graphs, we obtain
Γ ÞÑ Γ`
ÿ
cě1
ÿ
tγjuc
Γ{γ1...γc, (3.167)
where each Γ{γ1...γc has V 1, ..., V c new vertices. The dimension of each new vertex V j
is given by
dpV jq .“ |E j | ` |Dj | ` |αj |. (3.168)
Note that the counterterm graphs are recursively related to each other, i.e. by the dimen-
sion constraint and the structure of the R-operation, all reduced graphs may be further
reduced in subsequent applications of the R-operation and result in new ambiguities.
But those only exist for supergraphs which are already renormalization parts. Hence the
ambiguities are defined recursively in accordance to the definition of the R-operation.
Denoting by tDuc the derivatives stemming from Taylor operators, we computeÿ
Γ
Ruε0rΓs ÞÑ
ÿ
Γ
Ruε0rΓs `
ÿ
Γ
ÿ
cě1
ÿ
tγuc
ÿ
tDuc
Ruε0rpΓ{γ1...γcq Y γ1...γcs (3.169)
“
ÿ
Γ
Ruε0rΓs `
ÿ
cě1
ÿ
tV uc
ÿ
tE uc
ÿ
tγuc
ÿ
tDuc
ÿ
Γc
Ruε0rpΓ{tγucq Y tγucs. (3.170)
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Going the inverse direction in Wick’s theorem, we have
ÿ
Γ
Ruε0rΓs “ TR,ε
#
nź
j“1
Φnpfnq
+
. (3.171)
For the second term in (3.170), we observe that the sum over all sets tγuc was required
to determine the subtraction degree dpγjq of each γj via the UV-degree of divergence. In
fact, we find
dpγjq “ 2|Epγjq| ´ 4p|V pγjq| ´ 1q ` |∇| (3.172)
for scalar fields with dimension one in four spacetime dimensions with |∇| denoting the
number of covariant derivatives acting on edges in γ and neglecting possible improvements
of the degree due to vertex weights. But, by definition,
|Ej | “ 2|Epγjq|, |Vj | “ |V pγjq| and |Dj | “ |∇| (3.173)
holds for any γj so that
dpγjq “ 4` |Ej | ´ 4|Vj | ` |Dj | (3.174)
and the sum over all sets tγuc can be performed independently of the sets tDuc. We may
absorb the result in the coefficients cαj pxVj q such that we obtainÿ
cě1
ÿ
tV uc
ÿ
tE uc
ÿ
tγuc
ÿ
tDuc
ÿ
Γc
Ruε0rpΓ{tγucq Y tγucs “
“
ÿ
cě1
ÿ
tV uc
ÿ
tE uc
TR,ε
#ź
vPV
Φvpfvq
cź
j“1
djÿ
|αj |“0
cαj pxV j qD
αj
V j
E jpfV j q
+
(3.175)
with dj given by (3.174) and E j understood, in the sense of (3.165), as monomial in
φ and its covariant derivatives ∇. We notice that we arrive at the desired relation of
Theorem 2.17, i.e. the ambiguities can be expressed by locally covariant field monomials
inserted into time-ordered products. Hence they are supported on the diagonal and fulfill
the scaling constraint. By the definition of the subtraction point xV j , the counterterms
are symmetric in their arguments, counting every elementary field operator φ, and, by
construction of φ P A pM, gq, they are real. In particular, (3.175) converges to a well-
defined distribution in the limit εÑ 0. This concludes the proof of Theorem 3.12.
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Chapter 4
Relation to the Momentum Space
Method
In this part, we want to establish a relation of our results from Chapter 3 to the mo-
mentum space method [Zim68,Zim69]. For this purpose, we restrict our considerations
to Minkowski space pR4, ηq, where, without analyzing the problem in momentum space
in great detail, we are confronted with some issues regarding the Fourier transformation
of the forest formula. While the naive computation is carried out in the Appendix, it
turns out that we have to show that our result holds in the limit for constant coupling.
After giving a sufficient condition on the existence, we discuss additional subtractions
stemming from the definition of renormalization parts in both configuration space and
momentum space approach. We find that the Fourier transform of Ruε0rΓs with posi-
tive mass parameter m ą 0 indeed coincides with the result in [Zim69]. However, for
vanishing mass parameter m “ 0 no relation can be established.
4.1 Infrared Scaling
In Chapter 3, we constructed a renormalization scheme for weighted Feynman graphs
u0rΓs on analytic spacetimes pM, gq, where the edge weights u0res, e P EpΓq, were only
specified by their UV-scaling degree. For the results of this part, we would like to
further specify them with respect to their long-range behavior. Recall that for a general
distribution u P D1pRnq its scaling was defined in the weak sense
puλ, fq “ pu, fλq, (4.1)
i.e. via the scaling of a testfunction f P DpRnq. For long ranges, we turn to the ”inverse“
case and consider again the scaling uΛ of a distribution u P D1pRnq. At large values of
Λ, it is not reasonable to work in the weak sense due to the compact support of the test
functions. Hence we require additionally that u is a regular distribution, i.e. u “ Tf with
f P L1loc. This admits the following defintion.
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Definition 4.1. Let u P D1pRnq be a regular distribution. Then the large argument
scaling of u is defined by
sdpuq .“ sup
"
α P R| lim
ΛÑ8Λ
αuΛ “ 0
*
(4.2)
with uΛ “ upΛxq. The IR-degree of divergence is given by
degpuq .“ sdpuq ´ n. (4.3)
Denoted in this way, UV- and IR-degree of divergence are notationally inverse to the
definition of Lowenstein and Zimmermann [LZ75b], but, of course, do not change the
notion. In fact, the change of notation is very natural, considering that large frequencies
correspond to small wavelengths after Fourier transformation so that the underline in deg
and the overline in deg are associated to small and large values, respectively, regardless
of configuration or momentum space.
Example 4.2. Consider some regular distribution Tf P D1pRnq, where f has degree of
homogeneity a P R, i.e.
fpλxq “ λafpxq. (4.4)
By definition, it follows that both scaling degrees are equal.
sdpfq “ ´a and sdpfq “ ´a (4.5)
Since Tf is a regular distribution, f P L1locpRnq and thus degpfq ă 0, i.e. the degree of
homogeneity a has to be less than the dimension n of the vector space. But with this,
we obtain degpfq ă 0 and hence f R L1pRnq.
We learn from the example that absolute integrability follows from negative UV-degree
of divergence and positive IR-degree of divergence .
Lemma 4.3. Let f P CpRnz0q. Then f P L1pRnq if degpfq ă 0 and degpfq ą 0.
Proof. We may decompose the integral in three sets Brp0q, BRp0qzBrp0q and RnzBRp0q
with 0 ă r ă R such that by assumption |f | ď C1|x|´n` for |x| ă r and |f | ď C2|x|´n´
for |x| ą R with  ą 0. Then we computeż
Rn
|f |dµ “
ż
Brp0q
|f |dµ`
ż
BRp0qzBrp0q
|f |dµ`
ż
RnzBRp0q
|f |dµ (4.6)
ď C1
ż
Brp0q
|x|´n`dµ
loooooooomoooooooon
ă8
`
ż
BRp0qzBrp0q
|f |dµ
loooooooomoooooooon
ăinfty
`C2
ż
RnzBRp0q
|x|´n´dµ
loooooooooomoooooooooon
ă8
(4.7)
ă 8. (4.8)
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Remark 4.4. The contrary is not true in general. Consider a sequence of functions
ϕj P DpRnq with j P N, whose support is located in mutually disjoint spherical shells
in the following way. For each j P N let supppϕjq Ă Bj` 1
2j
p0qzBjp0q. Let further
supx |ϕjpxq| .“ CΩ´1n , where Ωn is the solid angle in n dimensions and C ą 0. Then
the series
ř
j ϕj is absolutely integrable but does not have positive infrared degree of
divergence.ż
Rn
ˇˇˇÿ
j
ϕjpxq
ˇˇˇ
dx ď
ÿ
j
ż
Rn
|ϕj |dx ď
ÿ
j
C
ż 8
0
χrj,j` 1
2j
sprqdr “ C
ÿ
j
1
2j
“ C (4.9)
Despite having homogeneous distributions, we may achieve both conditions for our dis-
tribution kernel u0rΓs due to the different scaling of the edges in Γ with regard to long
and short ranges of some integration set I Ď V pΓq. For short ranges, the external lines
of the considered subgraph are smooth at the point of coincidence and only internal lines
determine the local integrability of the weight. Instead, for large arguments, the external
lines contribute with their decay behavior. Therefore we consider the edges of the full
vertex parts in the UV and all incident edges of the involved vertex set in the IR. In
order to distinguish both notions, a graph involving all incident edges of a given vertex
set V pγq is denoted by 9γ. However, this is implicit for the IR-scaling degree so that we
still write sdpurγsq.
Analogously to the UV-case, we first examine the influence of moments and derivatives
on the IR-scaling degree.
Lemma 4.5. Let α be a multiindex and f P C8pRnz‚q. Then
sdxpxαfq ě sdxpfq ´ |α| (4.10)
sdxpBα fq ě sdxpfq ` |α|. (4.11)
Proof. We compute
sdx
´
xα Bβ u
¯
“ sup
κPR
t lim
ΛÑ8Λ
κxαΛ BβΛ uΛu (4.12)
“ sup
κPR
t lim
ΛÑ8Λ
κ`|α|´|β|xα Bβ uΛu (4.13)
ě sup
κPR
t lim
ΛÑ8Λ
κxα Bβ uΛu ´ |α| ` |β| (4.14)
“ sdxpuq ´ |α| ` |β|. (4.15)
For |β| “ 0 we obtain the first assertion and for |α| “ 0 the second.
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Additionally, we have [LZ75b]
sd
˜ÿ
j
fj
¸
ě min
j
sd pfjq (4.16)
sd
˜ź
j
fj
¸
“
ÿ
j
sd pfjq . (4.17)
4.2 Limit of Constant Coupling
In the conventional approach to quantum field theories [IZ80], one usually defines the
interaction with respect to a coupling constant. Up to this stage, we considered all
monomials (associated to vertices in a graph) as algebra-valued distributions, thus any
“coupling” was represented by a compactly supported smooth function. In order to be
able to relate our result from Theorem 3.12 to the results of Zimmermann [Zim68,Zim69],
we have to let testfunctions for internal vertices of a connected graph approach a constant,
i.e. we are concerned with the question whether
lim
gjÑconst.
T connR,ε
#
mź
i“1
Φlini pfiq
nź
j“1
Φnlinj pgjq
+
(4.18)
exists, where the Φlini are only linear in the field φ and the Φ
nlin
j are strictly nonlinear
in the field φ such that the former correspond to external vertices VepΓq and the latter
correspond to internal vertices VipΓq for a connected graph Γ with vertex set V pΓq .“
VepΓq \ VipΓq. The idea for the existence of the limit lies in standard real analysis.
Namely, we may bound the evaluation of a distribution u P D1pRnq together with any
testfunction f P DpRnq by
xu, fy “
ż
Rn
upxqfpxqdx ď }f}8
ż
R4
upxqdx ď }f}8}u}1 (4.19)
provided u is integrable. With this, the limit f Ñ const exists, thus we find in connection
to Lemma 4.3 that a constraint on the IR-scaling degree of the distribution is sufficient
for integrability.
Theorem 4.6. Let Ruε0rΓs P D1pR4|V pΓq|z˝q be the weight over a Feynman graph Γ. If
sdIpuε0rΓsq ą 4|I| (4.20)
for any I Ď VipΓq, then the limit of constant coupling
lim
gÑconstxRu
ε
0rΓs, f b gy (4.21)
in the sense of (4.18) exists for non-exceptional configurations.
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We remark that the assumption refers to the weight uε0rΓs without being modified by the
R-operation. Before we prove that this is sufficient for the limit to exist, let us further
motivate the condition.
Proposition 4.7. The weight Ruε0rΓs on Minkowski spacetime pR4, ηq is absolutely in-
tegrable for any I Ď VipΓq if and only if the weight RuE0 rΓs on Euclidean space pR4, δq is
absolutely integrable for any I Ď VipΓq.
Suppose for now that it is sufficient to control the unmodified kernel uε0rΓs. The factors of
uε0rΓs in Minkowski space are given by Feynman propagators, which take the form [BS59]
GF pzq “ m
4pi2
?´z2K1pm
a
´z2q, (4.22)
where K1p‚q is the modified Bessel function of second kind, z2 “ ηεµνxµxν and ηεµν .“
diagp1 ´ iε,´1,´1,´1q. We observe that Proposition 4.7 is proved, using the result of
Theorem 4.6, if we find Euclidean bounds on the Feynman Propagator GF . We obtain
these bounds in two steps. First we rewrite Lemma 3.4 for the Minkowski metric, which
gives immediately the Euclidean bound on the first factor of (4.22). Second we establish
Euclidean bounds directly on Bessel functions.
Lemma 4.8. Let ηεµν
.“ diagp1´ iε,´1,´1,´1q, ε ą 0, the analytic continuation of the
Minkowski metric. For
z2 “ ηεµνxµxν “ p1´ iεqx20 ´ x2, x2E “ x20 ` x2 (4.23)
the following inequalities hold
|
a
´z2| ď p1` ε2q 14 |xE | .“ xˇε (4.24)
|
a
´z2| ě
˜
1
ε
`
c
1` 1
ε2
¸´ 1
2
|xE | .“ xˆε. (4.25)
Proof. The statement follows directly from Lemma 3.4.
Remark 4.9. It is important to note that we do not perform any kind of Wick rotation
at any stage.
Next we want to derive bounds on the Bessel functions K1p‚q. The functions Knpxq are
positive and strictly monotonously decaying for n P N0 and x P R`. Hence we can control
the decay properties of the propagator in every direction e P S3 Ă R4 if we manage to
find estimates on K1p‚q with respect to the Euclidean norm in the sense of Lemma 4.8.
Proposition 4.10. Let ν P N0,
?´z2 P C and | argp?´z2q| ă pi2 . Then
KνpxˇEq ď Kνp|
a
´z2|q ď |Kνp
a
´z2q| ď KνpxˆEq (4.26)
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with
xˇE
.“p1` ε2q 14 |xE | (4.27)
xˆE
.“
˜
1
ε
`
c
1` 1
ε2
¸´ 1
2
|xE |. (4.28)
Proof. Consider the integral representation of modified Bessel functions of the second
kind [AS64] for which we have to show that | argp?´z2q| ă pi2 or equivalently that
<p?´z2q ą 0. This follows from Lemma 4.8 and it is straightforward to show the first
inequality.
Kνp|
a
´z2|q “
ż
R`
dt e´|
?´z2| coshptq coshpνtq ě
ż
R`
dt e´xˇE coshptq coshpνtq “ KνpxˇEq.
(4.29)
For the second estimate, recall that Kνpxq P R` for x P R` and let z P C. Then we have
Kνp|z|q “ |Kνp|z|q| (4.30)
and, using z “ |z| cospϕq ` i|z| sinpϕq, estimate
Kνp|z|q “
ż
R`
e|z| coshptq coshpνtqdt (4.31)
ď
ż
R`
e|z| cospϕq coshptq coshpνtqdt (4.32)
“ <
$&%
ż
R`
ez coshptq coshpνtqdt
,.- . (4.33)
Since |<pz1q| ď |<pz1q ` i=pz1q| “ |z1| for z1 P C, we obtainˇˇˇˇ
ˇˇ<
$&%
ż
R`
ez coshptq coshpνtqdt
,.-
ˇˇˇˇ
ˇˇ ď
ˇˇˇˇ
ˇˇ ż
R`
ez coshptq coshpνtqdt
ˇˇˇˇ
ˇˇ , (4.34)
which proves the second estimate. Hence it remains to show the third estimate
|Kνp
a
´z2q| ď
ż
R`
dt |e´
?´z2 coshptq coshpνtq| “
ż
R`
dt e´<p
?´z2q coshptq coshpνtq (4.35)
ď
ż
R`
dt e´xˆE coshptq coshpνtq “ KνpxˆEq, (4.36)
where we used Lemma 4.8 again.
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Hence we obtain for the Feynman propagator
GF pxˇEq ď |GεF pzq| ď GF pxˆEq (4.37)
and thus for the kernel
uE0 rΓspxˇE,1, ..., xˇE,|V pΓq|q ď |uε0rΓspz1, ..., z|V pΓq|q| ď uE0 rΓspxˆE,1, ..., xˆE,|V pΓq|q. (4.38)
This concludes the proof of Proposition 4.7. Since GF pxEq is exponentially decaying
for large arguments xE [AS64], degpGF pxEqq is positive and goes to infinity. This fact
implies an interesting special case of Theorem 4.6.
Corollary 4.11. The limit of constant coupling exists if every internal vertex has one
incident line, which corresponds to a propagator with positive mass parameter.
In the remaining part of the section, we prove that the R-operation does not decrease
the decay behavior of the distribution kernel uε0rΓs and therefore assumption (4.20) is
sufficient.
Theorem 4.12. Let KrΓs P C8pRn|V pΓq|z˝q be the weight over Γ. Suppose that the
IR-degree of divergence is positive for all Krγs, γ Ď Γ. Then
RKrΓs P L1pRn|I|q (4.39)
for any I Ă V pΓq and for non-exceptional configurations.
We know from Theorem 3.15 that RKrΓs is locally integrable, thus we focus on the
infrared. The strategy to control the long range effects of Taylor operations is inspired
by [Low76] and based on establishing a relation of the long range behavior of the weight
between the “pure” KrΓs and the R-modified RKrΓs. Clearly, KrΓs is easier to control.
Therefore we show that RKrΓs has better regularity for large arguments than KrΓs. In
fact, we have to perform a slight modification of the latter since local integrability is not
maintained in the transition from RKrΓs to KrΓs.
The modification is modeled on the Calderon-Zygmund Lemma [Ste70, Theorem 4 of
part I.3] and the associated Calderon-Zygmund decomposition, where the latter already
assumes integrability, while we want to show integrability knowing only certain decay
properties of the unmodified weight. But, in fact, we know that RKrΓs is locally inte-
grable. Hence recall that we had to perform a reordering of the forest formula in regions
Bρ˚p‚q, i.e. mutually disjoint regions containing the graph diagonals of RKrΓs with re-
spect to the chosen integration set I. Suppose further that RKrΓs is integrable due
to
sdIpRKrΓsq ě sdIpKrΓsq ą 0 (4.40)
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for each I Ă V pΓq. Then we can introduce a constant C ą 0 and a set O Ă Rd|I| such
that O “ Ťj Qj consists of mutually disjoint open cubes Qj and |RKrΓs| ď C almost
everywhere on Rd|I|zO. Additionally,
C ď 1
µpQjq
ż
Qj
|RKrΓs|dµI ď 2d|I|C (4.41)
holds for every cube Qj . This enables us to perform the Calderon-Zygmund decomposi-
tion, i.e. we write RKrΓs “ GrΓ; Is `BrΓ; Is, where
GrΓ; Ispxq “
#
RKrΓspxq x P Rd|I|zO
1
µpQjq
ş
Qj
RKrΓspxqdµI x P Qj (4.42)
is the “good” function and accordingly the “bad” function is given by BrΓ; Ispxq “ 0 for
x P Rd|I|zO and şQj BrΓ; IsdµI “ 0 for each Qj . Now note that
}RKrΓs}L1pRd|I|q ď }GrΓ; Is}L1pRd|I|q ` }BrΓ; Is}L1pRd|I|q (4.43)
and
}BrΓ; Is}L1pRd|I|q “
ż
Rd|I|
|BrΓ; Ispxq|dµI “
ÿ
j
ż
Qj
|BrΓ; Ispxq|dµI (4.44)
ď
ÿ
j
ż
Qj
`|RKrΓspxq| ` |GrΓ; Ispxq|˘dµI (4.45)
ď
ÿ
j
2
ż
Qj
|RKrΓspxq|dµI ă 8, (4.46)
where the last line follows from the definition of GrΓ; Is and the local integrability of
RKrΓs. Therefore we have to show that the “good” function GrΓ; Is is absolutely in-
tegrable and observe that |GrΓ; Is| ď 2d|I|C in every Qj and |GrΓ; Is| ď C almost
everywhere on Rd|I|zO. In particular, we have GrΓ; Is “ RKrΓs for |x| Ñ 8 so that it is
sufficient to examine the scaling of RKrΓs for large arguments.
Recall that the reordering was constructed only for regions where RKrΓs was singular.
Hence we may work with
RKrΓs .“
ÿ
FPF
ź
γPF
p´tdpγqV pγq|V pγqPpγqqKrΓs. (4.47)
But it is intuitively clear that the integrability will be determined by the “worst” summand
in the forest formula, i.e. the summand with the slowest decay at infinity. Then we may
restrict ourselves to any forest F P F and thus to
RFKrΓs .“
ź
γPF
p´tdpγqV pγq|V pγqPpγqqKrΓs. (4.48)
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Coming back to the initial idea of the proof, we notice that due to the assumption in
(4.40) we reduced the problem to the comparison of RFKrΓs and KrΓs in terms of long
range scaling properties. It is left to show that the assumption on the unmodified weight
KrΓs suffices to guarantee integrability of the R-modified weight RKrΓs. We start by
looking at the effect of Taylor operators on the IR-scaling degree, acting on sufficiently
smooth functions.
Lemma 4.13. Let f P CkpRm ˆ Rnq and k ě d. Then we have
sdxptdx|xfpx, yqq ě sdxpfpx, yqq (4.49)
sdyptdx|xfpx, yqq ě sdypfpx, yqq (4.50)
sdx,yptdx|xfpx, yqq ě sdx,ypfpx, yqq (4.51)
Proof. Regardless of the scaling variable, we may write
sdptdx|xfpx, yqq “ sd
´ dÿ
|α|“0
px´ xqα
α!
Dαx|xfpx, yq
¯
(4.52)
ě min
α
sd
´
px´ xqαDαx|xfpx, yq
¯
. (4.53)
For a better distinction, we assume two different parameters, α for the moments and β
for the derivatives, so that we find ourselves in the situation of Lemma 4.5. Then we
have
sdx{px,yq
´
px´ xqαDβx|xfpx, yq
¯
“ sdx{px,yq pfpx, yqq ´ |α| ` |β| (4.54)
and
sdy
´
px´ xqαDβx|xfpx, yq
¯
“ sdy pfpx, yqq ` |β| (4.55)
Setting α “ β and minimizing over this parameter, the three assertions follow.
Let us next analyze the effect of the Taylor operations of a subgraph γ Ď Γ in various
constellations regarding the IR-scaling of a subgraph λ Ď Γ. Due to our simplification
in the beginning of the proof, we only have to consider Taylor polynomials.
Lemma 4.14. We have
sdV pλq
´
t
dpγq
V pγq|V pγqPpγqKrΓs
¯
ě sdV pλqpKrλsq (4.56)
for all λ, γ Ď Γ
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Proof. We start by working out the involved lines in both the scaling and the Taylor
operation. We observe that they must be in 9γ X 9λ for the first and a subset of 9γ n γ for
the latter. We take any e P Ep 9λX 9γ n γq and write
t
dpγq
V pγq|V pγqKr 9γ n γs “
dpγqÿ
|α|“0
px´ xqα
α!
Dαx|xKr 9γ n γs (4.57)
“
dpγqÿ
a`|α|“0
pxspeq ´ xqa
a!
pDαxspeq|xKresq
px´ xqα
α!
Dαx|xKr 9γ n γ n es. (4.58)
Due to our choice, we know further that either speq P V pλq or tpeq P V pλq or both
speq, tpeq P V pλq. But this matches exactly the relations of Lemma 4.13 and thus the
assertion follows.
The last step towards the comparison of R-modified and unmodified weight is the analysis
of the recursive action of the R-operation for any forest F P F .
Lemma 4.15. Let F P F , γ P F and I Ă V pΓq. Then
sdIγ pR1FKrΓ|γsq ě sdIγ pKrγsq (4.59)
provided the same relations hold for any maximal subgraph of γ in F .
Proof. Suppose that γ1, ..., γa P F are maximal subgraphs of γ Ď Γ. Then we write
R1FKrΓ|γs “ KrΓ|γ1s...KrΓ|γas
aź
j“1
p´tdpγjq
V pγjq|V pγjqqKrΓn pγ1...γaq|γs. (4.60)
Note that this is possible since we consider only forests F before the saturation. Choosing
some I Ă V pΓq, the IR-scaling with respect to the intersection I X V pγq “ Iγ gives
sdIγ pR1FKrΓ|γsq
“
aÿ
j“1
sdIγ pKrΓ|γj sq ` sdIγ
˜
aź
j“1
p´tdpγjq
V pγjq|V pγjqqKrΓn pγ1...γaq|γs
¸
(4.61)
ě
aÿ
j“1
sdIγ pKrΓ|γj sq ` sdIγ pKrΓn pγ1...γaq|γsq , (4.62)
where the inequality follows from the application of Lemma 4.14. We observe immediately
that under the hypothesis
sdIγ pR1FKrΓ|γj sq ě sdIγ pKrγjsq (4.63)
for all maximal subgraphs, it follows that
sdIγ pR1FKrΓ|γss ě sdIγ rKrγsq. (4.64)
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That this hypothesis is sensible may best be observed by starting with γ chosen to be
minimal, i.e. there exist no subgraphs in γ which are also renormalization parts. In that
case,
R1FKrΓ|γs “ Krγs (4.65)
and thus (4.64) is fulfilled for all minimal graphs in F . The next step is obvious. Take
any subgraph γ such that all its maximal subgraphs are minimal in F . Then assumption
(4.63) holds by the previous step.
With this, we obtain for every normal forest F
sdIpRFKrΓsq ě sdIpKrΓsq (4.66)
and for every full forest F
sdIptdpΓq
V pΓq|V pΓqPpΓqR1FKrΓsq ě sdIpt
dpΓq
V pΓq|V pΓqPpΓqKrΓss ě sdIrKrΓsq, (4.67)
where we used Lemma 4.14 in the last inequality. Summing over all forests we arrive at
sdIpRKrΓsq ě min
FPF sdIpRFKrΓsq ě sdIpKrΓsq. (4.68)
Since we assumed that degIpKrγsq ą 0 for all γ Ď Γ, we know that degIpRKrΓsq ą 0
and deg
I
pRKrΓsq ă 0 by Theorem 3.15 so that RKrΓs is integrable over I.
This concludes the proof of Theorem 4.12 and hence of Theorem 4.6. We observe that the
limit of constant coupling can be performed for most time-ordered products. Obvious
harmful settings are vertices, which have exactly two incident lines corresponding to
propagators with vanishing mass parameter. From the estimates above, we obtain that
those vertices induce an IR-scaling which is equal to the space dimension such that the
IR-degree of divergence equals zero. We learn that time-ordered products, involving
massless fields, require more attention in this limit.
4.3 Additional Subtractions
For the naive translation of the configuration space approach to the momentum space
approach, we find that, indeed, Zimmermann’s choice of ε-regularization
p2 ´m2 ÞÑ p2 ´m2 ` iεpp2 `m2q (4.69)
corresponds to our choice of analytic continuation of the metric
η ÞÑ ηε “ diagp1´ iε,´1,´1,´1q (4.70)
restricted to Minkowski space, and our choice of Taylor operation corresponds to Taylor
polynomials at vanishing external momentum of the involved subgraph. The proofs can
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be found in the Appendix. However we notice differences in the definition of renormal-
ization parts, i.e. the definition via sets of edges versus sets of vertices or the constraint
of one-particle irreducible graphs versus connected graphs.
It was pointed out in [BDF09] (among others) that the additional subtractions in sub-
graphs required in the BPHZ momentum space scheme do not appear for the setting-sun
diagram in Epstein-Glaser renormalization. This property was considered to be of ad-
vantage with respect to the BPHZ method in momentum space, and, indeed, it can be
shown that these additional Taylor operations are redundant when proving equivalence
to another renormalization scheme [Zim75]. However, the additional subtractions were
required in momentum space for the absolute convergence of Feynman integrals, but may
be omitted in the configuration space BPHZ version, too, due to the observation that the
variables in momentum space are associated to lines and the variables in configuration
space are associated to vertices. Note that the same momentum variable might appear as
an argument in every line of the considered graph (with respect to admissible momentum
flows given in [Zim69]). If one takes into account that the Taylor operation is performed
in configuration space on all vertices of the graph, then the Taylor operator acting on a
subgraph of the setting-sun graph has the same set of arguments as the Taylor operator
acting on the full setting-sun graph. In general, this is not true for a chosen admissible
flow in the momentum space approach regarding that the Taylor subtraction is performed
on all external momenta, which may differ between the full setting-sun graph and any
subgraph.
Associated to each formulation of BPHZ renormalization, we want to treat the addi-
tional subtractions, which have to be performed due to the appearance of additional
renormalization parts, separately. Already in the proof of Theorem 3.12 we performed
the transition from Feynman graphs to simple graphs. This corresponds to neglecting
divergent subgraphs of renormalization parts, where the former have the same set of
vertices but less edges, which implies a deviation in the point of Taylor subtraction using
(3.26). In the momentum space prescription these divergent subgraphs have to be taken
into account because they are assigned to a subset of free loop integrations. However
taking those into account in the configuration space approach differs from the result in
Chapter 3 only by combinatorial factors.
Proposition 4.16. For the configuration space approach to BPHZ renormalization, it is
sufficient to consider simple graphs with arbitrary but finite, positive UV-scaling degree
sdpeq for each edge e P EpΓq.
Proof. Let Γ be a multigraph and γ1 Ă γ Ď Γ such that V pγq “ V pγ1q and dpγq ą dpγ1q ě
0. Then we have to distinguish two situations. Either we have to compute the Taylor
remainder or the Taylor polynomial for both subgraphs. We begin with the latter. Note
that since γ1 Ă γ, tpγ1q is applied before tpγq but due to V pγq “ V pγ1q they are applied
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to the same set of variables, i.e.
t
dpγq
V pγq|V pγqt
dpγ1q
V pγ1q|V pγ1q “
dpγqÿ
|α|“0
px´ xqα
α!
Dαx|x
dpγ1qÿ
|β|“0
px´ x1qβ
β!
Dβ
x|x1 (4.71)
“
dpγqÿ
|α|“0
dpγ1qÿ
|β|“0
px´ xqα
α!
Dαx|x
px´ x1qβ
β!
Dβ
x|x1 (4.72)
“
dpγqÿ
|α|“0
ÿ
βĎα
px´ xqα
α!
Dαx|x “
dpγqÿ
|α|“0
Cpαqpx´ xq
α
α!
Dαx|x. (4.73)
We used that the expression vanishes if β Ę α. For the remainder term, we consider a
function f P CkpRn ˆ Rmq with k ą dpγ1q ` dpγq ` 1 and write the first application of
p1´ tpγ1qq in Schlömilch form
p1´tdpγ1q
V pγ1q|V pγ1qqfpx, yq “ p1´ t
dpγ1q
x|x1 qfpx, yq (4.74)
“ pdpγ
1q ` 1qp1´ ϑqdpγ1q`1´p1
p1
ÿ
|β|“dpγ1q`1
px´ x1qβ
β!
Dβxfpx1 ` ϑpx´ x1q, yq (4.75)
“ C 1pdpγ1q, p1, ϑq
ÿ
|β|“dpγ1q`1
px´ x1qβ
β!
Dβxfpx1 ` ϑpx´ x1q, yq (4.76)
“ Rdpγ1qfpx, y;x1q. (4.77)
Instead of calculating the second remainder “on top” of the first one, we formally expand
Rdpγ1qfpx, y;x1q “
kÿ
|γ|“0
px´ x1qγ
γ!
Dγ
x|x1Rdpγ1qfpx, y;x1q (4.78)
and compute the Taylor polynomial
t
dpγq
V pγq|V pγqRdpγ1qfpx, y;x1q “
dpγqÿ
|α|“0
px´ xqα
α!
Dαx|xRdpγ1qfpx, y;x1q. (4.79)
We observe that for |α| ě dpγ1q ` 1
Dαx|x
¨˝
C 1pdpγ1q, p1, ϑq
ÿ
|β|“dpγ1q`1
px´ x1qβ
β!
Dβxfpx1 ` ϑpx´ x1q, yq‚˛
“ C 1pdpγ1q, p1, ϑqCpα, ϑqf pαqpx, yq, (4.80)
where Cpα, ϑq is the same combinatorial factor as above except for the additional factors
ϑ coming from the chain rule. Subtracting (4.79) from (4.78) and using (4.80), we arrive
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at
p1´ tdpγq
V pγq|V pγqqRdpγ1qfpx, y;x1q
“
ÿ
|α|“dpγq`1
px´ xqα
α!
C 1pdpγ1q, p1, ϑqCpα, ϑqf pαqpx, yq, (4.81)
which, apart from the combinatorial factors C 1 and C, has the desired property with
respect to the R-operation.
In the definition of the forest formula in Chapter 3, renormalization parts are defined
to be connected full vertex parts of (sub-)graphs. These introduce again additional
subtractions to other schemes, e.g. Epstein-Glaser scheme or analytic regularization and,
in particular, the BPHZ scheme in momentum space. The reason for this deviation lies
in the fact that, for configuration space treatments like Epstein-Glaser or the analytic
regularization, graphs remain affected by the regularization of subgraphs. This sustained
effect is a result of choosing a regularization, which does not modify the graph weight
itself. This does not hold for our formulation of BPHZ renormalization in configuration
space, where one cannot expect an improvement of the scaling behavior of graphs induced
by Taylor operations on subgraphs. Instead, for the forest formula of the momentum
space method, only proper (or one-particle-irreducible) graphs were considered. The
reasoning is that divergent contributions in momentum space stem from integrations
over free internal momenta in closed loops. Therefore the Taylor operations acting on
non-proper (or one-particle-reducible) graphs would translate to the Taylor expansion
around vanishing momenta of the Fourier transform. But any polynomial is a well-
defined Schwartz-distribution, thus amounts to a finite change of the considered quantity,
e.g. an S-matrix element, provided the weight is defined for exceptional momenta. We
conclude that momentum space BPHZ renormalization is related to our configuration
space BPHZ prescription by Fourier transformation if all renormalization parts of both
schemes are considered in the forest formula. Combinatorial factors and finite changes
coming from additional subtractions in one or the other scheme are compensated after
employing appropriate normalization conditions. Note that this relation can only hold
for fields with positive mass parameter, since the momentum space method is generally
defined only for those.
For fields with vanishing mass parameter, the results of our construction in Chapter 3
hold in configuration space, but obviously fail after Fourier transformation of the forest
formula, i.e. at an intermediate step of the prescription. Nevertheless we may examine
the properties of the inverse Fourier transformation for the modified BPHZ scheme in
momentum space. In the original works [LZ75a,LZ76,LZ75b,Low76,LS76], Lowenstein
and Zimmermann introduced an auxiliary mass term Mp1 ´ sq with s P r0, 1s in order
to deal with spurious infrared divergences that appear in the Taylor subtractions of
the BPHZ scheme for massless theories. The strategy is basically to “double” the Taylor
operation by another one with an IR-subtraction degree rpγq or in case of oversubtraction
ρpgq ď rpγq. These degrees are a bit misleading, as they do neither make a reference
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to the actual IR-scaling of the distribution nor do they describe an actual change in the
IR-scaling. In momentum space, it was defined as
1´ τˆ r,dp,s pγq .“ p1´ tˆrpγq´1p,s´1 qp1´ tˆdpγqp,s q, (4.82)
where
tdx,y,z... “ tdx“0,y“0,z“0,... for d ě 0 (4.83)
and 0 otherwise. There are additionally some relations among the degrees and rules for
oversubtractions, which we do not discuss here. It is important to recall the strategy
of Lowenstein and Zimmermann. The first subtractions with degree dpγq are performed
at positive mass M , such that no additional IR-divergences get introduced into the
considered integrand. Then the second Taylor subtraction is performed at vanishing
auxiliary mass in order to restore the correct normalization for massless propagators
(and 3-point functions). We emphasize that the second subtractions are not performed
to improve the IR-behavior of the considered integrand.
It is necessary to discuss the role of the parameter s in Fourier transformation. Lowenstein
and Zimmermann treated it as a variable taking part in the scaling. While this seems
reasonable for rational functions, where the s-dependent terms appeared additive to the
momentum space variables, i.e.
p2 ´M2ps´ 1q2 ` iεpp2 `M2ps´ 1q2q, (4.84)
we are facing a multiplicative dependence in configuration space, i.e. we find the argument
Mp1´ sqa´x2ε. (4.85)
Further we do not consider s to be a variable keeping in mind that we change the differ-
ential operator P by a constant potential and not by an additional variable which would
extend the configuration space by another dimension. Instead, we want to understand
the interplay of x- and s-derivatives in the Taylor operators. For this purpose, we start
with a generic
tmx,s|x,s
.“
mÿ
|α|`a“0
px´ xqαps´ sqa
α!a!
Dαx|xD
a
s|s, (4.86)
where α is a multi-index and a is an integer. Turning towards the Fourier transform of
(4.82), i.e.
1´ τ r,dx,spγq .“ p1´ tdpγqx,s|x,0qp1´ trpγq´1x,s|x,1 q, (4.87)
we observe that its definition involves the product of Taylor operators
t
dpγq
x,s|x,0t
rpγq´1
x,s|x,1 “
dpγqÿ
|α|`a“0
px´ xqαsa
α!a!
Dαx|xD
a
s|0
rpγq´1ÿ
|β|`b“0
px´ xqβps´ 1qb
β!b!
Dβx|xD
b
s|1, (4.88)
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which leads immidiately to the conditions a ď b and α Ě β for non-vanishing con-
tributions. A crucial difference to the momentum space treatment of Lowenstein and
Zimmermann is the relation of the variables s and x in the propagator. In order to illus-
trate this, consider a sufficiently smooth function f P CkpRd ˆ r0, 1sq and some Taylor
operator tmx,s|x,s. First we compute the s-derivative for the case fpx, sq “ fps¨gpxqq, where
gpxq is some nonlinear function of order 1, and check the scaling. We get Bs|x,s fpx, sq “
gpxqf 1ps, xq for the Taylor operator and do not observe any change in the UV-scaling
assuming that f is smooth in a neighborhood of x. While this does not pose any issue
for “bare” Taylor operators acting on the distribution kernel as we saw in the proof of
Theorem 3.15, treating Taylor remainder is problematic for the same reason. For no-
tational simplicity, we perform the calculation in several steps. In Schlömilch form, we
write
p1´ tmx,s|x,sqfpx, y; sq “
pm` 1qp1´ θqm`1´p
p
ÿ
|α|`a“m`1
px´ xqαps´ sqa
α!a!
ˆ
ˆDα,afpx` θpx´ xq, y, s` θps´ sqq (4.89)
.“ Rmfpx, y, x, θ; s, sq (4.90)
Taking the Taylor remainder again, but with at least equal order n ě m and at the point
px, s1q, we arrive at
p1´ tnx,s|x,s1qRmfpx, y, x, θ; s, sq “
“ pn` 1qp1´ θ
1qn`1´p1
p1
ÿ
|β|`b“n`1
px´ xqβps´ s1qb
β!b!
ˆ
ˆDβ,bRmfpx` θ1px´ xq, y, x, θ; s1 ` θ1ps´ s1q, sq. (4.91)
In the extremal case of having a “ m` 1 and b “ n` 1, we are left without moments of
the form px´ xq in the remainder, which were crucial for the lowering of the UV-scaling
degree. Adding the analysis on s-derivatives, we find moments of the form
gpx` θpx´ xq ´ x, yq “apθpx´ xq ´ yq2, (4.92)
which attain the value y in the scaling xÑ x. Hence we cannot expect an improvement
in the sense of a smaller UV-scaling degree from s-derivatives and we obtain formally
sd
`
RnRmfpx, x, y, θ; s, s, s1q
˘
(4.93)
ď sd
˜ ÿ
|β|`b“n`1
px´ xqβps´ s1qb
β!b!
ˆ
ˆDβ,bRmfpx` θ1px´ xq, y, x, θ; s1 ` θ1ps´ s1q, sq
¸
, (4.94)
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which by standard properties of the UV-scaling degree can be further estimated by
ď max
|β|`b“n`1
sd
˜
px´ xqβps´ s1qb
β!b!
ˆ
ˆDβ,bRmfpx` θ1px´ xq, y, x, θ; s1 ` θ1ps´ s1q, sq
¸
(4.95)
ď sd `D0,n`1Rmfpx` θ1px´ xq, y, x, θ; s1 ` θ1ps´ s1q, sq˘ (4.96)
ď sd `Rmfpx` θ1px´ xq, y, x, θ; s1 ` θ1ps´ s1q, sq˘ (4.97)
ď sd `fpx` θ1px´ xq, y, x, θ; s1 ` θ1ps´ s1q, sq˘ , (4.98)
where one repeats the arguments in the last step. Since we assumed that f is sufficiently
smooth, we have sdpfq ă d but no further improvement which is required for the UV-
convergence. Therefore this result indicates that, computing the naive inverse Fourier
transformation of the forest formula, the BPHZL method does not define a renormaliza-
tion scheme in configuration space. In the same sense, our configuration space method
does not define renormalization scheme for massless scalar fields in momentum space
after naive Fourier transformation of the forest formula, since we established the relation
already to the BPHZ prescription. However, this is no contradiction to the equivalence
of renormalization schemes, because we related only the regularization prescriptions, i.e.
the Taylor operators in the forest formula, and did not attempt to prove equivalence. For
the latter, we would have to proceed analogously to the proof of Theorem 3.12 deriving
the relation of Theorem 2.17.
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Chapter 5
Normal Products
Normal products were introduced in [Zim73b] as a generalization to Wick products. In
analogy to the definition of Wick products in Chapter 2, we want to study products
Φ1px1q...Φnpxnq (5.1)
with Φj P BpM, gq in the limit of coinciding arguments xj Ñ x. Clearly, Wick ordering
renders the product (5.1) well-defined. But inserting (5.1) into a time-ordered product
and applying Wick’s theorem, i.e.
TR,ε tΦ1pf1q...Φnpfnq : Φpg1q : ... : Φpgmq :u
»
ÿ
GPG
ź
ePEpGq
∇speqtpeqHFpxspeq, xtpeqq : Φα11 pf1q...Φαnn pfnqΦαn`1pg1q...Φαn`mpgmq :, (5.2)
where G is the set of all graphs and the indices R and ε indicate the application of the
R-operation with analytic continuation parametrized by ε, we may ask which additional
divergences in the graph occur if we perform the limit of coinciding arguments. We
observe that the graphs G are not necessarily connected so that we writeź
ePEpGq
∇speqtpeqHFpxspeq, xtpeqq “
ź
ΓPG
ź
ePEpΓq
∇speqtpeqHFpxspeq, xtpeqq, (5.3)
where all Γ are connected and∇speqtpeq denotes all covariant derivatives acting on the edge
e. Those graphs Γ may either contain fj-vertices or gi-vertices or both. Only the latter
case is interesting for our purposes since graphs with only gi-vertices do not contribute
in the limit of coinciding arguments while graphs with only fj-vertices are regularized
by Wick ordering. However graphs with only fj-vertices have to be taken into account if
there exists at least one graph with both types of vertices in G. The reason for this lies in
the fact that graphs may join in the limit and new renormalization parts appear. Let us
first look at a connected graph Γ with fj- and gi-vertices. In contrast to the momentum
space scheme, there may exist renormalization parts in Γ, which contain one or more fj-
vertices. Therefore three effects may appear in the limit of coinciding arguments. First,
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the limit introduces overlapping renormalization parts due to joining them in one vertex.
Second, a subgraph γ Ď Γ increases the scaling degree, for which, denoting the graph
with joined vertex by γ˜, we have
sdpuε0rγsq ă sdpuε0rγ˜sq. (5.4)
For completeness, we introduce the inverse operation of splitting vertices, which we de-
note by ˆ˜γ “ γ. Third, the limit introduces entirely new renormalization parts. Introduc-
ing
∆
.“ Γ˜ & Γ .“ ∆ˆ, (5.5)
we claim that, due to the properties of the R-operation, effects of the limit can be traced
back and controlled, i.e.
R∆u
ε
0rΓs “ RΓuε0rΓs `Xuε0rΓs (5.6)
“ RΓuε0rΓs `XΓuε0rΓs `X∆uε0rΓs, (5.7)
where the indices Γ and ∆ denote the forest formula taken with respect to renormal-
ization parts in Γ and ∆, respectively. We distinguish corrections XΓ which stem from
overlapping renormalization parts in ∆ and corrections X∆ which stem from new renor-
malization parts or renormalization parts with increased scaling degree. The possibility of
finding renormalization parts with differing subtraction degree is of more general nature.
Indeed, we observe that Theorem 3.12 still holds if we choose subtraction degrees δpγq
with δpγq ě dpγq for some renormalization part γ Ď Γ. It turns out that those choices
are not completely arbitrary, but, more importantly, different choices can be related to
each other by Zimmermann identities [Zim73a]. As indicated above, those identities are
indispensable for the definition of normal products.
5.1 Zimmermann Identity
The possibility of oversubtraction admits almost arbitrary choices of rendering the time-
ordered products
T pconnqR,ε
#
nź
j“1
Φjpfjq
+
, (5.8)
expanded in (connected) graphs Γ, extendible, where we find two options. Namely, we
may either assign degrees to renormalization parts
δpγq ą dpγq, (5.9)
for γ Ă Γ, or assign degrees to the constituting Wick monomials, which is denoted by
Nδj rΦjpfjqs (5.10)
for δj ě dimpΦjq, where dimpΦjq is the dimension of elementary field operators as well
as their covariant derivations, hence not the engineering dimension in general.
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Remark 5.1. It is worth noting that the R-operation admits writing monomials Φj with-
out explicitly performing the Wick ordering. Namely, if there exists an edge e P EpΓq
with speq “ tpeq, then the edge weight is a renormalization part with one element in
the vertex set. Hence the subtraction point of the Taylor operator coincides with this
vertex, i.e. speq “ tpeq “ xe, so that the line complement uε0rΓ n γs vanishes for each
configuration of e, i.e. for each speq.
We refer to the former choice of subtraction degrees as anisotropic and to the latter as
isotropic [CL76]. In the following, we work with isotropic degrees, which can be translated
into degrees for renormalization parts. For a Feynman graph γ, the degree of divergence
is given by
degpγq “ pdimpMq ´ 2 dimpφqq|Epγq| ´ dimpMqp|V pγq| ´ 1q ` |Dγ |, (5.11)
where Dγ is the set of covariant derivatives acting on fields contributing to γ. The number
of edges |Epγq| is exactly half of the number of elementary fields |Eγ | contributing to γ
and, as in Chapter 3, we have V pγq “ Vγ so that for dimpMq “ 4 and dimpφq “ 1 we
obtain
degpγq “ 4` |Eγ | ´ 4|Vγ | ` |Dγ |. (5.12)
The sets Eγ and Dγ may be rewritten in terms of monomials Φ assigned to vertices of γ,
i.e.
|Eγ | ` |Dγ | “
ÿ
vPVγ
dimpΦvq ´ |E γ | ´ |Dγ |, (5.13)
where E γ denotes the set of elementary fields contributing to external lines and Dγ
denotes the set of covariant derivatives at fields contributing to external lines. Introducing
the degrees of oversubtraction δj ě dimpΦjq and defining the codegree of γ to be dpγq .“
|E γ | ` |Dγ |, the degree of divergence for oversubtractions is given by
δpγq “ 4`
ÿ
vPVγ
pδv ´ 4q ´ dpγq. (5.14)
For mainly didactical purposes, we begin the derivation of relations among different
choices of
TR,ε
#
nź
j“1
Nδj rΦjpfjqs
+
(5.15)
in the case of one connected graph ∆ and a monomial Φpfq to which we assign the vertex
V0 P V p∆q and two degrees
a ą b ě dimpΦq. (5.16)
This is the analogue to the treatment in [Zim73a] but restricted to an intermediate step,
since we neither consider the full perturbative expansion in a power series of a theory
nor do we have reduction techniques in the sense of LSZ at our disposal. Also the sum
over all contributions is left for a later stage of this section.
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Lemma 5.2. Let uε0r∆s be the weight over a connected graph ∆, which contains a dis-
tinguished vertex V0 with a ą b ě dimpΦq assigned. The difference of the prescriptions
under the R-operation is given by
R
paq
∆ u
ε
0r∆s ´Rpbq∆ uε0r∆s “ ´
ÿ
τPT
aÿ
|α|“b`1
1
α!
GV ,αrτ sRpaq∆{τ pDαV uε0r∆{τ sq, (5.17)
where T is the set of renormalization parts containing V0 and
GV ,αrτ s .“
ż
px´ xτ qαRpbqτKuε0rτ spxqfpxqdµx, (5.18)
where f P DpM |V pτq|´1q and τK denotes the set of normal τ -forest, i.e. the set of all
τ -forests which do not contain τ .
Proof. We have to compare Rpaq∆ uε0r∆s to Rpbq∆ uε0r∆s and decompose the set of all ∆-
forest F p∆q into the set of ∆-forests F1p∆q, where no element is containing a graph
with vertex V0, and the complementary set of ∆-forests F0p∆q, i.e.
F p∆q .“ F1p∆q YF0p∆q. (5.19)
Abbreviating tdpγq
V pγq|V pγqPpγq
.“ tpγq and indicating with tpaqpγq and tpbqpγq two choices of
oversubtractions, respectively, we write
R
paq
∆ u
ε
0r∆s “
ÿ
FPF p∆q
ź
γPF
p´tpaqpγqquε0r∆s (5.20)
“
ÿ
FPF1p∆q
ź
γPF
p´tpγqquε0r∆s `
ÿ
FPF0p∆q
ź
γPF
p´tpaqpγqquε0r∆s. (5.21)
Since for any F P F0p∆q there exists a γ P F containing V0, thus γ is subtracted by
tpaqpγq, which can be rewritten as
tpaqpγq “ tpbqpγq ` ptpaqpγq ´ tpbqpγqq. (5.22)
Expanding the previous sum (5.22) for all graphs containing V0 leads to new forests in
F0p∆q, some of which consisting of only factors with degree b. We denote these forests
by Fb and find
R
pbq
∆ u
ε
0r∆s “
ÿ
FPF1p∆q
ź
γPF
p´tpγqquε0r∆s `
ÿ
FPFbp∆q
ź
γPF
p´tpbqpγqquε0r∆s. (5.23)
Then we compute the difference
R
paq
∆ u
ε
0r∆s ´Rpbq∆ uε0r∆s “
ÿ
FPF0p∆qzFbp∆q
ź
γPF
p´tpaqpγqquε0r∆s .“ Xuε0r∆s. (5.24)
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By construction there are only forests contributing to Xuε0r∆s which contain at least one
graph γ Ď ∆ subtracted by tpaqpγq´tpbqpγq. Among those graphs, we choose the minimal
graph τ P F for some forest F P F0p∆qzFbp∆q. Then all graphs γ1 Ă τ , γ1 P F , are
either subtracted by tpbqpγ1q or tpγq and all graphs γ Ą τ are either subtracted by tpbqpγq
or tpaqpγq ´ tpbqpγq. But we may add up the latter to subtractions tpaqpγq. Furthermore
every γ Ď ∆ containing V0 is at least once minimal and has tpaqpγq ´ tpbqpγq assigned to
it. Therefore we subsume those in a set T . For each τ P T , we know that graphs γ Ą τ
are subtracted with degree a and all graphs γ1 Ă τ are subtracted with degree b. With
respect to any τ , we construct all superforests F τ , i.e. all sets of renormalization parts
γ fulfilling γ Ą τ , and all subforests F τ , i.e. all sets of renormalization parts γ1 fulfilling
γ1 Ă τ . Those forests may be subsumed in sets F τ and F τ , respectively. With this we
have
Xuε0r∆s “
ÿ
τPT
ÿ
F τPF τ
ÿ
F τPF τ
ź
γPF τ
p´tpaqpγqqp´ptpaqpτq ´ tpbqpτqqq
ź
γ1PF τ
p´tpbqpγ1qquε0r∆s.
(5.25)
Spelling out the Taylor operator
tpaqpτq ´ tpbqpτq “
aÿ
|α|“b`1
px´ xτ qα
α!
Dατ |τPpτq (5.26)
and writing ÿ
F τPF τ
ź
γ1PF τ
p´tpbqpγ1qquε0r∆s “ uε0r∆zτ sRpbqτKuε0rτ s, (5.27)
with τK denoting the set of all normal τ -forests, we obtain
´ ptpaqpτq ´ tpbqpτqq
ÿ
F τPF τ
ź
γ1PF τ
p´tpbqpγ1qquε0r∆s
“ ´
aÿ
|α|“b`1
1
α!
pDατ |τuε0r∆zτ sqpx´ xτ qαRpbqτKuε0rτ s. (5.28)
The argument for (5.27) can be read off from
Dατ |τ
px´ xγ1qβ
β!
Dβ
γ1|γ1 “
#
0 for β Ę α
Dατ |τ otherwise
(5.29)
when γ1 Ă τ and at V pγ1q X V pτq X V p∆ n τq. Note further that px ´ xτ qαRpbqτKuε0rτ s is
locally integrable for every α since both Rpaq∆ uε0r∆s and Rpbq∆ uε0r∆s are locally integrable.
Hence after integrating over all but one argument in uε0rτ s, we obtain a function GV ,αrτ s,
which is multiplied to
´
ÿ
F τPF τ
ź
γPF τ
p´tpaqpγqq
aÿ
|α|“b`1
1
α!
pDατ |τuε0r∆zτ sq. (5.30)
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Indeed, setting all vertices V pτqXV p∆nτq to V pτq in the Taylor polynomial corresponds
to contracting τ to a point, i.e.
∆zτ ÞÑ ∆{τ. (5.31)
Hence setting V “ V pτq .“ xτ , we obtain
Dατ |τu
ε
0r∆zτ s “ DαV uε0r∆{τ s, (5.32)
which fits nicely to our observation above. It follows from the construction of the R-
operation that the vertex V is determined up to counterterms of degree |α| and no
renormalization parts which are subgraphs to τ may take part in further subtractions.
Furthermore the degrees of γ Ą τ remain the same and we may view F τ as a forest over
∆{τ instead of ∆ such that ÿ
F τPF τ
ź
γPF τ
p´tpaqpγqq “ Rpaq∆{τ (5.33)
and we conclude
Xuε0r∆s “ ´
ÿ
τPT
aÿ
|α|“b`1
1
α!
R
paq
∆{τ pDαV uε0r∆{τ sqGV ,αrτ s. (5.34)
We observe that V behaves like a vertex in some part of a "new" correlation function in
the same sense as in Chapter 3. This leads to constraints on the number of derivatives
depending on the number of incident lines in V after summing over all contributing
graphs. Before performing the summation, we generalize Lemma 5.2 to the case of two
choices of subtraction degrees δp1q and δp2q for a connected weighted graph ∆. Both
choices have to be sufficiently high but we do not require them to be strictly ordered.
Proposition 5.3. Let uε0r∆s be the weight over a connected Feynman graph ∆. For two
choices δp1qpγq and δp2qpγq with respect to any γ Ď ∆, the difference of the prescriptions
under the R-operation is given by
R
p1q
∆ u
ε
0r∆s ´Rp2q∆ uε0r∆s
“
ÿ
tτju
p´1q|tτju|
ź
j
δ
p1q
τjÿ
|αj |“δp2qτj `1
1
αj !
R
p1q
∆{tτjuD
α
Vj
uε0r∆{tτjusGV j ,αj rτjs, (5.35)
where tτju is a set of mutually disjoint renormalization parts.
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Proof. In analogy to the proof of Lemma 5.2 and [CL76], we write
R
p1q
∆ u
ε
0r∆s “
ÿ
FPF
ź
γPF
p´t1pγqquε0r∆s (5.36)
“
ÿ
FPF
ź
γPF
p´t2pγq ´ pt1pγq ´ t2pγqqquε0r∆s, (5.37)
where we used
t1pγq “ t2pγq ` pt1pγq ´ t2pγqq. (5.38)
Expanding the forest formula in t2pγq and pt1pγq ´ t2pγqq, there is always exactly one
contribution per forest F P F which selects only operators t2pγq. Summing those con-
tributions up results in Rp2q∆ uε0r∆s so that we may focus on the terms separating the two
choices
R
p1q
∆ u
ε
0r∆s ´Rp2q∆ uε0r∆s .“ X12uε0r∆s. (5.39)
In any forest F of X12uε0r∆s, we can find at least one minimal renormalization part τj
being assigned to the difference of the Taylor operators, since there may exist mutually
disjoint, minimal renormalization parts. Due to the expansion of (5.38), every element
of F is at least once minimal in that sense. Therefore we sum over all possible subsets
tτju Ă F of mutually disjoint, Taylor-difference minimal τj . Using the notation from
above, we obtain
X12u
ε
0r∆s “
ÿ
FPF12
ÿ
tτjuĂF
ź
γPF tτju
p´t1pγqq
ź
j
p´pt1pτjq ´ t2pτjqqqˆ
ˆ
ź
γ1PF tτju
p´t2pγ1qquε0r∆s. (5.40)
We may split
uε0r∆s “ uε0r∆ztτjus
ź
j
uε0rτjs (5.41)
and interchange the sum over all forests with the sum over tτjuÿ
FPF
ÿ
tτju
“
ÿ
tτju
ÿ
F tτjuPF tτju
ÿ
F tτjuPF tτju
(5.42)
using that tτju can be any set of mutually disjoint renormalization parts in ∆ so that,
by the same argument as above, we abbreviateÿ
F tτjuPF tτju
ź
γ1PF tτju
p´t2pγ1qquε0r∆s “ uε0r∆ztτjus
ź
j
R
p2q
τKj
uε0rτjs. (5.43)
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Further, we spell outź
j
p´pt1pτjq ´ t2pτjqqquε0r∆ztτjus
“ p´1q|tτju|
ź
j
δ
p1q
τjÿ
|αj |“δp2qτj `1
px´ xτj qαj
αj !
Dα
V pτjq|V pτjqu
ε
0r∆ztτjus, (5.44)
where again ź
j
Dα
V pτjq|V pτjqu
ε
0r∆ztτjus “
ź
j
Dα
Vj
uε0r∆{tτjus. (5.45)
In a last step, we observe that due to the properties of the R-operationÿ
F tτjuPF tτju
ź
γPF tτju
p´t1pγqquε0r∆{tτjus “
ÿ
FPF p∆{tτjuq
ź
γPF
p´t1pγqquε0r∆{tτjus (5.46)
“ Rp1q∆{tτjuuε0r∆{tτjus (5.47)
and conclude
X12u
ε
0r∆s “
ÿ
tτju
p´1q|tτju|
ź
j
δ
p1q
τjÿ
|αj |“δp2qτj `1
1
αj !
R
p1q
∆{tτjuD
α
Vj
uε0r∆{tτjusˆ
ˆ px´ xτj qαjRp2qτKj u
ε
0rτjs. (5.48)
Integrating out all but one variables in each px ´ xτj qαjRp2qτKj u
ε
0rτjs, we arrive at the
assertion.
We already indicated above that the vertices V j , resulting from contractions of renor-
malization parts τj , shall be represented by monomials in time-ordered products when
summing over all graphs. The degree assigned to those monomials is determined by
the scheme, but the number of derivatives, remaining from the Taylor operators, is con-
strained by the dimension of incident lines in V j . Namely, the monomial of vertex V j
has to have at least the degree of the number of incident lines E τj , multiplied by the
degree of the elementary field which is trivial in our case, and the number of covariant
derivatives Dτj , which are applied to those incident lines. Additionally, we have to take
the subtraction degree δp1qτj into account so that
δV j “ |δp1qτj | ` |E τj | ` |Dτj | (5.49)
“ 4`
ÿ
vPVj
pδv ´ 4q. (5.50)
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In order to conclude this section, we need to return to the full time-ordered product.
Therefore we consider the sum over all graphs, which we obtained by Wick’s theorem.
In the spirit of [CL76], we identify for any τj P tτju its vertex set
V pτjq .“ Vj Ď t1, ..., nu, (5.51)
where VjXVi “ H since τjXτi “ H for τj , τi P tτju. For each element v P V p∆q, we find
a certain set of elementary fields being associated to lines of ∆. This set is independent
of derivatives, curvature terms or constants of the theory. We denote it by
tv1, ..., vku (5.52)
such that we can define the set of all elementary fields
Ej Ď ttvi11 , ..., vi1j1 u, ..., tvin1 , ..., vinjn uu (5.53)
constructing τj . Note that the pair pVj ,Ejq does not determine τj uniquely in general.
Theorem 5.4. Let δp1q and δp2q be two sets of subtraction degrees for a connected time-
ordered product
T connRpjq,ε
#ź
i“1
N
δ
pjq
i
rΦipfiqs
+
. (5.54)
Their difference is given by
T connRp1q,ε
#ź
i“1
N
δ
p1q
i
rΦipfiqs
+
´ T connRp2q,ε
#ź
i“1
N
δ
p2q
i
rΦipfiqs
+
“
ÿ
cě1
ÿ
tViuc
ÿ
tEiuc
p´1qc
ÿ
α
1
α!
T connR,ε
# ź
kPtViuc
N
δ
p1q
k
rΦkpfkqsˆ
ˆ
ź
VlPtViuc
N
δ
p1q
V l
rCl,αlDαlV lElpf lqs
+
, (5.55)
with
mintδp1q
V j
, δ
p2q
V j
u ă |E j | ` |Dj | ` |αj | ď maxtδp1qV j , δ
p2q
V j
u (5.56)
and
Ci,αi “ T connR,ε
#ź
l1PVi
px´ xViqαiNδp2q
l1
rΦl1{E ipflqs
+
. (5.57)
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Proof. Setting |tτjuc| “ c and ∆{tτjuc .“ ∆, we haveÿ
∆
ÿ
tτju
“
ÿ
cě1
ÿ
tViuc
ÿ
tEiuc
ÿ
tτiuc
ÿ
∆
(5.58)
and observe that ∆ is constructed by the complementary vertex set tVjuc as well as
vertices V 1, ..., V c resulting from contractions of tτjuc and lines among elements in the
complementary set of elementary fields tEjuc. With this, ∆ is independent of the real-
ization tτjuc and we associate to elements in tVjuc the monomials
N
δ
p1q
i
rΦipfiqs (5.59)
and to vertices V j the monomials
N
δ
p1q
V j
rDαjEjpf jqs. (5.60)
In the same manner, we view any τj as independent contribution toź
lPVj
N
δ
p2q
l
rΦl{E jpflqs, (5.61)
where
Φl{E j .“
ź
pl,l1qPE j
δ
δp∇...∇qll1φpyll1qΦlpxlq (5.62)
and pl, l1q denote the l-th vertex in Vj and the l1-th elementary field φll1 P E j at the l-th
vertex, which carries covariant derivatives p∇...∇qll1 . Then we obtain for the sum over
all connected graphs ∆ in (5.48)ÿ
∆
X12u
ε
0r∆s “
ÿ
cě1
ÿ
tViuc
ÿ
tEiuc
p´1qcˆ
ˆ
δp1qÿ
|α|“δp2q`1
1
α!
T connR,ε
$&% ź
kPtViuc
N
δ
p1q
k
rΦkpfkqs
ź
VlPtViuc
N
δ
p1q
V l
rDαl
V l
Elpf lqs
,.-ˆ
ˆ
cź
i“1
T connR,ε
#ź
l1PVi
px´ xViqαiNδp2q
l1
rΦl1{E ipflqs
+
loooooooooooooooooooooooooomoooooooooooooooooooooooooon
.“Ci,αi pf iq
, (5.63)
where Ci,αipf iq is a sufficiently regular function in the argument xVi , which we may assign
to the monomial N
δ
p1q
V i
rDαi
V i
Eipf iqs. In order to conclude the proof of the theorem, we
observe that
dimpCl,αlE lpf lqq “ |E l| ` |D l| (5.64)
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so that the order αl of possible Taylor subtractions is restricted by
mintδp1q
V l
, δ
p2q
V l
u ă |E l| ` |D l| ` |αl| ď maxtδp1qV l , δ
p2q
V l
u. (5.65)
Remark 5.5. Note that the correction terms are again expressed in local field monomi-
als and the transition to time-ordered products without the connectedness condition is
defined recursively. In particular, all quantities converge to well-defined distributions in
the limit of vanishing parameter ε by Theorem 3.12.
Using the derivation of Theorem 5.4, we may rewrite Proposition 5.2 in terms of time-
ordered products.
Corollary 5.6. The change of subtraction degree for one distinguished monomial NδrΦpfqs,
with δ P ta, bu and a ą b ě dimpΦq, in a time-ordered product
T connR,ε
#
NδrΦpfqs
ź
i“1
Φipfiq
+
(5.66)
is given by
T connR,ε
#
NarΦpfqs
ź
i“1
Φipfiq
+
“ T connR,ε
#
NbrΦpfqs
ź
i“1
Φipfiq
+
´
ÿ
V
ÿ
E
ÿ
α
1
α!
T connR,ε
$&%ź
kPV
ΦkpfkqNarDαE pfqs
,.-ˆ
ˆ T connR,ε
$&% ÿ
α1Yα2“α
px0 ´ xV qα1NbrΦ{E pfqs
ź
lPV ztV0u
pxl ´ xV qα2pΦl{E qpflqs
,.- (5.67)
with
b ă |E | ` |D | ` |α| ď a. (5.68)
From Theorem 5.4, we read off that the subtraction degree is purely determined by the
involved elementary fields φ and their covariant derivatives. This implies that the actual
structure of subgraphs does not play a role for the renormalization prescription and it is
sufficient to know the number and degree of external legs. But if we discard the structure
of subgraphs, any subtraction degree of a renormalization part is effected by the chosen
subtraction degree of sub-renormalization parts. Namely, consider an element γ of a
(saturated) forest F , where γ1, ..., γc P F are maximal with respect to γ. Then we have
degpγq “ degpγq `
cÿ
i“1
degpγiq (5.69)
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so that any δpγiq ą degpγiq breaks the renormalization prescription. But we may restore
it by demanding that the inequality
δpγq ě δpγq `
cÿ
i“1
δpγiq (5.70)
holds recursively.
5.2 Normal Products
We pointed out in the beginning of this chapter that changes of subtraction degrees may
occur in limits of coinciding vertices of graph weights, thus require the application of the
Zimmermann identity in Theorem 5.4. Furthermore we noticed that the limits may create
new renormalization parts, join multiply connected components and induce overlap in
existing forests. The latter does not appear in the momentum space treatment due to
a deviating definition of renormalization parts and, therefore, in our approach requires
an entirely new analysis. Let us discuss the various cases first. Suppose that there
are several connected components. Then vertices taking part in the limit are either
in one connected component or distributed over several components, not necessarily
containing renormalization parts. By construction of the R-operation in configuration
space, we may only exclude graphs, which consist of only vertices which are not involved
in the limit. Essentially, this corresponds to Wick ordering. Clearly, we can define the
weight R∆uε0r∆s after performing the limit, i.e. Γ Ñ ∆. Assume that Γ “ ∆ˆ consists of
connected components Γ1, ...,Γc such that
RΓu
ε
0rΓs “
cź
j“1
RΓju
ε
0rΓjs. (5.71)
Note that only vertices of the limit being in one connected component can induce the
application of the Zimmermann identity, but overlap in existing forests can be created
also in the case of multiple connected components.
We begin with the case of two monomials coinciding in the limit. Apart from didactic
purposes, the reason for this lies in the fact that one may iterate this limit in order
to arrive at a limit of more than two vertices. But this approach leaves us with the
problem whether all sequences of partial limits lead to the same result. This question
of associativity will not be answered in this work. Nevertheless consider two monomials
Φ1pf1q and Φ2pf2q inserted into the time-ordered product
T connR,ε
#
Nδ1rΦ1pf1qsNδ2rΦ2pf2qs
nź
j“3
Nδj rΦjpfjqs
+
(5.72)
restricted to contributions with only one connected component Γ. We associate V1 P
V pΓq and V2 P V pΓq to Φ1pf1q and Φ2pf2q, respectively. If there exist non-overlapping
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renormalization parts γ1 with V1 P V pγ1q and γ2 with V2 P V pγ2q, then Čγ1 Y γ2 is a
renormalization part in ∆ but also γ˜1l γ˜2 holds. Further, renormalization parts γ12 with
V1, V2 P V pγ12q require the application of the Zimmermann identity in the transition to
γ˜12. Since
lim
V1,V2ÑV0
Γ “ Γ˜ .“ ∆, (5.73)
the limit for the weight uε0rΓs is only extendible a priori for R∆uε0rΓs. At this point, it
becomes clear why we defined the subtraction point to be
xγ “ 1
2|Epγq|
ÿ
vPV pγq
|Epγ|vq|xv (5.74)
instead of the standard mean coordinate. Namely, the standard mean coordinate is dis-
continuous in the limit of coinciding arguments and hence does not allow for a comparison
of subtractions in R∆uε0rΓs and RΓuε0rΓs. Since the Taylor operators act on the line com-
plement, we use V pγq and V pγ˜q synonymously. In the work of Zimmermann [Zim73b],
they would coincide because the vertices (single field operators) would correspond to
external legs in Γ. In our treatment we may find external legs attached to V1 and V2.
Before deriving the corrections terms, we want to state a relation which is conjugate
to an observation of Zimmermann [Zim73b]. Due to the definition of the R-operation,
a renormalization part itself remains unchanged and we find for renormalization parts
σ P Γ and τ .“ σ˜
uε0rΓs “ uε0rΓzσsuε0rσs “ uε0rΓzσ˜suε0rσs “ uε0r∆zτ suε0rσs (5.75)
uε0r∆s “ uε0rΓzσsuε0rτ s. (5.76)
Proposition 5.7. The difference
T connRΓ,ε
#
Nδ1rΦ1pf1qsNδ2rΦ2pf2qs
nź
j“3
Nδj rΦjpfjqs
+
´
´ T connR∆,ε
#
Nδ1rΦ1pf1qsNδ2rΦ2pf2qs
nź
j“3
Nδj rΦjpfjqs
+
, (5.77)
with ∆ referring to forests constructed as if f1 “ f2 and Γ referring to the general setting,
is given by
ÿ
V1,V2
ÿ
E1,E2
ÿ
α1
ÿ
α2
1
α1!α2!
T connR,ε
# ź
kPV
NδkrΦkpfkqsˆ
ˆNδV 1 rCα1D
α1E 1pf1; fV1qsNδV 2 rCα2D
α2E 2pf2; fV2qs
+
`
ÿ
V12
ÿ
E12
ÿ
α
1
α!
T connR,ε
# ź
kPV 12
NδkrΦkpfkqsNδV 12 rCαD
αE 12pf12; fV12qs
+
, (5.78)
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where
0 ă |E 1{2| ` |D1{2| ` |α1{2| ď δV 1{2 , (5.79)
δpV 12 ă |E 12| ` |D12| ` |α| ď δV 12 , (5.80)
and
Cα1{2 “ T connR,ε
$&% ź
lPV1{2
pxl ´ x1{2qα1{2NδlrΦl{E 1{2pflqs
,.- , (5.81)
Cα “ T connR,ε
# ź
lPV12
pxl ´ x12qαNδlrΦl{E 12pflqs
+
. (5.82)
Proof. We begin our computation by the decomposition of the forest formula for ∆.
R∆u
ε
0rΓs “
ÿ
FPF∆
ź
γPF
p´tpγqquε0rΓs (5.83)
“
ÿ
FKPFK
ź
γPFK
p´tpγqquε0rΓsloooooooooooooomoooooooooooooon
‰RΓuε0rΓspin generalq
`
ÿ
F0PF0
ź
γPF0
p´tpγqquε0rΓslooooooooooooomooooooooooooon
.“X∆uε0rΓs
(5.84)
The setF0 contains all ∆-forests such that there exists a renormalization part containing
V0 in its vertex set. In analogy to the derivation of the Zimmermann identity of Lemma
5.2, we can find for any F0 P F0 a minimal graph τ containing V0 such that
X∆u
ε
0rΓs “
ÿ
τPT∆
ÿ
F τPF τ
ź
γPF τ
p´tpγqqp´tpτqq
ÿ
F τPF τ
ź
γ1PF τ
p´tpγ1qquε0rΓs (5.85)
Note that σ .“ τˆ may or may not be a renormalization part of Γ, i.e. an element of Γ-forests
in FΓ. We take this into account by replacing p´tpτqq in (5.85) with p´ptpτq ´ tpσqqq
and the convention that tpσq “ 0 if σ is not a renormalization part for Γ.
X∆u
ε
0rΓs “
ÿ
τPT∆
ÿ
F τPF τ
ź
γPF τ
p´tpγqqp´ptpτq ´ tpσqqq
ÿ
F τPF τ
ź
γ1PF τ
p´tpγ1qquε0rΓs (5.86)
“ ´
ÿ
τPT∆
δpτqÿ
|α|“δpσq
1
α!
R∆{τ pDαV uε0r∆{τ sqpx´ xτ qαRτKuε0rσs (5.87)
We observe that due to (5.75), we have
R∆{τ pDαV uε0r∆{τ sq “ RΓ{σpDαV uε0rΓ{σsq (5.88)
but
RτKu
ε
0rσs ‰ RσKuε0rσs (5.89)
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holds in general. If the two terms in (5.89) were to be equal, then we would also obtainÿ
FKPFK
ź
γPFK
p´tpγqquε0rΓs “ RΓuε0rΓs (5.90)
in (5.83). Suppose that we have
RΓu
ε
0rΓs “
ÿ
FKPFK
ź
γPFK
p´tpγqquε0rΓs `XΓuε0rΓs, (5.91)
where XΓuε0rΓs contains all Γ-forests which lose the poset structure in the limit of Vj Ñ
V0. Let Z be the set pairs pζ1, ζ2q of mutually disjoint renormalization parts of Γ, which
contain V1 or V2, respectively. Then we obtain
XΓu
ε
0rΓs “
ÿ
pζ1,ζ2qPZ
ÿ
F ζPF ζ
ÿ
F ζPF ζ
ź
γPF ζ
p´tpγqqp´tpζ1qqp´tpζ2qq
ź
γ1PF ζ
p´tpγ1qquε0rΓs (5.92)
“
ÿ
pζ1,ζ2qPZ
RΓ{ζpp´tpζ1qqp´tpζ2qquε0rΓ{ζsqRζK1 uε0rζ1sRζK2 uε0rζ2s (5.93)
“
ÿ
pζ1,ζ2qPZ
δpζ1qÿ
|α1|“0
δpζ2qÿ
|α2|“0
1
α1!α2!
RΓ{ζpDα1V ζ1D
α2
V ζ2
uε0rΓ{ζsqˆ
ˆ px´ xζ1qα1px´ xζ2qα2RζK1 uε0rζ1sRζK2 uε0rζ2s (5.94)
and conclude
R∆u
ε
0rΓs “RΓuε0rΓs ´XΓuε0rΓs `X∆uε0rΓs (5.95)
“RΓuε0rΓs ´
ÿ
pζ1,ζ2qPZ
δpζ1qÿ
|α1|“0
δpζ2qÿ
|α2|“0
1
α1!α2!
RΓ{ζpDα1V ζ1D
α2
V ζ2
uε0rΓ{ζsqˆ
ˆ px´ xζ1qα1px´ xζ2qα2RζK1 uε0rζ1sRζK2 uε0rζ2s
´
ÿ
τPT∆
δpτqÿ
|α|“δpσq`1
1
α!
R∆{τ pDαV uε0r∆{τ sqpx´ xτ qαRτKuε0rσs. (5.96)
Analogously to Theorem 5.4, we sum over all graphs Γ. Setting
Cα1px1;xV1q .“T connR,ε
#ź
lPV1
pxl ´ x1qα1NδlrΦl{E 1pflqs
+
, (5.97)
Cα2px2;xV2q .“T connR,ε
#ź
l1PV2
pxl1 ´ x2qα2Nδl1 rΦl1{E 1pfl1qs
+
, (5.98)
Cαpx12;xV12q .“T connR,ε
# ź
lPV12
pxl ´ x12qαNδlrΦl{E 12pflqs
+
, (5.99)
87
we obtainÿ
Γ
pRΓuε0rΓs ´R∆uε0rΓsq “
ÿ
V1,V2
ÿ
E1,E2
ÿ
α1
ÿ
α2
1
α1!α2!
T connR,ε
# ź
kPV
NδkrΦkpfkqsˆ
ˆNδV 1 rCα1D
α1E 1pf1qsNδV 2 rCα2D
α2E 2pf2qs
+
`
ÿ
V12
ÿ
E12
ÿ
α
1
α!
T connR,ε
# ź
kPV 12
NδkrΦkpfkqsNδV 12 rCαD
αE 12pf12qs
+
(5.100)
where xV‚ indicates the dependence on all arguments assigned to vertices in V‚ and the
derivatives from Taylor subtractions are restricted by
0 ă |E 1{2| ` |D1{2| ` |α1{2| ď δV 1{2 (5.101)
for the corrections from
ř
ΓXΓu
ε
0rΓs and
δpV 12 ă |E 12| ` |D12| ` |α| ď δV 12 (5.102)
for the corrections from
ř
ΓX∆u
ε
0rΓs, where δpV 12 ą 0 holds only in the case of applied
Zimmermann identity. This proves the assertion.
We remark that the corrections
ř
ΓXΓu
ε
0rΓs do not appear in the derivation of [Zim73b]
and arise from the differing definition of renormalization parts. In particular, those
corrections do not have the desired form, i.e. they are expressed by two instead of just one
local field monomial so that, in the limit of coinciding arguments, singularities occur on
the level of distributions instead of functions C . Nevertheless we may apply Proposition
5.7 to
ř
ΓXΓu
ε
0rΓs and obtain corrections in the desired form after a finite number
of iterations since we considered only time-ordered products with finitely many field
monomials.
Next, we generalize Proposition 5.7 to the case of n monomials in the coincidence limit.
Let us first look at a time-ordered product
TR,ε
#
nź
j“1
Nδj rΦjpfjqs
+
, (5.103)
where all monomials take part in the limit of coinciding arguments. Expanding as usual
into graphs, the resulting graph ∆ after the limit is a bouquet graph, i.e. a graph with
one vertex and edges e with speq “ tpeq, which is both vanishing under action of the
R-operation and regularized by Wick-ordering of the whole product of monomials. But
parts of bouquet graphs emerge also in the treatment of the time-ordered products with
two sets of monomials
TR,ε
#
nź
i“1
NδirΦipfiqslooooooomooooooon
limit´vertices
mź
j“1
Nδn`j rΦn`jpfn`jqs
+
, (5.104)
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where only the first n monomials are affected by the limit. Again, we emphasize that
contributions from tadpoles vanish after applying the R-operation. Due to this, we
restrict (5.104) to contributions without edges among limit-vertices after the application
of Wick’s theorem and indicate this by
nź
i“1
NδirΦipfiqs WickÝÑ:
nź
i“1
NδirΦipfiqs : . (5.105)
Expanding (5.104) into graphs Γ and setting as above ∆ .“ Γ˜, we have to compare
R∆u
ε
0rΓs with RΓuε0rΓs again. In this case the comparison is significantly more involved
since we may find several limit-vertices at one connected component of Γ and we may
have several connected components of Γ each containing at least one limit-vertex. Hence
suppose that Γ has Γ1, ...,Γk connected components, where each Γj contains nj limit-
vertices with
ř
j nj “ n. Analogously to the 2-vertex case, we expect to obtain corrections
from ∆-forests as well as Γ-forests, i.e.
R∆u
ε
0rΓs “ RΓuε0rΓs ´XΓuε0rΓs `X∆uε0rΓs. (5.106)
For the corrections regarding overlap creation in forests, induced by the limit, we observe
that those terms consist of all sets tζuc of c mutually disjoint renormalization parts ζ in
Γ, where each renormalization part contains at least one limit-vertex. We find sets with
2 ď c ď n and subsume those in Zc so that
XΓu
ε
0rΓs “
nÿ
c“2
ÿ
tζucPZc
ÿ
F tζucPF tζuc
ÿ
F tζucPF tζuc
ź
γPF tζuc
p´tpγqqˆ
ˆ
kź
l“1
p´tpζlqq
ź
γ1PF tζuc
p´tpγ1qquε0rΓs (5.107)
“
nÿ
c“2
p´1qc
ÿ
tζucPZc
ÿ
α1,...,αc
1
α1!...αc!
RΓ{tζucpDα1V ζ1 ...D
αc
V ζc
uε0rΓ{tζucsqˆ
ˆ
cź
l“1
pxl ´ xV ζl q
αlRζKl
uε0rζls, (5.108)
where the sums in αj run from 0 to δpζjq. The contributions from all graphs are then
given by
ÿ
Γ
XΓu
ε
0rΓs “
nÿ
c“2
ÿ
tV uc
ÿ
tE uc
ÿ
α1,...,αc
1
α1!...αc!
TR,ε
# ź
kPV
NδkrΦkpfkqsˆ
ˆ
cź
l“1
NδV l
rCαlDαlE lpf lqs
+
, (5.109)
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where
CαlpxV l ;xVlq
.“ T connR,ε
#ź
rPVl
pxr ´ xV lqαlNδr rpΦr{E lqpfrqs
+
(5.110)
and
0 ă |E j | ` |Dj | ` |αj | ď δV l . (5.111)
It is left to examine the correction terms related to the introduction of new renormaliza-
tion parts or the increase of subtraction degree induced by the limit, respectively. Note
that those terms can only appear once per forest F if we require them to be minimal in
F . Therefore we obtain
X∆u
ε
0rΓs “
ÿ
τPT∆
ÿ
F τPF τ
ÿ
F τPF τ
ź
γPF τ
p´tpγqqp´ptpτq ´ tpσqqq
ź
γ1PF τ
p´tpγ1qquε0rΓs (5.112)
“ ´
ÿ
τPT∆
δpτqÿ
|α|“δpσq`1
1
α!
R∆{τ pDαV uε0rΓzσsqpx´ xV qαRτKuε0rτ s, (5.113)
where tpσq “ tpτˆq “ 0 if σ is not a renormalization part. Again, summing over all graphs
Γ we compute
ÿ
Γ
X∆u
ε
0rΓs “
ÿ
V
ÿ
E
ÿ
α
1
α!
TR,ε
$&%ź
kPV
NδkrΦkpfkqsNδV rDαE pfqs
,.-ˆ
ˆ T connR,ε
#ź
lPV
pxl ´ xV qαNδlrpΦl{E qpflqs
+
looooooooooooooooooooooooomooooooooooooooooooooooooon
CαpxV ;xV q
, (5.114)
with
δpV ă |E | ` |D | ` |α| ď δV (5.115)
and δpV ą 0 only in the case of Zimmermann identity. Finally, we want to combine all
contributions in the definition of normal products and perform the coincidence limit.
Definition 5.8. A normal product of degree δ
Nδ
” nź
i“1
Φipfiq
ı
(5.116)
with δ “ ři δi ě ři dimpΦiq inserted into a time-ordered product with m (spectator)
monomials
TR,ε
#
Nδr
nź
i“1
Φipfiqs
mź
j“1
Nδn`j rΦn`jpfn`jqs
+
(5.117)
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is defined by
TR,ε
#
:
nź
i“1
Nδj rΦipfiqs :
mź
j“1
Nδn`j rΦn`jpfn`jqs
+
`
ÿ
V
ÿ
E
ÿ
α
1
α!
TR,ε
$&%ź
kPV
NδkrΦkpfkqsNδV rCαDαE pf ; fV qs
,.-
´
nÿ
c“2
ÿ
tV uc
ÿ
tE uc
ÿ
α1,...,αc
1
α1!...αc!
TR,ε
$&%ź
kPV
NδkrΦkpfkqsNδ
” cź
l“1
CαlD
αlE lpf l; fVlq
ı,.- ,
(5.118)
where
δ
.“
cÿ
l“1
δV l . (5.119)
Theorem 5.9. Let Φ1, ...,Φn be field monomials with scaling dimensions δ1, ..., δn. Then
lim
fjÑf
NδrΦ1pf1q...Φnpfnqs “ NδrpΦ1...Φnqpfqs (5.120)
δ ě
nÿ
i“1
δi (5.121)
if inserted to time-ordered products.
Proof. Consider the time-ordered product (5.117). Expanding in graphs, we obtain
lim
xjÑx
pRΓuε0rΓs ´XΓuε0rΓs `X∆uε0rΓsq “ limxjÑxR∆u
ε
0rΓs, (5.122)
where ∆ “ Γ˜. The insertion of NδrpΦ1...Φnqpfqs gives
R∆u
ε
0r∆s (5.123)
and thus we arrive at
lim
xjÑx
R∆u
ε
0rΓs ´R∆uε0r∆s “ 0. (5.124)
In the same fashion as for Wick monomials in Chapter 2, we could calculate products
of normal products inserted into time-ordered products or relate normal products of
different degree following the ideas in Theorem 5.4. Both calculations are feasible but
tedious and are not performed in this work.
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5.3 Field Equation
In the construction of Wick monomials and time-ordered products, we transfered to
off-shell fields φ, i.e. we did not demand that monomials of the type NδrΦPφs vanish
identically, where P denotes the wave operator. The techniques developed in this Chapter
above allow us to examine such monomials in detail. Therefore let us study
TR,ε
#
NδrΦPφpfqs
nź
j“1
Nδj rΦjpfjqs
+
. (5.125)
Without loss of generality, we consider only a simply connected component Γ after the
application of Wick’s theorem. Denoting the vertex of the monomial NδrΦPφpfqs by V0,
there exists exactly one edge e0 P EpΓq, connecting Pφ to a vertex Vj P V pΓqztV0u. But
we know that
PV0HFpxspe0q, xtpe0qq “ δpxspe0q, xtpe0qq (5.126)
and thus the vertices V0 and Vj in Γ get fused after evaluating the Dirac-δ-distribution
resulting in a graph ∆. Before we turn to the analysis of the change in the singularity
structure in the transition from Γ to ∆, we have to discuss the subtraction degree δ of
the monomial ΦPφ. Recall that in local form
Pφpxq “ gµν∇µ∇nφpxq ` bpxqφpxq (5.127)
so that
NδrΦPφpfqs “ NδrΦgµν∇µ∇νφpfqs `NδrΦbφpfqs. (5.128)
However, we find dimpgµν∇µ∇νφq “ dimpbφq`2 and therefore have to relateNdimpΦq`3rΦbφs
to NdimpΦq`1rΦbφs. This is performed applying Corollary 5.6 to (5.125) with a “ 3 and
b “ 1, i.e.
T connR,ε
#
NdimpΦq`1rΦbφpfqs
nź
i“1
NδirΦipfiqs
+
“ T connR,ε
#
NdimpΦq`3rΦbφpfqs
nź
i“1
NδirΦipfiqs
+
`
ÿ
V
ÿ
E
ÿ
α
1
α!
T connR,ε
$&%ź
kPV
NδkrΦkpfkqsNdimpΦq`3rCαrbsDαE pfqs
,.- (5.129)
with dimpΦq`1 ă |E |`|α| ď dimpΦq`3. This allows us to work withNdimpΦ`3qrΦPφpfqs
and thus with δ ě dimpΦq ` 3 involving additional corrections from Zimmermann iden-
tities.
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Next let us analyze the change of the singularity structure in the fusion process Γ Ñ Γ˜ .“
∆. For disjoint renormalization parts γ0 with V0 P V pγ0q and γj with Vj P V pγjq, surelyČγ0 Y γj is a renormalization part but we also obtain γ˜0 l γ˜j . Further, there may exist
renormalization parts γ0j already in Γ, which change their subtraction by contracting e0
but do not change the edge set on which the Taylor polynomial is computed. To sum up,
the occuring corrections resemble the result of Proposition 5.7 since only pairs of vertices
pV0, Vjq are involved.
Theorem 5.10. The action of a wave operator P appearing in a monomial ΦPφ inserted
into a time-ordered product is given by
TR,ε
#
NδrΦPφpfqs
nź
j“1
Nδj rΦjpfjqs
+
“
nÿ
j“1
T connR,ε
#
Nδ`δj´4rΦ
δ
δφ
Φjpfjqs
nź
i“1,i‰j
NδirΦipfiqs
+
`
nÿ
j“1
ÿ
V0,Vj
ÿ
E0,Ej
ÿ
α0,αj
1
α0!αj !
T connR,ε
# ź
kPV 0,j
NδkrΦkpfkqsˆ
ˆNδV 0 rCα0D
α0E 0pf0, fV0qsNδV j rCαjD
αjE jpf j ; fVj qs
+
`
nÿ
j“1
ÿ
V0j
ÿ
E0j
ÿ
α
1
α!
T connR,ε
$&% ź
kPV 0j
NδkrΦkpfkqsNδV 0j rCαD
αE 0jpf0j ; fV0j qs
,.- (5.130)
with conventions for multiindices α‚ and functions Cα‚ as in Proposition 5.7.
Proof. Analogously to the two-vertex case for normal products, we obtain for a single
graph Γ
R∆u
ε
0r∆s ´RΓuε0rΓs
“
ÿ
pζ0,ζjqPZ
ÿ
F ζPF ζ
ÿ
F ζPF ζ
ź
γPF ζ
p´tpγqqp´tpζ0qqp´tpζjqq
ź
γ1PF ζ
p´tpγ1qquε0rΓs
`
ÿ
τ0jPT∆
ÿ
F τPF τ
ź
γPF τ
p´tpγqqp´ptpτ0jq ´ tpτˆ0jqqq
ÿ
F τPF τ
ź
γ1PF τ
p´tpγ1qquε0rΓs. (5.131)
Omitting the intermediate step of spelling out Taylor operators, we compute directly the
sum over all contributions Γ using Proposition 5.7 and obtain
ÿ
Γ
XΓu
ε
0rΓs “
nÿ
j“1
ÿ
V0,Vj
ÿ
E0,Ej
ÿ
α0,αj
1
α0!αj !
T connR,ε
# ź
kPV 0,j
NδkrΦkpfkqsˆ
ˆNδV 0 rCα0D
α0E 0pf0; fV0qsNδV j rCαjD
αjE jpf j ; fVj qs
+
(5.132)
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with
Cα0pf0; fV0q “ T connR,ε
# ź
lPV0ztV0u
pxl ´ xV 0qα0NδlrpΦl{E 0qpflqsˆ
ˆ px0 ´ xV 0qα0NδrpΦPφ{E 0qpf0qs
+
, (5.133)
Cαj pf j ; fVj q “ T connR,ε
# ź
l1PVj
pxl1 ´ xV j qαjNδl1 rpΦl1{E jqpfl1qs
+
(5.134)
and
0 ă |E 0{j | ` |D0{j | ` |α0{j | ď δV 0{V j . (5.135)
In the same manner, we compute for the Zimmermann identity correction terms that
ÿ
Γ
X∆u
ε
0rΓs “
nÿ
j“1
ÿ
V0j
ÿ
E0j
ÿ
α
1
α!
T connR,ε
# ź
kPV 0j
NδkrΦkpfkqsˆ
ˆNδV 0j rCαD
αE 0jpf0j ; fV0j qs
+
, (5.136)
where
Cαpf0j ; fV0j q “ T connR,ε
# ź
lPV0jztV0u
pxl ´ xV 0j qαNδlrpΦl{E 0jqpflqsˆ
ˆ px0 ´ xV 0j qαNδrpΦPφ{E 0jqpf0qs
+
(5.137)
and
0 ă |E 0j | ` |D0j | ` |α| ď δV 0j . (5.138)
The sum over all fused graphs ∆ gives
nÿ
j“1
T connR,ε
#
Nδ`δj´4rΦ
δ
δφ
Φjpfjqs
nź
i“1,i‰j
NδirΦipfiqs
+
(5.139)
and merging all contributions we arrive at the assertion.
We finish this chapter with the discussion of a special case of Theorem 5.10. Suppose
that Φ “ 1, i.e. we consider an insertion NδrPφpfqs. Inserted into a time-ordered prod-
uct and expanded in graphs, the vertex NδrPφpfqs corresponds to an external line of
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those graphs. It follows that neither Zimmermann identity correction terms nor overlap
creation correction terms can appear so that (5.130) reduces to
TR,ε
#
NδrPφpfqs
nź
j“1
Nδj rΦjpfjqs
+
“
nÿ
j“1
T connR,ε
#
Nδ`δj´4r
δ
δφ
Φjpfjqs
nź
i“1,i‰j
NδirΦipfiqs
+
. (5.140)
Now recall from Chapter 2 that we used a perturbative argument in order to approximate
the field ϕ fulling the nonlinear wave equation
Pϕ “ ϕ3 (5.141)
by the field φ fulfilling the homogeneous wave equation. Taking N3rPφpfqs inserted into
a time-ordered product of monomials N4rφ4pfjqs, we find
TR,ε
#
N3rPφpfqs
nź
j“1
N4rφ4pfjqs
+
“
nÿ
j“1
T connR,ε
#
N3rφ3pfjqs
nź
i“1,i‰j
N4rφ4pfiqs
+
. (5.142)
Note that this expression is extendible and well-defined in the limit of vanishing ε in the
sense of distributions. Therefore we may interpret (5.142) as the perturbative realization
of the wave equation for interacting quantum fields.
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Chapter 6
Conclusion
In the present work, the concept of BPHZ renormalization is extended to analytic space-
times using the algebraic approach to perturbative quantum field theory. We shall recall
some properties, which indicate the naturalness of an independent proof in configuration
space while maintaining contact to the ideas and reasoning of the original works.
First, the larger class of spacetime geometries does generally not admit a global treat-
ment in momentum space so that all arguments are formulated entirely in configuration
space. The change in fundamental variables, from momentum flow through edges of
Feynman graphs to loci of vertices in spacetime, amends the problem under consider-
ation to local integrability or existence of generalized convolutions in small regions of
spacetime. Therefore the result in Chapter 3 is formulated only for geodesically convex
regions, which is indeed sufficient to solve the extension problem connected to renormal-
ization. However, it may be extended to the whole spacetime by a partition of unity
argument [Mor03] or reformulated using quasifree states, which admit a definition of
correlation functions in terms of Feynman graphs on the whole spacetime. In general,
the issue of scheme-compatible states, for instance thermal equilibrium states [FL14], is
left for future research and might require a generalized notion of Feynman graphs, for
instance ∆-complexes of higher dimension [Hat02], in the latter case.
Second, we emphasize that the forest formula follows the same prescription in any scheme,
namely, summing over all partially ordered sets of renormalization parts regardless of
the regularization. Hence proving the convergence of a method depends on the chosen
regularization such that, due to the necessary adaptation of the Taylor operator, our
configuration space approach cannot be covered by existing proofs using a different regu-
larization technique. Since the evaluation of the weight of Feynman graphs takes the form
of a generalized convolution, we find that the class of renormalization parts gets enlarged
and the Zimmermann’s notion of “complete” forests requires a modification. Indeed, we
generalize his construction by introducing the saturation of forests with respect to some
integration measure, which works for all partially ordered sets, arbitrarily constructed
over a countable and finite set, once completeness of the saturation, in the sense of par-
tial order, is shown. It would be interesting to translate the combinatorics in connection
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to the special choice of subtraction, i.e. evaluated on the graph weight directly, into the
language of Hopf algebras in order to examine its utility in related problems of other
research fields. Indeed, relations to the combinatorics of BPHZ renormalization have
been worked out [CH16,Hai17] in the analysis of regularity structures [Hai14], although
the standard Hadamard regularization has been used.
Third, our construction holds not only for quantum fields with positive but also vanish-
ing mass, which would contradict the findings of BPHZ and BPHZL renormalization in
momentum space if all three methods were related by Fourier transformation on the level
of the forest formula. Recall that the modification of the BPHZ method was required
if massless fields are present, so that we could expect to establish a relation to at most
one momentum space approach. Indeed, we show that our prescription can be trans-
fered (up to combinatorial factors) into the BPHZ momentum space method for positive
masses and the BPHZL approach does not define a renormalization scheme in configu-
ration space after inverse Fourier transformation of the forest formula. We remark that
this does not pose a contradiction regarding the equivalence of renormalization schemes,
since we analyzed the relations at an intermediate step, i.e. on the level of the forest
formula, which expresses just that prescriptions are tailored according to the conditions
at hand.
Finally, choosing the subtraction point with edge set weighted coordinates over the sub-
traction point with uniformly weighted coordinates shows its relevance at a late stage
of this work. Namely, the properties first come into play, where non-trivial manipula-
tions of the graphs are performed so that the renormalization scheme can be proved and
the relation to the momentum space method can be established using either definition.
However, the coincidence limit of vertices in graphs can only be described by the edge
set weighted version.
It is worth noting that, like in the original work of Zimmermann, the scheme is formulated
and proved on the level of weighted Feynman graphs, which may be summed up to time-
ordered products of, in our approach, a finite number of Wick monomials. Relaxing this
to include time-ordered products of possibly infinitely many monomials, one may use our
results to study structural properties of concrete theories. The latter arise from of the
application of a perturbative argument to a nonlinear equation of motion, thus restricting
the number and type of occurring Wick monomials but at the cost of working with
formal power series in the correlation functions. We may think of this as a realization
of Bogoliubov’s formula with interaction restricted to a bounded region by coupling
functions. Then there are essentially two ways to perform the constant coupling limit.
Either one uses the sufficient conditions, given in the present work for trivial geometries,
on the existence of the limit in the sense of Bogoliubov [BS59] or one explicitly constructs
the algebraic adiabatic limit [BF00,HW03], which should work for all analytic spacetimes.
One may seek for a notion of infrared scaling, which holds on general analytic spacetimes,
in order to render the constant coupling limit in the sense of Bogoliubov available.
Independently of that limit, structural properties of a specific theory can best be studied
in the language of normal products. Recall that the insertion of a normal product
into time-ordered functions maintains local integrability in the coincidence limit after
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application of the R-operation due to suitably chosen subtraction degrees. Provided this
normal product depends on a parameter of the theory like the mass, the derivative with
respect to that parameter is naively defined. Then we can study the behavior of the theory
under changes of the parameter by inserting the associated normal product into every
time-ordered product given as a formal power series. Again, we emphasize that these
insertions do not require any additional renormalization techniques. This idea of relating
insertions and derivatives with respect to parameters is formalized by the action principle
[Low71] such that parametric differential equations [Zim80, HW03, BDF09] should be
derivable more conveniently.
Another application of the action principle can be constructed in analogy to the derivation
of the field equation, where the application of the wave operator fused vertices. In the
same manner, normal products may be manipulated by other normal products using
functional derivatives, which remove the full or just a part of monomial and replace it by
or add another monomial, respectively. Specifically, an elementary field operator in an
observable may be exchanged by a transformed elementary field operator while keeping
a suitably large subtraction degree. With this, Ward identities should be representable
as insertions into the full theory such that the effect of symmetry transformations [KS92,
KS93] becomes easier tractable. We remark that symmetries of pM, gq, thus symmetries
of the Hadamard parametrix H, should be restored after the limit εÑ 0.
Furthermore it would be interesting to investigate in the interplay of our renormalization
prescription with the BRST- [Hol08] or BV-formalism [FR13] in regard to vector fields as
well as studying supersymmetric extensions [PS86] of quantum field theories or theories
over non-commutative spacetime [BGH`13].
Having a full theory at hand also admits a simplification of the rather bulky results
on Zimmermann identity and normal products in Chapter 5. Since we considered only
a single time-ordered product, it was cumbersome to keep track of fields constructing
renormalization parts and newly formed vertices, thus Wick monomials, in the sum over
all contributing graphs. In a full theory, having all possible graphs at disposal, one may
blow up a single vertex to an arbitrary renormalization part, which has to be compat-
ible with the theory and has to have external lines matching the incident lines of the
initial vertex. This blow-up-graph is again a graph of the theory and, vice versa, one
may contract any renormalization part of a given graph to a single vertex obtaining an-
other graph of the theory. The latter manipulation corresponds to the application of
the R-operation, where we observe that the R-operation is performed independently of
the structure of the renormalization part and, further, independently of the structure
complement of the renormalization part. Hence the sum over all graphs containing a
renormalization part, which is associated to a specific fixed vertex after contraction, can
be split, after application of the R-operation, into a sum of renormalization parts and
a sum of the complement. This is exactly the content of the Zimmermann identity but
with the difference that the sums become independent after the splitting, thus can be
written in independent formal power series. It is evident that an analogous argument
holds for normal products.
The Zimmermann identity should certainly be used in the aforementioned studies of con-
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crete theories, where relations among insertions with different engineering and scaling
dimension are required. Furthermore, the definition of normal products should be of ben-
efit in the study of operator product expansion, possibly on analytic spacetimes [Hol07].
Recall that we specifically emphasized the limit of two coinciding vertices, which is pre-
destined for the question of associativity [HH15] and, furthermore, one may investigate
in the convergence of the operator product expansion [HK12]. As a final remark we
shall point out that, differently from Zimmermann’s result, the normal products have to
be defined recursively due to the larger class of renormalization parts. It remains open
whether and how this recursive definition simplifies if concrete models are considered.
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Appendix
A Analytic Continuation
In this part, we show the relation of our choice of analytic continuation for the Minkowski
metric η in Lemma 4.8 to the special choice of Zimmermann-ε in momentum space. For
this purpose, recall the special choice for the analytic continuation in Zimmermann’s
momentum space approach, i.e.
´p2 `m2 εÞÑ ´ p2 `m2 ´ iεpp2 `m2q (1)
“´ p20 ` p1´ iεqpp2 `m2q (2)
F´1ÞÑ B20´p1´ iεq∆` p1´ iεqm2 .“ PεpBq. (3)
For the correct continuation in configuration space, we have to find the solution to
plηε `m2qGc,εpxq “ ´iδpxq (4)
where we know already in the case of ε “ 0 that [BS59]
Gcpxq “ m
4pi2
?´x2K1pm
a
´x2q (5)
and K1pxq is the modified Bessel function of second kind, which solves the Bessel differ-
ential equation for complex argument z and order ν
z2w2pzq ` zw1pzq ´ pz2 ` ν2qwpzq “ 0. (6)
Lemma. Consider an analytic continuation
x2 ÞÑ z2 “ αx20 ´ βx2 with α, β P C (7)
Then Gcpzq solves (4) if and only if α “ 1´ iε and β “ 1.
Proof. First define
hpzq .“ m
a
´z2 (8)
fphq .“ m
2
4pi2
1
h
(9)
gphq .“ K1phq (10)
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With this reformulation, Bessel’s differential equation is given by
h2g2phq ` hg1phq ´ ph2 ` 1qgphq “ 0 (11)
and furthermore we compute
PεpBqpfphqgphqq “pB20´p1´ iεq Bi Bi`p1´ iεqm2qpfphqgphqq (12)
“f
„
2g
h2
ppB0 hq2 ´ p1´ iεq Bi h Bi hq ´ g
h
pB20´p1´ iεq Bi Biqh (13)
´2g
1
h
ppB0 hq2 ´ p1´ iεq Bi h Bi hq ` g1pB20´p1´ iεq Bi Biqh (14)
`g2ppB0 hq2 ´ p1´ iεq Bi h Bi hq ` p1´ iεqm2g
‰
(15)
where the derivatives are given by
pB0 hq2 “ h2 α
2x20
p´z2q2 (16)
Bi h Bi h “ h2 β
2x2
p´z2q2 (17)
B0 B0 h “ h
ˆ
´ αp´z2q ´
α2x20
p´z2q2
˙
(18)
Bi Bi h “ h
ˆ
3β
p´z2q ´
β2x2
p´z2q2
˙
(19)
Plugging these derivatives into the previously obtained equation, we find
PεpBqpfphqgphqq “f rg
ˆ
α` 3βp1´ iεq
´z2 ` 3
α2x20 ´ p1´ iεqβ2x2
p´z2q2
˙
(20)
´g1h
ˆ
α` 3βp1´ iεq
´z2 ` 3
α2x20 ´ p1´ iεqβ2x2
p´z2q2
˙
(21)
`g2h2
ˆ
α2x20 ´ p1´ iεqβ2x2
p´z2q2
˙
` p1´ iεqm2gs (22)
Now we multiply the right hand side by 1 such that
p1´ iεqm2g “ 1´z2 p1´ iεqm
2p´z2qg “ 1´z2 p1´ iεqh
2g (23)
and compare this to the coefficient in (11). We read off two facts. First, we may take out
a factor p´z2q´1. Second, we have to multiply (11) by the factor ´p1 ´ iεq. It follows
that
α2x20 ´ p1´ iεqβ2x2
p´z2q “ ´p1´ iεq, (24)
α` 3βp1´ iεq ` 3α
2x20 ´ p1´ iεqβ2x2
p´z2q “ p1´ iεq. (25)
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Putting (24) into (25) we obtain for α that
α “ p1´ iεqp4´ 3βq. (26)
With this, (24) is fulfilled if and only if β “ 1.
Rewriting z2 “ p1´iεqx20´pxq2 “ xµηεµνxν , we recover our choice of analytic continuation
η ÞÑ ηε for the Minkowski metric.
B Taylor Operator
A simple case of the Fourier Transformation of the Taylor operator, namely to first order,
was computed in [Ste00, Section 10.3] for a different choice of subtraction point, namely,
the standard mean coordinate. We proceed with the general case and the subtraction
point computed by (3.26). Recall from Definition 3.8 that
t
dpγq
V pγq|
V pγq
.“
dpγqÿ
|α|“0
px´ xγqα
α!
Dα
V pγq|V pγq (27)
acts on the complement of γ due to Ppγq. We evaluate the Fourier transformation from
configuration to momentum space explicitly. Consider γ Ă Γ (proper) and with it weights
uε0rΓn γs and uε0rγs. We know that V pΓn γq X V pγq .“ VX ‰ H and suppose |VX| “ m
such that we start with ż
dµVXu
ε
0rΓn γsuε0rγs (28)
omitting for simplicity the vertices, which are not contained in VX. The two factors can
be rewritten as
uε0rΓn γspx1, ..., xmq “
ż mź
j“1
dpj exp
#
i
mÿ
i“1
pixi
+
uˆε0rΓn γspp1, ..., pmq (29)
uε0rγspx1, ..., xmq “
ż mź
j“1
dqj exp
#
i
mÿ
i“1
qixi
+
δ
˜
mÿ
i“1
qi
¸
uˆε0rγspq1, ..., qmq (30)
where the δ-distribution comes from the translation invariance of uε0rγs in Minkowski
space. Now we split the Taylor operator and calculate for a fixed α
Dαx |x¯uε0rΓn γspx1, ..., xmq “
ż mź
j“1
dpj pipqα exp
#
i
mÿ
i“1
pix¯
+
uˆε0rΓn γspp1, ..., pmq (31)
px´ x¯qαuε0rγspx1, ..., xmq “
ż mź
j“1
dqj p´iqαpDq ´ D¯qqα exp
#
i
mÿ
i“1
qixi
+
ˆ
ˆ δ
˜
mÿ
i“1
qi
¸
uˆε0rγspq1, ..., qmq. (32)
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We observe that each qi is the sum of momenta through lines of γ incident to vertex i,
i.e. qi “ qi1 ` ... ` qiai and each pj is the sum of momenta through external lines of γ
incident to the vertex j, i.e. pj “ pj1 ` ...` pjbj . From this follows
Dq “ 1
2|Epγq|
mÿ
i“1
|Epγ|vq|Dq|i “ 12|Epγq|
mÿ
i“1
aiÿ
j“1
Dq|ij (33)
such that, for any fixed order |α| “ n, we write
ÿ
|α|“n
pDq ´ D¯qqα “
¨˝
mÿ
i“1
aiÿ
j“1
¨˝
Dq|ij ´ 12|Epγq|
mÿ
i1“1
ai1ÿ
j1“1
Dq|i1j1 ‚˛˛‚
n
(34)
From this, it follows that
ÿ
α
pDq ´ D¯qqαδ
˜
mÿ
i“1
qi
¸
“ 0 (35)
such that we arrive atż
µVX
dÿ
|α|“0
p´1qα
α!
ż mź
j“1
dpj p
αuˆε0rΓn γspp1, ..., pmq
ż mź
j“1
dqj exp
#
i
˜
mÿ
i“1
pix¯` qixi
¸+
δ
˜
mÿ
i“1
qi
¸
pDq ´ D¯qqαuˆε0rγspq1, ..., qmq (36)
Now we evaluateż
dµVX exp
#
i
˜
mÿ
i“1
pix¯` qixi
¸+
“
ż
dµVX exp
#
i
˜
mÿ
i“1
xip¯` qixi
¸+
(37)
“
mź
i“1
δ pqi ` p¯q (38)
Since qi
!“ ´p¯, ři qi !“ ´ři pi follows so that δpři qiq “ δpři piq and δpqi ` p¯q “ δpqiq.
Hence
mź
i“1
δ pqi ` p¯q δ
˜
mÿ
i“1
qi
¸
“
mź
i“1
δpqiqδ
˜
mÿ
j“1
pj
¸
. (39)
By a slight abuse of notation we may writeż mź
j“1
dqj δpqiqpDq ´ D¯qqαuˆε0rγspq1, ..., qmq “ pDp ´ D¯pqα|p“0uˆε0rγspp1, ..., pmq (40)
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so that we are left withż mź
j“1
dpj uˆ
ε
0rΓn γspp1, ..., pmqδ
˜
mÿ
j“1
pj
¸
dÿ
|α|“0
p´1qαpα
α!
pDp ´ D¯pqα|p“0uˆε0rγspp1, ..., pmq.
(41)
Again, we fix some order |α| “ n ą 0 and compute
ÿ
|α|“n
pα
α!
pDp ´ D¯pqα “ 1
n!
mÿ
i1,...,in“1
pi1 ...pinpDin ´ D¯q...pDi1 ´ D¯q (42)
“ 1
n!
mÿ
i1,...,in“1
pi1 ...pinDin ...pDi1 ´ D¯q (43)
“ 1
n!
mÿ
i1,...,in“1
pinpi1 ...pin´1pDin´1 ´ D¯q...pDi1 ´ D¯qDin
(44)
...
“ 1
n!
mÿ
i1,...,in“1
pi1 ...pinDin ...Di1 (45)
“
ÿ
|α|“n
pα
α!
Dαp (46)
using in each step
mÿ
ij“1
pij pDij ´ D¯qδ
˜
mÿ
j“1
pj
¸
“
mÿ
ij“1
pijDijδ
˜
mÿ
j“1
pj
¸
. (47)
With this we arrive atż mź
j“1
dpj uˆ
ε
0rΓn γspp1, ..., pmqδ
˜
mÿ
j“1
pj
¸
dÿ
|α|“0
p´1qαpα
α!
Dαp|p“0uˆ
ε
0rγspp1, ..., pmq
“
ż mź
j“1
dpj uˆ
ε
0rΓn γspp1, ..., pmqδ
˜
mÿ
j“1
pj
¸
tˆ
dpγq
p|p“0uˆ
ε
0rγspp1, ..., pmq (48)
where tˆdpγqp|p“0 is the Taylor operator in [Zim69]. Note that with our approach, the momen-
tum reordering operator Sγ does not appear, which is due to the fact that we worked out
only the reduced case of the Fourier transformation. Additionally, we did not specify any
admissible momentum flow. However, with our choice of the operator Ppγq, we arrive at
the correct action of the Taylor operator tˆpγqSγ in momentum space.
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