In this paper we consider the discretization error in space and time of an H 1 gradient flow for an energy integral where the energy density is given by the sum of a double-well potential term and a bending energy term. We show that the problem is equivalent to a nonlinear heat equation with nonlocal nonlinearity and adapt the standard error analysis theory developed for nonlinear heat equations to our case. In doing so we bound the discretization error in terms of the mesh size and time step as well as energy parameters. In particular, we carefully track how the size of the bending energy affects the error bounds.
Introduction
In this paper we consider H 1 gradient flows of integrals such as The gradient flow (1.2) is also the weak formulation of
in Ω , t = 0.
Note that the boundary condition ∆ u = 0 on ∂ Ω could be replaced by ∇u · n = 0 on ∂ Ω , where n denotes the outward pointing unit normal, provided the definition of the space V is also modified accordingly. Another (formally) equivalent formulation of the continuous problems (1.2) and (1.5) is 6) where f : H 1 0 (Ω ) → H 1 0 (Ω ) is defined by f (u) := (−∆ ) −1 div(σ (∇u)). Note that (−∆ ) −1 is welldefined with a homogeneous Dirichlet boundary datum, D(−ε∆ ) = V and condition (1.3) implies that f : H 1 0 (Ω ) → H 1 0 (Ω ) is Lipschitz continuous. Thus, the H 1 gradient flow of (1.1) is just a semilinear parabolic equation.
Applying standard theory (see e.g. (Henry, 1981, Corollary 3.3.5) with X = H 1 0 (Ω ), α = 0, A = −ε∆ , noting that −ε∆ is self-adjoint, densely defined and bounded below on X, so sectorial), there exists a unique solution to (1.6) in the sense of (Henry, 1981, Definition 3.3 .1), i.e. there exists u ∈ C ([0, ∞) ; H 1 0 (Ω )), such that u ∈ C((0, ∞),V ), u t exists, t → f (u(t)) is locally Hölder continuous in H 1 0 (Ω ), ρ 0 f (u(t)) H 1 (Ω ) dt < ∞ for some ρ > 0, and (1.6) is satisfied. By Duhamel's formula (Henry, 1981, Lemma 3.3 .2) and Theorem 3.5.2 in Henry (1981) we may express the solution u(t) for all t 0 by
where E(t) := exp(tε∆ ), t → u t (t) is locally Hölder continuous in H 1 0 (Ω ) for t ∈ (0, ∞), and u t (t) H 1 (Ω ) Ct −1 for t ∈ (0, T ), T finite and C = C(T ) constant. It is this solution we want to approximate using a finite element method.
Let us now define the semi-discrete and fully discrete problems. For h > 0 let V h be a finitedimensional subspace of H 1 0 (Ω ) and define the projection operators R :
Assume that V h is chosen so that 8) where C is a positive constant, independent of h. For example to satisfy (1.8) we may take V h to be the usual space of continuous piecewise linear functions on a quasi-uniform mesh with maximal element diameter h (see e.g. Brenner & Scott (2008) ). We define the discrete Laplacian ∆ h :
Note that ∆ h R = P∆ . Applying the Galerkin method to (1.2) we get the following spatially semi-discrete problem:
Applying theory from Henry (1981) to the semi-discrete problem we may write the solution to (1.9) as
where E h (t) := exp(tε∆ h ).
To discretise in time we apply the semi-implicit Euler method. For a time step k > 0 and n ∈ N 0 := N ∪ {0}, let U n ∈ V h denote the approximation of u(t n ) where t n = nk, and define it by
The discrete counterpart of Duhamel's principle allows us to express U n as
where E kh :
In the remaining sections of this paper we prove regularity estimates, the existence of absorbing sets and of a compact attractor, bound the error for the semi-discrete and fully discrete problems on finite time intervals, and show convergence of attractors. In doing so we closely follow Larsson (1992) and Crouzeix & Thomée (1987) . However, the main difficulties that set this problem apart from the theory in those papers and other literature are three-fold: instead of working in the Hilbert space L 2 (Ω ) as is usual for semilinear parabolic problems, (1.6) is posed in H 1 0 (Ω ); the operator f is a nonlocal operator; and, we would like to know how the error estimates depend on the small parameter ε > 0.
Some works that have studied the finite element method for the spatial approximation for semilinear parabolic problems in the more usual L 2 (Ω ) framework include Luskin & Rannacher (1982) , Johnson et al. (1987) , Helfrich (1987) , Crouzeix et al. (1989) and Larsson (1992) .
A common feature of these papers is that the nonlinear term f = f (u) (in Luskin & Rannacher (1982) f = f (t) and in Larsson (1992) 
) is a local operator, i.e. f : R → R. This plays an important role when translating assumptions on the point-wise properties of f to global properties of f . In our problem we do not have any control over the point-wise behaviour of f and the global properties of f are determined by the point-wise properties of σ . For example, our definition of f does not define an operator from L 2 (Ω ) into L 2 (Ω ). For this reason we cannot utilize any of the previous literature to prove our results. Moreover, we cannot prove W 1,∞ (Ω ) error estimates (which would be the counterpart of L ∞ (Ω ) estimates in the L 2 (Ω ) framework) that directly use the point-wise behaviour of f .
Another reason why we cannot simply apply these earlier results is that in the H 1 0 (Ω ) framework the nonlinear term in the discrete problem (1.9) is R f (u h ) while in the L 2 (Ω ) framework this term would be P f (u h ). This has the effect of making the analysis slightly more difficult (compare the proof of Theorem 3.1 with (Larsson, 1992, Theorem 3.1) ).
An important paper in the literature that performs error analysis for implicit Euler and semi-implicit Euler time discretization methods on semilinear parabolic problems is by Crouzeix & Thomée (1987) and we follow this theory closely. Again, we must be careful in applying this theory because we do not assume any point-wise control over f . The reason we have chosen to adapt the time discretization theory from Crouzeix & Thomée (1987) rather than that in Larsson (1992) is because there are fewer assumptions on f and when we trace the effect of a small ε the error bounds depend on ε more favourably than if we followed the techniques used in Larsson (1992) .
For long-time behaviour of finite element approximations of semilinear parabolic problems we refer to Larsson (1989) , Larsson & Sanz-Serna (1994) and Elliott & Stuart (1993) . In Larsson (1989) the assumption that f : R → R is monotone (we do not have this) is used to prove long-time error estimates and Larsson & Sanz-Serna (1994) consider finite element approximation errors for the case when the solution stays near to a stationary point. Elliott & Stuart (1993) consider the stability of discrete semilinear parabolic equations but they do not include error estimates. They prove that the explicit Euler method introduces spurious solutions, no matter how small the mesh parameters are chosen, while the implicit Euler and semi-implicit Euler time discretization methods have good long-time behaviour provided the mesh is sufficiently fine. Although the paper of Elliott & Stuart (1993) is very relevant to our work, the discrete problem they consider is posed in L 2 (Ω ). The survey article by Stuart (1994) contains useful background theory and a more comprehensive list of references.
The only paper we found that traces the effect of a small ε parameter is the one by Elliott & Stuart (1993) cited above, but, as we have already noted, it considers only local nonlinearities for f and does not include error estimates.
The remaining sections of this paper are organised as follows. In Section 2 we consider properties of the continuous problem, proving regularity estimates and the existence of a global attractor. In Section 3 we perform an error analysis on the semidiscrete problem, and in Section 4 we perform an error analysis on the fully discrete problem. Finally in Section 5 we consider a numerical example to confirm our theoretical results.
Regularity and global attractors
In this section we prove several results about the properties of solutions to the continuous problem. These results will be needed for bounding the discretization error. We pay particular attention to the ε dependence of all estimates. First we prove a lemma that describes the regularity of E(t). It is essentially a special case of (Henry, 1981, Theorem 1.4. 3) but we have extracted all ε dependencies.
We will extensively use the facts that (since Ω has a C 1 boundary or is a convex polygon
and E(t)∆ α = ∆ α E(t) on D(∆ α ) for all t 0 and α 0.
, and α 0, there exists a constant C = C(α) > 0, independent of ε and t, such that
For any l ∈ N, there exists a constant C = C(l) > 0 independent of ε and t such that
and if 0 < β 1, then there exists a constant C = C(β ) such that
, densely defined and bounded below, which implies that its spectrum is contained in R + and it is a sectorial operator. By (Henry, 1981, Theorem 1.4 .3) we may write, for t > 0,
where Γ is a contour in C\R + such that arg z → ±θ as |z| → ∞ for some θ ∈ (0, π 2 ). Note that we can modify Γ in C\R + without changing the value of the integral. Now consider two cases, α = 0 and α > 0.
we have by the Cauchy-Schwarz inequality that
(sin θ ) −1 min{|z| −1 ,t}. Using this result, it follows from (2.5) that
For the case when α > 0, we take Γ = {z ∈ C : | arg z| = θ }. As above, for any z ∈ Γ , z = 0, we may derive
(|z| sin θ ) −1 . Using this result it then follows from (2.5) that
By fixing θ ∈ (0, π 2 ) we have proved (2.2). To prove (2.3) and (2.4) we use (2.2) and that D l t E(t) = (ε∆ ) l E(t) and
Using Lemma 2.1 we can derive the following theorem for the regularity of solutions to (1.6).
denote the solution to (1.6). Then there exists a constant C > 0 (independent of ε,t, a) such that, for t 0 = c −1 2 log a and t 1 = t 0 + 1,
Proof. 1. Following the standard energy estimation technique, we take v = u in (1.2) and use (1.3) to get
(2.19)
Now we multiply through by 2e 2c 2 t to obtain
and integrate with respect to t to get
Equation (2.6) follows using (2.1). The bound (2.7) is an obvious consequence of (2.6). 2. To prove (2.8) we take the H 2 -norm of (1.7) and use (2.1), Lemma 2.1 and that f :
Note that the last step uses the integral bound,
We prove (2.9) using another energy argument. Taking v = −∆ u in (1.2) it follows after integration by parts that
From (2.19) and (2.7) it follows that
By the uniform Gronwall inequality (see (Temam, 1988 , Chapter III, Section 1.1.3)) it follows from (2.20) and (2.21) that
Therefore, (2.9) follows by taking t 1 = t 0 + 1 and using (2.1). 3. To prove (2.10), we begin with (1.7) and apply (2.1) and Lemma 2.1, noting that ∆ f (u) = divσ (∇u), to deduce that
To prove (2.11) we begin with the observation that since the solution to (1.2) is unique and given by (1.7) we may write
With t 2t 1 and τ = t − t 1 t 1 (so that t − τ = t 1 ) we have, using a similar argument to the one given for (2.10), (2.7) and (2.9), that
4. We already know that u t exists and by (1.6) u t = ε∆ u + f (u) in H 1 0 (Ω ). Therefore, using (2.6), (2.8), (2.10), and that f :
Similarly, using (2.7), (2.9), (2.11), we get
for t t 1 1.
5. Note that for any v ∈ H 1 0 (Ω ) and t τ > 0 we may write
Taking v = f (u(t)), from (1.6) and (1.7) (using u(τ) as the initial datum) we have
It then follows, using (2.1), Lemma 2.1 and that f :
Now we apply our earlier regularity results, (2.6) and (2.12), and take τ = t 2 to get
Hence we have proven (2.14). To prove we (2.15) we use a similar approach except we apply the regularity results (2.7) and (2.13). Applying these to (2.22) for t 3t 1 and τ = t − t 1 2t 1 ,
6. The first bound u(t) H 2 (Ω ) Cbe Ct follows from (2.20) using the Gronwall inequality. To prove the second bound, we integrate (2.20) and (2.19) to get
from which the result follows. 7. To prove this we use a similar approach to part 3. From (1.7), (2.1), Lemma 2.1 and (1.3), noting that ∆ f (u) = divσ (∇u), we obtain
The result now follows using (2.16). 8. This result follows a similar proof to part 4, using (1.6), (2.16), that f :
is Lipschitz and (2.6).
In Theorem 2.1, with the additional assumption that u 0 ∈ H 2 (Ω ) with u 0 H 2 (Ω ) b, we do not have enough control over f to improve (2.9). Now let S(t) :
continuous, S(0) = I, S(s + t) = S(s)S(t) for all s,t 0, and for any
Theorem 2.1 shows that there are absorbing sets in both H 1 0 (Ω ) and H 2 (Ω ), i.e. there exist sets B 0 ⊂ H 1 0 (Ω ) and B 1 ⊂ H 2 (Ω ) such that for all bounded B ⊂ H 1 0 (Ω ), there exist positive real numbers t 0 (B) and t 1 (B) such that S(t)B ⊂ B 0 for all t t 0 and S(t)B ⊂ B 1 for all t t 1 . Note that the diameter of B 1 depends on ε −1/2 . From Theorem 2.1 and since H 2 (Ω ) ∩ H 1 0 (Ω ) is compactly embedded in H 1 0 (Ω ), it follows that S(t) is uniformly compact for large t, i.e. for every bounded B ⊂ H 1 0 (Ω ) there exists t 1 (B) such that t t 1
S(t)B
is relatively compact in H 1 0 (Ω ). Using these facts we can obtain the following theorem. The proof is omitted since it is essentially the same as (Temam, 1988 , Theorem I.1.1). THEOREM 2.2 Let A := ω(B 0 ) where B 0 is the absorbing set in H 1 0 (Ω ) defined above. Then A is a global compact attractor that attracts the bounded sets of H 1 0 (Ω ). That is, A is compact, invariant and for any bounded set
Since H 1 0 (Ω ) is convex and connected, A is also connected.
Semidiscrete regularity and error analysis
In this section we present results for the semidiscrete problem (1.9) and its error. First, we give regularity estimates for the solution of the semidiscrete problem, then we present both finite time and long-time convergence results. Up to finite time we are able to bound the error of individual solutions to (1.9) in the H 1 -norm, but for long-time we resort to proving that the semi-discrete problem has a global attractor, which converges to the global attractor of the continuous problem. The following regularity results for E h (t) and u h (t) (defined in (1.10)) are analogous to Lemma 2.1 and Theorem 2.1. Some of the results have proofs that are nearly identical to the earlier proofs, so we avoid duplication by merely stating these results. For any v h ∈ V h we have
and for either the L 2 -norm or the H 1 -norm, α 0, l ∈ N and 0 < β 1, there exist constants C > 0 (independent of ε, t and h) such that for t > 0,
The following lemma is analogous to Theorem 2.1. LEMMA 3.1 For u 0 ∈ H 1 0 (Ω ) with u 0 H 1 (Ω ) a, let u h (t) denote the solution to (1.9). Then there exists a constant C > 0 (independent of ε, t, a and h) such that, for t 0 = c −1 2 log a and t 1 = t 0 + 1,
Proof. 1. The proof of (3.3) and (3.4) are essentially the same as the proofs of (2.6) and (2.7) in Theorem 2.1 so we omit them. 2. We also omit the proof of (3.5) as it is similar to the proof of (2.8), except we start with ∆ by (3.1) . For the remaining results we need to modify our approach from earlier because we do not have
. Now we prove (3.6). Following standard energy estimate techniques and testing (1.9) with u h (t) and ∆ h u h (t) we obtain in the usual way (using (1.3) and the Cauchy-Schwarz inequality),
Using (3.3), for t t 0 we then have
Applying the uniform Gronwall inequality (see e.g. (Temam, 1988 , Chapter III, Section 1.1.3)) we get (3.6).
3. The proofs of (3.7) and (3.8) are not the same as the proofs of (2.12) and (2.13). For t > τ 0, we can write (as in (1.10))
Then, for r > 0 we have
Now take the H 1 -norm of this expression and apply (3.2) together with f :
Since t ∈ (τ, ∞) → α(t) is a decreasing function we use a slight generalisation of the Gronwall inequality to find, for t > τ 0, that
To prove (3.7) we take τ = t 2 in (3.9) and use (3.3) and (3.5) to find that α(t) H 1 (Ω ) C(at −1 + a + 1)r and
The estimate (3.7) follows from this. For (3.8) let t 2t 1 and take τ = t − t 1 in (3.9) and use (3.4) and (3.6) to find that α(t) H 1 (Ω ) C(t
The estimate (3.8) follows from this. Now that we have the necessary regularity results, let us consider the error analysis of the semidiscrete problem on finite time intervals. THEOREM 3.1 Let u(t) and u h (t) denote the solution to (1.6) and (1.9), respectively, for u 0 ∈ H 1 0 (Ω ) with u 0 H 1 (Ω ) a, and let T > 0 be finite. Then,
Proof. First, we consider the case when only u 0 ∈ H 1 0 (Ω ) with u 0 H 1 (Ω ) a. For t ∈ (0, T ] we follow the standard technique (see e.g. Larsson (1992) ) and divide the error into two parts:
e(t) = u(t) − u h (t) = u(t) − Ru(t) + Ru(t) − u h (t) =: ρ(t) + θ (t).
(3.12)
It is easy to bound ρ using (1.8) and Theorem 2.1,
Now let us concentrate on θ ∈ V h . Using ∆ h R = P∆ , (1.6) and (1.9) we find that θ satisfies the following equation:
By the same argument that gave us (1.10) (e.g. Henry (1981)), we may write the solution to (3.14) as
Integrating by parts,
Now take the H 1 -norm of each T i , and use (3.2), (1.8), that f :
is Lipschitz, and Theorem 2.1 to get
Putting all of the estimates for T i H 1 (Ω ) together with (3.12), (3.13) and (3.15) we have
Applying the Gronwall inequality yields (3.10). Now consider the simpler case when
, as above, we write u − u h = e = ρ + θ , then by Theorem 2.1 we have (3.16) and θ ∈ V h satisfies the following equation (slightly different from (3.14)),
Therefore we may write the solution to (3.17) as
We take the H 1 -norm of T 1 and T 2 , and use (3.2), (1.8) and Theorem 2.1. Noting that T 1 is the same as above, we deduce that
Putting these estimates together with (3.16) using e = ρ + T 1 + T 2 we get
Applying the Gronwall inequality yields (3.11). We can define S h (t) : V h → V h to be the solution operator for the semi-discrete problem so that S h (t)Ru 0 = u h (t) for all t 0, and it is easy to show that {S h (t)} t 0 is a semigroup on V h (with norm · H 1 (Ω ) ). Moreover, S h (t) has an absorbing set in H 1 0 (Ω ) (B 0 ∩V h ) and since V h has finite dimension S h (t) is uniformly compact in H 1 0 (Ω ) for large t.
As for S(t) in Theorem 2.2, S h (t) has a global compact attractor
that attracts bounded subsets of V h . Theorem 3.1 implies that for any 0 < T 1 T 2 < ∞ (i.e. any compact interval in R + ) and any bounded set
By an induction argument it follows that d(A h , A ) → 0 as h → 0, see (Larsson, 1992, Theorem 4.5) . Unfortunately, this process does not yield any information on the rate at which d(A h , A ) → 0 as h → 0 or how this rate depends on ε. In the neighbourhood of an exponentially stable solution to the continuous problem one could prove additional statements of this type, see Larsson (1992) and Hale et al. (1988) .
Fully discrete error analysis
In this section we show that the error of the solution to the fully discrete problem (1.11) is bounded in the H 1 -norm. The bound will only be valid on finite time intervals but the result can then be used to show that a global attractor of the fully discrete problem converges to the global attractor of the continuous problem. First let us state and prove some preliminary results. The first of which is a version of Lemma 2.1 for the operator E kh = (I − kε∆ h ) −1 defined after (1.12).
, there exists a constant C > 0 (independent of ε and n) such that,
Proof. For any v ∈ V h , since k > 0 and ε > 0, we have by the Cauchy-Schwarz inequality and the definition of ∆ h ,
Therefore, for any w ∈ V h , by taking v
The result for the H 1 -norm follows from the L 2 -norm result by using (3.1) and that E kh commutes with ∆ 1/2 h . The following lemma is essentially an error estimate for the time discretization of (1.9) with f = 0. For the proof we will appeal to existing theory but not before we rescale time to extract dependence of the estimate on ε.
Proof. We prove the result for the L 2 -norm; the result for the H 1 -norm then follows using (3.1) and that E h (t) and E kh commute with ∆ 1/2 h . For any v ∈ V h , note that u(t) = E h (t)v and U n = E n kh v solve, respectively,
If we rescale time by introducing a new time variable s = εt, and time step k s = εk, thenũ(s) := u(ε −1 s) and U n = U n solve, respectively,
These two problems are independent of ε. In fact, they are just the standard heat equation on V h and its implicit-Euler approximation and so we have the standard result (see e.g. (Crouzeix & Thomée, 1987, p. 360 )), for s n = k s n > 0 there is a constant C > 0 (independent of k s , n and ε) such that
Now the result follows easily using (4.1) and the equivalence of the above problems: for n ∈ N,
Finally in our preparation, we present a discrete version of the Gronwall inequality for sequences (Quarteroni & Valli, 1994 , Lemma 1.4.2). LEMMA 4.3 Suppose that a > 0, {b n } and {τ n } are sequences of non-negative real numbers, and that the sequence {ϕ n } satisfies ϕ 0 a and ϕ n a +
The main theorem of this section is the following. Its proof closely resembles results in Crouzeix & Thomée (1987) . THEOREM 4.1 Let u(t) denote the solution to (1.6) for u 0 ∈ H 1 0 (Ω ) with u 0 H 1 (Ω ) a, let U n for n ∈ N 0 denote the solution to (1.11) and let T > 0 be finite. Then, there exists a constant C = C(a, T ) > 0 such that
Proof. Let u h (t) denote the solution to (1.9) and divide the error into two parts from the spatial discretization and the time discretization:
By Theorem 3.1 we already have a bound for the spatial discretization:
To complete the proof we must bound u h (t n ) − U n H 1 (Ω ) . Denote e n := u h (t n ) − U n . From (1.10) and (1.12) we have
where we can expand D n, j (s) into five terms as follows:
Now consider bounding the H 1 -norm of each d n, j,l (s) for 1 l 5 and 0 j n − 1 separately for s ∈ (t j ,t j+1 ). Using (3.2), ∆ h and E h (t) commute, f Lipschitz and Lemma 3.1, we have that
In the j = n − 1 case,
Again, using (3.2), f Lipschitz and Lemma 3.1, we have that
For the j = 0 case,
To bound d n, j,3 (s) H 1 (Ω ) we first note that
From (4.5) we can now use all of the bounds on d n, j,l (s) (4.6-4.10), (3.2) and Lemma 4.3 to get
By applying the discrete Gronwall lemma in Lemma 4.3 we get
Combining this with (4.4) we (4.2). To get (4.3) we use (3.11) instead of (4.4). In Larsson (1992) slightly better error estimates for the fully implicit method (no log n term and order h 2 ) are given in the L 2 (Ω ) framework after assuming that u 0 ∈ H 1 0 (Ω ) and f satisfies sufficient pointwise conditions so that
We could have made corresponding assumptions, e.g.
and followed the technique used in Larsson (1992) , but additional negative powers of ε would have then been obtained in the analysis leading to weaker bounds on the error for small ε.
Even without any further conditions on f we have an error bound (4.3) that is independent of ε. Although our analysis is for the semi-implicit Euler time discretization scheme, the same approach can be used to analyse the errors for the fully implicit Euler scheme. Details of the approach can be found in Crouzeix & Thomée (1987) . To achieve the benefits of some other higher order scheme one might need to assume additional conditions on f .
For the fully discrete problem we can define a discrete semigroup {S kh (n)} n∈N 0 where S kh : N 0 → V h is defined by S kh (n)v = U n for any v ∈ V h , n ∈ N ∪ {0}, where U n is the solution to (1.11) with U 0 = v.
To show that S kh has a global compact attractor we must first show that there exists an absorbing set in H 1 0 (Ω ). First, we state a preliminary lemma. The proof is omitted since it is a simple induction argument. The following theorem proves that S kh has an absorbing set in H 1 0 (Ω ) provided k is sufficiently small. THEOREM 4.2 Let U n denote the solution to (1.11) for u 0 ∈ H 1 0 (Ω ) with u 0 H 1 (Ω ) a. If 0 < k c 2 2c 1 (c 1 +c 2 ) ; then there exists a constant C > 0 (independent of ε, k, h, n and a) and a constant 0 < r = r(k, c 2 ) < 1 such that
Proof. We begin by testing (1.11) with U n+1 to get
Now we use this identity in the following argument:
2 and it follows that
Lemma 4.4 then implies that
Hence the result with r = 1+kc 2 1+2kc 2 . Note that this type of proof could also be applied to show that the fully implicit Euler scheme applied to (1.9) satisfies a similar bound to Theorem 4.2, without any restriction on k.
Theorem 4.2 shows that, provided k is sufficiently small, S kh has an absorbing set in V h with H 1 -norm, denoted by B kh . It then follows from the fact that V h is finite-dimensional that S kh is uniformly compact in V h for large n and sufficiently small k, and as in Theorem 2.2, S kh has a global compact attractor A kh := {v ∈ V h : ∃ sequences n j → ∞ and b j ∈ B kh such that S kh (n j )b j → v} that attracts bounded sets of V h (with respect to the H 1 -norm). Theorem 4.1 implies that for 0 < T 1 T 2 < ∞ and any bounded set B ⊂ H 1 0 (Ω ), there is a constant C = C(B, T 1 , T 2 ) > 0 such that for any v ∈ B ∩V h ,
By an induction argument it follows that d(A kh , A ) → 0 as k, h → 0, see (Larsson, 1992 , Theorem 4.5).
Numerical experiments
To test the sharpness of the error bound (4.2) in Theorem 4.1 let us perform a numerical experiment by approximating the solution to (1.6) with the computed solution to (1.11) with Ω = (0, 1) 2 ⊂ R 2 , the double-well potential given by (1.4), and the initial datum
Note that g / ∈ H s (0, 1) for any s > 1, which implies that u 0 / ∈ H s (Ω ) for any s > 1. For the definition of (1.11) we take V h to be the space of conforming bilinear (Q1) finite elements on a uniform mesh with mesh size h = 2 −m for various m ∈ N. The time-stepping scheme for the solution to (1.11) becomes
where u n is the vector corresponding to the nodal values of U n , M and K are the mass and stiffness matrices, A = M + εkK (all adjusted for homogeneous Dirichlet boundary conditions), and the entries of the vector f(u n ) are given by f(u n ) j = (σ (∇U n ), ∇φ j ) where φ j is a nodal basis function. Each time step requires two linear system solves to obtain the action of K −1 and A −1 . For both of these we used the preconditioned conjugate gradient method with a tolerance of 10 −8 , an algebraic multigrid preconditioner for K and the diagonal of A as a preconditioner for A (since it is a small perturbation of the mass matrix). An additional approximation was required at each time step for the entries of f(u n ) where a 3 × 3 Gauss quadrature method was used. In our calculation of errors, since we do not have the exact solution to (1.6) for this problem, we take as the reference solution the solution to (1.11) with m = 9 (so that h = 1/512), and k = 10 −4 . The error is always the relative error measured in the H 1 (Ω ) norm.
The results in Tables 1-4 suggest that (4.2) in Theorem 4.1 is close to being sharp in h, k, ε and t. Table 2 . The relative H 1 error of the fully discrete problem for different time step sizes at time t = 1, all computed with m = 9 (h = 2 −9 ). Theorem 4.1 predicts that the error should be O(k log(k −1 )) Table 4 . The relative H 1 error of the fully discrete problem at different times, for fixed ε = 10 −3 , all computed with m = 8 (h = 2 −8 ) and k = 10 −4 . Theorem 4.1 predicts that the rate should be −0.5 if the spatial discretization is the dominant error term. 
Conclusion
We have shown that H 1 gradient flow problems with quite general integrals can be successfully approximated using standard finite element and time integration schemes. Up to finite time we have bounded the error in the H 1 -norm and for long-time we have convergence of attractors. Moreover, the original integrand contained a small parameter, and careful analysis was performed to incorporate its effect into the errors. Although semilinear parabolic problems of a similar type have been studied in the literature, previous analyses do not track the dependence of the error on the small parameter ε and make additional assumptions on f , so could not be directly applied to gradient flow problems of this type with a nonlocal nonlinearity, intended for modelling microstructure, where ε defines a length scale for microstructure oscillations. Our results show that provided sufficient regularity of the initial datum, the finite element discretization error can be bounded independently of the size of these oscillations.
