Abstract-Current research proposes a natural environment for the space-time codes and in this context it is obtained a new design criterion for space-time codes in multi-antenna communication channels. The objective of this criterion is to minimize the pairwise error probability of the maximum likelihood decoder, endowed with the matrix spectrum norm. The random matrix theory is used and an approximation function for the probability density function is obtained for the largest eigenvalue of a Wishart Matrix.
I. INTRODUCTION
During the last decade, we witnessed a huge expansion in the telecommunication area, but these are insufficient for the future. This is due to the growing need to develop reliable communication systems that allow high rates of data transmission. This has led to the study and development of new mathematical methods and structures that provide support for new technologies, mainly the wireless communication systems.
A consistent theory for communication systems was introduced by the classical work of Claude Elwood Shannon [22] , where it was proved that for any communication channel with capacity C, the data transmission below C may be done efficiently using an appropriate error correcting code, that is, there exists a code such that the error probability can be as small as required. The results of Shannon's work are valid for channels with only one transmitter antenna and only one receiver antenna, called SISO -Single Input and Single Output channel.
Wireless transmissions occur under severe impairments, which restrict communication speed and reliability. MIMOMultiple Input and Multiple Output communication systems with space=time codes increase the reliability and the capacity of a transmission system without increasing the band. The works of Foschini-Gans [9] and Telatar [26] proved that the MIMO communication systems attained capacity of data transmission greater than SISO systems. These results proved the superiority of MIMO systems and called the attention of researchers, originating many results and real applications.
The foundations of space-time codes were established by Tarokh, Seshadri and Calderbank in [29] and space-time trellis codes (STTC) were introduced. Alamouti in [2] reduced the decoding complexity of the code presented in [29] , inventing a simple decoding process for two transmitter antennas. As in [29] , Alamouti obtained diversity in space and time in a very efficient way. Tarokh, Jafarkhani and Calderbank extended Alamouti's result to any number of transmitter antennas in [27] , inserting Alamouti's code in a new class of codes called space-time bloc codes (STBC). These research works gave origin to research about searching criteria to design good space-time codes for MIMO channels. In [29] and [41] we have two of the most important criteria used.
Current research proposes a new approach on STC and a new criterion for the design of STC. To obtain this criterion we introduced a new norm in the maximum likelihood decoder and we used several results from the theory of Random Matrices.
The theory of random matrices emerged in the work of the mathematical statistician John Wishart in [39] , but it gained great visibility in the 1950s with the contributions of the physical mathematician Eugene Paul Wigner with the works [35] , [36] and [37] , about the spreading of resonance of particles with heavy cores in slow nuclear reactions. Further, the physical mathematician Freeman Dyson formalized the theory in [5] , [6] and [7] . The theory of random matrices is used in several area and problems, as Riemann hypothesis, stochastic differential equation, statistic physics, chaotic systems, numerical linear algebra, neural networks, information theory, signal processing and the study of capacity of data transmission in MIMO channels. The deep mathematical results may be seen in the works [30] , [31] , [32] and [33] . For the applications see [10] and [34] .
The study of probability density and distribution functions of eigenvalues is one of the main problem in the random matrices theory and it was attacked in works by von Neumann, Birkhoff, Smale, Demmel and others. The pdf of the eigenvalues of a Wishart matrix was established in 1939 in [13] . Many researchers studied this issue, for instance, [15] , [18] , [28] and [Wac78] . Estimations for the largest and smallest eigenvalues are given in [11] , [25] , [16] and [23] . These results have many applications, and they were used to study channel capacity of MIMO channels, [34] , [26] , [3] and [4] .
The work is divided into five sections. Section two describes the fundamentals of STC and gives the design criteria to project STC. In this section we propose a natural environment where the STC living in and the maximum likelihood decoder is endowed with the spectral norm. In the third section we have the Random Matrices theory, with a focus on the cumulative distribution of eigenvalues of Wishart Matrices. Section four describes an approximation function to the probability density function for the largest eigenvalue of a Wishart Matrix, and this approximation will be used in the last section to obtain a new design criterion to project STC.
II. SPACE-TIME CODES AND MIMO COMMUNICATION

SYSTEMS
In this section we give a short review of space-time codes and MIMO channels. For more details see [32] . In short, these codes are a set of several techniques to achieve high rates of transmission. These rates are close to the theoretical limit of MIMO channels.
Let us consider a communication system with n T transmitter antennas and n R receiver antennas. In each time instant t, we have n T simultaneous transmissions, denoted by In each time instant t, the received signal by the receiver antenna j is given by the following linear combination
where E s is the average power by signal in each transmitter antenna and n j t is the additive gaussian write noise for each receiver antenna j, where it is suppose that n j t is a complex gaussian random variable with mean zero and variance N 0 /2 by dimension. The coefficient h ji (t) is the fading between transmitter antenna i and receiver antenna j. It is also supposed that h ji (t) are complex gaussian random variables with mean m hji and variance 1/2 by dimension, which may be modeled as Rayleigh or Rice random variables.
The codewords, the coefficients h ji (t), the gaussian noises and the received signals, may be expressed by using matrices:
Thus, we may write
In current work we are considering the coherent case, in which it is supposed that the fading h ji (t) is constant during l time instants (constant in a frame),
where l is the length of the frame, let us assume that the maximum likelihood decoder decides, wrongly, that the correct codeword sent was E = (e 
Definition 1:
The pairwise error probability, denoted by P (E → C), is the probability of sending a codeword C and it is decoded by E.
Decoding by maximum likelihood minimizes the pairwise error probability. We suppose a total knowledge of the channel, coherent channel or CSI, that is, the fading is known, and consequently, H. In this way, the maximum likelihood decoder may be interpreted as the probability of
occurs. We define the matrix
r and not null eigenvalues λ 1 , λ 2 , · · · , λ r . From [29] , one has
One of the main results from [29] is a search criterion for STC. Today, this is known by Rank and Determinant Criterion. The expression in (2.3) is hard to manipulate. Using some approximations, it may be written in a simpler way and the error probability is given by
Therefore, the search of good space-time for wireless channels, when r · n R is small (≤ 4), must be done to minimize (4) and the criterion is given by:
• To maximize the minimum rank r of A(c, e), on all pairs of distinct codewords;
• To maximize the product r i=1 λ i of eigenvalues of A(c, e), between all pairs of distinct codewords.
Another important search criterion for STC is also obtained from (3), when r · n R > 4, established in [41] . Supposing the space-time code operates with reasonable SN R, after some approximations,
In this case, the searching of STC, when r · n R is large (≥ 4), must minimize (5). The limiting (5) shows that the error probability is dominated by codewords with minimum sum of eigenvalues of A(c, e), that is, tr(A(c, e)). Thus, the minimum sum of all eigenvalues of A(c, e), between all pairs of distinct codewords must be maximized. This criterion is called Trace Criterion and is given by:
• The minimum rank r of A(c, e), over all pairs of distinct codewords satisfy that rn R ≥ 4.
• To maximize the minimum trace r i=1 λ i of A(c, e) between all pairs of distinct codewords with minimum rank.
In connection with the two criteria given, it must be observed that the vast majority of works on STC deal with the search of new codes. In [29] , [41] and all other works, a vector and a matrix are seen as the same object, that is, a matrix is a representation of a vector from some space R n . However, from a mathematical point of view, there exist deep analytical, algebraic and geometric differences when a codeword C is seen as a vector C = (c
or a matrix C = (c ij ) ij . In equation (1) it is fundamental to use multiplication of matrices, and there is not a similar multiplication property for vectors.
For the two criteria given, it is used freely both representations and the Frobenius norm is very useful, since C 2 F of a matrix C is the square of Euclidian norm of C, seen as a vector.
This approach is not the most appropriate. If considered a convenient matrix space as a natural environment where space-time codes, gaussian noise and fading matrices living in, and if this matrix space has enough rich analytic, algebraic and geometric structures, we will have at hand powerful mathematical tools to manipulate the matrices. For instance, determinant, rank and trace, extensively used in space-time codes and MIMO works, are all operators on matrix spaces. The search for good STC is not done on vector spaces, neither in C n , as it is done in classic theory of error correcting codes, where n R = n T = 1.
Definition 2: Let M (n, C) be the set of all n × n complex matrices. Under matrix addition and multiplication by complex numbers (scalars), M (n, C) is a vector space. Together with matrix multiplication, it is a matrix algebra, that is, an associative algebra of matrices. The spectral norm on M (n, C) is the function
where A * , λ max (A) and σ max (A) are respectively, the conjugate transpose, the largest eigenvalue and the largest singular value of A. The spectral norm has the following fundamental properties for all matrices A and B in M (n, C) and all scalar α:
The space M (n, C) endowed with the spectral norm is a Banach algebra.
Definition 3:
A space-time code (STC) is a finite subset of M (n, C).
Definition (2.3) is very generic and to obtain applicable STC, subsets of M (n, C) with geometric and algebraic properties must be considered. It is supposed that the average power by signal in each transmitter antenna is unitary, that is, E s = 1. Thus, when the codeword C is sent, the received signal is
If E is wrongly chosen by the maximum likelihood decoder, when E is received, one has
and consequently
We want the error probability of the maximum likelihood decoder. Since
and H is known, we need to calculate
This implies that we need to find the pdf of the largest eigenvalue of N N * . It is the subject of the next section.
III. RANDOM MATRICES
In his works, Wigner realized that the eigenvalues distribution of a matrix with random gaussian entries coincided with the statistics of fluctuations of the levels of heavy atoms, obtained experimentally. Thus, the pdf of eigenvalues of Random Matrices became an important object.
It is assumed that variance σ 2 = 1 in the definitions below, just for simplicity, but any variance could be used. The set of all random variables z = x + iy, where x and y are iid N (µ, σ 2 ), is denoted byÑ (µ, σ 2 ). Definition 4: Complex GaussianG(m, n) is the family of all m × n random matrices with independent and identically distributed (iid) elements which areÑ (0, 1).
WishartW (m, n) is the family of all m × n symmetric random matrices, which may be written in the form AA T , where A ∈G(m, n).
Gaussian Unitary Ensemble GU E is the set of all symmetric m × m random matrices with (iid) elements that are N (0, 1/4) in the upper-triangle and iid elements that are N (0, 1/2) on the diagonal.
Usually the elements of a Wishart matrix are not iid. Then the joint distribution is more complicated, where Cholesky and L.U decompositions are used, see [19] . Now, consideringG(m, n), where the elements of matrices areÑ (0, σ 2 ), one has the following result from [8] .
Then, the joint pdf of the eigenvalues of M isf
IV. AN APPROXIMATION TO THE LARGEST EIGENVALUE PDF OF A COMPLEX WISHART MATRIX To conclude section 2 we need the pdf of the largest eigenvalue of a complex Wishart matrix. The results found in literature, for instances, in [42] and [43] , are not easy to manipulate. Thus, an approximation to the pdf is obtained, besides being convenient for our purposes, it has an independent interest. We begin with a bounding result similar to Lemma ??, forW (m, n).
Proof: The joint pdf of eigenvalues of a Wishart matrix defined in (6) is given bỹ
Thus,
and this may be bounded above by
where
and substituting (4.1) in the limiting of f λmax (λ) one has
Finally, using the expression ofK n,m in equation (6), one has The limiting of Theorem 2 is not a pdf, since
Normalizing the limiting of Theorem 2, we define the function
Then, g is a pdf on [0, ∞). Using an algebraic computer program, f λmax (λ) may be plotted for all cases of m and n.
Comparing equivalent cases of g with f λmax , it may be seen that a translation of g(λ) is a good approximation to f λmax (λ).
In figure 1 we have an example. Then, a constant d 1 = d 1 (m, n) must be found such that translation of g(λ) is given by
be an approximation to f λmax (λ). The figure 2 shows the graphs of f λmax (λ), g(λ) and φ(λ − 10.4) forW (3, 13). Table I shows the exact pdf f λmax (λ) for some cases and the translations of g(λ) which better fit, such that φ(λ) is the best approximation. Data were obtained by trial and error to minimize the distance between f λmax (λ) and φ(λ). Table I also presents the maximum of φ(t). For simplicity, in Tables I and II it is assumed σ 2 = 1. Since φ(λ) is a translation of g(λ), they have the same maximum.
It is not always possible to find the maximum point of f λmax (λ). However, the maximum point of g(λ) may be found. If this way, given the maximum of g(λ), we must determine the constant d 1 = d 1 (m, n). Supposing σ 2 = 1, the maximum point of g(λ) is λ 0 = 2(n + m − 2). Thus, λ 0 + d 1 (m, n) = 2(n + m − 2) + d 1 (m, n) must coincide with the maximum point of f λmax (λ). Let h(m, n) be the maximum point of f λmax (λ), then
Using the data of Table II , an expression to d 1 (m, n) will be obtained using the least squares method. Plotting the data of Table II , the function describing d 1 (m, n) may be seen as a plane and its equation given by
and µ i are the data of the third column of Table II . Thus, we must find the constants a, b and c by minimizing:
Then, we need to solve the equation ∇F (a, b, c) = 0, given by
From the Table II, Therefore, the translation of g(λ) is
Remark. Table III shows values of 9, and may be compared with the values of Tables I and II. We havē µ = 1 14
Then, the total variation is
(µ i −μ) 2 = 309.68, and the explained variation is
Therefore, the coefficient of determination is R 2 = 296.364/309.68 = 0.953994, implying that the model explains the observed values with 95% of confidence.
Putting together the results, one has Theorem 3: An approximation to the pdf of the largest eigenvalue of a Wishart matrix N nR×l N * l×nR , with variance σ 2 = N 0 /2, is the given by the function
V. A NEW CRITERION TO SEARCH STC
The use of random matrices to obtain a search criteria of STC for MIMO channels is unknown to us. The results from Section 4 will establish such a one. From Section 2 we need to calculate 
where f λmax (λ) is the pdf of the largest eigenvalue of a Wishart matrix. From theorem 3, we consider that
Equation (10) is the probability of the maximum likelihood decoder, when receiving R, choose wrongly E, if C was sent. When 0 ≤ a < d 1 , an error occurred. On the other hand, if
Hence,
is given by (9) . Therefore, we proved the following: Theorem 4: In a MIMO communication channel, given that the codeword C was sent, if the maximum likelihood decoder is endowed with the spectral norm, the error probability of received signal be decoded by the codeword E, given that H is known, is
Until now, it is supposed that H is known, that is, the statistics of H are known. Now, we want to calculate the mean in H, that is,
where p(H) is a pdf of the matrix H. From Theorem 5.1, the term H(E − C) 2 is our main concern, since we need more information on the term Γ l + n r − 1,
/Γ (l + n r − 1). From property v of spectral norm, one has
for m > 0 fixed and x ≥ 0. A typical example is shown in Figure 3 . We know that f m (x) is a fast decreasing function, such that 0 < f m (x) ≤ 1, lim x→∞ f m (x) = 0 and lim m→∞ f m (x) = 1, for all x.
Our goal is to achieve a criteria to search STC, thus from the behavior of f m (x) it will be enough assume the following
The elements of H nR×nT are gaussian random complex variables with mean zero and variance 1/2. From Theorem 4.2, the pdf of the largest eigenvalue of H nR×nT H * nT ×nR is given by
402373. With equations (12) and (13), the probability
To calculate (14) , the following result will be used. Now, integral (5.6) will be calculated.
Theorem 5:
where (x) k represents the Pochhammer symbol. Theorem 5 presents an approximation for the error probability of the sent codeword C wrongly decoded by E, in a transmission on a MIMO channel with a quasi-static coherent flat Rayleigh fading, where the maximum likelihood decoder is endowed with spectral norm. Thus, to obtain STC with small error probability, we need to find codes which minimize the expression in theorem 5. Figure ? ? shows the graph of this expression as a function of 
2 }, is so large as possible over all codewords C 1 , C 2 ∈ F.
VI. EXAMPLES
We give some examples of STC codes. i) Let
the family of all not null singular binary matrices. Using the Rank and Determinant Criterion, this set may not be used as STC, but
, where x ∈ R and z ∈ C.
All M (x, z) are traceless matrices, then a finite family of these matrices may not be used as STC from Trace Criterion, but M (x, z) 2 = x 2 + |z| 2 , then for convenient choices of x and z we may consider finite families of these matrices where
will be as large as we want.
iii) The work [14] studies space-time group codes. An important example is the following. Let G = 
, but the Rank and Determinant Criterion is not satisfied.
VII. CONCLUSION
It is proposed a natural environment where the space-time codes live in and it is obtained a new design criterion of space-time codes for multi-antenna communication systems on coherent Rayleigh fading channels . The objective of this criterion is minimize the pairwise error probability of the maximum likelihood decoder, endowed with the matrix spectral norm. The random matrix theory is used, and a very useful approximation function for the probability density function of the largest eigenvalue of a Wishart Matrix, is obtained. New classes of space-time codes, which are not possible to consider by the other criteria, are given. 
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