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Abstract. We provide an updated assessment of the power of the Cherenkov Telescope Ar-
ray (CTA) to search for thermally produced dark matter at the TeV scale, via the associated
gamma-ray signal from pair-annihilating dark matter particles in the region around the Galac-
tic centre. We find that CTA will open a new window of discovery potential, significantly
extending the range of robustly testable models given a standard cuspy profile of the dark
matter density distribution. Importantly, even for a cored profile, the projected sensitivity
of CTA will be sufficient to probe various well-motivated models of thermally produced dark
matter at the TeV scale. This is due to CTA’s unprecedented sensitivity, angular and en-
ergy resolutions, and the planned observational strategy. The survey of the inner Galaxy
will cover a much larger region than corresponding previous observational campaigns with
imaging atmospheric Cherenkov telescopes. CTA will map with unprecedented precision the
large-scale diffuse emission in high-energy gamma rays, constituting a background for dark
matter searches for which we adopt state-of-the-art models based on current data. Through-
out our analysis, we use up-to-date event reconstruction Monte Carlo tools developed by the
CTA consortium, and pay special attention to quantifying the level of instrumental systematic
uncertainties, as well as background template systematic errors, required to probe thermally
produced dark matter at these energies.
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1 Introduction
There is compelling evidence that a cold, non-baryonic dark matter (DM) component dom-
inates the matter content of the Universe at cosmological scales, contributing a fraction of
about 27% to its total energy density [1]. The underlying nature of this DM component is
still unknown, a century after its existence was first conjectured [2], but many hypothetical
elementary particles may provide viable solutions [3–5]. In particular, even if increasingly
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pressured by lack of experimental evidence [6], weakly interacting massive particles (WIMPs)
remain one of the best-motivated candidates [7]. Such particles with masses and couplings
at the electroweak scale would be a compelling solution to the DM puzzle not only because
their existence could point to a way of addressing the naturalness problems in the standard
model of particle physics (SM), but also because it would allow us to understand the presently
measured DM abundance as a result of the standard thermal history of the Universe [8].
Searches for signals of DM annihilation in astrophysical objects are sensitive to the same
physical process as the one that, in these models, took place in the early Universe. In fact,
the WIMP paradigm makes a clear prediction for the annihilation cross-section of interest,
and hence the expected signal strength. Among the various possible ways of detecting such
indirect detection signals, gamma rays are particularly promising (for a review, see Ref. [9]).
By far, the largest signal is expected from the region around the Galactic centre (GC), which
is both one of the closest DM targets and features the highest DM density in our Galaxy [10].
The Cherenkov Telescope Array (CTA) [11] is now close to entering the production
phase and will be the world’s most sensitive gamma-ray telescope for a window of photon
energies stretching more than three orders of magnitude, from a few tens of GeV to above
300 TeV, with an angular resolution that is better than any existing instrument observing at
frequencies higher than the X-ray band. One of CTA’s main science drivers is the search for
a signal from annihilating DM [12]. Previous estimates indicate that CTA observations of the
GC have a good chance of being sensitive to the ‘thermal’ annihilation cross section [13–18],
i.e. the WIMP annihilation strength required to explain the observed DM abundance in the
simplest models from particle physics. For TeV-scale DM, notably, CTA might well turn out
to be the only planned or existing instrument with this property (another potential contender
being AMS-02 [19] via charged cosmic rays, CRs [20, 21]); it thus provides an important tool
to search for WIMPs that is highly complementary to direct DM searches in underground
laboratories or WIMP searches at colliders [22–25].
Given the imminent start of the telescope construction, and the strong science case
outlined above, it is timely to move beyond existing analyses and provide more realistic
sensitivity estimates to a DM signal from GC observations with CTA that fully take into
account the current best estimates for the expected telescope characteristics as well as recent
developments in understanding the (expected) Galactic diffuse emission (GDE) components
in that region. In fact, CTA is expected to measure some of the GDE components with an
unprecedented angular resolution at TeV energies – which is a prominent science goal in itself.
Here we report on such an updated analysis and explore the most promising strategies to define
signal regions and data analysis methods, using state-of-the-art models for astrophysical and
instrumental backgrounds. In particular, a major motivation of this work is to study in detail
the applicability of a full template fitting approach in the analysis of imaging atmospheric
Cherenkov telescopes (IACT) data, a field which has traditionally mostly relied on separate
‘ON’ and ‘OFF’ regions to extract the DM signal and background, respectively (though first
studies indicate the advantages of moving beyond that method [14]).
We present our results for standard assumptions concerning the DM density profile, both
in terms of expected sensitivities to the annihilation cross-section for the most commonly
adopted annihilation channels and in the form of tabulated likelihoods that can be applied to
almost arbitrary annihilation spectra, and we discuss in detail how these assumptions affect
our conclusions. We further demonstrate that the DM sensitivity is, indeed, quite significantly
affected by the expected GDE, which makes realistic modelling of this component mandatory.
As expected for an instrument with a large collection area and excellent event statistics such
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as CTA [9], finally, we confirm that the sensitivity is, in large parts of the parameter space,
limited by systematic rather than statistical uncertainties. We, therefore, put special emphasis
on discussing this aspect, both regarding the overall uncertainty and bin-to-bin correlations
in sky positions and energy. This allows us to quantify the maximal level of systematic
uncertainty that is required to reach the thermal cross-section for a given DM mass and
annihilation channel (assuming a standard DM density profile).
This article treats a range of topics, from DM to conventional astrophysics and instru-
mental properties. While we make an effort to cover all relevant aspects, which makes a
certain overall length unavoidable, we deliberately organised the article in a way that allows
the reader to directly skip to the (mostly self-contained) sections of interest without the need
to read all preceding parts. We start by briefly introducing high-energy gamma-ray astronomy
and the CTA observatory in Section 2, along with its planned observational strategy for the
GC region. We then describe in more detail the expected DM signal and various astrophysi-
cal and instrumental background sources in the GC region (in Section 3), as well as the data
analysis techniques adopted in our analysis (in Section 4). We present our findings concerning
the projected sensitivity of CTA to a DM signal in Section 5; as this is a concise summary
of our main results, many readers would typically directly want to jump there. In Section 6
we discuss in more detail how these results depend on the adopted analysis strategy and the
treatment of the astrophysical emission components, before concluding in Section 7. In an ex-
tended appendix, we collect supplemental material to further support the discussion section,
as well as more technical background information about the analysis pipeline. In Appendix
A, in particular, we show projected sensitivities for the reduced telescope configuration that
will be implemented in the initial construction phase.
2 Gamma-ray astronomy and CTA
2.1 Telescope design and historical context
From a historic point of view, gamma-ray astronomy started with satellite-based studies of
high energy (> 50 MeV) photon emission. In particular, the OSO-3 satellite [26], launched
in 1967, was the first to detect the Galactic centre and Galactic plane [27], as well as the
presence of an isotropic extragalactic gamma-ray background [28]. In the following decades,
satellite missions like SAS-2 (1972) [29], COS-B (1975) [30], EGRET (1991) [31] and the most
recent representatives AGILE [32] and Fermi-LAT [33] have widely increased our knowledge
of the gamma-ray sky. Nonetheless, due to their limited size, satellites can typically only
cover energies below the TeV range.
The very high-energy sky can be observed with ground-based gamma-ray telescopes.
This approach was pioneered by the Whipple telescope [34] in the late 1980s, demonstrating
the promise of the imaging atmospheric Cherenkov light technique which rests on imaging
short flashes of Cherenkov radiation produced by cascades of relativistic charged particles in
the atmosphere, originating from very high energy gamma rays or charged cosmic rays striking
the top of the atmosphere (see, e.g., Ref. [35] and references therein).1 The technique was
1Current-generation IACTs are complemented by water-Cherenkov telescopes, where large water tanks
provide the medium for Cherenkov light detection of secondary charged air shower particles that have reached
the Earth’s surface. Starting its operation in 2000, the Milagro telescope [36–38] was able to detect gamma
rays in the energy range from 100 GeV to about 100 TeV based on this technique. It was succeeded by
the ARGO YBT observatory [39] in 2007 and the HAWC observatory [40] in 2015. The next-generation
water-Cherenkov telescope LHAASO [41, 42] is expected to be completed in 2021.
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further developed with the current set of modern IACTs, demonstrating a leap in sensitivity
by increasing the telescope multiplicity [43, 44]. In comparison, day-long observations at
sub-TeV energies with modern IACTs like H.E.S.S. [45], MAGIC [46] and VERITAS [47]
very roughly result in similar sensitivities as year-long satellite observations. IACTs have
mapped the very high energy gamma-ray sky, resulting in a catalogue of about two hundred
TeV sources [48], including active galactic nuclei (AGNs) as the most numerous extragalactic
source class and tens of Galactic sources, most importantly supernova remnants (SNRs)
and pulsar wind nebulae (PWNe). IACT data was also used to set competitive limits on
the annihilation of TeV-scale DM candidates, falling just short of reaching the theoretically
motivated ‘thermal’ cross-section value (see e.g. [49–52]).
CTA is the next-generation IACT gamma-ray observatory [11, 12]. When completed it
will comprise two arrays, a southern one being located at the European Southern Observatory
(ESO) site in Chile, Atacama desert, and a northern one being located at the Roque de los
Muchachos Observatory (ORM) site in La Palma, Canary Islands. This combination will
make CTA the first ground-based gamma-ray telescope with the capability to observe a large
sky fraction. The CTA design concept foresees three types of telescopes with different sizes:
i) LSTs (Large-Sized Telescopes, 23m in diameter) that are needed to detect the relatively
small amount of Cherenkov photons from gamma rays in the 20 – 150GeV range, ii) MSTs
(Medium-Sized Telescopes, 11.5m) that aim to observe energies between 150GeV and around
5TeV, and iii) a large number of SSTs (Small-Sized Telescope, 4m), spread out over several
square kilometers to detect the most energetic, but very rare gamma rays. The ‘baseline’ goal,
which we base our sensitivity forecast on, is to deploy 4 LSTs at each of the sites, 25 (15) MSTs
in the Southern (Northern) hemisphere, and 70 SSTs at the southern site (see Appendix A for
the effects of a slimmed-down, initial configuration). As a result of this setup, CTA is believed
to be large and sensitive enough to bridge the characteristic differences between current IACTs
and satellite-borne gamma-ray telescopes, spanning a range of observable energies from 10s
of GeV up to above 300 TeV. The large field of view cameras will also put CTA in a unique
position to perform surveys of extended sky regions. Those currently planned include the GC
survey and extended GC survey described in Section 2.2, but also an extensive survey of the
Galactic plane as well as an extragalactic survey covering a quarter of the Northern sky [12].
2.2 Observational strategy of the Galactic centre
Given its importance for both DM and astrophysical studies, a significant fraction of the
currently planned CTA observing time for key science projects is dedicated to a detailed
exploration of the GC region [12]. Surveys of extended portions of the sky will be adopted
as an observational strategy that, in scope and ambition, will surpass previous gamma-ray
observations with IACTs. Below we detail surveys which (in part) overlap with the Galactic
center region:
(i) Galactic centre Survey: This is the survey strategy that CTA will follow according to
current plans. It consists of nine individual pointing positions centred on (l = ±1◦, 0◦,
b = ±1◦, 0◦) in Galactic coordinates (red crosses in Fig. 1), and we evenly distribute the
total observation time of tobs = 525 h among them. We stress that all three telescope
types are part of this observation mode – but with varying actual sensitivity within the
field of view (FoV), which is implicitly accounted for through the instrument response
functions (IRFs). This is the default pointing strategy as well as the default survey
‘region of interest’ (ROI) we adopt in this article.
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Figure 1: The left panel shows the exposure map for CTA’s Galactic centre (GC) and
extended GC surveys, at an energy of 1TeV. The right panel shows a zoom into the GC
survey region. The nine pointing positions of the GC survey mode are marked with red
crosses. The observation time for each of these pointing positions will be approximately 60 h.
The 15 pointing positions of the extended survey north of the Galactic plane are marked with
blue crosses. The observation time for each position will be 20 h in this case.
(ii) Extended survey: An observation supplementing the GC survey is to scan over a
region above the Galactic plane from b = 2◦ to b = 10◦, and l = −3◦ to l = +3◦,
with 15 additional pointing positions centred on (l = ±3◦, 0◦, b = 2◦, 4◦, 6◦, 8◦, 10◦)
in Galactic coordinates (blue crosses in Fig. 1). Each of those pointing directions is
observed for 20 h so that the total observation time of the extended survey amounts to
tobs = 300 h (adding to the combined 525 h of the GC survey). Due to the large region
covered, this observation strategy can increase the sensitivity for DM distributions that
are more cored around the GC (as discussed in more detail in Section 5.3).
The planned Galactic plane survey will also overlap with the GC region. However, since it has
a significantly smaller exposure than the two surveys described above, we will not use it in our
work. To evaluate the expected number of events for a given sky model, the CTA consortium
has produced IRFs for the planned array configurations. These are based on Monte-Carlo
simulations of the Cherenkov light that is generated in the interaction of gamma rays with the
Earth’s atmosphere and the subsequent measurement of this light by CTA telescopes, followed
by event reconstruction and classification. The IRFs provide information on effective area,
point spread function and energy dispersion as a function of energy and offset angle for various
telescope pointing zenith angles [53]. In this work, we use the publicly available prod3b-v1
IRF library, and in particular the IRF file South_z20_average_50h which is optimised –
by defining background reduction cuts with respect to an equivalent of 50 h of simulated
Monte Carlo air showers – for the detection of a point-like source at 20◦ zenith angle (note
that the GC is mostly visible from the southern site). Finally, for the smaller number of
telescopes planned for the initial construction configuration investigated in Appendix A, we
use a separate set of IRFs as described there. A versatile tool to predict the number of
expected counts, given a set of IRFs, is the public code ctools [54] that we will make extensive
use of in our analysis.
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3 Emission components for Galactic centre observations
Here we discuss the various emission components that may appear in the ROI around the
GC, starting with the DM contribution and then moving on to the expected conventional
astrophysical emission and the contribution from misidentified CRs. We conclude with an
explicit comparison of the emission templates that we use (for a quick overview, see Figs. 3
and 4).
3.1 Dark matter contribution
As already stressed in the introduction, CTA provides unique opportunities to test the WIMP
paradigm at the TeV scale. Heavy DM candidates falling into this mass range include the
(still) most popular lightest neutralino [3], but also candidates appearing in models with
extra dimensions [55, 56], or models involving ‘portals’ between the standard model and a
dark sector [57–60], just to name a few. The spectral distribution of the expected gamma
rays contains valuable information about the underlying theory. It ranges from relatively
soft and featureless spectra to, as in the case of Kaluza-Klein DM [61], rather hard spectra
with an abrupt cut-off at energies corresponding to the DM mass; sometimes also pronounced
spectral endpoint features are present [62], which have been worked out to high accuracy
for theoretically well-motivated candidates like the Wino [63–66] and Higgsino [18, 67–69].
Further aspects making the TeV scale particularly interesting from a theoretical perspective
include the large flux enhancements that are possible due to the Sommerfeld effect [70] and
the fact that this scale is close to the unitarity limit for thermally produced DM [71, 72].
In general, the prompt emission component of the differential gamma-ray flux, per unit
energy and solid angle, that is expected from annihilating DM particles χ with a density
profile ρχ(r) is given by (see e.g. Ref. [9])
dΦγ
dΩ dEγ
















where the integration is performed along the line of sight (l.o.s.) in the observing direction
(ψ). Particle physics parameters that enter here – contained in the parenthesis – are the
average velocity-weighted annihilation cross-section 〈σv〉ann2, the DM mass mχ, a symmetry
factor that is Sχ = 1 (Sχ = 2) if the DM particle is (not) its own antiparticle, the annihilation
branching ratio Bf into channel f and the number N
f
γ of photons per annihilation. If the
annihilation rate (and spectrum) is sufficiently independent of the small Galactic DM veloci-
ties v(r), as for the simplest DM models, the factor in parenthesis can be pulled outside the
line-of-sight and angular integrals.3 Spatial and spectral information contained in the signal
then factorise, and hence are uncorrelated, such that the flux from a given angular region ∆Ω
2Here, the average is performed with respect to Galactic velocities today. The WIMP relic density, in
contrast, depends on 〈σv〉 averaged over the DM velocities in the early universe [73]. The numerical value
for this latter quantity that is needed to match the cosmologically observed DM abundance is often referred
to as the ‘thermal’ cross section. While this is also the generically expected numerical value for 〈σv〉ann
entering in Eq. (3.1) for models with velocity-independent σv, there are many particle physics examples
where the annihilation rate today can be larger than in the early universe, in particular in the presence of
resonances [74–78] or the already mentioned Sommerfeld effect.
3In practice, we will assume that the DM velocities are sufficiently small that rest-frame spectra can be
used for dNfγ /dEγ , thus neglecting the small boost.
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d` ρ2χ . (3.2)
For simplicity, and in order to make our limits directly comparable to corresponding limits
in the literature, we will in the following assume that all of the astrophysically observed DM
consists of a single type of self-conjugate particles χ (i.e. Sχ = 1); if only a fraction fχ of the
total DM component annihilates, all reported limits weaken by a factor of f2χ.
Spatial distribution
Calculating the J-factor to sufficient precision requires a good knowledge of the DM distribu-
tion. The average local DM density at the Sun’s distance from the GC, which we take as the
canonical r = 8.5 kpc (though recent precision measurements rather indicate a value closer
to r = 8.2 kpc [79, 80]), can be determined relatively well by observations. Here we follow
the common practice of using ρ = 0.4GeV/cm3, noting that the uncertainty associated with
this value is typically quoted to be a factor of less than about 2 [81–84]. The DM content
in the inner kpc of the Milky Way (MW), in contrast, is almost unconstrained observation-
ally because the baryonic component largely dominates the gravitational potential in that
region [83–86] (for an early discussion, see also Ref. [87]).
Numerical N -body simulations of collision-less cold DM clustering – not including bary-
onic feedback – have consistently demonstrated, on the other hand, that DM halos should
develop a universal density profile during cosmological structure formation, following the
gravitational collapse of initially small density perturbations [88–90]. Largely independent
of the virial mass, in particular, such WIMP DM halos today should be ‘cuspy’, with the
logarithmic slope at small galactocentric distances r being roughly d(log ρ)/d(log r) ≈ −1.
Recent simulations rather tend to favour an Einasto profile [91],











which is slightly shallower in the central-most parts of the halo than the form originally
suggested by Navarro, Frenk and White (NFW) [88, 89]. In our analysis we will adopt
benchmark values of α = 0.17 and rs = 20 kpc (and hence ρs = 0.081GeV/cm3). This is
both compatible with the most recent observations [92] and inside the expected range of these
parameters for simulated halos with the mass of the MW [93].
More realistic simulations of MW-like halos necessarily have to include a baryonic com-
ponent. Baryons can radiate away energy and angular momentum, leading to the formation of
disks and much more concentrated densities in the central halo region. The correspondingly
larger gravitational potential will then also affect the DM component, leading to a significant
steepening of the DM profile (and hence an increase of the J-factor) if this process happens
adiabatically [94–96]. On the other hand, feedback from star formation and supernovae, in
particular if happening on short time-scales and hence not adiabatically, leads to the forma-
tion of central cores of roughly constant density in the DM profile [97]. The current state
of the art in simulations suggests that the latter mechanism can often be decisive in smaller
galaxies (with masses . 1012M), while in larger galaxies (like the MW, or more massive),
the former effect often dominates – i.e. baryons tend to contract rather than dilute the central
DM distribution (for a recent discussion specifically applying to the MW, using Gaia DR2
data, see Ref. [98]). Even though there has been significant progress in including baryonic
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effects in hydrodynamical simulations of structure formation [98–103], it should be noted
that resolving the scales at which the relevant astrophysical processes happen is still far from
achievable. This means that these simulations need to rely on phenomenological prescrip-
tions, rather than prescriptions directly based on first principles, which makes it challenging
to assess whether the DM halo of a galaxy with the specific properties of the MW – also
taking into account its position in the local group – should be expected to develop a sizeable
core or not. Still, it seems unrealistic to obtain core sizes much larger than about 1 kpc (see
e.g. the comparison of different simulation results in Ref. [86]), even though this might be
consistent from a purely observational point of view [104].
In light of this discussion we will consider a second, purely phenomenologically motivated




ρEinasto(rc) if r ≤ rc
ρEinasto(r) if r > rc
, (3.4)
using the same Einasto parameters as for the benchmark described after Eq. (3.3). This
choice is motivated by the attempt to bracket the expected sensitivity of CTA to a WIMP
annihilation signal, thus roughly serving as a ‘worst-case scenario’. We stress however that
our selection of benchmark DM profiles is based on theoretical expectations for cold and
collisionless DM, like WIMPs, rather than on the arguably even larger uncertainty inferred
from observations alone.
In the left panel of Fig. 2 we show the resulting radial and angular profile for our
benchmark DM distributions, both in terms of the differential J-factor and the integrated
J-factor for annuli around the GC with a width of 0.1◦ (corresponding to the resolution
of the morphological analysis that we will adopt). These J-factors have been calculated
with DarkSUSY [105], and independently cross-checked with standard SciPy [106] integration
routines. For our analysis, we use instead CLUMPY [107–109] to generate HEALPix [110]-
based J-factor sky maps of the inner region of the MW. Extracting the J-factors from these
maps, we find (at least) percent-level agreement with what is plotted in Fig. 2 for annuli
centred at θ & 1◦; at smaller scales, on the other hand, the values extracted from the HEALPix
maps are systematically smaller, at the level of O(10%). Pre-empting the general discussion
of our results in Section 6, we conclude that this discrepancy is a highly sub-dominant source
of the overall uncertainty in our final sensitivity estimates, not the least because we do not
include the central 0.3◦ in our analysis (thus masking the emission of Sgr A∗, see below) and
because the constraining power for a DM signal typically originates from a significantly larger
sky region than from the innermost ∼ 1◦ (as detailed in Appendix C.1).
Spectral distribution
The dominant source of prompt gamma-ray emission from DM is expected to stem from the
tree-level annihilation of WIMP(-like) particles into pairs of leptons, quarks, Higgs or weak
gauge bosons. The primary annihilation products for non-leptonic channels then hadronise
and decay, producing secondary photons mainly through the eventual decay of neutral pions.
The resulting photon spectra dNfγ /dEγ for a given annihilation channel f can be estimated
with event generators like Pythia [111] or Herwig [112]. Owing to the large multiplicity of pions
produced in the event chains, these spectra are typically of a rather universal form, lacking
pronounced features apart from a soft fall-off towards the kinematical limit Eχ = mχ (see,
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Figure 2: Left: Summary of J−factor profiles considered in this study, with solid (dashed)
lines corresponding to the case of an Einasto (cored Einasto) profile for the DM density. The
top panel shows the differential J-factor for an observation pointing an angle θ away from
the GC (translating to a physical offset distance r = r tan θ), while the bottom panel shows
the J-factor integrated over annuli of width 0.1◦ as a function of the average annulus radius.
Right: Summary of benchmark DM spectra adopted in this analysis for various final states,
indicated by solid lines with different colours. Dashed lines show the corresponding spectra
obtained with an alternative event generator. The shaded regions illustrate where the DM
signal would be most important compared to a background that falls like a power law, E−nγ ,
with a fiducial value of nγ = 2.7 for the spectral index. For better visibility, these regions are
only indicated for bb̄ (red) and τ+τ− (green) final states.
impossible (or, for τ+τ−, strongly suppressed). The result is a harder gamma-ray spectrum,
from final state radiation in lepton decays, with a sharper cutoff at Eχ = mχ.
The spectrum from a given two-body annihilation channel is in principle uniquely defined
apart from intrinsic uncertainties originating from how different event generators implement
the hadronisation and decay chains [113] . The dependence on the DM model enters the
calculations explicitly when radiative corrections are taken into account, which lead to three-
(or more) body final states (for a detailed discussion, see Ref. [114]). In particular, it is well
known that an additional photon in the final state can both significantly enhance the anni-
hilation rate and lead to very characteristic spectral features around the kinematic endpoint
at Eγ = mχ [62, 115, 116], while final state gluons only slightly change the photon spectrum
expected from quark final states [117]. The effect of an additional electroweak gauge or Higgs
boson in the final state has also been investigated in detail, again showing a large model-
dependence for the resulting particle yields [114, 118–122]. When including electroweak cor-
rections here, we will do so in a form that is sometimes referred to as ‘model-independent’ [123]
(as implemented in the ‘Poor Particle Physicist Cookbook’, PPPC [124]). Specifically, the
underlying assumption is that the contribution from weakly interacting bosons radiated from
the initial DM states and virtual internal propagators can be neglected. This is, for exam-
ple, satisfied in contact-type interactions of electroweak singlet DM; for Majorana DM like
the supersymmetric neutralino, on the other hand, the resulting photon spectra can differ
substantially [114]. It should also be stressed that all radiative corrections mentioned so far
only concern leading order effects, and that there has recently been significant progress in
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including higher-order effects by consistently treating leading logarithms [64, 65, 69]. While
these effects start to change the photon spectra appreciably for DM masses above the TeV
scale, we will not take them into account here.
In the right panel of Fig. 2 we plot the photon spectra from PPPC for selected benchmark
annihilation channels (solid lines). For the case of W+W− the effect of the above-described
implementation of electroweak corrections is largest; we therefore also indicate the spectrum
without these corrections (which can be thought of as a very rough means of bracketing
the model-dependence of such corrections). For comparison, we furthermore show spectra
without electroweak corrections obtained from DarkSUSY (dashed lines). We note that for
soft backgrounds that fall like dΦ/dEγ ∝ E−nγ , with nγ & 2, the dominant contribution of
these spectra to DM limits derives from the energy range where Enγγ dNγ/dEγ (rather than
dNγ/dEγ) peaks; we indicate this by shaded areas for typical soft (bb̄) and hard (τ+τ−)
channels, respectively. This demonstrates that, in the energy range relevant for our analysis,
uncertainties due to different event generators, as well as how exactly simplified radiative
corrections (in the above sense) are implemented, should not significantly affect DM limits
– with the notable exception of the second peak that is expected [125] near the kinematical
endpoint for W+W− final states.
We finally remark that, in general, DM does not only produce prompt emission of gamma
rays as described by Eq. (3.1). For typical annihilation channels, in particular, the same pro-
cesses that produce prompt gamma rays also produce high-energy leptons, which leads to an
inverse Compton (IC) component in gamma rays from the upscattering of cosmic microwave
background (CMB) photons, thermal dust and starlight [124, 126]. For hadronic channels
both the fraction and the distribution of energy that goes to electrons is comparable to that
going into photons, but since the upscattered IC photons have on average significantly lower
energy than the promptly produced gamma rays, the latter are much more easily discrimi-
nated against typical backgrounds (that fall with energy faster than the signal). Multi-TeV
DM models annihilating to leptonic channels, on the other hand, and to some extent also
W+W− final states, produce sufficiently hard electrons to lead to a potentially distinguish-
able contribution of IC photons above the CTA threshold (see, e.g., Refs. [127–129]). Mor-
phologically, however, the IC signal is much more diffuse (because TeV electrons propagate
several hundred pc before being stopped [130]), and hence more difficult to model and detect
against backgrounds. In fact, predicting the exact IC morphology requires detailed knowl-
edge of both starlight distribution and electron propagation near the GC, thus introducing
significant modelling uncertainty. Here we will therefore not include this component, but note
that once there is evidence for a prompt DM emission signal, the detection of the associated
IC component would provide a compelling cross-check of its nature.
3.2 Conventional astrophysics
Radio and X-ray data reveal the GC to be a very active region with non-thermal emitters
such as star clusters, radio filaments and Sagittarius A* (see, e.g., Refs. [131, 132]). In
gamma rays at energies below 100GeV the GC region is not significantly brighter than the
rest of the Galactic plane [133] – despite the high number of confirmed energetic sources
and the fact that this region contains about 10% of the total Galactic molecular gas content
[132, 134, 135]. At TeV energies, on the other hand, IACT measurements have shown that
the GC region clearly stands out, as described below [136–139]. The astrophysical gamma-ray
emission consists mainly of i) interstellar emission (IE) produced as secondary emission from
CRs interacting with the interstellar medium (gas and dust, ISM) and fields (in particular
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the interstellar radiation field, ISRF), ii) localised gamma-ray sources4 (both individually
resolved, and a cumulative emission from a sub-threshold population) and iii) possibly the
emission from the base of the Fermi bubbles, all described in more detail below. Note that all
these components (except for individually resolved sources) are extended and together also
sometimes collectively referred to as Galactic Diffuse Emission (GDE).
Interstellar emission
The IE extends along the Galactic plane and is the brightest emission component in the Fermi-
LAT data [133]. At high energies, the most relevant processes are i) CR interactions with the
ISM gas, producing gamma rays predominantly through the neutral pion channel, and ii) IC
scattering, in which CR electrons up-scatter ISRF and CMB photons to gamma-ray energies.
These two components have distinct morphologies: the first, so-called ‘hadronic emission’
tracks that of the gas, while the morphology of IC emission is determined by the distribution
of CR leptons and the ISRF. Theoretical modelling of the IE emission depends on a significant
number of parameters related to the injection spectra of CRs, their spatial distribution in the
Galaxy, diffusion properties but also properties of the interstellar medium and ISRF. This
implies a high level of modelling uncertainty, adding to significant degeneracies between some
of the involved parameters (for a review see Ref. [133]).
Despite its relative brightness, the spatial extension of the IE has made it notoriously
difficult to be detected with IACTs (partially motivating efforts to determine TeV diffuse
emission using the decade-long exposure of Fermi-LAT [140]). Notable progress has been
made by H.E.S.S. through the detection of a bright diffuse gamma-ray emission from the
so-called Galactic Ridge, originating from dense molecular clouds in the central 200 pc [136–
138], as well as that of cumulative emission from the Galactic plane (providing latitude and
longitude profiles, but not spectral information [141]). Advances in determining the large-scale
diffuse emission along the Galactic plane have also been made by water-Cherenkov telescopes
at higher energies, first with MILAGRO [142] and more recently with HAWC [143], though
mostly at longitudes & 30◦ due to the geographical location of these instruments. CTA is
expected to spatially resolve large-scale emission at TeV energies with unprecedented precision
and angular resolution. We will test a set of specific IE models (IEMs) to gauge the impact
of the associated modelling uncertainties on the sensitivity to a DM signal. These models are
chosen to sample a representative range of realistic theoretical possibilities, given the current
state of knowledge:
• Gaggero et al. [144] studied diffuse models that can simultaneously explain H.E.S.S. data
in the region of the Galactic Ridge, and Fermi-LAT data in the surrounding region, at
lower energies. They discuss two possibilities to reconcile these measurements:
– The Base model rests on often-adopted, simplifying assumptions concerning CR
diffusion, and in particular assumes a constant diffusion coefficient across the
Galaxy. The large scale diffuse emission measured by Fermi-LAT and the emission
from the Galactic Ridge (H.E.S.S.) then must have a different origin, with the lat-
ter postulated to originate from a so-far unknown source related, e.g., to transient
emission from the GC. In our analysis, we thus simply add the H.E.S.S. Ridge tem-
plate [136] to the original form of the Base model (see also Appendix B.1). The
4Throughout this work we use the term ‘sources’ rather loosely, implying (catalogue) objects that can be
either point-like or extended. Even though IE is also a source of gamma rays, strictly speaking, we thus mostly
use the term here to distinguish (intrinsically) localised from diffuse emission.
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large-scale emission predicted in this model is very soft, nominally already in some
tension with the Fermi-LAT data [144] (which would be alleviated in the presence
of yet another emission component like, e.g., unresolved sources).
– The Gamma model relaxes the assumption of a spatially constant CR diffusion
coefficient, allowing instead for a radial dependence where diffusion is more efficient
closer to the GC. This implies harder and brighter gamma-ray emission in the
innermost Galactic regions, explaining simultaneously the bright Galactic Ridge
in the very centre and the large scale diffuse emission measured by Fermi-LAT.
This model predicts a relatively bright emission also outside the ridge.
• The Pass-8 Fermi IEM was derived based on the detailed analysis of 8 years Pass 8
Fermi-LAT data.5 Special care was taken for the model to describe the high-energy (≥
50 GeV) spectrum, and it is, therefore, more reliable regarding high energy extrapolation
than previous versions. It uses different gas maps than the Gaggero et al. models and
is tuned to the LAT data over the entire sky (as opposed to the Base model, which is
more heavily based on theoretical expectations).6
Resolved and sub-threshold sources
The Galactic plane survey of the H.E.S.S. collaboration has discovered six TeV-bright objects
in the GC region [145], that were later studied also with MAGIC and VERITAS. In partic-
ular, G0.9+0.1, HESS J1745-290 and HESS J1741-302 are best fit as point sources, while
HESS J1745-303 and HESS J1746-308 are extended sources (with an extension of 0.2◦ and
0.15◦, respectively[137]); G0.9+0.1 is identified as a composite supernova remnant hosting
a PWN in its core (see also the VERITAS analysis [138]) while HESS J1745-290 coincides
with the position of Sagittarius (Sgr) A∗ (c.f. further characterisations by MAGIC [146] and
VERITAS [138]), the supermassive black hole at the centre of the MW. The sixth source,
HESS J1746-285, is very close to two TeV-emitting sources detected by VERITAS [138] and
MAGIC [146]. However, as reported by H.E.S.S. [137], this source is possibly the combination
of a part of the Galactic ridge and a yet unknown emitter. Hence, we do not consider this
source in our analysis. For the remaining five sources we adopt circular masks centred on the
respective source position (taken from Ref. [137]), with an energy-independent radius of 0.3◦
for point sources and 0.6◦ for extended sources. Our masking scheme is indicated in Fig. 1.
The Galactic centre region presumably also houses many sources that are too faint to
be detected with the current generation of IACTs, as well as a component of even fainter
sources, below the CTA detection threshold, that will contribute to the diffuse emission.
For example, while the Fermi-LAT catalogue of hard sources (2FHL[147]) lists no sources
in our ROI, 4FGL [148] lists 16 identified sources, three of which are tagged as candidate
TeV emitters listed in the online TeV source catalogue TeVCAT [48]. Since the CTA source
detection threshold is still unknown especially in crowded regions like the Galactic centre, we
will use a single template for all but the brightest sources detected by current IACTs.
5Namely gll_iem_v07 model, available at https://fermi.gsfc.nasa.gov/ssc/data/access/lat/
BackgroundModels.html. For details see https://fermi.gsfc.nasa.gov/ssc/data/analysis/software/
aux/4fgl/Galactic_Diffuse_Emission_Model_for_the_4FGL_Catalog_Analysis.pdf
6Let us stress here that even though both the Pass-8 Fermi IEM and the Gamma model result from a fit
to data, only the procedure for determining the former includes a template for sub-threshold point sources.
The Fermi IEM should thus indeed exclusively describe IE, while the Gamma model may implicitly include
a contribution from sub-threshold sources. Note that the Base and Gamma IEMs are based on HI gas maps
with a resolution of 0.5 deg, while the Pass8 model uses improved HI maps with 16′ resolution.
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Given that there are only a few TeV sources currently known in the region, predicting
the contribution of faint sources comes with considerable uncertainty. Within the context of
the CTA Galactic plane survey, significant consortium effort has recently gone into modelling
the population properties of the most numerous Galactic TeV sources (PWNe, SNRs and
binaries) [149]. We use the gamma-ray templates derived in that work (applying a µCrab
lower flux threshold, while for the higher flux cut-off we used the detection threshold from
the H.E.S.S. Galactic plane survey, [150], namely, for the GC region, a flux of 5 mCrab at
energies > 400 GeV) and refer for all details to that upcoming publication. We will discuss
the impact of that template on our analysis in Sec 6.2.
Fermi bubbles
The gamma-ray emission from the Fermi bubbles (FB) has been studied extensively since
their discovery in 2010 [151, 152]. Even though the FB outshine the IE at high latitudes due
to their hard spectrum, their shape close to the Galactic plane is challenging to distinguish
from the bright IE. Here we will rely on a recent analysis [153] determining the morphology
and spectrum at the base (i.e. the low-latitude part) of the FB, and use these spatial and
spectral templates to gauge the potential impact of the FB on the search for DM signals. A
projection of CTA’s sensitivity to the base of the FB based on the same spatial and spectral
template has been derived in Ref. [154]. We stress however that the exact shape and spectra
of the FB close to the GC are highly uncertain – though a re-examination of the FB base
using nine years of LAT data [155] confirmed the previously reported hard power law without
indications of a cutoff up to energies of 1TeV.
3.3 Residual cosmic-ray background
CR events misidentified as gamma rays make up the highest portion of detected events,
outshone only by the brightest sources. The core of the issue is that the CR proton (electron)
fluxes are 104 (102) times higher than the diffuse flux of gamma rays expected from the Galaxy
(at ∼ 100 GeV). While hadron-induced showers can be distinguished from electromagnetic
showers based on their shape, with an (energy-dependent) background rejection rate better
than 10−2, CR electrons present an essentially irreducible background (preliminary studies
indicate that some rejection may be possible [156], but not on short time scales). Besides,
while the spectrum of CR protons and electrons is well measured below a few TeV [157–160],
significant uncertainties about the number of events passing all analysis cuts remain, making
the exact spectrum and normalisation of this intrinsically isotropic component challenging
to model (the measured distribution of events within CTA’s field of view, in contrast, is
determined by the instrument response to cosmic-ray background, which is not isotropic –
especially at high energies). On top of this, the atmosphere itself, acting as an effective
calorimeter, introduces additional uncertainties.
We will see, however, that uncertainties in isotropic parts of the background components
mostly affect our analysis by changing the signal-to-noise ratio, which in fact turns out to be a
subdominant effect. A bigger impact on the DM sensitivity results from varying (in time and
space) unresolved backgrounds, for example small-scale anisotropies in an otherwise largely
isotropic emission. These could originate, for example, by the presence of aerosols in the
atmosphere which can also introduce a strong bias in energy reconstruction and deteriorate
the energy resolution (even though this is to some degree addressed by dedicated studies of
atmospheric conditions by CTA monitoring instruments).
– 13 –
In our analysis, the modelling of the misidentified CR component relies on extensive
Monte Carlo simulations of CR showers and their subsequent event reconstruction, allowing
us to obtain the expected number of CR misidentified events for a given set of IRFs. (This
is in contrast to the more conventional ‘ON/OFF’ technique7 which does not rely on MC
simulations and makes it instead possible to adjust the CR background model directly to the
data; see, e.g., Ref. [162, 163].) The underlying IRFs do not include small-scale anisotropies
(which is an issue shared with the ON/OFF technique), which might be present in the real
data due to, e.g., uneven atmospheric conditions. Because the corresponding systematic
uncertainties have not yet been studied in detail, we will include them in a parametric way
(as described in Section 4).
3.4 Emission templates and caveats
To summarise our discussion of emission models, we compare in Fig. 3 the total count maps
in the 100 – 500GeV range that result from our benchmark emission templates (as generated
by ctools, for the GC survey mode described in Section 2.2). From top left to bottom right,
these correspond to:
• residual CR background events, generated from prod3b-v1 IRFs (Section 2.2)
• interstellar emission, as predicted in the Gamma and the Base model (Section 3.2)
• a realisation of sub-threshold sources (Section 3.2)
• the Fermi bubbles (Section 3.2)
• the DM emission template (Section 3.1) for the Einasto profile with and without a
constant density core, as indicated. For definiteness we choose here mχ = 2TeV for the
DM mass, and an annihilation cross-section 〈σv〉 = 3× 10−26 cm3s−1 to bb̄ final states.
In Fig. 4 we show the energy dependence of the various components, by plotting the total
number of expected counts, during the entire Galactic centre survey observation, per energy
bin. We first note a relatively sharp increase in the number of counts for all components at
energies & 60GeV; the origin of this feature is a corresponding increase in the effective area
of the array, as we pass above the MST energy threshold. When it comes to the comparison
of the various physical components, furthermore, Figs. 3 and 4 call for a number of pertinent
comments:
1. CR contamination clearly dominates all other emission components. The CR electron
flux up to TeV energies has been well-measured by a number of instruments, including
AMS-02 [157], the Calorimetric Electron Telescope (CALET) [159], and the Dark Matter
Particle Explorer (DAMPE) [160]. In the figure we show the DAMPE spectrum to
guide the eye as to the level of expected background. CR electron fluxes constitute, as
discussed in Section 3.3, an essentially irreducible background to gamma-ray searches.
Given the importance of electrons up to the TeV energy range, it thus will be particularly
hard to further improve the CR rejection efficiency at these energies.
7In this work we use the term ‘ON/OFF’ in a sense often seen in the DM context, referring to the existence
of ‘ON’-signal and ‘OFF’-background measurement regions. In the wider IACT community, in contrast, the
term sometimes refers to an observation mode where the ON region is at the centre of the FoV, while the OFF
region is not taken during the same observation period – to distinguish it from wobble mode observations,
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Figure 3: Background and signal templates computed by ctools for the GC survey obser-
vation, showing the expected photon counts in the energy range from 100 to 500 GeV. The
(logarithmic) colour code indicates the number of expected counts N per 0.1◦ × 0.1◦ pixel.
See text for a description of each of the individual templates shown here.
2. The Gamma and Base IEMs are based on the same target gas and ISRF maps, but on
different assumptions concerning CR diffusion. This results both in different spectra
and in different morphologies, with the Gamma model being significantly brighter in
the central regions. For comparison, Pass 8 Fermi IEM (only shown in Fig. 4, not in
Fig. 3) features a flux very similar in spectrum and normalisation to that of the Gamma
model, however it is based on different target gas and ISRF maps, as well as on different
assumptions about CR diffusion (the morphologies of templates based on different IEMs
are compared in more detail in Appendix B.2).
3. Unresolved sources and FB are among the most uncertain emission components, and a
mis-modelling of their morphology could potentially mimic, at least partially, the DM
template. This is aggravated by the fact that the fluxes of these components are at least
comparable to that from the annihilation of thermally produced DM. Potentially, this
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Figure 4: Differential counts (per bin) expected from the GC survey, multiplied by the
bin energy E, for the emission components considered in this work – including the total CR
background (from electrons and hadrons, solid red line), three alternative IE models, localised
source components (both bright individual sources and unresolved sources), Fermi bubbles
and the DM spectrum (assuming mχ = 2TeV, 〈σv〉 = 3 × 10−26 cm3s−1 and dominant
annihilation to W+W−). For a very rough translation of these counts to fluxes, one needs
to divide by the CTA effective area (9 · 105 m2 at 1TeV [53]), the angular size of our analysis
ROI (0.037 sr, not including direction cuts) and the total observation time of 525 h.
artificially strong limits. Note that a separate study of sub-threshold sources for CTA is
still ongoing and we hence only use the specific realisation of such a population shown
in Fig. 3c; the eventual analysis of real data, beyond the scope of this work, will have
to be based on an average over many sub-threshold source realisations. We return to
these issues in Section 6.
We conclude this section by mentioning another aspect of astrophysical modelling that
may appear as a relevant issue once the analysis chain is confronted with real data, but which
would be premature to include in the present modelling of emission components given the
current lack of knowledge and robust data. The IC component of the interstellar emission, in
particular, is more difficult to model since it does not, unlike hadronic emission, correlate with
gas maps. Besides, the IEMs used here (and more generally in the majority of the relevant
literature) assume steady-state solutions for CR propagation, based on smoothly distributed
source populations. That assumption is expected to fail at energies & 100GeV because of
the small energy loss time of electrons, implying that the morphology of the IC emission
changes significantly and becomes sensitive to the CR electron injection history [164]. In
particular, electrons are contained closer to the sources, which in turn introduces a significant
granularity in the IC templates and lowers the strength of large-scale IC emission by up to
about 30% [164]. While the latter effect would facilitate the detection of a DM signal, the
former (i.e. the difficulty to model overlapping ‘point-like’ emission sources) could present a
non-negligible challenge for future DM searches at these energies. We leave a more detailed
study of these aspects for future works, but note that the difference between Base and Gamma
models should capture (in part) the impact of the latter effect on the DM sensitivity.
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4 Data Analysis
The traditional way to constrain DM annihilation with IACTs is the so-called ON/OFF ap-
proach (e.g. [12, 14, 15, 17, 165]), which rests on the definition of two spatially separate,
different kinds of ROIs (often within the same FoV): in the ‘ON’ region the signal is expected
to be the strongest while in the ‘OFF’ region it is expected to be subdominant. Under the
hypothesis that we know how the background scales between OFF and ON regions (solid an-
gle/acceptance effects are routinely corrected for; see, for instance, the κ factors in Eq. (C.2)),
it is, in principle, possible tomeasure the background under the same observational conditions.
Such an approach is complementary to template-based morphological analyses, more typical
in the context of satellite-borne instruments (e.g. [166]), where different emission components
are described by templates that are fitted to binned data. While the template analysis of-
fers the possibility to incorporate spatially varying backgrounds, there can be a remaining
systematic uncertainty related to the exact form of the adopted templates (for attempts to
address these limitations see e.g. SkyFACT [167]). Possible reasons for not using the template
approach in most past IACT analyses include i) their relatively small FoV ii) the residual
CRs being the only background component, assumed to be effectively the same in the ON
and OFF regions at the energies of interest here; and iii) the complexity of robustly modelling
this background.
Only more recently it was realised that template fitting may be a powerful technique
for the analysis of IACT data [162, 163] (see also Ref. [17] for a ’hybrid’ approach). To fully
exploit the power of CTA with its larger FoV, higher background rejection and higher flux
sensitivity compared to previous experiments, and to achieve a corresponding increase in DM
sensitivity, the background needs to be modelled in higher detail and with more components
than required for current instruments. So far, astrophysical modelling was not done in a
very detailed way and CR uncertainties were mostly treated in a simplified manner [14, 25].
One of the main motivations of this work is to study the applicability of the template fitting
approach in detail (later, in Appendix C.4, we will also directly confront this method with
the traditional ON/OFF approach).




ij /(nij)!, where µ = {µij} denotes the model prediction and n = {nij} the
(mock) data counts, for bins in energy (indicated by an index i) and angular position on the
sky (indicated by an index j). The model is given by a set of background templates as shown
on Fig . 3, {µXij }, a signal template for the DM component, µχij , and normalisation parameters
A for the relative weight of these templates:
µij(A







For any given signal template – defined by the adopted DM density profile and annihilation
spectrum – we thus introduce a global normalisation parameter Aχ that is directly propor-
tional to the annihilation strength 〈σv〉 that we want to constrain, c.f. Eq. (3.1). For the
background components X – CRs, IE, Fermi bubbles and unresolved sources, depending on
the analysis benchmark – we instead adopt normalisation parameters {AXi } that may vary
in each energy bin, where AXi ≡ 1 corresponds to the (expected) default normalisation of the
templates as summarised in Section 3.4. This ansatz accounts in an effective way for uncer-
tainties in the spectral properties of the templates, thereby rendering the resulting DM limits
more conservative. It should be stressed that by construction this method thus relies more on
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the morphological than on the spectral information in the templates, which is partially mo-
tivated by the excellent angular resolution of CTA. We will discuss this point in more detail
below when explicitly introducing systematic uncertainties. Mock data, finally, are prepared
for each of the background components X by drawing the number of photon counts in a given
bin, nXij , from a Poisson distribution with mean µ
X
ij . Summing these contributions then gives





We generate all count maps using ctools.8 As our benchmark binning scheme we choose
– unless explicitly stated otherwise (see also Section 6.1 for a discussion) – square spatial bins
of width 0.1◦, roughly corresponding to the typical PSF, and 55 spectral bins in the range
from 30 GeV to 100 TeV chosen such that their width is given by the energy resolution at
the central bin energy, at the two standard deviations (2σ) level.9 We restrict our analysis to
circular FoV regions with a radius of 5◦ around the respective pointing direction of the array
(c.f. Fig. 1).
To derive an upper bound on the DM normalisation Aχ, for a fixed DM template µχ














where µ̂ ≡ µ(Aχ = Âχ, AXi = ÂXi ) denotes the model counts in Eq. (4.1) for the best-fit values
of all normalisation parameters (i.e. both for DM and background components) obtained by
maximising the likelihood. This test statistic is distributed according to a χ2-distribution
with one degree of freedom [168], so a (one-sided) upper limit on Aχ < Aχmax at 95% (99%)
Confidence Level (C.L.) corresponds to a TS value of 2.71 (5.41).
It is straightforward to extract the mean expected limit, 〈Aχmax〉, and its variance, σ2 =
〈Aχmax − 〈Aχmax〉〉2, by compiling Monte Carlo realisations of mock data sets, and then take
limits for each of those according to the above prescription. As this is computationally rather
intensive, however, we will instead typically utilise a single ‘representative’ set of data, the
so-called Asimov data set, nA: for a Poissonian process, this corresponds to the expected
number of counts per bin one would obtain with an infinitely large sample of individual
Poisson realisations of a given background or signal model, i.e. nA = µ(Aχ = 0, AXij = 1) [169].
In principle, this approach can also be used to estimate the variance of the expected upper
limits. However, we checked that in its simplest implementation [169] this does not lead to a
reliable estimate once systematic uncertainties (to be discussed below) are taken into account;
whenever we present ‘sidebands’ to expected limits, these are thus based on full Monte Carlo
calculations.
Treatment of Systematic uncertainties For a future experiment, instrumental system-
atic uncertainties are by nature hard to quantify. However, we can still estimate the possible
effects in a general manner by introducing uncertainties that are correlated among the data
bins (as is typical for instrumental systematic errors). Similarly, correlated systematic errors
can also account for additional systematic uncertainties in the IEM templates that are not
already captured in the template analysis. Such correlated uncertainties may partially de-
8We use ctmodel to obtain 3D data cubes with the mean photon counts of each emission template, and
ctobssim to produce an event list (both in the form of .fits files) containing MC realisations of the data.
9For our standard IRFs, this corresponds to a bin width of ∆E/E = 0.52 for the lowest energy bin,
decreasing to ∆E/E = 0.12 at E ∼ 4 TeV, before increasing again to ∆E/E = 0.17 at the high-energy end.
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grade morphological differences of the background/signal templates and, hence, weaken their
constraining power over the signal component.
Correlated Gaussian uncertainties (with zero mean) are fully defined in terms of their
covariance matrix, K. For our purposes, this may encompass
(i) spatial bin – spatial bin correlations,
(ii) energy bin – energy bin correlations and/or
(iii) spatial bin – energy bin correlations.
As described below, we will only consider the first two types of correlations. To apply
the covariance matrix description of systematic errors, we follow the approach outlined in
Refs. [170, 171], and implemented in the publicly available Python package swordfish [172].
In particular, we change the construction of the model prediction in Eq. (4.1) (but not that
of the data n) in the following way: Instead of varying the background templates by normal-
isation parameters AXi per energy bin to account for background fluctuations, we set these
normalisation parameters to unity and explicitly introduce Gaussian ‘background perturba-





µXk + ∆Bk +A
χµχk . (4.3)
Here, the sum runs over the model templates X to be examined, the index k comprises
both spatial and energy bins, i.e. k ∈ [1,N ] with N being the product of the number of
spatial pixels and the number of energy bins. In principle, the different templates can give
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where Kij ≡ 〈∆Bi∆Bj〉 is the covariance matrix (and we assume 〈∆Bi〉 = 0). Profiling over
the nuisance parameters ∆Bi, this reduces to a log-likelihood function that only depends on
the signal normalisation Aχ (again omitting terms that are constant in the model parameters):























For systematic uncertainties that are uncorrelated between the background templates X,
which is the case we consider here, we have 〈∆BXi ∆BYj 〉 = 0 for X 6= Y . The last term in the






















X is now understood to be the total correlation matrix.
Upper limits on the DM signal are derived by constructing a test statistic in full analogy
to Eq. (4.2), mutatis mutandis. Concerning the concrete construction of covariance matrices,













where NS refers to the number of spatial bins in the ROI, σS denotes the magnitude of the
spatial systematic uncertainty, `S the spatial correlation length, ~rj is the central position of
the j−th spatial template bins in degrees of Galactic longitude and latitude, and we use the
norm on the unit sphere for the distance between two spatial bins. σS and `S may in general
depend on the position in the template but, for simplicity, we assume them to be constant












where NE refers to the number of energy bins, σE denotes the magnitude of the spectral
systematic uncertainty, `E the energy correlation length (in dex, i.e. per decade) and Ei is
the central value of the i−th energy bin. In general, the covariance matrix is then given
by the tensor product K = KE ⊗ KS. In our analysis, however, we will restrict ourselves
to considering correlations of type (i) and (ii) from the aforementioned list, which can be
understood as particular instances of the most general case. They can be constructed as
follows:
Type (i) KS describes correlations among the spatial template bins. To exclude any further
energy correlation between different energy bins, one has to assume an infinitesimally
small energy correlation length `E . Thus, KE should be diagonal, i.e. each energy bin is
exclusively correlated to itself. In other words, the full covariance matrix is the tensor
product of the identity matrix in energy space and KS , K = I⊗KS .
Type (ii) Spectral correlations among a template’s energy bins are described by KE . In this
case, however, one cannot assume an infinitesimally small spatial correlation length
to describe the full matrix K: otherwise KE ⊗ I would predict a correlation of every
spatial bin with its own copy in different energy bins, allowing the spatial bins to vary
independently of each other and thereby erase the morphological information one wants
to preserve. Instead, one needs to assume an infinitely large spatial correlation length
such that all spatial bins are varied as an ensemble, i.e. KS must be chosen as a dense
matrix where every element is equal to 1.
As a default assumption, we will adopt a 1% overall normalisation error (corresponding to
one of the design requirements of CTA [12]), σS = 0.01, and a spatial correlation length
of `S = 0.1◦ (roughly motivated by the typical size of the PSF). We also do not explicitly
assume any energy correlations in the default analysis pipeline, as these turn out to affect our
analysis much less. All these choices will be explicitly revisited and discussed in Section 6.1.
ON/OFF analysis For comparison with the more traditional approach, we also perform a
likelihood analysis with the same energy binning as in the template approach, but effectively
using spatial bins with a ring morphology (implemented as multiple ON regions). Here we
do not model the background components as above (because the background is by defini-
tion determined in the OFF region), so the total joint-likelihood function L is a function of
only two parameters, namely the DM mass mχ and the velocity-weighted annihilation cross
section 〈σv〉. Our construction of ON and OFF regions near the GC closely follows that by
H.E.S.S. [165, 173], adapted to the planned GC survey of CTA. We provide further analysis
details in Appendix C.4, and discuss how this approach compares to the results from our
baseline analysis strategy based on template fitting – with particular emphasis on the fact
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signal: Einasto, W+W− w/o EW corr.
background: CR + IEM (Gamma)
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background: CR + IEM (Gamma)
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Figure 5: Sensitivity of CTA to a DM annihilation signal, at 95%C.L., based on our bench-
mark treatment of the expected instrumental systematic uncertainty. Following common
practice, this is presented in terms of projected mean upper limits on the average velocity-
weighted annihilation cross section, as a function of the DM mass mχ. Solid lines show the
sensitivity based on our benchmark settings, while dashed lines show the reach assuming no
systematic uncertainty in the spatial templates. We also indicate the ‘thermal’ cross-section
that for the simplest DM models leads to a relic density within the 3σ range of the DM abun-
dance observed by Planck [1, 174]. Left panel: Sensitivity to DM annihilation into W+W−
final states (black), without electroweak corrections (see Section 3.1 for a discussion). The
green (yellow) band indicates the 2σ (3σ) scatter of the projected limits (based on Monte
Carlo realisations). Right panel: DM annihilation into b̄b (red), W+W− (black) and τ+τ−
(green), respectively.
.
that CTA is also expected to pick up astrophysical ‘signal’ components that most likely are
different in the two ROIs.
5 Projected dark matter sensitivity
In this section we present the main results of our analysis, namely the sensitivity of CTA to
a DM signal, focussing exclusively on the following benchmark settings:
• GC survey observation strategy, masking bright sources as indicated in Fig. 1.
• Asimov mock data set based on CR background and IE Gamma model templates.
• Template fitting analysis based on 0.1◦×0.1◦ spatial bins and 55 energy bins between 30
GeV and 100 TeV (and a width corresponding to the energy resolution at the 2σ level).
Our default treatment of systematic uncertainties implements a 1% overall normalisation
error and a spatial correlation length of 0.1◦ (but no energy correlations).
In the subsequent Section 6, we will discuss how our results are affected by modifying the
benchmark assumptions listed above.
5.1 Expected dark matter limits
The most often considered ‘pure’ annihilation channels for heavy DM candidates are those
resulting from b̄b, W+W− and τ+τ− final states (in the order of increasingly harder spectra).
In Fig. 5 we show the expected limits for DM models where annihilation into these final
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states dominates, for a DM template based on the Einasto DM profile given in Eq. (3.3).
For comparison, we also indicate the cross-section needed to thermally produce DM in the
early universe in order to match the cosmologically observed DM abundance. Specifically,
we use DarkSUSY to calculate this cross-section, following the treatment of Ref. [73] under
the assumption of self-conjugate DM particles annihilating with a velocity-independent σv.
We thereby improve upon similar recent results [105, 175] by using an updated temperature
dependence of the number of relativistic degrees of freedom during and after freeze-out [176]
and the newest Planck data for the observed value of Ωχh2 = 0.120 [1, 174].
We see from Fig. 5 that CTA indeed has the potential to test the ‘thermal’ annihilation
cross-section for a wide range of DM masses, in particular for the slightly harder gamma-ray
spectrum that results fromW+W− final states. As pointed out in the introduction, this makes
CTA perhaps the most promising instrument to test the WIMP paradigm for DM masses at
the TeV scale, providing indeed one of its major science cases. Let us stress that we confirm
this expectation after including our benchmark treatment of systematic uncertainties – which
we consider realistic given the obvious limitation that our analysis describes an instrument
yet to be built (see Section 6.1 for a discussion). For comparison, we also indicate the mean
projected limits that would result if only statistical errors were included in the analysis.10
As expected, limits are not affected in the statistics-limited case of the low photon counts in
models with large DM masses (as well as the background components at these high energies).
For DM masses significantly below 10TeV, on the other hand, the limits clearly become
dominated by systematic uncertainties rather than by statistical errors because, for a given
annihilation cross-section, both the background and the signal fluxes are much higher.
5.2 Generalised flux sensitivities per energy bin
Actual spectra for a given DM model rarely coincide exactly with those of the ‘pure’ channels
discussed above. While the use of ‘pure’ channel limits is standard practice, limits as pre-
sented in Fig. 5 thus have reduced practical applicability. In Fig. 6 we therefore provide limits
to the (spatial) DM template in a different way, more independent of the spectral model. Con-
cretely, we show energy-flux sensitivities obtained by applying the likelihood function defined
in Eq. (4.5) per energy bin. Here we assumed for simplicity that the flux is described by a
power law dΦ/dE ∝ E−2 rather than following one of the explicit annihilation spectra con-
sidered above. As expected (and checked explicitly) the spectral form has only a minor effect
on the result because the per bin contribution to the total likelihood is mostly affected by the
photon count inside that energy bin (provided the bins are, as in our case, chosen sufficiently
small [177]). This makes this result more universal, motivating us to also indicate the change
in the full likelihood Li per energy bin (and to make it available in tabulated form [178]).
To a reasonable approximation, this can be used to constrain the signal normalisation, at
95%C.L., of an almost arbitrary smooth DM spectrum dNγ/dEγ , where Nγ is the number of
photons per annihilation process. Concretely, this corresponds to requiring
∑
i
∆ lnLi [CχEi dN/dEγ ] < 2.71 , (5.1)
10More precisely, these limits follow from the template analysis detailed in Section 4, without adding a
correlation matrix to describe instrumental systematic errors. As discussed there, allowing for independent
normalisations of the spatial templates, per energy bin, already is an effective way of including systematic
uncertainties in the spectral templates.
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Figure 6: Differential flux (times E) as a function of source energy E. The (logarithmic)
colour scale shows the change in the total likelihood due to the contribution from a DM signal
in the respective energy bin, assuming a DM-induced flux locally scaling as dΦ/dE ∝ E−2.
To guide the eye, the black symbols indicate the value of ∆ logL that corresponds to a 2σ
upper limit on such a DM signal, from a single bin. Limits on DM models with arbitrary
spectra, taking into account all energy bins, can be approximated as in Eq. (5.1). The full
likelihood table is available for download at zenodo [178].
where the sum runs over all energy bins, with central energy Ei, and the correct flux normal-
isation is ensured by using
Cχ '
(
2.5 · 1021 GeV2/ cm5
)
× 〈σv〉ann S−1χ m−2χ , (5.2)
c.f. Eq. (3.1).11 For DM spectra varying more strongly with energy than E−2, integrating
over the energy inside each bin, rather than using the mean number of photons in each bin as
in Eq. (5.1), would provide a slightly more accurate estimate (while highly localised spectral
features, such as monochromatic gamma-ray lines [10], would warrant a different analysis
strategy that leads to significantly better limits than indicated in Fig. 6 [179]). Let us stress
that we provide here the tabulated binned likelihoods Li only for convenience, to allow for
quick and simple estimates of sensitivities to DM models not covered in our analysis; all our
results are based on the full procedure detailed in Section 4 rather than on the ‘short-cut’
defined by Eq. (5.1).
5.3 Extended dark matter cores
Let us now address the impact of the assumed DM density profile. We re-iterate from the
discussion in Section 3.1 that the Galactic DM distribution within the inner few kpc (and
even more so for r  1 kpc) is rather uncertain and not very well observationally constrained
– but at the same time the distribution is crucial for estimating the overall strength of the an-
nihilation signal. The situation in the GC is, in general, different from the situation in dwarf
spheroidal galaxies, where kinematic data allow us to constrain the J-factor sufficiently [180]
to warrant including them in the likelihood analysis, fully marginalising over the profile pa-
rameters [181–183]. One of the reasons behind this is that for dSphs we typically observe the
11The normalisation obviously depends on the chosen profile and, for cuspy profiles, scales roughly with
the J-factor. For more cored profiles, see the discussion in Section 5.3.
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entire DM halo and therefore the full ‘bolometric’ DM emission which – unless considering
extreme examples – only depends weakly on the DM density profile [184] (for the GC, on the
other hand, IACTs have traditionally just observed the inner region, with its highly uncertain
DM density). For that reason, we focus here on discussing the benchmark profiles introduced
in Section 3.1, intended to bracket realistic and more conservative expectations; in Appendix
C.2, we complement this by a more detailed discussion based on a larger set of density profiles.
Let us already mention, however, that due to the extent of the GC survey (reaching up to 15
degrees, Fig. 1), CTA will actually observe the entire inner 1 kpc region for which the DM
density is most uncertain, which will in fact significantly reduce the standard uncertainties in
predicting the sensitivity to a DM signal from the GC.
For the conservative case we take a core of constant DM density, as in Eq. (3.4), that
reaches out to about 1 kpc (recall that even larger cores may be compatible with observational
data, but that it is very challenging to produce those in hydrodynamical numerical simulation
with standard cold DM; in fact, the expectation is a profile steeper than the standard Einasto
case [98]). For such large cores, the limits are clearly expected to weaken because if a signal
template is highly degenerate with the misidentified CR background, c.f. Fig. 3, it almost
constitutes a blind spot for morphological analyses. The second reason why limits should
weaken is that the signal strength is directly proportional to the J-factor that – due to its ρ2χ
dependence – benefits from a local concentration of DM. This effect, however, is less relevant
because of the large ROI we adopt in our analysis; as expected from Fig. 2, the J-factor
integrated over the full ROI12 should not deviate too much between the two profiles (we find
JEinasto = 7.1 ·1022 GeV2/cm5 and Jcore (1 kpc) = 3.9 ·1022 GeV2/cm5), respectively). Previous
studies of DM annihilation at the GC (e.g. Refs. [185, 186]), in contrast, typically used a
smaller ROI and hence faced a much larger difference in the J-factors between cuspy and
cored profiles.
In Fig. 7 we show how our limits for the W+W− channel for the baseline Einasto
profile (black solid line) worsen by about one order of magnitude when assuming large core
sizes (black dashed line). The planned extended GC survey would clearly help to better
distinguish even such an extended DM signal and would hence significantly improve limits
in this case (magenta dashed line). For the Einasto profile (solid magenta line), on the
other hand, the effect is minimal; here, the template discrimination is already so good for
the standard survey that it is only the (slight) increase in observation time that implies a
corresponding improvement. As discussed in Appendix C.2, additional spectral information
can help significantly in the presence of large cores (but not for our benchmark case of a
cuspy profile). With the thin dash-dotted magenta line, we indicate the maximal further
improvement of limits that could be achieved this way (mimicking the situation where the
astrophysical background components are well determined by complementary measurements;
see Appendix C.2 for details). The magenta band can thus be interpreted as a rough estimate
of how much our default projected DM limits could realistically be affected if the DM density
profile turns out to be significantly less peaked than in the standard Einasto case. For similar
reasons, we refrain from providing the full binned likelihood as in section 5.2: unlike in the
case of cuspy profiles the normalisation given in Eq. (5.2) now depends on an effective J-factor
that is itself energy-dependent (because the size of the region with highest SNR is energy-
dependent, see discussion above), which in turn makes the translation to different density
12In practice, the whole ROI does not contribute uniformly to the signal discrimination power, and the
region with the highest Signal-to-Noise Ratio (SNR) is different for cuspy and cored profiles; see Appendix
C.1 for a more detailed discussion.
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Figure 7: CTA sensitivity to a DM signal, for the W+W− channel, comparing the case
of an Einasto profile without core (solid) to that of an Einasto profile with a 1 kpc core
(dashed). Black lines show the sensitivity with the base survey only and magenta lines show
the sensitivity from adding extended survey observations. Modelling the spectral information
with greater care may lead to a further improvement of the sensitivity to a cored profile, as
indicated by the magenta dash-dotted line (see text for more details, including a discussion
of the shaded area). In order avoid excessive use of computational resources, the sensitivity
predictions in this figure are based on only 20 (equally log-spaced) energy bins.
profiles and spectral shapes much less straight-forward.
We conclude that a large core in the DM distribution would indeed worsen the CTA
sensitivity to DM annihilation – but much less severely than naively expected (or indicated
by previous studies). This implies that, for DM masses in the TeV range, many models of
thermally produced DM could be probed even in this highly unfavourable situation (both
because of the statistical scatter in the expected mean limit, and because annihilation rates
exceeding the ‘thermal’ rate by a factor of a few are by no means unusual, for example in
the context of simple supersymmetric models [187, 188]). It is also worth stressing again that
Fig. 7 summarises our assessment of what could be coined a ‘realistic worst-case scenario’; in
reality, the situation can also be significantly better than the benchmark case of an Einasto
profile, because of DM density spikes very close to the GC (see again Appendix C.2 for
examples).
6 Discussion
In this section we turn to a discussion of our main results and how the projected sensitivities
depend on the benchmark choices that we have adopted for our analysis. As stressed pre-
viously, one of the biggest challenges in the template fitting approach is a realistic account
of systematic uncertainties both in the performance of the instrument and in the modelling
of the templates. The parameters crucial to the description of the relevant physical effects
are not only the magnitude of the systematic uncertainty, but also the correlation lengths,
both in morphology and energy. Correlation matrices are an adequate way to describe these
effects, as detailed in Section 4. We start by discussing instrumental systematic errors (re-
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Figure 8: Solid lines show how the projected CTA sensitivity to a DM annihilation signal,
for the W+W− channel, varies with the spatial correlation length `S , when keeping the
instrumental systematic error-related fluctuation amplitude to a fixed level of σinstrS = 1%.
For comparison, the dashed line show the statistical reach.
lated to the event reconstruction and hence mostly caused by misidentified CRs), which tend
to dominate over astrophysical uncertainties (to be further discussed in section 6.2). While
the importance of instrumental systematic uncertainties is already clearly seen in the right
panel of Fig. 5, we note that they are potentially easier to study in real data (e.g. by defining
special high-quality photon event classes).
6.1 Instrumental systematic uncertainties
In Fig. 8 we consider the impact of changing the overall spatial correlation lengths `S on our
limits. Here we keep the overall systematic error amplitude to a fixed level of σinstrS = 1%,
corresponding to our benchmark choice. Compared to our benchmark correlation length of
`S = 0.1
◦, corresponding to the typical PSF, limits worsen by a factor of up to three at
intermediate DM masses, when `S is comparable to the spatial extension of the DM signal
(. 1◦ for the Einasto DM profile). When signal and correlation lengths are sufficiently
different, on the other hand, `S . 0.1◦ or `S & 1◦, the impact of varying the correlation length
on the sensitivity is generally milder – though the limit of very large correlation lengths would
correspond to fixing the overall amplitude and hence result in the ‘statistical’ limit (with no
systematic uncertainty in the spatial templates) indicated with a dashed line. Performing a
similar exercise to explore the effect of energy correlations shows that these have a significantly
weaker impact on the sensitivity to a DM signal, for our benchmark case of cuspy DM density
profiles (but see Appendix C.2 for a discussion of how this changes in the presence of cores).
While our benchmark choice to account for systematic uncertainties may appear reason-
able from the point of view of the expected instrument performance, we stress that this choice
is not unique and other values of both σ and ` may turn out to characterise the instrument
more accurately. On the other hand, our benchmark scenario is by no means a carefully
selected singular point, either, in the sense that various combinations of parameters would
lead to similar conclusions. In fact, we can turn the problem around and ask for the required
level of systematic errors allowing CTA to probe the thermal cross-section for standard as-
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Figure 9: Contour plot (in green) showing the requirement on the instrumental systematic
errors for which CTA is expected to reach the thermal cross section sensitivity to DM as a
function of the amplitude and spatial correlation length of the instrumental systematic errors.
For comparison, we mark the systematic benchmark settings used per default in this work
(red cross in the left panel and dashed red line in the right panel). Left. For fixed DM mass
mχ = 2TeV. Right. For a fixed overall systematic error amplitude of σinstrS = 1%.
sumptions about the DM profile. This question is explored in Fig. 9. In the left panel, we
fix the DM mass to mχ = 2TeV and show the combinations of amplitude and spatial corre-
lation length for which the thermal cross-section can be reached (green shaded area), while
in the right panel we fix the fluctuation amplitude σS and vary the correlation length and
DM mass. The figure illustrates, as already seen in the discussion of Fig. 8, that one wants
to avoid values of `s comparable in extension to the DM signal. In particular, for the design
goal of σS = 1%, it is indeed crucial that the spatial correlation in mis-reconstructed events
does not significantly exceed (a few times) `S ∼ 0.1◦. If the overall systematic uncertainty
can be improved to be less than 1%, on the other hand, larger spatial correlations could be
accepted.
In the last part of this section we briefly comment on the impact of a set of internal
(i.e. not yet publicly available) IRFs, based on tighter cuts for gamma/hadron separation and
optimised for extended source detections (unlike the standard IRFs, which are optimised for
point source detection). We checked explicitly that even with such optimised event cuts it will
be hard to improve upon the sensitivity based on our standard IRFs. This can be understood
by noting that, in the energy range where the DM sensitivity is best (few 100GeV – few
TeV), the misidentified CR background is already electron dominated, see Fig. 4, and it
cannot be reduced significantly with current event reconstruction techniques. At the lowest
and highest energies on the other hand, the tighter cuts can in principle substantially reduce
the background, but only at the cost of reducing the effective area. We note, however, that
these optimised IRFs still use the same event reconstruction scheme as the standard ones,
so if an improved reconstruction algorithm becomes available in the future (benefitting from
e.g. deep learning [189]) one may hope for more significant improvements.
6.2 Uncertainties in astrophysical components
For the DM sensitivity targeted at by CTA, the astrophysical backgrounds discussed in Section
3 will have a stronger impact than for current generation instruments. In this section we aim
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Figure 10: Differential flux sensitivity (time E2) per energy bin to various gamma-ray
templates in the GC region, corresponding to 2σ upper limits on mock data sets based on
the residual CR background alone. The point source (PS) limit shows the statistical reach,
for better comparison with published results, while the IEM and DM sensitivities adopt
our benchmark scheme for the treatment of systematic errors (`S = 0.1◦, σS = 1%). For
definiteness, we choose here a DM model with mass mχ = 100TeV annihilating to bottom
quarks and the IE Gamma model (the dashed line show the emission intensity of the latter).
to assess the associated uncertainties. For comparison, to set the scale, let us start by directly
comparing the bin-by-bin integrated energy-flux sensitivities for different emission templates;
this is done in Fig. 10, for mock data produced from the CR background alone. As expected,
the sensitivity to the IE component (red) is significantly better than the flux expected in
the Gamma model (dotted red line) – implying that it is indeed very likely that CTA will
perform detailed measurements of this component. In comparison, the sensitivity to the DM
template (blue) is worse by a factor of about two, related to the fact that the morphology of
the IEM (elongated along the Galactic plane and following that of the gas column density)
is less degenerate with the (much more isotropic) background of misconstructed CRs than
the spherical DM signal. We checked explicitly that masking the Galactic ridge by excluding
the region (−1.5◦ < l < 1.9◦,−0.5◦ < b < 0.5◦) from the analysis does not change the
relative sensitivity to the DM and IE component, which confirms that the difference is indeed
related to the large-scale diffuse emission. For comparison, we indicate in the same figure also
the flux sensitivity to point sources (green) obtained with our binned likelihood approach,
which agrees very well with the official CTA point-source sensitivity based on an ON/OFF
technique.13
IE template uncertainty
Let us now discuss in more detail how the modelling of the IE component affects the DM sen-
sitivity. We start by exchanging our benchmark Gamma model for the alternatives mentioned
in Section 4. The result is shown in Fig. 11 (left panel), for the Base (red) and Pass8-Fermi
13For the point source sensitivity, we also require the detection of at least 10 photons per energy bin,
following the standard CTA procedure [53]. This condition is always satisfied for our extended emission
templates.
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signal: Einasto, W+W− w/o EW corr.
background: CR + IEM (various cases)
Gamma
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signal: Einasto, W+W− w/o EW corr.
mock data: Gamma, model data: Gamma
mock data: Base, model data: Gamma
mock data: Gamma, model data: Base
Figure 11: Left: CTA sensitivity to the DM annihilation channel for cases with no IE
(yellow line) and with different IE models discussed in the text (note that the red line, for
the Base IEM, largely overlaps with the black line, for our benchmark Gamma IEM). Right:
Illustration of the projected DM sensitivity that would result from purposefully choosing a
wrong IE model, compared to the one used in producing the mock data (sensitivities after
adopting a Galactic plane mask of −6.0◦ < l < 6.0◦,−0.6◦ < b < 0.6◦). Note that the large
variation of limits shown here illustrates an extreme case, unrealistic to be encountered in the
analysis of real data (see text for a discussion).
(orange) models. Adding IE thus degrades the DM sensitivity by almost a factor of two (black
line). On the other hand, the effect of choosing IEMs more degenerate with the DM template
(the Gamma model) or less ‘structured’ emission models (the Base model) is marginal. The
apparent conclusion that the impact of varying the IE emission only mildly affects the sensi-
tivity, however, is clearly overly optimistic because it implicitly relies on having access to the
true emission model (modulo instrumental systematic uncertainties) when analysing the real
data-set.
In the right panel of the same figure, we therefore relax this assumption and explore
a different extreme, a pessimistic case, in which we purposefully chose a ‘wrong’ IE model
with respect to the one used to produce the mock data (here we also use a Galactic plane
mask, −6.0◦ < l < 6.0◦,−0.6◦ < b < 0.6◦, since we do not attempt any IE modelling;
masking however has limited impact on the IEM uncertainty, given that the differences extend
beyond the plane). As illustrated, the limits could in this case artificially improve or worsen
significantly more, by a factor of up to one order of magnitude. Let us stress that this plot is
only meant to serve as an illustration, deliberately using two extreme IE modelling scenarios,
neither of which is optimised for our energy range and ROI. With real data at hand, one
would inspect the residuals to judge the quality of the fit and immediately discard models
that deviate so significantly from the data as in the cases shown in this figure. In general,
any residuals correlating with the galactic plane would strongly suggest that the IE modelling
needs to be improved (and that DM limits obtained in this case are not realistic). Also the
understanding of the IE itself is clearly expected to improve once real data are available. It
is worth pointing out, however, that the issue of mis-modelling background components, as
explored in this figure, could rather easily lead to fake signal claims and is hence much more
relevant when assessing the DM discovery potential (rather than the potential to constrain a
signal).
A different approach, more in line with our general treatment of systematic uncertainty,
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Figure 12: Left: The maximal uncertainty in the GDE template that can be tolerated
for CTA to reach the ‘thermal’ cross-section sensitivity, as a function of the amplitude and
spatial correlation length of the IEM systematic errors, for fixed levels of overall instrumental
systematic errors of σinstrS = 1% (solid line) and σ
instr
S = 0% (dashed line). Middle: The
maximal uncertainty in the overall IEM systematic error for CTA to reach the ‘thermal’
cross-section sensitivity, as a function of the DM mass, for σinstrS = 1% (solid line) and
σinstrS = 0% (dashed line). Right: Mutual impact of instrumental and GDE model systematic
uncertainties on DM limits (for the annihilation channel χχ→W+W−, at fixed DM mχ = 2
TeV and for an Einasto profile), fixing `instr.S = 0.1
◦ and `GDES = 1.0
◦. The colour scheme
visualises the upper limit on the annihilation cross-section in units of the thermal annihilation







the part of the parameter space lGDEs vs. σGDEs for the GDE uncertainty for which we can reach
the thermal cross-section (shown in green). In the left panel of that figure we focus on a fixed
DM mass of 2TeV, in two limiting cases where the instrumental systematic uncertainty σinstrS
is negligible (dashed lines) or corresponds to our benchmark-setting (solid lines). This figure
demonstrates that, realistically speaking, it will be very challenging to reach the thermal cross-
section if the GDE uncertainty significantly exceeds ∼5 - 10%, at least for correlation lengths
comparable to the DM signal shape (roughly 0.2◦ − 1◦). To put this into perspective, we
stress that template analyses based on Fermi-LAT data have already successfully been used to
identify new emission components at the level of ∼ 10% of the data, for example the Galactic
Center Excess and the Fermi Bubbles [153]. One of the main ‘tools’ to identify new emission
components or inadequate modelling is to inspect fit residuals, guiding model improvement
in an iterative procedure. We envision that a similar approach will be possible also with CTA
data. In the middle panel of that figure, we show that an even better understanding of the
GDE component at the few-percent level is needed for DM masses both significantly below
and above around 1TeV.
In the above discussion, we have mostly emphasised whether the specific value of the
‘thermal’ cross-section can be reached. On the other hand, even for many thermally produced
DM candidates, one expects annihilation rates that can easily be a factor of a few above this
value. We, therefore, present a complementary view of the above considerations by showing,
in the right panel of Fig. 12, the cross-section that can be probed in the σGDES vs. σ
instr
S plane
for a given choice of the spatial correlation lengths (lGDES = 1
◦, linstrS = 0.1
◦). As the figure
shows, CTA will be able to probe models with only slightly enhanced annihilation rates even
in the presence of instrumental systematic errors exceeding the current design goal and GDE
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signal: Einasto, W+W− w/o EW corr.
projected mean upper limit
statistical reach
background: CR + IEM (Gamma)
background: CR + IEM (Gamma) + FB
background: CR + IEM (Gamma) + FB (not modelled)
Figure 13: CTA sensitivity to a DM signal for our standard analysis settings (black solid
line, as in Fig. 5), after adding an FB template (green solid line, largely overlapping with the
black solid line) and the result of an analysis where the FB emission is present in the mock
data, but not accounted for in the fitting procedure (cyan solid line). Dashed lines show the
‘statistical’ reach (neglecting systematic uncertainties in the spatial templates) for the former
two cases.
uncertainties as large as 30% (and more). Let us briefly mention that the above discussion
is also closely related to that of applying a mask, which is the traditional choice of limiting
the impact of such uncertainties. We take a more detailed look at this in Appendix B.3,
concluding that for a template analysis the benefit of masking is at best unclear given that
uncertainties in the GDE component are distributed across the entire ROI.
Localised sources and Fermi bubbles
Apart from the cosmic-ray induced interstellar emission, we expect two further contributions
in our ROI, namely those connected to the low-latitude end of the Fermi bubbles as well
as sub- and above-threshold sources. Here we briefly investigate how uncertainties in these
components affect our DM limits.
Fermi Bubbles: In Fig. 13 we show the impact of adding the FB template to our
benchmark set-up. As anticipated, this impact is rather limited because there is almost no
degeneracy between the symmetrical DM and the off-centre FB templates. We remark, how-
ever, that if the FB emission (and in particular its morphology) turns out to be significantly
different at CTA energies compared to the extrapolation based on the Fermi-LAT data, the
impact of this emission component might be higher. To illustrate this, we indicate in the
figure the limiting case where the FBs are left completely unmodelled; for TeV DM, this
would (artificially) worsen the DM sensitivity by up to an order of magnitude. Studying this
effect in more detail, which would involve studying the systematic uncertainties related to the
physics modelling of the FBs, is beyond the scope of this work.
Non-diffuse sources: Concerning the emission from bright (resolved) localised sources,
our baseline procedure is to mask them in order to limit their impact on the fitting procedure.
While such a procedure works well with mock data, it was realised already with the Fermi-
LAT analysis that masking in crowded regions poses several challenges related to the choice
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of a proper mask size and the modelling of the source emission that ‘leaks’ outside the mask.
Besides, cumulative emission from sub-threshold sources could result in a significant diffuse
emission component that is challenging to model. A detailed treatment of these issues is also
beyond the scope of this work. Here we instead limit ourselves to verifying that leakage of
sources, for the current five bright sources we consider, affects the limits by roughly 30% (when
we mask sources with a 0.1◦ mask, while the emission effectively extends out to approximately
0.5◦ for lower energies). We further checked explicitly that sub-threshold sources will not
affect the DM sensitivity with respect to the benchmark scenario as long as this contribution
is modelled ‘perfectly’,14 c.f. Fig. 11 (left panel) for a similar conclusion regarding IE models.
In the most pessimistic case on the other hand, where such a component is present in the
data but left unmodelled, the impact on the DM sensitivity can reach up to a factor of a few;
unlike in the case explored in Fig. 11 (right panel), we note that this typically results in an
artificial strengthening of the projected DM constraints, as the IE model overcompensates for
the sub-threshold emission. We note however that, similar to the case of IEM, the potential
impact of mis-modelling this component is likely much higher in the case of the detection of
a potential DM signal.
7 Summary
The CTA observatory will have excellent charged particle discrimination, an improved an-
gular resolution, a wide energy coverage and a larger effective area than currently operating
atmospheric Cherenkov telescopes, making it a promising instrument to detect large-scale
gamma-ray emission. All these attributes of CTA are also highly relevant for DM searches,
motivating the expectation that CTA will significantly improve upon the DM sensitivity of
existing IACTs and possibly make a major discovery. Indeed, probing a potential signal from
annihilating DM has long been stated as one of the primary scientific goals of CTA which is
soon entering the construction phase.15
This article represents the most detailed assessment of the CTA sensitivity to DM signals
at the GC so far, taking into account details of the planned observational strategy of that
region and the latest IRF versions. We also use state-of-the-art modelling of the emission
components in this region, including interstellar emission (IE), known and unknown (sub-
threshold) sources and Fermi bubbles, based on currently available measurements coming
mainly from Fermi-LAT and H.E.S.S. data.
From the perspective of fundamental physics, our most important finding is the confirma-
tion that CTA will be able to reach the ‘thermal’ cross-section for TeV-scale DM, a milestone
for probing the WIMP paradigm at these masses, for a large range of well-motivated as-
sumptions about the instrument’s performance; Figs. 9 and 12 present a new and refined way
of presenting these conclusions. In particular, these figures quantify the level to which the
instrumental systematic errors need to be controlled if CTA is to achieve its designated goal
of testing the ‘thermal’ annihilation cross-section of DM. We also find that the existence of
a cored DM distribution would clearly deteriorate CTA’s sensitivity to a DM signal – but
only by a factor of a few, c.f. Fig. 7, i.e. significantly less than expected from earlier studies
14Recall that our template for sub-threshold point sources only describes one (specific) realisation of the
source population. A dedicated study of modelling sub-threshold source populations is ongoing, which will
allow an improved treatment of this component in follow-up work.
15The first telescope installed on a CTA site is LST-1, which is a prototype LST at the CTA-North site.
LST-1 is intended to become the first of four LSTs installed at that site.
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adopting smaller ROIs. While the ‘thermal’ cross-section would likely (just) be missed in that
case, it is important to stress that there is still a plethora of well-motivated particle physics
models predicting DM candidates which would leave a sizeable gamma-ray signal in CTA data
even in this case (for example in the context of simple supersymmetric models [187, 188]).
In arriving at the above conclusions, a major motivation of our work was also to ex-
plore the most promising data analysis procedures. We therefore confronted the traditional
ON/OFF analysis technique with a template fitting analysis procedure, still not yet widely
explored by IACT collaborations. In Appendix C.4 we demonstrate that for the set of Fermi-
LAT inspired IE models and given the CTA sensitivity, this technique leads to a decidedly
better performance. As is typical for template fitting procedures, the main source of un-
certainty lies in the systematic errors originating from the event classification and/or the
modelling of the emission components. We include such systematic errors directly in the
likelihood, in a parametric way, thereby accounting for their spatial and energy correlations
(sections 6.1 and 6.2). Ideally, the output of such an ‘agnostic’ approach to studying the
impact of instrumental systematic errors can be used for future IRF optimisation once CTA
is fully operational.
It is worth stressing that the relative impact of the various sources of uncertainties on
the DM sensitivity was difficult to judge prior to this study. For example, CTA is expected
to greatly advance the measurement of large-scale interstellar emission at TeV energies, thus
effectively identifying an additional background component and thereby potentially lowering
the constraining power of CTA to a DM signal (compared to the situation where such a back-
ground would not be present). An important result of our analysis is that the impact of this
large-scale diffuse component is rather limited, as long as the associated modelling uncertain-
ties are not very large (σIES . 10%). While a smaller value of σ
IE
S presently appears rather
optimistic given the best existing models, it is expected to become a realistic assumption
once the IE models can be tuned to actual CTA measurements. In that case instrumental
systematic uncertainties will continue to play the dominant role in constraining a signal. For
larger uncertainties in the IE component on the other hand, the impact on the DM sensitivity
can be comparable to that from purely instrumental effects.
Sub-threshold sources could turn out to be an additional important source of systematics,
though based on the current study their impact appears to be more limited. We also included
templates for the Fermi bubbles in our analysis, finding that their impact on DM limits is
generally subdominant compared to that of the IE (Section 6.2). This conclusion rests on
the assumption that the underlying models are sufficiently reliable, a hypothesis that strictly
speaking will only be possible to test with sufficient accuracy once actual data are present.
While we do not expect major impacts on the expected limit on a DM signal that CTA will
be able to put, the impact of modelling uncertainties in these components on a potential
signal claim would likely be much larger. Compared to the case of the IE template, which can
be improved with input from complementary observations, it may not be straight-forward to
reduce the effects of sub-threshold sources or the Fermi bubbles. In that case, these emission
components would potentially present an irreducible background that would prevent a robust
DM discovery.
To provide a somewhat broader perspective, we conclude by comparing, in Fig. 14, the
CTA sensitivity derived in this work to current (and, for the case of Fermi-LAT, projected)
DM limits from complementary observations. Noting that the CTA sensitivity projections
take into account instrumental systematic uncertainties, this figure nicely illustrates how
CTA will improve on the pioneering work of the current generation of IACTs to test WIMP
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CTA GC projection, this work
HESS GC
Fermi dSphs (6 years) + MAGIC Segue 1
Fermi dSphs (18 years) + LSST, projection
















W+W− w/o EW corr.
CTA GC projection, this work
HESS GC
Fermi dSphs (6 years) + MAGIC Segue 1
Fermi dSphs (18 years) + LSST, projection
Figure 14: The CTA sensitivity curves derived in this work (black line, see Fig. 5) for the
bb̄ (left) and W+W− (right) channels, shown together with the current limits from Fermi-
LAT observation of dSph galaxies (cyan) [177] and H.E.S.S. observations of the GC (purple)
[165]. In addition we show the projection [190] of the Fermi-LAT sensitivity where future
dSphs discoveries with LSST are taken into account (dashed green). Note that the projected
sensitivity of CTA shown here includes our estimate of systematic uncertainties (1% overall
normalisation error and a spatial correlation length of 0.1◦); for the corresponding results for
the initial construction configuration of CTA, see Appendix A.
DM, and to significantly extend the range of DM masses where we can robustly probe the
theoretically important benchmark that is provided by the thermal annihilation rate. In that
sense CTA will indeed provide a unique opportunity to test the WIMP paradigm, in particular
when keeping in mind that even annihilation rates a factor of a few larger than the ‘thermal’
annihilation rate are not uncommon among proposed models to explain the particle nature of
DM. In Appendix A we demonstrate that much of the discovery space remains available even
for the reduced observational programme associated with the initial construction configuration
of CTA – though of course the baseline array considered in the main text will clearly probe
more of the critical parameter space and hence have a significantly better leverage to test the
WIMP hypothesis. For either of these scenarios we believe that the chance to obtain unique
clues about the nature of DM, newly assessed and confirmed here, makes this part of CTA’s
science programme truly imperative.
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Fermi dSphs 18 years + LSST, projection
Figure 15: Same as Fig. 14, but the solid black line now shows the sensitivity projection for
the reduced initial construction configuration (while the dashed black line shows the result
for the benchmark analysis setting presented in the main text).
A Initial construction configuration
Given the substantial investment in infrastructure that is required for an instrument with
the size of CTA, it is not surprising that current planning calls for the telescope arrays to be
constructed in phases. In the main text we have discussed the ‘baseline array’, i.e. the array
configuration corresponding to the original design goal. In this Appendix we instead consider
a slimmed-down (initial) construction configuration and discuss the impact of this preliminary
configuration on CTA’s sensitivity to a DM signal and its ability to test the WIMP paradigm.
It is worth stressing that the construction configuration could be realised with the funding
that is currently available at the time of this writing.
The reduced South array we considered is composed of 15 MSTs, 50 SSTs and no LST,
which compares to a baseline South array of 4 LSTs, 25 MSTs and 70 SSTs that was considered
in the main text. Here we follow exactly the same analysis steps as described in the main
text, in particular concerning the treatment of systematic errors, but generate templates and
mock data based on IRFs describing this initial configuration instead.
In Fig. 15 we illustrate the projected sensitivity for this array configuration (black solid
lines) in analogy to Fig. 14 in the main text, including for convenience also the sensitivity
for the full baseline array derived there (black dashed lines). The loss in sensitivity of the
reduced array is clearly visible and can, for DM masses above 200GeV, mainly be attributed
to the reduction in the number of MSTs; for smaller DM masses the lack of LSTs leads to a
further clearly visible decrease in sensitivity (see also Appendix C.3). When only focussing
on this direct comparison between the two array layouts, the difference between the two
configurations may still not appear very dramatic. However, in comparison to expected
results from complementary techniques, in particular the projected limits from Fermi LAT,
it becomes clear that this impression is misleading. While there are many WIMP realisations
somewhat above the ‘thermal’ line, the number increases substantially as one gets close to the
line (and slightly below it). Losing the opportunity to robustly exclude annihilation cross-
sections within a factor of a few around this ’thermal’ value thus results in a significant loss
in theoretical models that can be probed, correspondingly diminishing the prospects for the
detection of thermally produced DM. Accordingly, it remains a critical goal to eventually
reach the baseline CTA configuration that is discussed in the main text.
As discussed in section 5.2, directly providing the bin-to-bin flux sensitivity to DM
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Figure 16: Left. Differential flux (times E) as a function of source energy E, with the
(logarithmic) colour scale indicating the change in the total likelihood due to the contribution
from a DM signal in the respective energy bin. Same as Fig. 6, but with respect to the initial
construction configuration of the array. Also in this case the full likelihood table is available for
download at zenodo [178]. Right. Mutual impact of instrumental and GDE model systematic
uncertainties on the upper limit on the DM annihilation cross-section. As in Fig. 12 (right
panel), but now with respect to the construction configuration.
signals in general allows one to test DM annihilation in the most model-independent way,
in particular for models where the annihilation spectra deviate from those expected for pure
annihilation channels like b̄b orW+W−. In Fig. 16 (left panel) we show this binned likelihood
for the construction configuration; in particular, this allows us to use Eq. (5.1) to calculate
limits in the same straightforward way as before. Just as for the baseline configuration, we
make this likelihood available in tabulated form in the supplemental material.
We conclude our discussion of the initial CTA configuration by showing, in the right
panel of Fig. 16, the required level of instrumental systematic uncertainties and modelling
uncertainty in the IE component to reach the thermal cross-section. This should be directly
compared to Fig. 12 in the main text. As expected, a somewhat better control of instrumental
systematic uncertainties is needed to achieve the same performance goals as for the baseline
array.
B Details of IE models
B.1 Spectral differences in the Galactic Ridge region
In Fig. 4 in the main text we compared the expected photon counts resulting from our emission
components (including all three IE/GDE models that we use) integrated over the full ROI.
At TeV energies there are a few existing measurements of a diffuse component that, e.g. ,
have been performed by the H.E.S.S. collaboration [136, 137] or the VERITAS collaboration
[138, 192], albeit mostly restricted to the Galactic Ridge region. Here we mostly refer to the
published results by H.E.S.S. and in Fig. 17, we therefore complement Fig. 4 by showing how
the three IE/GDE models compare to these data in this significantly smaller region.
Concretely, we plot the flux inside this region as expected from the Gamma model
(black) and the data-driven Pass8 Fermi-LAT diffuse model (green). As already pointed out
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Figure 17: Differential γ−ray flux (times E2) of the Galactic ridge region (|b| ≤ 0.3◦,
|l| ≤ 1.0◦) as measured by H.E.S.S. [137] (magenta) and Fermi-LAT (blue) [191]. We also
show three IE/GDE models as described in Section 3.2: two phenomenological models [144],
Gamma (black) and Base + Galactic ridge (red), and a data-driven Pass8 Fermi-LAT diffuse
model (green).
in the main text, the construction of the Base model (red dashed) does not explicitly account
for the TeV emission from the Galactic Ridge; we therefore add to this model (red solid) a
spatial template for the Galactic ridge adopted from Ref. [136], with a spectrum modelled
as a power-law with spectral index γ = −2.28 [137] and normalised to the H.E.S.S. mea-
surement. For comparison we also show in this figure data points from Fermi-LAT (blue)
and H.E.S.S. (magenta). The former are adopted from Ref. [191] and represent 470 weeks of
Pass8 data after subtracting the emission of known point sources from the 3FGL catalogue.
Neither of these data sets has the isotropic emission component subtracted, which however is
negligible compared to the expected IEM in this region.
We conclude that all three models are in reasonable agreement with the data in this
region, and are therefore also reasonable to use at small scales.
B.2 Morphological differences
As described in the main text, our three benchmark IE models are chosen to represent a fully
complementary approach to modelling the GC region. Here, we further explore these models
by investigating morphological differences between them.
The Gamma and Base models, in particular, are produced using the same numerical
code, DRAGON [193], based on the same target gas and ISRF distribution (and identical to
that given in version v.54 of the GALPROP code [194]), so the only difference consists in how
CR diffusion is treated. In the left panel of Fig. 18 we show the normalised difference between
the expected flux for these models, spatially resolved in the GC region and for four selected
values of the gamma-ray energy between about 100GeV and 100TeV. This difference is, as
expected, largest in the central regions, at a level of up to about 60%; even at the outskirts of
our ROI, however, the differences can be larger than 20%, especially at higher energies. We
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Figure 18: Left. Relative flux difference between the Gamma and Base IEMs, the square
marking our ROI. Right. Same, but for Gamma and Pass8 Fermi-LAT IEMs.
in section 6.2 of the main text.
In the right panel of Fig. 18 we perform the same comparison, but for the flux ratio
between the Gamma and Fermi-LAT Pass 8 GDE models, where the latter now is based
on different gas maps. A qualitative difference in this case is that the residuals can be both
positive and negative. The negative residuals displayed here mainly coincide with the location
of interstellar clouds.
B.3 Effect of masking
The discussion of the GDE modelling uncertainty is closely related to the choice of the mask-
ing, which is traditionally used to limit its impact on DM searches. In Fig. 19 we plot the
change in the DM sensitivity caused by masking, assuming that we mask the whole galactic
plane (GP) out to latitudes of |b| < 0.3◦ and |b| < 0.6◦, respectively. We see that masking
has a rather limited effect when GDE is accounted for (both in the data and in modelling),
as shown by the thick lines; in contrast, the decrease in sensitivity is more pronounced in the
absence of a GDE component (thin lines).
This is consistent with our Signal-to-Noise Ratio (SNR) studies (Appendix C.1) demon-
strating that little information comes from the plane when a diffuse emission is present. We
note that, while our limits can worsen by up to a factor of 2 (for 2 TeV DM, 30% IEM un-
certainty and 0.5◦ correlation length, c.f. Section 6.2), they worsen by only up to a factor of
1.5 when a 0.6◦ region is masked. If all IE uncertainty was localised along the plane, mask-
ing would thus indeed be beneficial. However, as just illustrated in Appendix B.2, model
differences (i.e. IEM systematic uncertainties) cover most of our ROI, making the masking
approach challenging to implement. In practice, this demonstrates that once real data is
available, a careful study of the GDE uncertainty will be needed and will guide the masking
choices and/or interpretation of potential discovery hints.
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Figure 19: CTA sensitivity to a DM signal, and how it is affected by masking the Galactic
plane. Solid lines indicate the result when not applying any masks (beyond those for the
extended sources shown in the top left panel of Fig. 3), and dashed (dash-dotted) lines in-
dicate the result of implementing additional masks with |b| ≤ 0.3◦ (|b| ≤ 0.6◦). Black lines
assume the standard CR and IEM background, while purple lines assume instrumental (CR)
backgrounds alone. The thick solid line is thus identical to one in the left panel of Fig. 5,
showing the CTA DM sensitivity as obtained in our benchmark analysis setting.
C Further analysis details
C.1 Signal-to-Noise ratio and information flux
In this section, we study in more detail the SNR in our ROI, which is useful for understanding
various aspects of the general discussion. At a technical level, we use swordfish [171] to calcu-
late a generalisation of the SNR that also captures the effect of systematic errors, namely the
so-called Fisher Information Flux F [170]. In the statistics-dominated regime, by definition,
F becomes identical to SNR.
In the left column of Fig. 20 we show this quantity for the Einasto (upper panel) and
a cored Einasto DM profile (lower panel), respectively, assuming only the background of
misidentified CRs. The resulting F is spherical, following as expected the signal shape. The
blue ring-like feature indicates a sharp drop in F that separates two regimes: i) a central
region, containing information on the signal emission, and ii) the outer regions that provide
constraining information on the CR background (which is much more isotropic than any of
the other components). In this situation, most of the constraining power comes from the
inner 0.5◦ for an Einasto profile (which we have used in Section 6.1) and ∼ 1◦ for a cored
profile. Adding an IE component (right column) deforms the spherical region of large F
into an hourglass shape for cuspy profiles – which indeed is the general expectation for the
optimal ROI shape in such a case [195]. However, sizeable excesses in F also appear along the
Galactic plane – though less pronounced than in the centre – with size and position depending
on the chosen spatial correlation length `S; these excesses are related to regions where more
observation time is necessary to break the relatively strong degeneracy between IE and DM
templates. In comparison, fixing the exact normalisation of the CR template is less crucial,
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Figure 20: Left column: Information flux F (logarithmic colour scale), for Einasto (upper
panel) and cored DM profiles (lower panel), assuming only the misidentified CR background
(and no IE). Right column: Same, but with the added emission based on the Gamma model.
Regions with large F yield most of the constraining power to a DM signal. These F maps
are based on the full GC survey, assuming our benchmark scheme of treating instrumental
systematic uncertainties.
(as compared to the upper left panel of the figure). This situation changes somewhat for a
cored profile, as shown in the bottom right panel, where the degeneracy between the IE and
DM templates is less severe. As a consequence, spending observation time on the edges of
the ROI is still profitable in terms of constraining power. The upper right panel of Fig. 20
provides a solid ground to argue why a Galactic plane mask with moderate size does not
strongly affect the DM limits, cf. Fig 19. Especially for a mask of |b| ≤ 0.3◦, the effect is
rather mild since the maximal values of F are concentrated in the upper and lower region of
the hourglass outside of the mask.
In Fig. 21 we show instead how the time-integrated information flux evolves with the
observation time, for different energy bins (quoted energy values correspond to the central
energy of each bin). Here, for better comparison, we have (for each energy bin separately)
normalised F to the asymptotic value it would take after an ‘infinite’ observation time. The
figure illustrates that most information at the lowest energies, for E . 200 GeV, is already
extracted after around 100 h of observation time. Gaining a significant share of the in principle
available information (& 0.5 in this normalisation) at TeV energies, on the other hand, clearly
requires observation times of at least 1000 h.
C.2 Different DM profiles and impact of energy correlations
For the distinct morphology of our benchmark (Einasto) DM profile, as stressed several times,
uncertainties in the spectral information of the templates only play a sub-dominant role. This
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Figure 21: Time-integrated information flux F(E, t) per energy E as a function of observation
time t, normalised to the maximally available integrated information flux F∞(E). Here we
assume a circular ROI of radius 2◦ centred on the GC, an Einasto DM density profile, a
generic DM annihilation spectrum Φ ∝ E−2 and the Gamma IEM, adopting our benchmark
scheme for treating instrumental systematic uncertainties. In order to avoid excessive use
of computational resources, the sensitivity predictions in this figure are based on only 20
(equally log-spaced) energy bins.
can, however, change in the presence of the cored profiles discussed in section 5.3, where adding
spectral information can be expected to help in distinguishing the emission components, and
thus to improve the DM sensitivity. A detailed study of how to potentially improve the
modelling of background components is beyond the scope of this work, also because we do
not yet have actual data to compare to, but in Fig. 22 we illustrate the expected effect in
terms of systematic uncertainties associated with the spectral components. The black lines
show our benchmark analysis setup, assuming no energy correlations, while the magenta lines
show the effect of adding such correlations over a range larger than the whole energy window
adopted in our analysis (thus effectively fixing the spectrum in the analysis).16 Solid, dashed
and dotted lines refer, as in Fig. 7, to the DM density profile that is adopted. For the Einasto
profile, the sensitivity to a DM signal improves by up to 40% when taking into account the
additional information contained in the assumed energy correlations. For a 1 kpc core, on the
other hand, the improvement is much more significant and can be larger than a factor of 2.
In the final part of this section we illustrate the uncertainty of the projected sensitiv-
ity due to the rather poorly constrained spatial profile of DM in the Galactic centre in a
complementary way, this time assuming no energy correlations (and thus returning to our
benchmark settings, for better comparison with the results of the main text). In Fig. 23
we show a summary of expected limits for exemplary parameter choices with respect to a
16We restrict our discussion here to the effect of such large-scale fluctuations, since computational limi-
tations anyway restrict us to use relatively large bins in energy (corresponding to the energy resolution at
the 2σ level), such that small-scale fluctuations are not relevant for our analysis. For smaller energy bins, as
well as for an unbinned analysis, a realistic treatment of the expected energy correlations at (slightly) smaller
energy differences would be mandatory.
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signal: W+W− w/o EW corr.
background: CR + IEM (Gamma)
projected mean upper limit
fixed spectra
rc = 0 kpc
rc = 0.5 kpc
rc = 1 kpc
Figure 22: CTA sensitivity to a DM signal, for the W+W− channel, for various choices
of the DM profile. Solid lines show the case of an Einasto profile with no central core,
while dashed (dash-dotted) lines show the case of an Einasto profile with a central core
of radius 1 kpc (0.5 kpc). Black lines correspond to the result of our benchmark analysis
setting, while magenta lines demonstrate the improvement of these limits when adding on
top of the (spatial) instrumental systematic uncertainties a long-range correlation in energy,
which effectively fixes the spectral shapes of the background components. For definiteness,
we choose here an energy correlation length of `E = 8 dex, and adopt overall normalisation
uncertainties in the CR (IEM) component of σinstr.E = 1% (σ
IEM
E = 10%). In order to avoid
excessive use of computational resources, the sensitivity predictions in this figure are based
on only 20 (equally log-spaced) energy bins.








Our parameter choices are motivated by Fig. 4 of a recent Bayesian analysis of MW data [84].
In particular, we pick a range of values for γ, within 1σ of its best fit value, and then choose the
corresponding best-fit values for the remaining two parameters, (rs, ρ), which we collectively
list in Tab. 1. Fig. 23 illustrates that NFW limits are somewhat more stringent than those
obtained with our benchmark Einasto profile, and that the adopted range of γ values results
in sensitivities symmetric with respect to our benchmark case. Note that the sensitivities
are calculated for the extended survey (which increases sensitivity for more cored profiles),
but without spectral information (implying that the results shown for γ = 0.4 are overly
pessimistic). We stress that the most recent numerical simulations, when correlated with
Gaia data of the baryonic content of the MW, tend to produce a DM profile that is steeper
in the inner Galaxy than the Einasto case [98]. Furthermore, a possible enhancement of the
DM density in the very central (r  1 kpc) region of the Galaxy, e.g. due to the presence of
the supermassive black hole [196–198], cannot presently be constrained by kinematic analyses
like that of Ref. [84]. In conclusion, even smaller cross-sections than indicated in Fig. 23 can
potentially be tested with CTA.
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signal: W+W− w/o EW corr.
background: CR + IEM (Gamma)
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gNFW
Figure 23: CTA sensitivity to a signal from DM annihilating toW+W− for a gNFWDM den-
sity profile (dashed lines), for various choices of the slope parameter γ, as indicated (and cor-
responding best-fit values for scale radius rs and local DM density ρ as derived in Ref. [84]).
The solid black line shows, for comparison, the upper limit for our standard Einasto profile.
All upper limits incorporate our benchmark scheme for the treatment of instrumental sys-
tematic uncertainties. We stress that the range of DM density profiles shown here does not
include the possible enhancement of the DM density in the central (r  1 kpc) regions of
the Galaxy, which would further contribute to an increase of the CTA sensitivity. Possible
spectral correlations (increasing the sensitivity for γ ≤ 1 profiles) are also not considered here.








Table 1: Summary of the gNFW profile parameters extracted from Fig. 4 of [84].
C.3 Individual contribution from different telescope types
In this section, we discuss how the three main telescope types individually contribute to
the DM sensitivity. On the one hand, this potentially helps to assess how CTA’s sensitivity
will improve during the first years of data taking, once the deployment schedule is set. On
the other hand, the breakdown of telescope sensitivities with respect to the telescope types
is clearly also relevant in view of potential upgrade steps following the initial configuration
discussed in Appendix A.
In Fig. 24 we illustrate the DM sensitivity that results when only taking into account one
type of telescopes, respectively, in the Southern array Baseline Configuration and adopting
out benchmark treatment of systematic uncertainties (solid lines). For comparison, we also
indicate the resulting limits in the case when no systematic uncertainties are explicitly added
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Figure 24: CTA sensitivity to a DM signal, independently derived for the three telescope
types (LSTs – blue, MSTs – red, SSTs – green) according to the Southern Array layout,
both for our standard analysis pipeline (solid) and when neglecting systematic uncertainties
(dashed). Note that in the case of SSTs the solid and dashed (green) lines are overlapping.
in the analysis (dashed lines). As expected, the LSTs dominate the sensitivity for the lowest
DM masses accessible to CTA (below ∼ 100GeV). In the middle mass range the MSTs domi-
nate, increasing the overall reach due to the larger number of telescopes (25 MSTs vs. 4 LSTs
are planned for the Southern site). SSTs are most relevant for the highest energies, but their
sensitivity only starts to be competitive for DM masses around 100TeV. As clearly visible also
when broken down to individual telescope types, limits are dominated by systematic errors
for low DM masses/photon energies, and statistics-dominated for high DM masses/photon
energies.
C.4 ON/OFF analysis
Here we briefly compare the performance of our default template fitting technique to the
ON/OFF type of analysis discussed in Section 4. For the latter, we adopt a likelihood that
is a product of Poisson likelihood functions Lij over the i−th energy, j−th ON region (ring)
































with NSijk denoting the expected number of signal events in the ON (‘signal’) region. Nk
ON
andNkOFF refer to the measured photon events in ON and OFF region for observation k which
we prepare as a single Asimov data set from a selection of background source components
described in Sec. 3.2. κijk is in general a normalisation factor to account for the different
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Figure 25: Schematic visualisation of the chosen ON (purple) and OFF (black) regions in the
context of CTA’s Galactic centre survey. The choice of the latter is based on the six pointing
positions with Galactic latitude |b| = 1◦ (indicated by crosses), see text for details. The
Galactic plane in the ON region is masked for |b| ≤ 0.3◦, which is reflected in the definition
of the OFF region(s) as well. Both ON and OFF regions are split into five concentric annuli
of width 0.2◦.
background acceptance in the ON and OFF regions, but in our case it will by construction
be equal to one for all bins.
Fixing the value of mχ, we again choose the likelihood ratio as test statistic to constrain
〈σv〉. To this end, we adopt Eq. (4.2) to our purposes here, by explicitly profiling over
the nuisance parameters NBijk; as a result, we obtain a one-dimensional likelihood function
depending only on the signal strength 〈σv〉. The definition of ON and OFF regions closely
follows the scheme outlined in Ref. [186]. We define our ON region as a circular ROI of
1◦ radius centred at the GC, divided into five concentric annuli with a width of 0.2◦, and
mask the region with |b| ≤ 0.3◦ to remove the brightest very high-energy point sources in
the vicinity of the GC and parts of the IEM. The position of the OFF regions is chosen as
the point-symmetrical image of the ON region with respect to the respective observational
pointing position (see Fig. 25), which, under the assumption of an instrument response that
depends only on offset from the pointing direction but not azimuth, implies that ON and
OFF regions share the same solid angle, exposure and acceptance. Fig. 2 in the main text
illustrates that for cuspy DM density profiles the J−factors of ON and OFF region can differ
by up to one order of magnitude so that the OFF region should indeed only feature minor
contaminations by the signal source. Splitting the ON and OFF ROI into multiple annuli
improves the performance of indirect DM searches following an ON/OFF analysis [165].
In Fig. 26 we compare expected limits from our benchmark analysis (black lines) with
those resulting from the ON/OFF analysis as described above (red lines). The first crucial
observation is that the two approaches result in a comparable sensitivity when only including
the smoother background of misidentified CRs, and no IE, in the simulated data (dashed
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projected mean upper limit (+ GP mask |b| ≤ 0.3◦)
statistical reach, (CR + IEM (Gamma); + GP mask |b| ≤ 0.3◦)
statistical reach, (CR; + GP mask |b| ≤ 0.3◦)
ON/OFF analysis, statistical reach (CR)
ON/OFF analysis, statistical reach (CR + IEM (Gamma))
Figure 26: Mean expected CTA upper limits on the DM annihilation cross-section for the b̄b-
channel and an Einasto DM density profile, adopting the default morphology analysis (black)
and ON/OFF strategy (red), respectively. The black solid line represents the benchmark
situation (including instrumental systematic errors) where we additionally apply a mask to
the band b ≤ 0.3◦ to reduce the impact of the IEM along the Galactic plane. All other lines
refer to ‘statistics-only’ limits, where the impact of systematic errors is neglected; dashed
(dash-dotted) lines assume that no IE (IE as expected in the Gamma model) is included in
the mock data. Note that in each of the cases shown here the Galactic plane is masked. In
order to avoid excessive use of computational resources, the sensitivity predictions in this
figure are based on only 20 (equally log-spaced) energy bins.
lines);17 this provides a nice consistency check of the two methods in the absence of extended
diffuse emission components – which indeed is the basic assumption that previous DM searches
with IACTs have relied on. Adding IE (our default Gamma model) to the simulated data,
however, the ON/OFF analysis suffers as expected from a significant loss of sensitivity (red
dash-dotted), while limits obtained from the morphology analysis (black dash-dotted) are
much less affected. This illustrates, as already argued previously, that the ON/OFF analysis
can only be expected to provide realistic DM limits if the expected large-scale diffuse emission
components are either below the nominal sensitivity of the instrument, or exhibit a rather
low gradient within the ROI. In all other cases, at least under the assumption that the spatial
IEM templates can be modelled more or less realistically, the morphological analysis appears
to be more promising.
17Note that our 3D CR-only case assumes a variable CR spectrum (to 10%) while the ON/OFF analysis
fixes it to the measurement in the OFF region. This is probably the main reason why this analysis set-up
ON/OFF performs better than the 3D analysis.
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