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Abstract
The combinatorics of reduced Gröbner bases of certain zero-dimensional ideals, which arise when
Gröbner basis technique is applied to the soft-decision maximum likelihood decoding of binary linear
block codes, will be studied.
 2003 Elsevier Inc. All rights reserved.
Introduction
Gröbner bases and their applications turn out to be one of the most attractive research
topics lying between pure mathematics and applied mathematics. (We refer the reader to,
e.g., [2,3] for fundamental materials on Gröbner bases.) Especially, an application of the
Gröbner basis technique for integer programming invented by Conti and Traverso [1] is of
great interest recently.
It is known that the soft-decision maximum likelihood decoding can be regarded as an
integer programming. However, the standard Conti–Traverso algorithm is not useful for
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the following two problems:
(0.1) we have to solve the integer programming with modulo 2;
(0.2) the weight vector may have negative components.
Therefore, Ikegami and Kaji [4] modified Conti–Traverso algorithm in order to solve
the above problems. The difference between Conti–Traverso algorithm and Ikegami–Kaji
algorithm will be explained later.
What is the soft-decision maximum likelihood decoding of binary linear block codes?
Let F2 = Z/2Z be the prime field of characteristic 2. Identify A= {a1, . . . ,an} ⊂ {0,1}d
with the d × n matrix A whose columns are aT1 , . . . ,aTn , where aTi is the transpose of ai ,
and regard A as the linear map Fn2 → Fd2 . The binary linear code with parity check
matrix A is the nonempty linear subspace C ⊂ Fn2 which consists of all vectors δ ∈ Fn2
with AδT = 0T, where 0 = (0, . . . ,0) ∈ Fd2 . Each vector δ ∈ C is said to be a codeword
of C . Assume that the codewords are all equally likely transmitted. When a codeword
δ = (δ(1), . . . , δ(n)) ∈ C ⊂ {0,1}n is given, we map the codeword into the bipolar vector
represented by ρ = 2δ − (1, . . . ,1) ∈ {−1,1}n. Let z = (z(1), . . . , z(n)) ∈ Rn be a “noise”
vector. Technically speaking, z(1), . . . , z(n) are statistically independent Gaussian random
variables with zero mean and with fixed variance. The variance is determined by the signal-
per-noise ratio of the communication channel. The vector r = ρ + z ∈ Rn is a received
vector on the additive white Gaussian noise channel using the binary phase-shift keying
signaling when ρ is transmitted. The soft-decision maximum likelihood decoding for the
binary linear code C is, given a received vector r = (r(1), . . . , r(n)), to decode the unknown
codeword to be a vector δ = (δ(1), . . . , δ(n)) ∈ C which maximizes∑ni=1 r(i)δ(i).
Following [4] we briefly explain how to apply the Gröbner basis technique to the soft-
decision maximum likelihood decoding for binary linear codes. Let Z0 denote the set of
nonnegative integers, and K[x,y] = K[x1, . . . , xd+n, y1, . . . , y2n] the polynomial ring in
d + 3n variables over a field K . For each vector a = (a(1), . . . , a(d)) belonging to Zd0 we
set xa = xa(1)1 · · ·xa
(d)
d . Moreover, for each vector b = (b(1), . . . , b(d+n)) belonging to Zd+n0
we set xb = xb(1)1 · · ·xb
(d+n)
d+n . Similarly, for each vector u = (u(1), . . . , u(2n)) belonging to
Z
2n
0 we set y
u = yu(1)1 · · ·yu
(2n)
2n .
Given a finite set A = {a1, . . . ,an} ⊂ {0,1}d , we write IA for the ideal of K[x,y]
generated by the binomials
xa1xd+1 − y1, . . . , xanxd+n− yn,
xd+1 − yn+1, . . . , xd+n − y2n,
x21 − 1, . . . , x2d+n− 1.
Note that IA is different from the ideal I = (xa1 − y1, . . . ,xan − yn) appearing in [1]. In
order to solve the problem (0.2), Ikegami–Kaji [4] consider the configuration
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(A 0
1 1
)
,
where 0 is the d × n zero matrix and 1 is the n-dimensional identity matrix. Thus, the
extra variables xd+1, . . . , xd+n, yn+1, . . . , y2n are appended as above. (A′ is called the
Lawrence lifting of A.) Moreover, in order to solve the problem (0.1), the generators
x21 − 1, . . . , x2d+n− 1 are also appended.
Let <e denote the lexicographic order on K[x] = K[x1, . . . , xd+n] induced by x1 <
· · · < xd+n and fix an arbitrary monomial order <σ on K[y] = K[y1, . . . , y2n]. We
associate each weight vector w ∈ Z2n0 with the monomial order <e,w,σ on K[x,y] defined
as follows. For monomials xbyu and xcyv with b, c ∈ Zd+n0 and u,v ∈ Z2n0, one has
xbyu <e,w,σ xcyv if and only if one of the following holds:
(i) xb <e xc;
(ii) xb = xc and w · u < w · v;
(iii) xb = xc, w · u = w · v, and yu <σ yv,
where w · u =∑2ni=1 w(i)u(i) if w = (w(1), . . . ,w(2n)) and u = (u(1), . . . , u(2n)).
In practice, a received vector r is normalizable to an integer vector. Given a received
vector r = (r(1), . . . , r(n)) ∈ Zn, letting µ= max{|r(1)|, . . . , |r(n)|} the weight vector
w = (w(1), . . . ,w(2n))= (µ− r(1), . . . ,µ− r(n),µ, . . . ,µ) ∈ Z2n0
is chosen. Let Ge,w,σ denote the reduced Gröbner basis of the ideal IA ⊂ K[x,y] with
respect to the monomial order <e,w,σ and f Ge,w,σ the normal form of the monomial
f = yn+1 · · ·y2n with respect to Ge,w,σ . Then f Ge,w,σ is a monomial of the form∏2nj=1 yδ(j)j
with each δ(j) ∈ {0,1}. It turns out that the vector δ = (δ(1), . . . , δ(n)) is a codeword of C
which maximizes
∑n
i=1 r(i)δ(i).
It is now clear that, in the study of the soft-decision maximum likelihood decoding
of binary linear block codes from the viewpoints of algorithms and Gröbner bases, the
most fundamental and essentially difficult work is, given a weight vector w ∈ Z2n0, to
compute (as quickly as possible) the reduced Gröbner basis Ge,w,σ of IA with respect
to the monomial order <e,w,σ . It is likely that, however, once we know the finite set⋃
w∈Z2n0 Ge,w,σ consisting of binomials belonging to IA, it will be quite easy to find Ge,w,σ
for each weight vector w ∈ Z2n0.
It is then difficult for commutative algebraists working on Gröbner bases to escape the
temptation to describe
⋃
w∈Z2n0 Ge,w,σ explicitly. The main purpose of the present paper
is to describe the finite set
⋃
w∈Z2n0 Ge,w,σ explicitly, when A is the set of the vertex-
edge incidence vectors of a finite graph with d vertices and n edges. See Theorem 2.5.
A small example will be given in Example 2.6. In addition, by virtue of Theorem 2.5, we
can estimate the complexity of the soft-decision maximum likelihood decoding of binary
linear block code arising from a finite graph. See Remark 2.9.
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Let, as before, K[x,y] = K[x1, . . . , xd+n, y1, . . . , y2n] denote the polynomial ring in
d + 3n variables over a field K . Let, in general, A = {a1, . . . ,an} ⊂ Zd0 and, for an
arbitrary integer q  2, write I 〈q〉A for the zero-dimensional ideal of K[x,y] which is
generated by the binomials
xa1xd+1 − y1, . . . , xanxd+n− yn,
xd+1 − yn+1, . . . , xd+n − y2n,
x
q
1 − 1, . . . , xqd+n− 1.
One has q = 2 in the case that the equations come from the parity checks of a binary code.
Note, in addition, that the dimension of the vector space K[x,y]/I 〈q〉A over K is qd+n.
Even though we are mainly interested in ideals IA arising in the soft-decision maximum
likelihood decoding of binary linear block codes, in the present section we will study initial
ideals of more general ideals I 〈q〉A .
Lemma 1.1. Let <lex be the lexicographic order on K[x,y] induced by y1 > · · ·> y2n >
x1 > · · ·> xd+n. Then the set Glex consisting of the d + 3n binomials
y1 − xa1xd+1, . . . , yn − xanxd+n,
yn+1 − xd+1, . . . , y2n − xd+n,
x
q
1 − 1, . . . , xqd+n − 1,
is a Gröbner basis of I 〈q〉A with respect to <lex.
Proof. Since Glex is a system of generators of I 〈q〉A and since for f,g ∈ Glex with f = g
their initial monomials in<lex(f ) and in<lex(g) are relatively prime, it follows directly from
Buchberger criterion that Glex is a Gröbner basis of I 〈q〉A with respect to <lex. ✷
Corollary 1.2. One has I 〈q〉A ∩K[x] = (xq1 − 1, . . . , xqd+n − 1).
Proof. The elimination property of a lexicographic order says that Glex ∩K[x] = {xq1 − 1,
. . . , x
q
d+n−1} is the reduced Gröbner basis of I 〈q〉A ∩K[x]. Thus in particular I 〈q〉A ∩K[x] =
(x
q
1 − 1, . . . , xqd+n − 1), as desired. ✷
Following [4] we use the homomorphism ψ :K[x,y]→K[x] defined by setting
ψ(xi)= xi, 1 i  d + n,
ψ(yj )= xaj xd+j , 1 j  n,
ψ(yj+n)= xd+j , 1 j  n.
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(x
q
1 − 1, . . . , xqd+n − 1).
Proof. Let B denote the set of those monomials xr11 · · ·xrd+nd+n ∈ K[x] with each ri ∈
Z0 and ri < q . The normal form f Glex of a polynomial f ∈ K[x,y] with respect
to Glex is a linear combination of monomials belonging to B. Thus ψ(f ) − f Glex =
ψ(f − f Glex) ∈ I 〈q〉A . A basic fact on Gröbner bases says that a polynomial f ∈ K[x,y]
belongs to I 〈q〉A if and only if f
Glex = 0. If f Glex = 0, then ψ(f ) ∈ I 〈q〉A . Moreover,
if ψ(f ) ∈ I 〈q〉A , then f Glex ∈ I 〈q〉A ∩ K[x] = (xq1 − 1, . . . , xqd+n − 1). Since B is a K-
basis of the vector space K[x]/(xq1 − 1, . . . , xqd+n − 1) over K , one has f Glex = 0 if
f Glex ∈ (xq1 − 1, . . . , xqd+n− 1). ✷
By virtue of Lemma 1.3 for any monomial ξ ∈K[x,y] one has ξq − 1 ∈ I 〈q〉A . Thus in
particular yqj − 1 ∈ I 〈q〉A for 1 j  2n.
Lemma 1.4. If g ∈K[x,y] is a binomial with ξg ∈ I 〈q〉A for some monomial ξ ∈ K[x,y],
then g itself belongs to I 〈q〉A .
Proof. Let ψ(ξ) = xr11 · · ·xrd+nd+n and ψ(g) = xs11 · · ·xsd+nd+n − xt11 · · ·xtd+nd+n. It follows from
Lemma 1.3 that
x
r1+s1
1 · · ·xrd+n+sd+nd+n − xr1+t11 · · ·xrd+n+td+nd+n ∈
(
x
q
1 − 1, . . . , xqd+n − 1
)
.
Thus xri+sii − xri+tii ∈ (xqi − 1)∩K[xi] for each 1 i  d + n. Let ri + si = ai + qa′i and
ri+ ti = bi+qb′i , where ai, a′i , bi, b′i ∈ Z0 with 0 ai, bi < q . Then xaii −xbii ∈ (xqi −1).
Since {1, xi, x2i , . . . , xq−1i } is a K-basis of the vector space K[xi]/(xqi − 1) over K , one
has ai = bi . Thus
ψ(g)= xs11 · · ·xsd+nd+n − xt11 · · ·xtd+nd+n
=
∏
a′ib′i
x
si
i
∏
a′j>b′j
x
tj
j
( ∏
a′j>b′j
x
q(a′j−b′j )
j −
∏
a′ib′i
x
q(b′i−a′i )
i
)
belongs to (xq1 − 1, . . . , xqd+n− 1). Again by Lemma 1.3 one has g ∈ I 〈q〉A , as required. ✷
Lemma 1.5. Let ξ ∈ K[x,y] be a monomial with ξ = 1 and g ∈ K[x,y] a binomial. If
f = ξg ∈ I 〈q〉A , then f does not belong to the reduced Gröbner basis of I 〈q〉A with respect to
any monomial order.
Proof. Since f = ξg ∈ I 〈q〉A , it follows from Lemma 1.4 that g ∈ I 〈q〉A . Let < be an arbitrary
monomial order on K[x,y]. Since in<(f ) = ξ in<(g) and since in<(g) ∈ in<(I 〈q〉), theA
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in<(I 〈q〉A ). Thus f does not belong to the reduced Gröbner basis of I
〈q〉
A with respect to <,
as desired. ✷
Let <e denote the lexicographic order on K[x] induced by x1 < · · ·< xd+n and fix an
arbitrary monomial order <σ on K[y]. We associate each weight vector w ∈ Z2n0 with the
monomial order <e,w,σ on K[x,y] defined as follows. For monomials xbyu and xcyv with
b, c ∈ Zd+n0 and u,v ∈ Z2n0, one has xbyu <e,w,σ xcyv if and only if one of the followings
holds:
(i) xb <e xc;
(ii) xb = xc and w · u < w · v;
(iii) xb = xc, w · u = w · v, and yu <σ yv.
Now, what can be said about the initial ideal of I 〈q〉A with respect to <e,w,σ ?
Theorem 1.6. Work with the same notation as above. Then the initial ideal of I 〈q〉A with
respect to <e,w,σ is of the form
in<e,w,σ
(
I
〈q〉
A
)= (xm11 , . . . , xmdd , xd+1, . . . , xd+n,yu1, . . . ,yur )
with 1mi  q for each 1 i  d and with uj ∈ Z2n0 for each 1 j  r . Moreover, the
monomials xm11 , . . . , x
md
d are independent of the choice of a weight vector w ∈ Z2n0.
Proof. Let Ge,w,σ denote the reduced Gröbner basis of I 〈q〉A with respect to <e,w,σ .
Since I 〈q〉A is generated by binomials, Ge,w,σ consists of binomials belonging to I
〈q〉
A . Let
f = xbyu − xcyv ∈ Ge,w,σ with in<e,w,σ (f )= xbyu.
If xb = xc, then by Lemma 1.5 xb = xc = 1. Hence f = yu − yv with yu its initial
monomial.
Suppose that xb = xc. Then xb >lex xc. Let xb = xj1i1 · · ·x
jr
ir
with i1 < · · ·< ir and with
each jk  1. Since ξq − 1 ∈ I 〈q〉A for any monomial ξ ∈K[x,y], the binomial
f ′ = xjrir −
(
x
j1
i1
· · ·xjr−1ir−1 yu
)q−1
xcyv
= (xj1i1 · · ·xjr−1ir−1 yu)q−1f − xjrir ((xj1i1 · · ·xjr−1ir−1 yu)q − 1)
belongs to I 〈q〉A . Lemma 1.5 says that the variable xir does not appear in x
c
. Hence
in<e,w,σ (f ′) = xjrir . Since f ∈ Ge,w,σ and since in<e,w,σ (f ′) divides in<e,w,σ (f ), one has
r = 1 and yu = 1, i.e., f = f ′ = xj1i1 − xcyv. Since the monomials x
q
1 , . . . , x
q
d , xd+1, . . . ,
xd+n belong to in<e,w,σ (I
〈q〉
A ), it follows that j1  q if 1  i1  d and that j1 = 1 if
d + 1 i1  d + n. ✷
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Let G be a finite connected graph having no loop and no multiple edge on the vertex
set V (G)= {1, . . . , d} and E(G)= {e1, . . . , en} its edge set. If e = {i, j } is an edge of G
connecting i ∈ V (G) to j ∈ V (G), then we write ρ(e) ∈ Rd for the (0,1)-vector εi + εj ,
where εi is the ith unit coordinate vector of Rd . Let
AG =
{
ρ(e1), . . . , ρ(en)
}⊂ Zd0.
For each weight vector w ∈ Z2n0 write Ge,w,σ for the reduced Gröbner basis of IAG with
respect to <e,w,σ . Our goal is to describe the finite set
⋃
w∈Z2n0
Ge,w,σ
explicitly.
A path of G connecting i1 ∈ V (G) to is+1 ∈ V (G) is a finite sequence of edges
Γ = (ep1, ep2, . . . , eps ) (1)
of G, where epk = epk′ for 1  k < k′  s, such that, for a finite sequence of vertices
(i1, i2, . . . , is+1) of G, one has (i) ik = ik′ for 1 k < k′  s + 1 with (k, k′) = (1, s + 1),
and (ii) epk = {ik, ik+1} for 1  k  s. We will associate each path Γ of G with the
monomial
yΓ =
∏
ej∈Γ
yjyn+j .
A cycle is a path of the form (1) with i1 = is+1. If C = (ep1, ep2, . . . , ep,) is a cycle,
then {p1, . . . , p,} is said to be the index set of C. We say that a binomial
yi1 · · ·yir yn+j1 · · ·yn+js − yir+1 · · ·yit yn+js+1 · · ·yn+jt ,
comes from a cycle if there is a cycle C appearing in G such that both {i1, . . . , it} and
{j1, . . . , jt } are the index set of C. It follows from Lemma 1.3 that every binomial coming
from a cycle belongs to IAG .
Lemma 2.1. If a binomial f = yu − yv belongs to Ge,w,σ for some w ∈ Z2n0 , then either f
comes from a cycle or f = y2j − 1 for some 1 j  2n.
Proof. Suppose that f = yu − yv belongs to Ge,w,σ for some w ∈ Z2n0 and f = y2j − 1
for any 1  j  2n. Since Ge,w,σ is reduced, neither yu nor yv is divided by y2j for any
1 j  2n.
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ψ(yv) belongs to (x21 − 1, . . . , x2d+n − 1), it follows that for each 1  j  n the variable
yj appears in f if and only if yn+j appears in f . If yp1 with 1  p1  n appears
in f and if ψ(yp1) = xi1xi2xn+p1 , then a variable yp2 with 1  p2  n and p1 = p2
such that ψ(yp2) = xi2xi3xn+p2 must appear in f . Repeating this argument yields a
cycle (ep1, . . . , ep,) such that the variables yp1, . . . , yp, appear in f . Hence the variables
yn+p1, . . . , yn+p, also appear in f . Thus we can construct a binomial g = yu′ −yv′ coming
from a cycle such that yu′ divides yu and yv′ divides yv. Let, say, in<e,w,σ (g)= yu′ . Since
f ∈ Ge,w,σ , one has in<e,w,σ (f )= yu. Thus yu = yu′ . Hence yv − yv′ ∈ IAG . If yv = yv
′
,
then yv/yv′ ∈ in<e,w,σ (IAG) by Lemma 1.4. This is impossible since f ∈ Ge,w,σ . Thus
f = g as desired. ✷
Lemma 2.2. Let f = yu −yv be a binomial coming from a cycle. Then f belongs to Ge,w,σ
for some w ∈ Z2n0 if and only if yu = 1 and yv = 1.
Proof. (“only if ”) If yu = yi1 · · ·yir and yv = 1, then f ′ = yi1 − yi2 · · ·yir ∈ IAG . Since
either yi1 or yi2 · · ·yir is the initial monomial of f ′, the binomial f cannot belong to the
reduced Gröbner basis of IAG with respect to any monomial order.
(“if ”) Let yu = yi1 · · ·yir = 1 and yv = yj1 · · ·yjs = 1. Fix 0 < α < 1/(deg(yu))2. Let
w = (w(1), . . . ,w(2n)) ∈ Q2n0 with
w(k) =


1
deg(yu)
+ α if k ∈ {i1, . . . , ir },
1
deg(yv)
if k ∈ {j1, . . . , js},
2 otherwise.
Then
w · v = 1 < 1+ deg(yu) · α = w · u < 1+ 1
deg(yu)
 2.
Thus in particular in<e,w,σ (f )= yu. We claim f ∈ Ge,w,σ . To see why this is true, what we
must prove is that any binomial f ′ = ys − yt ∈ Ge,w,σ with f = f ′ possesses the property
that in<e,w,σ (f ′) divides neither yu nor yv.
First, suppose that there exists a binomial f ′ = ys − yt ∈ Ge,w,σ such that its initial
monomial in<e,w,σ (f ′) = ys divides yu. Since w · t w · s  w · u < 2, it follows that no
variable yk with k /∈ {i1, . . . , ir , j1, . . . , js} appears in f ′. Thus both f and f ′ belong to
K[yi1, . . . , yir , yj1, . . . , yjs ]. Since each of the binomials f and f ′ comes from a cycle,
Lemma 1.3 says that all of the variables yi1, . . . , yir , yj1, . . . , yjs must appear in f ′. Hence
yv divides yt. Moreover, ys = yu. Thus w · tw · v = 1 and
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(
1
deg(yu)
+ α
)
< 1 − α < 1.
Hence w · s < 1w · t. This contradicts w · tw · s.
Second, suppose that there exists a binomial f ′ = ys − yt ∈ Ge,w,σ such that its initial
monomial in<e,w,σ (f ′)= ys divides yv. Since w · t w · s  w · v < w · u < 2, it follows
from the technique discussed above that yu divides yt. Thus in particular w ·uw · t. This
contradicts w · t < w · u.
Thus we have f ∈ Ge,w,σ . Note that Ge,w,σ = Ge,cw,σ for any positive integer c. Hence
we have a desired vector w ∈ Z2n0. ✷
Lemma 2.3. If Γ is a path of G connecting 1 ∈ V (G) to i ∈ V (G), then the binomial
xi − x1yΓ belongs to Ge,w,σ for some w ∈ Z2n0.
Proof. The binomial xi − x1yΓ belongs to IAG . Let w = (w(1), . . . ,w(2n)) ∈ Z2n0 with
w(j) = w(n+j) = 0 if ej appears in Γ and with w(j) = w(n+j) = 1 otherwise. We claim
xi − x1yΓ ∈ Ge,w,σ . By virtue of Theorem 1.6 in case of xi − x1yΓ /∈ Ge,w,σ , there is a
binomial f = yu−yv ∈ Ge,w,σ such that in<e,w,σ (f )= yu divides yΓ . Since f comes from
a cycle, it follows that w · u = 0 and w · v > 0. This contradicts in<e,w,σ (f ) = yu. Hence
xi − x1yΓ ∈ Ge,w,σ , as required. ✷
Lemma 2.4. Let ek be an edge of G and C a cycle of G such that ek appears in C. Then
the binomial xd+k − yC/yn+k belongs to Ge,w,σ for some w ∈ Z2n0.
Proof. Since xd+kyn+k − yC ∈ IAG , Lemma 1.4 says that the binomial xd+k − yC/yn+k
belongs to IAG . Now, the same technique as in the proof of Lemma 2.3 can be applied. ✷
We now come to the main theorem of the present paper.
Theorem 2.5. Let G denote the finite set consisting of every binomial f = yu − yv coming
from a cycle with yu = 1 and yv = 1 together with all the binomials
x21 − 1, xi − x1yΓi , y2j − 1, xd+k − yn+k, xd+k − yCk/yn+k,
where i = 2, . . . , d , j = 1, . . . ,2n and k = 1, . . . , n, where Γi ranges over all paths of G
connecting 1 ∈ V (G) to i ∈ V (G), and where Ck ranges over all cycles of G in which the
edge ek ∈E(G) appears. Then
G =
⋃
w∈Z2n0
Ge,w,σ .
Proof. First of all, it is proved that x1 /∈ in<e,w,σ (IAG) for all weight vectors w ∈ Z2n0. Let
f ∈ Ge,w,σ and in<e,w,σ (f )= x1. Since f −x1 <e,w,σ x1 and since f −x1 /∈ in<e,w,σ (IAG),
one has f − x1 ∈ K[y]. Let ψ(f − x1) = xr1 · · ·xrd+n . Since ψ(f ) ∈ (x2 − 1, . . . ,1 d+n 1
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i = 2, . . . , d . Hence r1 is odd and each of r2, . . . , rd is even. Thus∑di=1 ri is odd. However,
ψ(yj )= xρ(ej )xd+j and ψ(yn+j )= xd+j for all 1  j  n together with f − x1 ∈ K[y]
show that
∑d
i=1 ri is even. This contradiction rejects the possibility of in<e,w,σ (f )= x1, as
desired.
The binomial y2j − 1 belongs to Ge,w,σ if w = (w(1), . . . ,w(2n)) ∈ Z2n0 with w(j) = 0
and w(k) = 1 for all k = j . The binomial xd+k − yn+k belongs to Ge,w,σ if w =
(w(1), . . . ,w(2n)) ∈ Z2n0 with w(n+k) = 0 and w(j) = 1 for all j = n + k. Moreover, the
binomial x21 − 1 belongs to
⋂
w∈Z2n0 Ge,w,σ . It then follows from Lemmas 2.2 and 2.3
together with Lemma 2.4 that G ⊂⋃w∈Z2n0 Ge,w,σ .
We prove
⋃
w∈Z2n0 Ge,w,σ ⊂ G. Our preliminary work is to show that, for any weight
vector w ∈ Z2n0, the finite set G is a Gröbner basis of IAG with respect to the monomial
order <e,w,σ . Suppose, on the contrary, that there exist w ∈ Z2n0 and f ∈ Ge,w,σ such
that in<e,w,σ (g) divides in<e,w,σ (f ) for no g ∈ G. By virtue of Theorem 1.6 one has either
in<e,w,σ (f )= x1 or in<e,w,σ (f ) ∈K[y]. However, we already know x1 /∈ in<e,w,σ (IAG) for
all weight vector w ∈ Z2n0. In addition, in case of in<e,w,σ (f ) ∈ K[y], Lemma 2.1 and
Lemma 2.2 guarantee f ∈ G.
Once we know that G is a Gröbner basis of IAG with respect to <e,w,σ for any weight
vector w ∈ Z2n0, proving that
⋃
w∈Z2n0 Ge,w,σ ⊂ G will be done as follows. Fix w ∈ Z
2n
0.
Let G′ (⊂ G) denote a minimal Gröbner basis of IAG with respect to <e,w,σ . If G′ = Ge,w,σ ,
then there is g ∈ G′ such that the monomial g − in<e,w,σ (g) is divided by a monomial yu
appearing in a binomial f = yu − yv ∈ G coming from a cycle with in<e,w,σ (f )= yu. Let
g′ = in<e,w,σ (g)+
(
g− in<e,w,σ (g)
)yv
yu
.
Now, in the monomial (g − in<e,w,σ (g))yv/yu, if we replace y2j with 1 and yC with 1,
where C is a cycle of G, then a binomial g′′ ∈ IAG with in<e,w,σ (g′′)= in<e,w,σ (g) arises.
It is routine work, which will be done later, to show that g′′ belongs to G. Assuming that
g′′ ∈ G, since
g′′ − in<e,w,σ (g) <e,w,σ g− in<e,w,σ (g),
repeating such technique guarantees that Ge,w,σ ⊂ G, as desired.
It remains to show that g′′ belongs to G. It is useful to recall the following elementary
result on combinatorics of finite graphs: If Γ (respectively C) is a path of G connecting
i ∈ V (G) to j ∈ V (G) (respectively a cycle of G) with E(Γ ) (respectively E(C)) its edge
set, then the subgraph G′ of G with (E(Γ )∪E(C)) \ (E(Γ )∩E(C)) its edge set is a path
of G connecting i ∈ V (G) to j ∈ V (G) together with cycles, i.e., E(G′) is disjoint union
of the form E(Γ ′) ∪E(C′) ∪ · · · ∪E(C′′), where Γ ′ is a path of G connecting i ∈ V (G)
to j ∈ V (G) and where C′, . . . ,C′′ are cycles of G. In particular, if Γ itself is a cycle
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C′,C′′, . . . ,C′′′ are cycles of G.
(i) Let g = xi−x1yΓi and f ∈ G a binomial coming from a cycle C such that in<e,w,σ (f )
divides g − in<e,w,σ (g) = x1yΓi . Write Γ ′i for the subgraph of G with (E(Γi) ∪ E(C)) \
(E(Γi) ∩ E(C)) its edge set. Remove all the cycles appearing in Γ ′i , and we obtain a
path Γ ′′i of G connecting 1 ∈ V (G) to i ∈ V (G). Now, the binomial g′′ coincides with
xi − x1yΓ ′′i .
(ii) Let g = xd+k − yCk/yn+k and f ∈ G a binomial coming from a cycle C such
that in<e,w,σ (f ) divides g − in<e,w,σ (g) = yCk/yn+k . In case of ek /∈ E(C), the same
argument as in (a) is valid without modification and g′′ is of the form xd+k − yC ′k/yn+k ,
where C′k is a cycle with ek ∈ E(C′k). If ek ∈ E(C) and if yk appears (respectively
does not appear) in in<e,w,σ (f ), then the monomial (yCk/yn+k)yv/yu is of the form
yn+kyC
′yC ′′ · · · (respectively yn+ky2kyC
′yC ′′ · · ·), where C′,C′′, . . . are cycles of G. Thus
g′′ = xd+k − yn+k , as desired.
(iii) Let g = ys − yt be a binomial coming from a cycle Cg and f = yu − yv ∈ G a
binomial coming from a cycle Cf such that in<e,w,σ (f )= yu divides g − in<e,w,σ (g)= yt.
Let ek ∈ E(Cf ) ∩E(Cg). Since g ∈ G′, it follows from Lemma 1.4 that (i) if either yk or
yn+k appears in yu, then both yk and yn+k appear in yt, and that (ii) if neither yk nor yn+k
appear in yu, then both yk and yn+k appear in yt. Hence neither yk nor yn+k appear in ys.
Let G′ denote the subgraph of G with (E(Cg) ∪E(Cf )) \ (E(Cg) ∩E(Cf )) its edge set.
Let i0 denote the smallest integer i for which either yi or yi+n appears in ys. Let E(G′)
be the disjoint union of the form E(C) ∪E(Cλ1)∪ · · · ∪E(Cλ,), where C is a cycle of G
with ei0 ∈E(C), and where Cλ1, . . . ,Cλ, are cycles of G. Again, since g ∈ G′, all edges ei
such that either yi or yi+n appears in ys must belong to E(C). Now, the binomial g′′ is a
binomial coming from the cycle C, as required. ✷
We now give the smallest example:
Example 2.6. Let G be a graph with the edge set E(G)= {{1,2}, {2,3}, {1,3}}. Then the
corresponding matrix
AG =
(1 0 1
1 1 0
0 1 1
)
is a parity check matrix of the binary linear code C = {(0,0,0), (1,1,1)}. Since
({1,2}, {2,3}, {3,1}) is a unique cycle of G, the set G in Theorem 2.5 consists of the
binomials
yi1 − yi2yi3yi4yi5yi6 , where {i1, i2, . . . , i6} = {1,2, . . . ,6},
yi1yi2 − yi3yi4yi5yi6 , where {i1, i2, . . . , i6} = {1,2, . . . ,6},
yi1yi2yi3 − yi4yi5yi6 , where {i1, i2, . . . , i6} = {1,2, . . . ,6},
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x3 − x1y1y2y4y5,
y21 − 1, y22 − 1, y23 − 1, y24 − 1, y25 − 1, y26 − 1,
x4 − y4, x5 − y5, x6 − y6, x4 − y1y2y3y5y6,
x5 − y1y2y3y4y6, x6 − y1y2y3y4y5.
Suppose that we receive the following vectors successively:
r1 = (−1,−2,4), r2 = (2,−3,−4), r3 = (3,−1,5).
Then the corresponding weight vectors are respectively:
w1 = (5,6,0,4,4,4), w2 = (0,5,6,2,2,2), w3 = (2,6,0,5,5,5).
The set G is a Gröbner basis with respect to <e,wi ,σ for all i . The normal forms of y4y5y6
with respect to G (and <e,wi ,σ ) are respectively:
y1y2y3, y4y5y6, y1y2y3.
Thus the most likely codewords are
(1,1,1), (0,0,0), (1,1,1),
respectively.
Remark 2.7. Ikegami–Kaji algorithm [4] needs only the binomials belonging to Ge,w,σ ∩
K[y] since <e,w,σ has the elimination property and yn+1 · · ·y2n belongs to K[y]. Note that
G∩K[y] consists of y21 −1, . . . , y22n−1 together with every binomial coming from a cycle.
A subset H ⊂ G =⋃w∈Z2n0 Ge,w,σ is called Z2n0-minimal if H is a Gröbner basis of
IAG with respect to the monomial order <e,w,σ for all weight vectors w ∈ Z2n0, and if no
subset H′ of H with H′ =H possesses this property.
Corollary 2.8. Fix a path Γi of G connecting 1 ∈ V (G) to i ∈ V (G) for each i = 2, . . . , d .
Let H denote the finite set consisting of every binomial f = yu − yv coming from a cycle
with yu = 1 and yv = 1 together with all the binomials
x21 − 1, xi − x1yΓi , y2j − 1, xd+k − yn+k,
where i = 2, . . . , d , j = 1, . . . ,2n and k = 1, . . . , n. Then H is Z2n0-minimal.
We conclude this paper with a remark on the complexity of the soft-decision maximum
likelihood decoding of binary linear block code arising from a finite graph.
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maximum likelihood decoding of binary linear block code arising from a finite graph. Work
with the same notation as in Introduction. For a received vector r we write Lr for a total
number of arithmetic operations and comparisons of real numbers required to obtain a
codeword δ of C which maximizes ∑ni=1 r(i)δ(i). An upper bound of Lr, where r ranges
over all received vectors, is often used as the complexity of the soft-decision maximum
likelihood decoding of binary linear block code C . Thus we take only the difficulty to
compute the reduced Gröbner basis Ge,w,σ into consideration and ignore how difficult the
computation of the normal form f Ge,w,σ of f = yn+1 · · ·y2n is. Following the custom in
coding theory, somewhat surprisingly Theorem 2.5 says that the complexity of the soft-
decision maximum likelihood decoding of binary linear block code arising from a finite
connected graph with d vertices is less than d!4d+1. It seems that the research of finding
an explicit upper bound of the complexity of the soft-decision decoding has never been
achieved.
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