This paper proposes an algorithm for solving the minimum cost project scheduling problem with an additional linear constraint whose right hand side is a parameter. Instead of putting the additional constraint, we add it to the objective function, where it is multiplied by a parameter. First, we get an optimal solution when a parameter is zero, and next, increase it to infinity. To do so, we iterate to fmd two dimensional flow on the given arrow diagram. The bounds for each arrow flow are determined by the current solution. The first elements are related to the costs, and the second to the coefficients in the additional constraint. A lexico-bounded flow is defmed as the flow such that each arrow flow is within the bounds in the lexicographical ordering. When a lexicobounded flow exists, the parameter is increased. Otherwise, the function of the additional constraint is increased.
Introduction
The project scheduling problems with additional linear constraints occur when there exist divisible activities or when some activities use a common resource, and some algorithms are presented for getting the length of critical path [6, 8, 9, 11] . This paper presents an algorithm for solving the minimum cost project scheduling problem with an additional linear constraint, whose right hand side is a parameter. The author has presented an algorithm for the minimum cost flow problem with an additional linear constraint, called the lexico-shortest route algorithm [10] . By transforming it in the dual way, like replacing a loop by a cutset, we get our algorithm.
be the additional constraint, where e is a parameter. Instead of putting it, we add $·n(t) to the objective function, where $ is a parameter. First, we get an optimal solution for $=0, and next, increase $ to infinity. To do so, we iterate to find two dimensional flow on the given arrow diagram. The bounds for each arrow flow are determined by the current solution. The first elements are related to the eosts, and the second to the coefficients in net). A lexicobounded flow is defined as the flow such that each arrow flow is within the bounds in the lexicographical ordering. When a lexico-bounded flow exists, $ is increased. Otherwise, net) is increased. We prove the validity of our algorithm by the complementary slackness conditions.
Problem Formulation
Let us consider an arrow diagram for a project, with n nodes, numbered 1, 2, ... , n, where node 1 represents the st.art and node n the termination. Let A be the set of jobs (pairs of nodes), and for each job (i,j) 
where Po (total duration) is a given po:>itive number, and e is a parameter.
We assume that b . . ;;;0 for any (i,j)£A, and that b .
T. Kobayashi and we shall consider the following parametric programming problem with a parameter ~ instead of 8.
P(~):
Minimize z(t,~) = zO(t)-~n(t) subject to (2.1), (2.2) and (2.3).
Let for (i,j)e;A.
Then,
where Co is a constant.
Hence, p(~) is a normal minimum cost project scheduling problem when ~ is fixed. The relations between the solutions of two problems are stated 'by the following theorems. Theorem 1. Let (~,t) be an optimal solution of P(O). Then it is also optimal to P O (8) for any 8 such that 8~n(t).
Theorem 2. Let (~,t) be an optimal solution of P(~) for some positive ~.
Then it is also optimal to PO(n), when n=n(t).
It is proved in the same way as theorem 2 of [10J.
Dual problem and Complementary Slackness Conditions
We consider the dual problem to P(~).
D(~):
Maximize w = -PO·q-LhijX: j + LgijX~j+cO subject to 0.1)
«i,j)r;A) , ;;; 0 «i,j)r;A) ,
Note that q is a variable. Now, we add an arrow (n,l) conveniently, and let A*=AU{(n,l)}. By replacing q with x n1 ' (3.1) is rewritten as follows. It means
In any optimal solution, are satisfied for any (i,j)£A.
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The complementary slackness conditions for P(~) and D(~) are as follows:
For any (i,j)£A,
~J ~J ~J
In any optimal solution,
vj-vi=gi} •
Then, (3.4) is replaced by the following 0.7). (See [5] .)
Then, (3.4) can be replaced by the following (3.9) , too.
v .-v.ii;;h ..
Suppose that we have an optimal solution of P(~), (v,t) . Let us show that (v,t) is optimal to P(~) for some ~>~, or that an optimal solution of P(~) such that n(t»n(t) exists.
*
We assign two dimentional real ~ .. for each arrow (i,j)£A. Its upper 1.] bound CL • • and lower bound i3 .. are determined by Table 1.
1.]
1.J Table 1 .
(n, 1) (00,00) (0,0)
satisfies the following conditions:
. is not greater than CL • • and is not less than i3 .. in
the lexicographical ordering.
Hereafter, we use the lexicographical ordering.
and i3~~) (k=1,2) represent the k-th elements of 1.] First, we shall consider the condition for Let N={l, 2, ... , n}.
For any subset of N, say NO' let existence of an LB flow. .
-' C-(NO,N O )
Constrained Min-Cost Project Scheduling
where NO=N-N O ' C(NO,N O )' is called a cutset separating NO and NO (with the direction from NO to NO)'
where C+ and C are abbreviations of C+(NO,N O ) and C-(NO,N O ) respectively.
When a given cutset is obvious, we represent it by y briefly, and let Proof:
and there exists (x ij ) that satisfies (3.2) and
which is equivalent to (3.7). From the eirculation flow existence theorem We shall show that we can increase ,p when there exists an LB flow, (~,.), 
v,t)=(;,t).
Every arrow is in one of four subsets A pk (k=1,2,3,4). 
That is, C(NO,N O ) is an LN cutset. From no·w, we do not consider LN cutsets such that 1ENO and n£N O .
From theorem 3, y 1 =0 and y 2 <0. Let
Define tw by ~v (4.5)
Then, we get the following theorem. by (4.6) and (4.7) satisfies (3.9) for x=x, and it is optimal to P(~). Then, net) = net) -E"Y 2 = net) + Ely 2 1. Step 1.
Step 2. exist (~n1 is infinite), stop.
Step 3. Let C(NO,N O ) be the L-min cutset. Determine ~V by (4.5) and let E=min(~v,vn~O)' and get the new values of (v,t) by (4.6) Step 2.
Step 3.
If it exists, go to step 2. Otherwise (if an LN cutset exists), go to The procedure in·phase 1 corresponds to the critical path method for the usual minimum cost project scheduling problem [7] . If we stop ,at step 1 of phase 1 (the length of the critical path for the standard times is not greater
For 6 such that The L-max flow at the end of phase 1 is an LB flow at the start of phase 2. So, in the first iteration of phase 2, we always go to step 2.
After the first iteration, at step 1, we use a labeling procedure to find an LB flow or an LN cutset. Suppose that we always keep (~ . .) which satisfies
When ~ is increased at step 3 of the former iteration, fot; (.i ,j) with posi.tive 
Illustrative Example
To illustrate our algorithm, consider an arrow diagram shown in Fig. 1 .
We use a labeling procedure with "first labeled first scanned rule". Iteration 1. We determine a .. and B . . for (v,t) in Fig. 3 . In Fig. 4 , for The new schedule is shown in Fig. S(b) . The new schedule is shown in Fig. 7(b) . 
·0
(a) LN cutset. 
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Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. subject to (2.1), (2.2) and (2.3). Le't us combine them as
Z(t) = zc(t)+cj>ozb(t).
Then, the problem to be solved is P(cj».
