Thermodynamic and kinetic description of phase transitions for the model of ferroelectrics based on the kinetic equation for the distribution function of values of the "order parameter", coordinates and time is considered. For one-domain ferroelectrics, the self-consistent approximation for the first moment is used. The kinetic equation is reduced to the relaxation GinsburgLandau equation. The susceptibility is governed by the Curie law and the heat capacity has the jump. Calculations are carried out for one-domain and polydomain ferroelectrics. In the first case, the self-consistent approximation for the first moment is used. In the second case, the self-consistent approximation for the second moment is carried out. In the last case, there is the jump of the susceptibility. The heat capacity is governed by the Curie law. It is also shown that the Ornstein-Zernike formula is valid not for the space correlator of fluctuations but only for the temporal spectral density of the space correlator at zero frequency. In the kinetic theory of the phase transition, all physical characteristics at the critical point have got finite values. Thus, the problem of the "infinities" is absent.
Introduction
After Gibbs, Van der Waals, Ornstein-Zermike and Weiss in the Landau paper [1] , (see also in [2] ) the general phenomenological theory of phase transitions was developed. It also serves as the basis for the modern fluctuation theory of phase transitions [2] [3] [4] [5] [6] [7] . In this theory, the behaviour of thermodynamic functions in the critical region is characterized by eight critical indexes which are connected by means of five general relations. The sixth relation based on "the scale invariance hypothesis" was formulated by Kadanoff, Patashinskii-Pokrovskii. In Wilson theory, the special perturbation theory method was developed allowing one to calculate the critical indexes in a better agreement with experimental data. However, the susceptibility and the correlation radius at the critical point, as well as in the Landau theory, are infinite. Only the "rate" of their increasing to infinity varies. Thus, the question about the thermodynamical description of a critical point remains open.
In recent years, in the theory of phase transitions in polymers and spin glasses, many new questions arose, to which only qualitative answers can be given now (see in [8] and [9] ). In this situation, the development of non-traditional methods for the description of the phase transitions is natural.
In the present paper, the description of the second order phase transitions is carried out based on the kinetic equation for the distribution function of values of internal parameter (in non-symmetrical phase it plays the role of "the order parameter"), coordinates, and time.
Depending on the structure of the system under consideration (monodomain or polydomain) two possible cases of reducing the kinetic equation to the equations for the moments of distribution function are investigated. In the first case, the self-consistent approximation for the first moment is used. Thus, the kinetic equation is reduced to the relaxation Ginsburg-Landau equation, but the latter one possesses two independent dissipative terms. This equation serves as an example of the reaction-diffusion Fisher-Kolmogorov-Petrovsky-Piscunov (FKPP) equation for the first moment of the distribution function. In this case, the variation of the susceptibility in the critical region is governed by the Curie law, and there is a jump of the heat capacity.
For polydomain systems, the first moment is negligible while the second moment approximation is more effective. In this case, there is also the equation of FKPP type, but it has a different structure. For such systems, there is a jump for the susceptibility and for characteristics which are connected with it, namely, for the correlation radius and for the correlation time. The thermal capacity has no jump. In the critical region, it is governed by the Curie law, and it is finite at the critical point.
Based on the kinetic equation, the calculation of the fluctuations of moments of the distribution function is also carried out. The results differ greatly from those received based on the Landau theory. In particular, it is shown that the one-time space correlations of the Ornstein-Zernike type do not exist. The formula similar to the Ornstein-Zernike one takes place only for the temporal spectral density of the space correlator at zero frequency.
The kinetic derivation of the Ornstein-Zernike formula does not seem to be necessary. Really, it can be obtained, but for certain assumptions (!) regarding the structure of the effective Hamilton function, based on the appropriate "canonical Gibbs distribution". The kinetic description allows, however, to remove these restrictions and to receive additional information about temporal evolution of the fluctuations in the critical region.
In the kinetic theory of the second order phase transitions, the "problem of infinities" of the thermodynamic functions at the critical point does not exist. There is the opinion that in the vicinity of the critical point the thermodynamic description is violated. This view of the critical state is based, to a great extent, on the LeeYang theorem, according to which, in the thermodynamic limit, the functions such as susceptibility and correlation radius, take infinite values at the critical point. The Lee-Yang theorem is, of course, very important, as it shows that critical points are singular. However, in real systems having finite volumes, all the thermodynamic functions are finite. For example, it is obvious, that the correlation radius cannot be larger than the volume of the system. The occurrence of infinity in the theory of phase transitions is the consequence of a certain choice of the succession of two limiting transitions: the transition to the critical point T → T c and the thermodynamic limit (N → ∞ and V → ∞, but N/V finite). Usually the first one is the thermodynamic limit. The change of the order of limiting transitions, as it was pointed in the book [10] , gives an opportunity to avoid the difficulty mentioned above.
It will be shown, that the finiteness of thermodynamic functions at the critical point is one of the consequences of the kinetic theory of phase transitions with allowance for structures "of continuous medium". Relaxation times also take finite values at the critical point.
Firstly, we compare the kinetic description of phase transitions in the Landau theory as well as based on the statistical theory of open systems [11] . In order to represent the results in the clearest form, we use the elementary model of the ferroelectric phase transition (see [12, 13] ).
The relaxation Ginsburg-Landau equation (RGLE)
Let X(R, t) be the local value of a relative displacement of crystal lattices in ferroelectrics. In the Landau theory for the nonsymmetrical phase it will play the role of the local order parameter.
According to Landau theory (see in [14] ) we introduce (by definition!) the effective Hamilton function. For the ferroelectrics model we can represent it in the form:
Here n is the mean density of the particles. Inclusion of this factor allows us to introduce the effective Hamilton function on one particle. m is the mass of atom, mω 2 0 is the hardness, and ω 0 is the proper frequency of the vibration of atoms.
The parameter a f (T ) defines the effect of the Lorentz effective field on the hardness. This parameter depends on the temperature. According to Landau theory in the region of the critical point, this dependence is defined by the expression
Here T c is the critical temperature. Thus, the hardness is zero at the critical point. Below the critical point in the nonsymmetrical phase it is negative. The Lorentz field is determined by the small-scale correlations, which are taken into account here as the phenomenological parameter a f .
To get a qualitative notion regarding the behaviour of the system for all temperatures one may represent the function a f (T ) as follows:
Here ∆T is the "temperature width" of the transition region. The parameter g in the expression H eff characterizes the degree of nonlocality, and, therefore, is nondissipative one.
In order to simplify the comparison with formulas of the Landau-Lifshits course [1976], we write the correspondence rules:
The kinetic equation for the local order parameter in the Landau theory (see in [14] ) is the result of the functional differentiation of the effective Hamilton function:
Here γ is the arbitrarily introduced dissipative coefficient. As a result, we obtain the relaxation Ginsburg-Landau equation (RGLE)
Note, that the assumption (5) can be justified only in some special cases. It is impossible, in general, to find the kinetic equation by the functional differentiation of the effective Hamilton function H eff . Note also, that the initial expression (1) for the effective Hamilton function corresponds to the model of continuous medium. In this case, the introduction of the gradient of macroscopic variables into the H eff and the use of the corresponding "canonic Gibbs distribution" contradicts the theory of irreversible processes.
The RGLE has the form of reaction-diffusion equation but the diffusion coefficient is defined by the expression D = γg (!?).
Landau and Boltzmann distribution functions
Consider the case when the space diffusion process in RGLE is the fastest. Then, for the homogeneous state, the effective Hamilton function has the form:
Here we introduced the effective Hamilton function h eff for one particle. The expression (7) for the system of bistable elements defines the Landau effective Hamilton function in one-mode approximation. Through it, the "Landau distribution function" is defined by the following expression:
Consider the free energy per one particle F (a f , T ) = Nψ(a f , T ). Then the Landau distribution function f L (X, a f , T ) may be represented in the following form:
Compare it with the appropriate Boltzmann distribution:
It differs from the Landau distribution function by factor N being absent in the exponent. For this reason, for the Boltzmann distribution, the fluctuations are finite for the thermodynamic limit as well. For the Landau distribution, for the thermodynamic limit, the fluctuations are zero. In this sense the Landau distribution is coherent (or self-consistent). Thus, in the Landau theory, the "coherence" is already introduced in the initial definition of the effective Hamilton function (1) .
Via the parameter a f , the Hamilton function H eff depends on temperatures and, as a consequence, the additional thermodynamic "thermal force" appears [15] :
This leads to the change of the thermodynamic relations. In particular, the famous Helmholtz relation now has the following form:
Here F (T ) is the Gibbs free energy, the effective entropy S eff (T ) being defined by the Boltzmann distribution f B (X, a f , T ). However, there are other new questions arising in the phase transitions theory. Let us illustrate them using as an example the temperature dependence of the heat capacity.
Thermodynamic functions
In the Landau theory thermodynamic functions are defined through the most probable values X m.p. of the distribution function (9):
At the critical point the jump of the heat capacity takes place. This jump may be expressed through the dimensionless parameter of nonlinearity:
One can see, that in the Landau theory the peak of the function C(T ) is absent. In the approximation considered the heat capacity is defined not by the BoltzmannGibbs entropy but by the thermal force. Thus, the Helmholtz relation (12) is replaced by the following expression:
The Boltzmann-Gibbs entropy is not taken into account at this level of the description. For this reason it is impossible to reveal the peak of the function, which defines the λ-point. In order to obtain a more general result, the following should be taken into account.
In the Gibbs theory it is assumed by definition that the thermodynamic functions are the mean values (the first moments) of the corresponding dynamical variable functions. As an example, the internal energy is represented as the mean value of the Hamilton function U = H . There are, however, other possibilities of defining the thermodynamic functions. For example, the internal energy can be defined via the most probable value for the Gibbs distribution of energy values U = H m.p. . These two definitions are equivalent only under the following condition:
In the theory of phase transitions for Landau and Gibbs distribution functions this condition is, in general, not satisfied. Really, in the nonsymmetrical phase the average value X = 0, but the most probable value differs from zero and is defined by the expression (13) . Thus, the definition of the thermodynamic functions for phase transitions is not unique and there is a possibility for choice. We shall make use of it to calculate the temperature dependence of the heat capacity C(T ) in the critical region.
In the paper [15] the calculation of the function C(T ) was conducted based on the generalized Helmholtz relation (12) . In the Gaussian approach the following result was obtained:
The second term in the right-hand side coincides with the Landau jump of the heat capacity. There is, however, an additional singular term, which describes the nonmonotonic behaviour of the heat capacity near the point λ. The value
is finite and has the same order as the Landau jump.
Such a calculation of the function C(T ) corresponds to the Gibbs definition of thermodynamic functions, since all the terms in the right-hand part of the formula (12) are the mean values (the first moments) of the Boltzmann distribution (10) . However, values X , X m.p. in nonsymmetrical phase are essentially different.
It is possible to use "another" method for calculation, when the entropy is defined by Boltzmann distribution, while the thermal force is defined by Landau distribution. For this case we single out the value of the effective Hamilton function for X = X m.p. in the Boltzmann distribution:
Since h eff (X m.p. ) is the thermodynamic characteristic, the thermal force in the formula (12) can be replaced by the derivative of the function h eff (X m.p. ) with respect to temperature. As a result, the generalized Helmholtz relation will be presented in the following form:
The entropy is defined by the Boltzmann distribution with the Hamilton function h
The heat capacity is now determined by the expression:
There is the module of the derivative because the heat capacity is positive, but in the region of the λ-point the entropy increases with the decrease of temperature. As a result, instead of equations (17) and (18) we have the following expressions:
Thus, the singular part of the heat capacity is defined by the Curie law.
Derivation of the Ornstein-Zernike formula based on the Ginsburg-Landau equation
Let's return to the relaxation Ginsburg-Landau equation (RGLE) (6), which was obtained based on the expression (1) for the effective Hamilton function by the "recipe" (5). Equation (6) is the example of the reaction-diffusion equation, which serves as the basic equation for the description of a different kind of spatio-temporal dissipative structures and, therefore, plays the role of basic equations in the theory of nonequilibrium phase transitions. Equilibrium phase transitions differ by the fact that the temperature plays the role of control parameter for them.
The RGLE (6) being an example of the reaction-diffusion equation can be obtained independently of the recipe of its derivation which was represented above. It can serve for the description of equilibrium phase transitions. For this, however, instead of equation (6) with only one dissipative coefficient γ, it is necessary to use a more general equation (see the next section).
We shall calculate the spatio-temporal fluctuations by two different methods which lead to essentially different results and, consequently, to the two different expressions for one-moment correlator of fluctuations. We shall discuss the reason for such double-natured results and give a physical basis for a unique choice of the result.
First, we use the method based on the fluctuation-dissipation relation (FDR) (see paragraph 101 in [14] ). According to this method, introduce an additional term in the effective Hamilton function (1) which is defined by the local external force X(R, t)h(R, t) as consequence, in the right-hand part of the (RGLE) (6) an additional term γh(R, t) appears.
If the external force is not present this equation has a partial homogeneous solution (13) . Let δX be a small deviation from it for temperatures T > T c . Then the corresponding susceptibility is defined by the following expression:
The spatio-temporal spectral density of fluctuations δX in the Landau theory is defined by FDR via the imaginary part of the susceptibility (see paragraph 101 in [14] )
From the above formulas it follows that for the symmetrical phase the spectral density of fluctuation is
By carrying out the integration with respect to frequency we find the appropriate spatial spectral density
and after the Fourier transformation we obtain the Ornstein-Zernike (OZ) type formula for the space correlation function
The definition for the correlation radius used here is as follows
Recall the Ginsburg-Levanuk parameter, which characterizes the relative role of fluctuations. Since the most probable distance for correlator (28) is r = r c it is possible to characterize the role of fluctuations by the ratio of the correlator (28) for r = r c to the square of the order parameter (13) . It is defined by the Ginsburg number
From this, the condition of applicability of the Landau theory follows
It is based on the formula O-Z (28). However, the O-Z formula was obtained using another way. The derivation which was represented here gives up some unsolved questions. First, the calculation of fluctuations is carried out using RGLE (6) . The latter was obtained by the "recipe" (5) . It contains only one dissipative factor γ. As a result, the spectral line (26) is "nonsymmetric", i.e., the width of the spectral line is defined by the sum of two dissipative factors, the latter being not represented in the structure of the numerator.
Second, it is accepted that FDR (25) is possible to be expressed through the response to either an appropriate external force, or to an appropriate Langevin random source. In some cases both of these possibilities are equivalent. The considered case is, however, not the general one.
Really, the Langevin internal sources reflect the properties of the system under consideration. Their moments in the kinetic theory of fluctuations (see in [10, 11, 14] ) are determined by the structure of "collision integrals" and don't coincide with that corresponding to the Landau theory. Let us show this.
Designate the Langevin source in RGLE (6) as y(R, t) and express the spectral density (26) via the spectral density of the source (yy) ω,k :
We see, that for the coincidence of the formulas (26) and (32), the spectral density of the Langevin source in RGLE (6) must be defined by the following expression:
Thus, the intensity of noise is defined here only by the dissipative factor γ introduced formally in equations (5) and (6) . In formula (33) the "diffusion noise", the intensity of which is proportional to the square of the wave vector k 2 , is not taken into account. This makes one doubt about the derivation of O-Z formula (28) which was presented above. We shall see that the diffusion noise, if it is taken into account, radically changes the behaviour of fluctuations in the vicinity of the critical point.
Below the expression for the intensity of the Langevin source in the reaction-diffusion equation (see in [11, 16] ), and, as a consequence, in RGLE will be presented.
Correlation radius (29) takes an abnormally large value only in the critical region of temperatures. Far from the critical point either for high, or for low temperatures its value (in any case, based on the Ginsburg-Landau equation) decreases up to molecular scales. Correlations of such a kind cannot ensure the spatio-temporal coherence in nonsymmetrical phase.
In accordance with the width of the spectral line (26), the appropriate relaxation time (see paragraph 101 in [14] ) is determined
For k = 0 it stays finite even at the critical point. The Ginsburg number Gi is the correlation parameter for a nonsymmetrical phase. Below we shall introduce the correlation parameter K for all temperatures. Before doing this, however, we shall conduct the alternative calculation of the spatiotemporal correlator based on the kinetic equation.
Calculation of fluctuations based on the kinetic equation
For kinetic description of the second order phase transitions we shall use, following chapter 18 in [Klimontovich, 1993] , and [Klimontovich, 1995] , the kinetic equation for the distribution function f (X, R, t) of not only internal variable X, but also of coordinates R of bistable elements:
This equation can be obtained using the general method of deriving the kinetic equations (see in [11, 16] ). It contains two dissipative terms which are defined by redistribution of bistable elements in space R with the diffusion coefficient D, and redistribution in the space X with the diffusion coefficient D (x) , respectively. For simplicity it is easier to suppose that the two diffusion coefficients are equal to each other. In general case there is, of course, an additional parameter
is much shorter than the other relaxation times the equation (35) can be replaced by the one for the distribution function f (X, t):
Its equilibrium solution for the homogeneous distribution coincides with the Boltzmann distribution (10) . Note, that the Fokker-Planck equation (36) is used in the theory of phase transitions (see chapter 13 in [5] , and chapter 21 in [10] ). Here, however, the kinetic equation (35), being one of the basic equations of the statistical theory of open systems (chapter 18 in [11] , and [16] ) serves as the basis of the kinetic theory of phase transitions. It can also serve as the basis of the kinetic theory of fluctuations.
As is well-known, calculation of kinetic fluctuations is carried out (see in [10, 11, 14] ), using the two equivalent methods. Practically it is more convenient to use the Langevin method when the random source is introduced into the kinetic equation (35):
Let's return to the "dynamical" kinetic equation (35). In the first-moment approximation, the distribution function f (X, R, t) may be represented in the following form:
f (X, R, t, ) = δ(X − X(R, t, )), X = X(R, t).
In this case, the equation (35) is reduced to the reaction-diffusion equation (FKPP) for the first moment, i.e., to the function X(R, t):
It differs from RGLE (6) by the structure of dissipative terms. With the help of the equation (39) it is possible to describe, for example, the structure of domain walls in ferroelectrics (see in [13] ). In the stationary onedimensional state (R is parallel to y) the solution is defined by the following expression:
The width of the wall is defined by the formula:
The ratio of the thickness of the wall d to the "amplitude" for X(y = −∞) is defined by the following expression:
While approaching a critical point this ratio is increased by the Curie law. In the opposite case (T ≪ T c ) it is proportional to the small dimensionless parameter (X 2 T b) 1/2 . At the critical point, the formula (42) loses its sense. To obtain the corresponding result at the critical point we must use the kinetic equation (37) with the Langevin source (see (19.6.4) in [11] ), the appropriate moments of which are defined by expressions (see (19.4.14) in [11] ), or (9.2) in [16] ).
From this equation (38) for pulsing function in the approximation of the first moment we obtain the equation FKPP (39), which corresponds to RGLE (6), but now with the Langevin source already. Thus, the noise intensity is defined as a sum of "reaction" and diffusion terms.
We solve the obtained Langevin equation in the linear approximation with respect to fluctuations δX(R, t) = Xδf (X, R, t) dX. By solving this equation for T > T c , we get the following expression for spatio-temporal spectral density of fluctuations δX(R, t) :
We denote the "reaction" dissipative coefficient as γ (x) at T > T c and dispersion as (δX) 2 for the Boltzmann distribution according to Gaussian approach
Spectral line (43) is more symmetric than spectral line (26) because both dissipative terms in it are taken into account on equal rights. As a consequence, the spatial density of fluctuations and the spatial correlation functions are defined by other formulas:
Thus, the spatial correlation function is not defined now by the O-Z formula. It differs from zero only in the volume of a point of continuous medium (in physically infinitesimal volume V ph ), as the function
ph . As a result, for one-point correlator (δx) 2 we have the following expression:
Here N ph = nV ph is a number of particles in a physically infinitesimal volume. Formula (46) shows, that the dispersion of fluctuations which are smoothed over the volume of a "point" of "continuous medium" is N ph times less than for the Boltzmann distribution. Thus, the spatial correlator now has the form (45).
The O-Z formula, however, is important for the kinetic theory as well. Now it is connected not with the integral for the spectral line at the frequency ω, but with the spectral line for zero frequency. Let's show this.
From equation (43) the equality follows:
Here, the designation (41), which was introduced earlier for the correlation radius, is used. We shall carry out the integration with respect to the wave number in it.
As a result, we get the following expression:
The right-hand part in it coincides with the O-Z formula (28) for the spatial correlator of fluctuations. Thus, the O-Z formula defines the spatial correlation of the temporal spectral density at zero frequency. For this reason, the meaning of the formula O-Z in the theory of phase transitions is changed.
The results obtained are based on the solution of the kinetic equation with a Langevin source. The O-Z formula can be also obtained directly using the "Gibbs distribution" with the function H eff . However, this distribution is not the equilibrium solution of the kinetic equation, but it "was introduced by definition". In a separate paper it will be shown that temporal evolution to the O-Z distribution, as well as the Debye distribution in the plasma theory, is described by the equations of the structure being different from that in the theory of the second order phase transitions.
To conclude this section, we shall compare some results of calculating the fluctuations by two different methods, which were presented above. The comparison of results (28) and (48) allows one to introduce a new correlation parameter K (ω=0) n , which is an analogy of the nonsymmetrical phase of Ginsburg parameter Gi:
Below, we shall give an example of a unified definition of the correlation parameter for all temperatures. It is possible to consider the spectral density (43) as the fluctuation-dissipation relation (FDR). In order to compare it with the FDR (25), we first write the expression for a response to a Langevin source. It has the following form:
Instead of the FDR (25) we now have (for T − T c > 0) the following expression:
Here the designation for the spectral density of the Langevin source is introduced:
The introduction of it in equation (51) Based on the equation (35 ) we obtain a chain of equations for the moments X n and, therefore, the "problem of closure" appears. In the self-consistent approximation, when X n = X n , we get a closed equation for the first moment X . The RGLE (39) serves as an example. Now consider other possible methods of closure.
Approximation of the second moment. Polydomain ferroelectrics
Consider an ensemble of ferroelectrics in which the two opposite directions of the polarization vector in the nonsymmetrical phase are equally probable. Its realization is possible if the observation time is much longer than the polarization vector switching time.
In such an ensemble the first moment X(R, t) = 0 and it is more natural to use the self-consistent approximation for the second moments X 2m = X 2 n . We shall show that it also leads to the reaction-diffusion equation, but now for the function X 2 ≡ E ≡ E(R, t). To this end, instead of expression (38) we shall use the following distribution function:
for which all odd moments are equal to zero, and the second moment X 2 ≡ E ≡ E(R, t). The appropriate distribution function of energy E is defined by the following expression:
The equation for the function E(R, t) is obtained using the kinetic equation (39). In this case it has the following form:
Now we use the stationary solution for the homogeneous state. Under the condition accepted above D (x) = D = k B T /mγ, and X 2 is determined by the following expression:
Using the dimensionless parameter
let's write the solution of the last equation for the three selected states:
We see that the second moment plays the role of the order parameter for the nonsymmetrical phase. At the critical point it takes a finite value. Above the critical point the function X 2 coincides with the dispersion for the Boltzmann distribution (10) .
Thus, the self-consistent approximation of the second moment again results in the RGLE (39), i.e., in the reaction-diffusion equation. However, now the "reaction" term has another structure. One of the consequences is that at the critical point the order parameter differs from zero. As we shall see below, the character of spatiotemporal correlations is also varied.
Consider now a system which consists of a large number of domains. Suppose that in the volume of measurement the number of domains is great. In this case it is possible to use the self-consistent approximation already in the expression for the hardness of atomic oscillators. The latter means that in the kinetic equation (35) (in the member with elastic force) the following substitution is carried out:
In this approximation the kinetic equation (37) has the following form:
Together with equation (55) it consists of the closed system of equations for the function f (X, R, t) and average energy E(R, t).
We shall see that in the course of evolution to the equilibrium state there are "fast" and "slow" processes. The evolution of the average energy is a fast process described by the closed equation (55), while the kinetic equation (60) will be used to describe only slow processes. In the latter equation it is possible to use the solution of equation (56) for the function E(R, t). While describing the "slow" processes by the kinetic equation (60), we can represent it in the following form:
The equilibrium solution of this equation is represented by the Gaussian distribution
Now we can proceed to the calculation of fluctuations.
Fast and slow fluctuations under phase transitions
Now we carry out the calculation of fluctuations, and show that the equations (55) and (61) describe two kinds of fluctuations, namely "fast" and "slow".
Using equation (55) with the corresponding Langevin source δy (E) (R, t) receive, in the linear approximation, the equation for fluctuation of energy δE(R, t). Write this equation for Fourier components:
Here the designation for relaxation time of energy fluctuations and an appropriate width of a spectral line are introduced:
The average energy X 2 ≡ E is defined by the solution of equation (56) for all values of temperature. As an example, for temperatures being lower than the critical one the relaxation time is defined by the following expression:
We received the expression being the analogue of equation (34) in Landau theory. However, in the approximation of the second moment we have a general expression (64) for relaxation time, which is valid for all values of temperature.
Consider the expression for the response to a Langevin source δy (E) (R.t), which follows from equation (55) with an appropriate Langevin source and can be determined through the width of a spectral line of energy fluctuations (64):
The response is also determined for all values of temperature in a critical region. In particular, for a static response in an unbounded medium (k = 0) we have:
Far from the critical point the response is defined by the Curie law, but at the critical point
Together with the fast fluctuations there exist slow ones. During their calculation it is possible to assume that the process determined by "fast" fluctuations is already established. It gives the ground to use the stationary solution of equation (55) (equation (56)) for the average value of "energy".
For calculating the fast fluctuations we shall use the kinetic equation (61) with the appropriate Langevin source. From it the equation for the function X(R, t) follows:
Average value X(R, t) = 0 and, therefore, δX(R, t) = X(R, t). As a result, the equation for the Fourier components of function X(R, t) has the following form:
Here, as well as in equation (63), the designation for the relaxation time of fluctuations X(R, t) and the appropriate width of a spectral line is introduced:
We take into account the equality D (X) = D and enter the designation for the square of the correlation radius r 2 c = X 2 . The intensity of Langevin source in equation (63) is defined by expression (19.6.4) in [10] , or (9.2) in [11] :
The appropriate response to y(ω, k) is defined by the following expression:
and, therefore,
Using the solution of equation (56), all of the obtained characteristics can be determined at the critical point as well. Their behaviour in the symmetrical phase (which is higher than the critical point) is qualitatively the same as in the Landau theory. In the nonsymmetrical phase, however, (which is lower than the critical temperature) it is essentially different. Let's show it. As in the formula (58), we shall distinguish three characteristic states:
One can see that the susceptibility increases according to the Curie law only as one approaches the critical point on the side of a symmetrical phase. As one approaches the critical point on the side of low temperatures, the susceptibility, on the contrary, decreases. Thus, it is possible to speak about the existence of the "jump of susceptibility". To reveal it we define the temperature dependence of rigidity not by the Landau formula (2), but by the formula (3). It roughly describes the behaviour of different characteristics of phase transitions for all the values of temperature. Then the susceptibility jump will be defined by the expression:
Note, that it has the similar structure as the formula (14) for the jump of the heat capacity in the Landau theory. Similar behaviour of a dielectric susceptibility is observed in some types of ferroelectrics (page 88 in [13] ). Below we determine the temperature dependence of the heat capacity for the case considered here. Before this, however, it is necessary to carry out the appropriate determination of relaxation times, screening radius (thickness of domain walls) and correlation radius.
Return to the formula (71). Consider the case of an unbounded system (k = 0). In this case the relaxation time is defined by the expression
for all the values of temperature. Using (75) it is possible to determine the relaxation time for the three characteristic states. Thus, as one approaches the critical point from the side of high temperature, the relaxation time increases according to the Curie law, it is finite at the critical point, and increases on a measure of downturn of temperature. By analogy with the formula (18) it is possible to define the "jump of a relaxation time":
The latter confirms the assumption stated above concerning the existence of fluctuations with large relaxation time, i.e., "slow" (or coherent) fluctuations. Remind, that in the Landau-Khalatnikov theory the relaxation time in the symmetrical phase decreases according to the Curie law (see [14] ). Finally, the correlation radius (or the width of the domain wall) is defined by the expression
In accordance with this it is possible to define (qualitatively) the "jump of square of a correlation radius" as well. Thus, the square of the correlation radius for all T < T c is much larger than the square of the displacement by the molecular diffusion, as well as the points of the existence of spatial coherence for temperatures are lower than the critical one.
Finally, for "slow" fluctuations in a nonsymmetrical phase we receive the following expression:
And as above, for the qualitative representation of evolution of the correlation parameter during the phase transition we define the temperature dependence of rigidity not by the Landau formula (2), but by the formula (3). Then, by analogy with formulas (76) and (78), it is possible to define the jump of the correlation radius in the course of transition from a symmetrical phase to a nonsymmetrical one.
Thus, during the phase transition (in the process of temperature decrease), the correlation parameter decreases monotonously. The latter means the reduction of the role of fluctuations and, consequently, the increase of the degree of coherence during the transition to a nonsymmetrical phase.
The latter shows, that in the process of temperature decreasing, the condition of applicability of the self-consistent approximation is improved. When the transition region is narrow enough, one may speak of the jump of correlation parameters.
Since the maximum value of the distribution function (62) is equal to zero, then the heat capacity during the phase transition is defined by the formula
As a result, we have the following expression for the heat capacity:
which is valid for all values of temperature. From this expression, in particular, it follows, that as one approaches the critical point the heat capacity increases according to the Curie law:
and at the critical point
One can see, that now the jump of the heat capacity is equal to zero and the function C(T ) is the symmetrical function of temperature with a finite value at the critical point. Thus, for polydomain systems, the jump takes place not for the heat capacity, but for a susceptibility and for characteristics connected with it, for example, for the correlation radius. The similar behaviour in ferroelectrics is described on page 88 in [13] . It is interesting that the similar behaviour of the susceptibility and the heat capacity was observed in the course of the phase transitions in the compound Ni 52.3 Mn 23.7 Ga 25 (the private communication with A.N.Vasil'ev).
Conclusion

Some final remarks
Thus, we have seen in the theory of phase transitions based on the kinetic equation (35), the characteristics of the phase transitions are finite for all values of temperature. Therefore, the "problem of infinities" of the susceptibility, the heat capacity, and the correlation radius at the critical point is solved.
In the kinetic theory of phase transitions there are two limit cases. In the first of them, the "order parameter" is connected with the first moment and calculations of either dynamical or statistical characteristics are carried out based on the RGLE or the corresponding reaction-diffusion equations. To calculate the fluctuations it is necessary to determine the corresponding Langevin sources.
In the second case, such as in polydomain systems, when the first moment is equal to zero, the approximate equation for the second moment follows from the kinetic equation. Below the critical point it plays the role of "order parameter". In this case the "nonstandard behaviour" of the main characteristics of phase transitions, i.e., the susceptibility and the characteristics connected with it, exhibit a jump. The heat capacity in this case has no jump being symmetrical and taking a finite value at the critical point.
Physically infinitesimal scales
Space correlators in both cases are δ-correlated. The "width" of δ-function is defined by a physically indefinite scale, determining the size of "points of continuous medium". The characteristic size of a domain L is macroscopic for all temperatures T < T c . The width of wall d is macroscopic only in the critical region.
Everything stated above allows one to use a model of continuous medium for the description of phase transitions. Then, following [10] , and [11] , the physically infinitesimal scale for the critical region can be defined by the following relations:
Here the designation for the number of particles in volume d 3 is introduced. Remind that simultaneous spatial correlators are proportional to the function δ(R − R ′ ). For this reason the relative dispersion of kinetic fluctuations is small by virtue of the fact, that in the "point" of continuous medium there are many particles (the equation (46)):
The dispersion (δX) 2 is defined by the Boltzmann distribution, and the function δXδX R=R ′ is defined through fluctuations of the distribution function.
At T < T c the size of coherent region, i.e., the size of "natural" domain for polydomain state is defined by the correlation radius of "slow" fluctuations, i.e., r c ∼
