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في ھذا العمل قمنا باكتشاف الخصائص الالكترونیة ، البصریة و العازلة لسبائك انصاف 
ھذه . فئة جدیدة من أشباه الموصلات التي ھي جزء من   x)eSnZ(x-1)PaG(النواقل الشبھ ثنائیة
 .المواد لدیھا خصائص مختلفة إلى حد كبیر عن السبائك الرباعیة المرتبطة بھا
- III)ویمكن الحصول على سبائك أشباه الموصلات الشبھ الثنائیة عن طریق خلط المركبات 
لآخر، وبذلك مع مزج  مزایا البعض وتخطي عیوب  البعض ا  )IV-II te V-III(أو ( III-Vو  V
تنوع ال للوصول إلى یتیح فرصا وھذا قد. فتح مجال  واسع لتطویر الأجھزة الإلكترونیة الجدیدة
 مثل الأجھزة الالكتروضوئیةمجال  كثیرة في لھا تطبیقات علما ان ھذه السبائك للخصائص المطلوبة
ت البنیة ذا  eSnZو  PaGلأن المركباتو الصمامات اللیزریة  الصمامات الكھرومتألقة
الشيء الذي أث ٌر  ،نسبیا لین  eSnZومع ذلك فإن .البصري في لھا تطبیقات cniz   dnelbبلوریةال
 .الأشعة التحت الحمراء فيتطبیق لل صلاحیتھامدى على 
الطول  ، تحتفظ بقدرتھا على البعث في المجالeSnZو  PaGالمركبات الثنائیة   بخلط  
 .الضوئیة خصائصھا دون التأثیر على  eSnZ صلابة في كبیرةزیادة  مع تحت الحمراء الموجي
المحلي المقرون بالبلورة ( MPE)وتعتمد حساباتنا على طریقة الكمون الكاذب التحریبي 
الخطیة تباعد عن  فأي. مع الأخذ بعین الاعتبار تأثیر العشوائیة في الخصائص( ACV)الافتراضیة 
ھذه الطریقة ھي بسیطة لكنھا تعطي نتائج سریعة و موافقة . بالتركی تأثیر العشوائیة في  یرجع إلى
 .مع المعطیات التجریبیة الموجودة و الحسابات النظریة المتوف ٌرة
المحصٌ ل علیھا للن ٌطاق المباشر و الغیر المباشر، بنیات عصابات الطاقة ، كثافة الشحنة  النتائج
الضد متناظر، الكتلة الفعلیة ، مؤشر الانكسار و ثوابت العزل الساكنة و ذات  الإلكترونیة ، النطاق
موافقة  cniz  dnelb المبلورة في النظام  x )eSnZ( x-1 )PAG(ثنائیة للسبائك الشبھ النبض العالي
.لعدم وجود البیانات و نتائج أخرى تعتبر توقعات الى حدٌ ما المعطیات لتجریبیة و النظریة الموجودة
  
Résumé 
Dans ce travail, nous avons fait une investigation sur les propriétés électroniques, 
optiques et diélectriques relatives aux  alliages semiconducteurs quasi binaires (GaP)1-
x(ZnSe)x qui font partie d'une nouvelle classe de semi-conducteurs. Ces matériaux 
présentent des gaps d’énergie, des qualités structurelles, optiques et des propriétés 
vibrationnelles significativement différentes de celles des alliages quaternaires associés.  
Les alliages semi-conducteurs quasi-binaires peuvent être obtenus en mélangeant 
des composés (III-V et III-V) ou (III-V et II-VI) couplant les mérites des uns et palliant les 
défaillances des autres,  ouvrant un grand éventail pour concevoir des dispositifs 
électroniques nouveaux. Cela peut offrir des possibilités plus diversifiées pour atteindre 
les propriétés physiques souhaitées sachant que ces alliages ont un intérêt important pour 
concevoir des dispositifs optoélectroniques tels que les diodes électroluminescentes et les 
diodes laser car les matériaux Le GaP et le ZnSe , cristallisant dans la structure zinc 
blende, ont des applications dans les systèmes optiques. Toutefois, le ZnSe est 
relativement soft, ce qui limite sa pertinence pour l'application dans  l’infrarouge. 
En mélangeant  les composés GaP et le ZnSe , Ces matériaux gardent toujours une 
bonne transmission dans la gamme de longueur d'onde infrarouge avec une augmentation 
considérable de la dureté du ZnSe sans pour autant détériorer ses propriétés optiques. 
Nos calculs sont basés sur la méthode du pseudopotentiel empirique (EPM) 
combinée  avec l’approximation du cristal virtuel (VCA) en tenant compte de l’effet du 
désordre et toute non linéarité des propriétés des alliages est due à l’effet du désordre 
compositionnel. Ces méthodes sont simples et donnent des résultats rapides et 
raisonnablement fiables par comparaison aux données existantes. 
Nos résultats, pour les gaps directs et indirects, les structures de bandes, les 
densités de charges électroniques, les gaps antisymétriques , la masse effective, l’indice de 
réfraction et les constantes diélectriques statique et de haute fréquence des alliages quasi 
binaires ( GaP) 1-x (ZnSe)x cristallisant dans la phase zinc-blende, sont en très bon accord 
avec les résultats expérimentaux et théoriques disponibles. Et des prévisions pour d’autres 
par manque de données. 
  
Abstract 
In this work, we made an investigation on the electronic properties, optical and 
dielectric of the quasi binary semiconductor alloys (GaP) 1-x (ZnSe) x which are part of a 
new class of semiconductors exhibiting band gaps , structural quality , optical and 
vibrational properties significantly different from those of the conventional quaternary 
alloys.  
 These materials, combining class (III-V) and class (II-VI) with the merits and 
overcoming the shortcomings, may provide more diverse opportunities to achieve desired 
physical properties openning  a  wide range to develop new electronic devices.  
 GaP and ZnSe crystallize in cubic zinc-blende structure. Both materials have 
applications in optical systems.. However, ZnSe is relatively soft, which limits its 
suitability for the application of infrared window  
 By mixing GaP and ZnSe compounds, These materials still have good transmission 
in the long-wavelength infrared range with a considerable increase in the hardness of ZnSe  
without deteriorating the optical properties.  
   Our calculations are based on the empirical pseudopotential method (EPM)  
combined with  the  virtual crystal approximation (VCA). Any non-linearity is due to the 
effect of compositional disorder.These methods are simple and expected to give quick and 
reasonably reliable results also providing an efficient and accurate means for predicting 
the material properties in the full range of an alloy’s composition discovering   new 
materials with desired material properties.  
Our results for direct and indirect gaps, band structures, densities of electronic 
loads, the antisymmetric gaps, the effective mass, the refractive index , static dielectric 
constants and high frequency of the quasi-binary alloys (GaP)1-x(ZnSe)x crystallizing in 
zinc-blende phase are in very good agreement with available experimental and theoretical 
results., And forecasts for other due to lack of data.  
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En moins d’un siècle, l’homme est passé du problème de prouver l’existence des 
atomes à celui de les manipuler un par un, de les assembler en fonction de ses besoins, 
pour créer des matériaux nouveaux aux propriétés étonnantes. Autant de progrès est 
toujours synonymes de nouveaux questionnements fondamentaux qui se posent.[1] 
L’élaboration des matériaux aux propriétés et aux performances voulues exige, la 
connaissance et la maîtrise des phénomènes microscopiques (diffusion, arrangement des 
atomes, recristallisation, apparition de phases, etc.) étant donné que la science des 
matériaux est  basée sur la relation entre les propriétés, les performances du matériau et sa 
morphologie structurale. Tous les matériaux sont semblables, ils différent selon 
l’application, il se peut qu’un matériau soit performant pour une fonction et non pas pour 
une autre. Alors pour obtenir les fonctionnalités qu’on veut d’un dispositif électronique 
conçu, il faut bien choisir les propriétés du matériau avec lequel il est réalisé, ca veut dire 
bien choisir sa structure cristalline, ses propriétés électroniques, ses propriétés optiques et 
ainsi de suite car c’est à l’échelle microscopique qu’on taille avec précision notre 
composant à l’échelle macroscopique. [2] 
Parmi les matériaux utilisés, on trouve les semiconducteurs qui sont au cœur de 
nombreuses technologies électroniques de pointe qui façonnent les réseaux du futur. Les 
matériaux semiconducteurs utilisés présentent des caractéristiques fixes, qu’elles 
répondent aux besoins ou non. Pour avoir plus de liberté dans les propriétés, l’emploi des 
alliages semiconducteurs s’avère une solution miracle. En mélangeant les éléments entre 
eux, on peut fabriquer tout type d’alliages, des binaires, des ternaires, des quaternaires, des 
pentenaires et même des quasi binaires, tout dépend des propriétés que l’on veut obtenir. 
Ainsi les propriétés des alliages s’étendent sur un intervalle de valeurs de la composition x 
allant du premier composé parent jusqu’au deuxième, permettant ainsi, un choix de roi des 
paramètres voulus selon l’application donnée. 
Certains paramètres des alliages sont  basés sur une interpolation linéaire de ceux 
des composés parents tels que le paramètre du réseau, la masse effective, mais d’autres 
tels que le gap énergétique dévie un peu de la linéarité par un terme correctif appelé 
bowing ou le paramètre de courbure tiré généralement de l’expérimentation. [3] 
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Dans la théorie des alliages, plus le nombre de composés utilisés est grand plus on 
élargit l’éventail d’ajustement des paramètres mais en parallèle, on voit croitre la 
complexité des modèles qui les régissent. Pour garder le plus grand nombre de composés 
tout en bénéficiant de la simplicité des binaires, une nouvelle classe a été explorée c’est 
celle des quasi binaires, un mélange ouvrant plus de liberté dans le choix des propriétés en 
mixant différentes classes , profitant des avantages des uns et palliant les inconvénients 
des autres. Ainsi le monde des matériaux semiconducteurs est toujours en expansion et ne 
cesse de modifier et de se diversifier contrôlé par un marché hautement concurrentiel et 
sans cesse en mutation, tout ceci exige un suivi et un développement continu des 
connaissances à la fois sur la structure des matériaux et sur les relations entre cette 
structure et les propriétés d’emploi. 
L’expérimentation avait toujours un pas en avant par rapport à la simulation, c’est 
évident, mais ces derniers temps, avec la poussé géante de l’outil informatique, et les 
souplesses qu’il a apporté, la simulation a pris de l’élan pour soutenir les expériences et 
les nourrir de datas pour les valider. L’utilisation de simulations numériques permet 
désormais de comprendre des systèmes de plus en plus proches du réel en négligeant les 
approximations prises au départ par manque d’outils puissants. Plus encore, leur caractère 
prédictif est aujourd’hui utilisé par la communauté expérimentale avant de passer au 
concret. [4] 
Pour développer toutes ces notions dans cette thèse, on a suivi un plan présentant 
quatre chapitres, débuté par une introduction générale exposant toutes les données 
associées au sujet étudié tout en dévoilant les failles existantes pour en procurer une 
solution à débattre. 
Le premier chapitre a été consacré aux notions de base régissant le fonctionnement 
des matériaux semiconducteurs , détaillant toutes ses propriétés et mettant en vertu ses 
qualités par rapport aux autres matériaux, tout en mettant en valeur, en premier lieu , la 
possibilité d’exploiter les fonctionnalités de ces matériaux semiconducteurs dans le 
domaine technologique, en exposant certaines caractéristiques intrinsèques ou 
extrinsèques , pour plus de contrôle, et comment pouvoir les utiliser pour les appliquer 
dans un domaine selon l’application, soit électronique, microélectronique ou 
optoélectroniques. En deuxième lieu, du point de vue conception, c'est-à-dire présenter les 
données pour en créer des dispositifs appropriés et avoir de nouvelles idées pour un 
meilleur exploit des vertus des matériaux semiconducteurs. 
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Dans le chapitre deux, on explore la matière au niveau microscopique en détaillant 
la théorie des bandes pour comprendre les fonctionnalités apparentes. On expose aussi, 
d’un autre point de vue, la théorie des alliages et les formules qui les régissent pour 
déterminer toutes les propriétés physiques de l’alliage pour pouvoir les ajuster selon 
l’application voulue. 
Une fois toutes les données sont exposées , le chapitre trois vient pour détailler les 
méthodes de calcul utilisées pour la simulation, en exposant tous les modèles selon leur 
chronologie et en montrant leurs applications , leurs avantages et leurs inconvénients , 
pour en finir avec celle choisie pour nos calculs qui est la méthode du pseudopotentiel 
empirique l’EPM couplée avec  l’approximation du cristal virtuel améliorée la VCAA. 
Le dernier chapitre expose les calculs effectués, leurs validités par rapport à 
l’existant, en argumentant les résultats trouvés en fonction des hypothèses de démarrage. 
Ces travaux ont fait l’objet de publication internationale. 
Pour en finir, une conclusion résumant tout le travail et exposant les perspectives 
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Chapitre I : Généralités sur les semiconducteurs et leurs 
alliages  
I.1. Introduction  
 Les propriétés des matériaux sont souvent les limites de performances des 
systèmes conçus. La connaissance de ces propriétés s’avère primordiale mais il faut 
nécessairement savoir que ces propriétés macroscopiques sont très liées aux structures 
élémentaires de ces matériaux, c.à.d. descendre jusqu'à l’échelle atomique. 
Le silicium fut découvert en 1824 par J.J. Berzelius à Stockholm, en Suède. C'est, 
après le carbone, l'élément le plus abondant de la terre, Le germanium est découvert par le 
savant allemand Clemens Winkler en 1886, il peut être trouvé dans beaucoup d'endroits, 
mais en concentrations faibles.  
Actuellement les technologies de circuits intégrés utilisent encore le silicium et le 
germanium comme matériau semiconducteur de base de largeur de bande interdite 
moyenne s’adaptant aux contraintes imposées par les applications à des températures 
normales, soit de 0 à 100°C. La performance de ces technologies se dégrade 
progressivement à de plus hautes températures. [I.1] 
En électronique rapide ou optoélectronique, les propriétés du silicium sont 
insuffisantes (mobilités, transitions indirectes…..), dans de telles applications, d’autres 
composés semiconducturs sont préférables. 
I.2. La notion des semiconducteurs 
Un semiconducteur est un matériau caractérisé par des propriétés physico-
chimiques bien déterminées obéissant à des lois typiques évoquant l’ensemble des 
composants et dispositifs dont le fonctionnement est étroitement lié à l’utilisation de ces 
semiconducteurs. 
I.3. Les propriétés électriques des semiconducteurs 
La conductivité des semiconducteurs est entre celle des métaux et celle des isolants 
se comportant comme des isolants au zéro absolu, conduisant de l'électricité de façon 
limitée à température ambiante comme le montre la figure ci dessous. Leurs 
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caractéristiques peuvent être  modifiées en fonction de la température ou en fonction des 
impuretés ajoutées en les dopant afin d’altérer leurs propriétés électriques. [I.2] 
Ces variations dans la conductivité électrique sous l’influence de divers facteurs 
font des semiconducteurs les matériaux de choix pour l’électronique et ses applications. 
 
Fig.I.1. La conductivité électrique à température ambiante de quelques types de matériaux 
I.3.1. La notion d’électrons - trous dans les semiconducteurs 
Les porteurs libres intrinsèques dans un semiconducteur est double, soit des 
électrons (charge négative) soit des trous (charge positive) dont le nombre ni et pi est 
fonction de la température. La neutralité du matériau fait que ni doit être égal à pi, comme le 






Fig.I.2. La dualité de la conductivité électrique dans les semiconducteurs. 
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Ce nombre est très faible comparé au nombre d’atomes par cristal, d’où la 
conductivité intrinsèque est considérée comme faible. 
Le fait d’augmenter soit le nombre d’électrons soit le nombre des trous modifie 
énormément les propriétés électriques des semiconducteurs. 
I.3.2.Les différents types de semiconducteurs 
a. Les semiconducteurs intrinsèques 
Ce sont des semi-conducteurs très purs et très bien cristallisés présentant un réseau 
cristallin parfaitement périodique tout en ayant un taux d'impuretés très faible (moins de 1 
atome d'impureté pour 1013 atomes de l'élément semiconducteur). Ils se comportent 
comme des isolants à très basse température et leur conductivité augmente avec la 
température, la figure ci-dessous donne un résumé global des semiconducteurs 
intrinsèques du point de vu structure de bandes et distributions des charges. [I.4] 
Fig.I.3. le bilan électronique pour un semiconducteur intrinsèque. 
a. Diagramme des bandes d'énergie b. Densités d'états énergétiques c. Distributions de 
Fermi-Dirac d. Densités énergétiques de porteurs (les densités de porteurs n et p) 
b. Les semiconducteurs extrinsèques 
Un semi-conducteur extrinsèque est un semi-conducteur intrinsèque dopé par des 
impuretés spécifiques, tout en gardant le degré de pureté initial nettement supérieur au 
taux du dopage, lui conférant des propriétés électriques adaptées aux applications 
électroniques (diodes, transistors, etc...) et optoélectroniques (émetteurs et récepteurs de 
lumière, etc...).  
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b.1. Les semiconducteurs extrinsèques dopés N 
En introduisant des atomes pentavalents tels que le phosphore P, l’arsenic As 
(dopage N) dans un cristal, certaines liaisons se casent laissant place à ces extra atomes 
qui ont cinq électrons de valence, ce qui comble les liaisons en laissant un électron libre 
dans le cristal peu lié au noyau (E 0.01eV) et passe aisément dans la bande de conduction.  
Les atomes pentavalents ou donneurs deviennent des ions positifs après le passage 
des électrons excédentaires dans la bande de conduction. [I.5] 
Ceci qui augmente considérablement la conductivité du matériau dopé. Les charges 








Fig.I.4. Les semiconducteurs extrinsèques type N 
b.2.Les semiconducteurs extrinsèques dopés P 
Dans ce cas on introduit des atomes trivalents tels que gallium Ga, l’indium In, le 
bore B, l’aluminium Al. Il manque, alors, à l'impureté un électron de valence pour assurer 
les 4 liaisons avec les atomes de silicium voisins.  
Un faible apport d’énergie (0.05eV) suffit pour qu'un électron d'un silicium voisin 
soit capté par l'impureté : il y a formation d'un trou peu lié et donc mobile.  
Les atomes trivalents (accepteurs) deviennent des ions négatifs par capture d'un 
électron. Compte tenu des taux de dopage, ces trous sont beaucoup plus nombreux que les 
porteurs intrinsèques du cristal pur.  
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La conduction extrinsèque de type P (positive) augmente et est assurée par des 









Fig. I.5. Les semiconducteurs extrinsèques type P 
 Un bilan général du point de vu structure de bande, distribution des charges des 
deux types des semiconducteurs est illustré à titre indicatif et à titre comparatif. 
Fig.I.6. le bilan électronique pour un semiconducteur extrinsèque 
a. Diagramme des bandes d'énergie b. Densités d'états énergétiques c. Distributions de 
Fermi-Dirac d. Densités énergétiques de porteurs (les densités de porteurs n et p) 
Tous ces phénomènes de variation de conductivité trouvent leurs explications dans la 
théorie des bandes qu’on va expliciter ultérieurement.  
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I.4. Les propriétés optiques des semiconducteurs 
L’étude des propriétés optiques des semiconducteurs se voit de deux angles 
différents : 
 soit qu’on veut traiter les propriétés caractéristiques de l’interaction matériau 
semiconducteur rayonnement électromagnétique (l’absorption sélective donnant 
une couleur au matériau, la réflexion de la lumière, ainsi que l’émission) et 
l’utiliser comme moyen de mesure donnant certaines valeurs spécifiques telles que 
le gap  énergétique ( seuil d’absorption ), distributions des niveaux d’impuretés etc. 
 soit qu’on veut utiliser les interactions électromagnétiques avec les 
semiconducteurs en vu de développer des applications et des dispositifs 
optiques.[I.6] 
I.4.1. Notions de base optiques des semiconducteurs 
Le rayonnement électromagnétique est un transfert d'énergie. Il peut être décrit de 
manière corpusculaire comme la propagation de photons, ou de manière ondulatoire 
comme une onde électromagnétique. Il se manifeste sous la forme d'un champ électrique 
couplé à un champ magnétique.[I.7] 
La dualité onde-particule , un affrontement concurrent entre les théories, est un 
concept des fondements de la mécanique quantique , un principe selon lequel tous les 
objets à l’échelle microscopique présentent simultanément des propriétés d'ondes et de 
particules.L'absence de représentation adéquate de la réalité des phénomènes oblige à 
adopter, selon le cas, un des deux modèles, onde ou particule. 
La propagation de ce rayonnement donne lieu à de nombreux phénomènes 
observés tels que l'atténuation, l'absorption, la diffraction et la réfraction, le décalage vers 
le rouge, les interférences, les échos, les parasites électromagnétiques et les effets 
biologiques. 
La décomposition du rayonnement électromagnétique en ses différentes 
composantes en termes de fréquence (ou période), d'énergie des photons ou encore de 
longueur d’onde associée, les quatre grandeurs ν (fréquence), T (période), E (énergie) et λ 
(longueur d’onde) donne ce qu’on appelle le  spectre électromagnétique qui est abusement 
considéré comme l'ensemble des fréquences possibles pour tous les rayonnements 
électromagnétiques. 
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Ces paramètres étant liés deux à deux par  les relations suivantes :  
E = hν = h Tൗ  désignant l’énergie transportée par le photon (I.1) 
c = λν = λ Tൗ  désignant le déplacement dans le vide du photon  (I.2) 
Donc E = hc λൗ  (I.3) 
Avec : h   la constante de Planck (approx. 6,626069×10-34 J⋅s ≈ 4,13567 feV/Hz) 
c  la vitesse de la lumière  (exactement 299 792 458 m/s) 
La lumière visible fait partie du rayonnement électromagnétique mais ne 
constituant qu'une petite tranche du spectre électromagnétique comme on le voit sur la 
figure 8 du spectre complet donnée ci dessous. 
I.4.2. L’interaction rayonnement-matière 
Les effets d'un rayonnement sur un atome désignent l’ensemble des interactions 
rayonnement-matière. La figure ci-dessous montre les effets visuels de cette interaction. 
On utilise les rayonnements pour analyser les atomes de manière indirecte en 
observant la manière dont ils perturbent un rayonnement incident , permettant ainsi de 
caractériser la structure de la matière (cristal) par les méthodes de diffraction, ou bien 
caractériser les énergies de liaisons de la matière par les méthodes spectrométriques qui 
donnent le spectre d'absorption et de réémission.[I.8] 
 
 
Fig.I.7. Les effets du rayonnement sur les différents matériaux. 
Donc l'interaction de la lumière (onde électromagnétique) avec la matière 
(électrons du matériau) peut expliquer clairement les propriétés optiques d'un matériau. 
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Le spectre du rayonnement électromagnétique est classé selon la longueur d’onde, 








Fig.I.8. Le spectre des rayonnements électromagnétiques 
Cette diversité repose sur les propriétés optiques des semiconducteurs c.à.d. leurs 
façons d’agir face à une excitation électromagnétique soit par absorption ou émission ou 
même réflexion une fraction spectrale du flux lumineux peut être absorbée par le matériau 
selon son coefficient d’absorption a(λ). Pour les semiconducteurs, ce coefficient est 
caractérisé par une fenêtre de transparence limitée du coté des courtes longueurs d’onde 
par un seuil d’absorption.  
Si ce seuil est dans l’infrarouge, le semiconducteur absorbe la lumière visible et il 
est dit opaque. Par contre, si la longueur d’onde du seuil atteint le visible, le 
semiconducteur est alors transparent en prenant une couleur allant du rouge au jaune si le 
seuil diminue. [I.9] 
Fig. I.9. Diagramme des longueurs d’ondes absorbées par certains semiconducteurs 
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Si le seuil est dans l’ultra violet, le cristal est totalement transparent pour le visible 
et apparait sans couleur propre comme dans le cas du verre ou du diamant.  
La figure ci-dessous montre cette diversité où les semiconducteurs occupent 
diverses plages d’ondes allant de l’infrarouge à l’ultra violet 
Les atomes, dans la nature, présentent des transitions dont les énergies 
correspondent à des longueurs d’onde visible ce qui permet d’envisager leur utilisation 
pour les transmissions optiques.  
I.4.3. Interaction rayonnement - semiconducteur  
Les semi-conducteurs sont caractérisés par leur bande interdite ou gap, des niveaux 
interdits pour les électrons séparant deux ensembles de niveaux permis par les électrons, la 
bande de conduction complètement vide à 0°k  et la bande de valence pleine à 0°K.[I.10] 
La nature du gap joue un rôle fondamental dans l’interaction du semiconducteur 
avec un rayonnement électromagnétique et par suite dans le fonctionnement des 
composants optoélectroniques. 
1- Absorption fondamentale 
Lorsque le photon absorbé provoque un saut d'électron d'un état occupé de la 
bande de valence vers un état vide de la bande conduction, c'est-à-dire, si cette énergie est 
au moins égale à celle de la largeur de la bande interdite.  
On dit qu’il y a absorption, le phénomène est illustré sur la figure ci-dessous en 
spécifiant les différents cas possibles. 
Les semiconducteurs parfaits, intrinsèques et sans impuretés ou  défauts sont 
transparents pour des radiations d’énergie inférieure à leurs gaps et ils absorbent 
quasiment toute la lumière sur une épaisseur d’environ un micromètre près du seuil ce qui 
définit la longueur d’onde de coupure λc. 
Les impuretés modifient le spectre d’absorption optique et augmentent la longueur 
d’onde de coupure.[I.11] 
La première cause d’émission de lumière dans les semiconducteurs est l’émission  
spontanée de photons jouant un rôle important dans les dispositifs de génération de 
lumière (diodes électroluminescentes et lasers).[I.12] 
 








Fig.I.10. Les différents types d’absorption 
2- Émission spontanée   
Lorsqu’un électron de la bande de conduction retombe spontanément sur un état 
vide de la bande de valence, il y’a émission spontanée.   
La photoluminescence intrinsèque se fait soit bande-à-bande correspondant à 
l’émission issue de la recombinaison d’un trou dans la bande de valence et d’un électron 
dans la bande de conduction.  
La photoluminescence intrinsèque peut se faire sur une impureté profonde. Quant à 
la photoluminescence extrinsèque se fait  
 soit entre les niveaux des impuretés ajoutées et les bandes du système. 
 soit elle se fait directement entre les niveaux des impuretés ajoutées, 
comme le montre la figure ci-dessous. 
Fig.I.11. Les différents types d’émission spontanée 
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3- Émission stimulée 
Si le photon absorbé induit la transition d'un électron de la bande de conduction 
vers un état vide de bande de valence avec émission d'un photon, l’émission est dite 







Fig.I.12. Émission stimulée sans et avec amplification 
Pour générer de la lumière par émission stimulée il faut que celle-ci soit supérieure 
à l’absorption. [I.13] Il faut donc réaliser une inversion de population qui n’est pas facile à 
obtenir en pratique car elle correspond à une situation très éloignée de l’équilibre. Seule 
l’émission spontanée peut conduire à l’émission de lumière dans les systèmes peu excités 
tels que les diodes électroluminescentes.  
A partir de l’émission, il est possible d’obtenir des informations sur les structures 
ou les états des systèmes physiques, à la fois par l’intensité lumineuse mais également par 
la longueur d’onde de l’émission. 
En se basant sur ces propriétés, les matériaux semiconducteurs interviennent dans 
les quatre types essentiels de composants optoélectroniques tels que les émetteurs, les 
détecteurs, les guides d’ondes et les modulateurs de rayonnements électromagnétiques.  
Chaque matériau possédant un gap spécifique et ceci lui est associé une certaine 
longueur d’onde, donc une certaine fonction électronique. 
La modulation du gap énergétique s’avère, donc, nécessaire pour réaliser n’importe 
quel matériau semiconducteur pour un cahier de charge spécifique d’une application 
électronique, bien sûr avec certains compromis qui surgissent lors du passage de la 
simulation à la pratique. 
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I.4.4. L’indice de réfraction [I.14] 
L’indice de réfraction n d’une substance est une de ses constantes physiques 
susceptible de la caractériser au même titre que sa densité ou son point de fusion ou 
d’ébullition. C’est l’une des notions importantes de l’optique. Cette grandeur caractérise la 
modification de la propagation des ondes lumineuses par leur interaction avec le milieu 







Fig.I.13. L’indice de réfraction d’un matériau 
L’indice de réfraction dépend du type de matériau utilisé qu’il soit monocristallin, 
polycristallin ou amorphe et du taux d’impuretés dans le matériau. En général, il est lié au 
gap énergétique du matériau, plus le gap est grand, plus l’indice est petit. 
En électromagnétisme, l'indice de réfraction se définit à partir de la constante 
diélectrique , substance isolante capable d'emmagasiner de l'énergie électrostatique 
caractérisée par sa permittivité ou constante diélectrique pouvant prendre des valeurs 
complexes dans des milieux absorbants. 
Connaitre l’indice de réfraction d’un matériau est très important pour la réalisation 
des dispositifs électroniques tels que les guides d’ondes, les cellules solaires etc.  Plusieurs 
approches ont touchées cet indice qui est lié au gap énergétique fondamental du matériau.  
Donc pouvoir choisir un indice pour une application quelconque revient à ajuster 
ce gap c.à.d. affiner la structure du matériau pour qu’il puisse répondre aux exigences de 
l’application. 
I.5. Les propriétés diélectriques des semiconducteurs 
Un matériau est dit diélectrique si ses électrons   ne peuvent pas, par définition, se 
déplacer sur des grandes distances (de façon macroscopique ). Autrement dit, c'est un 
milieu ne pouvant pas conduire le courant électrique. De ce point de vue, on l'appelle 
parfois isolant électrique tels que le vide, le verre et de nombreux plastiques.[I.15] 
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Malgré ce caractère d'impossibilité des milieux diélectriques de conduire le 
courant, ils présentent de nombreux critères électriques.  
La propriété la plus importante d’un diélectrique est la polarisation sous l’action 






Fig.I.14. L’effet d’un champ électrique à l’échelle ùmicroscopique. 
En effet les atomes qui constituent le matériau peuvent se présenter sous forme de 
dipôles électrostatiques pouvant interagir avec un champ électrique. Cette interaction 
s’exprime sous forme d'une polarisation reliée à ce champ électrique, au niveau 
microscopique, par une polarisabilité, et au niveau macroscopique, par la susceptibilité 
électrique . 
Les semiconducteurs font partie des matériaux diélectriques et ils sont donc 
polarisables .ils sont le siège d’un champ électrique interne s’ils sont soumis à un champ 
externe, caractérisé par un paramètre déterminant à l’échelle macroscopique qui est la 
constante diélectrique ɛ. [I.16] Les semiconducteurs sont alors des matériaux polarisables 
pouvant conduire de l’électricité conjuguant ainsi les propriétés des conducteurs et des 
diélectriques. 
I.5.1. La Fonction diélectrique  
Présentant un champ électrique, Cette polarisation créée dans le milieu diélectrique 
intervient dans des phénomènes mettant en jeu des ondes électromagnétiques, comme la 
lumière. [I.17] Les équations de Maxwell permettent alors de montrer que la partie réelle 
de la susceptibilité électrique  modifie la vitesse c d'une onde lumineuse qui se propage 
dans le matériau par rapport à la vitesse c0 qu'elle aurait dans le vide selon la relation : 
c଴ = cඥ1 + ℜ(χ) (I.4) 
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Par analogie, cette relation est comparable à celle de l'indice de réfraction n d'un 
milieu ( ). Cela explique le phénomène de réfraction de la lumière. D'autre part, 
la partie imaginaire correspond à une absorption de la lumière par le matériau.  
Pour bien concrétiser le fonctionnement physique d’un diélectrique, on peut le 
schématiser comme une "boîte noire" ayant à l'entrée un signal sous la forme d'un champ 
électrique alternatif E et on observe la sortie comme indiqué dans la figure ci-dessous. 
L’entrée serait une tension simple alternance dans le cas du condensateur et serait une 




Fig.I.15. La réponse d’un diélctrique à une excitation alternative . 
  Si l’entrée est une superposition de plusieurs , alors on l’écrit sous forme de 
decomposition de fourier comme suit : 
 E୧୬ = E୧୬ ∗ exp (iϖt) (I.5) 
Le diélectrique suit linéairement et la sortie aura la même forme comme suit : 
 E୭୳୲ = E୭୳୲ ∗ exp (i(ϖt + ϕ)) (I.6) 
Qu’on peut l’écrire sous cette forme plus simple comme suit : 
 E୭୳୲ = f(ϖ) ∗ E୧୬ (I.7) 
Où : f(ω) est appelée la fonction diélectrique du matériau exprimant la relation entre son 
entrée et sa sortie, qu’on peut écrire comme suit : [I.18] 
 ε(ϖ) = εᇱ(ϖ) + j ∗ εᇱᇱ(ϖ) (I.8) 

















Chapitre I Généralités sur les semiconducteurs et leurs alliages  
19 
Avec :   les conditions aux limites comme suit : 
εᇱ(ϖ = 0) = εୗ  (I.11) 
εᇱ(ϖ = ∞) = εஶ 
La variation de la fonction diélectrique en fonction de la fréquence est illustrée sur la 






Fig.I.16. La variation de la constante diéletrique en fonction de la fréquence. 
I.5.2. La relation entre un diélectrique et l’indice de refraction 
En frappant un matériau diélectrique avec un rayon avec un certain angle, plusieurs 
phénomènes se produisent en se basant sur les principes de l’optique, et la réaction du 
matériau dépendra énormément de sa nature comme le montre la figure ci-dessous. 
Fig.I.17. La relation entre l’optique et le diélectrique. 
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Sachant que l’indice de réfraction n est proportionnel à la racine carrée de la 
constante diélectrique ɛ comme suit : [I.19] 
 2/1n   (I.12) 
 Et sachant aussi que cette fonction diélectrique est complexe, l’indice s’écrit alors 
comme suit : 
 jkn*n    (I.13) 
De la relation (1-5), on peut écrire ceci : 
 ''j')jkn()n( 22*    (I.14) 
D’après tout ce qu’on a vu, on peut dire qu’un diélectrique ne répond pas aux 
excitations de haute fréquence, et ceci doit être pris en compte lors du choix du matériau et 
de l’application à laquelle il est choisi. 
I.6. Les propriétés structurales des semiconducteurs 
La formation d’un matériau est une structure complexe dans l’espace réciproque 
dont la première zone de Brillouin [I.20] qui est représentée ci-dessous. De cette 
complexité de structure découle une complexité de la structure de bandes d’énergie des 
semiconducteurs comme illustré ci-dessous dans la même figure. 
Fig.I.18. La relation entre la structure cristalline et la structure de bandes des 
matériaux semiconducteurs 
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Les bandes peuvent avoir plusieurs extrema et peuvent être dégénérées à certains 
endroits de la zone de Brillouin. Et delà, on obtient les semiconducteurs à un gap direct ou 
indirect. 
I.6.1. La structure cristalline 
Un grand nombre de solides se cristallisent dans une structure périodique. 
L'immense majorité des semi-conducteurs utilisés dans les applications électroniques (Si, 
Ge) ou optoélectroniques (composés III-V comme le GaAs ou GaP ) sont basés sur la 
même structure cristallographique formant un cristal avec arrangement Zinc blende dite  
aussi  sphalérite , comme le montre la figure ci-dessous .  
Les atomes du réseau sont à liaisons tétraédriques se décomposant en deux sous 
réseaux cubiques faces centrées décalés l’un par rapport l’autre par un quart de la 
diagonale du cube d'une valeur de (a/4,a/4,a/4), a étant le paramètre cristallin, c'est-a-dire 







Fig.I.19. La structure zinc blend des matériaux semiconducteurs. 
Certains composés semiconducteurs II-VI (comme ZnSe ) cristallisent en deux 
structures l’une cubique zinc blende, la plus stable et la plus utilisée, et l’autre hexagonale, 
dite aussi wurtzite. 
A partir du réseau cristallin, on définit le réseau réciproque, qui est le système de 
coordonnées [énergie - vecteur d'onde] dans lequel on représente les variations des 
fréquences de vibrations du réseau cristallin ou de l’énergie des états électroniques en 
fonction du vecteur d'onde k caractérisant la propagation de 1'onde considérée (de nature 
vibrationnelle ou électronique).  
Le réseau réciproque associé à la structure de type zinc-blende est cubique centré. 
Sa maille élémentaire correspond à la première zone dite de Brillouin. Elle présente un 
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centre de symétrie Γ à 1'origine (k=0), et un certain nombre d'axes de symétries, trois axes 
équivalents <100> coupant le bord de la zone de Brillouin aux points X, et quatre axes 
équivalents <111> avec les points correspondants L. 
Les alliages cristallisant dans la structure Zinc-blende sont des cristaux simples 
manquant d’un centre de symétrie. Cette structure présente un taux de compacité d'ordre 
0.35 (taux de remplissage). Elle est donc considérée comme étant une structure ouverte, 
d'où la possibilité d'insérer autres atomes légers [I.21]. Donc il devient possible d’avoir 
des alliages de tout type aux propriétés différentes généralement mieux que celles de ses 
constituants. D’après la théorie des alliages, le paramètre du réseau, un paramètre très 
important lors de la croissance des matériaux semiconducteurs, est ajustable, donc, on peut 
jouer sur la structure. 
I.6.2. Le paramètre du réseau 
Les chercheurs explorent continuellement de nouvelles techniques afin de répondre 
à la demande sans cesse croissante de nouveaux produits. Ce développement exige la 
maîtrise des matériaux utilisés dans la conception des composants. La plupart de ces 
matériaux sont obtenus par alliage sur des substrats standard. Ils pourraient à priori couvrir 
une large gamme de compositions et donc d’applications comme le montre la figure ci-
dessous.  
Fig.I.20. La longueur d’onde, le gap énergétique et le paramètre du réseau des 
matériaux semiconducteurs  les plus communs. 
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La majorité des matériaux semiconducteurs utilisés dans l’électronique cristallisent 
dans le system cubique, alors le réseau est alors entièrement défini par une seule grandeur 
dite a qui est la constante du réseau ou le paramètre de maille cristalline.Le paramètre de 
maille d’une structure dépend de la nature des éléments chimiques mis en jeu. Une maille 
cristalline est d’autant plus grande que le numéro atomique des éléments la constituant est 
grand. [I.22] 
 Dans la structure cristalline, il existe des axes où l’on ne rencontre aucune liaison, 
permettant alors l’implantation de dopants favorisant le contrôle de certaines propriétés du 
matériau sans le modifier pour autant.Ainsi dans le cas d’une structure donnée, 
l’incorporation d’indium, par exemple, dans la maille cristalline augmente le paramètre de 
maille. Le choix des matériaux pour une application donnée doit nécessairement mener à 
des compromis. Pour les applications industrielles les critères économiques s’ajoutent en 
plus des considérations techniques. Opter pour une application électronique veut dire, par 
exemple, choisir une longueur d’onde de fonctionnement.  
Le critère de choix d’un composé semiconducteur  est basé sur la possibilité qu’il 
possède d’incorporer d’autres éléments en fonction du rapport entre le paramètre du réseau 
et les dimensions des atomes qui le constituent, et ainsi pouvoir étendre sa gamme de 
longueurs d’onde sur un domaine plus large en fonction, bien sûr , des atomes incorporés 
et du taux d’incorporation. 
La possibilité de  réaliser des alliages ternaires  ,quaternaires ou quasi binaires 
ouvre la possibilité de  réaliser  des  matériaux dont  la  largeur de bande  interdite, et donc  
les propriétés optiques,  varient dans une  très  large gamme de  longueurs d’onde. Le 
paramètre de réseau, lui aussi, est fonction de la composition offrant plus de flexibilité 
dans le choix de tel ou tel matériau semiconducteur pour une application donnée selon le 
domaine d’utilisation.  
Le choix du paramètre de maille de l’alliage en fonction de la composition x bien 
sûr et en restant toujours dans l’intervalle des valeurs des paramètres des composés 











Fig.I.21. L’ajustement du parametre de maille en fonction de la composition x. 
En choississant un alliage donné avec un parametre de maille a, on peut avoir une 
idée sur le gap associé et ainsi la longueur d’onde absorbée ou émise. 
I.7. Quelques applications des propriétés des semiconducteurs 
 L’avènement de l’ère du semiconducteur a révolutionné le développement 
technologique, ils sont utilisés dans un large éventail d'appareillages. Le rythme 
vertigineux des percées technologiques survenues dans le domaine des semi-conducteurs a 
donné lieu à des systèmes électroniques de plus en plus complexes. [I.23] 
Comprendre les concepts de base des semiconducteurs et leurs comportements 
microscopiques et l’utiliser à l’échelle macroscopique pour donner naissance à des 
dispositifs électroniques avec des performances compétitives. Selon la propriété utilisée, 
on va exposer quelques dispositifs déjà conçus.  
I.7.1. Les applications en électronique 
Utiliser la propriété majeure des semiconducteurs qui est le contrôle de la 
conductivité pour réaliser soit des diodes, en tant qu’interrupteurs, régulateurs, soit des 
transistors, en tant qu’amplificateurs, switchs, suiveurs, ou soit des varistances en tant que 
résistance réglable. [I.24] 
I.7.2. Les applications optoélectroniques 
Les matériaux semiconducteurs interviennent dans la construction de détecteurs de 
rayonnement lumineux et de sources de radiation spontanée ou stimulée, la figure ci-
dessous montre les trois phénomènes ainsi que leurs domaines d’applications. [I.25] 
 






Fig.I.22. Les propriétés optiques des semiconducteurs et leurs applications. 
Dans ces applications, on exploite la réaction des semiconducteurs à une excitation 
lumineuse. Les électrons du matériau sont mis en jeu soit par perte soit  par gain de 
photon. Dans ce cas là, on peut citer plusieurs dispositifs selon le phénomène utilisé dans 
le matériau. 
a. Détecteurs de radiation électromagnétique 
Le principe de base repose sur la création d’une paire électron –trou en illuminant 
un  matériau semiconducteur utilisé selon son gap c.-à-d. selon la longueur d’onde du 
rayonnement à détecter comme le montre le schéma ci-dessous 
Fig.I.23. Le principe de la photoconduction dans les semiconducteurs. 
On peut citer plusieurs dispositifs mettant à profit ce phénomène tels que  les 
détecteurs UV, détecteurs photovoltaïques et bien sûr, il y en a plusieurs qu’on ne peut 
énumérer dans ce contexte. [I.26] 
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a.1. Détecteurs d’ultra violet 
Les rayons Ultra Violet ont une grande longueur d'onde d’une valeur de 280nm, 
sont produits par Le soleil en  grandes quantités. La couche d'ozone en absorbe une grande 
partie, le reste pénètre l’atmosphère. [I.27] 
Les détecteurs de rayonnement UV sont capables de déceler des rayonnements 
entre 265 nm et 280 nm, la plage des UV présentant le moins de parasites.  
Ces détecteurs trouvent leurs applications dans les deux secteurs, le militaire et  le 
civile. On peut les utiliser soit comme : 
 dosimètre personnel dans les milieux riches en UV 
 détecteurs d’incendies,  
 identification ou guidage des missiles par leurs traces.  
Les photo-détecteurs disponibles actuellement sont à la base de matériaux  ayant 
des gaps couvrant les UV en terme de longueurs d’ondes, par exemple ,un film mince de 
diamant dont le gap Eg est de 5,4 eV , l’équivalent d’une longueur d’onde de 230nm , ou 
d’un film de SiC dont le gap Eg est de 2,9 eV , l’équivalent d’une longueur d’onde de  
430nm ; néanmoins l’usage d’un filtrage est nécessaire car ces dispositifs ne possèdent pas 
une sélectivité précise des UV. Les nitrures d'éléments de la colonne III présente un fort 
intérêt pour la détection optique grâce à leurs gaps énergétiques variant entre 1,9 eV 
(650nm) et 6,2 eV (200nm). En utilisant les alliages, une combinaison des éléments III-V 
a donné naissance à de bons détecteurs et surtout qu’ils sont stables dans des 
environnements physiques et chimiques à risque. 
a.2. Les détecteurs photovoltaïques [I.28]  
Les détecteurs photovoltaïques occupent une place privilégiée dans la conversion 
de l’énergie lumineuse en une énergie électrique. [I.29] Ces détecteurs exploitent les 
caractéristiques de la jonction PN. Les paires électron-trou créées par absorption de 
photons sont séparés par le champ électrique existant dans la jonction donnant lieu à une 
certaine différence de potentielle DDP aux bornes du semiconducteur utilisé. Cette DDP 
est proportionnelle au flux des photons absorbés bien suur.une fois le circuit est fermé, un 
courant I s’établit, comme le montre la figure  ci-dessus. 







Fig.I.24. L’absorption d’un photon dans la zone de déplétion d’une jonction PN 
b. Les émetteurs de radiation électromagnétique 
Plus de 70 ans, l’émission d'une radiation électromagnétique par un 
semiconducteutr, selon l’excitation utilisée, fût constatée et dont l’explication a été donnée 






Fig.I.25. La variation de la longueur d'onde en fonction du gap du SC. 
Chapitre I Généralités sur les semiconducteurs et leurs alliages  
28 
Sous certaines conditions, la recombinaison de porteurs de charge provoque 
l'émission d'une radiation lumineuse. Afin d'obtenir une émission en quantité suffisante, le 
matériau de base dans lequel est formée la jonction, est dopé jusqu'à la dégénérescence.  
La longueur d’onde du rayonnement émis est déterminée par la largeur de la bande 
interdite et dépend donc du matériau utilisé. Toutes les valeurs du spectre lumineux 
peuvent être atteintes avec les matériaux actuels. La figure ci-dessus donne la variation des 
longueurs d’ondes des émissions de certains semiconducteurs les plus utilisés en fonction 
de l’énergie. L’utilisation de ce phénomène a été exploité dans  plusieurs applications, tels 
que l’éclairage, l’affichage , signalisation avec des conditions d’utilisations simples , un 
meilleur  rendement et des performances remarquables relativement, bien sûr, aux autres 
composants utilisés dans le même domaine vis-à-vis du rapport entre l’énergie dissipée et 
l’énergie lumineuse émise. 
b.1.Les diodes électroluminescentes 
Le choix d’un matériau semiconducteur pour une diode électroluminescente (DEL) 
dépend de la longueur d’onde d’émission désirée qui est en relation directe avec la valeur du 
gap du matériau et de sa nature pour avoir un rendement élevé. Une diode 
électroluminescente, généralement appelées les DEL ou LED (de l'anglais light-emitting 
diode), est l’un des composants optoélectroniques les plus connus, capable d’émettre de la 
lumière une fois mise en circuit.[I.31] Étant une diode, les LED sont unidirectionnelles ne 
laisse passer le courant électrique que dans un seul sens comme le montre la figure ci-
dessous , de plus elle produit un rayonnement monochromatique ou polychromatique en 





Fig.I.26. Les diodes électroluminescentes et leurs symboles électroniques. 
Les LED sont utilisées dans le domaine des communications courtes distances 
(Infra Rouge sur fibres optiques), l'éclairage général, aussi dans la construction des écrans  
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de télévision plats et comme source d'illumination principale dans les écrans de télévision 









Fig.I.27. L’utilisation des OLEDs dans la construction desc écrans. 
b.2. Les lasers  
Pour réaliser des composants optoélectroniques efficaces, il faut favoriser certains 
phénomènes par rapport aux autres, par exemple, favoriser les recombinaisons radiatives, 
pour avoir soit absorption ou émission spontanées. En utilisant le phénomène de 
l’émission en le stimulant, on a pu créer ce qu’on appelle les lasers qui sont d’une très 
large utilisation et dans tous les domaines. [I.32] La diode Laser, encore appelée Laser à 
semiconducteurs, Laser à injection, Laser à jonction, Laser à hétérojonctions, Laser à puits 
quantiques ou même Laser à diode dit LD est une diode à semiconducteur, précisément 
une diode électroluminescente, conçue et utilisée de façon à exploiter 1'effet laser. 
L’émission stimulée ou un photon incident induit la recombinaison radiative d'une 
paire électron-trou. Le photon émis possède la même phase et la même direction que le 
photon incident.C'est le mécanisme découvert par Einstein en 1917 par lequel le 
rayonnement peut être amplifié et qui est exploité dans tout type de laser. 
Les diodes Laser sont très utilisées comme convertisseurs de signaux du domaine 
électronique dans le traitement et stockage des informations et au domaine optique (ou 
photonique) dans leur transmission.  La modulation de la porteuse optique par les signaux 
électriques se fait directement par le courant injecté. Cette de modulation directe est 
différente de la modulation externe qui s’effectue dans un composant modulateur 
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spécifique, Leur intérêt dans ces domaines réside dans cette technique utilisée qui est plus 
économique en coût de composants comme de puissance et de commande.  
 En s’appuyant sur de nouveaux concepts, il est possible de contourner certaines 
limitations des sources d’émissions. Par exemple, l’absence de sources dans la région 
spectrale 3-5 µm du moyen infrarouge qui est très intéressante du point de vue des 
applications constituant une fenêtre de transparence de l’atmosphère pour les 
transmissions optiques, ne tient qu’à des limitations fondamentales. [I.33] 
I.8. Conclusion 
Pour comprendre le fonctionnement des composants électroniques réalisés à l'aide 
des matériaux ou alliages semi-conducteurs, il nous faut connaitre la théorie des atomes. 
Ainsi les propriétés d'un matériau sont fonction des   populations électroniques des 
différentes bandes permises. La conduction électrique résulte du déplacement des 
électrons à l'intérieur de chaque bande. Les semiconducteurs se comportent en fonction de 
la population d'électrons et de trous dans chacune des bandes de conduction et de valence. 
Et de ce fait, les semiconducteurs se distinguent des autres solides par leurs propriétés très 
différentes, l’intérêt vient du fait que l’on sait très bien contrôler ces propriétés par une 
excitation externe contrôlable par l’utilisateur (dopage, champ électrique, onde 
électromagnétique etc. …). 
 L’avènement des alliages semiconducteurs, le contrôle des propriétés est plus vaste 
du fait que l’on peut ajuster ces propriétés en fonction des paramètres stœchiométriques 
ouvrant ainsi un large domaine d’applications microélectroniques et optoélectroniques.  
L’optoélectronique des semiconducteurs repose sur les phénomènes quantiques 
élémentaires d’absorption et d’émission de photons. Ils sont associés à des transitions 
électroniques entre les états de la bande de valence, de conduction et d’impuretés. Les 
transitions directes ont une grande probabilité de réalisation, par contre les transitions 
indirectes sont bien moins probables. Les matériaux semiconducteurs présentent un riche 
éventail de propriétés optiques mises en valeurs dans de nombreuses applications 
pratiquent telles que les détecteurs de rayonnement lumineux et de sources de radiation 
spontanée ou stimulée comme les photoconducteurs, les photocathodes, les photodiodes, 
photovoltaïques, quant au domaine d’émission, on peut citer les diodes 
électroluminescentes, les lasers à injection, l’affichage, les télécommunications, etc.  
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La réalisation de dispositifs adaptés aux exigences repose sur les atouts des 
domaines étendus de la variation de la composition chimique. L’avenir des matériaux 
semiconducteurs se voit très prometteur et on est dans l’axe de la fabrication de petits 
dispositifs plus puissants et plus rentables, vers une technologie plus rapide, plus efficace 
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Chapitre II : La théorie des bandes d’énergie et des alliages 
semiconducteurs  
II.1. Introduction  
 Pour comprendre le comportement apparent des semiconducteurs aux différentes 
sollicitations externes, il faut bien aller au delà du macroscopique et ceci en détaillant les 
concepts théoriques des bandes d’énergie. L’étude de l’électron libre existant seul sans 
aucune interaction est la base du modèle pour reproduire le comportement réel d’un 
semiconduteur. [II.1] 
II.2. Définition de la théorie des bandes 
 La théorie des bandes n’est qu’une modélisation des valeurs d’énergie permises 
pour les électrons dans un solide ne pouvant occuper que certaines valeurs d’énergie 
comprises dans certains intervalles qui sont eux même séparées par d’autres dites 
interdites. Cette  modélisation nous amène à  ce qu’on appelle les bandes d’énergie ou les 
structures de bandes. Cette modélisation explique clairement la différence de 
comportement entre les différents matériaux. [II.2] 
II.3. Niveaux d’énergie d’un atome isolé 
   Définis par la mécanique quantique, les électrons d’un atome isolé gravitent autour 
du noyau occupant certains niveaux d’énergie. Ces niveaux étant quantifiés ne pouvant 
prendre que deux électrons de spin opposés  par niveau, selon bien sûr le principe de 
Pauli. Le remplissage des électrons se fait par couche dont les niveaux d’énergie sont très 
rapprochés les uns des autres. Dans la couche n, il y a n2. niveaux possibles recevant deux 
électrons chacun, autrement dit, 2n2 électrons par couche.  
II.4. Niveaux d’énergie d’un solide 
II.4.1.Ondes et particules 
Basé sur la mécanique quantique, chaque électron est associé à une onde de même 
vitesse que la particule elle-même et de longueur d‘onde λ en relation avec la quantité de 
mouvement p de la particule selon la formule de De Broglie comme suit : 
λ = h pൗ   (II.1) 
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Avec  h     la constante de Planck. 
De même, chaque système  quantique est caractérisé par une fonction d’onde qui 
est solution de l’équation de Schrödinger qui donne une série d’énergie discrète pour le 
cas d’un atome isolé. 
II.4.2.Structures de bandes d’un édifice cristallin 
 Dans un solide, où les atomes sont arrangés selon un réseau périodique, chaque 
atome donne naissance à une multitude de niveaux très rapprochés qui pourront être 
occupés par une paire d’électrons de spin opposés. Vu le grand nombre d’états possibles, 
ces niveaux  d’énergie permis  se voient comme de bandes continues tout en étant séparées 
par d’autres interdites correspondant à des niveaux d’énergies qu’un électron ne peut 








Fig. II.1. La structure de bandes des électrons libres et d’électrons dans un cristal. 
 Cette répartition dépend énormément de la température et  obéit à la statistique de 
Fermi-Dirac. 
II.5. Statistique de Fermi-Dirac 
II.5.1.Niveau de Fermi 
La valeur de l’énergie dite de Fermi  EF  représente la limite entre  les états libres et 
les occupés tels que tous les niveaux  
E < EF   sont occupés et     E > EF      sont libres au zéro absolu. 
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L’agitation thérmique des atomes donne de l’énergie aux électrons leurs permettent 
d’accéder aux niveaux supérieurs qui sont libres , comme dans le cas des conducteurs. 
Cette répartition électroniqueest est régie par une probabilité d’occupation dite statistique 







                                              (II.2) 
Avec KT=26x10-3 ev à30 K 
II.5.2.Conséquences pour les matériaux 
a.Cas d’un isolant 
 Dans ce cas, le niveau de Fermi est situé dans la bande interdite qui est très large 
pour être franchie par les électrons de bas niveau énergétique, comme pour le diamant 
dont le gap est de 16 à 17 ev, même en appliquant un champ électrique , l’énergie des 
électrons ne être accrue et le matériau est dit alors un isolant. 
b.Cas d’un conducteur 
 À température ambiante, les électrons se répartissent autour du niveau de fermi de 
tel sorte que leurs énergie peut être accrue au dépend d’un champ électrique appliqué, 
dans ce ca on dit que le matériau est dit conducteur. 
c.Cas d’un semiconducteur 
Pour les cas des semiconducteurs, le gap est intermédiaire de l’ordre de 1 ev (1,1 
ev pour le Si et de 0.7 ev pour le Ge).Dés que la température s’élève, certains électrons du 
bas niveau de la bande de valence passent à la bande de conduction laissat un trou 







                                              (II.3) 
Avec        ∆W = Eେ − E୚           représentant le gap                             (II.4) 
Dans ce cas intrinsèque et à température ambiante, la densité des électrons n de 
conduction est similaire à celle des trous p mais reste toujours relativement faible pour 
être comparable à celle des conducteurs et elle est donnée comme suit : 
Chapitre II La théorie des bandes et des alliages  SCs 
37 
 
n = p = n୧                             (II.5)            
np = n୧
ଶ = ܣܶଷ exp ቀ−
∆ௐ
௄்
ቁ                                                            (II.6) 
La figure ci-dessous explicite les trois cas des matériaux comme suit : 
Fig.II.2. La structure de bandes des matériaux  
Une fois dopé, une bande d’énergie très étroite est introduite à l’intérieur de la 
bande interdite prés de la bande de conduction dans le cas type N. Ces niveau  donneurs 
sont occupés par des électrons en excès et par facilement à la bande de conduction. 
On a toujours  le produit   np = n୧
ଶ  valable  avec Nd  nettement supérieur à la 




 est relativement faible. Ce qui 
fait que la conduction est faite primordialement les électrons qui sont majoritaires. 
Pour le type P, un niveau accepteur s’introduit  prés de la bande de valence. Les 
électrons de la bande de valence passent aisément à ce niveau, à température ambiante, 
laissant des trous derrière formant les porteurs de charge majoritaires et dans ce cas Na 




  est faible. La figure 
ci-dessus résume tous les cas étudiés. [II.4] 
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Fig.II.3. La structure de bandes des semiconducteurs dopés N et P 
II.6. La notion du gap direct et du gap indirect dans un semiconducteur  
Un semiconducteur est à gap direct si le maximum de la bande de valence et le 
minimum de la bande conduction peuvent correspondre au même vecteur d’onde k. Un 
semi conducteur est à gap indirect si le maximum de la bande de valence et le minimum 
de la bande de conduction ne correspondent pas au même vecteur d’onde k.  L’appellation 
gap « indirect » est justifiée par le fait que les électrons libres de la bande de conduction 
ont toujours tendance à se placer au minimum de la bande de conduction pour minimiser 
leur énergie. [II.5] 
En l’absence d’excitation extérieure (pas de photons incidents) ces électrons 
descendront dans la bande de valence en son sommet qui lui est toujours au centre de la 
zone de Brillouin. Pour descendre dans la bande de valence les électrons d’un 
semiconducteur à gap indirect doivent donc changer fortement leur quantité de 
mouvement. Ceci ne peut pas être fait qu’à partir de l’échange de quantité de mouvement 
avec les photons. La seule manière pour les électrons de modifier leur quantité de 
mouvement est de l’échanger avec les phonons. Ils descendront donc par l’intermédiaire 
d’un mécanisme additionnel. En ce sens la transition n’est pas directe ce qui justifie la 
terminologie. Lorsque les photons ont une énergie inférieure au gap direct, ils pourront 
être absorbés par transition électronique vers le minimum absolu de la bande de 
conduction pour autant que leur énergie soit supérieure au gap fondamental. Pour que de 
telles transitions puissent avoir lieu les électrons doivent, non seulement échanger leur 
énergie avec les photons, mais doivent aussi échanger leur quantité de mouvement avec un 
phonon qui sont toujours présents dépendant de l’agitation thermique du réseau cristallin, 
de telles transitions peuvent toujours avoir lieu.  
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Pour les semiconducteurs à gap direct, les électrons peuvent redescendre 
directement dans la bande de valence en émettant un photon (juste pour la conservation de 
l’énergie). Dans un semiconducteur à gap indirect, on a bien entendu aussi un gap direct 
d’énergie supérieure.  Mais, puisque ce sont les transitions obliques (c.-à-d., avec 
modification de quantité de mouvement) qui sont favorisées énergétiquement (les 
électrons se placent au minimum absolu de la bande de  conduction ) et qui  ont  donc lieu  
en pratique, on appelle le gap indirect le gap « fondamental » pour le différentier du gap 







Fig.II.4. le gap direct et le gap indirect dans un semiconducteur à gap indirect. 
La distinction entre les semi conducteurs à gap direct et indirect est très importante 
notamment dans les processus radiatifs. Les processus d'absorption ou d'émission sont 
considérablement plus importants dans les semi-conducteurs à gap direct que dans les 
semiconducteurs à gap indirect qui sont illustrés ci dessous. 
Fig.II.5. Les gaps directs et indirects. 
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L'interaction  du  rayonnement  avec  les  électrons  d'un  semiconducteur  se  
manifeste en trois processus selon la valeur de  l’énergie du rayonnement hc/λ par rapport 
au gap Eg,  
II.7. La classification des semiconduteurs  
Le germanium et le silicium sont les semiconducteurs typiques et leur technologie 
était la plus ancienne et la plus maîtrisé. Ils sont tétravalents appartenant à la colonne IVB 
du tableau périodique. [II.6] 
Les matériaux semi-conducteurs les plus communs sont des solides inorganiques 
cristallins tels que : 
• Semiconducteurs élémentaires : 
– simples : Si, Ge, (colonne IV) 
– complexes : Se (colonne VI) 
• Semiconducteurs composés : 
– binaires : GaAs (meilleur émetteur de lumière que le Si), GaN, SiGe . . . 
– alliages ternaires : AlxGa1−xAs (dispositifs optoélectroniques comme les 
diodes lasers, transistors particuliers) 
– alliages quaternaires : GaInAsP (diodes lasers) 
Plus récemment, certains solides organiques (notamment utilisés pour des écrans 
d’affichage souples). On peut les classer suivant les groupes des atomes qui les composent 
comme l’explique le tableau ci-dessous.On trouve une très grande variété de matériaux 
"semiconducteurs", construits avec des liaisons covalentes  (éléments du groupe IV), ou 
des liaisons qui deviennent de plus en plus ioniques quand on s'éloigne du groupe IV. 
[II.7] 
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Tab.II.1. La liste de certains semiconducteurs. 
D’autres semi-conducteurs existent ou ont été réalisés à partir des éléments des 
colonnes III et V, ou encore des colonnes II et VI, un morceau du tableau de Mendeleïev 














Tab.II.2. Les groupes des semiconducteurs. 
Les semiconducteurs de type II-VI sont constitués d’un élément de la colonne II de 
la classification périodique de Mendeleïev et d’un élément de la colonne VI. Certains 
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semi-conducteurs II-VI sont à petit gap alors que d’autres, comme ZnS, ZnSe sont à grand 
gap. La majorité sont à gap direct et sont donc utilisés dans des dispositifs 
optoélectroniques. [II.8] Quant aux matériaux semiconducteurs III-V sont fabriqués à 
partir d'un ou plusieurs éléments de la colonne III du tableau périodique des éléments 
(bore, aluminium, gallium, ...), et d'un ou plusieurs éléments de la colonne V (azote, 
phosphore, arsenic, antimoine, ...) tel que le phosphure de gallium (GaP). Les semi-
conducteurs III-V sont presque tous à gap direct et sont les champions des dispositifs 
optoélectroniques. Cependant, le gap reste toujours inférieur à 2 eV environ et on ne peut 
pas les considérer comme des matériaux grand gap. En particulier, le domaine visible n’est 
pas couvert par ces semi-conducteurs III-V classiques. Les semi-conducteurs III-V ont 
prouvé leur efficacité dans les dispositifs lasers dans les domaines du rouge et de 
l’infrarouge par contre les matériaux II-VI constituent de bons candidats pour la 
réalisation de dispositifs à courte longueur d’onde dans le domaine du bleu et de 
l’ultraviolet.  
L'étude des propriétés de ces matériaux et en particulier de la structure de bandes 
montre que parmi tous les composés binaires possibles, tous n'ont pas le même intérêt 
potentiel dû au manque de flexibilité du gap et de la fragilité du réseau cristallin lié au 
caractère ionique des liaisons (particulièrement dans les matériaux II-VI). 
Pour trouver un matériau semiconducteur taillé sur mesure pour une application 
telle (optiques) dépend essentiellement de notre capacité à personnalisez son gap 
énergétique.  Par exemple, Le matériau préféré pour les lasers à semi-conducteurs bleu-
vert est le GaN, mais son gap d'énergie le met dans la région de l'ultraviolet. Ceci peut être 
modifié en remplaçant certains atomes de gallium par des atomes d'indium, élément plus 
lourd réduisant le gap. 
L'intérêt pratique de ces semiconducteurs est considérablement renforcé par la 
possibilité de réaliser des alliages ternaires, quaternaires ou même quasi binaires plus 
rigides et d’améliorer la qualité de l’interface II-VI/III-V , tout en évitant de dégrader les 
propriétés des composés parents, où l’on peut ajuster les caractéristiques en jouant sur la 
composition x dans l’alliage et cette liberté ouvre grand la porte à de nouveaux matériaux 
aux propriétés sélectives selon l’utilisateur et selon l’application. [II.9]Plus récemment, les 
alliages quaternaires II-V ont été élaborés en vue de leur application dans le domaine des 
composants optoélectroniques dans le domaine de la région spectrale du bleu jusqu'au 
proche ultraviolet.  
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 En voulant garder le nombre maximal de constituants tout en étant plus simple que 
les quaternaires, une nouvelle classe des quasi binaires fût explorés ces dernières années, 
un alliage binaire à deux composés chacun, réunissant des composés de la classe II-V avec 
la classe II-IV, en essayant de profiter des deux gammes et peut être palier à certains 
inconvénients qui apparaissent dans les classes séparés .Tout ceci sera détaillé dans le 
chapitre quatre. 
II.8. La théorie des alliages 
Par alliage, on entend un mélange homogène de deux ou plusieurs matériaux 
uniquement réservé aux métaux et qui s'est très vite associée à d'autres matériaux, 
notamment les céramiques et les polymères. Peu après le développement des techniques 
modernes de la croissance cristalline et la purification des semi-conducteurs, plusieurs 
alliages binaires, ternaires et quaternaires ont été réalisés. L'utilisation de ces derniers dans 
les domaines de la microélectronique et l'optoélectronique a encouragé les chercheurs à 
développer le côté théorique ainsi que l’expérimental. [II.10] 
Certains composés semiconducteurs sont des matériaux très intéressants pour leurs 
propriétés électroniques (mobilité des charges) et optoélectroniques (gap direct).pour faire 
varier ces propriétés, il faut jouer sur la structure électronique et ajuster la largeur de la 
bande interdite. Ceci est réalisé à l’aide d’alliages. Les domaines étendus de la 
composition chimique variable sont des atouts pour la réalisation de dispositifs adaptés 
aux exigences. Le progrès effectué dans les différents domaines par les chimistes, les 
physiciens et technologistes a contribué d'une manière efficace à l'étude et à la fabrication 
des matériaux parmi eux les alliages semi-conducteurs III-V et II-VI. 
II.8.1. Notions de base sur les solutions solides 
 La dissolution des substances solides dans des solvants se comprend intuitivement, 
mais la solubilité d’un solide dans un autre est un cas parfaitement analogue difficile à 
saisir. Le mélange de deux éléments A et B à l’état solide forme ce qu’on appelle une 
solution solide dont l’élément mineur est le soluté, l’autre étant le solvant.Les solutions 
solides sont les phases solides d’un alliage où les concentrations relatives des constituants 
est variable à l’échelle microscopique sans pour autant altérer leur homogénéité à l’échelle 
macroscopique.  [II.11] 
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On distingue différents alliages selon le nombre d’atomes mis en jeu .On peut citer 
par exemple : 
 les binaires de la forme Ax B1-x  où x représente le taux de substitution d’atomes de 
A dans B. si x est compris entre 0 et 1 alors, on dit qu’il ya une totale miscibilité 
entre A et B par contre si x est compris entre 0 et une valeur c, on dit qu’il y a  une 
miscibilité partielle. 
 les  ternaires de la forme Ax B1-x C 
 les quaternaires de la forme Ax B1-x Cy D1-y  Ce type d'alliages semi-conducteurs fait 
intervenir quatre composés binaires et  caractérisé par la présence de deux 
coefficients stœchiométriques x et y. 
 les quasi binaires de la forme ( AB )x ( CD )1-x  ce type d’alliages présentent quatre 
composés binaires mais sous forme d’alliages binaires faisant intervenir un seul  
coefficient stœchiométrique.  
On distingue différentes façons d’aboutir à une solution solide, on cite :  [II.12] 
-les solutions solides de substitution où les atomes du solvant sont remplacés, dans 
les nœuds du réseau, par des atomes du soluté.   
-les solutions solides d’insertion où les atomes du soluté se trouvent place dans les 
sites interstitiels du réseau du solvant à condition que les dimensions soient plus petites 
par rapport à ceux du solvant limitant ainsi la solubilité selon cette procédure.  [II.13] 
-les solutions solides lacunaires où la dissolution d’un constituant se fait en créant 
des lacunes dans le sous réseau de l’autre. 
-les alliages amorphes dans le cas des verres où la cristallisation ne se produit 
qu’après une certaine température.  









Fig.II.6. Les cas possibles des solutions solides. 
Les solutions solides peuvent être des systèmes ordonnés dans le cas où les atomes 
d’un constituant occupent leurs sites périodiquement limitant ainsi le domaine des 
concentrations. Par contre les systèmes désordonnés présentent des plages de 
concentration plus étendues vu le caractère aléatoire d’occupation des sites par les atomes 






Fig.II.7. Les différents systèmes des solutions solides 
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Certains paramètres qui sont nécessaires mais pas suffisants tels que le facteur de 
taille, le facteur d’électronégativité et le facteur de valence conditionnent l’apparition des 
solutions solides. 
II.8.2. La structure de bandes des solutions solides 
 La périodicité du cristal par translation du motif élémentaire est la base de la 
structure de bandes des solides, mais il se trouve que cette notion est préservée lorsque 
cette périodicité est détruite . [II.14] Le désordre associé à l’alliage décale les niveaux 
d’énergie sans changement de leur largeur. Par contre leurs propriétés sont fortement liées 
à la composition molaire x.  
II.8.3. L'approximation du cristal virtuel (V.C.A) 
 Cette approche est la plus utilisée pour sa simplicité d’application tout en assurant 
des résultats s’accordant aux données expérimentales. 
II.8.3.1. Pour un alliage binaire de la forme AxB1-x 
 Cette approche postule que l’alliage est presque un réseau périodique 
monoatomique (virtuellement) ayant un potentiel moyen . [II.15] 
 l’hamiltonien dans la VCA et donné par la formule suivante : 
 H = ቂ−
ℏమ
ଶ୫
∇ଶ + V୆(r)ቃ + x[V୅(r) − V୆(r)] (II.7) 
 H = − ℏ
మ
ଶ୫
∇ଶ + xV୅(r) + (1 − x)V୆(r) (II.8) 
Où VA  et VB  étant les potentiels des constituants A et B. 
Plusieurs méthodes ont été appliquées pour l'étude des propriétés optiques et 
électroniques des alliages semi-conducteurs (III-V, II-VI, ...) mais l’E.P.M couplée avec 
l'approche du cristal virtuel V.C.A  reste la plus utilisée vue sa simplicité tout en  offrant 
des résultats compatibles avec les données expérimentales . 
II.8.3.1.1. La dépendance en composition 
 Les alliages ne sont pas traités comme un nouveau composé à part entière, mais 
comme un composé intermédiaire entre ses constituants ainsi que leurs propriétés qui se  
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déduisent par une interpolation linéaire en fonction des deux constituants comme suit : 
[II.16] 
 T(x) = xT୅ + (1 − x)T୆ (II.9) 
 T(x) = T୆ + (T୅ − T୆)x (II.10) 
Où  T est le paramètre physique (TA  et TB étant les paramètres physiques des constituants 
A et B).  
x la composition molaire 
Les premiers travaux ont montrés que la constante du réseau de l’alliage a(x) suit 
la loi dite de Végard comme suit : [II.17] 
 a(x) = xa୅ + (1 − x)a୆ (II.11) 
Où :  aA et aB   les constantes du réseau des constituants A et B. 
 Certaines propriétés des alliages dévient de l’interpolation linéaire vers une autre 
quadratique de la forme : 
 T(x) = xT୅ + (1 − x)T୆ + dx(1 − x) (II.12) 
 T(x) = a + bx + cxଶ  (II.13) 
Où : a =TB ,  b =TA-TB+c  et c =-d 
Le paramètre de non linéarité ‘’c’’  est nommé le paramètre de courbure où le 
bowing. Sachant que la VCA néglige l’effet du désordre, ce paramètre est très différent de 
celui donné par l’expérience. 
Pour pallier à ce désaccord, le bowing est calculé différemment comme suit : 
 cୣ୶୮ = c୧ + cୣ (II.14) 
Tel que le ci est dit le bowing intrinsèque dû à la VCA Et le ce  est dit le bowing 
extrinsèque dû au désordre.  
Contrairement à la tendance de la constante du réseau a(x) qui est une moyenne 
pondérée a(x), on a constaté que les gaps d'énergies dévient considérablement de la 
moyenne des gaps d'énergies de ces constituants qui est comme suit :  
 E୥(x) = xE୅ + (1 − x)E୆ (II.15) 
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En effet, plusieurs mesures expérimentales de l'énergie Eg(x) peuvent être 
interpolées sous la forme quadratique suivante :  
 E୥(x) = xE୅ + (1 − x)E୆ + Cx(1 − x) (II.16) 
Où C est le paramètre de courbure optique. 
Le paramètre de courbure optique C des gaps d'énergie est généralement positif  
[II.18] sauf quelques exceptions pour quelques alliages où on le trouve négatif. 
II.8.3.1.2. Le potentiel du désordre effectif 
Le potentiel du désordre d’une distribution des atomes des constituants dans un 
alliage est donné comme suit selon Balderescki et Maschke  :  [II.19] 
 Vୢéୱ = (1 − x) ∑ Δ൫r − R୨൯ − x ∑ Δ(r − R୨)୨ా୨ఽ  (II.17) 
Avec : Δ(r) = V୅(r) − V୆(r) (II.18) 
jA et jB   indiquent que la sommation est sur les sites des molécules A et B 
respectivement. 
 Pour la VCA, on avait pris les approximations suivantes de telle façon à annuler 
l’effet du désordre : 
 ∑ Δ൫r − R୨൯ = x ∑ Δ(r − R୨)୨୨ఽ    (II.19) 
 ∑ Δ൫r − R୨൯ = (1 − x) ∑ Δ(r − R୨)୨୨ా  (II.20) 
Pour corriger ceci, on introduit α et β nommées fonctions du désordre dépendant de 
la fraction molaire x. Les approximations prennent la forme suivante : 
 ∑ Δ൫r − R୨൯ = αx ∑ Δ(r − R୨)୨୨ఽ  (II.21) 
 ∑ Δ൫r − R୨൯ = β(1 − x) ∑ Δ(r − R୨)୨୨ా  (II.22) 
Le potentiel du désordre devient alors comme suit : 
 Vୢéୱ = (α − β)x(1 − x) ∑ Δ(r − R୨)୨  (II.23) 
Au fil des années, plusieurs approximations ont été faites sur le terme (α-β), seule 
qui a donné des résultats s’accordant avec l’expérience tout en ayant une explication 
physique de l’approximation prise a été retenue. Enfin, le potentiel du désordre effectif a 
pris l’expression suivante : 
 Vୢéୱ(r) = −P(x(1 − x))ଵ/ଶ ∑ Δ(r − R୨)୨   (II.24) 
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Avec :   P un terme ajustable pour donner un meilleur bowing 
II.8.3.1.3. L’approximation du cristal virtuel améliorée (VCAA) 
 Dans les années soixante dix, Baldereschi et Maschke ont traité l’effet du désordre 
compositionnel comme une perturbation mais restant toujours incapable d’expliquer le 
paramètre de courbure [II.20]. Les efforts requis pour cette méthode sont importants 
rendant son application assez difficile.  Dans l’approximation du cristal virtuel améliorée 
VCAA, le potentiel dû au désordre compositionnel est ajouté au potentiel périodique du 
cristal, le pseudopotentiel du système devient [II.21] : 
 V(r) = V୚େ୅ + Vୢéୱ (II.25) 
 V(r) = V୚େ୅ − P(x(1 − x))ଵ/ଶ ∑ Δ(r − R୨)୨  (II.26) 
Où : VVCA  le potentiel périodique du cristal virtuel. 
Vdés le potentiel non périodique dû au désordre compositionnel. 
L’équation (I-18) peut être écrite sous une forme plus étendue comme suit [II.22]  :  
 V(r) = xV୅(r) + (1 − x)V୆(r) − P[x(1 − x)]ଵ/ଶ[V୅ − V୆]  (II.27) 
En termes de séries de Fourier, le potentiel V( r ) devient alors comme suit : 
 V(r) = ∑ V(G)exp (iG. r)ୋ   (II.28) 
Avec  GV  est le facteur de forme donné par : 
 V(G) = xV୅(G) + (1 − x)V୆(G) − P[x(1 − x)]ଵ/ଶ[V୅(G) − V୆(G)]  (II.29)  
VA(G) et VB(G)  sont les facteurs de formes des constituants de l’alliage. 
II.8.3.2. Pour un alliage ternaire de la forme AxB1-x C  [II.23] 
Dans le cas d’un alliage ternaire, on le considère composé de molécules AC avec la 
fraction molaire x et de molécules BC avec la fraction (1-x).tout le raisonnement fait pour 
les binaires sont les mêmes pour les ternaires avec une certaine adaptation bien sur de 
formules aux composés constituants. Pour la propriété physique d’un alliage ternaire est 
comme suit : 
T(x) = xT୅େ + (1 − x)T୆େ (II.30) 
Où TAC et TBC étant les paramètres physiques des constituants binaires AC et BC.  
La constante du réseau de l’alliage est une moyenne de leurs composés binaires 
comme suit : 
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 a(x) = xa୅େ + (1 − x)a୆େ  (II.31) 
Où : aAC  est la constante du réseau du composé AC 
 Et  aBC  est la constante du réseau du composé BC 
Pour le gap énergétique de l’alliage ternaire est donné par : 
 E୥(x) = xE୅େ + (1 − x)E୆ୡ + C x (1 − x) (II.32) 
Où EAC est le gap du composé AC 
Et EBC est le gap du composé BC 
 Le modèle local empirique du pseudopotentiel couplé avec l’approche VCAA 
donne les expressions suivantes : 
 V(r) = V୚େ୅ + Vୢéୱ  (II.33) 
 V(r) = V୚େ୅ − P[x(1 − x)]ଵ/ଶ ∑ Δ(r − R୨)୨  (II.34) 
 V(r) = xV୅େ(r) + (1 − x)V୆େ(r) − P[x(1 − x)]ଵ/ଶ[V୅େ − V୆େ] (II.35) 
L’expression sous une forme plus condensée, en termes de séries de Fourier,V( r ) 
devient : 
 V(r) = ∑ V(G)exp (iG. r)ୋ  (II.36) 
Avec V(G) est le facteur de forme donné par : 
 V(G) = xV୅େ(G) + (1 − x)V୆େ(G) − P[x(1 − x)]ଵ/ଶ[V୅େ(G) − V୆େ(G)] (II.37) 
VAC(G) etVBC(G)  sont les facteurs de formes des constituants de l’alliage ternaire bien 
sûr.  
II.8.3.3. Pour un alliage quaternaire de la forme AxB1-x Cy D 1-y 
 Un alliage quaternaire est formé de quatre composés binaires avec deux 
coefficients stœchiométriques x et y paramétrant ainsi les propriétés du quaternaire en 
fonction de ses constituants binaires. 
Ainsi la constante du quaternaire est estimée comme suit : 
 a(x, y) = xya୅େ + (1 − x)ya୆େ + x(1 − y)a୅ୈ + (1 − x)(1 − y)a୆ୈ  (II.38) 
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Où aAC, aBC , aAD et aBD  sont les constantes respectives du réseau des composés AC , 
BC , AD et BD  
x et y sont les concentrations molaires.  
Pour un système quaternaire,  les facteurs de forme sont comme suit  [II.24]  : 
V୚େ୅(G) = xyV୅େ(G) + (1 − x)yV୆େ(G) + x(1 − y)V୅ୈ(G)  (II.39) 
 +(1 − x)(1 − y)V୆ୈ(G) 
Avec VAC (G) , VBC (G), VAD (G) et VBD (G) sont les facteurs de formes des constituants 
de l’alliage . 
 Connaissant les propriétés des ternaires associés et en tenant compte du désordre, 
la formule précédente devient alors comme suit : 
V(G) = V୚େ୅(G) − x(1 − x)[yC୅୆େ + (1 − y)C୅୆ୈ]  (II.40) 
−y(1 − y)[xC୅େୈ + (1 − x)C୆େୈ] 
Avec :  CABC , C ABD , C ACD et C BCD  sont les paramètres de courbure  des 
facteurs de formes des ternaires  suivants AxB1-xC  , AxB1-xD , A CyD1-y  et  BCyD1-y  
respectivement  
Dans le cas des quaternaires, il faut tenir compte de l’accord de maille entre 
l’alliage quaternaire est son substrat pour trouver une relation entre les deux 
concentrations molaire x et y. 
II.8.3.4. Pour un alliage penternaire de la forme AxB1-x Cy DzE1-y-z 
L’alliage penternaire AxB1-x Cy DzE1-y-z  est composé de six composés binaires dont 
il dépend énormément. La constante de l’alliage penternaire est donnée par la formule 
suivante : 
 a(x, y, z) = xya୅େ + xza୅ୈ + x(1 − y − x)a୅୉ + (1 − x)ya୆େ (II.41) 
+(1 − x)za୆ୈ + (1 − x)(1 − y − z)a୆୉ 
Où : aAC , aBC , aAD , aAE , aBE et aBD sont les constantes respectives du réseau des 
composés AC , BC , AD , AE , BE et BD 
x, y et z sont les concentrations molaires.  
Pour un système penternaire,  les facteurs de forme sont comme suit : 
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V୚େ୅(G) = xyV୅େ(G) + xzV୅ୈ(G) + x(1 − y − x)V୅୉(G) + y(1 − x)V୆େ(G) (II.42) 
+z(1 − x)V୆ୈ(G) + (1 − x)(1 − y − z)V୆୉(G) 
Avec :  VAC (G) , VBC (G), VAD (G) , VAE (G) VBE (G) et VBD (G) sont les facteurs 
de formes des constituants binaires de l’alliage . 
Dans le cas des alliages penternaires, le dépôt se fait sur deux substrats, donc pour 
trouver une relation entre les concentrations molaire x, y et z, il faut tenir compte de 
l’accord de maille entre l’alliage et ses deus substrats. 
II.8.3.5. Pour un alliage quasi binaire de la forme (AB)1-x (CD)x  [II.25] 
La constante du réseau est calculée en utilisant la même règle de Vegard :  
 a(x) = (1 − x)a୅୆ + xaେୈ (II.43)  
aAB et aCD Sont les constantes respectives du réseau des composés binaires AB et CD.  
les facteurs de forme utilisés pour le calcul des propriétés de l’alliage quasi binaire 
de la forme (AB)1-x (CD)x en utilisant la VCA sont donnés comme suit :  
V୚େ୅(G) = (1 − x)V୅୆(G) + xVେୈ(G) (II.44) 
 En appliquant, maintenant la VCAA, la formule devient alors : 
V(G) = V୚େ୅(G) − P[x(1 − x)]
భ
మ(Vେୈ − V୅୆)  (II.45) 
 V(G) = (1 − x)V୅୆(G) + xVେୈ − P[x(1 − x)]
భ
మ(Vେୈ − V୅୆)  (II.46) 
Avec VAB(G) et VCD(G) les facteurs de formes des composés binaires AB et CD   
Pour le cas de l’alliage étudié (Gap)1-x(ZnSe)x  , on applique ces formules pour 
calculer les propriétés de l’alliage quasi binaire . 
Pour la constante du réseau, elle est donnée comme suit : 
 a(x) = (1 − x)aୋୟ୔ + xa୞୬ୗୣ (II.47) 
Pour les facteurs de forme sont calculés ainsi : 
 V(G) = (1 − x)Vୋୟ୔(G) + xV୞୬ୗୣ − P[x(1 − x)]
భ
మ(V୞୬ୗୣ − Vୋୟ୔ (II.48) 
Dans cette formule, on varie la valeur de P jusqu’à l’obtention d’un bon accord 
avec les valeurs de l’expérience. 




 Les différences de comportement entre un isolant, un semi-conducteur et un 
conducteur s’explique selon la façon dont les bandes d’énergie  sont réparties, du moins 
schématiquement. Les propriétés électroniques du solide dépendent donc essentiellement 
de la répartition des électrons dans les bandes de valence et de conduction, ainsi que de la 
valeur du gap : dans le cas des isolants, les deux bandes sont séparées par un gap 
important. Pour les conducteurs, le gap n'existe pas et la bande de conduction se superpose 
à une partie de la bande de valence. Pour les semiconducteurs, ces propriétés sont 
reglables et ejustables soit par dopage soit par le contrôle de la fraction molaire dans le cas 
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Chapitre III : Les méthodes de calcul de la structure de bandes 
électroniques des semiconducteurs 
III.1. Introduction  
 La description d’un matériau sous entend connaitre ses propriétés électroniques, 
structurales, optiques ….qui reflètent les interactions entre les particules qui le constituent 
(électrons et noyaux). La mécanique classique a échoué  pour répondre alors la mécanique 
quantique prend la relève. Celle ci est basée essentiellement sur la résolution de l’équation 
de Schrödinger qui décrit fidèlement l’état stationnaire des électrons et des noyaux 
atomiques du matériau. La résolution de cet équation s’avère difficile par manque d’une 
expression analytique du potentiel du cristal, ceci complique énormément  le calcul de la 
structure de bandes. On se trouve forcé de faire des approximations pour la recherche 
des solutions [III.1] en utilisant bien sur ces dernières années la puissance remarquable 
de l’outil informatique. 
III.2. L’équation de Schrödinger  
 Les formulations abstraites de Dirac ont donné un cadre précis à la  mécanique 
ondulatoire de Schrödinger. Le problème se résume dans la description du mouvement de 
particules dans l’espace dont la base est l’ensemble des états de position qui dépend d’une 
fonction scalaire que Schrödinger appelé fonction d’onde. Schrödinger s'est aperçu qu'il 
était possible de passer du formalisme particulaire au formalisme ondulatoire en 
remplaçant les coordonnées hamiltoniennes du premier formalisme par des opérateurs 
différentiels. Ce qui aboutit à sa célèbre équation. 
 
)r,R(E  )r,R( H    (III.1) 
Où : R  les coordonnées des noyaux, r celles des électrons, E  l’énergie totale du système 
et  R,r  la fonction d’onde du système [III.2]. 
En s'inspirant des travaux  de Planck et de De Broglie, Schrödinger parvient alors à 
exprimer : l'hamiltonien H  du système considéré. 
III.2.1. L’Hamiltonien du cristal 
 Un cristal est constitué de particules, ions et électrons interagissant entre eux par 
des forces électrostatiques attractives ou répulsives donnant naissance à ce qu’on appelle 
l’Hamiltonien du cristal s’écrivant comme suit : 




      RERREVT nnennn  
 nn
VenVeeVnTeTH   (III.2) 
Avec : Te  l’énergie cinétique des électrons, 
 Tn  l’énergie cinétique des noyaux, 
  Vee  l’énergie de répulsion électron - électron, 
  Ven  l’énergie d’attraction électron – noyau 
  Vnn  l’énergie de répulsion  noyau – noyau 
La résolution de l’équation (III.1) avec cet hamiltonien total du cristal ne se fait qu’avec 
certaines approximations. 
III.2.2. Les approximations de base 
III.2.2.1. L’approximation adiabatique 
L’approximation adiabatique dite de Born Oppenheimer [III.3] est la première à 
être utilisé pour la résolution de l’équation de Schrödinger. Cette  approximation consiste 
dans la séparation des mouvements des électrons et des noyaux, du point de vue masse. 
 L’Hamiltonien se décompose ainsi en une partie électronique et une partie 
nucléaire due aux noyaux considérés fixes par rapport aux électrons. La solution 
recherchée de  R,r  est aussi découplé et s’écrit sous la forme suivante : 
 
)r,R(e)R(n)r,R(   (III.3) 
Ceci  ramène l’équation de Schrödinger  à un système à deux équations indépendantes 
comme suit :  
 
       (III-4) 
         (III-5) 
Cette équation traduit l’évolution d’un système à N corps et reste encore difficile à 
résoudre, on a ainsi recours à des approximations supplémentaires. 
III.2.2.2. Les approximations du champ autocohérent  
a.1. L’approximation de Hartree 
 Dans cette approximation, les électrons sont considérés indépendants, chacun se 
déplace dans le champ moyen des autres électrons et noyaux. 
  ),( )(),( rRRErRVVT eeeeneee  




 Le problème se réduisant à une particule seulement, l’équation (3-4) peut s’écrire 
comme suit : 
 





iH   (III.7) 
Où Vext est le potentiel dû aux interactions noyaux-noyaux et celles des autres 
électrons-noyaux 
Vi ( r ) est le potentiel de Hartree détermine les fonctions d’ondes mono électroniques 
 )r(i . 
a.2. L’approximation de Hartree-Fock 
 Pour pallier au problème trouvé dans les solutions de l’Hamiltonien (3-7) violant le 
principe d’exclusion de Pauli dû à la non-antisymétrisation par rapport à l’échange de 
deux électrons quelconques. 
 Hartree et Fock ont généralisé ce concept tout en respectant le principe de Pauli en 
écrivant la fonction d’onde sous la forme d’un déterminant de Slater. Ceci conduit aux 
équations de Hartree Fock pour un système à une particule [III.4], comme même ces 
équations restent difficiles à résoudre lorsque le système contient plusieurs électrons. 














Où : V ( r )  est le potentiel cristallin , terme possédant la périodicité du réseau. 
   Le caractère non local du potentiel d’échange est le majeur problème dans les 
approximations de Hartree Fock , en plus elles ne tiennent pas compte des interactions 
entre électrons de spins anti parallèles. 
a.3. L’approximation de Hartree-Fock-Slater 
 Dans les ces approximations [III.5], Slater a suggéré qu’en présence d’un potentiel 
périodique de réseau, on pouvait simplifier les équations de Hartree Fock en remplaçant  
le terme d’échange  par une énergie locale en ajoutant un terme supplémentaire exprimant 
l’effet de l’échange. Toutefois ces approximations conduisent à des résultats pas toujours 




satisfaisants.  Pour résoudre le système d’équations obtenues par les approximations, 
plusieurs méthodes  de résolution peuvent être appliquées pour obtenir les états 
électroniques du cristal. 
III.3. Les méthodes de calcul de la structure de bandes électroniques 
III.3.1. Les méthodes de calculs élémentaires 
III.3.1.1. La méthode de calcul des électrons libres 
 Ce modèle [III.6] explique tout simplement les propriétés des métaux  où les 
électrons de valence sont aussi de conduction et de ce fait possèdent des fonctions d’ondes 
très étendues, et tous les niveaux d’énergie leurs sont permis. Ainsi le potentiel 
d’interaction dans l’équation de Schrödinger est nul. L’énergie totale est purement 
cinétique. Ce modèle présente certaines limitations concernant la distinction entre isolants 
et semiconducteurs. 
III.3.1.2. La méthode de calcul des électrons presque libres 
 Dans ce modèle, les interactions avec le champ du réseau est tellement petite 
devant l’énergie cinétique de la particule presque libre qu’on la considère comme 
perturbation périodique. Ceci reflète exactement l’état des électrons périphériques qui sont 
faiblement attachés au noyau. [III.7] Ainsi on peut écrire l’Hamiltonien  comme suit : 
H = T + V(r) (III.9) 
Avec :  V ( r ) exprimant la perturbation  
Ainsi en utilisant la théorie des perturbations, certaines corrections seront portées 
sur les énergies et les fonctions d’ondes du système non perturbé.  Dans certains cas, les 
corrections portées sur les énergies sont négligeables et  leurs spectres inchangés.Par 
contre, dans d’autres cas, le spectre est fortement modifié qu’il apparait  ce qu’on appelle 










Fig. III.1. La création des gaps énergétiques  




Ce modèle s’applique principalement aux structures cristallines compactes. 
III.3.2. Les méthodes de calculs avancés  
III.3.2.1. La méthode des liaisons fortes 
Dans cette méthode, les niveaux d’énergie, les fonctions d’ondes associées ainsi 
que le potentiel du cristal est de nature atomique. [III.9] On considère le nuage 
électronique d’un nœud quelconque du réseau, l’Hamiltonien du système est périodique et 
est égal à l’Hamiltonien de l’atome comme suit : 






Où :  raV  est l’énergie potentielle de l’électron lié à l’atome considéré. Ainsi 
l’équation de Schrödinger peut être résout en  remplaçant H par Ha comme suit :  
 
   raaEraaH   (III.11) 
La méthode des liaisons fortes à l’avantage que la structure de bande peut-être 
définie en terme d’un petit nombre de paramètres d’interaction, ces derniers ayant une 
simple interprétation  physique en tant qu’interaction entre les électrons d’atomes voisins.  
III.3.2.2. La méthode cellulaire 
 Ce fût la première tentative de calcul de la structure de bandes présentée par 
Wigner et Seitz [III.10] en se basant sur la relation de Bloch : 
      r R.ikexpRr    (III.12) 
Cette méthode consiste à diviser la maille élémentaire en cellules ne contenant 
qu’un seul atome. La première approximation à faire est de remplacer le potentiel 
périodique V ( r ) dans la cellule par un potentiel à symétrie sphérique U ( r ) produit par 






   
 Le vrai potentiel    le potentiel sphérique approximatif 
Fig. III.2. Les équipotentielles de la maille primitive 




Ainsi les solutions de Schrödinger prennent la forme suivante : 
      rI,ImYrIm   (III.13) 
Où : 
  ,lm  sont les harmoniques sphériques  
et    rl    les fonctions radiales qui satisfaisant l’équation de Schrödinger.  
Ainsi n’importe quelle combinaison linéaire de  rIm  est aussi solution de 
l’équation de Schrödinger. Les difficultés de cette méthode sont essentiellement le 
contrôle des conditions aux limites entre deux mailles élémentaires adjacentes qui est 
responsable de  la cohésion du solide imposée pour valider la périodicité de la structure 
cristalline. [III.11] 
III.3.2.3. La méthode des ondes planes 
Pour résoudre l'équation de Schrödinger  en tenant compte de la périodicité du 






  (III.14) 































Quand k tend vers 0, les Uk ( r ) s’approchent vers les fonctions atomiques  r   
Pour le calcul de la relation de dispersion En (k), on doit connaitre l'expression 
décrivant le potentiel cristallin. [III.12] 
III.3.2.4. La méthode des ondes planes augmentées (APW) 
Dans cette méthode, les fonctions d’ondes sont sphériques le potentiel est de type 
atomique et elles sont considérées des ondes planes si le potentiel est constant. De telles 




fonctions d’ondes sont appelées ondes planes augmentées. Elles sont continues aux limites de la 
sphère évitant ainsi les problèmes de conditions aux limites de la méthode cellulaire. [III.13] 
III.3.2.5. La méthode des ondes planes orthogonales (OPW) 
Les fonctions d’ondes planes ne peuvent combiner entre les oscillations rapides du 
cœur ionique et celles de la région de valence. Une méthode intermédiaire a été propose 
par Hering pour satisfaire les deux conditions en même temps en considérant des ondes 
planes orthogonales au niveau du cœur d’où l’appellation de la méthode : ondes planes 
orthogonalisées. 









b  exp(ikr)  (r)
k  (III.17) 
c définit le cœur, donc on fait la sommation sur tous les niveaux du cœur. 
La constante bc  est calculée par l’orthogonalité de k avec chaque niveau du cœur. 
c
kΦ  exprime une fonction atomique au voisinage du noyau, loin de celui-ci, elle se 
comporte comme une onde plane tout en étant orthogonale avec les états fondamentaux. 
Le seul inconvénient de cette méthode est le fait de séparer les états du cœur des états de 
valence et de conduction, sinon elle est très utilisée et avec succès. [III.14]  
III.3.2.6. La méthode Kohn Koring Rostoker(KKR) 
Le principe de la méthode est de choisir une fonction d’essai   dépendante d’un 
ou plusieurs paramètres ajustée pour minimiser l’énergie. Le choix de cette fonction est 
une combinaison linéaire d’autres états. En minimisant la formule de l’Hamiltonien du 
système pris indépendant du temps et dont le spectre est discret et non dégénéré [III.15], 
on obtient un système de n équations à n inconnues dont les racines existent si le 
déterminant est non nul. La plus petite des racines représente l’état fondamental du 
système. 
III.3.2.7. La méthode des KP 
Cette méthode fût utilisée pour la première fois par Bardeen (1937) et Seitz [III.16] 
(1940)  pour trouver les masses effectives. Puis, elle fût étendue par Shockley [III.17] pour 
le calcul des bandes dégénérées.  En tenant compte de l’effet des interactions spin orbite, 




Dresslhauss, kip et Kittel    [III.18], et Kane [III.19] ont pu montre que cette méthode peut 
être considérée comme empirique. La méthode K .P est utilisée pour étudier les structures 
de bandes et les fonctions d’ondes à proximité des points de haute symétrie.  
















Ψ exp(ikr)  (r)
km
Φ   (III.19) 
Avec n désignant l’indice de la bande et k le vecteur d’onde. 
On trouve les solutions à proximité d’un état donné k0 connu. La suite du calcul 
fait intervenir la symétrie de l’Hamiltonien, en admettant que l’interaction n’est possible 
qu’entre la bande de conduction et la bande de valence dont les fonctions d’ondes 
correspondent aux fonctions d’ondes atomiques (s, p, d …). Puis on détermine les niveaux 
d’énergie pour les bandes de conduction et de valence.  






Fig. III.3. Les conditions initiales de la méthode  
III.3.2.8. La méthode des pseudopotentiels (PM) 
 L'approche du pseudopotentiel est basée sur le fait qu'une grande majorité des 
propriétés physiques et chimiques des matériaux ne dépendent que du comportement des 
électrons de valence.  Cette méthode fût introduite pour la première fois en 1934 par 
Fermi en étudiant les états atomiques des couches minces [III.20]. Des années après, 
Hellman utilise la notion du pseudopotentiel pour le calcul des niveaux d’énergie dans les 
métaux alcalins .Ces premiers pseudopotentiels sont qualifiés d’empiriques ; ce qui 
signifie qu'ils ne sont pas obtenus par calcul mais que les données expérimentales sont 




utilisées pour déterminer les valeurs des paramètres inconnus (le potentiel) qui donneront 
un bon accord entre la théorie et l’expérience.  
 Sans ressources informatiques, la résolution des calculs complexes (impliquant les 
fonctions d'onde atomiques) s’avère impossible. Avant d'être remplacés par des 
pseudopotentiels ab initio plus efficaces, l'utilisation des pseudopotentiels va énormément 
procurer, en plusieurs d'années, des connaissances dans le domaine de l'état solide. 
a.1. L’hypothèse de base 
 Une distinction entre les états des couches profondes associées aux électrons liés et 
ceux de la bande de conduction (électrons libres) doit se faire  et dans ce cas, on distingue 
essentiellement deux types de particules, les ions et les électrons, possédant tous les deux 
les mêmes énergies. Pour la résolution de l’équation de Schrödinger, la théorie des 
perturbations est appliquée vu que le pseudopotentiel évoqué est considéré comme faible. 
a.2. Le formalisme mathématique du pseudopotentiel 
Dans la méthode OPW, la fonction Ψ est donnée par la somme des ondes planes 
v
k et des états atomiques occupés du cœur
c








kk  (3.20) 




































H     (III.23) 




Sachant, en plus, que 
c









































kkE  (III.25) 







































E(      (III.27) 






















                                                    
(III.28) 
Avec :  Vp=Vc  + VR  qui est le pseudopotentiel considéré comme faible. 













Fig.III.4. Le potentiel d’interactions entre deux atomes en fonction de la distance r 
Pour la résolution de l’équation de Schrödinger, on va considérer le pseudopoentiel 
comme perturbation. 
a.3. Les propriétés des pseudopotentiels 
 Sachant que les énergies 
v
kE sont légèrement supérieures à
c
kE , alors le 
potentiel VR est toujours positif donc le Vp est faible en valeur, c’est pour cela qu’il est 
approximé dans la résolution à une perturbation. Aussi, l’emploi de la notion des électrons 
presque libres est justifié alors. Selon qu’on néglige ou non l’effet du cœur, le 
pseudopotentiel , il est soit local ou non local. Quand il est pris pour local, il va en 




















a.4. Le calcul des éléments de la matrice  des pseudopotentiels 
Le pseudopotentiel Vp est pris en compte par ses éléments de la matrice, pour le 
caractériser, il faut l’écrire dans une base de fonction quelconque.  L’ensemble des ondes 
planes est considérée comme une base complète et elle est le plus souvent utilisée : 












Avec  Ω étant le volume  
K est le vecteur de l’espace réciproque non restreint à la zone de Brillouin. 
(Base complète) 



















L’élément de matrice du pseudopotentiel, entre deux ondes planes de vecteurs d’ondes k 




Vqk    (III.32) 

















Vqk    (III-33) 
a.5. Les modèles des pseudopotentiels  
1. Le modèle local 
L’Hamiltonien d’un électron dans un cristal est pris comme la somme de son 
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 (III.34) 
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Où : Z est la valence atomique. 
c
r étant le rayon du cœur utilisé pour ajuster les données atomiques. 
1.1. Le modèle de Heine Abarenkov[III.22] 
Heine Abarenkov ont considéré que le potentiel du cœur vaut A constante pour 
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rV   (III-36) 
1.2. Le modèle d’Aschkroft [III.23] 
Ashcroft  a supposé que le cœur est inoccupé, et alors son  potentiel sera nul, le 
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2. Le modèle non local 
Étant donné que le potentiel du cœur peut être  non local, cette non localité est 
corrigeable par la dépendance de ce potentiel en fonction de l’énergie sous forme de 
constantes différentes pour chaque état quantique et peut s’écrire comme suit : 
V୔ = V୒୐(r, E) = ∑ A୪(r, E)f୪(r)P୪୪   (III.38) 
 
Où A1(r, E) est appelée énergie des états profonds, c’est la constante de la 
dépendance du potentiel en énergie des états du cœur. 
P1 est l’opérateur de projection de la l 
ieme  composante des moments angulaires. 
 rf r  est la fonction représentant l’effet de l’état du cœur possédant plusieurs 
formes telle que la forme Gaussienne, carré, et la forme de Aschkroft. 
2.1. La fonction  de Heine Abarenkov [III.24] 
La fonction est une fenêtre d’amplitude unitaire et de durée rc et peut être 
modélisée comme suit : 
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Avec  rc  le rayon du cœur ionique  




Fig. III.5. La fonction de Heine Abarenkov 
2.2. Le modèle de Gauss [III.25] 
 Dans ce cas, l’effet du cœur est pris en compte sous forme gaussienne, comme 
suit : 










Fig. III.6. La  fonction de Gauss 
2.3. La fonction  d’Aschkroft 
Pour le cas de cette fonction, l’effet du cœur est pris en compte par une fenêtre 
unitaire de durée rc, puis plus en s’éloigne plus l’effet est atténué jusqu’à l’annulation, 






Fig. III.7. La fonction d’Aschkroft 
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III.3.2.9. La méthode empirique des pseudopotentiels (EPM) 
   Cette méthode est utilisée spécifiquement pour les semiconducteurs à structure 
diamant ou zinc blend. 
   L’EPM présente deux approximations importantes : 
 -l’approximation empirique locale 
 -l’approximation empirique non local. 
III.3.2.9.1. La méthode empirique des pseudopotentiels locale  
Les facteurs de forme V(G) du pseudopotentiel Vp( r ) sont ajustés par l’EPM 
comme suit : [III.26] 
 
V୔(r) = ∑ Vୟ(r − R − τ)ୖ,୰
 
(III.41) 
Avec R est un vecteur du réseau direct. 
  est le vecteur de base de translation du réseau direct. 
En  étendant le potentiel dans le réseau réciproque, il aura la forme suivante : 
 V୔(r) = ∑ S(G)Vୟ(G)exp ((iG. r)ୋ
 
(III.42) 
Avec Va(G)  est le facteur de forme 




∑ exp (−iGr)୰  (III.43) 
Où :  Na  le nombre d’atomes de base. 
Cette approximation est basée sur l’interpolation des facteurs de forme à partir de 
données expérimentales.Étant donné que le potentiel V p ( r ) est faible, on peut se 
contenter de trois facteurs de forme symétriques Vs(G) et trois autres antisymétriques  VA 
(G) avec G2 qui prend les valeurs 3,4 et 11 [III.27]. Pour le cas structure diamant les 
facteurs antisymétriques VA (G) sont nuls. Une fois le potentiel V p ( r ) est déterminé , 
on peut écrire l’équation de Schrödinger donnant les pseudo fonctions et les spectres 




+ V୔(r)ቃ Ψ௡,௞(ݎ) = ܧ௡(݇)Ψ௡,௞(݇)
 
(III.44) 
Avec n indice de la bande  
Vp  le pseudopotentiel  
 k,n  
les fonctions de Bloch pouvant être développées en série d’ondes planes. 




Les facteurs de forme des structures étudiées sont donnés comme suit : [III.28]. 
 
V(G) = Vୗ(G) cos(Gτ) + iV୅(G)sin (Gτ)
 
(III.45) 




















 Où :  a est le paramètre du réseau  
Le procédé de calcul  de l’EPM est basé sur le choix des facteurs de forme V(G) de 
la structure dont on doit connaitre le paramètre du réseau. La résolution de l’équation de 
Schrödinger donne les valeurs propres E(k) de l’énergie et les pseudos fonctions d’ondes
 k,n . Les résultats (E(k)) sont comparés avec ceux de l’experience. Le processus se 
répète, généralement, un nombre fini d’itérations jusqu’à l’obtention d’un bon accord. 
Avec les E(k) et les  k,n  , on peut déduire les gaps, les densités de charge etc. qui 
seront comparés à l’expérience, en cas de désaccord, les facteurs de forme sont modifiés et 
le processus se répète jusqu’à la convergence. 
L’un des mérites de l’EPM est le nombre réduit d’itérations pour la convergence 
ainsi que l’emploi d’un nombre restreint de facteurs de forme. Néanmoins d’autres 
méthodes du pseudopotentiel ont été développées telles que la méthode self consistent 
utilisée pour le calcul des fonctions diélectriques et la méthode abinitio nommée aussi du 
premier principe utilisée pour le calcul de l’énergie totale afin d’étudier les propriétés 

























Fig.III.8. L’algorithme de fonctionnement de l’EPM local 
III.5. Conclusion 
Le choix de la méthode des pseudopotentiels empirique l’EPM est basé 
essentiellement sur le fait d’obtenir les états de valence sans calculer pour autant les états 
du cœur qui ne sont pas nécessaires pour la description de propriétés physiques d’un  
système. Les états réels sont décrits par des pseudos fonctions d’ondes ayant une 
représentation dans l’espace de Fourier par un nombre limité d’ondes planes minimisant 
ainsi les calculs numériques. 
 
   r et ΨkEcalcul de  
 GVAjuster   















Les comparer avec ceux de l’expérience 
Utiliser la méthode des moindre carrées pour minimiser 
l’écart afin de trouver d’autre facteurs de forme 
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Chapitre IV : résultats et discussions 
IV.1. Introduction  
 Le progrès scientifique est très lié au développement de la physique des 
semiconducteurs en mettant à profit leurs propriétés électroniques pour réaliser certains 
dispositifs électroniques. 
 C’est pour cela que récemment, les chercheurs se sont concentrés pour mieux 
comprendre ces propriétés électroniques. 
 Les propriétés des composés binaires sont les plus connues néanmoins elles sont 
fixes tels que le gap énergétique, le paramètre du réseau etc. Alors que certaines 
applications exigent des propriétés intermédiaires à celles des composés binaires [IV.1] 
qu’on peut obtenir soit par croissance de deux composés binaires , soit par l’utilisation des 
alliages quaternaires ouvrant la possibilité d’ajuster les propriétés (gap, constante du 
réseau…) en variant seulement la composition des alliages [IV.2,3]. 
 L’amélioration des propriétés électroniques. des matériaux est donc en relation 
directe avec la notion d’alliages à plusieurs composants donnant naissance à de nouveaux 
matériaux ayant un large degré de liberté dans le gap couvrant ainsi une certaine gamme 
spectrale. 
 D’un autre coté, les alliages quartenaires présentent une certaine miscibilité du gap 
lors de la solidification en phase de séparation [IV.4, 5] 
 Pour palier à ces inconvénients tout en gardant un nombre de quatre composés 
dans l’alliage, une nouvelle classe de matériaux appelée semiconducteurs quasi binaires a 
été synthétisée, en mixant des composés (III-V) et (III-V) ou bien (III-V) et (II-VI) [IV.6]. 
 Les premiers travaux expérimentaux ont été reportés par Dutta et Ostrogosky 
[IV.4, 7]. ainsi que Brodovoi et autres [IV.8] visant la croissance et la mesure d’absorption 
optique des matériaux quasi binaires ( GaSb)1-x (InAs)x et (InSb)1-x (CdTe)x du coté 
théorique, les caractéristiques des quasi binaires ( GaSb)1-x (InAs)x citant le gap 
énergétique, la densité de charge, l’indice de réfraction les constantes diélectriques ainsi 
que l’étude fréquentielle des phases ont été récemment détaillés par N.Bouarissa et autres 
par l’approche pseudopotentielle.[IV.9, 10]. 




 Par contre, le comportement électronique des quasi binaires (GaP)1-x (ZnSe)x a été 
traité par Glickman et autres. [IV.6]  
 Cette prompt investigation a pu montrer que les propriétés des matériaux quasi 
binaires sont différentes de celles des matériaux quaternaires associés ouvrant ainsi de 
larges opportunités physiques désirées telles que le gap [IV.4, 11] , qualités structurales 
[IV.7], optiques et vibrationnelles. [IV.10] 
 D’un autre coté et en parallèle avec l’expérimentation, les méthodes de calculs des 
structures électroniques peuvent fournir d’importantes données et de nouvelles idées pour 
perfectionner le coté expérimental. 
 Les composés binaires GaP et ZnSe cristallisent dans la structure zinc blend possédant 
tous les deux des applications dans le domaine optique. Le composé GaP est fabriqué à coût 
modéré donnant des diodes émettrices (rouge, orange et vert leds). Alors que le composé ZnSe 
est utilisé comme un matériau infrarouge avec un large rang d’onde mais à cause de son 
comportement doux, ses applications dans le domaine infrarouge restent limitées. 
 En mixant les deux composés pour en synthétiser les quasi binaires, on ouvre 
d’autres volets d’applications optiques : d’une part en maintenant les qualités des composés 
binaires tout en palliant leurs faiblesses et d’autre part en améliorant la douceur du ZnSe 
sans détruire ses qualités optiques à grande gamme. Ceci a été reporté par Lee et Do [IV.12] 
en faisant la croissance du matériau quasi binaire (ZnSe)1-x (CuMSe)x (M=Al,Ga ou bien In) 
prouvant que ces nouveaux matériaux améliorent nettement les faiblesses du ZnSe tout en 
profitant de ses mérites. 
 Cette étude nous a énormément incités à mener une première exploration théorique 
de l’alliage quasi binaire ( GaP)1-x  (ZnSe)x en utilisant la méthode empirique du pseudo 
potentielle couplée à l’approximation du cristal virtuel introduisant l’effet du désordre 
compositionnel. 
 Le choix du matériau a été basé sur le fait que les composés parents possèdent des 
propriétés proches telles que le gap énergétique et la constante du réseau.  
IV.2. Étude des propriétés électroniques 
 Les calculs sont principalement basés sur la méthode empirique pseudopotentielle 
(EPM) avec l’utilisation de l’approximation du cristal virtuel (VCA) améliorée selon le 
modèle de la structure zinc blend. 




 Dans l'EPM, le potentiel du cristal est représenté par une superposition linéaire des 
potentiels atomiques qui sont modifiés et ajustés pour avoir les mêmes valeurs du gap 
d’énergie connus aux points choisis dans la zone de Brillouin. 
 Les gaps d’énergies du GaP et du ZnSe obtenues par interpolation quadratique (fit) 
aux points de haute symétrie Γ, X et L sont présentés dans le tableau 1. 





GaP 2.78 a   2.26 a   2.6 a   
ZnSe 2.70 b   3.18 c   3.31 c   
Tab.IV.1. Gap d’énergies pour le GaP et le ZnSe fixés après le fit. 
a Ref. [IV.13], b Ref. [IV.14] et c Ref. [IV.15] 
Sachant que le potentiel peut être exprimé dans l’espace de Fourier des ondes 
planes, une équation aux valeurs propres pour la détermination des énergies E(k) peut être 
établie. La dimension du problème est une matrice de (136 x 136), mais une base de 59 
ondes planes a suffit pour donner une bonne convergence. Cela réduit énormément le 
temps du calcul par rapport à la technique du premier principe. 














du réseau (Å) 
GaP -0.210510 0.03 0.072244 0.132668 0.07 0.02 5.451 
ZnSe -0.225333 0.007070 -0.007421 0.116490 0.129940 -0.100180 5.668 
Tab.IV.2. Les facteurs de forme ainsi que les constantes du réseau du GaP et du ZnSe. 
 Les valeurs des facteurs de forme ajustés ainsi que les constantes du réseau du GaP 
et du ZnSe utilisés sont illustrés dans le tableau 2.  




Les pseudopotentiels sont caractérisés par un ensemble de facteurs de forme 
atomiques, sur lesquels en dépend le calcul de la structure de bande, ajustés d’une manière 
spécifique en utilisant la procédure non-linéaire des moindres carrés [IV.16, 17].  
Le mélange de deux semi-conducteurs binaires pour former un alliage est une 
technique très courante et souvent utilisé pour produire une toute nouvelle gamme de 
matériaux dont les propriétés fondamentales peuvent être réglées en ajustant les propriétés 
des constituants [IV.18, 19].  
Généralement, de tels alliages sont supposés avoir des propriétés qui varient 
linéairement entre les deux constituants en utilisant la VCA.  
Néanmoins, dans certains cas comme dans le cas des quasi binaires, cette 
procédure (VCA) n'est qu'approximative et la dépendance réelle est non linéaire et plus 
compliquée. Cette dépendance non linéaire est rapportée dans certaines références 
[IV.9,20]. 
Pour le cas des quasi-binaire étudiés (GaP)1-x  (ZnSe)x, l'hamiltonien est décrit par 
une composante due au cristal virtuel et une autre décrivant l’effet du désordre sous forme 
de fluctuations autour de ce cristal , de telle manière que les facteurs de forme symétriques 
et antisymétriques soient déterminés selon l’équation suivante [IV.21, 22] : 
Vୋ
ୗ,୅ = (1 − x)Vୋୟ୔
ୗ,୅ + xV୞୬ୗୣ




ୗ,୅ ) (IV.1) 
Où : p est un paramètre ajustable qui simule l'effet du désordre. 
La constante du réseau est calculée en utilisant la règle de Vegard [IV.23]. 
a(x) = (1 − x)aୋୟ୔ + xa୞୬ୗୣ (IV.2) 
IV.2.1. Structure de bandes électroniques 
L’étude de la structure de bande électronique de l’alliage (GaP)1-x (ZnSe)x est 
calculée aux points de hautes symétries dans la zone de Brillouin, en utilisant la VCA avec 
et sans tenir compte de l’effet du désordre compositionnel. 
Vu la similarité de ces structures, seule la structure de bande électronique de 
l’alliage zinc blend 50.050.0 )()( ZnSeGaP  est présentée dans la Figure 1 ci-dessous.  





Fig.IV.1. La structure de bande électronique de l’alliage semiconducteur 
(GaP)0.50(ZnSe)0.50 
La référence zéro d’énergie est le maximum de la bande de valence. On remarque 
que le maximum de la bande de valence est au point Γ et que le minimum de la bande de 
conduction est aussi au point Γ, l’alliage quasi binaire 50.050.0 )()( ZnSeGaP   est un 
semiconducteur au gap direct E (Γ-Γ). 
On note la présence de quatre bandes de valence distinctes. La plus basse des bandes 
de valence présente la forme habituelle attendue pour les matériaux zinc blend [IV.24].  
La largeur de la bande de valence est de 12,66 eV. On note que ces bandes sont 
moins dispersifs que les bandes de conduction car les électrons des bandes de conduction 
sont délocalisés, alors ceci les rend plus dispersées que les bandes de valence. La première 
bande de conduction est surtout à caractère cationique s. 
Qualitativement, la structure des bandes électroniques de l’alliage quasi binaire 
étudié 50.050.0 )ZnSe()GaP(  sont presque similaires à ceux du composé binaire ZnSe 
[IV.25] et à ceux des alliages quaternaires GaSb/SbAsInGa 59.041.050.050.0  [IV.24].  




Du point de vue quantitatif, la principale différence réside dans le changement de 
la valeur du gap énergétique fondamental. 
IV.2.2. Le gap d’énergie 
Pour connaitre les transitions optiques, l’étude de la dépendance du gap d’énergie 
direct en fonction de la composition x pour les quasi binaires (GaP)1-x (ZnSe)x, avec et 
sans tenir compte de l’effet du désordre compositionnel, s’avère nécessaire  et elle est 
montré dans la Figure 2. Les deux courbes sont interpolées avec la procédure des 
moindres carrées. 
 
Fig.IV.2. La variation du gap direct d’énergie Eg
Γ en fonction de la composition x 
de l’alliage sans désordre (        ) et avec désordre (...…) 
Notant que l'utilisation de la VCA seule c'est-à-dire sans tenir compte de l’effet du 
désordre compositionnel (Fig. 1, courbe pleine), donne une variation non linéaire de Eg
Γ 
en fonction de la concentration x avec un petit paramètre optique du gap direct. Ce dernier 
a été obtenu en faisant une interpolation des valeurs de Eg en utilisant une procédure des 
moindres carrées. 




La valeur de ce paramètre optique est de à 0,33 eV, valeur qui ne semble pas être 
en bon accord avec celle rapportée par Glicksman et autres [IV.6] qui est de 2,33 eV en 
utilisant une interpolation quadratique des valeurs de Eg en prenant des mesures optiques 
près du gap énergétique du système (GaP-ZnSe). 
Cet écart entre les paramètres optiques est du principalement au fait que la VCA 
néglige l’effet du désordre compositionnel, seul le rapport du mélange des cations et des 
anions est le principal facteur contrôlant l’ampleur du désordre.  
Zunger et Jaffe [IV.26] ont souligné que les hypothèses de la VCA ne sont pas 
satisfaites dans les solutions solides d'un certain nombre de composés (III–V) , dans 
lesquelles les liaisons individuelles préservent le même espacement que dans les cristaux 
purs. Cette explication n’est pas bonne malgré que la loi Vegard puisse être satisfaite. 
En tenant compte de l’effet du désordre compositionnel (Fig. 2, courbe en 
pointillés), Eg
Γ (EgΓ étant la transition Γv – Γc) varie non linéairement avec x présentant 
une grande valeur du paramètre optique de 2.32 ev qui est en excellent accord avec celui 
cité par Glicksman et autres [IV.6].  
La valeur de 2,32 eV du bowing optique est obtenue pour la valeur de p, paramètre 
simulant l’effet du désordre, prise égale à 2.04. 
Le paramètre optique observé bexpt est séparé en deux contributions : 
 une contribution b1 présente dans un alliage idéal décrite par la VCA. 
 et une contribution b2 due aux effets du désordre [IV.27, 28]. 
Dans notre cas,  b1 = 0.33 eV  
et  bexpt = 2:33 eV.  
Par conséquent, b2 =2 eV, exprimant une large contribution du désordre. 
 Ainsi, pour conserver les liaisons dans les solutions, il suffit d’attribuer une petite 
valeur à la contribution du paramètre optique sans tenir compte de l’effet du désordre et 
une valeur beaucoup plus grande pour les effets du désordre. 
 Un comportement similaire de E  en fonction de la concentration x a été rapporté 
dans les alliages quasi binaires (GaP)1-x(ZnSe)x [IV.11] montrant un important paramètre 
optique.Ceci est probablement dû aux modifications dans les liaisons locales entre le GaP 
et ZnSe. 




On voit clairement l’importance du désordre compositionnel, C’est pourquoi, dans 
tous ce qui suit et pour tous les calculs, on va prendre en considération cet effet.  
 La figure 3 montre la variation des gaps d’énergies direct et indirect de l’alliage 




LE  ) à l’aide de 
l’approximation VCAA. 
 
Fig.IV.3. Gaps d’énergie directs et indirects en fonction de la concentration molaire 
x dans l’alliage quasi binaire (GaP)1-x(ZnSe)x 
 En allant du GaP (x=0) vers le ZnSe (x=1), les trois gaps d’énergie varient non 
linéairement avec la fraction molaire x, présentant des paramètres optiques différents. 
 Un ajustement quadratique des données en utilisant une interpolation (fit) de la 
forme : 
 E = a + bx + cx(x − 1) (IV.3) 
Où  c est le paramètre de courbure du gap d’énergie qui est le paramètre optique. 
Leurs expressions analytiques sont comme suit : 
 E୻
୻(x) = 2.79 − 2.55x + 2.32xଶ (IV.4) 
 E୻
எ(x) = 2.42 + 0.70x − 0.18xଶ (IV.5) 





୐(x) = 2.95 − 1.07x + 1.11xଶ (IV.6) 
Les valeurs pertinentes du paramètre optique calculé à partir des expressions de 
E(x) sont : 
 2.32 eV   pour E୻
୻ 
 0.18 eV   pour E୻
ଡ଼ 
 Et de 1.11 eV   pour E୻
୐ 
 Il convient de mentionner que l'équation (IV.4) correspond bien à celle rapporté 
par Glicksman et autres [IV.6] donnée comme suit : 
 E୻
୻(x) = 2.78 − 2.52x + 2.33xଶ (IV.7) 
 Comme il n y a pas des données expérimentales disponibles sur le bowing optique 
des gaps indirects, nos calculs peuvent servir de référence. 
 On remarque que la valeur de 0.18 eV pour le gap indirect XE  est cohérente dans 
les solutions solides des composés III-V où le bowing des transitions indirectes est plus 
petit que celui des transitions directes [IV.29, 30]. 
La figure 2, montre trois transitions de gap. La première pour une concentration de 
x=0.12. Le gap de notre alliage passe de XE  (indirect Γv - Xc) au E g
  (direct Γv – Γc) 
avec une valeur de Eg = 2.50 eV. 
Ainsi, au-delà de cette concentration (c.-à-d. x = 0.12), l’alliage étudié devient un 
Semiconducteur à gap direct. 
 Par ailleurs, on peut aussi noter que, dans l’intervalle de concentrations allant de 
x=0,50 à x=0,80, le gap fondamental varie entre 2,05 eV et 2,14 eV. 
 Ce comportement permet d'importantes propriétés technologiques de l’alliage 
étudié dans la région du visible du spectre électromagnétique.  
 La valeur de l'écart d'énergie entre le niveau le plus élevé des bandes de valence et 
le niveau le plus bas des bandes de conduction à   est de 2,14 eV.  
 Cette valeur est à moins de 2% par rapport à celle rapportée par Glicksman et autres 
[IV.6] estimée à partir de la relation quadratique expérimentale et qui est de 2,10 eV.  




L’examen des structures de bandes électroniques, nous informe amplement sur la 
nature du gap de l’alliage étudié à des concentrations spécifiques. 
Les valeurs calculées de gaps direct et indirect de l’alliage quasi binaire zinc blend  
(GaP)1-x(ZnSe)x sont présentées dans le tableau 3,ainsi que les données expérimentales 
disponibles cités par Glicksman et autres [IV.6].  
L'accord entre nos valeurs calculées E  et 
XE  avec celles de Glicksman et autres 
est mieux jusqu’à 6% et 22% respectivement.  
En raison de l'absence de données expérimentales et théoriques pour le gap indirect 
pour LE  , nos calculs sont justes à titre prédictoire.  
Composition x 
Gap d’énergie (eV) 
E୥୻ E୥ଡ଼ E୥୐ 
0.18 2.40
a  -  2.41b 2.63a  -  2.33b 3.03a 
0.30 2.32
a  -  2.23b 2.86a  -  2.45b 2.97a 
0.50 2.14a  -  2.10b 2.74a  -  2.82b 2.68a 
0.53 2.11
a  -  2.10b 2.71a  -  2.89b 2.64a 
0.70 2.05a  -  2.16b 2.62a  -  2.37b 2.51a 
Tab.IV.3. Les valeurs de gaps d’énergies de l’alliage (GaP)1-x(ZnSe)x pour différentes 
Compositions x ( 0 ≤ x ≤ 1).  
a
 nos calculs et 
b
 Ref. [IV.6]  
 Du point de vue liaisons chimiques et ionicité, l’interprétation du gap optique a fait 
l’objet de beaucoup de recherches [IV.31, 32].  
 En fait, l'ionicité d'un semi-conducteur est un paramètre important avec lequel on 
peut distinguer entre liaison covalente et ionique dans les solides [IV.33, 19]. 




 A cet égard, Chelikowsky et autres. [IV.34] ont rapporté que le gap antisymétrique 
(l'écart d'énergie entre la première et la seconde bande de valence au point X) peut donner 
des renseignements sur le caractère ionique du matériau. 
 La figure 4 montre la variation du gap antisymétrique en fonction de la 
composition x, cette variation augmente non linéairement et présentant un paramètre 
optique important en allant du GaP (x=0) avec un gap de 5,52 eV vers le ZnSe (x=1) avec 
un gap de 7,31 eV c.-à-d. du moins ionique jusqu’au plus ionique, ce qui est cohérent avec 
l'échelle de l'ionicité de Phillip [IV.33], où le facteur d’ionicité (FI) du GaP est de 0,327 et 
celle du ZnSe est de 0,630. 
 Le gap antisymétrique de l’alliage (GaP)1-x(ZnSe)x pris en fonction de la fraction 
molaire x varie progressivement de x=0 jusqu’à x=0.7, augmentant ainsi l’ionicité de 
l’alliage (GaP)1-x(ZnSe)x. En dépassant la valeur de x=0.7, l’ionicité de l’alliage diminue 
légèrement vers celle du ZnSe. 
 
Fig.IV.4. la variation du gap antisymétrique de l’alliage quasi binaire  
( GaP)1-x(ZnSe)x en fonction de la concentration x ( courbe approximée par les moindres 
carrés)  




IV.2.3. La largeur de la bande de valence 
 La dépendance de la bande passante de valence (VBW) sur la composition de la 
fraction molaire x de l’alliage quasi binaire (GaP)1-x(ZnSe)x est affiché dans la Figure 5.  
 Notant que l’augmentation de la composition x de 0 (GaP) à 1 (ZnSe), la largeur de 
la bande de valence VBW diminue non linéairement de la valeur 13.05 eV à 12,33 eV.  
 Ainsi, plus on ajoute des molécules du ZnSe dans l’alliage ( GaP)1-x(ZnSe)x, plus la 
largeur de la bande de valence VBW change en diminuant du GaP vers le ZnSe et ceci 
reste cohérent avec la tendance générale que la largeur de la bande de valence VBW dans 
les semiconducteurs diminue avec l'augmentation de la constante du réseau  [IV.35, 36].  
 Cela peut être attribué à une réduction de l'hybridation avec une séparation 
croissante des constituants atomiques. 
Fig.IV.5. La Largeur de bande de valence VBW dans l’alliage quasi binaire 
(GaP)1-x(ZnSe)x en fonction de la concentration x ( courbe ajustée par les moindres carrés)  
IV.2.4. Les masses effectives des électrons et des trous  
 Le calcul des masses effectives des électrons et des trous lourds est fortement lié à  




la mobilité des porteurs de charges qui sont des paramètres important des matériaux 
décrivant les propriétés du transport des semiconducteurs [IV.37, 38].  
En utilisant l’équation (8), nous avons calculé les masses effectives des électrons et 
trous lourds pour le GaP, ZnSe et leurs cristaux quasi-binaires (GaP) 1-x (ZnSe) x pour 









 Nos résultats concernant la limite des masses effectives des électrons et de trous 
lourds concernant les bandes de conduction et de valence (par unité de masse d'électron 
libre m0) au point Γ de la zone de Brillouin se trouvent être respectivement comme suit : 
 0,12 m0 et  0.36 m0   pour le GaP  
 et de 0,17 m0 et 0.63 m0   pour le ZnSe.  
Quant à la masse effective des électrons de l’expérimentation [IV-39] est de : 
 0.114 m0  pour le GaP 
 et de 0.137 m0  pour le ZnSe  
L'accord entre nos résultats, concernant la masse effective des électrons et ceux de 
l’expérimentation est meilleur de 6% pour le GaP et de 25% pour le ZnSe.  
Il est intéressant de noter que l’accord est meilleur dans le cas du GaP que dans le 
cas du ZnSe. 
La raison pourrait être due au fait que le gap d'énergie au point Γ du GaP est 
supérieur à celui du ZnSe. 
Tant que le gap d'énergie est faible, l'interaction entre les bandes de conduction et 
de valence devient plus forte, ce qui affecte énormément la courbure de l'énergie de 
dispersion E(k) dans l’équation 8. 
En ce qui concerne les masses effectives des trous citées par Adachi [IV.39] sont 
comme suit : 
 0,52 m0   pour le GaP 




 et de 0.82 m0   pour le ZnSe 
L'accord ne semble pas être aussi bon que celui des masses effectives des électrons. 
La variation des masses effectives des électrons et des trous lourds en fonction de 
la composition au point Γ est montrée dans les figues 6 et 7 respectivement. 
 
Fig.IV.6. La masse effective des électrons dans l’alliage quasi binaire (GaP)1-x(ZnSe)x en 
fonction de la concentration x (courbe ajustée par les moindres carrés)  
D’après les courbes, nous observons qu’en allant du GaP ( x = 0) vers le ZnSe (x = 1), 
la masse effective des électrons au point Γ augmente de façon monotone jusqu'à x ≈ 0,9 puis 
elle diminue. 
La situation semble être légèrement différente pour la masse effective des trous, 
elle augmente d’une façon monotone jusqu'à x ≈ 0,7 puis elle diminue rapidement. 




Fig.IV.7. La masse effective des trous dans l’alliage quasi binaire (GaP)1-x(ZnSe)x en 
fonction de la concentration x (courbe ajustée par les moindres carrés)  
 Cette variation est non linéaire présentant une vaste courbure, l’interpolation des 










= 0.32 + 1.66x − 1.26xଶ (IV.10) 
Les termes quadratiques dans les équations (9) et (10) représentent les bowing 
optiques des masses effectives qui sont très affectés par le désordre compositionnel. 
Le facteur de courbure de la masse effective des trous est plus grand en amplitude, 
que celui des électrons. Ceci est dû au fait que la masse effective des trous est plus 
sensible au désordre.  
Cela pourrait être dû à la similarité des premières bandes de conduction du GaP et 
du ZnSe au voisinage du point Γ.  




IV.2.5. La densité de charge électronique  
La densité de charge électronique est une sonde utile pour la compréhension des 
liaisons chimiques dans les matériaux qui découle de la structure de bandes [IV.40, 41].  
Pour calculer la densité de charge à un point k spécifiques dans une bande donnée 
n, nous évaluons )(, rkn  comme étant égal à : 
 
2
k,nk,n )r(e)r(   (IV.11) 
Où )r(k,n   






   représente le point   ( a  est la constante du réseau).  
 Pour la première bande de conduction n=5, la densité de charge électronique 
calculée le long de la direction [111] de la somme des quatre bandes de valence au point 
  est représentée dans la Figure 8. 
 
Fig.IV.8. La densité de charge électronique au point   de la somme des quatre 
bandes de valence selon la direction [111] de l’alliage quasi binaire  
( GaP)1-x(ZnSe)x pour x=0.50 
Nous observons que la totalité de la densité de charge électronique est déplacé vers 
l'anion (P, SE). La valeur maximale de la distribution de charge des électrons de valence 




donne généralement une information sur la principale contribution à la formation des 
liaisons chimiques. Dans notre cas, ce maximum est situé près du site atomique occupé 
par les anions.  
Pratiquement, il n'y aucune charges dans les régions interstitielles indiquant la 
force du caractère ionique de la liaison entre les atomes (Ga, Zn) et (P, Se). 
La forme du profil de la densité représentée dans la figure 8 semble différente de 
celles des semi-conducteurs binaires (III-V) [IV.32] et (II-VI) [IV.36]. Cette différence est 
peut être une conséquence immédiate de la différence dans les ionicités correspondantes. 
La figure 9 illustre la densité de charge électronique calculée le long de la direction 
[111] pour la première bande de conduction au point  pour l’alliage quasi binaire
50.050.0 )()( ZnSeGaP . 
Fig.IV.9. La densité de charge électronique au point   pour la première bande de 
conduction selon la direction [111] de l’alliage quasi binaire ( GaP)1-x(ZnSe)x  pour x=0.50 
Notant que la majorité de la charge est localisée au niveau de l’anion et du cation 
et elle atteint son maximum au niveau du cation (Ga, Zn).  
Le site occupé par l'anion semble être moins entouré par la densité de charge 
électronique que celui occupé par le cation.  
Au niveau de la liaison, le minimum de la densité de charge est situé à environ mi-
chemin de la liaison.  




Dans les régions interstitielles, nous notons que la densité de charge dans la région 
prés du cation est plus importante que celle de la région prés de l'anion. 
IV.3.Etude des propriétés optiques  
IV.3.1.L’indice de réfraction   
L'indice de réfraction n d'un milieu à une longueur d'onde donnée mesure le facteur 
de réduction de la vitesse de la lumière (ou autres ondes) dans le milieu.  
Les rayons de lumière changent de direction lorsqu'ils passent d'un matériau à un 
autre mettant en jeu le rapport des indices de réfraction.  
La connaissance de l’indice n  des semi-conducteurs est essentielle pour les 
dispositifs électroniques tels que les cristaux photoniques, les guides d'ondes, les cellules 
solaires et les détecteurs [IV.42].  
Dans ce travail, cet indice a été calculé en utilisant trois modèles différents, qui 
sont tous directement liés au gap énergétique fondamental comme suit : 
1. La formule de Moss basé sur le modèle atomique [IV.43] 
 Egk4n   (IV.12) 
Où k est une constante de valeur de 108 eV. 
2. La relation de Ravindra et ses collaborateurs [IV.44] 
 gEn   (IV.13) 
Avec  084.4  
Et 1eV62.0   














  (IV.14) 
Avec : A et B des constantes numériques de valeurs de 13.6 eV et de 3.4 eV 
respectivement. 




Nos résultats concernant l’indice de réfraction du GaP et du ZnSe ainsi que 
certains de leurs cristaux quasi-binaire sont présentés dans le tableau 4. 
Les données disponibles dans la littérature sont également montrées à titre de 
comparaison.  
Le meilleur accord entre nos résultats et les données connues est obtenue lorsque la 
relation de Moss est utilisée. 
Pour le composé GaP, l'accord entre nos résultats (en utilisant la relation de Moss) 
et les données connues est mieux de 13%, tandis que pour le composé ZnSe, notre résultat 
est en accord avec celui mentionné dans la référence [IV.46] à moins de 1%.  
Vu le manque de données expérimentales et théoriques dans la littérature pour 
l’indice n  du xx ZnSeGaP )()( 1  dans l'intervalle de composition x (0<x <1), en fonction de 
nos connaissances, nos résultats seront pris comme des prévisions fiables. 
Matériau n  calculé à partir de :  Indices connus 
La relation de 
Moss  
La relation de 
Ravindra et al.  
La relation de 
Hervé et 
Vandamme  
GaP 2.63 a  2.69 a  2.61 a  3.02 b  
30.070.0 )()( ZnSeGaP  2.61
a  2.65 a  2.58 a   
50.050.0 )()( ZnSeGaP  2.67
a  2.76 a  2.65 a   
70.030.0 )()( ZnSeGaP  2.69
a  2.81 a  2.69 a   
ZnSe 2.51 a  2.41 a  2.44 a  2.5 c  
Tab.IV.4. Les indices de réfraction n  des alliages (GaP)1-x(ZnSe)x pour différentes 




Ref. [IV.47] et 
c
Ref. [IV.456] 
 En utilisant les relations ((VI-12) , (VI-13) , (VI-14)), les indices tracés en fonction 
de la concentration x sont illustrés dans la figure 10. 




Notant que la variation de l’indice de réfraction en fonction de la composition x 
présente un comportement non-linéaire pour tous les modèles utilisés. Cette non-linéarité 









Fig.IV.10. La variation de l’indice de réfraction en fonction de la composition x de 
l’alliage quasi binaire ( GaP)1-x(ZnSe)x 
Bien que du point de vue quantitatif, les valeurs de n  obtenues à partir des trois 
modèles utilisés diffèrent les uns des autres, qualitativement les modèles utilisés 
présentent la même tendance.  
La variation de l’indice n pour des compositions faibles de x (x <0,1) diminue 
rapidement avec l'augmentation x, alors qu'il augmente de façon monotone avec 
l'augmentation de x de 0,1 à 0,7.  
Quand x dépasse la valeur de 0,7,  l’indice diminue de nouveau de façon 
monotone. 
 La diminution ou l’augmentation de l’indice de réfraction est directement lié à la 
valeur du gap en fonction de x. Il diminue quand le gap augmente et vice versa. 
IV.4. Étude des propriétés diélectriques 
IV.4.1. La constante diélectrique de haute fréquence   
Basé sur les valeurs calculées de l’indice n  obtenu à partir de la relation de Moss, 
la constante diélectrique de haute fréquence  , a été estimée pour différentes 
compositions x en utilisant l'expression suivante : 




 2n  (IV.15) 
Nos résultats avec les données connues disponibles uniquement pour le GaP (pour 
la comparaison) sont présentés dans le tableau 5  
matériau 
  
GaP 6.93 a ; 9.11 b  
30.070.0 )ZnSe()GaP(  6.82
a  
50.050.0 )ZnSe()GaP(  7.10
a  
70.030.0 )ZnSe()GaP(  7.26
a  
ZnSe 6.32 a  
Tab.IV.5. Les constantes diélectriques de haute fréquence   des alliages (GaP)1-x(ZnSe)x  





Notre résultat pour le GaP est plus petit que celui rapporté dans la littérature 
[IV.47]. Pour les alliages (GaP)1-x(ZnSe)x (c'est à dire pour 0 <x ≤ 1), nos résultats sont 
des prévisions par manque de données expérimentales ou théoriques. 
 La variation de la constante   Pour les alliages (GaP)1-x(ZnSe)x en fonction de 
a composition x est présentée dans la figure 11.  
Fig.IV.11. Les constantes diélectriques de haute fréquence   des alliages  
(GaP)1-x(ZnSe)x  pour différentes Compositions x ( 0 ≤ x ≤ 1). 




Nous observons que   varie de façon non monotone avec la concentration x. Ce 
comportement est qualitativement semblable à celui de l’indice de réfraction en fonction 
de x. Ce n'est pas surprenant vu la relation qui les relie ensemble (IV.15). 
IV.4.2. La constante diélectrique statique 0  
Nous avons également calculé la constante diélectrique statique 0  en utilisant la 







10  (IV.16) 













  (IV.17) 






p   (IV.18) 
)3(VS  et )3(VA  dans l'équation (VI-18) représentent les facteurs de forme 
pseudopotentiels symétrique et antisymétrique  respectivement.  
Nos résultats concernant la constante diélectrique statique 0  pour différentes 
compositions x sont représentés dans le tableau 6. A titre de comparaison et de validation 
de la méthode, les valeurs du Gap et du ZnSe rapportés dans la littérature sont également 
présentés.  
On note clairement l’accord entre la valeur de la constante diélectrique statique 0  
du ZnSe estimée par nos calculs avec celle mentionnée dans la littérature [IV.46]. 
La même remarque donnée pour la constante de haute fréquence, les valeurs de la 
constante statique pour les différents alliages (GaP)1-x(ZnSe)x (0 <x <1) sont des 
références et peuvent servir pour des travaux expérimentaux à l’avenir. 












Tab.IV.6. Les constantes diélectriques statiques 0  des alliages (GaP)1-x(ZnSe)x pour 




Ref. [IV.47] et 
c
Ref. [IV.46]  
La variation de la constante diélectrique statique 0  en fonction de la composition 
x est montrée dans la figure 12. 
 
Fig.IV.12. Les constantes diélectriques statiques 0  des alliages (GaP)1-x(ZnSe)x pour 








30.070.0 )()( ZnSeGaP  9.87
a  
50.050.0 )()( ZnSeGaP  9.78
a  
70.030.0 )()( ZnSeGaP  9.85
a  
ZnSe 9.64 a ; 9.1 c  




Nous observons qu’elle varie de façon non monotone avec x et présente un 
comportement différent de celui de  .  
Les tendances de   et de 0  indiquent que le stockage et la dissipation de 
l'énergie électrique et magnétique dans le matériau étudié dépend fortement de la 
composition x dans l’alliage. 
VI.5. Conclusion 
En résumé, la structure électronique et les propriétés des alliages quasi-binaires 
(GaP) 1-x (ZnSe) x ont été étudiés et calculés avec l'EPM couplée avec la VCA améliorée 
qui prend en compte l'effet du désordre de la composition. 
Comme première approximation, la VCA n’a pu donner d’explications sur les 
bowings calculés des alliages (GaP)1-x(ZnSe)x, l’introduction de l’effet du désordre  
s’avére primordial. 
Ces alliages présentent les caractéristiques des semiconducteurs à gap direct et à 
gap indirect simultanément , selon la composition de la fraction molaire x. 
L'accord entre nos résultats et les données disponibles dans la littérature a été 
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Le progrès technologique ne cessera jamais tant qu’il y a l’être humain qui cherche 
toujours à s’améliorer, à se satisfaire et à faire moins de tâches avec plus de confort et de 
luxe. C’est dans ce sens, que la compétition trouve sa place dans le domaine de l’industrie, 
incitant les scientifiques à produire en qualité et en coût. Sur cette base, les savants 
cherchent toujours à mettre à profit les propriétés de la matière première pour concevoir de 
nouveaux produits donnant de meilleurs rendements avec un prix de revient minime. 
Dans le domaine des matériaux qui est la base de tous les dispositifs fabriqués, on 
est tout le temps en train de fonder d’autres théories afin d’explorer autres classes de 
matériaux. L’emploi des semiconducteurs s’est avéré très fructueux et divers dispositifs 
ont prouvé leurs importances dans notre vie.L’exploit d’autres classes de matériaux ouvre 
un grand éventail de recherches de matériaux magiques, petits et rapides. Ce qui nous a 
incités à faire une investigation d’une nouvelle classe de matériaux. 
Ce travail est une contribution modeste á l'étude des propriétés structurales, 
électroniques , optiques et diélectriques des alliages semi-conducteurs quasi binaires basés 
sur les deux classes très importantes dans le domaine de l’optoélectronique et qui ont déjà 
fait leurs preuve de mérites qu’est la classe (III-V) et la classe (II-VI). Le ( GaP )1-x( ZnSe 
)x était choisi pour cette étude , pour exploiter les qualités des deux composés tout en 
adoucissant leurs inconvénients en étant ensemble. 
La méthode utilisée  est celle du  pseudopotentiel empirique l’EPM couplée avec 
l’approximation du cristal virtuel  VCA, qui a déjà fait preuve d’une efficacité particulière 
pour estimer les gaps directs E0  (gap  Γ-Γ) et les gaps indirects ( Γ-X) et (Γ-L), ainsi que 
leurs paramètres de courbure . Celui du gap direct est en excellent accord avec celui cité 
par Glicksman dans ses travaux. Mais pour les gaps indirects, nos résultats sont des 
prévisions par manque de données. 
 Pour toutes les valeurs de x au-delà de 0.12, l’alliage étudié devient un 
semiconducteur à gap direct. Par ailleurs, dans l’intervalle de concentrations allant de 
x=0,50 à x=0,80, le gap fondamental varie entre 2,05 eV et 2,14 eV  
 Ces variantes permettent d'importantes propriétés technologiques de l’alliage 





 L’ionicité de l’alliage présente deux intervalles, dans le premier on observe une 
augmentation jusqu’à une valeur supérieure à ceux des composés parents. Puis dans le 
deuxième intervalle, une légère diminution s’observe pour atteindre celle du ZnSe. 
 Une autre cohérence se remarque dans la valeur de la bande de valence qui 
diminue avec l’augmentation du paramètre du réseau, ce dernier augmente en incorporant 
des molécules de ZnSe. 
 Le calcul des masses effectives des électrons et trous nous donne une idée sur  les 
phénomènes du transport dans l’alliage étudié. Nos calculs pour les masses effectives des 
électrons sont moins écartés de ceux de la littérature mais cet écart augmente pour les 
masses effectives des trous. 
 Pour comprendre les liaisons chimiques dans le matériau semiconducteur quasi 
binaire ( GaP )1-x( ZnSe )x, on a calculée la densité de charge électronique. Ce profil est 
trouvée très différent de celui des composés parents et ceci est une conséquence 
immédiate de la différence dans les ionicités correspondantes. 
Les propriétés électroniques obtenues (les structures de bandes, les densités de 
charges électroniques et les masses effectives) sont en parfait accord avec les prédictions 
théoriques et expérimentales. Cela prouve la puissance de la procédure d’ajustement et la 
qualité des facteurs de forme utilisés. 
Concernant les propriétés optiques, l’indice de réfraction a été calculé selon trois 
modèles existant mais seule la relation de Moss a donné des résultats comparables pour les 
composés parents, pour les autres valeurs de l’indice pour tout l’intervalle de la 
composition x reste à titre prédictoire par manque de données. 
De même pour les constantes diélectriques de l’alliage sous étude, elles présentent 
soit un accord avec les données soit qu’elles sont prises pour des données prédictoires 
pour l’expérimentation. 
Le comportement non linéaire de toutes les propriétés sous forme d’écart par 
rapport aux données existantes est dû essentiellement à l’effet du désordre .Une attention 
particulière a été portée à cet effet et il a été prouvé que l’effet du désordre est important et 
on ne peut le négliger. Ainsi, il est possible, en jouant sur le dosage (fractions molaires) de 
contrôler à volonté certaines caractéristiques pour les ajuster à l’application mettant en 





Le contrôle de ces paramètres est d’importance capitale pour la conception de 
nouveaux dispositifs optoélectroniques. Ces résultats sont d’un intérêt primordial à titre de 
confirmation et d’accord avec ce qui existe où à titre prédictoire restant à approuver 
expérimentalement pour confirmer leurs validités et la possibilité d’en créer de tels 
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 The results of pseudopotential calculations of the band structure and related electronic 
and optical properties of quasi-binary xx ZnSeGaP )()( 1  crystals in the zinc-blende structure 
are presented. Trends in bonding and ionicity are discussed in terms of electronic charge 
densities. Besides, the composition dependence of the refractive index and dielectric constants 
are reported. The computed values are in reasonable agreement with experimental data. The 
results suggest that, for a proper choice of the composition x, xx ZnSeGaP )()( 1  could provide 
more diverse opportunities to achieve desired electronic and optical properties of the crystals 
which would improve the performances of devices fabricated on them. 
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1. Introduction 
 Quasi-binary semiconductor alloys can be achieved by mixing III-V and III-V or III-V 
and II-VI compounds [1-4]. These materials were found to exhibit band gaps [1,5], structural 
quality [2], optical and vibrational properties [6] significantly different from those of 
conventional quaternary alloys. This may provide more diverse opportunities to achieve 
desired physical properties. 
 The growth of quasi-binary xx InAsGaSb )()( 1  and xx CdTeInSb )()( 1 crystals has been 
reported by Dutta and Ostrogorsky [1,2] and Brodovoi et al. [3], respectively. In addition, 
optical absorption measurements for crystals xx ZnSeGaP )()( 1  were reported [4]. On the 
theoretical side, features of xx InAsGaSb )()( 1  such as energy band gaps, electronic charge 
densities, refractive index, dielectric constants and phonon frequencies have been recently 
investigated by Bouarissa [5,6] using pseudopotential approach. 
 GaP and ZnSe crystallize with cubic zinc-blende structure (space group mF 34 ). Both 
materials have applications in optical systems. GaP is used in the manufacture of low-cost 
red, orange, and green light-emitting diodes (LEDs), whereas ZnSe is used to form II-VI 
light-emitting diodes, and diode lasers. The latter is used as an infrared optical material with a 
remarkably wide transmission wavelength range. However, ZnSe is relatively soft, which 
limits its suitability for the application of infrared window [7-9]. 
 By mixing GaP and ZnSe compounds, quasi-binary  xx ZnSeGaP )()( 1  crystals can be 
achieved. This may give other opportunities for achieving desired electronic band structure 
and related properties. Moreover, the softness of ZnSe mentioned above was expected to be 
overcame when using xx ZnSeGaP )()( 1  systems [10]. Recently, Lee and Do [11] have 
reported the crystal growth and characterization of the solid solutions 
,,()()( 21 GaAlMCuMSeZnSe xx  or )In using chemical vapor transport technique and 
showed that these materials still have good transmission in the long-wavelength infrared 
range with a considerable increase in the hardness of ZnSe (i.e. these materials improve the 
hardness of ZnSe without deteriorating the optical properties).  
 We study here the electronic band structure, valence and conduction charge densities 
and optical properties of quasi-binary xx ZnSeGaP )()( 1  crystals by means of the empirical 
pseudopotential method (EPM) under the virtual crystal approximation (VCA). Since the 
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VCA is known to lead to band bowing parameters that deviate from experiments [5,12-15], a 
correction to the alloy potential has been introduced. The zinc-blende polytype is considered 
as a model system. In the following sections the computational method used in the 
calculations is described and the results of the calculations are presented and compared where 
possible with experimental and previous theoretical data.  
2. Theoretical aspects and computations   
 The calculations have been performed using essentially the EPM. In the 
pseudopotential theory the strong true potential of the ions is replaced by a weaker potential 
valid for the valence electrons, the pseudopotential V(r ). This replacement can be justified 
mathematically and shown to reproduce correctly the conduction and valence band states 
[16]. The total wave function is separated into an oscillatory part and a smooth part, the so 
called pseudowave function. The method involves empirical parameters to fit the 
experimental data for the band-gaps at specific high-symmetry points in the Brillouin zone. 
The band-gap energies for GaP and ZnSe fixed in the fits at the  , X and L high-symmetry 
points are listed in table 1. The pseudopotentials are characterized by a set of atomic form 
factors. Adjustments to the specific pseudopotential form factors on which the band-structure 
calculation depends are made using a nonlinear least-squares [20,21] fitting procedure, until 
acceptable accuracy is achieved. The form factors obtained from the fitting procedure for GaP 
and ZnSe are given in table 2. The values used for the lattice constants are 5.451 Å for GaP, 
and 5.668 Å for ZnSe. 
 Mixing two binary semiconductors together to form an alloy is a very common-and 
often used technique for producing a whole new range of materials whose fundamental 
properties can be tuned by adjusting the properties of the constituents [22,23]. Generally, such 
alloys are assumed to have properties that vary linearly between the two constituents, a 
procedure that is known as the VCA. Nevertheless, in some instances such as in the case of 
quasi-binary crystals, such a VCA is only approximate and the actual dependence is more 
complicated where a non linear dependence is reported [5,15]. 
In the present work, the Hamiltonian of xx ZnSeGaP )()( 1 is described by a component 
due to the virtual crystal, and another component in which the disorder effects are included as 
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fluctuations around the virtual crystal in such a way that the symmetric and antisymmetric 
form factors are determined by [24], 
   ASGaPASZnSeASZnSeASGaPASG VVxxpxVVxV ,,2
1
,,, )1()1(   (1) 
Where p is an adjustable parameter that simulates the disorder effect.  
 The lattice constant of xx ZnSeGaP )()( 1  is calculated using the Vegard's rule [25]. 
3. Results and discussion 
 The computed electronic band structure of zinc-blende 50.050.0 )()( ZnSeGaP  is shown 
in Fig.1. The valence band maximum is taken as energy zero. The latter is at   and consists 
of the triply degenerate 15 in the absence of the spin-orbit interaction terms in this work. The 
conduction band minimum is at   as well. Hence, one may conclude that 50.050.0 )()( ZnSeGaP  
is a direct ( - ) band-gap semiconductor. Four distinct sets of occupied valence bands can 
be observed. The lowest valence bands have the usual shape expected for the known zinc-
blende materials [26]. The first conduction band at   is predominantly of cationic s character. 
The width of the energy gap between the highest level of the valence bands and the lowest 
one of the conduction bands at   is 2.14 eV. This value agrees to within 2% with that of 2.10 
eV estimated from the experimental quadratic relation reported by Glicksman et al. [4]. The 
valence band width is 12.66 eV. Note that the valence bands are less dispersive than the 
conduction bands. This may be traced back to the fact that the conduction bands are more 
delocalized than the valence ones. Qualitatively, the overall shapes of the valence and 
conduction bands of the material of interest are almost similar to those of binary compound 
ZnSe [27] and quaternary alloys GaSbSbAsInGa /59.041.050.050.0  [26]. From the quantitative 
point of view, the main difference lies in the change in the fundamental band-gap. 
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 The electronic charge density is a useful probe for the understanding of the chemical 
bonds in materials [28-32]. To compute the charge density at a specific k point in a given 
band n , we evaluate )(, rkn  as,  
2
,, )()( rer knkn                                                                                                              (2) 





 stands for the   
point ( a .is the lattice constant). For the first conduction band, n  is equal to 5. 
 The computed electronic charge density along the [111] direction for the sum of the 
four valence bands at the  -point for 50.050.0 )()( ZnSeGaP is plotted in Fig.2. We observe that 
most of the electronic charge density is shifted towards the anion (P,Se). The maximum value 
of the charge distribution of valence electrons gives usually an information about the main 
contribution to the formation of chemical bond. In our case it is situated near the atomic site 
occupied by the anion. Practically, there is no charge in the interstitial regions. These are 
indications of the strong ionic character of the bonding between (Ga,Zn) and (P,Se) atoms. 
The shape of the profile of  50.050.0 )()( ZnSeGaP  seems to be different and so in regard to 
details from those of III-V [31] and II-VI [33] binary semiconductors. This difference is 
though to be an immediate consequence of the difference in the corresponding ionicities. 
 Fig.3. displays the computed electronic charge density along the [111] direction for 
the first conduction band at the  -point for 50.050.0 )()( ZnSeGaP . Note that the majority of the 
charge is localized at the anion and cation sites where it reaches its maximum at the cation 
(Ga,Zn). The site occupied by the anion appears to be less surrounded by the electronic 
charge density than that occupied by the cation. In the bonding region, the minimum of the 
charge density is situated approximately half way along the bond. Hence, the charge 
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distribution is antibonding and s-like. In the interstitial regions, we note that the charge 
density in the region nearest to the cation is more important than that in the region nearest to 
the anion. 
 The refractive index, n , of a medium is a measure of how much the speed of light 
(or other waves such as sound waves) is reduced inside the medium. Knowledge of the n  of 
semiconductors is essential for devices such as photonic crystals, wave guides, solar cells and 
detectors [34]. In the present paper, n  has been calculated using three different models, all of  
which are directly related to the fundamental energy band gap ( gE ) as follows, 




n    (3) 
Where k is a constant with a value of 108 eV. 
(ii). The Ravindra et al. relation [36], 
gEn     (9) 
With 084.4    and 162.0  eV . 

















Where A  and B  are numerical constants with values of 13.6 and 3.4 eV, respectively. 
 Our results regarding n  for GaP, ZnSe and some of their quasi-binary crystals are 
listed in table 3. also shown for comparison are the available data in the literature. Making a 
compromise between GaP and ZnSe results, it appears that the better agreement between our 
results and the known data is obtained when Moss relation is used. For GaP compound, the 
agreement between our result (using Moss relation) and the known data is better than 13%, 
whereas for ZnSe compound, our result agree with that quoted in Ref. [39] to within 1%. For 
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lack of both experimental and theoretical data in the literature from n  of xx ZnSeGaP )()( 1  in 
the composition range 0<x<1, to the author's knowledge, the present results stand, therefore, 
as reliable predictions for the n .   
 The composition dependence of n  has been calculated using relations (3)-(5). Our 
results are plotted in Fig.4. Note that the variation of n  against the composition x exhibits a 
non-linear behavior for all used models. This non-linearity is believed to arise from the strong 
effects of disorder. Although from the quantitative point of view, the values of n  obtained 
from the three used models differ from each other, qualitatively the used models exhibit the 
same trend. The variation of n  versus x is non-monotonic where one finds that at low 
compositions x (x<0.1) n  decreases rapidly with increasing x, then it increases monotonically 
with increasing x from 0.1 up to 0.7. When x exceeds the value of 0.7 up to 1, n  decreases 
again monotonically. 
 Based on the calculated values of n  obtained from the Moss relation, the high-
frequency dielectric constant,  , has been estimated for various compositions x using the 
expression: 
2n                                                                                                                           (6) 
Our results are tabulated in table 4. Also shown for comparison are the known data which are 
available only for GaP. The   for GaP as illustrated by our result is smaller than that 
reported in the literature [38]. In other cases (i.e. for 0<x≤1), our results are predictions.  The 
variation of   as a function of  x for xx ZnSeGaP )()( 1  is displayed in Fig.5. We observe that 
  varies non-monotonically with x. This behavior is qualitatively similar to that of n  with x. 
This is not surprising since according to the relation (6),   is equal to the square of n . 
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 We have also calculated the static dielectric constant, 0  . In this respect, 0  has 
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  (8) 







  (9) 
)3(SV  and )3(AV in equation (9) represent the symmetric and antisymmetric pseudopotential 
form factors at G (111), respectively. c  is the covalency defined by, 
21 pc    (10) 
 Our results concerning 0  for different compositions x are depicted in table 4. For 
comparison, the values of 0  reported in the literature for GaP and ZnSe are also presented. 
Note that while our value of 0  for ZnSe agrees well with that quoted in Ref. [39] for optical 
low frequency dielectric constant, that for GaP is smaller than the value reported in Ref.[38]. 
For xx ZnSeGaP )()( 1 (0<x<1), our results are only for reference and may serve for future 
experimental work. The composition dependence of 0 for xx ZnSeGaP )()( 1  is shown in 
Fig.5. We observe that 0 varies non-monotonically with x and exhibits a behavior different 
from that of   . The trend of   and 0  indicates that the storage and dissipation of electric 
and magnetic energy in the material of interest depends strongly on the composition x.  
4. Conclusion 
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 In summary, the electronic structure and related properties for quasi-binary 
xx ZnSeGaP )()( 1  crystals have been investigated. The calculations were essentially based on 
the EPM within an improved VCA that takes into account the effect of compositional 
disorder. The agreement between our results and the available data in the literature was found 
to be generally reasonable. The analysis of the total valence electron charge density indicated 
that there is a strong ionic character of the bonding between (Ga,Zn) and (P,Se) atoms, 
whereas that of the conduction electron charge density suggested that the charge distribution 
is antibonding and s-like. The variation of the band parameters such as the refractive index 
and dielectric constants as a function of the composition x is found to be non-monotonic for 
all studied quantities. 
 The present study showed that the electronic and optical properties of 
xx ZnSeGaP )()( 1  are strongly dependent on the composition x and hence for a proper choice 
of x, the quasi-binary crystals under load could provide more diverse opportunities to achieve 
desired electronic and optical properties of the crystals.  
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Figure captions 
Fig.1. Electronic band structure of zinc-blende 50.050.0 )()( ZnSeGaP . 
Fig.2. Total valence electron charge-density at the  -point for zinc-blende 
50.050.0 )()( ZnSeGaP  along the [111] direction. 
Fig.3. First conduction electron charge-density at the  -point for zinc-blende 
50.050.0 )()( ZnSeGaP  along the [111] direction. 
Fig.4. Refractive index in zinc-blende  xx ZnSeGaP )()( 1  versus composition x. 
Fig.5. High-frequency and static dielectric constants in zinc-blende xx ZnSeGaP )()( 1  versus 
composition x. 
Table 1. Band-gap energies for GaP and ZnSe fixed in the fits. 





GaP 2.78 a   2.26 a   2.6 a   
ZnSe 2.70 b   3.18 c   3.31 c   
a Ref. [17]; b Ref. [18]; c Ref. [19]. 
Table 2. Pseudopotential form factors for GaP and ZnSe. 
Compound Form factors (Ry) 
)3(SV  )8(SV  )11(SV  )3(AV  )4(AV  )11(AV  
GaP -0.210510 0.03 0.072244 0.132668 0.07 0.02 
ZnSe -0.225333 0.007070 -0.007421 0.116490 0.129940 -0.100180 
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Table 3.  Refract ive index, n ,  for  xx ZnSeGaP )()( 1  at  various composit ions x. 
Material n  calculated form:  Known 





GaP 2.63 a  2.69 a  2.61 a  3.02 b  
30.070.0 )()( ZnSeGaP  2.61
a  2.65 a  2.58 a   
50.050.0 )()( ZnSeGaP  2.67
a  2.76 a  2.65 a   
70.030.0 )()( ZnSeGaP  2.69
a  2.81 a  2.69 a   
ZnSe 2.51 a  2.41 a  2.44 a  2.5 c  
a Present work; b Ref. [38]; c Ref. [39]. 
Table 4.  High-frequency dielectric constant,  , and static dielectric constant, 0 , for 
xx ZnSeGaP )()( 1  at various compositions x. 
Material   0  
GaP 6.93 a ; 9.11 b  14.07 a ; 11.1 b  
30.070.0 )()( ZnSeGaP  6.82
a  9.87 a  
50.050.0 )()( ZnSeGaP  7.10
a  9.78 a  
70.030.0 )()( ZnSeGaP  7.26
a  9.85 a  
ZnSe 6.32 a  9.64 a ; 9.1 c  
































































Atomic position (atomic units)
 
Figure 2.  
  14




































Atomic position (atomic units)
 
Figure 3.  



























































 Static dielectric constant
 High-frequency dielectric constant
 










Einstein a dit :  
 
"Science without religion is lame. Religion without science is blind." 
