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Many engineering applications require information about temperature distribution in
multilayer thin films. Steady state heat conduction inmultilayer structures can bemodelled
by elliptic interface problems. In this paper, computer simulations of some thin film elliptic
interface problems have been performed by applying decomposed immersed interface
method on MATLAB.
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1. Introduction
Thin films are thinmaterial layers ranging from fractions of a nanometre to several micrometres in thickness. In past few
years, thin films have become a major area of research because of its wide applications in engineering and technology. The
calculation of temperature distribution in multilayer thin film structures is of interest in many fields e.g. X-ray lithography,
magneto-optical (MO) recording, laser annealing, laser processing, electron beam lithography etc.
The phenomenon of steady state heat conduction in multilayer structures is governed by elliptic boundary value
problems with interfaces, which are often called elliptic interface problems. The difficulty to solve such problems is caused
due to the discontinuity across the interfaces. Discontinuity can be either in the solution or flux or the coefficient in the
governing partial differential equations. Standard finite differencemethodsmay not give accurate results for these problems
especially near the interfaces because of the discontinuity.
The thin film elliptic interface problems arise in various industrial applications [1–10] e.g. X-ray lithography, used in the
fabrication of micro-structures and devices with a high aspect ratio involves the irradiation of a photoresist on a substrate.
An X-ray beam is transmitted through amultilayered structure containing amask, a photoresist and a substrate having a gap
between the mask and the resist. A mask, which is basically an X-ray absorber, creates a desired pattern on the photoresist
by selectively allowing the transmission of irradiation from an X-ray beam.When the transmission is done, the photoresist,
which is a light sensitive material, is developed to remove the irradiated area and an imprint of the pattern is left in form
of exposed substrate and photoresist walls. This pattern is used as a micromold and it is filled with metal by electroplating.
The remaining unexposed part of the photoresist is removed by an etchant and the desired microstructure is obtained on
the substrate. Hence in the development of such microstructures, the knowledge of temperature distribution is required on
the multilayered structure so that the effect of high flux X-ray exposure on distortions in the photoresist due to thermal
expansion can be determined.
The solutions of such problems with usual methods are difficult to obtain because of three dimensional system and
complex interface conditions between the different layers. Also, in the thin film system the width is much smaller than
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length and height; hence the resulting linear system becomes ill-conditioned. In many problems, we can have the elliptic
equation with variable coefficient, which may lead to a non-symmetric linear system.
Previously some studies have been done regarding such type of problems by Dai and Nassar [1–7]. In [1] they have
modelled an X-ray irradiated resist with three-dimensional heat equations and solved them by Douglas ADI method and
the parallel ‘‘divide and conquer’’ scheme whereas in [2] the same model has been solved by applying a preconditioning
technique and the Richardson method for the Poisson equation in the microscale and the tridiagonal linear system is
solved by a domain decomposition algorithm based on the parallel ‘‘divide and conquer’’ scheme. Same type of problems
with cylindrical geometry are modelled and solved in [3] using a hybrid finite element–finite difference method and a
preconditioned Richardson method for solving the Poisson equation at the microscale. The resulting linear systems have
been solved by a domain decomposing algorithm, obtained by applying a parallel Gaussian elimination technique. The same
procedure is applied for solving a three dimensional heat transport equations in a double layered thin film with microscale
thickness in [4] and for thermal analysis in X-ray Lithography in [5]. In [6,7], Dai and Nassar have solved different types of
thin film problems by domain decomposition method.
In [8], temperature profiles produced in multilayered structure by laser or electron beam exposure are evaluated. The
solution of coupled partial differential equations of thermal conduction has been calculated using Green’s functions. The
Green’s function approach is also used to evaluate the analytical expression for temperature and probe beam deflection
in multilayered structure in [9] and a local Green’s function has been used to find out the solution of the heat conduction
equation. The temperature and heat flux interfacial conditions have been used to link the local solution.
There are several methods in the literature [11–17] which can be applied to solve the thin film elliptic interface problem.
In 1994, Li and LeVeque developed second order accurate immersed interface method [12] where they incorporated the
jump conditions into the finite difference method. This method adds some additional nodes to the numerical stencil which
may lead to a nonsymmetric matrix that is complex to be solved by standard numerical solvers. Hence the computational
cost increases in solving such matrix.
In [11], a decomposed immersed interface method is presented where a correction term is introduced to standard
difference stencil on the right hand side only so that the resulting linear system remains symmetric and diagonally dominant
which can be solved by standard solvers. This correction term is decomposed in both cartesian directions. We have applied
this method in multilayer thin film problems and computational results are discussed in graphical and tabular form in
detail. Our motivation towards this work is the efficiency and robustness of this method for handling interfaces. We have
also compared our approach with other existing techniques. The method is second order accurate, fast, efficient and easy to
apply.
The remainder of the paper is constructed as follows: In Section 2 we have discussed mathematical model of a thin film
elliptic interface problem arising in an X-ray irradiation process. In Section 3, we will discuss some other applications of
thin film elliptic interface problems. In Section 4, we will explain the decomposed immersed interface method in detail. In
Section 5, we have solved two thin film elliptic interface problems and performed their computer simulation and in the last
section, we have summarized our work with some conclusions.
2. Mathematical model of a thin film elliptic interface problem arising in an X-ray irradiation process
In an X-ray irradiation process [1–5,7,8,10], the multilayered system contains a mask, a resist, a substrate and a gap
between mask and resist which prevents overheating on the exposed area of the resist. The mask is generally made of
gold or compounds of tantalum or tungsten, which absorbs X-ray. PMMA is generally used as the resist and it is placed on
a substrate like silicon. All these layers including the gap are of microscale thickness. In an X-ray irradiation process this
multilayered thin films structure works as a target of high flux X-ray beam as shown in Fig. 1. We need to study the effect
of this X-ray exposure on resist.
First the heat is transferred through themask by conduction. As the size of gap is very thin we can neglect the convection
through the gap. Hence we assume that in every layer heat is transferred through conduction which can be modelled by the
following elliptic equation:
− ki

∂2Ti
∂x2
+ ∂
2Ti
∂y2
+ ∂
2Ti
∂z2

= f (x, y, z), i = 1, 2, 3, 4 (1)
where ki is the thermal conductivity and Ti is the temperature of ith layer. f (x, y, z) is the source which can be determined
by experiments. The boundary conditions are as follows:
On top surface. Heat convection occurs at top of the first layer i.e.
k1
∂T1
∂z
= hc(T1 − T∞)
where T∞ is the temperature of the surrounding and hc is the convection coefficient.
At bottom surface of mask. The temperature and flux is continuous at the interface of mask and gap i.e.
T1 = T2
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Fig. 1. The experimental set-up of an X-ray irradiation process.
and
−k1 ∂T1
∂z
= −k2 ∂T2
∂z
.
At top surface of resist. At the interface between gap and resist also, the temperature and flux is continuous i.e.
T2 = T3
and
−k2 ∂T2
∂z
= −k3 ∂T3
∂z
.
At bottom surface of the resist. The flux is continuous across the interface between resist and substrate i.e.
−k3 ∂T3
∂z
= −k4 ∂T4
∂z
.
Also,
−k3 ∂T3
∂z
= h(T3 − T4).
If h has finite value then the temperature has discontinuity at the interface whereas if h → ∞, the second boundary
condition reduces to
T3 = T4.
The side walls of all layers are kept at constant temperature or open to the surrounding so as to prevent heat from building
up hence at the side walls:
Ti = T∞, i = 1, 2, 3, 4
and at the bottom surface of the substrate
T4 = T∞.
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3. Some other applications of thin film elliptic interface problems
In many other engineering applications, we can see different types of thin film elliptic interface problems e.g. in
microtechnology applications, we need to investigate heat transport through multilayered thin films [4]. In development of
microelectronics devices, the switching speed of any device can be increased by reducing the size of the device. However,
a high thermal load is produced on the microdevice due to increased rate of heat generation caused by reduction of device
size. Hence, a thermal analysis is required for obtaining a desired microstructure or for checking the performance of a
microelectronic device. Also, processing ofmetals by pulsed laser e.g. lasermicromachining, laser pattering, laser processing
of diamond films from carbon ion implanted copper substrate and laser surface hardening are many other applications of
thin film elliptic interface problems.
In the next section wewill explain decomposed immersed interface method to solve elliptic interface problems in detail.
4. A decomposed immersed interface method for elliptic interface problems
The original immersed interface method (IIM) [12] solves any elliptic interface problem by including the interfacial
boundary conditions into the finite difference discretization in such a way that it preserves the jumps in the solution and
its derivatives. The original IIM adds additional nodes to numerical stencil, leading to a non-symmetric matrix. This non-
symmetric matrix reduces the numbers of efficient numerical solvers to be used and convergence is not always guaranteed.
This increases the computational cost of solving this matrix.
In [11] a decomposed immersed interfacemethod is introducedwhich keeps the standard finite difference stencilmaking
only corrections to the right hand side of the problem. As a result, the linear system remains symmetric and diagonally
dominant. The order of accuracy is improved by includingmore jump conditions. In thismethod, the interface is represented
by a level set function.
We find this method appropriate for solving the class of problems discussed in Sections 1 and 2 because we have
to add correction term only for irregular points. At regular points jumps becomes zero the discretization reduces to the
standard finite difference scheme. The method is second order accurate and easy to implement. The method in paper [11]
is formulated for two dimensional problems. We extend and formulate it for three dimensional problems.
Suppose we have a domainΩ divided into two (or more) subdomainsΩ+ andΩ− by a lower dimensional interface Γ .
Let us consider an elliptic boundary value problem
∂
∂x

k
∂u
∂x

+ ∂
∂y

k
∂u
∂y

+ ∂
∂z

k
∂u
∂z

= f (x, y), x ∈ Ω (2)
with Dirichlet boundary conditions
u(x, y, z) = g(x, y, z), (x, y, z) ∈ δΩ
where δΩ is the boundary of the domainΩ . Suppose k and source term f have jumps across the interface Γ , i.e.
k =

k+, (x, y, z) ∈ Ω+
k−, (x, y, z) ∈ Ω−
and
f =

f +, (x, y, z) ∈ Ω+
f −, (x, y, z) ∈ Ω−
which can cause discontinuities in the solution and its derivatives specified as
[u] = w(x, y, z), (x, y, z) ∈ Γ
[kun] = v(x, y, z), (x, y, z) ∈ Γ
where [un] = ∂u∂n = ∇u.n⃗ is normal derivative of u, n⃗ is the local unit normal vector to the interface pointing towards the
Ω+-region and the jumps are defined as the limiting values
[u] = lim
(x,y,z)→Γ+
u(x, y, z)− lim
(x,y,z)→Γ−
u(x, y, z) = u+ − u−
[kun] = lim
(x,y,z)→Γ+
k(x, y, z)un(x, y, z)− lim
(x,y,z)→Γ−
k(x, y, z)un(x, y, z) = k+u+n − k−u−n .
Level set representation of the interface. Let us define a smooth auxiliary function φ(x, y, z) as
φ(x, y, z) = ±d
where d is the shortest distance to the interface. The interface is represented by the zero level set of the function φ,
Γ = {(x, y, z) ∈ R3|φ(x, y, z) = 0}.
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The sign of φ indicates whether (x, y, z) is in theΩ+-region (in case of positive sign) or in theΩ−-region (in case of positive
sign) i.e.
Ω =

Ω−, φ < 0
Ω+, φ ≥ 0.
Numerical discretization. Suppose we have a domainΩ = [a1, a2] × [b1, b2] × [c1, c2]. The uniform grid is defined as
xi = a1 + ih, yj = b1 + jh, zk = c1 + kh
where h = a2−a1M = b2−b1N = c2−c1P and 0 ≤ i ≤ M, 0 ≤ j ≤ N, 0 ≤ k ≤ P .
A grid point is called regular if the neighbouring nodes are on the same side of the interface whereas a grid point is irregular
if at least one neighbouring node is on the other side of the interface. Now elliptic equation (4) can be approximated by the
following discretization
ki+1/2,j,k(Ui+1,j,k − Ui,j,k)− ki−1/2,j,k(Ui,j,k − Ui−1,j,k)
h2
+ ki,j+1/2, k(Ui,j+1,k − Ui,j,k)− ki,j−1/2,k(Ui,j,k − Ui,j−1,k)
h2
+ ki,j,k+1/2(Ui,j,k+1 − Ui,j,k)− ki,j,k−1/2(Ui,j,k − Ui,j,k−1)
h2
= fi,j,k (3)
where Ui,j,k = u(xi, yj, zk), fi,j,k = f (xi, yj, zk) and ki+1/2,j,k = k(xi + h/2, yj, zk).
A correction term Ci,j,k is introduced on the right hand side of Eq. (3) to make the numerical discretization well defined
at irregular nodes and should vanish at regular nodes. This correction term can be decomposed directionwise since jump
condition can be decomposed in the x, y and z directions allowing for a dimension by dimension approach. Hence we can
define correction term as
Ci,j,k = Cxi,j,k + Cyi,j,k + C zi,j,k. (4)
If we will evaluate correction term in x direction we can get another correction terms by the similar procedure in y and z
directions. Hence we will discuss the procedure of evaluating correction term in only x-direction.
Let us suppose that interface is located at xΓ = xi + σh, 0 ≤ σ ≤ 1, σ = φiφi−φi+1 where xi is an irregular node
and φi = φ(xi). The correction will be done in two steps. First we will correct the numerical discretization of ux, then,
the approximation of (kux)x. The first derivative is estimated at the centre between xi and xi+1. The correction of this
approximation depends on what side of xi+1/2 the interface is located.
Writing expression for u(xi+1) at xΓ = xi + σh for the case φi < 0 and 1/2 < σ ≤ 1 using Taylor’s series expansion
u(xi+1) = u(xΓ + (1− σ)h) = u+ + u+x (1− σ)h+
1
2
u+xx(1− σ)2h2 + O(h3)
= u− + u−x (1− σ)h+
1
2
u−xx(1− σ)2h2 + C1(x, σ )+ O(h3)
= u(xi+1/2)+ ux(xi+1/2)(σ − 1/2)h+ 12uxx(xi+1/2)(σ − 1/2)
2h2 + ux(xi+1/2)(1− σ)h
+ 1
2
uxx(xi+1/2)(2σ − 1)(1− σ)h2 + 12uxx(xi+1/2)(1− σ)
2h2 + C1(x, σ )+ O(h3)
= u(xi+1/2)+ ux(xi+1/2)h2 +
1
2
uxx(xi+1/2)

h
2
2
+ C1(x, σ )+ O(h3). (5)
Expanding u(xi) at xi+1/2 we get
u(xi) = u(xi+1/2)− ux(xi+1/2)h2 +
1
2
uxx(xi+1/2)

h
2
2
+ O(h3). (6)
From (5) we can evaluate the correction term as
C1(x, σ ) = [u] + [ux](1− σ)h+ 12 [uxx](1− σ)
2h2.
Subtracting (6) from (5) we get
ux(xi+1/2) = u(xi+1)− u(xi)h −
C1(x, σ )
h
+ O(h2).
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For the case 0 < σ ≤ 1/2 expanding u(xi) at xΓ = xi + σhwe get
u(xi) = u(xΓ − σh) = u− − u−x σh+
1
2
u−xxσ
2h2 + O(h3)
= u+ − u+x σh+
1
2
u+xxσ
2h2 − C1(x, σ )+ O(h3)
= u(xi+1/2)− ux(xi+1/2)

1
2
− σ

h+ 1
2
uxx(xi+1/2)

1
2
− σ
2
h2
− ux(xi+1/2)σh+ 12uxx(xi+1/2)(1− 2σ)σh
2 + 1
2
uxx(xi+1/2)σ 2h2 − C1(x, σ )+ O(h3)
= u(xi+1/2)− ux(xi+1/2)h2 +
1
2
uxx(xi+1/2)

h
2
2
− C1(x, σ )+ O(h3) (7)
and expanding u(xi+1) at xi+1/2 by Taylor’s series expansion
u(xi+1) = u(xi+1/2)+ ux(xi+1/2)h2 +
1
2
uxx(xi+1/2)

h
2
2
+ O(h3). (8)
In this case correction term can be evaluated as
C1(x, σ ) = [u] − [ux]σh+ 12 [uxx]σ
2h2.
Subtracting (7) from (8) we get
ux(xi+1/2) = u(xi+1)− u(xi)h −
C1(x, σ )
h
+ O(h2). (9)
Also, the approximation of flux kux needs to be corrected, if it is discontinuous and 0 < σ ≤ 1/2. Hence expanding kux at
xi+1/2
kux(xi+1/2) = kux

xΓ +

1
2
− σ

h

= (kux)+ + (kux)+x

1
2
− σ

h+ O(h2)
= (kux)− + (kux)−x

1
2
− σ

h+ C2(x, σ )+ O(h2)
= kux(xi)+ (kux)x(xi)σh+ (kux)x(xi)

1
2
− σ

h+ C2(x, σ )+ O(h2)
= kux(xi)+ (kux)x(xi)h2 + C2(x, σ )+ O(h
2). (10)
Similarly expanding kux at xi−1/2
kux(xi−1/2) = kux(xi)− (kux)x(xi)h2 + O(h
2). (11)
Hence the correction term C2 can be evaluated from (10) as
C2(x, σ ) = [kux] + 12 [(kux)x](1− 2σ)h. (12)
Subtracting (11) from (10) we get
(kux)x(xi) = kux(xi+1/2)− kux(xi+1/2)h −
C2(x, σ )
h
+ O(h). (13)
Hence for xi−1 ≤ xΓ ≤ xi+1, we can numerically approximate (kux)x(xi) as
(kux)x(xi) =
ki+1/2,j(Ui+1,j − Ui,j)− ki−1/2,j(Ui,j − Ui−1,j)
h2
+ Ci + O(h) (14)
with correction term
Ci = Sφ k¯ C1(x, σ )h2 + Sφ
C2(x, σ )
h
(15)
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where
Sφ =
−1 φi < 0
1 φi ≥ 0
and
C1(x, σ ) =

if (φi ≥ 0 and 0 ≤ σ < 1/2)
[u] − λ[ux]σh+ 1/2σ 2h2
or (φi < 0 and 0 < σ ≤ 1/2)
if (φi ≥ 0 and 1/2 < σ ≤ 1)
[u] + λ[ux](1− σ)h+ 1/2(1− σ)2h2
or (φi < 0 and 1/2 ≤ σ < 1)
C2(x, σ ) =

if (φi ≥ 0 and 0 ≤ σ < 1/2)
λ[kux] + 1/2[(kux)x](1− 2σ)h
or (φi < 0 and 0 < σ ≤ 1/2)
0 otherwise
where the parameters λ, σ and k¯ are defined as
• If xi ≤ xΓ ≤ xi+1
λ = 1, σ = φi
φi − φi+1 and k¯ = ki+1/2. (16)
• If xi−1 ≤ xΓ ≤ xi
λ = −1, σ = φi
φi − φi−1 and k¯ = ki−1/2. (17)
The jumps become zero where solution is smooth and continuous and therefore correction term gets vanished. In that case
(14) reduces to standard finite difference approximation for (kux)x. In [11] the method for approximating jump conditions
is also given if they are unknown. Since the correction term is added only at right hand side, the system of linear discretized
equations is a symmetric and diagonally dominantmatrix and can be solvedwith any standard solver. In higher dimensional
problem we can similarly evaluate expression for correction terms in each direction. We found this method appropriate for
solving such problems because of the following reasons:
• The method is easy to implement since the correction term only needs to be added to the right hand side of the system.
• The method is second order accurate.
• The method is robust and can be applied to variety of problems.
• The coefficient matrix can be solved any standard solver.
In the next section, we applied the decomposed immersed interface method in some thin film elliptic interface problems
and performed their computer simulation using MATLAB.
5. Numerical examples
Problem 1. The first problem we take is a thin film elliptic interface problem with variable coefficient [7]. Consider a two
layered rectangular thin film structure with domain [0, 1] × [0, 1] × [0, 0.2]
∂
∂x

(x+ y+ 1) ∂u1
∂x

+ ∂
∂y

(x+ y+ 1) ∂u1
∂y

+ ∂
∂z

(x+ y+ 1) ∂u1
∂z

= f1(x, y, z),
0 < x, y < 1, 0 < z < 0.1
∂
∂x

10(x+ y+ 1) ∂u2
∂x

+ ∂
∂y

10(x+ y+ 1) ∂u2
∂y

+ ∂
∂z

10(x+ y+ 1) ∂u2
∂z

= f2(x, y, z),
0 < x, y < 1, 0.1 < z < 0.2
with interfacial conditions
u1(x, y, z) = u2(x, y, z)
and
(x+ y+ 1) ∂u1
∂z
= 10(x+ y+ 1) ∂u2
∂z
.
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Table 1
Grid refinement analysis.
Grids ‖en‖∞ by decomposed IIM ‖en‖∞ by domain decomposition method [7]
10× 10× 20 2.486× 10−14 2.387× 10−5
20× 20× 20 1.865× 10−14 2.881× 10−5
y y
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Fig. 2. Contour maps of the solution at different cross-sections on 20× 20× 20 grid.
4.5
4
3.5
3
2.5
2
1.5
1
0.5
0
u
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
z
Numerical Solution
Exact Solution
Fig. 3. Solution along the vertical line x = 0.2 and y = 0.4 in different layers at 10× 10× 10 grid.
At other boundaries ui = 0, i = 1, 2
The exact solution of the problem is
u1(x, y, z) = 1000x(1− x)y(1− y)z
and
u2(x, y, z) = 100x(1− x)y(1− y)(0.9+ z).
The expressions for f1(x, y, z) and f2(x, y, z) can be obtained from the exact solutions.
We solved this problem by decomposed immersed interface method at different sets of grid. For the illustration
of accuracy and efficiency of the algorithm we evaluated the solution and compared with the solution by domain
decomposition method described in [7]. The results are shown in Table 1.
The computer simulation of the solution can be visualized by Figs. 2 and 3. Fig. 2 displays the contour maps of solution
at different depth. Fig. 3 shows the graph of solution along z at x = 0.2 and y = 0.4.
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Fig. 4. Configuration of double layered thin film structure.
We have performed all numerical computation on MATLAB-7.4. The MATLAB program for decomposed IIM applied on
this problem takes about 5 s which is quite faster than the algorithm developed by Dai and Nassar [7] which takes 4 min.
Table 1 confirms that decomposed IIM gives better accuracy than domain decomposition method proposed in [7].
Problem 2. We consider a model problem [2] of the type described in Section 1. In this problem we have investigated the
steady state temperature distribution in resist and substrate in the process of X-ray lithography. Here we are dealing a two
layered structure containing resist and substrate. But the method can be similarly extended to any N-layered model.
This thin film structure contains two layers of length and width 5 mm, and thickness 100 µm each.
The X-ray exposed area is x = 0 to x = 1 mm. The governing equation of the problem is
−ki

∂2Ti
∂x2
+ ∂
2Ti
∂y2
+ ∂
2Ti
∂z2

= f (x, y, z), i = 1, 2
where k1, k2 are the thermal conductivities and T1, T2 are the temperatures of the resist and the substrate respectively. The
source term is defined as
f (x, y, z) =

W0µe−µz, 0 ≤ x ≤ 1, 0 ≤ y ≤ 5
0, 1 < x ≤ 5, 0 ≤ y ≤ 5
where Wo = 3.4 W/cm2 and µ = 1106 × 104/cm. The expression of source term shows that the heat absorbed from
the synchrotron X-ray irradiating the surface decreases exponentially with depth [10]. The convection coefficient is hc =
0.006 W/cm2/K for the top of the resist. We are assuming that the multilayered system (Fig. 4) has PMMA (Polymethyl
methacrylate) as resist and Silicon as substrate. The thermal conductivities of PMMA and Silicon are 0.00198 W/cm/K and
1.5 W/cm/K respectively. The contact of the resist and substrate layer is assumed to be perfect hence the contact conditions
of the solution, its derivatives and the flux along the interface are continuous. In general, if any problem has discontinuous
interfacial conditions, the decomposed IIM can be very well applied as defined in Section 4.
We have simulated the steady state heat conduction process on the resist and substrate and the temperature profile has
been illustrated graphically in Figs. 5 and 6. The boundary conditions can vary for different types of problems. We have
assumed, on side walls and bottom layer of the substrate Ti = T∞ = 300 K, i = 1, 2. For convenience sake, we have taken
homogeneous boundary condition on top layer of the resist.
In Fig. 5 it can be visualized that the temperature becomes uniformover the substrate. This phenomenon can be explained
from the fact that the thermal conductivity of the substrate is much greater than the resist in magnitude which implies that
resist transfers all the heat to the substrate rather than to the surroundings. The CPU time elapsed for the MATLAB program
of this problemwas about 3 s. This problem has been studies and solved previously by different approaches [1–7] by solving
unsteady state heat conduction equations. Basically, the temperature rise is evaluated by solving these equations for small
time increment.We are finding out the steady state temperature in thewhole systemby solving steady state heat conduction
equations.
One of the most important benefits of using decomposed immersed interface method in such problems is that we need
not to solve system of differential equations layer-wise as other methods [1–7]. We solve all equations together because the
interfacial conditions are incorporated into the scheme.
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Fig. 5. Temperature distribution along the vertical line x = 0.075 and y = 0.1 in 20× 20× 20 grid.
X(cm)
Z(
cm
)
0.01
0.009
0.008
0.007
0.006
0.005
0.004
0.003
0.002
0.001
0 0 0.1 0.2 0.3 0.4 0.5
250
200
150
100
Fig. 6. Temperature profile at y = 2.5 in the resist in 20× 20× 20 grid.
6. Conclusion
In this paper we have discussed mathematical model of some thin film elliptic interface problems arising in various
engineering applications and performed computer simulation of two such problems in MATLAB by applying decomposed
immersed interface method which is fast, accurate and easy to apply. Also, the method does not produce ill-conditioned
system of equations while solving problems with microscale thickness. Since, the decomposed immersed interface method
is capable of dealing problemswith discontinuous interfacial conditions; it can be used in various types of multilayered thin
film problems.
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