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ALGORITHMS FOR SPARSE X-RAY CT IMAGE RECON-
STRUCTION OF OBJECTS WITH KNOWN CONTOUR
Aleksandar Dogandzˇic´, Renliang Gu, and Kun Qiu
Iowa State University, Center for Nondestructive Evaluation,
1915 Scholl Road, Ames, IA 50011, USA
ABSTRACT. We develop algorithms for sparse X-ray computed tomography (CT) image
reconstruction of objects with known contour, where the signal outside the contour is
assumed to be zero. We first propose a constrained residual squared error minimization
criterion that incorporates both the knowledge of the object’s contour and signal sparsity
in an appropriate transform domain. We then present convex relaxation and greedy
approaches to approximately solving this minimization problem; our greedy mask iterative
hard thresholding schemes guarantee monotonically non-increasing residual squared error.
We also apply mask minimum norm (mask MN) and least squares (mask LS) methods
that ignore signal sparsity and solve the residual squared error minimization problem
that imposes only the object contour constraint. We compare the proposed schemes with
existing large-scale sparse signal reconstruction methods via numerical simulations and
demonstrate that, by exploiting both the object contour information in the underlying image
and sparsity of its discrete wavelet transform (DWT) coefficients, we can reconstruct this
image using a significantly smaller number of measurements than the existing methods. We
apply the proposed methods to reconstruct images from simulated X-ray CT measurements
and demonstrate their superior performance compared with the existing approaches.
Keywords: Compressive Sampling, Known Object Contour, Sparse Signal Reconstruction,
X-Ray Computed Tomography (CT)
PACS: 81.70.Tx Computed tomography
INTRODUCTION
Sparse signal reconstruction has been an active research area for the past few years
thanks to the emergence of compressive sampling as a new sub-Nyquist sampling paradigm
[1]–[4]. Compressive sampling exploits the fact that most natural signals are well described
by only a few significant coefficients in some [e.g. discrete wavelet transform (DWT)] do-
main, where the number of significant coefficients is much smaller than the signal size.
Therefore, for an p × 1 vector x representing the signal and an appropriate p × p sparsi-
fying transform matrix Ψ , we have x = Ψ s, where s = [s1, s2, . . . , sp]T is an p × 1 signal
transform-coefficient vector with most elements having small magnitudes. The idea behind
compressive sampling or compressed sensing is to sense the significant components of sReview of Progress in Quantitative Nondestructive EvaluationAIP Conf. Proc. 1430, 597-604 (2012); doi: 10.1063/1.4716282©   2012 American Institute of Physics 978-0-7354-1013-8/$30.00597
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using a small number of linear measurements:
y = Φ x (1)
where y is an N × 1 measurement vector and Φ is a known N × p sampling matrix with
N ≤ p; here, we focus on the scenario where the measurements, signal coefficients, and
sampling and sparsifying transform matrices are real-valued. A number of practical recovery
algorithms, including convex relaxation, greedy pursuit, and probabilistic methods, have been
proposed to find the sparse solution to the underdetermined system (1), see [5] for a survey.
Compressive sampling takes the advantage of the prior knowledge that most natural
signals are sparse in some transform domain. In addition to the signal sparsity, we use geo-
metric constraints to enhance the signal reconstruction performance. In particular, we assume
that the contour of the object under inspection is known and that the signal outside the contour
is zero. Here, we propose several methods that incorporate the object’s contour information
into the signal reconstruction process. Experimental results show that, by incorporating this
geometric constraint, we can improve significantly the reconstruction performance compared
with the traditional compressive sampling methods that exploit only the signal sparsity.
We introduce the notation: ‖·‖`p and “T ” denote the `p norm and transpose, respectively,
and the sparse thresholding operator Tr(s) keeps the r largest-magnitude elements of a vector
s intact and sets the rest to zero, e.g. T2([0, 1,−5, 0, 3, 0]T ) = [0, 0,−5, 0, 3, 0]T . Finally, In
and 0n×1 denote the identity matrix of size n and the n× 1 vector of zeros, respectively.
RECONSTRUCTION ALGORITHMS FOR KNOWN OBJECT CONTOUR
We incorporate the geometric constraints via the following signal model: the elements
of the p× 1 signal vector x = [x1, x2, . . . , xp]T are
xi =
{
[Ψ s]i, i ∈ M
0, i /∈ M (2)
for i = 1, 2, . . . , p where [Ψ s]i denotes the ith element of the vector Ψ s, the mask M is
the set of pM ≤ p indices corresponding to the signal elements inside the contour of the
inspected object, s is the p×1 sparse signal transform-coefficient vector, and Ψ is the known
orthogonal sparsifying transform matrix satisfying
Ψ ΨT = ΨT Ψ = Ip. (3)
Therefore, the pM×1 vector of signal elements inside the maskM (xi, i ∈ M) isxM = ΨM,: s,
where the pM×p matrix ΨM,: contains the pM rows of Ψ that correspond to the signal indices
within the mask M. If the resulting ΨM,: has zero columns, the elements of s corresponding
to these columns are not identifiable and are known to be zero because they describe part
of the image outside the mask M. Define the set of indices I of nonzero columns of ΨM,:
containing pI ≤ p elements and the corresponding pI × 1 vector sI of identifiable signal
transform coefficients under our signal model. Then,
xM = ΨM,I sI (4)
and the noiseless measurement equation (1) becomes [see also (2) and (4)]
y = Φ x = Φ:,MΨM,I sI (5)598
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where Φ:,M is the restriction of the full sampling matrix Φ to the mask index set M consisting
of the pM columns of the full sampling matrix Φ that correspond to the signal indices within
M. We now employ (5) and formulate the following constrained residual squared error mini-
mization problem that incorporates both the geometric information (i.e. the knowledge of the
inspected object’s contour) and the signal sparsity constraint:
(P0) : minsI
‖y −H sI‖2`2 subject to ‖sI‖`0 ≤ r (6a)
where ‖sI‖`0 counts the number of nonzero elements in the vector sI andH = Φ:,MΨM,I. We
refer to r as the signal sparsity level and assume that it is known. Finding the exact solution
to (6a) involves a combinatorial search and is therefore intractable in practice. A tractable
alternative is to substitute `0 with `1 in (6a) and use a Lagrange-multiplier formulation:
(P1) : minsI
(1
2
‖y −H sI‖2`2 + τ ‖sI‖`1) (6b)
where τ is the regularization parameter that controls the signal sparsity; note that (6b) can be
solved in polynomial time. We solve the convex problem in (6b) using the fixed-point contin-
uation active set (FPCAS) and gradient-projection for sparse reconstruction with debiasing1
(GPSR) methods in [6] and [7], respectively. We refer to these methods as mask FPCAS and
mask GPSR, respectively.
For the full mask M = {1, 2, . . . ,m} meaning unknown object contour, the mask
FPCAS and mask GPSR methods reduce to the traditional FPCAS and GPSR methods for
compressive sampling in [6] and [7] that solve
min
s
(1
2
‖y − Φ Ψ s‖2`2 + τ ‖s‖`1). (7)
In the following, we present greedy iterative schemes that aim at solving (6a).
Mask Iterative Hard Thresholding
We first introduce a mask iterative hard thresholding (mask IHT) method and then
propose its double overrelaxation acceleration termed mask DORE.
Assume that the signal estimate s(q)I is available, where q denotes the iteration index.
Iteration (q + 1) of our mask IHT scheme proceeds as follows:
s
(q+1)
I = Tr
(
s
(q)
I +
1
ρ2Φ
HT (y −H s(q)I )
)
(8)
where ρΦ denotes the largest singular value of Φ, also known as the spectral norm of Φ. Iter-
ate until s(q+1)I and s
(q)
I do not differ significantly. Upon convergence of this iteration yielding
s
(+∞)
I , construct an estimate of the signal vector xM inside the mask M usingΨM,I s
(+∞)
I . We
have shown in [8] that the iteration (8) ensures monotonically non-increasing residual squared
error: ‖y−H s(q+1)I ‖2`2 ≤ ‖y−H s(q)I ‖2`2 . For the full maskM = {1, 2, . . . ,m}, (8) reduces to
the standard iterative hard thresholding (IHT) algorithm in [9] with the step size parameter µ
chosen as µ = 1/ρ2Φ , which also ensures monotonically non-increasing residual squared error.
We now propose our mask DORE iteration that applies two consecutive overrelaxation
steps after one mask IHT step to accelerate the convergence of the mask IHT algorithm.
These two overrelaxations use the signal estimates s(q)I and s
(q−1)
I from the two most recently
1Here, the debiasing is performed if possible. 599
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completed mask DORE iterations. Iteration (q + 1) of our mask DORE scheme proceeds as
follows:
1. Mask IHT step.
ŝI = Tr
(
s
(q)
I +
1
ρ2Φ
HT (y −H s(q)I )
)
. (9a)
2. First overrelaxation. Minimize the squared error ‖y−H sI‖2`2 with respect to sI lying on
the straight line connecting ŝI and s
(q)
I :
z¯I = ŝI + α1 (ŝI − s(q)I ) (9b)
which has a closed-form solution: α1 = (H ŝI −H s(q)I )T (y −H ŝI)/‖H ŝI −H s(q)I ‖2`2 .
3. Second overrelaxation. Minimize the squared error ‖y−H sI‖2`2 with respect to sI lying
on the straight line connecting z¯I and s
(q−1)
I :
z˜I = z¯I + α2 (z¯I − s(q−1)I ) (9c)
which has a closed-form solution: α2 = (H z¯I−H s(q−1)I )T (y−H z¯I)/‖H z¯I−H s(q−1)I ‖2`2 .
4. Thresholding. Threshold z˜I to the sparsity level r: s˜I = Tr(z˜I).
5. Decision. If ‖y−H s˜I‖2`2 < ‖y−H ŝI‖2`2 , assign s(q+1)I = s˜I; otherwise, assign s(q+1)I = ŝI
and complete Iteration q + 1.
As before, upon convergence of this iteration yielding s(+∞)I , construct an estimate of
the signal vector xM inside the mask M using ΨM,I s
(+∞)
I .
For the partial fast Fourier transform (FFT) sampling operators satisfying
Φ ΦT = IN (10)
the spectral norm of Φ is ρΦ = 1, needed in (9a). For the full mask M = {1, 2, . . . ,m} and
if (10) holds, the mask DORE iteration reduces to the DORE iteration in [10].
Mask Minimum Norm (MN) and Least Squares (LS)
If we ignore signal sparsity, we can impose only the geometric contour constraint and
minimize the squared residual error ‖y − Φ:,M xM‖2`2 with respect to the signal inside the
mask xM. We perform this minimization using Matlab’s LSQR function, see also [11]; in
particular, we use LSQR to compute the following mask MN and mask LS estimates:
x̂M,MN = Φ
T
:,M (Φ:,MΦ
T
:,M)
−1 y for N ≤ pM (11a)
x̂M,LS = (Φ
T
:,MΦ:,M)
−1ΦT:,M y for N ≥ pM. (11b)
where (11a) and (11b) hold provided that Φ:,M has full rank. For N < pM, (11a) has the
smallest `2 norm among the solutions that yield zero squared residual error. Interestingly, if
we apply mask DORE for maximum signal sparsity level r = pI yielding iterates s
(q)
I , then
ΨM,I s
(q)
I converge to (11a) or (11b) as q ↗ +∞; however, the convergence of this scheme is
slower than that of LSQR.
For the full mask M = {1, 2, . . . ,m}, (11a) reduces to the standard MN estimate
x̂MN = Φ
T (Φ ΦT )−1 y (12)
If, furthermore, the sampling matrix Φ satisfies (10), then the MN solution becomes x̂FBP =
ΦT y, known as the filtered backprojection (FBP) in the X-ray CT reconstruction literature
[12, 13]. 600
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(a) (b) (c)
FIGURE 1. (a) The size-2562 Shepp-Logan phantom, (b) the mask matching the elliptical contour
of the phantom, and (c) a typical star-shaped sampling domain in the frequency plane containing 38
radial lines.
Initialization of the Sparse Signal Reconstruction Methods
We initialize mask GPSR, mask DORE, and mask FPC using s(0)I = Ψ
T
M,I x̂M,MN or
s
(0)
I = Ψ
T
M,I x̂M,LS [see (11)] and the traditional DORE, GPSR, and FPC methods using
s(0) = ΨT x̂MN [see (12)].
NUMERICAL EXAMPLES
Our performance metric is the peak signal-to-noise ratio (PSNR) of a reconstructed
image x̂ = [x̂1, x̂2, . . . , x̂p]T inside the mask M:
PSNR (dB) = 10 log10
{ [(maxi∈M xi)− (mini∈M xi)]2∑
i∈M(x̂i − xi)2/pM
}
(13)
where x is the true image. In the following examples, mask GPSR and GPSR employ the
convergence threshold tolP = 10−5 whereas mask DORE and DORE employ the conver-
gence criteria ‖s(p+1)I − s(p)I ‖2`2
/
pI < 10
−14 and ‖s(p+1) − s(p)‖2`2
/
p < 10−14, respectively.
We first reconstruct the Shepp-Logan phantom of size p = 2562 in Fig. 1(a). The pixel
values of the image are zero outside the elliptical contour of the phantom that we use as the
mask M, see Fig. 1(b); this mask contains pM = 32412 ≈ 0.49 p pixels. The tomographic
measurements y were simulated using the 2-D discrete Fourier transform (DFT) coefficients
of the phantom sampled over a star-shaped domain, as illustrated in Fig. 1(c), see also [10] and
[13]. Hence, the full sampling matrix Φ is constructed using selected rows of the DFT matrix
that yield the corresponding DFT coefficients of the phantom image within the star-shaped
domain; consequently,Φ is a partial FFT matrix satisfying (10). In this example, we select the
inverse Haar (Daubechies-2) DWT matrix to be the orthogonal sparsifying transform matrix
Ψ because the Haar wavelet transform coefficients of the phantom image in Fig. 1(a) are
sparse, with ‖s‖`0 = 3769 ≈ 0.06 p. For the above choices of the mask and sparsifying
transform, the number of identifiable signal transform coefficients is pI = 33244 ≈ 0.51 p.
Note that ‖s‖`0 = ‖sI‖`0  pI, implying that the identifiable signal coefficients are sparse as
well. Fig. 2 shows the PSNRs of
• the mask DORE and DORE schemes with signal sparsity level set to the true signal
support size: r = 3769,
• the mask FPCAS (a = −10), mask GPSR (a = −5), FPCAS (a = −7), and GPSR
(a = −4) schemes, with the regularization parameter τ = 10a ‖HT y‖`∞ where a are601
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FIGURE 2. The PSNRs as functions of the subsampling factor N/p.
tuned for good PSNR performance;2
• the mask MN and FBP methods
as we change the subsampling factor N/p by varying the number of radial lines in the star-
shaped partial Fourier sampling pattern. GPSR (a = −7) is numerically unstable and yields
solutions (without debiasing) that have larger Lagrangian cost function in (7) than FPCAS
(a = −7) for all N/p in Fig. 2. For N/p > 0.13, mask GPSR (a = −10) is numerically
unstable and yields solutions (without debiasing) that have larger Lagrangian cost function
in (6b) than mask FPCAS (a = −10). As a consequence of their numerical instability, GPSR
(a = −7) and mask GPSR (a = −10) perform poorly and we do not show their PSNR
performance in Fig. 2. For N/p < 0.13, mask FPCAS (a = −10) is numerically unstable, but
still performs well compared with other methods, see Fig. 2. The numerically stable methods
that incorporate sparsity of the signal transform coefficients have sharp phase transitions and
achieve perfect reconstruction (with over 100 dB PSNR) after the phase transitions. The
DORE method, which takes only the signal sparsity into account, exhibits the phase transition
at N/p = 0.16. In contrast, mask FPCAS and mask DORE achieve earlier phase transitions
at N/p equal to 0.13 and 0.14, respectively. Hence, in this example, exploiting the object
contour information leads to about 20% saving in the number of measurements required to
achieve perfect reconstruction.
We now reconstruct the industrial object in Fig. 3(a) from limited-angle projections
using the circular mask in Fig. 3(b). The mask in Fig. 3(b) contains pM = 84984 ≈ 0.32 p
pixels. The limited-angle CT projections are taken at 0.5◦ increments with the missing angle
span γ ranging between 0◦ and 50◦, see Fig. 3(c); as γ ranges from 0◦ and 50◦, N/p decreases
from 0.57 to 0.41. Here, we select the inverse Daubechies-8 DWT matrix to be the sparsifying
transform matrixΨ . For the above choices of the mask and sparsifying transform, the number
of identifiable signal transform coefficients is pI = 93913 ≈ 0.36 p. Note that ‖s‖`0 =
‖sI‖`0 = 93340 . pI.
We compare the reconstruction performances of
• mask DORE (r = pI) and DORE (r = 60000) where r are tuned for good PSNR
performance;
2The convergence threshold of the mask GPSR and GPSR methods is set to tolP = 10−5.602
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(a) (b) (c)
FIGURE 3. (a) Industrial object image of size p = 5122, (b) mask for this object, and (c) the limited-
angle sampling pattern with CT projections taken at 0.5◦ increments and missing-angle span γ = 35◦.
(a) FBP (PSNR 29 dB) (b) GPSR (PSNR 30 dB) (c) DORE (PSNR 30 dB) (d) maskLS(PSNR 46 dB)
FIGURE 4. Reconstructions of the FBP,GPSR,DORE, and mask LS methods for γ = 35◦ with pixel
values in the range [0, 1] spanning the gray scale.
• the mask FPCAS (a = −10), mask GPSR (a = −10), FPCAS (a = −10), and GPSR
(a = −4) schemes, with the regularization parameter τ = 10a ‖HT y‖`∞ where a are
tuned for good PSNR performance;
• the mask LS and FBP methods.
Since mask DORE (r = pI) does not impose sparsity on its estimates of sI, these estimates
are identical to the mask LS estimates.
Fig. 4 shows the reconstructions of various methods for the missing angle span γ = 35◦.
In addition to mask DORE (r = pI), the convex mask methods yield almost the same recon-
structions as mask LS; hence, the mask LS reconstruction in Fig. 4 represents mask DORE
(r = pI), mask FPCAS (a = −10), and mask GPSR (a = −10). (To facilitate comparison, we
employ the common gray scale to represent the pixel values within the images in Figs. 3(a)
and 4(a)–4(d).) Clearly, taking the object’s contour into account improves the signal recon-
struction.
Fig. 5 shows the PSNR performances of various methods as functions of γ. GPSR
(a = −10) is numerically unstable and yields solutions (without debiasing) that have larger
Lagrangian cost function in (7) than FPCAS (a = −10) for all γ in Fig. 5; consequently,
GPSR (a = −10) performs poorly and we do not show its PSNR performance in Fig. 5.603
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