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Let # be convex with respect to v, B a convex body in R” and f a positive 
concave function on B. A well-known result by Benvald states that 
& s, $(f WI dx G n j-’ (G(St)U - t)n-1 dt 
0 
if 5 is chosen such that 
1 
- j- q(f (x)) dx = n j1 &+t)(l - t)“-’ dt. 
IBI B 0 
The main purpose in this paper is to characterize those functions f : B --+ R, 
such that (1) holds. 
1. INTRODUCTION 
Forming the infimum of a uniformly bounded family of concave functions, 
each defined on the same convex set B, yields a new concave function. 
However, taking the supremum, the result is not generally a concave function. 
In this paper we shall study such representations when B is a conwex body 
in Rn, that is, a nonempty, open, bounded, and convex subset of Rn. 
With B fixed, let f: B + R, . Then we shall say that f is a dome function 
on B [abbr. f E Xn(B)] if there exists a uniformly bounded family {ga} of 
positive concave functions on B such that 
f (9 = Si-JP g&4> XEB. (1.1) 
The class X”,(B) is closed under addition. More generally, let 
fl ,..., f,,, E Sri(B) and let 0, >, 0 ,..., em 3 0, Cy 8, = 1. Then the function 
f (4 = (2 hfG’@))l’“, x E B 
1 
belongs to Xn(B) for all p E R (Lemma 7.1). 
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Note that f is not in general a concave function iffi ,...,fnl are concave and 
p> 1. 
In fact, it was this negative property of concave functions which in [3] 
motivated us to introduce the class %r(B). 
Later we have found that the class Xn(B) is the natural class in several 
inequalities all near connected with Berwald’s inequality ([l], Satz 6). 
For example, in Theorem 4.1 we prove that Berwald’s inequality holds for 
dome functions. Since this inequality is invariant under rearrangements, it is 
also clear that Berwald’s inequality holds for all measurable functions, which 
are equimeasurable with a dome function. In Theorem 4.2 we prove that 
Berwald’s inequality does not hold for any other bounded and measurable 
function. 
We shall also study inequalities for the class obtained by forming the infi- 
mum of a uniformly bounded family of non-negative convex functions all 
defined on the same convex body in Rn (Section 5). 
In Section 6 we briefly discuss analogous inequalities for two other similar 
classes. 
Sections 7 and 8 are devoted to various applications of the general results 
obtained so far. 
Notation. If the term measurable is used in the text this is always under- 
stood to be with respect to the Lebesgue measure. If M is a measurable subset 
of Rn, we shall write 1 M 1 or m(M) for its measure. The LP norm of a non- 
negative function f on M, 0 < 1 M 1 < co, is formally defined by 
llfh = exp $g Mlogf(4 dx. I 
If M C Rn, we shall write m for its closure and a&Z for its boundary (in the 
natural topology). 
2. INTRODUCING THE DOME FUNCTIONS 
We shall first give another description of the class Z&B). It is suitable to 
take this as a definition. 
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DEFINITION 2.1. Let B be a convex body in R”. A function f: B + R, 
is said to be a dome function on B if 
f (Ax + (1 - 4 4 > hf (4 (2.1) 
forallO<h<l,xEB,and%EaB. 
An especially important dome function is the top function. To define it, 
we choose c E B and set 
B(8; c) = c + B(B - c), o<e<l. (2.2) 
For every x E B there is exactly one 8, 0 < 6 < 1, such that x E aB(B; c). 
We define the top function with the top at c and height one by 
T,(x) = 1 - 0 for x E aB(6; c). (2.3) 
It is then clear that (2.1) is equivalent to 
fb> 2ff(4 T&4 all X, c E B. (2.4) 
Keeping x fixed in B it becomes obvious that f is bounded. Since the top 
function is concave, when B is convex, it follows that a positive function 
which satisfies (2.1) also must satisfy (1 .l). Th e converse is trivial. A function 
(in Rn) which admits such a representation is surely continuous. 
In the sequel we shall often work with functions on B which are constant on 
the boundary of each set B(8; c), 0 < 0 < 1, where c is fixed in i?. 
DEFINITION 2.2. Let B be a convex body in Rn and c E i?. A function 
ol: B -+ R, is said to belong to 8(B; c) if the restriction of 01 to each set 
aB(B; c), 0 < 19 < 1, is constant. 
If also the function ~9 + 01 ja8(0EC) , 0 < 6’ < 1, decreases (increases), we 
shall write (Y E P(B; c) (-Lpi(B; c)). 
We now come to the fundamental theorem for the class &JB). 
THEOREM 2.1. Let f E &(B) and c E B. Then there exists a function 
f * E S&(B) n -Itpd(B; c) which is equimeasurable with f. 
To prove this theorem we need one more characterization of the class 
K(B)- 
LEMMA 2.1. Let B be a convex body in R” and let f be a positive and bounded 
function on B. 
Set 
W(Y) = ix E B I f (4 > Y>, y > 0. 
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Then f E X%(B) if and o&y ;f 
Jo 2 AMAY) + (1 - 4 B (2.5) 
forallO<y<supf,O==cX-=cl. 
Proof of Lemma 2.1. Suppose first f E Z*(B) and choose 0 < y < sup f, 
0 < A < 1, x E M,(y), and b E B. We shall prove 
f(h + (1 - 4 b) > hr. (2.6) 
To see this, we write b in the form b = Bx + (1 - 0) x, where ZE 8B and 
o<e<1. 
Then 
The scalars in front of x and ff are positive and non-negative, respectively, 
and have the sum one. Therefore (2.1) implies 
f(h + (1 - A) b) 3 ((I - 0) h + qf(x). 
Since f (x) > y and 0 < h < 1, we get (2.6). 
To prove the other direction, let x E B, XE i3B, and 0 < X < 1. We shall 
prove (2.1). Therefore choose y so that 0 < y <f(x) and b on the open line 
segment ]Ax + (1 - A) x, a[. We define p ~10, l[ by the equation 
Equation (2.5) gives 
f(h + (1 - 4 z) =f(tLx + (1 - CL) 4 > py. 
Since y is arbitrarily close tof(x) and TV + X when b -+ %, we obtain (2.1). This 
proves Lemma 2.1. 
Proof of Theorem 2.1. Set for each x E B 
f*(X) = SUP{Y I I Mf(Y)l > I wt 4 ,XE Wk 4. 
The function f * is the symmetric rearrangement of f, relative to the 
point, c, in decreasing order. 
Obviously, f E P(B; c), and it is a matter of routine to prove that f * is 
lower semicontinuous and that f and f * are equimeasurable. This has nothing 
to do with the fact that f E &(B). 
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We shall prove that f* E Y@). Changing notation, we write f =f”, 
and set formally 
Pil: M,i(hy) 2 AM&(y) + (1 - A) B, i=o,* 
Pi,: 1 M&(hy)ll’n 3 1 AM&(y) + (1 - A) B jlln, i=o,* 
Pi3: j M&(Ay)ll’” 3 h 1 M&(y)/“” + (1 - A) j B I1ln, i = 0, *. 
By Lemma 2.1 it is enough to prove that P,, holds for all 0 < y < Ilf* ]lrn ,
0 < h < 1. By the same lemma, PO, holds for all 0 <y < l]fl/a = I]f* ]jm, 
0 < h < 1. Clearly, PO, * PO, . The implication PO, 3 PO3 follows from 
Brunn-Minkowski-Ljusternik inequality. This says that 
I % + M, V b I Ml I- + I J4 Vn, (24 
if Ml and Mz are open and bounded subsets of Rn. For a very simple proof 
of this important inequality, see [6], p. 1. 
The implication PO3 * P,, follows from the fact that f” and f * are equi- 
measurable. Since all sets involved in P,, , P,, , and P,, are convex, homo- 
thetical, and open, we have P,, 3 P,, 3 P,. . This proves Theorem 2.1. 
Remark. The corresponding symmetrization theorem for the class of 
concave functions is well known (see [2], p. 124). The proof of this also 
depends on (2.6), when 171, and M, are convex (Brunn’s inequality). In this 
case, however, the proof may be shortened considerably. 
Characterizing those functions for which Berwald’s inequality holds, the 
following theorem will be important. 
THEOREM 2.2. Let B be a convex body in Rn and f a positive, measurable, 
. and bounded function on B. Then f is equimeasurable with a dome function on B 
if and only if the function 
Y-f’BI 
l/n - 1 Mr(y)l”” 
Y 
, O<y<llfllm 
increases. 
Proof. We shall prove that PO3 holds for all 0 < y < II f Il.,, , where we 
again use the notation f = fo. The following equivalences were motivated 
in the proof of Theorem 2.1: 
f * E KP) * P,, * f',, - Pas (0 <Y < llf l/m = llf * llcoo>~ 
Since f and f * are equimeasurable it only remains to be proved that 
f * E S&(B) if f and g are equimeasurable and g E 3&(B). But then also f * 
and g* are equimeasurable and g* E Zn(B), by Theorem 2.1. Having in 
424 BORELL 
mind that g* is continuous we deduce that f * = g* and so f * E Xn(B). This 
proves Theorem 2.2. 
3. A CLASSICAL MAJORIZATION THEOREM 
In the following sections we shall have need for the well-known majoriza- 
tion theorem by Hardy, Littlewood, and Polya ([7], Theorem 250). When it 
seems very natural to us to work with functions in 9(B; c), we shall state 
this majorization theorem for such functions and also give an independent 
proof of it. 
In this section we suppose that all functions a, 8, (a - /3) 6, X(a),..., and so 
on are integrable. 
DEFINITION 3.1. Let 01, /I E Y(B; c), where c E B. Then we shall say that 
/3 majorizes o! and write this 01< /3 if 
s ; B(e c) “(4 dx Gs B(e;c) Rx) dxp all 0 < 8 < 1 (3.1) 
where equality occurs if B = 1. 
This partial ordering was probably first introduced by Steffensen 
([9], p. 114, Theorem 13), who also proved the one-dimensional version of 
Lemma 3.1. 
LEMMA 3.1. Let 01, f3 E Z(B; c), 01< /3, and let 6 E ZZa(B; c). Then 
s B (a - ,8) 6 dx < 0. (3.2) 
Proof. If MC B, set xM equal to the characteristic function of M. 
Equation (3.1) is then equivalent to 
f 
B (a - P> xs(e;c) dx G 0, all 0 < 0 < 1 
where equality occurs if 0 = 1. 
Hence 
for all Jz,~ E R, Ai > 0,O < Bi < 1, i = l,..., m. 
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This means that (3.2) holds if 6 is a simple function belonging to F(B; c) 
and so it must hold generally. This proves Lemma 3.1. 
THEOREM M. Let (Y, ,!I, y E 9(B; c), OL < 8, and assume y 3 0. Suppose X 
is a convex function on an interval which contains or(B) v /3(B). Then 
(i) JB X(a) dx < JB X(P) dx if 01, B E z’(B; c); 
(ii) JB X(N) y dx < JB X(/l) y dx ;f 01, /3, y E Zd(B; c) and X increases. 
Part (ii) aZso holds ;f 01, /I E _EPd(B; c), y E Zi(B; c), and X decreases; 
(iii) sB X(U) dx > sB X(p) dx if (Y, p E ,EPi(B; c). 
Proof. Set 
X(4 - X(8) = (a - 8) 4% PI, a+fl 
and D(o~, a) = X+‘(a). 
Then D increases in each variable since X is convex. Therefore (i) follows 
from Lemma 3.1 setting 6 = D(or, 8). P ar n o ows analogously by setting t (“) f 11 
6 = D(a, j3) y. By applying (i) to the functions - /3, - 01, and X(- t), we 
have (iii). This proves Theorem M. 
4. GENERALIZATIONS OF BERWALD’S INEQUALITY 
Let us introduce 
DEFINITION 4.1. A function I+G is said to be convex with respect to a 
function 9 if 
(i) v: IO, + ~4 -+ R, 
(ii) v is strictly increasing, 
(iii) I/ = X 0 v, where X is a convex function on an interval which 
contains v(R+). 
If (i), (ii), and (iii) hold, we shall write # E W(q). If also X decreases 
(increases) and I/ > 0, we shall write # E %+d(v) (W+i(y)). If v is defined on 
the closed interval [0, + co[, we replace the symbol V by @. 
THEOREM 4.1. Let # E g(v), v, z,b EL&JO, + co[, and assume f E .&(B). 
Further, let [ be the unipe positive number such that 
& j-B v( f (x)) dx = n s,’ p,(b) (1 - tF dt. (4-l) 
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& jB #(f(x)) dx < n jO1 #(&) (1 - t)‘+l dt. 
Equality occurs iff is a top function. 
This theorem was first proved in the special case q(t) = t and f concave 
by Favard ([4], pp. 58, 64). Later Berwald ([l], Satz 6) extended Favard’s 
result to arbitrary continuous (p, which are bounded on IO, 1[, and f concave. 
When n = 1, Berwald also proved the result when IJJ is unbounded and f 
concave. 
Proof of Theorem 4.1. Choose c E B and let f * be as in Theorem 2.1. The 
left-hand sides in (4.1) and (4.2) are unchanged if we replace f by f *. There- 
fore we can assume that f E Z&(B) n JP(B; c). 
It follows from (2.2) and (2.3) that TJx) > y if and only if x E B(l - y; c), 
0 <y < 1. Hence 
m{xEB I T,(x) >Y> = (1 -Y>” I B I, O<y<l. (4.3) 
From this we easily get 
& 1, ~(~T,(x)) dx = n j’ &it) (1 - W1 dt. 
0 
(4.4) 
Set 01 = v 0 f and /3 = y o (T, . Then 01, /I E gd(B; c) and (4.1) and (4.4) 
give 
s B a(x’ dx = s B P(x) dx. 
Since v is strictly increasing, surely f (x0) < fT,(x,) for some x0 E B. Then 
if 0, is chosen so that x0 E aB(B,; c), we havef(x) < .$T,(x) for all x E B(B,; c) 
because f E S,(B) n Zd(B; c). Therefore the set {x E B 1 f(x) < tT,(x)} is 
either equal to B or equal to B(8,; c) for some 0 < 8, < 1. From this and 
(4.5) we deduce 
a(x) dx < 
s B(e;o) Rx) dxr 
all0 <e < 1. 
Hence 01< /3. 
If we use $ = X o v, where X is convex, Theorem M(i) implies 
jB #(f (4) dx G jB tW-&)) dx, 
which is equivalent to (4.2). This proves Theorem 4.1. 
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Let us look at a special case. Suppose K is a convex function on R, and let 
g - E E %(I& b[) f or some fixed E > 0. By applying Theorem 4.1 to the 
functions p)(t) = t + E, 4(t) = ~(t j- E), and f =g - 6, we get 
1 b 
--I tc(g(x))dx<&j’“‘K(t)dt, 
b-a a 2g - 26 6 
where 
1 b 
s = b--a s g(x) dx a 
and S = E. 
Since K is convex, the right-hand side of (4.6) is a decreasing function of 6, 
and therefore (4.6) holds for all 0 < 6 < E. 
This was proved in [8], p. 412, with a quite different technique, under the 
restriction that f is concave. 
In the following theorem we shall characterize those measurable and 
bounded functions for which Berwald’s inequality holds. 
THEOREM 4.2. Let B be a convex body in Rn and let f be a positive, measur- 
able, and bounded function on B. Further, let q be an arbitrary strictly increasing 
function on the interval [0, + co[ and suppose (4.2) holds for all # E p(g(,) when 8 
is chosen such that (4.1) holds. Then f is equimeasurable with a dome function 
on B. 
Proof. If f is constant there is nothing to prove. If f is not constant and v 
increases, in the wide sense, then it is still possible to choose [ such that (4.1) 
holds. In this case it is also easy to see that (4.2) holds for 4 = X 0 v,, where X 
is convex. In fact we need only consider the case cpe(t) = p)(t) + et and 
I/J< = X 0 qE . By letting E -+ 0 we have (4.2). 
To prove the theorem we shall use Theorem 2.2. It will therefore be enough 
to establish the inequality 
1 B jlln - 1 A+(u)ll’” < 1 B llin - I Mr(v)ll’” 
u \ V (4.7) 
for 0 <u < v < Ilf Ilrn . 
To this end, set p,(t) = 0, 0 < t < u, and = t - u, t > u. We write 
Fu - 9% = %v * 
Let h > 0 be so small that u < u + h < v and u < v - h < v. Then 
- ‘%(u+h) E u(%w> (4.8) 
and 
WV--h)v E %h,). (4.9) 
428 BORELL 
In fact, ~h+h) =Y 0 vuv , where Y(t) = min(t, h) is concave, and p(v-h)u = 
‘%-h-u ’ %u P where P)+~-~ is convex. 
Choose 4 > 0 such that 
& jB R&(X)) dx = n jol ~)~d5t) (1- t)“-l dt. (4.10) 
Then (4.2), (4.8), and (4.9) imply 
& j; %(u+h)w4) dx b n jol vu(u+h)@t) (1 - W1 dt (4.11) 
and 
& j, ~(v--h)vW)) dx G n jol v(u-t&t) (1 - V-l dt. 
Note that 
(4.12) 
jB %W)) dx = j(x,f(z),u) (f(x) - 4 dx* 
Therefore it becomes obvious that 
$ j, ‘?‘u(u+h,(f(x)> dx < 1 &@)I . (4.13) 
It follows from (4.10) that 6 > u. We assume that h > 0 is so small that 
f > u + h. Then the right-hand side of (4.11) is equal to 
+ s,’ P)utu+h#) (1 - $)+l dt 
n 
=- juuih (t - u) (1 - +)I-l dt + ; juLh h (1 - $)n-l dt 
12 dt. 
From this, (4.11) and (4.13), we get 
I W(4l ---+-juu+“(l-$~dt. 
IBI 
Hence, by letting h -+ O+, 
I MfWl m> (I-+$ (4.14) 
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In the same way we can prove 
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(4.15) 
To see this, note first that 
Therefore it follows from (4.12) that t > v. Computing the right-hand side 
of (4.12) and using (4.16) we have (4.15). 
Since (4.14) and (4.15) imply (4.7) we have proved Theorem 4.2. 
We shall conclude this section with a theorem which partly generalizes 
Theorem 4.1. 
THEOREM 4.3. Let & E %?+i(q,) ,..., & E U+~(cp,) or #1 E %?+d(~~) ,..., 
&,, E ‘3?+d(~m) and assume v1 ,..., 7.b , ITIT ~4 ~J%& + m[. Suppose also 
fi ,..., fm E X%(B) and choose the numbers [I > 0 ,..., 6, > 0 such that 
- jB v,t(f&)) dx = n j’ d&) (1 - W-l dt, IAl 
k = l,..., m. (4.17) 
0 
Then 
- jB 0 &(f&)) dx G n jol [ 0 is(&)] (1 - V-l dt. 
A 
(4.18) 
Equality occurs ;ffi ,..., fm are top functions with their tops at a common point 
CEB. 
Proof. Choose c E B and choose to each fk the function fk* as in Theorem 
2.1. Of course the left-hand side of (4.17) . is unchanged if fk is replaced by 
fk*. We shall first prove that the left-hand side of (4.18), called I(fi ,..., f,J, 
does not decrease if each fk is replaced by fk*. 
We have 
I(fi ,**.> fm) = J osYkslbL(f&d) 
k=l,...,W& 
XEB 
d&n 
=s I@ E B I hc(f&)) 2 Y~C >k = I,..., 44 dy, . ... . dy,,, ostl~<m 
k=l,...,WI 
< I os?&<m ,$!& I+ E B I h(f&)) > YJJI dy, . ... . dy,n . 
k=l,...,?n 
Here equality occurs if (fi ,...,fm) is replaced by (fl*,...,fm*). 
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Hence 
In view of this we can assume that fk E Xn(B) n P(B; c), k = l,..., m. 
Set 01 = ‘pi o fi and p = vr 0 t,T, . Then 01, /3 E 5P(B; c) and exactly as in 
the proof of Theorem 4.1 we have 01< /3. 
Further, put 
Y =fiGfii and *k=&~~)lc> k = l,..., m. 
2 
Then y > 0 and y E 2P(B; c) if X2 ,..., X, increase and y E~P(B; c) if 
X s ,..., X, decrease. 
Therefore Theorem M(ii) implies 
j* Mfi) fi 9dfA dx G j, JfwlTC) ii hdfk) fix* 
2 2 
By repeating this process we finally have 
which is equivalent to (4.18). This proves Theorem 4.3. 
5. THE CLASS (p - Xn(B))+ 
Let t.~ E R, . We shall say that a non-negative function f on a convex body 
B in Rn belongs to (CL - sm(B))+ if p - f E xn(B). This means that 
and 
0 <f(x) -=I P, XEB, 
f(h + (1 - 4 a) < Af(x) + (1 - 4 P 
forallO<h<l,xEB,andEEaB. 
It follows from (1.1) that f E (p - J&(B))+ if and only if f = infg, , where 
where {ga} is a family of convex functions on B such that 0 < g, < IL. 
The symmetrization theorem for the class &(B) immediately carries over 
to a symmetrization theorem for the class (II - Xn(B))+ . 
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THEOREM 5.1. Let f e (p - XJB))+\{O}, inff = 0, and let # E g(v), 
q(O) = #(O) = 0. Th en, there is a unique number 6 > 1 such that 
- jB 9)( f (x)) dx = n5? j’ (t + E - 1),-l P)(CLt) dt. 
I Al 
(5.1) 
Holding this [$xed, then 
& jB +( f (x)) dx G nkn jO1 (t + E - 1),-l #(pt) dt. (5.2) 
Equality OCCUYS if f = max(O, t.~( 1 - ST,)) for some c E B. 
Proof. Choose c E B. In view of the symmetrization theorem for the 
class (y - X%(B))+ , we can assume that f E (p - Xn(B)), n 9(B; c). 
Set for ,.$a 1, 
U&> = I;(’ - 5Tc(xNp 
x E B\B(l - 5-i; c) 
> x E q* _ f-1; c) 
that is, U, = max(O, ~(1 - [T,)). 
Since f f 0 it is possible to determine E > 1 such that 
j, a(f (x)) dx = jB v(U,(x)) dx* (5.3) 
The number f is unique because v is strictly increasing. 
A simple calculation, remembering (4.3), gives (5.1). 
Since f E (p - L%&(B))+ n F(B; c), it follows from (5.3) that the set 
(x E B 1 UC(x) <f(x)} is equal to B or equal to B(0,; c) for some 0 < 0, < 1. 
Hence 9) 0 U, < F of. Theorem M(iii) implies 
j, 4( u,(x)) dx 3 j#( f (x)) dx, 
which is equivalent to (5.2). This proves Theorem 5.1. 
When n = 1 the number f in (5.1) and (5.2) can easily be eliminated. 
When n > 1, we have an analogous, but less precise result. 
THEOREM 5.2. Let f E (p - sQB)), , inff = 0, and let ZJ E g+i(v), 
~(0) = t)(O) = 0. Then 
where 
j, #(f(x)) dx G C, s, a(f (x)) dx, (5.4) 
Equality occurs in (5.4) ;ff = p( 1 - T,) for some c E B. 
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Proof. If f = 0, (5.4) trivially holds. If f + 0, then in view of (5.1) and 
(5.2) it is enough to prove 
jti(t + 5 - I)“-‘$($)dt \( $(t + 5 - I)“-++t) dt 
j; P1#(pt) dt j; t+p(pt) dt ’ 
(5.5) 
This will follow from the identity 
J - al(t) b,(t) dt 
0 
j - 4t> b,(t) dt 
0 
j’ 4t) b,(t) dt 
0 
j’ a&) b,(t) dt 
0 
=$ ’ ’ &) &) ‘lk) bdt2) dt dt 
(5.6) 
ss I 0 0 /I a2(t1) a2(t2) b2@1) b2@2) l 2 
(see [lo], p. 48, Problem 68). 
First note that I/ = X 0 v, where X is convex and X(0) = 0. Hence 
t-IX(t), t > 0, increases which implies that (q&t))-l #(pt), t > 0, increases. 
To apply (5.6), we set q(t) = (t + E - I)+l, uz(t) = F-l, b,(t) = $($), 
and b,(t) = r&t). Then the determinants in the double integral in (5.6) have 
opposite signs, which implies (5.5). This proves Theorem 5.2. 
6. Two OTHER CLASSES 
Let B be a convex body in R”. We shall say that a non-negative bounded 
function f on B is star-shaped if there exists a point c E B such that for all 
O<h<l andxEB, 
f(Xx + (1 - A)c) < hf(x). 
The class of star-shaped functions on B is denoted by J&(B). 
If f E J&(B) and c E B, then there exists a function f * E A’JB) n ZiPi(B; c), 
which is equimeusuruble with f. 
To prove this is quite simple and becomes obvious on drawing a figure. 
Note, however, that this rearrangement is with respect to increasing order. 
THEOREM 6.1. Let I,!I E g(v), f E J//~(B), and let 6 be the unique non- 
negative number such that 
& jB df(4) dx = n jol d5t) t"-l dt. 
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Then 
Equality occurs if f = (1 - T,) for some c E B. 
Proof. We can assume f E An(B) n 3(B; c), where c is a fixed point 
in B. Remembering (4.3) we easily get 
j, df (4) dx = jB d5(1 - T,(4)) dx. 
Then obviously y of < q~ o [(l - T,), and therefore by Theorem M(iii) 
j, tb(fW dx a jB WY1 - TCW) dx- 
This is equivalent to (6.1), which proves Theorem 6.1. 
Clearly Theorem 6.1 holds for those non-negative functions on B which 
are equimeasurable with a star-shaped function on B. With the technique 
used in the proof of Theorem 4.2 it can be proved that Theorem 6.1 does 
not hold for any other measurable and bounded function. 
Let p E R, . We shall write f E (CL - J&(B))+ if p -f E An(B) and f > 0. 
This means that there is a point c E B such that for all 0 < X < 1 and x E B 
f (Ax + (1 - 4 4 3 hf (4 + (1 - A) P 
and 
THEOREM 6.2. Let r,b E @+i(rp), QJ(O) = 4(O) 
f E (P - JG@N+ . Then 
where 
j, #(f (4) dx 3 C, jB df (4) dx, 
Equality occurs ;ff = pT, for some c E i?. 
and assume 
(6.2) 
Proof. We can assume f E (p - J&(B))+ r\ Za(B; c), where c is a fixed 
point in B. 
434 BORELL 
First let f # p. Then there is a real number 5 E IO, l] such that 
j, df(4) dx = jB ~IL(S~&) + (1 - IN dx. 
Clearly p 0 &T&) + (1 - 6)) < ‘p 0 f, and so by Theorem M(i) 
(6.3) 
jB +(f (x>> dx 2 jB %-45~&4 + (1 - ON dx. (6.4) 
From (4.3) we have 
-&q jB K(~T, + (1 - f)) dx = nP jlL, (1 - t)‘+l IC(~) dt, 
Due to (6.3) and (6.4), it is therefore enough to prove 
$ (1 - t)“-rp)(@) dt 
J;eE (1 - W1 h-4 dt 
b .I-;(1 - O”-llCIW dt 
J:-f (1 - tY $44 dt * 
(If y+t) = 0, 1 - 5 < t < 1, then the theorem is trivially true.) 
Set t&t) = v(t) cp(pt), where v increases. Then, using 
it is enough to prove 
3b’-’ (I - t)- c&t) dt 
J:p5 (1 - V--l Dot) dt 
~ J;-’ (1 - t)‘+l v(t) r&t) dt 
sip6 (1 - q-l v(t) 44 dt * 
Clearly the 
vu - k) right-hand side < v(l _ r) * left-hand side = left-hand side. 
The case f G p follows by a limit argument. This proves Theorem 6.2. 
The special case n = 1 of Theorem 6.2 was proved by Shepp ([Ill, 
p. 321), using a different technique. The relation between ‘p and $ in [tl] 
is also more general. 
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7. APPLICATIONS I 
In this section we shall give some applications of the theorems in Sections 
4, 5, and 6. We shall only consider monotonicity properties by the norm. 
Our inequalities will easily follow if we choose p)(t) = sign(p) P and 
#(t) = sign(q) t* in the general theorems. Note then that (I, E V(F) if p < q. 
Set formally 
N(P) = (” ;p)l’p Ilfll, > J&(P) = KP (” If”) llfll~ > 
X(P) = (1 + P/4”” llfll, 7 J&(P) = P-v + Pi4 Ilfll;~ 
We shall prove the following truth tables: 
I 
f E x0-9 .f~ (P - JWV+ 
N,(p) decreases p > - 1 T F 
M,(p) increases p > 0 F T 
II 
f E JW9 f E (CL - K(B))+, inff = 0 
N,(p) increases p > 0 
M,(p) decreases p > 0 
T F 
F T 
Proof. 
1(1, 1): Theorem 4.1. Note that 
n 1’ t”( 1 - t)+l dt = (” ; p)-l. 
0 
N,(O) is defined by continuity. 
I&2): 
f(x) = x, o<x<g, f(x)=l, $<x<l (B=]O,l[,p 
1(2, 1): 
f(x)=& o<x<+, f(x)=x, &<x<l (B=]O,l[); 
I(2,2): Theorem 6.2. 
409/4312-10 
zzz 1); 
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11(1, 1): Theorem 6.1. 
11(1,2): 
f(x) = x, 0 < x < 4, f(x) = +, g <x < 1 (B =]O, l[,p = 1); 
11(2, 1): 
f(x)=O, O<x<&, f(x)=x, Q<x<l (B=]O,l[); 
11(2,2): Theorem 5.2. 
Note that the function M,(p) does not in general increase on ]- 1, 0[ ’ 
when f E (CL - J&(B))+ . In fact Mr(- 1 + 0) = M,(O - 0) and 
MI + const. on ]- l,O[ when f(x) = x, 0 < x < Q, and f(x) = 1, 
8 < x < 1. However, if f is concave, then MI(p) increases for all p > - 1. 
This can easily be deduced from 1(1, 1). 
Berwald proved I( 1, 1) in the special casef concave and p > 0 ([I], Satz 7). 
When n = 1 Berwald also proved the result for p > - 1 ([l], Satz 3). 
We shall look more closely on 1(1, 1). Let B, ,..., B, be convex bodies in 
R”l,..., R”a, 
f:B, x 
respectively. Then we shall write f~ &&...,JB, ,..., B,) if 
... x B, + R, and f is a dome function in each variable. 
THEOREM 7.1. Let f E A?&.. .,JB1 ,..., B,). Then the function 
N,,(p)=~~(n,niP)~‘,llfli,, p>--l 
decreases. IV,, is constant if f (x) = I-I; TC,(xi), where 
and 
x = (x1 ,..., x8) E B,, x ... x Be8 
c = (Cl )...) cs) E Bnl x *** x Bn8 . 
The proof depends on the following lemma which is an immediate con- 
sequence of (2.1). 
LEMMA 7.1. Let B be a convex body in Rn and assume p E R. Further, let 
(Y, v) be a probability space and suppose {fV}Vsu is a family of dome functions 
on B. 
Then the function 
x -+ (Jyf2(x) 4Y))liS 
is a dome function on B if the integral exists for all x E B. (The case p = 0 is 
dejned by continuity.) 
Proof of Theorem 7.1. By I( 1, 1) the theorem is true for s = 1. 
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Suppose the theorem has already been proved for allfe snl...,JB1 ,..., B,), 
r < s. 
Choose fe Xnl...,s(B, ,..., B,) and set 
Then 
P>-1, x,EB,. 
%(P) = (n, ; P)llP II g,119 * 
By assumption, the function p --f gD(xs), p > - I, decreases for each x, E B, . 
Hence 
WP2) d (n, ; p2)1’“2 II g,, II%+ > - 1 <Pl <P2. (7.1) 
From the definition of g, and Lemma 7.1 it follows that gD1 E XnB(BS). 
Since 1(1, 1) holds, we therefore have from (7.1) 
N,,(p,) G (n, t pl)l’Di II g,, lIeI = NdPJ, - 1 <P,<P,. 
By induction we conclude that the theorem holds for all s. The case when 
equality occurs will also be clear from the proof. This proves Theorem 7.1. 
8. APPLICATIONS II 
THEOREM 8.1. Let fi ,..., fm E S&...#1 ,..., B,), B = B, x -es x B, , 
and let CX~ ,..., olln be real numbers such that 
011 > 0 )...I a,,, > 0 
Or 
Then 
011 < 0 ,...) ol,n < 0, CQ + ... + a,, > - 1. 
where 
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Equality occurs if 
where ci E & , i = l,..., s. 
Hint of proof. In the special case s = 1, this theorem follows from Theo- 
rem 4.3 if we set p*(t) = sign(ol,) tOLIE, c&(t) = tar, K = l,..., m. The general 
case then follows by induction. 
Theorem 8.1 can also be deduced from Theorem 7.1 by the aid of Holder’s 
inequality. See [l], Satz 4. 
It is much more complicated to obtain an inequality opposite to that in 
(8.1), such that equality occurs in some nontrivial case. 
Already in [5], p. 361, Frank and Pick deduced a (one-dimensional) inverse 
Cauchy-Schwarz inequality from an inequality of the form ]I f /I2 < C 11 f II1 . 
Their method was based on the triangle inequality in spheric trigonometry. 
We shall show this with a more direct argument which also holds for the 
general Lp case. 
THEOREM 8.2. Let &? be a class of positive measurable functions on B, 
where BCR” and co > 1 Bl >O. 
Suppose 
Ilf Ila G c, Ilf Ill 9 pa1 (8.2) 
when f E A?. 
Then 
for allpI >, 1, p, b 1, adfi ,fi Ex. 
Equality occurs in (8.3) if and only if 
and 
llfi II2 = G llfi Ill 3 i= 1,2, 
llfi lIDi = Gi llfi Ill > i= 1,2, 
fi/llfi II1 +f2/llfi II1 = const- 
Proof. Suppose first 
We have 
llfi Ill = llfi II1 = 1. (8.4) 
llfi +fi 11; = llfi II; + Xf, ,fi> + IIf2 II,“. 
By Holder’s inequality, 2 = jl fi + fi Iii < I/ fi + fi 112, with equality if and 
only if fi + fi = const. 
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Hence, if view of (8.2) and (8.4), 
For arbitrary fi , fi E SS? this means that 
(fl >f2> 3 (2 - c27 llfl Ill llf2 Ill * 
From this and (8.2) we have (8.3). Th e cases when equality occurs will be 
clear from the proof. This proves Theorem 8.1. 
If X = ,&(B) then Theorem 7.1 or I( 1, 1) gives an inequality of the form 
(8.2). In this case it is easy to see that equality occurs in (8.2), p # 1, if and 
only if f is a top function. When n > 1, the sum of two top functions cannot 
be constant and so equality cannot occur in (8.3). 
When A? = Xr(]a, b[), however, we have C, = 2(1 + p)-lip and (8.3) 
gives 
(fl ,f2) > (l +pl)l’“l(l +p2)“p2,,fl /I9 
6 1 
jlf Ij 2 572. 
Here equality occurs if jr(x) = x - a and f2(x) = b - x. 
By induction and Lemma 7.1, we easily get 
<fi ,.fi> 3 ((l+p,)l’p;~l +p2)1T)’ llfi lle1 llf2 llPp 
whenf, ,fi E %..&, , U,..., la,, 6,[) and p, >, 1, p, > 1. Equality occurs 
if 
fd4 = ij (Xi - 4 and f2(x) = fi (bi - xi). 
1 
More precise inverse Holder inequalities were proved in [3]. Here we only 
wanted to point out Theorem 8.2, which was not used there. 
It is also easy to obtain an inverse Minkowski inequality from (8.2). In fact 
When fl ,..., fm E %(]a, 0 we get 
II II ;fL” 9>(1+~)1’n~llfillp, pa-* (8.5) 
Equality occurs if fr ,..., fm are top functions and C,“fk = const. 
It is easy to see that (8.5) reverses if - 1 <p < 1. 
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