The paper focuses on the identification of different objects in a pair of images taken from the same environment, which is challenging and has wide application. We propose a single deep convolutional neural network termed as DiffNet to solve this problem. DiffNet takes a pair of images as the input and directly regresses the bounding boxes of different objects. To train DiffNet, we only need to label the different objects, rather than all objects in input images, which significantly reduces human labeling efforts. Experiments are performed on an image dataset collected from unmanned containers. DiffNet obtains a very high product detection accuracy of 95.56% mAP at the speed of 143 fps measured on an NVIDIA TITAN Xp GPU.
I. INTRODUCTION
With the progress of Artificial Intelligence (AI) and the prevalence of mobile payments with smartphones, unmanned AI retail is becoming increasingly popular. The unmanned AI stores are mushrooming, such as Amazon GO, JD X store, Tao Cafe, BingoBox where consumers can complete the whole purchase process by self-service so that much labor costs can be saved. Thus, it is of great significance to study how to apply AI technologies for unmanned retail.
The unmanned retail container is an important device, for which the product recognition is one of the most basic functions. Adopting RFID technology for product recognition is a good solution for smart containers [1] , however it still adds up the cost for each product in unmanned retail in spite of its sophistication, which cuts down the profit. Some smart containers use gravity sensors to detect the products being moved [2] , but it is not accurate enough and has great limitations in maintenance.
Recently, deep learning demonstrates great capacity in a variety of fine-grained image recognition tasks [3] . It can classify patterns with large variability, and robustness to distortions and simple geometric transformations [4] . The
The associate editor coordinating the review of this manuscript and approving it for publication was Szidónia Lefkovits . deep learning algorithms have been adopted in many visual analysis problems, such as object classification, detection, segmentation, and tracking. More and more companies and research institutions tend to use computer vision-based solutions for unmanned retail, including Amazon, Alibaba, etc. The vision-based solutions attend to two core problems sequentially, namely, the localization and classification pf the products. Since product classification using deep learning proves an easier problem and there are many finegrained image classification algorithms are at hand for use, in this paper, we focus on the product localization problem, i.e., product detection.
Many researches focus on product detection from different perspectives. ScaleNet [5] proposes a scale-aware object proposal detection framework for crowded product detection in supermarket scenarios. It uses ScaleNet for scale estimation and then performs object detection for each scale separately. To achieve higher accuracy, Liu, etc. [6] propose a solution for product detection using Mask R-CNN [7] . They eliminate the process of segmentation in Mask R-CNN and therefore avoid the ensuing error from segmentation branch. Different from aforementioned product detection methods, we propose a novel method by comparing two images captured before and after a purchase. This detection-by-comparing strategy enables our method to avoid detecting the products in the FIGURE 1. Finding different products in an image-pair with the proposed DiffNet. Our system takes a pair of images as input. Then, it uses a shared convolutional network for feature extraction. Finally, it predicts the locations of different objects between the pair of images directly. container for two times and the products of interest can be localized by running a single deep network once as shown in Fig. 1 . Our detection network targets at detecting differences between images, thus we call it DiffNet.
The task in our paper is to detect different objects in a pair of images photographed from almost the same angle in the same environment separately. This is readily attained by for the fixed cameras in unmanned retail. Specific to the dataset used in our experiments, the shot environment of our images is in the commodity container. Each image contains some objects including various drinks and foods. We name the pair of images as Image A and Image B and specify that Image A is shot before Image B. We combine Siamese network with object detection networks, and propose a pairwise image difference detection algorithm.
In the experiments, we collect pairs of images from unmanned containers and manually annotate the different objects. We got 1896 pairs of images, among which 1638 pairs images are divided into the training set and the rest 258 pairs are left for testing. Our DiffNet method achieves a product detection accuracy of 95.56% mean average precision (mAP) at the speed of 143 fps measured on an NVIDIA TITAN Xp GPU. This solution is significantly better than traditional non-deep-learning methods. The results confirm the capability of our DiffNet in unmanned AI retail. Further, DiffNet is a general solution of detecting different objects in pairs of images.
II. RELATED WORK A. GENERIC OBJECT DETECTION ALGORITHMS
Object detection is a fundamental problem in computer vision with numerous applications in industrial electronics. Similar to most pattern recognition problems, object detection methods generally start from feature extraction from input images. Then, classifiers or localizers are trained in the feature space to identify objects. Before the rising of deep learning, the state-of-the-art detectors are Deformable Part Model (DPM) [8] and Selective Search (SS) [9] which are top-down and bottom-up object detection respectively. After R-CNN [10] , which integrates selective search for region proposal and CNN for region classification, deep networks became prevalent for object detection.
Modern object detection methods are classified into twostage methods and one-stage methods. Fast R-CNN [11] improves the speed of R-CNN via RoI Pooling [12] , which enables computation sharing for different proposals. Faster R-CNN [11] introduces region proposal networks (RPN) and integrates proposal generation with proposal classification into a single network, which enables end-to-end optimization and avoids hand-crafted region proposals. Besides the two-stage approaches, one-stage methods like SSD [13] and YOLO [14] , [15] are attracting more attention for its fast speed. The one-stage approach treats the detection task as a regression problem and directly predicts bounding box coordinates and categories of the target objects. It divides the image into a S × S grid and each grid cell predicts bounding boxes, objectness and class probabilities. We follow the onestage methods to regress the appearance and exact position of different objects in a pair of images.
B. SIAMESE NETWORK
Siamese network is a class of neural networks that contain two or more sub-networks with shared parameters [16] , which is popular for the tasks of finding similarity or a relation between two comparable things such as comparing image patches [16] and tracking [17] . In our paper, we combine the characteristics of the learning similarity measure of the Siamese network with one-stage detection method and propose our novel pairwise image difference detection algorithm.
III. METHOD
In this section, we will give the details of the proposed DiffNet for detecting the difference between a pair of images.
A. DIFFNET ARCHITECTURE
The architecture of the proposed DiffNet is given in Fig. 2 . We construct DiffNet in a Siamese-style wherein the input, a pair of images, is taken from the same perspective in the same environment at around the same time. Generally, it consists of two feature extractors, a feature fusion operator and a regression network. The network is designed to be fully convolutional, which preserves spatial information of the original image-pair. The two feature extractors with shared parameters are aimed at mapping the RGB image-pair into the same embedding/feature space. Because of the sharing weights of the two feature extractors, we can implement the functions of two feature extractors with a single Convolution Neural Network (CNN). The fusion operator extracts the difference information roughly by rules and the final regression network with Non-Maximum Suppression (NMS) [18] produces the desired bounding boxes, indicating the coordinates of different objects. Parameters in all the layers of DiffNet can be endto-end optimized by a multi-task learning loss function for both classification confidences and bounding box regression.
The two feature extractors with shared parameters take two similar images as inputs. Then, we fuse the two outputs fea- ture maps of the feature extractors by element-subtraction to get the fusion feature between the two input images. Finally, we feed the fusion feature into the regression network to produce the detection results. We can get the final prediction results after the NMS step.
1) FEATURE EXTRACTOR
The two feature extractors take a pair of images as an input. Since they share the same parameters, the two inputs are mapped into the same embedding space, in which the input images are compared. We use ResNet-18 [19] without the fully connected layers as the feature extractor in our experiments. The weights of our feature extractors are initialized from the ImageNet pre-trained model.
2) FEATURE FUSION OPERATOR
Providing fusion information from the features generated by the feature extractors is the key for the subsequent regression network. There are various ways like concatenation, subtraction and other methods that could accomplish this goal. Feature fusion via concatenation provides the full information of the two images and allows the subsequent networks to infer the difference between input images. As observed in our experiments, feature via subtraction, is more effective, due to its straightforwardness.
3) REGRESSION NETWORK
After obtaining the fusion feature, we feed the fused feature into the regression network for regressing the bounding boxes of different objects and predicting their categories. We follow the popular YOLOv2 detector [19] to design the loss functions of the regression network, which will be clearly described in the following sub-section. Shortly, the regression network outputs S × S× feature map.
To better resolve the spatial differences between the fusion features and the global features, we consider introducing the attention block into our model. We refer to the Dual Attention Network (DANet) [20] and the Convolution Block Attention Module (CBAM) [21] , respectively. DANet and CBAM model the semantic interdependence in spatial and channel dimensions, respectively.
B. TRAINING
The proposed DiffNet is fully convolutional and it can be trained end-to-end. Unlike typical two-stage detectors that use region proposals, DiffNet is more like a one-stage detector. Once we assign ground truth information to specified sets of fixed detector outputs, we can compute the loss function and apply back-propagation for end-to-end optimization. The training involves label parsing, default anchor boxes setting, loss function, and data augmentation.
1) LABEL PARSING
We divide our images into S × S grid cells as shown in Fig. 3 . Each cell has a ground truth in the following form: P(Obj), P(A|Obj), P(B|Obj), x, y, w, h. P(Obj) denotes the probability that there is a target object falling in the current cell or not. P(A|Obj) and P(B|Obj) respectively denotes the probability that the center point of the target object falls in image A and image B. (x, y) denotes the center coordinate of the target bounding box. w&h are the width and height of the target bounding box respectively. If the center point of a target object falls in the current cell, P(Obj) is set to 1, otherwise it is set to 0; if it falls in image A, P(A|Obj) is set to 1, otherwise it is set to 0, as is the case of image B. If there are two different objects falling in the same grid position in both image A and image B, P(A|Obj) and P(B|Obj) are set to 1 at the same time and they share the same bounding box size. As a result, the label of the image pair is tensor in the size of S × S × 7.
2) DEFAULT ANCHOR BOXES SETTINGS
Considering the successful application of anchor boxes in Faster RCNN, YOLO9000, etc., we also apply anchor boxes in DiffNet. It reduces the ambiguity of the learning problem and helps train a better detector to predict offsets and confidences instead of coordinates. The hand-picked anchor boxes tile the convolutional feature map in a convolutional manner and as a result, the position of each anchor box relative to its corresponding cell is fixed. At each grid, we predict the offsets relative to the anchor box in the cell, the location scores that indicate which image the box falls in, as well as the objectness score that indicates whether the box contains an object. Specifically, for each box out of K at a given location, we compute 1 objectness score, 2 location scores and 4 offsets relative to the original anchor box shape. These result in a total of 7 × K filters that are applied around each location in the feature map, yielding 7 × K × S × S outputs for a S × S feature map. Fig. 3 shows an exemplary for training. During training, our model divides the image into a S × S grid and calculates the loss for each grid. For each ground truth, we only assign one prior anchor box with the most similar shape to it. As done in the upper left corner of the figure, we fix the center point of each anchor box and the center point of the ground truth box in the same position, then we calculate the IoU between them. We draw the shape of anchor 0 in red and other anchors in yellow. In this example, we find that the IoU between anchor 0 and the ground truth box is 0.80, which is larger than other anchors. Therefore we assign anchor 0 to the ground truth. Then we calculate the coordinates of the prediction box of each anchor in the grid where the ground truth falls. As shown in the bottom right corner of the figure, the green box is the ground truth, the dark blue box is the prediction result of anchor 0, and the light blue boxes are the prediction results of the other anchors. Then we calculate the object loss, coordinate loss and class loss of the prediction result of anchor 0. Though the predicted bounding box of anchor 2 has a larger overlap than the ground truth (0.72) which is bigger than the threshold (0.6), we ignore it.
3) DATA AUGMENTATION
Data augmentation is useful to train more generalizable deep networks. When training DiffNet, to make the model more robust to various input object sizes and shapes, we set a jitter parameter to control the ration of the random crop process. Further, we randomly adjust the hue, brightness, and saturation of the input images. After the aforementioned sampling step, each sampled patch is horizontally flipped with a probability of 0.5 and is resized to 512 × 512 to fit the input size of our model. These strategies expand the number of training samples.
Another useful tip is to switch the order of image A and image B randomly, along with their corresponding labels. We do this to avoid the impact of the order of the inputpair on the learning process while balancing the extremely uneven number of different objects in images A and images B. This operation solves the problem of uneven distribution of images A and images B while enhancing the robustness of our network.
4) LOSS FUNCTION
The loss function for DiffNet is based on YOLOv2, which is composed of prior loss and regression loss. The prior loss aims to help DiffNet to learn the shapes of prior boxes more quickly during the early T 0 iterations. The regression loss is inherited from YOLOv2, which consists of objectness part, coordinate part and classification part. It is worth noting that the classification part differs from that in other generic object detection algorithms, which aims at classifying which image (image A or B) the box belongs to. The detailed formulations for the loss function are given as follows.
The prior loss is defined as follows,
where t is the current training number of samples. In L prior of Eq. (1), 1 t<T 0 denotes if current training number of samples is less than T 0 . In our experiments, we set T 0 = 12800, which is a relatively small number compared with the total training iterations. x ij , y ij , w ij and h ij in Eq. (1) are the predicted values of the j-th prior box of the i-th grid while prior w j and prior h j are the width and height of the j-th prior box respectively. The prior loss is designed to learn the shape of the prior boxes. It can converge fast for the task is relatively easy. We define the regression loss as follows,
In L noobj of Eq. (2), 1 IOU <thresh ij denotes if the prediction bounding box of the j-th anchor of the i-th grid cell overlapping the ground truth box falls in the cell by the threshold, and in L obj , L coord and L class (Eq. (3), (4), (5)), 1 truth ij denotes if the j-th preset anchor of the i-th grid cell assigned to the ground truth falls on the i-th grid cell. P ij (Obj) is the predicted probability value of the target object in the j-th prediction box of the i-th grid cell andP i (obj) is the ground truth of the i-th grid cell which denotes that if there is a target object falls on the current grid.
To prove that small offset in small boxes matter more than in large boxes, we multiply the coordinate error loss by the formula (2 −ŵ i * ĥ i ).ŵ i andĥ i are the width and height of the ground truth box that falls in the i-th grid cell, respectively. They are normalized by the image width and height, respectively, so that they fall between 0 and 1.
(pred xywh ij −truth xywh ij ) 2 denotes that the coordinates of the center point of the j-th prediction box in the i-th grid cell and the width of that prediction box are respectively compared with the ground truth bounding box of the corresponding grid cell to calculate the mean square error value.
During training, we optimize the following multi-objective loss function, L t = λ prior * L prior + λ coord * L coord + λ noobj * L noobj + λ obj * L obj + λ class * L class .
As shown above, our loss function is similar to YOLOv2, both calculating each grid loss separately. But they are not entirely the same. First, the independent variable of our function is the fusion feature of a pair of input images. Secondly, the definition of our class semantic is novel. Our class means which image the current grid bounding box belongs to, no matter whatever the kind of the region. In YOLOv2, it indicates what category the object is; 20 different categories in Pascal [22] dataset and 80 in COCO [23] dataset.
We use the parameter λ to control the effect of each part on the L t (Eq. (6)). During training, λ prior = 0.01, λ noobj = 0.5, λ obj = 5, λ coord = 2, λ class = 1.
5) IMPLEMENT DETAILS
Since the environment of our images is the commodity container, the position distribution of objects in images is relatively neat. Taking after one-stage object detection methods, we divide the input images into S × S grids. If the center of a different object falls into a grid cell, the grid cell is responsible for detecting the different object as shown in Fig. 3 . We output each cell K bounding boxes according to the K preset anchors. Each bounding box consists of 7 predictions: object confidence, referred as P(Obj); location confidence in image A and image B, referred as P(A|Obj) and P(B|Obj); and 4 prediction coordinates, referred as [x, y, w, h]. We can just use formula P(Obj) × P(A|Obj) and P(Obj) × P(B|Obj) to get the probability of the bounding box falling in image A and image B. These final predictions are represented as an S × S × (K * 7) tensor.
When dividing our images into numerous cells, a suitable S is important to avoid bordering conditions. For our dataset, considering that our target objects are generally small, we use a larger S to make sure that each grid contains one object. Empirically, we use S = 14 and K = 5. Our final prediction is a 14 × 14 × 35 tensor.
We use dimension clusters as anchor boxes and the clustering method is to use k-means which changes the distance metric from Euclidean distance to the IoU metric. We choose K = 5 for our dataset and get 5 clusters with an average IoU of 81.10%. The 5 clusters are: (41 × 52), (63 × 59), (52 × 76), (94 × 77), (71 × 109). The shapes of these anchor boxes can cover almost all of the ground truth objects.
During training, we only assign one anchor box to each ground truth. We choose the anchor box which has the largest overlap with the ground truth object (Fig. 3 ). If an anchor box is not assigned to a ground truth object, there will be a loss for objectness prediction rather than location prediction.
IV. EXPERIMENTS AND ANALYSIS
There is no public dataset at hand for our task, so we collected a batch of image pairs taken in unmanned containers by ourselves. We got 1896 pairs of images, of which 1638 pairs images are in the training set and the rest 258 pairs are in the testing set. Each image pair consists of image A and image B, which are similar for they were photographed in the same environment and from almost the same angle around the same time. The ground truth of a image pair are the bounding boxes of all the different objects between the two images. One sample is shown in Fig. 4 : The red rectangles are the ground truths of sample image-pair.
A. RESULTS
We use the mean average precision (mAP) defined for evaluating conventional object detection to measure the performance of our model. Different from conventional object detection, the semantic information of the categories in our algorithm refers to which image the different objects belong to.
To understand DiffNet better and optimize the choice of structure and training strategy, we carry out controlled experiments to examine how each setting or component influences performance. For all the experiments, we use the same settings and input size (512 × 512), except for specified changes to the settings or components.The experimental results are shown in Tab. 1, where mAP is calculated on the test set containing 258 pairs of images. Inference time is the average forward time of the model measured on an NVIDIA TITAN Xp GPU.
The comparison between Experiment #1 and Experiment #2 shows that the accuracy of the model is improved by the preset anchor boxes, and the inference speed of the model does not decrease after using the preset anchor boxes.
The comparison between Experiment #2 and Experiment #3 shows that for the training dataset with extremely uneven distribution of labels, it is a very effective sampling strategy to randomly switch image A and B along with their corresponding labels in the training process, by which we improve nearly 15% mAP.
The comparison between Experiment #2 and Experiment #4 shows that the two feature maps are fused by elementsubtraction, which is more suitable than the fusion method of directly concatenating.
Experiments #5 and #6 added the attention module after the element-subtraction is used to obtain the fusion feature. It is intended to strengthen the study of the local importance of the different features and construct a description of the [20] and Convolution Block Attention Module (CBMA) [21] methods. Unfortunately, these two attention methods do not yield better results than Experiment #2, but instead, slow the speed of testing.
Experiment #7 is based on Experiment #2, in addition to simple cropping and mirroring, adding more data augmentation strategies in terms of image color. The results show that more effective data augmentation strategy can improve our performance.
B. COMPARISON WITH A TRADITIONAL METHOD C. ANALYSIS OF DIFFERENT PRODUCT DETECTION RESULTS
We tried to solve the task in this paper with the traditional image processing method that does not require learning. We use the structural similarity index (SSIM) algorithm [24] to calculate the similarity of an image-pair, and find the position of the different regions between the two inputs according to the difference matrix calculated by the SSIM algorithm. This method is not robust to light changes, pixel offsets, etc. It can only spot difference regions between two images but fails to know if there is any difference in Image A or Image B. The method only achieves 2.85% mAP in our test set, much slower than our deep learning-based method (2).
D. VISUALIZATION
To thoroughly analyze the results, we manually divide the test set into two parts: a simple set and a difficult set. The objects in the simple test set are various beverages placed in an upright position, and the shape is relatively regular, so that the difference between each image pair is small. There are more types of objects in the difficult test set, including irregularly shaped products such as potato chips, instant noodles, and fruits, with more casual placement method, so that larger the difference between images A and B is enlarged. Beside of mAP, we use accuracy as another measurement. We use the threshold of 0.5 to get the detection results. If all the detection results have 0.5 IoU with their ground truth, we treat this image as a correct sample. The detection accuracy is the total number of testing samples divided by the total number of correct samples.
The simple test set has 62 pairs of images and the detection accuracy is 100%. Fig. 5 shows some visualization results in the simple test set. It can be seen that the severely occluded objects in the corner are accurately detected. The hard test set has 196 pairs of images, the detection accuracy is 91.33%, and there are 17 pairs of test results with errors. Fig. 6 shows some visualization results in the hard test set. (a) and (c) show the successful detection results when the different/target objects either appear in image A or image B. (b) shows the successful detection results when the different/target objects appear in both image A and B. (d) shows the successful detection results when the objects are densely placed and many of them were taken away. Fig. 7 shows some failure cases. In this figure, DiffNet regards a large object and a small object as one target object. This situation is rare in the training set so that DiffNet can not find a good fit for this situation.
V. CONCLUSION
In this paper, we propose a method to detect different objects in a pair of images. We combine the characteristics of the learning similarity measure of the Siamese network with onestage detection method and propose our pairwise image difference detection algorithm called DiffNet. Based on the data set of 1896 pairs of images in unmanned container scenario that contains various goods such as drinks, snacks, and fruits, our DiffNet achieves a good positioning accuracy with fast inference time. Our method is useful in many different tasks. A promising future direction is application in unmanned commodity container to detect the locations of different goods before and after the purchase.
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