Abstract: Max stable laws are limit laws of linearly normalized partial maxima of independent, identically distributed (iid) random variables (rvs). These are analogous to stable laws which are limit laws of normalized partial sums of iid rvs. In this paper, we study entropy limit theorems for distribution functions in the max domain of attraction of max stable laws under linear normalization. More specifically, we study the problem of convergence of the Shannon entropy of linearly normalized partial maxima of iid rvs to the corresponding limit entropy when the linearly normalized partial maxima converges to some nondegenerate rv. We are able to show that the Shannon entropy not only converges but, in fact, increases to the limit entropy in some cases. We discuss several examples. We also study analogous results for the k-th upper extremes.
Introduction, Definitions and Preliminary Lemmata
The limit laws of linearly normalized partial maxima M n = X 1 ∨ . . . ∨ X n of independent and identically distributed (iid) random variables (rvs) X 1 , X 2 , . . . , with common distribution function (df) F, namely, lim n→∞ P (M n ≤ a n x + b n ) = lim n→∞ F n (a n x + b n ) = G(x), x ∈ C(G), (1.1) where, a n > 0, b n ∈ R, are norming constants, G is a non-degenerate df, C(G) is the set of all continuity points of G, are called max stable laws. If, for some non-degenerate df G, a df F satisfies (1.1) for some norming constants a n > 0, b n ∈ R, then we say that F belongs to the max domain of attraction of G under linear normalization and denote it by F ∈ D(G). Note that (1.1) is equivalent to lim n→∞ n{1 − F (a n x + b n )} = − log G(x), x ∈ {y : G(y) > 0}. (1.2) Criteria for F ∈ D(G) are well known (see, for example, Galambos, 1987; Resnick, 1987; Embrechts et al., 1997) . Let X 1:n ≤ X 2:n ≤ . . . ≤ X n:n denote the order statistics from a random sample {X 1 , . . . , X n } from F. Let the df of the k-th extreme be G k:n (x) = P (X n−k+1:n ≤ a n x + b n ) , k = 1, 2, . . . , fixed, and let K k (x) = lim n→∞ G k:n (x). Then it is well known that if F ∈ D(G) for some non-degenerate df G so that (1.1) holds for some norming constants a n , b n , then We refer to Galambos (1987) and Resnick (1987) for results used in this article. For quick reference, some of the results used in this article are given in Appendix A. The study of entropy and relative entropy (as defined later) is important in information theory. Gnedenko and Korolev (1996) suggest that a df that maximizes entropy within a class of dfs often turn out to have favourable properties; for example, the normal df has maximum entropy in the class of dfs having a specified variance. Barron (1986) discusses the central limit theorem in the sense of relative entropy. Johnson (2006) is a good reference to the application of information theory to limit theorems, especially the central limit theorem. In this article, our main interest is to investigate conditions under which the entropy or Shannon's entropy of the normalized partial maxima of iid rvs converges to the corresponding limit entropy. We first look at this problem through some illustrative examples, then at the general case and finally for the k-th extremes. Since entropies involve integrals, the proofs of our results here involve clever application of existing results on moment and density convergence of normalized partial maxima and the dominated convergence theorem. We now give some definitions and preliminary results which will be used subsequently.
1.1. Some definitions and preliminary results. We will refer to Shannon's entropy as entropy in this article.
Suppose that (1.1) holds for some df F and some max stable law G. Let f and g respectively denote the pdfs of F and G. The rv M n − b n a n has pdf given by
The entropy of g n is given by
Remark 1.1. We have 6) in view of the following lemma.
Lemma 1.1.
Proof. Making the change of variable F (a n x + b n ) = t, we get a n f (a n x + b n )dx = dt and
and the claim follows, since I 1 (n − 1) ≥ I 1 (n).
Now we state and prove a lemma of independent interest which will be used subsequently.
. . are iid rvs having standard exponential distribution and
where γ is the Euler's constant.
Proof. As is well known, we have
From the moment convergence result of Proposition (2.1)-(iii) in Resnick (1987) (Theorem B.1), since
Alternatively, Z n has the same distribution as n k=1
1 k = log n + γ, and the result follows. Definition 2. The relative entropy of g n with respect to pdf g is given by
and we have
The entropies of the extreme value distributions are given in the next lemma without proof as the calculations of these are straight forward.
We shall denote the left extremity of df F by l(F ) = inf{x : F (x) > 0} ≥ −∞ and the right extremity of F by r(F ) = sup{x : F (x) < 1} ≤ ∞. In the next section we give our main results, followed by a section on Proofs. Wherever the proof is similar, we omit the steps and refer to an earlier proof. Finally, we give two appendices containing illustrative graphs and results used in this article.
Main Results
Our first results consider the problem through some illustrative and interesting examples. Though these follow from the general results given later, the proofs of these results are quite different from those of the general results which are stated in the second theorem below. The third theorem below gives results for the k-th extremes. In the case of the k-th extremes, we do not discuss the monotonicity of the convergence in this article.
, with a n and b n as given in the proof, then lim n→∞ H(g n ) = H(λ) and lim n→∞ D(g n λ) = 0.
Remark 2.1.
(1) The results of the above theorem hold for location and scale versions of the dfs also. (2) In the case of (d) above, we notice that H(g n ) does not increase to H(λ) with n, as seen in the graph 4a in Appendix B.
Theorem 2.2. Let F ∈ D(G) for some nondegenerate df G, with norming constants a n and b n so that (1.1) holds and the df F be absolutely continuous with nonincreasing pdf f which is eventually positive, that is, f (x) > 0 for x close to r(F ).
is nonincreasing for n large, then the entropies above increase to their limits.
Remark 2.2.
(1) Note that if F (x) = 0, if x < 1, and = 1 − x −α if 1 ≤ x for α > 0, the Pareto df, then with a n = n 1 α , b n = 0, the conditions given in the Theorem 2.2 for g n are satisfied. In the case of U (0, 1), and Exp(λ) dfs also these conditions are satisfied.
(2) In the case of normal, the condition g n (x) nonincreasing in Theorem 2.2 is not satisfied as seen from the graph 4b in Appendix B and also H(g n ) does not increase to H(λ).
We need the following lemmata to prove the result on entropy convergence for k-th extremes, the first of which gives local uniform convergence for the k-th extreme.
Lemma 2.1. Let F ∈ D(G) for some nondegenerate df G, with norming constants a n and b n so that (1.1) holds and the df F be absolutely continuous with nonincreasing pdf f which is eventually positive, that is, f (x) > 0 for x close to r(F ). Then the pdf g k:n of G k:n in (1.3) converges to the pdf of K k , locally uniformly.
Lemma 2.2. The value of the integral
(ii) Weibull law is
Theorem 2.3. Let F ∈ D(G) for some nondegenerate df G, with norming constants a n and b n so that (1.1) holds and the df F be absolutely continuous with nonincreasing pdf f which is eventually positive, that is, f (x) > 0 for x close to r(F ). In (1.3), if
Proofs
Proof of Theorem 2.1 (a). The pdf of Pareto(α) with df F is f (x) = 0,
Note that F satisfies (1.1) with a n = n 1 α , b n = 0 and G = Φ α , the Fréchet law with exponent α. From (1.5), we have lim n→∞ H(g n ) = 1 − lim n→∞ I 2 (n), where
We have
And
Now, using Lemma 1.2, we get
Therefore, from (3.1) and (3.3), we get lim n→∞ H(g n ) = 1 − log α + (α+1) α γ, = H(φ α ). Now, for proving relative entropy convergence, we have
Here
Putting u = α log x, du = α x dx, and
and
From (3.4), (3.5) and (3.6), we have lim
Proof of Theorem 2.1 (b). In this case, we have g n (x) = 1 + x n n−1 , −n < x < 0; and F satisfies (1.1) with a n = 1 n , b n = 1, and G = Ψ 1 , the Weibull law. Then, by (1.5),
where, I 2 (n) = 0 since log(na n f (a n x + b n )) = log 1 = 0. Since entropy of Weibull law with α = 1 is 1, we get lim n→∞ H(g n ) = H(ψ 1 ), and by Lemma 1.1, H(g n ) increases to H(ψ 1 ) with n.
Proof of Theorem 2.1 (c) . We have g n (x) = ne −(x+log n) 1 − e −(x+log n) n−1 , − log n < x. Note that F satisfies (1.1) with a n = 1, b n = log n and G = Λ, the Gumbel law. Then by (1.5), lim n→∞ H(g n ) = 1 − lim n→∞ I 2 (n), where
By Lemma 1.2, lim n→∞ I 2 (n) = −γ, and hence lim n→∞ H(
2 , x ∈ R. Hence,
Note that F satisfies (1.1) with b n = √ 2 log n − log log n + log(4π) 2 √ 2 log n , a n = 1 √ 2 log n , and
where
2 log n 2 log n − log log n + log(4π) 2 √ 2 log n , = x 2 2 log n + 2 log n + log log n + log(4π)) 2 8 log n − (log log n + log(4π)) +2x 1 − log log n + log(4π) 4 log n ,
where o 1 (n) = (log log n + log(4π)) 2 8 log n and o 2 (n) = log log n + log(4π) 4 log n , and
From (3.9) and (3.10),
, from Theorem A.1-(iii), and
by Theorem A.1-(iii). Hence lim n→∞ H(g n ) = 1 + γ = H(λ).
, and using Theorem A.1-(iii),
And, I B (n) = ∞ −∞ e −x dF n (a n x+b n ). Using integration by parts, we have I B (n) = ∞ −∞ e −x F n (a n x+ b n ) dx. So lim n→∞ F n (a n x + b n ) = Λ(x), and for large n and
From (3.12), (3.13) and (3.14), we have lim n→∞ ∆ λ (g n ) = 1 + γ = H(λ), so that lim n→∞ D(g n λ) = 0.
Proof of Theorem 2.2 (a). Since F ∈ D(Φ α ), from Proposition 1.11 in Resnick (1987) , 1 − F is regularly varying so that
Further, since f is eventually nonincreasing, from Proposition 1.15 in Resnick (1987) , F satisfies the von Mises condition (Theorem (A.2)):
Now, by Proposition 2.5(a) in Resnick (1987) (Theorem A.6), (3.17) implies the following density convergence on compact sets:
where K is a compact set, and g n is as in (1.4) with b n = 0. From (1.6), we have,
log(a n nf (a n x))g n (x)dx, with 0 < n = l(F ) a n → 0 as n → ∞, = lim n→∞ ∞ n log na n xf (a n x)F (a n x) xF (a n x) g n (x)dx,
log a n xf (a n x) F (a n x) g n (x)dx. From (3.17) and (3.18), it follows that lim n→∞ log a n xf (a n x) F (a n x) na n f (a n x)F n−1 (a n x) = φ α (x) log α, for large n and x ∈ [L , L], so that log a n xf (a n x) F (a n x) na n f (a n x)F n−1 (a n x) − φ α (x) log α < 1, which is equivalent to −1 + φ α (x) log α < log a n xf (a n x) F (a n x) na n f (a n x)F n−1 (a n x)
log a n xf (a n x) F (a n x) na n f (a n x)F n−1 (a n x)dx,
n→∞ log a n xf (a n x) F (a n x) na n f (a n x)F n−1 (a n x)dx,
log nF (a n x) x na n f (a n x)F n−1 (a n x)dx. From (3.15) and (3.18), we have lim n→∞ log nF (a n x) x na n f (a n x)F n−1 (a n x) = −(α + 1) log xφ α (x), and for large n and x ∈ [L , L], log nF (a n x) x na n f (a n x)F n−1 (a n x) + (α + 1)φ α (x) log x < 1 which is equivalent to
nF (a n x) x na n f (a n x)F n−1 (a n x)dx,
From (3.20) and (3.21), we therefore have
completing the proof of the first part. From (1.7), we have,
by the DCT,
From, Theorem 2.2(i) and (3.24)
For the last part of the proof, from (1.5) we can choose a n to be increasing so that 0 < n < n−1 . We then have
where, g n (x), is nonincreasing for n large and g n−1 (x) = 0 for x ∈ ( n , n−1 ). Therefore, H(g n ) is increasing in n.
Proof of Theorem 2.2 (b).
Since F ∈ D(Ψ α ), from Proposition 1.13 in Resnick (1987) , r(F ) < ∞, and F
α , x < 0; and (3.25)
with a n = r(
n } and b n = r(F ), n ≥ 1. Further, since f is nonincreasing near r(F ), from Proposition 1.15 in Resnick (1987) , F satisfies the von Mises condition (Theorem A.2):
F (x) = α. 
where S is a compact set, and g n is as in ( log(a n nf (a n x + b n ))dF n (a n x + b n ) = lim
log(a n nf (a n x + b n ))dF n (a n x + b n ).
log − a n xf (a n x + b n ) F (a n x + b n ) na n f (a n x + b n )F n−1 (a n x + b n )dx and from (3.27) and (3.28), since a n x + b n → r(F ) as n → ∞,
So, for large n and x ∈ [L, 0], log − a n xf (a n x + b n ) F (a n x + b n ) na n f (a n x + b n )F n−1 (a n x + b n ) − ψ α (x) log α < 1 which is equivalent to −1+ψ α (x) log α < log − a n xf (a n x + b n ) F (a n x + b n ) na n f (a n x+b n )F n−1 (a n x+b n ) < 1+ψ α (x) log α.
By the Proposition 0.5 in Resnick (1987) , lim n→∞ nF (a n x + b n ) = (−x) α , x < 0 and for large n and x ∈ [L, 0] we have log − nF (a n x + b n )
From (3.29) and (3.30), we have
From (1.7), we have,
where,
From Theorem 2.2(ii) and (3.31)
For the last part of the proof, from (1.5), we have
where, g n (x) is nonincreasing. Therefore, H(g n ) is increasing.
Proof of Theorem 2.2 (c).
Since F ∈ D(Λ), r(F ) ≤ ∞, and from Proposition 1.1 in
where the function u(t) = r(F ) t F (s)ds/F (t) is called an auxiliary function. We also have
with a n = u(b n ) and
Further, since f is nonincreasing, from Proposition 1.17 in Resnick (1987) , F satisfies the von Mises condition (Theorem A.2):
Now, by Proposition 2.5(c) in Resnick (1987) (Theorem A.6), (3.34) implies the following density convergence on compact sets:
where S is a compact set, and g n is as in (1.4) . From (1.6), we have
log(a n nf (a n x + b n ))dF n (a n x + b n ),
Using Theorem (A.3), lim n→∞ log u(b n ) u(a n x + b n ) a n nf (a n x + b n )F n−1 (a n x + b n ) = 0 locally uniformly in x ∈ R. And for large n and
Next,
Hence by Theorem (A.3), for large n and
Finally,
log(nF (a n x + b n ))a n nf (a n x + b n )F n−1 (a n x + b n )dx.
We have lim n→∞ log(nF (a n x + b n ))a n nf (a n x + b n )F n−1 (a n x + b n ) = −xλ(x).
If F ∈ Γ, then nF (a n x + b n ) → e −x as n → ∞, and hence, for large n and
log(nF (a n x + b n ))a n nf (a n x + b n )F n−1 (a n x + b n ) + xλ(x) < 1 ⇔ −1 + xλ(x) log(nF (a n x + b n ))a n nf (a n x + b n )F n−1 (a n x + b n ) < 1 + xλ(x). a n nf (a n x + b n )F n−1 (a n x + b n ) log(nF (a n x + b n ))dx,
lim n→∞ a n nf (a n x + b n )F n−1 (a n x + b n ) log(nF (a n x + b n ))dx,
From (3.36), (3.37), (3.38) we have,
where, ∆ λ (g n ) = − ∞ −∞ log(λ(x))dF n (a n x + b n ), and supp(g n ) ⊆ supp(λ). Therefore, From (3.35) for large n and
(3.39)
From Theorem 2.2(iii) and (3.39)
For the last part of the proof, from (1.5) we have
where, g n (x) in nonincreasing. Therefore H(g n ) is increasing.
Proof of Lemma 2.1. The pdf g k:n of G k:n in (1.3) is
where g n (x) = na n f (a n x + b n )F n−1 (a n x + b n ) is the pdf of F n (a n x + b n ). By Theorem A.6 and (1.2) Assuming the result for arbitrary k − 1, we have
We then have,
Hence, by induction, the proof is complete.
Proof of Lemma 2.3 (i). From (3.40), φ
−α , and hence the entropy of φ 
−α , and for large n and
n (x)dx,
−e −x . and for large n and
n (x) log g n (x) log g then F ∈ D(Λ). In this case we may take,
F (s)ds/F (t), b n = F − (1 − 1/n), a n = u(b n ).
Theorem A.5. Suppose that U 1 , U 2 are nondecreasing and ρ-varying, 0 < ρ < ∞. Then for 0 ≤ c ≤ ∞, U 1 (x) ∼ cU 2 (x) iff U The function f is called an auxiliary function and is unique up to asymptotic equivalence. If (A.4) is satisfied by both f 1 and f 2 then F t (f i (t)x) → 1 − e −x as t → ∞, i = 1, 2, where F t (x) = 1 − U (t)/U (t + x) is a family of distributions and we have f 1 (t) ∼ f 2 (t). (B) Entropy H(gn) (dashed line) and ∆g(gn) (line) for 1 < n < 100. Figure 4 . (A) Graph of gn(x) in the normal case (2 < n < 10 and x ∈ (−10, 10)). (B) Entropy H(gn) (dashed line) and ∆g(gn) (line) for 2 < n < 100. In (A), gn is increasing for fixed x and varying n.
