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The article presents outcomes of optimizing a distributed control system for objects with distributed 
parameters. Variational method was applied while optimization. Transfer functions are obtained 
for main channels of disturbances and controls. To describe processes in the time domain, a 
Laplace numerical method of inverting the transform is used.
Numerical experiment for heat exchange systems of a counterflow heat exchanger is demonstrated. 
Various controllers have been tested in automatic control systems. Efficiency of distributed control 
of aeon of single-circuit and double-circuit control systems is shown. In this case, acceleration 
curves were obtained at the output of the control object. Distributed control functions are also 
highlighted. The numerical method provides an iterative calculation process with a fairly small 
number of iterations.
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Сформулирована и решена задача оптимизации системы распределенного контроля для 
объектов с распределенными параметрами. При оптимизации применен вариационный метод. 
Получены передаточные функции по основным каналам возмущений и управлений. Для описания 
процессов во временной области использован численный метод обращения преобразования 
Лапласа.
Проведен численный эксперимент для систем теплообмена противоточного теплообменника. 
Испытаны различные регуляторы в системах автоматического регулирования. Показана 
эффективность распределенного контроля зон одно- и двухконтурной систем управления. 
При этом получены кривые разгона на выходе объекта управления. Получены также функции 
распределенного контроля. Численный метод обеспечивает итерационный процесс вычислений 
довольно малым числом итераций.
Ключевые слова: математическое моделирование, системы с распределенными параметрами, 
тепломассообмен.
Сформулируем и решим задачу управления с оптимальной системой непрерывного рас-
пределенного измерения для класса ОРП [1-5], нестационарные режимы которых могут быть 
описаны линейными дифференциальными уравнениями; переходный процесс в таких объек-
тах может быть определен через передаточные функции по соответствующим каналам возму-
щающих и управляющих воздействий.
Исследуется система регулирования, в которой промежуточный ввод реагента использу-
ется для организации дополнительного контура управления [6-9]. Анализ получившейся при 
этом двухконтурной системы автоматического регулирования проводят на основе передаточ-
ных функций.
Представляет интерес способ формирования сигналов, подаваемых как на основной, так и 
на промежуточный регуляторы. Исследование этого вопроса сводится к определению весовых 
функций распределенного контроля для каждого контура регулирования [2].
1. Математическая модель управляемого процесса
Рассмотрим два потока жидкости или газа, разделенных тонкой стенкой, которые схема-
тически изображены на рис. 1.
Первый поток с температурой θ1 (x, t) движется с постоянной скоростью ω1 в канале, пло-
щадь поперечного сечения канала равна S1; второй поток с температурой θ2 (x, t) движется в 
другом канале с площадью поперечного сечения S2 со скоростью ω2. При этом направление его 
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движения может совпадать с направлением движения первого потока (прямоток) либо быть 
противоположным (противоток). Между потоками происходит теплообмен через разделяю-
щую их стенку. Предположим, что теплоемкость разделяющей стенки мала по сравнению с 
теплоемкостью потоков, а коэффициент теплопередачи между потоками постоянен по длине 
аппарата и равен k. Кроме того, будем считать, что теплообмен с окружающей средой отсут-
ствует. Как и раньше, примем, что потоки поршневые.
При сделанных допущениях для первого потока справедливо уравнение 
3 
 
��
��
� ��
���
��
� � ������ � ���, (1) 
в котором 
��� � �
��
������
, 
где C1, ρ1 – соответственно объемная теплоемкость и плотность первой среды; l – периметр 
поперечного сечения поверхности раздела сред. 
Для второго потока уравнение теплообмена будет аналогичным: 
��
��
� ��
���
��
� � ������ � ���, (2) 
причем  
��� � �
��
������
, 
где C2, ρ2 – теплоемкость и плотность второй среды. Знак «+» в левой части (1.2.1) 
соответствует прямотоку, а знак «−» противотоку взаимодействующих сред. 
Система (1)-(2) должна быть дополнена условиями, вытекающими из физической 
постановки задачи и выделяющими нужное решение из бесчисленного множества функций, 
удовлетворяющих этой системе. Рассмотрим один из возможных способов задания таких 
условий. Во-первых, можно задать распределение температур потоков в начальный момент 
времени. Это условие запишется так: 
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Кроме того, естественно считать известными температуры потоков, втекающих в аппарат. 
Если ω2 > 0, то граничное условие имеет вид  
при �� � �0 ��1
��, 0�� � � �10���,
�2��, 0�� � � �20���.
 (4) 
Для ω2< 0 условие запишется иначе –  
при x = 0, t > 0: 
θ1(0, t) = θ1вх(t), (5) 
при x = L, t > 0: 
θ2(L, t) = θ2вх(t), 
где θ1вх (t) и θ2вх (t) – заданные функции времени. 
Система (1), (2) и условия (3)-(5) представляют собой простейшую математическую 
модель процесса теплообмена между двумя движущимися потоками. Эта модель 
удовлетворительно описывает, например, динамику теплообменных аппаратов с тонкими 
стенками. 
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Рис. 1. Схема движения двух потоков жидкости, разделенных тонкой стенкой 
Fig. 1. Motion pattern of two fluid flows separated thin wall
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Рис. 1. Схема движения двух потоков жидкости, разделенных тонкой стенкой  
Fig. 1. Motion pattern of two fluid flows separated thin wall 
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Кроме того, естественно считать известными температуры потоков, втекающих в аппарат.
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где C2, ρ2 – теплоемкость и плотность второй среды. Знак «+» в левой части (1.2.1) 
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Для ω2< 0 условие запишется иначе –  
при x = 0, t > 0: 
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при x = L, t > 0: 
θ2(L, t) = θ2вх(t), 
где θ1вх (t) и θ2вх (t) – заданные функции времени. 
Система (1), (2) и условия (3)-(5) представляют собой простейшую математическую 
модель процесса теплообмена между двумя движущимися потоками. Эта модель 
удовлетворительно описывает, например, динамику теплообменных аппаратов с тонкими 
стенками. 
 (4)
Для ω2< 0 условие запишется иначе – 
при x = 0, t > 0:
θ1(0, t) = θ1вх(t), (5)
при x = L, t > 0:
θ2(L, t) = θ2вх(t), 
где θ1вх (t) и θ2вх (t) – заданные функции времени.
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процесса теплообмена между двумя движущимися потоками. Эта модель удовлетворительно 
описывает, например, динамику теплообменных аппаратов с тонкими стенками.
2. Постановка задачи
Основой для формулировки задачи управления служит математическая модель процесса, 
приведенная выше.
Будем полагать, что целью системы управления объектом (1)-(2) является минимизация 
функционала качества
4 
 
 
2. Постановка задачи 
Основой для формулировки задачи управления служит математическая модель процесса, 
приведенная выше. 
Будем полагать, что целью системы управления объектом (1)-(2) является минимизация 
функционала качества 
�  �   � ��� � ��в�х����
����� , (6) 
где Т – фиксированное время управления; θ* – заданное значение выходной величины; 
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хi – координата точки приложения внешнего воздействия. 
Используем возможность подачи на объект двух управляющих воздействий: одного – за 
счет изменения граничных условий на входе второй регулирующей среды θ2вых(t), второго – 
промежуточного внешнего воздействия ω(t). Передаточные функции регуляторов Ui(i = 1, 2) 
по каждому из каналов управления считаем заданными. 
Введем для удобства следующие обозначения: 
(6)
где Т – фиксированное время управления; θ* – зада ное ачение выходной величины; θ1вых = θ1 
(1, t) – выходная (регулируемая) величина.
Применяя к (1), (2), (5) преобразование Лапласа, получим решение в следующем виде:
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12( , )  1( , ), K
)
12(х, р) = R2(x, p), 
θ2вх (р) = υ1(р), W(p) = υ 2 (р). 
Тогда выражение для переходного процесса θ1(х, р) будет выглядеть так: 
����, ��  �  �����, �� � ������� � ∑ ����, �������.2� � 1  (7) 
На входы регуляторов поступают сигналы φ(р), i = 1, 2, характеризующие состояние 
объекта управления. Эти сигналы формируются системой распределенного контроля и 
имеют вид 
����� � ����, ��g������
�
� , (8) 
  
где gi(x), i = 1, 2, – весовые функции распределенного контроля. 
Функции управляющих воздействий υi(р), i = 1, 2 в соответствии с (8) определяются 
выражением  
�����  �   � ����������  �   � ����� � ����, ��g�
�
� ����� . (9) 
Задача оптимизации рассматриваемой системы управления состоит в отыскании таких 
весовых функций распределенного измерения g1(x) и g2(x), которые принадлежат некоторому 
допустимому множеству функций Ω, обусловленному возможностью реализации 
проектируемой системы управления, и дают экстремальное значение функционалу качеству 
(6). 
 
3. Условие оптимальности весовых функций распределенного контроля 
Проварьируем оптимальную весовую функцию gi(x) (i = 1, 2): 
g�����  �   �
g����, � � �0,1���,
G�, � � �, �  �  1,2,
 (10) 
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где G1, G2 – произвольная точка из множества допустимых весовых  Ω; δ – сколь угод-
но мал   нутри отрезка [0, 1].
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� , (12) 
где .δ∈′x  
Подставим (12) в (11) и, пренебрегая о(ε), получим 
Δ����, ��� � � � ∑ ����, ����� �� � Δ����, ��
�
� g������ � ���, ��, (13) 
где 
���, ��� � �������, �� ∑ ����, ����� � g������,����, ��� � �����, �������, �� � ��, �
�
�� �� . 
Чтобы найти Δθ1(x, р) из уравнения (13), умножим обе его части на gi, i = 1, 2 и 
проинтегрируем полученное по х на отрезке [0, 1]. В результате имеем систему уравнений 
�� � � ������ � ���, �� � ��,��,
�
�� ��
 
��� � � � ∆����, ���� g������, ���� � � � ����, ��g������, ��� � � � ���, ��g������
�
�
�
� . (14) 
Решение системы (14) относительно ci, i = 1, 2, дает 
c1 = [(1+α22) f2−α21 f1] /Δ, c2 = [(1+α11) f2−α12 f1] /Δ, 
Δ = (1+α11)(1+α22)−α12 α21. 
Таким образом, 
Δ����, ��� � � ∑ ����, ���� � ���, ��.��� ��  (15) 
Преобразовав функции f1 и f2, входящие в выражения для ci, i = 1, 2, получим 
��� � ������́, �� � ������ � g���́��
�
�� ��
, �� � ��,�. 
Теперь, подставляя f1 и f2, найдем выражения для c1 и c2:  
��� � ������́, ��
∑ ����g���́� � ������ ��
Δ
, �� � ��,�, 
где 
A11 = α11(1 + α22) − α12 α21, A12 = α21,  
A21 = α12, A22 = α22(1 + α11) − α12 α21. 
Подставив c1 и c2 в (15), получим выражение для приращения функции переходного 
процесса в регулируемой среде в изображении по Лапласу: 
Δ��� � �� ∑ �g����� � �������, ��, ������ �� , (16) 
где 
����, �́, ���� � �
�����, ������� � ���� � ��Δ�
Δ
,�����, ��� � � ���, ��, ��, �� � ��,��, 
или в оригиналах Δ��������� � �����Δ���������, � � �� ∑ �g���́� � ������ �� ����, ��, 
где Wi (x′, t) = �-1{Wi (x′, p)}, i = 1, 2.  
 (12)
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Δ = ( +α11)(1+α22)−α12 α21. 
Таким образом, 
Δ����, �� � ∑ ����, ���� � ���, ��.��� ��  (15) 
Преобразовав функции f1 и f2, входящие в выражения для ci, i = 1, 2, получим 
� � ������́, �� ����� � g���́��
�
�� ��
, �� � ��,�. 
Теперь, подставляя f1 и f2, найдем выражения для c1 и c2:  
��� � ������́, ��
∑ ����g���́� � ������ ��
Δ
, �� � ��,�, 
где 
A11 = α11(1 + α22) −  α21, A12 = α21,  
A21 = α12, A22 = α22(  + α11) − α12 α21.
Подставив c1  c2 в (15), получим выражение для пр ращения функц  ереходного 
процесса в регулируемой среде в изображении по Лапласу: 
Δ��� � ∑ �g����� � �������, ��, ������ �� , (16) 
где 
����, �́, ���� � �
����, ������ � ���� � ��Δ�
Δ
, ����, ��� � ���, ��, ��, �� � ��,��, 
или в ори иналах Δ �������� � �����Δ���������, � ∑ �g���́� � ������ �� ����, ��, 
где Wi (x′, t) = �-1{Wi (x′, p)}, i = 1, 2.  
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� Δ����, g� ���� �� ����, ���� � �����, ��g������ � ����
�
� , (12) 
где .δ∈′x  
Подставим (12) в (11) , пренебрегая о(ε), получим 
Δ ���, �� � � ∑ � �, ���� �� � Δ����, ��
�
� g������ � ���, ��, (13) 
где 
�, ��� �� ����, �� ∑ ���, ����� g����� , ���, ��� � �����, �������, �� � ��, �
�
�� �� . 
Чтобы айти Δθ1(x, р) из уравнения (13), умножим обе его части на gi, i = 1, 2 и 
проинтегрируем полученное по х на отрезке [0, 1]. В результате имеем систему уравнений 
�� � � ������ � ���, �� � ��,��,
�
�� ��
 
��� � � ∆����, ���� g�� � �, ��� � � ���, �g� ���, ��� � � � ���, ��g������
�
�
�
� . (14) 
Решение системы (14) относительно ci, i = 1, , дает 
c1 = [(1+α22) f2−α21 f1] /Δ, c2 = [(1+α11) f2−α12 f1] /Δ, 
Δ = (1+α11)(1+α22)−α12 α21. 
Таким образом, 
Δ����, ��� � � ∑ ����, ���� � ���, ��.��� ��  (15) 
Преобразовав функции f1 и f2, входящие в выражения для ci, i = 1, 2, получим 
��� � �� ���́, � � ������ � g���́��
�
�� ��
, �� � ��,�. 
Теперь, подставляя f1 и f2, найдем выражения для c1 и c2:  
��� � ���� ́ , ��
∑ ����g���́� � ������ ��
Δ
, �� � ��,�, 
где 
A11 = α11(  + α22) − α12 21, A12 = α21,  
A21 = α12, A22 = α22(1 + α11) − α12 α21. 
Подставив c1 и c2 в (15), получим выражение для приращения функции переходного 
процесса в регулируемой среде в изображении по Лапласу: 
Δ��� �� ∑ �g����� � �������, ��, ������ �� , (16) 
где 
�� , �́, � � �
�����, ������� � ���� � ��Δ�
Δ
, � �, ��� � ���, ��, �, �� ��,��, 
или в оригиналах Δ �������� �� ��Δ��� � � , � �� ∑ �g���́� � ������ �� ����, ��, 
где Wi (x′, t) = �-1{Wi (x′, p)}, i = 1, 2.  
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�� Δ����, ��g������ � �������, ���� � �����, ��g������ � ����
�
� , (12) 
где .δ∈′x  
Подставим (12) в (11) и, пренебре ая о(ε), получим 
Δ����, ��� � � ∑ � ,��� �� Δ��� ,
�
� g� � , , (13) 
где 
���, ��� � �������, �� ∑ ����, ����� � g������,����, ��� � �����, �������, �� � ��, �
�
�� �� .
Чтобы найти Δθ1(x, р) из уравнения (13), умнож м обе его части а gi, i = 1, 2 и 
проинтегрируем полученное по х на отрезке [0, 1]. В результате имеем систему уравнений 
�� � � ������ � ���, �� � ��,��,
�
�� �
 
��� � � � ∆����, ���� g������, ���� � � � ����, ��g������, ��� � � � ���, ��g������
�
�
�
� . (14) 
Решение системы (14) относительно ci, i = 1, 2, дает 
c1 = [(1+α22) f2−α21 f1] /Δ, c2 = [(1+α11) f2−α12 f1] /Δ, 
Δ = (1+α11)(1+α22)−α12 α21. 
Таким образом, 
Δ����, ��� � � ∑ ����, ���� � ���, ��.��� ��  (15) 
Преобразовав функции f1 и f2, входящие в выражения для ci, i = 1, 2, получим 
��� � ������́, �� � ������ � g���́��
�
�� ��
, �� � ��,�. 
Теперь, подставляя f1 и f2, найдем выражения для c1 и c2:  
��� � ������́, ��
∑ ����g���́� � ������ ��
Δ
, �� � ��,�, 
где 
A11 = α11(  + α22) − α12 α21, 12 21  
A21 = α12, A22 = α 2(1 + α11) − α12 α21. 
Подставив c1 и c2 в (15), получим выражение для приращ ния функции переходного 
процесса в регулируемой среде в изображении по Лапласу: 
Δ��� � �� ∑ �g����� � �������, ��, ������ �� , (16) 
где 
����, �́, ���� � �
�����, ������� � ���� � ��Δ�
Δ
, � �, ��� � � �, ��, , �� ��, 
или в оригиналах Δ��������� � �����Δ���������, � � �� ∑ �g���́� � ������ �� ���, ��, 
где Wi (x′, t) = �-1{Wi (x′, p)}, i = 1, 2.  
 (14)
Решение системы (14) относительно ci, i = , 2, дает
c1 = [(1+α22) f2−α21 f1] /Δ, c2 = [(1+α11) f2−α12 f1] /Δ,  
Δ = (1+α11)(1+α22)−α12 α21. 
Таким образом,
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�� Δ����, ��g������ � �������, ���� � �����, ��g������ � ����
�
� , (12) 
где .δ∈′x  
Подставим (12) в (11) и, пренебрегая о(ε), получим 
Δ����, ��� � � � ∑ ����, ���� �� � Δ����, ��
�
� g������ � ���, ��, (13) 
где 
���, ��� � �������, �� ∑ ����, ����� � g������,����, ��� � �����, �������, �� � ��, �
�
�� �� . 
Чтобы найти Δθ1(x, р) из уравнения (13), умножим обе его части на gi, i = 1, 2 и 
проинтегрируем полученное по х на отрезке [0, 1]. В результате имеем систему уравнений 
� � ��� � �, �� � ��,��,
�
�� ��
 
��� � � � ∆����, ���� g������, ���� � � � ����, ��g������, ��� � � � ���, ��g������
�
�� . (14) 
Решение системы (14) относительно ci, i = 1, 2, дает 
c1 = [(1+α22) f2−α21 f1] /Δ, c2 = [(1+α11) f2−α12 f1] /Δ, 
Δ = (1+α11)(1+α22)−α12 α21. 
Таким образом, 
Δ����, ��� � � ∑ ����, ���� � ���, ��.��� �  (15) 
Преобразовав функции f1 и f2, входящие в выражения для ci, i = 1, 2, получим 
��� � ������́, �� ������ g���́
�
�� ��
, � � , . 
Теперь, подставляя f1 и f2, найдем выражения для c1 и c2:  
��� � ������́, ��
∑ ����g���́� � ������ ��
Δ
, �� � ��,�, 
где 
A11 = α11(1 + α22) − α12 α21, A12 = α21,  
A21 = α12, A22 = α22(1 + α11) − α12 α21. 
Подставив c1 и c2 в (15), получим выражение для приращения функции переходного 
процесса в регулируемой среде в изображении по Лапласу: 
Δ �� �� ∑ g���� �������, � , ����� �� , (16) 
где 
����, �́, ���� � �
�� , � � � �Δ�
Δ
,�����, � � � � ���, ��, �, �� ��,��, 
или в оригиналах Δ��������� � �����Δ���������, � � �� ∑ �g���́� � ������ �� ����, ��, 
где Wi (x′, t) = �-1{Wi (x′, p)}, i = 1, 2.  
(15)
Преобразовав функции f1 и f2, входящие в выражения для ci, i = 1, 2, получим
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� Δ � �, ��g� � �� � �� � ��, � �� � � ��, ��g� �� � � � ��
�
� , (12) 
где .δ∈′x  
Подставим (12) в (11) и, пренебрегая о(ε), получим 
Δ � �, � � � � � ∑ �� �, ����� �� Δ � �, ��
�
� g� � �� � � �, ��, (13) 
где 
� �, � � � �� � ��, �� ∑ �� �, �� �� � g������,�� �, � � � ��� �, � �� ��, �� � ��, �
�
�� �� . 
Чтобы найти Δθ1(x, р) из уравнения (13), умножим обе его части на gi, i = 1, 2 и 
проинтегрируем полученное по х на отрезке [0, 1]. В результате имеем систему уравнений 
� �� � , � � � ,��,
�
�� ��
 
�� � � ∆�� �, ���� g� � ��, ���� � � �� �, ��g� � ��, �� � � � �, ��g� � ��
�
�
�
� . (14) 
Решение системы (14) относительно ci, i = 1, 2, дает 
c1 = [(1+α22) f2−α21 f1] /Δ, c2 = [(1+α11) f2−α12 f1] /Δ, 
Δ = (1+α11)(1+α22)−α12 α21. 
Таким образом, 
Δ , � � � � ∑ �� �, � � , � .��� ��  (15) 
Преобразовав функции f1 и f2, входящие в выражения для ci, i = 1, 2, получим 
� � � �� � �́, � ��� � g� ́ ��
�
�� ��
, �� � , . 
Теперь, подставляя f1 и f2, найдем выражения для c1 и c2:  
�� � �� � �́, ��
∑ ����g� �́� � ������ ��
Δ
, �� � ��,�, 
где 
A11 = α11(1 + α22) − α12 α21, A12 = α21,  
A21 = α12, A22 = α22(1 + α11) − α12 α21. 
Подставив c1 и c2 в (15), получим выражение для приращения функции переходного 
процесса в регулируемой среде в изображении по Лапласу: 
Δ �� � �� ∑ �g� ��� � �� �� �, �, ����� �� , (16) 
где 
�� �, �́, �� � � �
�� �, � � �� � � ��Δ
Δ
,�� ��, � � � � � �, ��, � , �� � ��,��, 
или в оригиналах Δ ���� � � � ��� �Δ ���� ���, � � �� ∑ �g� �́� � ������ �� ����, ��, 
где Wi (x′, t) = �-1{Wi (x′, p)}, i = 1, 2.  
Теперь, подставляя f1 и f2, найдем выражения для c1 и c2: 
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�� Δ�� �, ��g������ � ��� � �, � � � ��� �, ��g������ � ����
�
� , (12) 
где .δ∈′x  
Подставим (12) в (11) и, пренебрегая о(ε), получим 
Δ����, ��� � ∑ ����, ��� �� � Δ��� , ��
�
� g������ � ���, ��, (13) 
где 
���, ��� � ����� �, � ∑ ��� , ��� � � g�� ���,����, � � � �����, �������, �� � ��, �
�
�� �� . 
Чтобы найти Δθ1(x, р) из уравнения (13), умножим обе его части на gi, i = 1, 2 и 
проинтегрируем полученное по х на отрезке [0, 1]. В результате имеем систему уравнений 
� �� �� ��, � � ��,��
�
�� ��
 
� � � � ∆��� , ���� g��� ��, �� � � � � �� �, ��g�� ���, � � � � � �, ��g�������
�
� . (14) 
Решение системы (14) относительно ci, i = 1, 2, дает 
c1 = [(1+α22) f2−α21 f1] /Δ, c2 = [(1+α11) f2−α12 f1] /Δ, 
Δ = (1+α11)(1+α22)−α12 α21. 
Таким образом, 
Δ����, � � ∑ � , �� � � , � .�� ��  (15) 
Преобразовав функции f1 и f2, входящие в выражения для ci, i = 1, 2, получим 
��� ��� ��́, � ���� � g���́��
�
�� ��
, �� � ��,�. 
Теперь, подставляя f1 и f2, найдем выражения для c1 и c2:  
��� � ������́, ��
∑ ����g�� ́ � � ����� ��
Δ
, �� � ��,�, 
где 
A11 = α11(1 + α22) − α12 α21, A12 = α21,  
A21 = α12, A22 = α22(  + α11) − α12 α21. 
Подставив c1 и c2 в (15), получим выражение для приращения функции переходного 
процесса в регулируемой среде в изображении по Лапласу: 
Δ��� �� ∑ �g����� � ��� ���, ��, ����� �� , (16) 
где 
���, �́, ���� � �
�� � ��� � Δ
Δ
, ����, ��� � � ���, ��, ��, �� � ��,��, 
или в оригиналах Δ��������� � �� � Δ���������, � �� ∑ �g�� ́ � � ����� �� ���, ��, 
где Wi (x′, t) = �-1{Wi (x′, p)}, i = 1, 2.  
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где
A11 = α11(1 + α22) − α12 α21, A12 = α21,   
A21 = α12, A22 = α22(1 + α11) − α12 α21. 
Подставив c1 и c2 в (15), получим выражение для приращения функции переходного про-
цесса в регулируемой среде в изображении по Лапласу:
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�� Δ����, ��g������ � �������, ���� � �����, ��g������ � ����
�
� , (12) 
где .δ∈′x  
Подставим (12) в (11) и, пренебрегая о(ε), получим 
Δ����, ��� � � � ∑ ����, ����� �� � Δ����, ��
�
� g������ � ���, ��, (13) 
где 
���, ��� � �������, �� ∑ ����, ����� � g������,����, ��� � �����, �������, �� � ��, �
�
�� �� . 
Чтобы найти Δθ1(x, р) из уравнения (13), умножим обе его части на gi, i = 1, 2 и 
проинтегрируем полученное по х на отрезке [0, 1]. В результате имеем систему уравнений 
�� � � ������ � ���, �� � ��,��,
�
�� ��
 
��� � � � ∆����, ���� g������, ���� � � � ����, ��g������, ��� � � � ���, ��g������
�
�
�
� . (14) 
Решение системы (14) относительно ci, i = 1, 2, дает 
c1 = [(1+α22) f2−α21 f1] /Δ, c2 = [(1+α11) f2−α12 f1] /Δ, 
Δ = (1+α11)(1+α22)−α12 α21. 
Таким образом, 
Δ����, ��� � � ∑ ����, ���� � ���, ��.��� ��  (15) 
Преобразовав функции f1 и f2, входящие в выражения для ci, i = 1, 2, получим 
��� � ������́, �� � ������ � g���́��
�
�� ��
, �� � ��,�. 
Теперь, подставляя f1 и f2, найдем выражения для c1 и c2:  
��� � ������́, ��
∑ ����g���́� � ������ ��
Δ
, �� � ��,�, 
где 
A11 = α11(1 + α22) − α12 α21, A12 = α21,  
A21 = α12, A22 = α22(1 + α11) − α12 α21. 
Подставив c1 и c2 в (15), получим выражени  для при ащения функции ного 
процесса в регулируемой среде в изображении по Лапласу: 
Δ��� � �� ∑ �g����� � �������, ��, ������ �� , (16) 
где 
����, �́, ���� � �
�����, ������� � ���� � ��Δ�
Δ
,�����, ��� � � ���, ��, ��, �� � ��,��, 
или в оригиналах Δ��������� � �����Δ���������, � � �� ∑ �g���́� � ������ �� ����, ��, 
где Wi (x′, t) = �-1{Wi (x′, p)}, i = 1, 2.  
(16)
где
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� Δ����, ��g���� � �������, �� � � �����, ��g������ � ����
�
� , (12) 
где .δ∈′x  
Подставим (12) в (11) и, ренебрегая о(ε), получим 
Δ����, ��� � � ∑ �� �, ����� �� � Δ����, ��
�
� g������ � ���, ��, (13) 
где 
���, ��� � �������, � ∑ ���, ����� g� ����, ���, ��� � ���, �������, �� � ��, �
�
�� �� . 
Чтобы найти Δθ1(x, р) из уравнения (13), умнож м обе его части на gi, i = 1, 2 и 
проинтегрируем полученное по х на отрезке [0, 1]. В результате имеем систему уравнений 
�� ����� � ���, �� � ��,��,
�
�� ��
 
��� � � ∆ ���, �
�
� g���� �, ��� � � ���, ��g������, ��� � � ���, ��g������
�
�
�
� . (14) 
Решение системы (14) относительно ci, i = 1, 2, дает 
c1 = [(1+α22) f2− 21 f1] /Δ, c2 = [(1+α11) f2−α12 f1] /Δ, 
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a Gi – произвольные элементы Ω, то для оптимальности gi(x) необходимо, чтобы функция 
П(х', g1, g2) достигала максимума при любом фиксированном х ϵ [0, 1]. 
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1∫= dxxgpxc ii θ  i = 1, 2. Тогда, умножив обе части (20) на gi(x) и 
проинтегрировав на отрезке [0, 1], получим 
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Теперь найдены полностью выражения Wi(x, p), i = 1, 2 и θ1вых(ρ), входящие в (19), для 
определения оптимальных весовых функций g1(x) и g2(х).  
Итак, решена задача оптимального контроля при распределенном управляющем 
воздействии.  
 
4. Анализ переходных процессов в двухконтурной системе регулирования 
Рассмотрим результаты численного анализа переходных процессов и весовых функций 
распределенного измерения в объектах с распределенными параметрами в замкнутой 
системе регулирования при распределенном управляющем воздействии. Эти результаты 
сравнивают с кривыми переходных процессов и весовыми функциями распределенного 
измерения без распределенного управления, когда управление осуществляют только за счет 
изменения граничных условий (при регулирующем воздействии, поступающем только на 
вход объекта). 
Входные данные системы: 
Т = 2 – время управления; 
θ* = 0 – заданное значение выходной величины; 
а1 = 2, а2 = 3 – обобщенные параметры; 
τ1 = τ2 = 0.5 – транспортные запаздывания сред; 
xi = 0,5 – координата точки приложения внешнего воздействия; 
k1 = 4, k2 = 6 – коэффициенты, характеризующие свойства сред; 
п = 20 – количество узлов разностной сетки по пространству; 
m = 40 – количество узлов разностной сетки по времени. 
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объекта и с дополнительным вводом реагента. 
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Fig. 2. Control curves in a single-loop system
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В ходе численного эксперимента исследована система оптимального управления при сту-
пенчатом входном воздействии c постоянными скоростями по длине объекта (рис. 2, 3) и сину-
соидальном (рис. 4, 5) входном воздействии с постоянными скоростями по длине объекта и с 
дополнительным вводом реагента.
Распределенность рассматриваемого процесса позволяет строить различные схемы, ис-
пользующие дополнительные контуры регулирования. Для выбора наиболее целесообразной 
экспериментально изучали характеристики схем, имеющих следующие законы регулирования 
[10-15]:
1) интегральный (И);
2) пропорционально-интегральный (ПИ).
Для анализа переходных процессов применяли методы численного обращения преобра-
зования Лапласа – интерполяционный, с равноотстоящими узлами и метод, основанный на 
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Рис. 4. Кривые регулирования в одноконтурн й системе с И-регулят м при синусоидальном 
возмущении: F0 – в разомкнутой системе; FОПТ – с оптимальным контролем
Fig. 4. Control curves in a single-circuit system with I-regulator with sinusoidal disturbance: F0 – in open system, 
FОПТ – with optimal control
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Рис. 5. Кривые регулирования в двухконтурной системе с И-р лятором при синусоидальном 
возмущении: 1, 2 – на первой и второй итерац ях
Fig. 5. Control curves in dual-system with I-regulator with sinusoidal disturbance: 1, 2 – at the first and second 
iterations
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Рис. 3. Кривые регулирования в двухконтурной системе
Fig. 3. Control curves in dual-system
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разложении изображения функции переходного процесса в сходящийся ряд по смещенным по-
линомам Лежандра.
Весовые функции g1(x) и g2(х) находили из полученных необходимых условий оптималь-
ности методом последовательных приближений.
На рисунках представлены кривые переходных процессов и весовых функций, получаю-
щихся на каждой итерации. Как показали расчеты, для устойчивых переходных процессов ите-
ративный процесс довольно быстро сходится. В пределах требуемой точности обычно делают 
5-6 итераций. Кривые, обозначенные F°, соответствуют переходному процессу в разомкнутой 
системе регулирования.
Проведенные расчеты показывают, что качество регулирования при распределенном 
управляющем воздействии повышается не при всех законах регулирования. Так, при ступенча-
том возмущении с И-регулятором для параметров α1 = 2 и α2 = 3 (см. рис. 2) показатель качества 
FОПТ = 0.1263 без распределенного воздействия, а при распределенном управлении (см. рис. 3) с 
подачей управляющего воздействия в точку аппарата с координатой xi = 0,7; FОПТ = 0.0949. При 
этом показатель качества улучшился примерно на 20 %.
При синусоидальном возмущении этот эффект не проявляется с таким типом регулирова-
ния, а при ПИ-регуляторе он даже заметно снижается. Для ступенчатого и синусоидального 
возмущений самый эффективный ПИ-регулятор (рис. 6а, б). Таким образом, повышение ка-
чества регулирования только за счет оптимального контроля не всегда дает положительный 
результат. Распределенный контроль необходимо сочетать с другими возможностями систем 
регулирования.
Рассчитаны кривые переходных процессов в зависимости от координаты точки приложе-
ния регулирующего воздействия для параметров аппарата α1 = 2 и α2 = 3 для xi = [0.2; 0.9] с 
шагом 0.1. С увеличением координаты xi показатель качества улучшается, однако перерегу-
лирование усиливается. Поэтому для аппарата с указанными параметрами координату точки 
приложения внешнего воздействия целесообразно выбирать на отрезке [0.4; 0.5].
Для аппарата с параметрами α1 = 2 и α2 = 3 координату приложения внешнего воздей-
ствия следует выбирать на отрезке [0.3; 0.4]. Приведены также (см. рис. 2 и 3) весовые функции 
распределенного измерения, которые получаются на каждой итерации. Характерно, что опти-
мальные весовые функции g1(х) и g2(х) почти совпадают при всех параметрах аппарата.
При относительно простых регуляторах распределенный контроль дает наибольший эф-
фект, а при более совершенных эффект снижается.
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