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Using generalized hydrodynamics (GHD), we develop the Euler hydrodynamics of classi-
cal integrable field theory. Classical field GHD is based on a known formalism for Gibbs
ensembles of classical fields, that resembles the thermodynamic Bethe ansatz of quantum
models, which we extend to generalized Gibbs ensembles (GGEs). In general, GHD must
take into account both solitonic and radiative modes of classical fields. We observe that
the quasi-particle formulation of GHD remains valid for radiative modes, even though
these do not display particle-like properties in their precise dynamics. We point out that
because of a UV catastrophe similar to that of black body radiation, radiative modes
suffer from divergences that restrict the set of finite-average observables; this set is larger
for GGEs with higher conserved charges. We concentrate on the sinh-Gordon model,
which only has radiative modes, and study transport in the domain-wall initial problem
as well as Euler-scale correlations in GGEs. We confirm a variety of exact GHD predic-
tions, including those coming from hydrodynamic projection theory, by comparing with
Metropolis numerical evaluations.
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1 Introduction
Integrability has provided the backbone for a wide array of exact results in theoretical
physics, in as diverse frameworks as quantum chains and classical fields. Despite its
development over many years, however, until recently it remained unknown how to access
dynamical quantities out of equilibrium efficiently. What happens to integrable many-
body systems in situations where homogeneity and stationarity are broken, and where
non-trivial currents exist? This problem has become of high importance in particular in
the quantum realm, thanks to the advent of cold-atom experiments [1, 2, 3, 4, 5].
The lack of homogeneity breaks most of the standard structures at the core of many-
body integrability, such as the inverse scattering method. Nevertheless, these standard
structures may be used in conjunction with the idea of emergence of hydrodynamics. With
weak, large-scale inhomogeneity and non-stationarity, one describes a many-body state in
terms of fluid cells: mesoscopic regions which are assumed homogeneous, stationary and
very large compared to microscopic scales, where entropy is maximized.
The limit where this description becomes exact is often referred to as the “Euler scale”.
This is the scaling limit whereby parameters characterizing the state are taken to vary in
space on an infinitely large scale, observables are at space-time points growing with this
scale and appropriately averaged over fluid cells, and correlations are likewise scaled. See
for instance [6]. Various microscopic distances are expected to control the approximate
validity of the limiting behaviour in real situations, including the inter-particle distance
and the scattering length; however there is, as of yet, no general and precise theoretical
understanding for the emergence of hydrodynamics in deterministic systems.
The corresponding Euler-scale dynamics, the dynamics on the scaled space-time, is
simply a consequence of microscopic conservation laws, and translates to a dynamics for
the Lagrange parameters of each fluid cell. Within fluid cells, the usual techniques of
integrability can be applied. The theory that implements these ideas in the context of
quantum integrability is generalized hydrodynamics (GHD) [7, 8] (see also [9, 10, 11,
12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26] for recent developments and
applications), a hydrodynamic theory based on the observation that in quantum integrable
systems, entropy maximization gives rise to generalized Gibbs ensembles (GGEs) [27, 28,
29, 30]. See [18, 25] for a description of the Euler scaling limit in the integrability context.
The goal of this paper is to extend these ideas to integrable classical field theory.
Focussing on the classical sinh-Gordon model, we confirm that GHD can indeed be ap-
plied to classical fields, thus further suggesting its large universality. We explicitly com-
pare GHD predictions with Metropolis simulations of classically fluctuating initial states
evolved deterministically with the field’s equations of motion. We study both the par-
titioning protocol (or domain wall initial condition) [31, 32, 33, 34, 35, 36, 37] (see also
[7, 8, 12, 13, 14, 19, 24, 38], where two halves are initialized in different homogeneous
GGEs and suddenly joined at one point, and Euler-scale dynamical correlation functions
in homogeneous thermal states. Our study provides in particular the first numerical tests
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for the recent GHD constructions of Euler-scale correlation functions in integrable mod-
els [18, 25]. In particular, we provide numerical evidence for the necessity for fluid-cell
averaging in the Euler scaling limit of correlation functions.
The most powerful formulation of GHD is obtained in the quasi-particle picture.
This picture is natural from Bethe ansatz integrability of quantum systems, where quasi-
particles relate to Bethe roots: in this formulation, GHD is based on the formalism of the
thermodynamic Bethe ansatz (TBA) [39, 40, 41]. The resulting GHD equations have also
been observed to apply to certain classical gases such as the hard-rod gas [42, 6, 43, 13]
or soliton gases [44, 45, 46, 47]. In these cases, the quasi-particles represent the soli-
tons themselves, or any dynamical objects with equivalent scattering features [17]. The
general hydrodynamic principles behind GHD should, however, be applicable somewhat
more generally, independently from an a priori underlying quasi-particle concept, such as
in integrable field theory.
The theory of Gibbs states of classical integrable fields has already been developed in
[48, 49, 50, 51], and is easy to extend to GGEs. Interestingly, it takes a very similar form
to that of the quantum TBA. The exact form of GGEs, and therefore of GHD, depends
on the precise type of modes admitted by the integrable model. Recall that in quantum
models, fermionic and bosonic modes give rise to different free energy functions involved
in TBA [40], and related statistical factors appearing, for instance, in Euler-scale correla-
tion functions [18] (although it is sometimes possible to use both formulations to describe
the same system [52]). Likewise, it has been observed that classical gases are associated
to Boltzmann-type free energy functions [18]. In classical integrable field theory, it is ob-
served in [48, 49, 50, 51] that many models admit two types of modes: solitonic modes and
“radiative modes”, both of which are involved in (generalized) thermalization processes.
Solitons have clear particle-like behaviour, giving GHD modes with Boltzmann-like free
energy function, like classical gases. By contrast, radiative modes do not display any
obvious quasi-particle character in their dynamics, yet, as we will verify, at the level of
Euler hydrodynamics, they can be accounted for by the same quasi-particle GHD equa-
tions, with the appropriate free energy function for radiative modes. In this paper we
only study radiative modes, as the classical sinh-Gordon model does not contain soliton
modes.
The radiative free energy function is reminiscent of that of the classical prediction for
black-body radiation. Because of the “UV catastrophe”, radiative modes make averages of
fields containing high enough derivatives diverge. This is characteristic of the roughness of
(generalized-)thermally fluctuating classical fields. We will verify that the GHD equations
nevertheless describe correctly the averages of observables that are finite. In thermal
states of the sinh-Gordon model, the expectation value and correlation functions of every
individual conserved density or current is UV divergent. For our studies of the partitioning
protocol and of correlation functions in thermal states, we will therefore focus on the
trace of the stress-energy tensor, a combination of energy density and pressure that is
UV finite, and more generally on vertex operators (suitable exponentials of the field). In
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GGEs containing the first (spin-3) non-trivial conserved charge, the energy density and
current are UV finite, and thus we also study the partitioning protocol between two such
GGEs and evaluate exact profiles of energy density and current.
Our study of vertex operators is based on explicit GGE expectation values obtained
via the semi-classical limit of an ansatz recently proposed in the quantum case [53, 54, 55].
Therefore, the present work also provides the first numerical test of this ansatz, albeit
within the classical framework. Since vertex operators are generically not conserved den-
sities or currents, their correlation functions go slightly beyond the original proposition
made in [18]. However, the hydrodynamic projection methods used in [18] can be ap-
plied to non-conserved fields (see [25]), and the present work provides the first numerical
verification of such concepts.
The paper is organized as follows: Section 2 presents a summary of the hydrodynamic
concepts applied to integrable systems, with particular emphasis on the similarities and
differences among quantum and classical systems. Section 3 presents numerical results
in the classical Sinh Gordon model and comparisons with analytical predictions from
GHD. In particular, Section 3.2 studies the partitioning protocol, and Section 3.3 con-
siders correlation functions at the Euler scale in homogeneous thermal ensembles. Our
conclusions are gathered in Section 4. Finally, three appendices contain more technical
details. Appendix A considers the classical sinh-Gordon model as the semi-classical limit
of its quantum counterpart, while appendix B mainly supports Section 3.3 providing the
correlation functions on the Eulerian scale in the non-interacting limit. Finally, appendix
C contains the numerical methods needed to solve the GHD and to directly simulate the
model.
2 GHD of classical fields
GHD, and hydrodynamics in general, is based on the assumption of local entropy maxi-
mization. It is therefore naturally associated with statistical distributions, such as Gibbs
and generalized Gibbs ensembles. Paralleling works done in the quantum case, the natu-
ral context in which GHD could be applied to classical fields is not that of the evolution
of a single field configuration, but instead that of the deterministic evolution of statis-
tical distributions thereof. This has been considered for instance for anharmonic chains
recently [56], where Gibbs ensembles give probability distributions for initial chain con-
figurations, and conventional hydrodynamics successfully describes the evolution of local
averages under deterministic dynamics.
Although most of the studies of classical integrable field theory concentrate on exact
solutions of the field equations from single field configuration, such as solitonic solutions,
there has been important work on statistical distributions of integrable fields as well.
There are two categories of results: i) those dealing with distributions of solitons [44,
45, 46, 47], and ii) those dealing with Gibbs ensembles of classical fields [48, 49, 50, 51].
4
Soliton gases, at the Euler scale, also satisfy hydrodynamic equations, which were in fact
observed to be those of GHD in [17]. Hence one may expect the GHD of soliton gases to
play a role in the hydrodynamics of classical field theory with solitonic modes. However,
Gibbs ensembles of classical fields display, in general, both solitonic and radiative modes
[48, 49, 50, 51]. Below we extend these to generalized Gibbs ensembles (GGEs) (this
is a very simple extension). From this we then obtain, using the same hydrodynamic
principles as those recalled in [7, 8], GHD for classical fields. The solitonic part agrees
with the hydrodynamics of soliton gases, but the radiative part gives important extra
contributions.
2.1 GGEs
We consider a field theory (relativistic or Galilean) with Hamiltonian H[Φ,Π], depending
on canonically conjugate fields Φ(x) and Π(x). For the purpose of the general discussion,
these may take values in R, in C or in any other target space.
2.1.1 Formulation
This theory is assumed to be integrable, with a space of conserved charges in whichH[Φ,Π]
lies, spanned by some basis Qi[Φ,Π] for i ∈ N. In the conventional view on integrability,
this would be taken as a basis of local conserved charges, which can be written as
Qi[Φ,Π] =
∫
dx qi(x)
where qi(x) is a local functional of Φ and Π at x (that is, involving these fields or their
derivatives and products thereof at the point x). The modern viewpoint also admits the
so-called quasi-local conserved charges. These have densities qi(x) with “finite support”
(usually with exponentially decaying tails away from x). They have been fully understood
in the quantum XXZ spin chain [57, 58, 59], and, completing with respect to an appropri-
ate inner product on the space of conserved charges, they generate the Hilbert space of
pseudo-local charges, rigorously shown in quantum lattices to be involved in generalized
thermalization [60]. The general picture is similar in the case of quantum field theory,
although the understanding of non-local conserved charges has not reached the same level
of maturity [61, 62, 63, 64, 65, 66, 67, 68]. It is natural to expect that quasi-local charges
should also be involved in GGEs arising from non-equilibrium classical field theory. For
the present purpose, we simply follow the standard arguments of GHD [7, 8] and assume
appropriate completeness of {Qi[Φ,Π]} in order to obtain GHD equations.
We are interested in generalized Gibbs ensembles. These are statistical distributions
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of field configurations with averages 〈· · ·〉 described formally as1
〈O1(x1) · · · ON(xN)〉 =
∫ DΦDΠO1(x1) · · · ON(xN) e−∑i βiQi[Φ,Π]∫ DΦDΠ e−∑i βiQi[Φ,Π] , (1)
for Ok(xk) any (quasi-)local functional of Φ and Π at xk. Gibbs ensembles at inverse
temperature β, with βH[Φ,Π] instead of
∑
i βiQi[Φ,Π] in (1), were studied in the sine-
Gordon model [48, 49, 50] and sinh-Gordon model [51] using the classical inverse scattering
method, and in some generality using the semi-classical limit of the quantum Thermody-
namic Bethe ansatz [69]. These studies gave rise to expressions for the free energy that
closely resemble those found in the thermodynamic Bethe ansatz of quantum integrable
models [39, 40]. Extending to generalized Gibbs ensembles, this in turns allows for the
evaluation of averages 〈qi〉 of (quasi-)local conserved densities in classical GGEs (here and
below, a field written without explicit space-time position is assumed to be at the origin).
Under the evolution determined by the equations of motion of the field theory in the
usual fashion, conserved densities satisfy the conservation equation
∂tqi(x, t) + ∂xji(x, t) = 0. (2)
The currents ji(x) are also (quasi-)local functionals of Φ and Π at x. Their averages in
GGEs play a fundamental role in the hydrodynamic description. These do not immedi-
ately follow from the free energy. However, the point of view in which the classical field
theory is the semi-classical limit of a quantum field theory – which is certainly valid in
the sinh-Gordon and sine-Gordon models for instance – allows us to take the fundamental
results of [7, 8] in order to arrive directly at expressions for the averages 〈ji〉 of conserved
currents in classical field theory.
2.1.2 The quasi-particle description
We now state the main results. For the purpose of clarifying the structure, we first put
the results within a general framework, abstracting the structure of the formulae found in
[48, 49, 50, 51] for the sine-Gordon and sinh-Gordon models. As per the above comments,
these are natural extensions to GGEs, and to averages of currents, of the formulae found
there.
In the present viewpoint, the inverse-scattering solutions of the field theory involves a
set A of possible quasi-particles. Here we use the “quasi-particle” terminology in a loose
way: each quasi-particle may be of solitonic or radiative type, the former representing
1We remark that, although this ensemble is intuitively clear, it is formal as one would need to specify
a convergence condition for
∑
i βiQi[Φ,Π], in addition to an appropriate definition of the measure of
integration over field configurations. Paralleling the quantum context, the correct prescription is expected
to be that the conserved charge W [Φ,Π] =
∑
i βiQi[Φ,Π] be pseudo-local. Again, the precise meaning of
this statement will not play any role below.
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isolated poles in the scattering data, the latter singularities that are part of a continuum
(such as a branch cut). Quasi-particles are also characterized by rapidities lying in R,
which in the Galilean case can be thought of instead as velocities. The doublet θ =
(θ, a) ∈ R × A = S can be seen as a “spectral parameter” for the quasi-particle, and
S the spectral space. An inverse scattering solution is fully determined by giving a set
{θ` : ` = 1, . . . , L} of spectral parameters of solitonic type, and densities ρ(θ) over spectral
parameters of radiative type. This has the physical meaning that the solution contains
these quasi-particles (solitons and radiative modes) with these rapidities and densities.
Each conserved charge Qi[Φ,Π] is fully characterized by a spectral function hi(θ). This
is in the sense that, when evaluated in a field configuration [Φ,Π] corresponding to the
set {θ`} and the densities ρ(θ), it takes the value
Qi[Φ,Π] =
∑
`
hi(θ`) +
∑
a
∫
dθ ρ(θ, a)hi(θ, a) , (3)
where the sum over a is only over quasi-particle type a of radiative type, and the spectral
parameters θ` are all of solitonic type. For instance, a model composed of N independent
free fields contains N radiative modes and no solitonic modes, and the densities ρ(θ, a) (for
a = 1, 2, . . . , N) are simply related to the Fourier transforms of the fields. By contrast,
the sine-Gordon model contains two solitonic modes (the soliton and anti-soliton) and
one radiative mode. See [69, 70, 71, 72, 73] for details of the inverse scattering method.
2.1.3 Averages of densities and currents
Recall that a GGE is characterized by a set of generalized inverse temperatures {βi}.
It was found in [48, 49, 50, 51] that, as in the quantum case, the main object for the
thermodynamics of classical field theory is the pseudo-energy (θ), which depends on a
spectral parameter θ. This solves the following integral equation [48, 49, 50, 51]:
(θ, a) = w(θ, a)−
∑
b∈A
∫
R
dγ
2pi
ϕa,b(θ, γ)Fa((γ, b)) , (4)
where the source term is determined by the generalized inverse temperatures as
w(θ) =
∑
i
βihi(θ) , (5)
and where Fa() is the free energy function, which is a characteristic of the type of mode
that the quasi-particle a represents:
Fa() =
{
e− (a is a solitonic mode)
− log  (a is a radiative mode). (6)
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For the sake of comparison, recall that the pseudo-energy of the quantum TBA is of a
similar form, where the free energy function is instead
Fa() =
{
log(1 + e−) (a is a quantum fermion)
− log(1− e−) (a is a quantum boson). (7)
In (4), the quantity ϕa,b(θ, γ), which we will also denote by ϕ(θ,γ) for θ = (θ, a) and
γ = (γ, b), is the “differential scattering phase”, which characterizes the interactions
between the quasi-particles (we assume it to be symmetric). See [48, 49, 50, 51] for its
explicit form in the sine-Gordon and sinh-Gordon models (the latter is recalled in the
next section).
As usual, the model is further specified by two spectral functions: the momentum
p(θ) and the energy E(θ) (e.g. in relativistic models p(θ, a) = ma sinh θ and E(θ, a) =
ma cosh θ where ma is the mass of the quasi-particle a). Averages of local conserved
densities are evaluated by differentiating the free energy
F =
∑
a∈A
∫
R
dθ
2pi
p′(θ, a)Fa((θ, a)) (8)
with respect to βi (here and below the prime means rapidity derivative, e.g. p
′(θ, a) =
∂p(θ, a)/∂θ). Averages of currents are similarly obtained by differentiating [7]
G =
∑
a∈A
∫
R
dθ
2pi
E ′(θ, a)Fa((θ, a)). (9)
The results are
〈qi〉 =
∫
S
dθ
2pi
p′(θ)n(θ)hdri (θ) =
∫
S
dθ ρp(θ)hi(θ) , (10)
and
〈ji〉 =
∫
S
dθ
2pi
E ′(θ)n(θ)hdri (θ) =
∫
S
dθ veff(θ)ρp(θ)hi(θ) , (11)
where we use the notation∫
S
dθ
2pi
=
∑
a∈A
∫
R
dθ
2pi
(for θ = (θ, a)). (12)
In these expressions, we have introduced the usual TBA quantities and operations: the
occupation function
n(θ, a) = − ∂Fa()
∂
∣∣∣∣
=(θ,a)
=

e−(θ,a) (a is a solitonic mode)
1
(θ, a)
(a is a radiative mode),
(13)
8
the dressing operation
hdr(θ) = h(θ) +
∫
S
dγ
2pi
ϕ(θ,γ)n(γ)hdr(γ), (14)
the quasi-particle density
2piρp(θ) = (p
′)dr(θ)n(θ), (15)
and the effective velocity
veff(θ) =
(E ′)dr(θ)
(p′)dr(θ)
. (16)
Again, (13) is to be contrasted with the expressions in the quantum case,
n(θ, a) =

1
e(θ,a) + 1
(a is a quantum fermion)
1
e(θ,a) − 1 (a is a quantum boson).
(17)
The second expression on the right-hand side in (10) is to be compared with the
expression (3) of the conserved charge on a single field configuration: we see that the
solitonic modes are now also described using densities, representing the fact that we have
a thermodynamically large number of solitons.
2.2 GHD
Given that the structure of GGEs in classical field theory is the same as that for quantum
models, up to a modification of the free energy function, it follows that all GHD results
can immediately be adapted to the hydrodynamic of classical fields, under the same
hydrodynamic assumption. That is, consider local observables in states with weak, large-
scale inhomogeneities:
〈O(x, t)〉inhomogeneous =
∫ DΦDΠO(x, t) e− ∫ dy ∑i βi(y)qi(y)∫ DΦDΠ e− ∫ dy ∑i βi(y)qi(y) . (18)
Here the time-evolved field O(x, t) is obtained from the equations of motion of the field
theory in the usual fashion. If βi(y) vary non-trivially only on very large scales, the main
assumption is that
〈O(x, t)〉inhomogeneous = 〈O〉x,t , (19)
with space-time dependent GGEs,
〈· · ·〉x,t =
∫ DΦDΠ (· · · ) e−∑i βi(x,t)Qi[Φ,Π]∫ DΦDΠ e−∑i βi(x,t)Qi[Φ,Π] . (20)
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The large-scale conservation laws ∂t〈qi〉x,t + ∂x〈ji〉x,t = 0 give the GHD equations. In
terms of the fluid variable n(x, t;θ) this boils down to [7, 8]
∂tn(x, t;θ) + v
eff(x, t;θ)∂xn(x, t;θ) = 0. (21)
Combined with the description of GGEs in the previous subsection, this is the Euler
hydrodynamic equation for classical field theory.
We can now immediately apply the various results from GHD. Below, we will make
use of two sets of results: those pertaining to the partitioning protocol [7, 8], and those
relating to Euler-scale correlation functions in GGEs [18, 20, 25]. The former give averages
in non-equilibrium states where non-zero currents exist, while for the latter we will restrict
ourselves to dynamical correlations in homogeneous, stationary states (see [25] for the case
of inhomogeneous, non-stationary states). We briefly review the main results.
2.2.1 Partitioning protocol
In the partitioning protocol, the initial state has probability measure
exp
[
−
∫
y<0
dy
∑
i
βLi qi(y)−
∫
y>0
dy
∑
i
βRi qi(y)
]
(22)
This is not of weak variation, as there is a sharp jump at the origin. However, after a
small relaxation time, it has been observed both in quantum spin chains [8] and in classical
gases [13] that the generalized hydrodynamic description applies, with the corresponding
hydrodynamic initial state. We thus set n(x, 0;θ) = nL(θ)Θ(−x) + nR(θ)Θ(x) (where
Θ(x) is Heavyside’s step function), which is composed of a GGE on the left-hand side,
nL(θ), and a GGE on the right-hand side, nR(θ), and we solve (21) with this initial
condition. The solution depends only on the ray ζ = x/t. It is obtained by solving the
following “self-consistent” set of integral equations, for the functions n(ζ;θ) and veff(ζ,θ):
n(ζ;θ) = nL(θ)Θ(v
eff(ζ,θ)− ζ) + nR(θ)Θ(ζ − veff(ζ,θ)). (23)
Here, veff(ζ;θ) is determined by (16) where the dressing is with respect to the occupation
function n(ζ;θ). This set of equations was found to be solvable rather efficiently by
iteration [7, 8].
2.2.2 Euler-scale correlations
GHD also provides exact Euler-scale correlation functions, which give information about
connected correlation functions
〈O1(x, t)O2(0, 0)〉c = 〈O1(x, t)O2(0, 0)〉 − 〈O1(x, t)〉〈O2(0, 0)〉
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in homogeneous, stationary GGEs at large scales [18, 20, 25]. We find that the precise
definition of Euler-scale correlation functions involve appropriate averaging over fluid cells
(see also [25]). We numerically observe below and explicitly test in the free field limit
(see Appendix B) that such an averaging is indeed necessary in order to obtain results
predicted by the theory of Euler hydrodynamics. We expect there to be many ways of
doing such averaging. Consider for instance a neighbourhood Nλ(x, t) around the point
(λx, λt), which can be thought of as a disk of radius rλ that grows with λ fast enough,
but under the condition limλ→∞ rλ/λ = 0. Denote its area by |Nλ|. Then, GHD predicts
lim
λ→∞
λ
∫
Nλ(x,t)
dy dτ
|Nλ| 〈O1(y, τ)O2(0, 0)〉
c =
∫
dθ δ(x− veff(θ)t)ρp(θ)f(θ)V O1(θ)V O2(θ).
(24)
Here f(θ) is the statistical factor, which equals
f(θ, a) = − ∂
2Fa()/∂
2
∂Fa()/∂
∣∣∣∣
=(θ,a)
=
{
1 (a is a solitonic mode)
n(θ, a) (a is a radiative mode).
(25)
This is again to be compared with the quantum case,
f(θ, a) =
{
1− n(θ, a) (a is a quantum fermion)
1 + n(θ, a) (a is a quantum boson).
(26)
The functions V O are obtained from the hydrodynamic projection
〈QjO〉 = − ∂
∂βi
〈O〉 =
∫
S
dθ hdrj (θ)ρp(θ)f(θ)V
O(θ) (27)
which is valid for any local observable. In the case of charge densities and currents, the
explicit expressions are V qi(θ) = hdri (θ) and V
ji(θ) = veff(θ)hdri (θ).
Of course the integral in (24) can be performed and is supported, thanks to the delta
function, on the values of θ for which veff(θ) = x/t. Integrating over space x, the λ factor
disappears and we obtain
lim
t→∞
∫
Nt(τ)
dτ
|Nt|
∫
dx 〈O1(x, τ)O2(0, 0)〉c =
∫
dθ ρp(θ)f(θ)V
O1(θ)V O2(θ) , (28)
where we keep the time-domain fluid-cell average, with Nt(τ) an interval of radius rt
centred on τ . See [18, 25] for more details.
Remark. As mentioned above, the GHD of classical fields can be seen as composed,
in general, of two types of “quasi-particles”: solitonic modes and radiative modes. All
aspects of GHD that pertain to the solitonic modes – such as the solitonic part of the
formula for effective velocity and the statistical factors in correlation functions – agree
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exactly with the corresponding aspects of the GHD for gases of solitons. That is, there is
a part of the hydrodynamics which arises from the gas of the field theory’s own solitons.
However, this is not enough to describe correctly the hydrodynamics, as the radiative
modes are also necessary. We also emphasize that the statistical factor of solitonic modes
agrees with the statistical factor for particle gases, such as the hard-rod gas [18]. Thus
solitons truly behave as particles, while radiative modes do not.
3 The sinh-Gordon model
The results presented above follow from i) generalizing the results of [51, 69], for the
sine-Gordon and sinh-Gordon models, to arbitrary models in arbitrary GGEs, and ii)
combining with the results of [7, 8] in order to get the hydrodynamics. The generalization
to GGEs is a straightforward exercise, and the abstraction to arbitrary models is a natural
guess. The expressions for the current averages 〈ji〉 in (11), and the effective velocity (16),
were never written down before in classical field theory. However, they are again natural
from the fact that GGEs, in the quasi-particle formulation, have a very similar structure
in classical and quantum field theories. For completeness we present in Appendix A a
full derivation of the hydrodynamics via the semi-classical limit of the quantum sinh-
Gordon model, following the ideas of [69]. Since in the quantum sinh-Gordon model the
corresponding equations, and in particular the effective velocity (16), were derived in
[7], this gives a full derivation of all necessary ingredients for the hydrodynamics of the
classical sinh-Gordon model (it would be interesting to have an independent derivation of
the effective velocity fully within classical field theory, which we leave for later works).
An advantage of dealing with a classical theory, as compared with a quantum model,
is the relative simplicity of testing it through numerical simulations. This is especially
true for continuous models, where the DMRG methods [74] are not efficient. In this
section, after specializing the hydrodynamics to the classical sinh-Gordon model, we test
its predictions against direct numerical simulations, whose details are left to Appendix C.
3.1 GGE of the sinh-Gordon model and UV finiteness
The sinh-Gordon model (ShG) is described in terms of a single scalar field Φ whose
dynamics is ruled by the following Lagrangian:
LShG = 1
2
∂µΦ∂
µΦ− m
2
g2
(cosh(gΦ)− 1) . (29)
We will be interested in particular in the canonical stress energy tensor Tµν ,
Tµν = −ηµνL+ ∂µΦ δL
δ∂νΦ
, T µµ = 2
m2
g2
(cosh(gΦ)− 1) (30)
with ηµν the Minkowski two-dimensional metric.
12
3.1.1 GGEs
The model is shown to be classically integrable by means of the inverse scattering method
[70, 71, 72, 73, 69] and it is a well known fact that its integrability survives under quan-
tization [75, 76]. At the classical level the spectrum of ShG possesses only one purely
radiative species [69], making its TBA and the subsequent hydrodynamics rather simple.
The resulting pseudo-energy equation [51, 69] can be brought to the form (4), in the case
of radiative mode as per (6), with ϕ(θ, γ) = (g2/4) cosh(θ−γ)/ sinh2(θ−γ). Equivalently,
it is
(θ) = w(θ)−
∫
dγ
2pi
ϕ˜(θ, γ)∂γ log (γ) (31)
with
ϕ˜(θ, γ) =
g2
4
1
sinh(θ − γ) . (32)
Recall that the source term w(θ) determines the particular GGE state considered. The
integral in (31) is a Cauchy principal value integral for the singularity at θ = γ. In [69],
(31), (32) are derived both through the inverse scattering method and the semi-classical
limit of the quantum TBA2. For completeness, in Appendix A we report the semi-classical
computation, together with the derivation of the full hydrodynamics.
In general, local conserved charges can be organised into irreducible representations
of the 1+1-dimensional Lorentz group, and, as is often done, these can be combined into
parity-odd and parity-even charges. In the sinh-Gordon model, all odd spins arise, but no
even spins. In the following we concentrate on the parity-even charges, which we denote
Hn for n ∈ N odd. These have spectral functions hn(θ) given by
hn(θ) = m
n cosh(nθ).
In particular, the Hamiltonian is H1 = H =
∫
dxT 00(x). Thus a GGE containing only
local parity-even conserved quantities is described by the path integral (1) with weight
exp
[
−
∑
n∈N odd
βnHn
]
, (33)
and determined within TBA by the source term
w(θ) =
∑
n∈N odd
βnhn(θ). (34)
Although quasi-local charges are not fully worked out in the sinh-Gordon model, we expect
they largely extend the space of allowed functions w(θ). Generically, the states emerging
from the GHD time evolution belong to such an extended space.
2A typo of an overall minus sign in the kernel occurred in [69].
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Note that the Lagrangian density is invariant under simultaneous scaling
(x, t,m,Φ, g) 7→ (λx, λt, λ−1m,λΦ, λ−1g).
while it gains a factor λ−2 under (x, t,m) 7→ (λx, λt, λ−1m). Hence, from the latter, the
GGE state (33) is invariant under
(x, t,m, g, {βn}) 7→ (λx, λt, λ−1m, g, {λnβn}), (35)
while from the former (and the explicit form of higher conserved densities, see Appendix
C.2), it is invariant under
(x, t,m, g, {βn}) 7→ (λx, λt, λ−1m,λ−1g, {λn−2βn}). (36)
As a consequence, in situations that only depend on the ratio x/t (as in the partitioning
protocol and in the study of correlation functions in homogeneous states, considered
below), the invariant ratios characterizing the strength of the interaction are
g2
βnmn
, n ∈ N.
In particular, the effective interaction strength is larger at large temperatures.
3.1.2 UV finiteness
It is well known that thermal states in classical electromagnetism suffer from UV catas-
trophes, intimately connected to Planck’s original idea of quantizing oscillation modes in
order to explain the black body radiation spectrum. The same problem appears in thermal
ensembles and GGEs of other field theories such as the sinh-Gordon model. The problem
is that in such states fields can be very “rough”. For instance, a GGE (33) involving local
conserved charges only up to some finite spin (where the sum is finite) does not regularize
the field enough to guarantee the existence of averages of its large-order derivatives. In the
TBA formulae above, this is clearly seen as a divergence of averages of conserved densities
of high enough spin, which occur at large rapidities due to radiative modes. Indeed, con-
sider (10) and (11) in the sinh-Gordon model. At large rapidities, |veff(θ)| ∼ | tanh θ| ∼ 1
is bounded. However, 2piρp(θ) = m cosh
dr(θ)n(θ) ∼ (1/2) e|θ|/(θ) ∼ (1/2) e|θ|/w(θ) where
w(θ) is the source term in (4), while hdr(θ) ∼ h(θ). Thus, convergence of the average of
the density or current corresponding to h(θ) is guaranteed only if h(θ)e|θ|/w(θ) is inte-
grable. In a thermal ensemble, w(θ) ∼ (β/2)e|θ| (where β is the inverse temperature), and
therefore no local conserved density or current has finite average (except for those that are
zero by parity symmetry). The same conclusion holds in the nontrivial ensemble emerging
from the partitioning protocol from two thermal baths, as it has the same asymptotics in
θ as those of the original baths. Nevertheless, it is a simple matter to see from the TBA
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Figure 1: Analytical expectation values of the trace of the stress energy tensor and of
vertex operators in a homogeneous thermal ensemble at inverse temperature β are com-
pared with the free model. By scaling (35), (36), we may choose β = m = 1 and vary g.
First panel on the left: the traces of the stress energy tensor for the interacting and free
cases are compared. Second and third panel: the same is done for vertex operators. Note
that passing from the interacting to the free theory, the trace of the stress energy tensor
changes as function of the field. The difference between interacting and free is enhanced
when comparing expectation values of fixed functions of the fields.
formulae that the right combination of energy density and momentum current is finite:
this is the trace of the stress-energy tensor T µµ, which does not contain field derivatives.
Clearly, averages of higher-spin densities and currents become finite as we increase the
spin of the conserved charges involved in the GGE.
Vertex operators ekgΦ also have finite thermal averages, as they do not contain field
derivatives. Since GHD provides the full GGE state at every space-time point – not
just the averages of conserved densities and currents – we can combine GHD information
together with homogeneous GGE results to study these quantities. For instance, following
[69], we could access their expectation values trough the LeClair-Mussardo expansion
[77], but this provides a small excitation-density description, which is not best suited for
the present purpose. However, an ansatz for the ratios of expectation values of vertex
operators in the quantum model, valid for arbitrary excitation density, exists. It has been
firstly proposed for thermal ensembles [53, 54] and recently extended to arbitrary GGEs
[55]. Taking the classical limit, we obtain formulae for expectation values in the classical
sinh-Gordon model; this is a new result within the classical realm. The derivation is
reported in Appendix A.
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3.2 The partitioning protocol
In this subsection, we study the classical sinh-Gordon model in the partitioning protocol.
We recall that this is the protocol where the initial state is formed of two homogeneous
field distributions, one for the left half x < 0 and the other for the right half x > 0 of space,
as per (22). This setup is useful to study as it generates truly non-equilibrium states,
with nonzero currents and nontrivial profiles in space-time, yet it is simple enough so that
GHD provides easily workable expressions. It is also the setup which is expected to be
most accurately described by the hydrodynamic approximation, as at long times, profiles
smooth out, making Euler hydrodynamics more applicable (in particular, no shocks are
expected to develop, see [7, 8]). Thus this setup gives the best playground for verifications
of GHD non-equilibrium predictions.
3.2.1 Description of the protocol and observables
For simplicity, we consider ensembles with nonzero (generalized) temperatures βi for the
Hamiltonian H = H1 and for the first nontrivial (spin-3) parity-even local conserved
charge H3 only.
In the partitioning protocol, one needs to specify the boundary or continuity conditions
of the fields at x = 0. An exact separation of the two halves is possible by considering
an independent copy of the model on each half-line, with boundary conditions (such as
Dirichlet or von Neumann) at x = 0+ and x = 0−. This is natural in a continuous field
theory. However, in order to simulate the partitioning protocol, we of course construct a
discretisation of the sinh-Gordon model. In this case, one may instead explicitly keep the
connection between the two halves as follows: we simply sum the densities of Hamilto-
nian and of other charges over all sites, with coefficients assigned according to Eq. (22),
where a change from βL to βR occurs, say, in passing from the site at x = 0 to the site
immediately to its right. This is better behaved numerically, and this is the choice we
have made (see Appendix C). Other regularisations are possible, such as interpolating
functions that approach the correct thermal ensembles at large distances. In all cases, the
same behaviours at large times are expected, as described by GHD.
Recall that the large-time state is determined, according to GHD, as follows. We use
(31) with n(θ) = 1/(θ) in order to fix the left and right occupation functions nL(θ) and
nR(θ). These are obtained by injecting the source terms w
L,R(θ) as per (34) with the
values of βn = β
L,R
n for n = 1, 3 that appear in (22), all other parameters being zero
(βn = 0 for all n 6= 1, 3). Recall that h1(θ) = m cosh θ and h3(θ) = m3 cosh 3θ are the
spectral functions of the energy and of the spin-3 charge, respectively. Once nL(θ) and
nR(θ) are fixed, then the large-time state n(ζ; θ) is obtained by solving (23).
We study two types of observables. The first type are energy-momentum tensor com-
ponents. The energy density and current, T 00(x) and T 10(x) respectively, have averages
predicted by (10-11). The trace of the stress-energy tensor T µµ – the difference between
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the energy density and the momentum current – is given by
〈T µµ〉 = m
∫
dθ
2pi
ρp(θ)
(
cosh θ − veff(θ) sinh θ) . (37)
The second type are generalizations of the trace of the energy-momentum tensory,
the vertex operators ekgΦ. Based on Ref. [53, 54, 55], a recursive relation for the GGE
averages of vertex operators ekgΦ can be obtained (for details see Appendix A)
〈e(k+1)gΦ〉
〈ekgΦ〉 = 1 + (2k + 1)
g2
4pi
∫
dθ eθn(θ)pk(θ) , (38)
where
pk(θ) = e−θ +
g2
4
P
∫
dγ
2pi
1
sinh(θ − γ) (2k − ∂γ) (n(γ)p
k(γ)) . (39)
Taking k to be an integer (and using the fact that 〈ekgΦ〉 = 1 if k = 0), we obtain explicit
formulae for 〈ekgΦ〉.
Finally, we consider three cases of the partitioning protocol:
I. The purely thermal case, where both sides are at different temperatures (βL1 6= βR1
and βL3 = β
R
3 = 0, Figs. 2 and 3).
II. The partitioning including differently coupled H3 charges but with equal tempera-
tures (βL1 = β
R
1 6= 0 and βL3 6= βR3 = 0, Fig. 4).
III. The partitioning where both H and H3 are differently coupled (β
L
1 6= βR1 and βL3 6=
βR3 = 0, Fig. 5), choosing the energy densities to be equal in the left and right
reservoirs.
As explained above, in the purely thermal case (case I), because of the UV catastrophe,
the expectation values of energy and momentum densities (as well as all the individual
local charge densities and currents) are divergent. Hence in this case we do not have
access to the non-equilibrium energy current. However, the averages of the trace of the
stress-energy tensor T µµ and of the vertex operators e
kgΦ are finite, as these do not contain
field derivatives. Thus in the thermal case we concentrate on these observables (Fig. 2).
In the cases II and III, which include the charge H3, we study the energy density and
current independently. Interestingly, we find that a non-equilibrium energy current is
generated in case II (Fig. 4). That is, the H3 charge produces an imbalance in energy
densities, hence a current develops. Having access to a UV finite non-equilibrium energy
current is an important reason for considering the inclusion of H3. In the case III, we
study the case where the energy densities are equal on the left and right reservoirs, yet
the coupling to H and H3 are not balanced. This emphasizes the effects of the higher
conserved charge: an energy current is generated even though the energy densities are
balanced in the reservoirs, with a nontrivial profile developing (Fig. 5).
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Figure 2: Case I. Profiles of the trace of the stress energy tensor (a) and of the first vertex
operators, (b) and (c), as functions of the ray ζ = x/t for a two-temperature partitioning
protocol. Parameters: m = 1, g = 2, a = 0.05 inverse temperatures of the initial ensembles
βL1 = 1.5 and β
R
1 = 1, the number of samples of the Metropolis is 84000. An additional
average along the ray from t = 50 up to t = 75 smears out the statistical oscillations. In
terms of the dimensionless coupling g2/mβ, we are in the strongly interacting regime (see
Figure 1).
3.2.2 Numerical results
In order to illustrate the effect of the interaction and determine the values of g which
significantly affect the averages, in Figure 1 we plot the analytical thermal averages of
the stress energy tensor and of the vertex operators both in the interacting and the free
(g = 0) purely thermal Gibbs ensemble at the same temperature β−1. This indicates that
g2/(βm) ≈ 2 is well into the strongly interacting regime. We then compare the analytic
predictions with direct numerical simulations of the above out-of-equilibrium protocol,
see Appendix C for details of the numerical methods.
The results of the comparison between GHD analytical predictions and numerical
simulations in the thermal case (case I) are presented in Figures 2. We find excellent
agreement. Measuring the difference between the numerical and analytical values by the
relative L(1) distance
R =
∫ |vnum(ζ)− vana(ζ)|dζ∫ |vana(ζ)|dζ (40)
(where vnum is the numerical data and vana is the analytical value), we obtain R =
2.1 × 10−3, 3.1 × 10−3 and 7.1 × 10−3 in the cases of Figures 2a, 2b and 2c respectively.
It must be stressed that, despite various checks in known limiting cases (see [55]), the
formula for the vertex operators (38-39) had never been numerically verified before. Figure
2 constitutes both a verification of the validity of generalized hydrodynamics for the sinh-
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Figure 3: The profile of the trace of the stress energy tensor already reported in Figure
2, both analytic and numerical, with the same parameters used in Figure 2 are compared
against the expectation values in the free theory with (a) identical parameters and (b) βL1
and βR1 chosen so that the asymptotic values agree with the interacting theory.
Gordon model and a numerical verification of the classical limit of the vertex operator
ansatz.
Our data is precise enough to show a clear departure from the free theory result. For
comparison, Figure 3 shows the numerical and hydrodynamic curves for the trace of the
stress-energy tensor, as well as the curve for the same quantity obtained analytically in
the free case (g = 0) for two different sets of free parameters. In the first case (a), we use
the same values of βL1 and β
L
2 as in the interacting model, which clearly gives different
values of the equilibrium expectation values for ζ < −1 and ζ > 1. We observe a relative
L(1) distance R = 1.5×10−2 (obtained by replacing vnum by vfree in (40)), thus about one
order of magnitude larger compared with distance between numerics and hydrodynamic
prediction reported above.
In the second case (b), we take the values of βL1 and β
L
2 in the free model so that the
equilibrium expectation values for ζ < −1 and ζ > 1 agree with those of the interacting
model, which from equation (80) means in this case βa = 1/(2〈T µµ〉), so βL1 = 1.47842
and βR1 = 0.974279. We still see a clear difference between the free and interacting models
and observe a relative L(1) distance R = 1.3× 10−2, smaller than in case (a) but still an
order of magnitude larger compared with distance between numerics and hydrodynamic
prediction reported above.
In Figure 4 we make the comparison for the energy density and energy current in the
case II, including the charge H3. Again very good agreement is found with the measure
of error being R = 5.0× 10−3 and 1.0× 10−2 for the charge and the current respectively.
In Figure 5, we consider an example of case III, with βL1 6= βR1 and βL3 6= βR3 but
chosen so that the expectation value of the energy density is the same in the two different
ensembles. This does not mean that there is no net energy flow - the distribution of
energy amongst particles of different speeds is different, and in this example there is a
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Figure 4: Case II. Profiles of 〈T 00(ζ)〉 (a) and 〈T 10(ζ)〉 (b) are numerically computed
and compared with the GHD predictions. The numerical results are obtained by averaging
over the range 10 ≤ t ≤ 16. The parameters are m = 1, g = 1, βL1 = βR1 = 1 with the
coupling to the higher-spin charge varying, βL3 = 1/2, β
R
3 = 1 and the lattice spacing in
the light-cone discretization is a = 0.1.
net flow of energy through x = 0 at late times. The relative error between the analytic
and numerical results is larger in this case because the changes in energy density and the
magnitude of the current are an order of magnitude smaller than case II, so the effects of
the statistical error and the convergence to the scaling form appear larger on the graph,
but they are the same absolute size as those in case II.
Both case II and case III confirm that GHD describes correctly the non-equilibrium
energy current emerging from the partitioning protocol.
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Figure 5: Case III. Profiles of 〈T 00(ζ)〉 (a) and 〈T 10(ζ)〉 (b) are numerically computed
and compared with the GHD predictions at t = 25. The parameters are m = 1, g =
1, βL1 = 1, β
L
3 = 1/2 and β
R
1 = 1/2, β
R
3 = 0.609608 and the lattice spacing in the light-
cone discretization is a = 0.1.
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3.3 Euler scale correlation functions
In this subsection, we consider two-point dynamical correlation functions in homogeneous,
stationary states (GGEs) of the sinh-Gordon model. For simplicity we consider correla-
tions in homogeneous thermal ensembles, (33) with β1 6= 0 and all other parameters set
to 0. Equation (24) gives a prediction for the behaviour of the connected two-point cor-
relators of local observables at the Euler scale: at long times and large distances, after
fluid-cell averaging. Such expressions in integrable systems have never been directly com-
pared with numerical simulations and here we present the first study in this direction. We
emphasize that Euler-scale correlations are due to all ballistically transported conserved
quantities that connect the local observables involved. These generically include all con-
served quantities available in the model, this being true also in thermal states and for
correlations of the stress-energy tensor components. Thus the present analysis provides
good checks of the effects of integrability beyond the conserved energy currents.
Note that there are predictions for Euler correlation functions in inhomogeneous, non-
stationary states such as those considered in the previous subsection [25], however these
are much more complicated and will be considered in a separate publication.
Again, we take a finite volume on which the system is taken periodic, and analyze
correlation functions at times long enough in order to reach the Euler scale, yet small
enough in order to avoid finite-volume effects.
We note that the UV catastrophe still prevents us from computing correlation func-
tions of arbitrary charges and currents. However one can check from the TBA formulae
that a certain number of stress-energy tensor correlation functions do stay finite, such
as 〈T νρ(x, t)T µµ (0, 0)〉c and the difference 〈T 01(x, t)T 01(0, 0)〉c − 〈T 11(x, t)T 11(0, 0)〉c, and
similarly correlation functions involving vertex operator are finite. In the following we
focus on two correlation functions: the trace two-point function 〈T µµ(x, t)T νν(0, 0)〉c, and
the symmetrized vertex operator two-point function 〈cosh(2gΦ(x, t) cosh(2gΦ(0, 0))〉c, be-
cause these offer the best chance of numerical precision.
We first remark that, without fluid-cell averaging, one may expect persisting oscilla-
tions, of the order of the hydrodynamic value itself, at large space-time variables (x, t).
Such oscillations are beyond the validity of the hydrodynamics, which becomes predictive
only when fluid cell averages are considered. This is clear at the free-field point g = 0:
the large-time limit t → ∞ with x = ζt and ζ fixed, of the correlation function rescaled
by t−1 displays non-vanishing oscillations around the predicted hydrodynamic value, see
Appendix B. In the interacting case, the presence of such persisting oscillations is much
harder to assess. In Figure 6 we study the scaled correlation functions
t〈T µµ(ζt, t)T νν(0, 0)〉c (41)
and
t〈cosh(2gΦ(ζt, t)) cosh(2gΦ(0, 0))〉c (42)
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Figure 6: Correlators (41), upper panel (a-c), and (42), lower panel (d-f), are plotted
at different times (here and below, we use 〈Ch(2)Ch(2)〉 as a shorthand notation for the
axis label). Oscillations around the analytic prediction from hydrodynamics are present,
although we are unable to conclude if they are asymptotically persisting (with an O(1)
amplitude) or not. Parameters: m = 1, g = 2, inverse temperature β = 1, the number
of samples in the Metropolis is 340000, translational invariance of the system is used as
further averaging procedure (500 lattice sites, lattice spacing 0.05). Ripples in the red lines
are due to Metropolis noise, enhanced at late times due to the factor of t in front of the
correlation function.
on rays at various times. Relatively large oscillations do arise at all times we were able
to reach, although it is inconclusive whether these actually persist asymptotically.
In order to integrate out these oscillations most efficiently, we study the time-averaged
and space-integrated scaled correlation functions (24). More precisely, on the one hand
time averages along rays directly give the Euler-scale correlation function,
lim
t→∞
∫ t
0
dτ
t
τ〈O1(ζτ, τ)O2(0, 0)〉c =
∫
dθ δ(ζ − veff(θ)) ρp(θ)n(θ)V O1(θ)V O2(θ). (43)
We have numerically observed, and analytically calculated in the free case, that it is not
necessary, after such time averaging, to perform any mesoscopic space averaging in order
to recover the Euler-scale hydrodynamic result: the large time limit as in (43) indeed
exists and gives the right-hand side.
On the other hand, space integrations are obtained as (28). In this case, we have
analytically observed at the free-field point that, for certain observables, the mesoscopic
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Figure 7: The predictions (black curves) for the time average of two-point functions of
(a) the trace of the stress-energy tensor, (44), and (b) vertex operators, (43) with (46),
are compared to the numerical simulation (red curves). In the case (a) the free result of
Appendix B (dotted curve) is plotted for comparison. In order to improve the convergence,
short times are avoided: the time average is taken in the interval [t0, t], rather than [0, t]
as in eq. (44), with t0 = 5 and t = 20. The same parameters as those of Figure 6 are
used.
time averaging
∫
Nt(τ)
dτ
|Nt| in (28) is indeed necessary in order to recover the predicted hy-
drodynamic result (see Appendix B). That is, at least for correlators in the generic form
〈ekgΦek′gΦ〉, undamped time-oscillating terms survive the space integration, but are can-
celled by a subsequent fluid-cell time average. In the interacting case, again our numerics
does not allow us to reach unambiguous conclusions, although we observe long lived oscilla-
tions of the space integrated correlators around the GHD prediction within the numerically
accessible time scale. It turns out, however, that mesoscopic time averaging is not neces-
sary for the correlation functions 〈T µµ(x, t)T νν(0, 0)〉c and 〈cosh(2gΦ(x, t) cosh(2gΦ(0, 0))〉c
that we have chosen; this is seen analytically in the free case and numerically observed in
the interacting case, and simplifies our numerical checks.
For the trace of the stress-energy tensor, time averaging along rays gives
lim
t→∞
∫ t
0
dτ
t
τ〈T µµ(ζτ, τ)T νν(0, 0)〉c = m2
ρp(θ)n(θ)
|∂θveff(θ)|
[
coshdr(θ)
(
1− (veff(θ))2)]2∣∣∣∣∣
veff(θ)=ζ
,
(44)
while space integration gives
lim
t→∞
∫
dx 〈T µµ(x, t)T νν(0, 0)〉c = m2
∫
dθ ρp(θ)n(θ)
[
coshdr(θ)
(
1− (veff(θ))2)]2. (45)
We refer to Appendix B for a direct analytical check of (44) and (45) in the free
case, together with an analysis of the leading corrections. For the vertex operators,
the hydrodynamic projection functions in (43) are calculated using the GGE one-point
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Figure 8: The predictions (black curves) for the space integral of two-point functions of
(a) the trace of the stress-energy tensor, (45), and (b) vertex operators, (28) with (46),
are compared to the numerical simulation (red curves) as functions of time. At large
times, the oscillating ripples are due to the Metropolis noise and are observed to reduce
on increasing the number of samples. The same parameters m,β, g as those of Figure 6
are used.
averages along with (27). We show in Appendix A that the function V e
kgΦ
= V e
−kgΦ
=
V k(θ) is given by
V k+1(θ) =
g2
4pi
Vk+1
k∑
l=0
V l
V l+1 (2l + 1)n(θ)
pl(θ)dl(θ)
ρp(θ)
(46)
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Figure 9:
∫
dx 〈egΦ(x,t)e−gΦ(0,0)〉c is numerically computed (red curve) and compared with
the constant predicted by hydrodynamics (black curve). Compared with the correlators
of cosh(gΦ) (proportional to the trace of the stress-energy tensor analysed in Figure 8),
strong oscillations around the GHD prediction on the accessible time scale are observed.
The same parameters as those of Figure 8 are used.
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where Vk = 〈ekgΦ〉, and where dl is the solution of the following linear integral equation:
dl(θ) = eθ +
g2
4
P
∫
dγ
2pi
1
sinh(θ − γ) (−2l − ∂γ) (n(γ)d
l(γ)) . (47)
Then one directly applies (43) and (28). Again we refer to Appendix B for a direct
analytical check of vertex operator correlations functions in the free case.
In Figures 7 and 8 the time-averaged and space-integrated correlators, respectively,
are considered. We see very good agreement between the numerical simulation and the
hydrodynamic prediction. In Figure 9 we study space-integrated correlation functions
of vertex operator without symmetrizing. In this case, as discussed above, we observe
long-lived oscillations around the hydrodynamic value.
4 Conclusions
In this paper we studied the hydrodynamics of the classical sinh-Gordon model. In the set-
ups we studied, the initial state is distributed according to (generalized) Gibbs ensembles,
and this distribution is deterministically evolved following the classical field equation.
We studied both one-point averages in the non-equilibrium partitioning protocol, and
dynamical two-point functions in homogeneous states. We compared predictions from
the new theory of GHD with results from a direct numerical simulation of the protocol.
We found excellent agreement in all the cases we studied.
This gives direct evidence that GHD, first developed in the context of quantum chains
and quantum field theory and later observed to be applicable to classical integrable soliton-
like gases as well, is also applicable to classical field theory, thus further confirming its
wide applicability. Because of the UV catastrophe of classical field theory, not all local
observables have finite averages in thermal states or GGEs. Nevertheless, we verified that
for those whose averages are finite, GHD predictions are correct.
The TBA formulation of GGEs in classical field theory generically involves two types
of modes: solitonic modes and radiative modes. The latter are responsible for the UV
catastrophe of classical fields. Similarly, the GHD of classical integrable field theory is
that for a gas of solitons and radiation. Solitonic modes have a natural classical-particle
interpretation, and the part of GHD related to such modes is indeed identical to the GHD
of classical soliton gases. Radiative modes, on the other hand, do not have a clear particle
interpretation, and were never studied within GHD before. Nevertheless the quasi-particle
formulation of GHD still holds, with the appropriate radiative free energy function. In
the classical sinh-Gordon model, only radiative modes occur, hence our results give a
verification of GHD in this new sector of the theory.
Our results also constitute the first direct verification of the recent GHD correlation
function formula. Crucially, we analysed not only conserved fields – specifically the trace
of the stress-energy tensor, which is UV finite – but also vertex operators, local fields
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which are not part of conservation laws. GHD two-point functions for such fields involve
the hydrodynamic projection theory, and our results confirm its validity. In addition, our
results also provide the first numerical verification of GGE one-point functions formulae
for vertex operators recently proposed.
In our study of correlation functions, we observed that GHD predictions are valid up
to oscillations which may not subside at large times. We have observed this explicitly
in the free-field case, where in certain cases, oscillations both in space and time, of the
same order as that of the hydrodynamic predictions, persist indefinitely. For certain
observables, appropriate fluid cell averaging appears to be essential in order to recover
the Euler-scale correlation predictions from hydrodynamics.
It would be interesting to analyze the approach, at large times, to the GHD predictions.
We have explicitly evaluated (and numerically verified) large-time power-law correction
terms in the free-field case, but preliminary numerics suggest that in the interacting case,
some correction terms are instead exponential. It would also be interesting to extend this
analysis to the non-relativistic limit of the sinh-Gordon model, namely the well known
nonlinear Schro¨dinger equation, and to other models, such as the sine-Gordon model,
which possesses solitonic modes, and the classical Toda chain.
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A Semi-classical limit of the sinh-Gordon model
Even though the (generalized) TBA for classical models can be directly accessed by mean
of the inverse scattering approach [78], the rather technical derivation appears to be more
cumbersome compared with the quantum counterpart, which probably is more familiar
to the reader. This appendix provides a self-consistent derivation of the TBA and hy-
drodynamics for the classical sinh-Gordon, regarding the latter as the classical limit of
its quantum version. Concerning the TBA, such a route was already considered in [69],
together with the classical limit of the LeClair-Mussardo formula [77] leading to a small
excitation-density expansion for one-point functions. Here we resume such a program
extending the derivation to the whole hydrodynamics, then we present a close expression
for the expectation values of vertex operators obtained through the semi-classical limit of
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the ansatz presented in [69]. While in agreement with the LeClair-Mussardo formula, this
last result is not constrained to small excitation densities and is feasible to be applied to
arbitrary GGEs.
The quantum sinh-Gordon is arguably one of the simplest, yet interacting, quantum
field theories. Its spectrum consists of only one type of particle [75], leading to a simpler
version of the TBA equation (4)
q(θ) = w(θ)−
∫
dγ
2pi
ϕq(θ − γ) log
(
1 + e−q(γ)
)
, (48)
where we explicitly use the subscript “q” as a remind we are dealing now with the quantum
model; in the absence of any subscript we will refer to classical quantities. Differently
from [69], along the semi-classical limit procedure we will use the fermionic formulation
of the quantum ShG rather than the bosonic one: even though the two descriptions
are equivalent [69], the quantum hydrodynamics is formulated in the fermionic basis
making the latter a preferred choice. Referring to the parameter choice of the (quantum)
Lagrangian (29), the quantum kernel ϕq is
ϕq(θ) =
2 sinpiα
sinh2 θ + sin2 piα
, α =
g2
8pi + g2
. (49)
The physical mass of the particles mq is related to the bare mass m through the
relation [79]
m2 = m2q
piα
sin piα
. (50)
As already pointed out in [69], the semi-classical limit of the ShG model can be
obtained through a combination of a small coupling and high temperature limit. More
precisely we consider the rescaling
βi → ~βi, g →
√
~g, O[Φ]→ O[
√
~Φ] , (51)
with O a generic observable functional of the field and βi the Lagrange multipliers of the
GGE. Then, in the ~→ 0 limit, the quantum expectation value reduces to the expectation
value of the classical observable O[Φ] on a GGE having βi as Lagrange multipliers. Such
a claim is easily checked in the simplest case of a thermal state: using the path integral
representation of the latter we have
〈O(
√
~Φ)〉~βq =
1
Z
∫
DΦO(
√
~Φ) e−
∫ ~β
0 dτ
∫
dx 1
2
∂µΦ∂µΦ+
m2
g2~ (cosh(
√
~gΦ)−1)
, (52)
where the euclidean time τ runs on a ring of length ~β. In the high temperature limit the
integral over the compact dimension can be approximated with the integrand at τ = 0
times the length of the ring. In the same limit the measure collapses to DΦD∂τΦ where
the fields are now restricted to τ = 0.
〈O(
√
~Φ)〉~βq '
1
Z
∫
DΦD∂τΦ O(
√
~Φ) e−~β
∫
dx 1
2
∂µΦ∂µΦ+
m2
g2~ (cosh(
√
~gΦ)−1)
, (53)
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A final change of variable in the path integral Φ→ Φ/√~ makes explicit the appearance
of the classical expectation value of the observable O on a classical thermal ensemble of
inverse temperature β. A similar reasoning can be extended to more general GGEs as
well to the dynamics, confirming (51) as the correct scaling to obtain the desired semi-
classical limit. Notice that, in such a limit, the physical quantum mass simply reduces
to the bare mass. Concerning the TBA equation (48), the rescaling of the Lagrange
multipliers is simply translated in ω(θ)→ ~ω(θ). A finite integral equation in the ~→ 0
limit is obtained provided we redefine q(θ) = log (θ) + log ~, with  the classical effective
energy (this rescaling differs from that of [69], where the bosonic rather than the fermionic
quantum effective energy is used). Through straightforward manipulations, at the leading
order in ~ the following integral equation is obtained
(θ) = ω(θ) +
g2
4
lim
~→0
∫
dθ′
2pi
cosh(θ − θ′)
sinh2(θ − θ′) + (~g2/8)2 (log (θ
′)− log (θ)) . (54)
The last step involves an integration by parts that leads to the final ~−independent
integral equation
(θ) = ω(θ)− g
2
4
P
∫
dγ
2pi
1
sinh(θ − γ)∂γ log (γ) , (55)
where P stands for the principal value prescription, natural emerging passing from (54)
to (55): this is the sought-after TBA equation for the classical ShG. We should warn the
reader about a difference in the sign in front of the integral between the above expression
and the same reported in Ref. [69], where a typo must have occurred. This concludes the
pure TBA calculation and we can now pass to the hydrodynamics: rather than taking
the differential scattering phase for the classical ShG from (55) and plug it into the
hydrodynamic formulas of Section 2.2, we directly take the limit of the GHD for quantum
integrable systems as a further check of the correctness of its classical version. Through
calculations close to those that provided the classical TBA, it is possible to show that the
quantum dressing operation (14) (here specialized to the ShG case)
hdrq (θ) = h(θ) +
∫
dγ
2pi
ϕq(θ − γ)nq(γ)hdrq (γ) (56)
reduces to the sought definition of the classical dressing
hdr(θ) = h(θ)− g
2
4
P
∫
dγ
2pi
1
sinh(θ − γ)∂γ[n(γ)h
dr(γ)] , (57)
provided we set hdrq (θ) = ~−1n(θ)hdr(θ) while taking the ~ → 0 limit. In particular,
this implies that the effective velocity (16) of the quantum model converges, in the semi-
classical limit, to the definition of the effective velocity in the classical case. Finally,
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from the definition of the occupation function n(θ) in the classical (13) and quantum
(17) cases and the rescaling of the effective energies we have, at the leading order in ~,
nq(θ) = 1−~/n(θ) + ... . Replacing this last piece of information in the quantum version
of the GHD (21) we readily obtain its classical counterpart. Alternatively, we could have
noticed that in the semi-classical limit the expectation values of the quantum conserved
charges and their currents go, respectively, to the classical expectation values of charges
and currents as written in eq. (10-11) (apart from an overall and inessential ~ factor) and
impose the conservation laws.
A.1 The expectation value of the vertex operators
This part is devoted to the derivation of the equations (38-39) reported in the main text,
through the semi-classical limit of the ansatz presented in Ref. [55]. Following the latter,
the expectation values of vertex operators in a GGE for the quantum model satisfy
〈e(k+1)gΦ〉q
〈ekgΦ〉q = 1 +
2 sin(piα(2k + 1))
pi
∫
dθ
eθ
1 + eq(θ)
pkq(θ) , (58)
with
pkq(θ) = e
−θ +
∫
dγ
1
1 + eq(µ)
χk(θ − γ)pkq(γ) (59)
χk(θ) =
i
2pi
(
e−i2kαpi
sinh(θ + ipiα)
− e
i2kαpi
sinh(θ − ipiα)
)
. (60)
As it is evident from the rescaling (51), the quantum expectation value of the vertex
operators goes, in the semi-classical limit, directly to the classical expectation value of
the latter (the rescaling of the coupling g and of the field in the observable cancel each
others). Thus the classical limit of the r.h.s. of (58) will directly produce the ratio of the
expectation values of the vertex operators in the classical theory. The first step to take
the limit is to consider χk up to first order in ~. Using that α after the rescaling is first
order in ~, we eventually need (in the distribution sense)
1
sinh(θ − γ − ipiα) = (61)
ipiδ(θ − γ) + P 1
sinh(θ − γ) + piα
(
piδ(θ − γ)∂θ − iP 1
sinh(θ − γ)∂γ
)
+O(α2) .
In order to get a finite expression in the ~→ 0 limit, we define the classical pk function
as pkq(θ) = ~−1n(θ)pk(θ). Using this definition and (61) is a matter of few straightforward
passages to obtain the finite classical integral equations (38-39).
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A.2 The Hydrodynamic projection of the vertex operators
Having access to the exact value of the expectation value of vertex operators on arbitrary
GGEs makes the exact computation of the hydrodynamic projection (27) feasible, paving
the way to correlation functions on an Euler scale. Specializing (27) to the ShG model
and to the vertex operators, we are interested in computing
−∂V
k
∂βj
=
∫
dθρp(θ)n(θ)h
dr
j (θ)V
k(θ) , (62)
where for simplicity Vk = 〈ekgφ〉 and βj is the Lagrange multiplier associated with the
charge whose eigenvalue is hj. Differentiating both sides of eq. (38) with respect to βj,
we readily obtain the recurrence relation
δVk+1
Vk+1 =
δVk
Vk +
Vk
Vk+1 (2k + 1)
g2
4pi
∫
dθ eθ∂βj(n(θ)p
k(θ)) . (63)
That has the obvious solution
δVk+1
Vk+1 =
k∑
l=0
V l
V l+1 (2l + 1)
g2
4pi
∫
dθ eθ∂βj(n(θ)p
l(θ)) . (64)
∂βj(np
l) can now be extracted from the integral equation (39). To carry on the calcu-
lation, it is convenient to introduce an operatorial representation of the integration kernel.
In particular, we define the linear operators nˆ and ϕˆl as follows:
(nˆτ)(θ) = n(θ)τ(θ), (ϕˆlτ)(θ) =
∫
dγ
g2
4
1
sinh(θ − γ)
(
∂γ − 2l
)
τ(γ) , (65)
for any given test function τ(θ). In this language, the linear equation satisfied by pl (39)
is written as
pl = e− − 1
2pi
ϕˆlnˆp
l , (66)
where we introduce (e−)(θ) = e−θ. The formal solution is immediately written
nˆpl = (nˆ−1 +
1
2pi
ϕˆl)
−1e− , (67)
and the derivative with respect to βj is easily performed, using the fact that n(θ) = 1/(θ)
and the TBA equations (31)
∂j(nˆp
l) = −(nˆ−1 + 1
2pi
ϕˆl)
−1nˆplhdrj . (68)
As last technical step, we consider the integral appearing in eq. (64)∫
dθ eθ∂j(n(θ)p
l(θ)) = −
∫
dθdγ eθ(nˆ−1 +
1
2pi
ϕˆl)
−1
(θ,γ)n(γ)p
l(γ)hdrj (γ) , (69)
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where we made explicit the convolution underlying the action of the operator. We define
dl as
n(γ)dl(γ) =
∫
dθ eθ(nˆ−1 +
1
2pi
ϕˆl)
−1
(θ,γ) . (70)
Using the symmetry (nˆ−1 + 1
2pi
ϕˆl)
−1
(θ,γ) = (nˆ
−1 + 1
2pi
ϕˆ−l)−1(γ,θ) it is immediate to see that d
l
satisfies the linear integral equation
dl(θ) = eθ +
g2
4
P
∫
dγ
2pi
1
sinh(θ − γ) (−2l − ∂γ) (n(γ)d
l(γ)) , (71)
i.e. eq. (47) of Section 3.3. Using dl in eq. (69), plugging the latter in (64) and finally
comparing it with eq. (62), we finally take the desired result
V k+1(θ) =
g2
4pi
Vk+1
k∑
l=0
V l
V l+1 (2l + 1)n(θ)
pl(θ)dl(θ)
ρp(θ)
, (72)
i.e. eq. (46) of Section 3.3.
B The free field limit
In this section we focus on the free limit of the sinh-Gordon model (equivalent to the
zero temperature limit), i.e. the free boson model. In particular, we consider the pro-
file of the stress energy tensor as well as vertex operators in the partitioning protocol
presented in Section 3.2. Within an homogeneous ensemble, we study the relevant corre-
lators 〈T µµ(x, t)T νν(0, 0)〉c and 〈ekgΦ(x,t)ek′gΦ(0,0)〉c, in the suitable Eulerian limit, providing
a check of the content of Section 3.3 in the free field limit.
B.1 Preliminaries
We first recall some elementary properties of the free model. Its Hamiltonian is given by
H =
1
2
∫
dx((∂tΦ)
2 + (∂xΦ)
2 +m2Φ2), (73)
and the field Φ(x, t) is mode expanded as
Φ(x, t) =
∫
dp
2pi
1√
2E(p)
[
A(p)e−iE(p)t+ipx + A¯(p)eiE(p)t−ipx
]
, (74)
where, rather than reasoning in terms of rapidities, we find it more convenient to consider
the momentum p = m sinh θ. Above, E(p) =
√
p2 +m2 is of course the energy of the
mode. The modes A(p) diagonalize the Hamiltonian
H =
∫
dp
2pi
E(p)|A(p)|2 , (75)
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as well all the other local charges the free mode possesses. In this perspective, probability
densities associated with GGE-like ensembles acquire a remarkably simple appearance
ρGGE =
e−
∫ dp
2pi
ω(p)|A(p)|2
Z . (76)
Free GGEs are therefore gaussian in the modes A(p) (and this implies gaussianity in
Φ as well), with zero mean 〈A(p)〉 = 0 and correlation 〈A(p)A¯(q)〉 = 2piδ(p− q)n(p) with
n(p) = 1/ω(p). On thermal ensembles, we simply have ω(p) = βE(p), in agreement with
the free field limit of the TBA equations.
B.2 The partitioning protocol
Within the framework of the free theory, the partitioning protocol of Section 3.2 is most
easily solved. In fact, as no dressing is present, eq. (23) is entirely expressed in terms
of explicit quantities, with the group velocity in place of the effective velocity. In the
Klein-Gordon case (and using momenta rather then rapidities) it reads
n(ζ; p) = nL(p)Θ
(
p−mζ(1− ζ2)−1/2)+ nR(p)Θ (mζ(1− ζ2)−1/2 − p) , (77)
where we inverted the group velocity function
vgr(p) =
p√
p2 +m2
. (78)
In the spirit of GHD, the profile of a given observable O(x, t) is simply computed eval-
uating 〈O(x, t)〉 in an homogeneous GGE, but where the inhomogeneous filling n(ζ; p)
must be employed. We can now consider the profile of the trace of the stress energy
tensor, which in the free case simply reduces to T µµ(x, t) = m
2Φ2(x, t). Then according to
hydrodynamics,
lim
t→∞
〈T µµ(tζ, t)〉 = m2
∫
dp
2pi
n(ζ; p)
E(p)
. (79)
In particular, if we consider an initially bipartite thermal ensemble of inverse temperatures
βL and βR respectively, the integral can be computed exactly giving
〈T µµ〉 =
m
4
(
1
βL
+
1
βR
)
+
m
2pi
(
1
βR
− 1
βL
)
tan−1
[
ζ√
1− ζ2
]
. (80)
The profiles of the vertex operators are easily computable as well. Of course, in order
to obtain a non-trivial result while g → 0 we should rescale k in the vertex operator
ekgΦ in such a way that kg remains constant. Vertex operators are most easily addressed
exploiting the gaussianity of the ensemble through the cumulant expansion
〈ekgΦ(x,t)〉 = e (kg)
2
2
〈Φ2(x,t)〉 (81)
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and Φ2(x, t), apart from an overall m2 factor, is nothing other than the trace of the stress
energy tensor we considered before.
We note that as soon as the interaction is switched on, the simple form (80) is spoiled
by the dressing of the energy and of the effective velocity, nevertheless a trait of the free
theory survives to the dressing procedure, namely the behaviour at the edges of the light-
cone ζ = ±1. In fact, eq. (80) approaches the edges with a square root singularity in
the first derivative and such a behaviour is clearly present also in the interacting plots of
Section 3.2. The motivation is simple: the behaviour at the light-cone is determined only
by the fastest quasi-particles, but for large rapidities the filling n(θ) goes to zero and the
dressing becomes ineffective. In this limit the theory is essentially free, recovering thus
the behaviour of (80).
B.3 Correlation function of the stress-energy tensor T µµ(x, t)
Having reviewed the basics of the free theory, we are now in the position to compute the
connected correlator
〈T µµ(x, t)T νν(0, 0)〉c = m4〈Φ(x, t)2Φ(0, 0)2〉c = 2m4
(
〈Φ(x, t)Φ(0, 0)〉
)2
. (82)
where in the last step we took advantage of gaussianity of the GGE ensemble. A quick
evaluation of the two point correlator leads us to
〈T µµ(x, t)T νν(0, 0)〉c = 2m4
(∫
dp
2pi
n(p)
E(p)
cos(E(p)t− px)
)2
. (83)
We can now consider the two relevant Eulerian scale limits analysed in the main text.
First, we study the two point correlator averaged along the ray, i.e.
lim
t→∞
1
t
∫ t
0
dτ τ〈T µµ(τζ, τ)T νν(0, 0)〉c . (84)
In the large t limit, only the large time limit of the correlator matters. In fact, any
integration on a finite region 0 < τ < t0 gives ∼ t−1 corrections. The large time limit
is immediately computed by mean of a saddle point approximation. We define pζ as the
solution of vgr(pζ) = ζ. Then∫
dp
2pi
n(p)
E(p)
cos(E(p)t− px) = n(pζ)
2piE(pζ)
cos(t(E(pζ)− ζpζ) + pi/4)
√
2pi
t|∂pζv(pζ)|
+O(t−1) .
(85)
Plugging this in (83) we readily obtain
1
t
∫ t
0
dτ τ〈T µµ(τζ, τ)T νν(0, 0)〉c =
m4
2pi
(
n(pζ)
E(pζ)
)2
1
|∂pζv(pζ)|
+O(t−1) . (86)
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This coincides with the GHD prediction in the non-interacting case (44). In the case of a
free thermal ensemble we get
1
t
∫ t
0
dτ τ〈T µµ(τζ, τ)T νν(0, 0)〉c =
m
2piβ2
√
1− ζ2 +O(t−1) . (87)
We can now consider the second Eulerian correlator integrated on space∫
dx 〈T µµ(x, t)T νν(0, 0)〉c = m4
∫
dp
2pi
(
n(p)
E(p)
)2
[1 + cos(2E(p)t)] . (88)
In the long time limit, the fast oscillating phase averages to zero. The leading correction
can be computed by mean of a saddle point estimation, giving a ∼ t−1/2 contribution∫
dx 〈T µµ(x, t)T νν(0, 0)〉c = m4
∫
dp
2pi
(
n(p)
E(p)
)2
+O(t−1/2) , (89)
in agreement with the GHD prediction without the needed of any further fluid-cell inte-
gration along the time direction.
B.4 Correlation function of the vertex operators
Besides the correlation functions of the trace of the stress energy tensor, the GHD provides
us the value of correlation functions of the vertex operators as well. This part is devoted
to computing 〈ekgΦ(x,t)ek′gΦ(0,0)〉c on free GGE-like ensembles. Exploiting the gaussianity
of the ensemble, we can readily write
〈ekgΦ(x,t)ek′gΦ(0,0)〉c = e (kg)
2
2
〈Φ2(x,t)〉e
(k′g)2
2
〈Φ2(0,0)〉
(
ekk
′g2〈Φ(x,t)Φ(0,0)〉 − 1
)
. (90)
Thanks to the homogeneity of the ensemble, all the non-trivial coordinate and time de-
pendence is carried by ekk
′g2〈Φ(x,t)Φ(0,0)〉. We start with the correlation function integrated
along the ray, in this perspective we are interested in
1
t
∫ t
0
dτ τ
(
ekk
′g2〈Φ(ζτ,τ)Φ(0,0)〉 − 1
)
(91)
in the t → ∞ limit. As in the previous case, the leading behaviour can be extracted
focusing in the large τ behaviour of the integrand. In this perspective, 〈Φ(ζτ, τ)Φ(0, 0)〉
can be estimated through the saddle-point as in (85). Then, since 〈Φ(ζτ, τ)Φ(0, 0)〉 → 0 in
the τ →∞ limit, we can Taylor expand the exponential. In order to compute the leading
behaviour, we need to retain up to the second non-trivial term in the Taylor expansion
1
t
∫ t
0
dτ τ
(
ekk
′g2〈Φ(ζτ,τ)Φ(0,0)〉 − 1
)
= kk′g2
1
t
∫ t
0
dτ τ〈Φ(ζτ, τ)Φ(0, 0)〉+
(kk′g2)2
2
1
t
∫ t
0
dτ τ
(
〈Φ(ζτ, τ)Φ(0, 0)〉
)2
+O(t−1) . (92)
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Among the two terms, the second is the same we encountered in the analogue calculations
for the 〈T µµT νν〉 correlator and thus attains a constant value plus O(t−1) corrections.
Concerning the first term, we are going to show
1
t
∫ t
0
dτ τ〈Φ(ζτ, τ)Φ(0, 0)〉 = 1
t
∫ t
0
dτ τ
∫
dp
2pi
n(p)
E(p)
cos(τ(E(p)− pζ)) = O(t−1/2) . (93)
In fact, exchanging the integration over momentum and time we face∫
dp
2pi
n(p)
E(p)
[
sin(t(E(p)− pζ))
E(p)− pζ +
1
t
cos(t(E(p)− pζ))− 1
(E(p)− pζ)2
]
(94)
and then a saddle point estimation gives (93). Merging the different pieces, we find
1
t
∫ t
0
dτ τ〈ekgΦ(τζ,τ)ek′gΦ(0,0)〉c =
(
kk′mg2
n(pζ)
E(pζ)
)2
eg
2 k
2+k′2
2
〈Φ2〉
8pi|∂pζv(pζ)|
+ kk′O(t−1/2) . (95)
The consistency of this result with the GHD prediction (28) is easily proven taking
the g → 0 limit (with kg constant) of eq. (46) which simply reads
lim
g→0,kg const.
V k(θ) =
(gk)2
2E(m sinh θ)
Vk (96)
and then using this in eq. (28). Compared with the stress energy tensor case, the
corrections vanish slower (as ∼ t−1/2 rather then ∼ t−1) and this qualitative feature can
be recognized also in the numerical analysis of the interacting case. However, notice that
the ∼ t−1/2 corrections are proportional to kk′. Thus, if we symmetrize the correlator
with respect to k → −k and/or k′ → −k′ we can improve the convergence. For example
1
t
∫ t
0
dτ τ〈cosh(kgΦ(τζ, τ)) cosh(k′gΦ(0, 0))〉c =
(
kk′g2
n(pζ)
E(pζ)
)2
eg
2 k
2+k′2
2
〈Φ2〉
8pi|∂pζv(pζ)|
+O(t−1) .
(97)
Also in the interacting case, while we cannot analytically derive the corrections to GHD,
we experience a steady improvement in the convergence through symmetrization of the
correlators of vertex operators.
We now consider the space-integrated correlator, best addressed by Taylor expanding
the exponential∫
dx
(
ekk
′g2〈Φ(x,t)Φ(0,0)〉 − 1
)
=
∞∑
j=1
(kk′g2)j
j!
∫
dx
∫
djp
(2pi)j
j∏
i=1
[
n(pi)
E(pi)
cos(tE(pi)− pix))
]
.
(98)
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Thanks to the space integration, in each term we obtain a global conservation law on the
total momentum.∫
dx
(
ekk
′g2〈Φ(x,t)Φ(0,0)〉 − 1
)
=
∞∑
j=1
(kk′g2)j
j!
∑
±i
∫
djp
(2pi)j
j∏
i=1
[
n(pi)
2E(pi)
]
eit
∑j
i=1±iE(pi)2piδ
(
n∑
i=1
±ipi
)
. (99)
Above, the sum over all the possible choices of ±i must be considered. Now we can study
the t → ∞ limit. For j > 2 the decay can be readily estimated through a saddle point,
leading to the general decay ∼ t−(j−1)/2. Concerning j = 2, this estimation does not hold:
in fact there are terms that do not oscillate, plus oscillating phases that provide t−1/2
corrections. Crucial is the role of the j = 1 term that does not decay, but rather oscillates
without any damping.∫
dx
(
ekk
′g2〈Φ(x,t)Φ(0,0)〉 − 1
)
= (kk′g2)
n(0)
E(0)
cos(mt)+
(kk′g2)2
4
∫
dp
2pi
(
n(p)
E(p)
)2
+O(t−1/2) .
(100)
The presence of the undamped oscillating term has as a consequence that the mere spa-
tial integration is not enough to ensure convergence to GHD and a proper fluid-cell av-
erage in the time direction must be considered. However, notice that if we consider the
symmetrized correlator 〈cosh(kgΦ) cosh(k′gΦ)〉, the undamped term drops out by the
symmetry k → −k or equivalently k′ → −k′. In this case, spatial integration alone
ensures the convergence to a steady value that matches the non-interacting limit of the
GHD prediction. In the interacting case, the numerics displays long-lived oscillations in
the space-integrated correlator of general vertex operators, while these are absent in the
symmetric case (see Section 3.3).
C Numerical Methods
This Appendix contains a short summary of the numerical methods we used to find the
results for the Sinh Gordon model presented in Section 3. In Section C.1 we consider the
numerical solution of the TBA and hydrodynamics, while in Section C.2 we present the
direct simulation of the model.
C.1 Numerical solution of TBA and hydrodynamic
Both in the partitioning protocol of Section 3.2 and for the correlation function of Section
3.3, the first step is solving the TBA equation (31), which is more difficult than the
more familiar quantum case. The main difficulties reside in i) the singular kernel (32)
and ii) the lack of convergence of (31) under a natural iterative approximation scheme,
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in contrast with the familiar quantum case. The first issue is overcome with a careful
discretization of the integral equation, while the second issue is avoided using the Newton
method. Consider the integral equation (31) where we set m = g = 1 for simplicity and
specialize it to the thermal case ω(θ) = β cosh θ. Actually, it is convenient to parametrize
the effective energy as
(θ) = β cosh θ eχ(θ) . (101)
This ensures the UV behaviour limθ→±∞ χ(θ) = 0. In terms of the new variable eq. (31)
can be written as
eχ(θ) − 1 + f(θ) + 1
4β cosh θ
P
∫ ∞
−∞
dθ′
2pi
1
sinh(θ − γ)∂γχ(γ) = 0 , (102)
where the principal value prescription is enforced and f(θ) is defined as
f(θ) =
1
4β cosh θ
P
∫ ∞
−∞
dγ
2pi
tanh γ
sinh(θ − γ) . (103)
In order to solve for χ(θ) we symmetrically discretize the set of rapidities θi = ∆ (i− 1/2)
with i ∈ {−N + 1,−N, ..., N}. The linear operator defined through the integral is dis-
cretized as follows: defining t(θ) = ∂θχ(θ) we pose∫ ∞
−∞
dγ
t(γ)
sinh(θi − γ) '
N∑
j=−N+1
∫ θj+∆/2
θj−∆/2
dγ
∑2l
a=0 A
a
i [t](γ − θj)2a
sinh(θi − γ) , (104)
where in each interval centred in θj we replace t(θ) with a symmetrical interpolation of
the 2lth order t(θ) =
∑2l
a=0 A
a
j [t](θ − θj)a. The Aaj [t] coefficients are linear in t(θ) and are
solution of
2l∑
a=0
Aai [t](b∆)
a = t(θi+b), b ∈ {−l,−l + 1, ..., l − 1, l} . (105)
The last step in the discretization procedure estimates t(θ) = ∂θχ(θ) through a finite
difference scheme of the 2dth order, obtained solving for the first derivative the following
system
χ(θi+a) =
2d∑
s=0
(a∆)s
s!
∂aθχ
∣∣∣
θ=θi
, a ∈ {−d, ..., d} (106)
Combining together eq. (104-105-106) we obtain the desired discretization of the TBA
equation (102)
eχ(θi) − 1 + f(θi) + 1
4β cosh θi
N∑
j=−N+1
ωi,j χ(θj) = 0 . (107)
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The coefficients f(θi) and the matrix ωi,j are numerically computed once and for all
evaluating the needed integrals, then the non-linear equation obtained this way is solved
for the discrete set χ(θi) through the iterative Newton method. The algorithm is observed
to have fast convergence properties using as starting point the non-interacting solution,
i.e. χ = 0. For β ∼ O(1), with N = 800, ∆ = 0.0175 and a = d = 3, the TBA equation
(102) is solved within an error ∼ 10−8. Once the needed TBA solutions are obtained
the remaining passages follow smoothly: the linear dressing equations, which involve the
same singular kernel of the TBA, are discretized again following eq. (104-105-106) and
then solved through a matrix inversion. The nonlinear equation defining the solution of
the partitioning protocol (23) is solved by simple iteration, displaying fast convergence.
C.2 Direct numerical simulation
The formal definition of the averages we want to compute is given in (1). We compute
numerical values for these averages by the Metropolis-Hasting algorithm applied to a
discretisation of the Sinh-Gordon field theory on a lattice. This algorithm generates a
sequence of N field configurations Ci (at time t = 0) such that the statistical average is
approximated by the average of the values on the configurations
〈O〉 ' 1
N
∑
Ci
O(Ci) , (108)
where we use the equations of motion to find the value of Φ(x, t) from the initial config-
uration C, if needed to calculate the value of O.
For various reasons (outlined below) we have chosen an integrable discretisation of
the Sinh-Gordon field theory on a light-cone lattice. We have used the description of
Hirota’s integrable discretization of the Sine-Gordon model given by Orfanidis in [82] and
analytically continued this to obtain the discrete Sinh-Gordon model.
The discrete model lives on a light-cone lattice, as shown in figure 10. We use the
variable ϕ = exp(gΦ/2), and denote the lattice variables by ϕij ≡ ϕ(ai, aj) where a is the
lattice spacing as this simplifies the evolution equations and conserved quantities.
The time evolution is
ϕi,j+1 =
1
ϕi,j−1
(
ϕi−1,jϕi+1,j + λ
1 + λϕi−1,jϕi+1,j
)
, λ =
a2m2
4
. (109)
We fully specify the field at each lattice point if we give the values {ϕ2i,0, ϕ2i+1,1} on the
thick zig-zag line in Figure 10, so a configuration C for us is the set of values {ϕ2i,0, ϕ2i+1,1}
and this is the data used in the Metropolis algorithm to find a thermal or GGE ensemble.
One starts by assigning values randomly to an initial configuration{ϕ2i,0, ϕ2i+1,1}0
Given a configuration {ϕ2i,0, ϕ2i+1,1}n (with the values assigned randomly) we consider
a new configuration obtained by picking a site, picking a new value of the field at that
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ϕ−3−1 ϕ−1−1 ϕ1−1 ϕ3−1 ϕ5−1
ϕ−20 ϕ00 ϕ20 ϕ40 ϕ60
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ϕ−22 ϕ02 ϕ22 ϕ42 ϕ62
ϕ−32 ϕ−12 ϕ12 ϕ32 ϕ52
Figure 10: The light-cone lattice and the field ϕij
site (through a suitable random process) and accepting or rejecting the new value ac-
cording to the Metropolis algorithm. The resulting set of values is the new configuration
{ϕ2i,0, ϕ2i+1,1}n+1. This is then repeated, running through all the sites in the lattice in
turn. One has to tune the process of choosing a new field value to maximise the rate at
which the sequence of field configurations sample the total configuration space. The suc-
cessive field configurations will be correlated, so that one has to discard an initial number
which are correlated with the initial random configuration; after that, one collects a total
number N of samples, with N large enough for the numerical approximation (108) to con-
verge. The details of the Metropolis-Hasting algorithm are left to the original references
[80, 81].
There were several reasons for choosing this integrable discretisation, the principle
one being that for many quantities we need to evolve the field configurations in time. We
found that the errors introduced by a non-integrable discretisation of the Sinh-Gordon
model required a very small time step in the numerical time evolution, much smaller
than the spatial separation in the discretised model as was also found in [69]. With an
integrable discretisation we could use the same size step in the two directions (technically
in both light-cone directions) which meant that the time-evolution was not only up to
100 times faster but had intrinsically smaller errors. Another advantage of the lightcone
discretisation is that one only needs to store the values of the field Φ at each site, and not
the pair (Φ,Π), the reason being that the conjugate momentum to Φ on the lightcone is
the lightcone derivative of Φ itself and not an independent field.
These evolution equations are integrable with an infinite set of conserved quantities
as shown in [82], the simplest of which are the light-cone components of the momentum,
P± = (2a)
∑
i∈2Z
P±,i , (110)
P±,i = 1
a2g2
(
ϕi,0
ϕi±1,1
+
ϕi±1,1
ϕi,0
− 2
)
+
λ
a2g2
(
ϕi,0ϕi∓1,1 +
1
ϕi∓1,1ϕi,0
− 2
)
. (111)
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The energy and momentum are given by
H = P+ + P− , P = P+ − P− . (112)
The next simplest conserved charges Q±3 have spin ±3, which are given in the continuum
as space integrals of two conserved currents. These can easily be constructed explicitly in
light-cone coordinates x± = t± x as, for example,
Q±3 =
∫
(T±4 + T±2)dx , ∂±T±2 + ∂∓T±4 = 0 , (113)
T±4 = (∂2±Φ)
2 +
g2
4
(∂±Φ)4 , T±2 =
m2
4
(∂±Φ)2 cosh(gΦ) (114)
Note that these expressions are only defined up to the addition of total derivatives.
One can likewise define exactly conserved lattice conserved charges which have these
as their continuum limit. There is a construction given in [82], but we will instead use
the identification (after a charge of variables) of the continuation of Orfanidis’ equations
with the integrable equations of type H3δ=0 in the classification of Adler et al. [83] and
use the simpler expression given by Rasin and Hydon in table 2 of [84]. After the required
change of variables and using the evolution equation to express the conserved quantities
(originally defined on a light cone) in terms of the field values on the initial zig-zag line
we find
Q±3 = (2a)
∑
i∈2Z
Q±3,i (115)
Q±3,i = 1
a4g2
(
log[ϕi±2,0ϕi+1,1ϕi,0ϕi−1,1] + 2 log[2(1 + λ)]
− 2 log [ϕi±2,0ϕi,0 + ϕi+1,1ϕi−1,1 + λ(1 + ϕi±2,0ϕi,0ϕi+1,1ϕi−1,1)]
)
(116)
There are both conserved by the evolution equation but are not finite in the a→ 0 limit.
The simplest combination which gives the expected form m3 cosh(3θ) in the continuum
limit is
H3 = 4(Q+3 +Q−3 + 1
a2
H) . (117)
The thermal and GGE ensembles are then constructed using the expressions (112)
and (117) for H and H3. For the homogeneous case, the lattice Hamiltonian was simply
given by
β1H1 + β3H3 , (118)
and we chose periodic boundary conditions for the lattice variables, so that if there are n
sites then ϕ1j = ϕn+1j. For the partitioning protocol chose a periodic lattice of length 2n
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where the lattice Hamiltonian was
n∑
i=1
(βL1 · (P+i + P−i) + βL3 · 4(Q+3i +Q−3i +
1
a2
(P+i + P−i))) (119)
+
2n∑
i=n+1
(βR1 · (P+i + P−i) + βR3 · 4(Q+3i +Q−3i +
1
a2
(P+i + P−i))) . (120)
This meant that the two halves of the periodic lattice were joined while in equilibrium
in their separate GGE “heat baths” at t = 0, before being allowed to evolve freely for
t > 0. This meant that there was a small, smooth, transition zone around the junctions
of the two separate baths, but this does not seem to have had a big effect on the long
time behaviour. We had considered preparing the two halves each in their own heat bath
and then joining them at t = 0, but the discontinuity in the fields and their derivatives
created a “spike” of energy at the junction which then persisted for long times.
It is straightforward to include higher charges in the lattice Hamiltonian. The lat-
tice equations of motion (in their H3δ=0 formulation) have been investigated extensively
and several constructions of infinite series of conserved quantities are known, see [85, 86].
The terms in the conserved charges depend on increasing numbers of lattice variables: H
depends on only two nearest neighbour sites, H3 on four neighbouring sites, and H2n+1
on 2n + 2 neighbouring sites. In terms of the numerical evaluation, this means a small
increase in the computational time to evaluate the Hamiltonian but the main effect is the
suppression of spatial variation through the coupling to higher powers of the derivative
which mean that the standard Metropolis algorithm takes much longer to converge. Se-
rious numerical work including H5 or higher might need a more sophisticated algorithm
for updating the configurations than the simple one outlined here.
References
[1] S. Jezouin et al, Quantum limit of heat flow across a single electronic channel, Science
342, 601 (2013), doi:10.1126/science.1241912.
[2] J.-P. Brantut et al., A thermoelectric heat engine with ultracold atoms, Science Re-
ports 342, 713 (2013), doi:10.1126/science.1242308.
[3] T. Kinoshita, T. Wenger, D.S. Weiss, A quantum Newton’s cradle, Nature 440, 900
(2006), doi:10.1038/nature04693.
[4] T. Langen et al, Experimental observation of a generalized Gibbs ensemble, Science
348, 207 (2015), doi:10.1126/science.1257026.
[5] M. Cheneau et al, Light-cone-like spreading of correlations in a quantum many-body
system, Nature 481, 484 (2012), doi:10.1038/nature10748.
41
[6] H. Spohn, Large Scale Dynamics of Interacting Particles, (Springer-Verlag, Heidel-
berg, 1991)
[7] O. A. Castro-Alvaredo, B. Doyon and T. Yoshimura, Emergent hydrodynamics in
integrable quantum systems out of equilibrium, Phys. Rev. X 6, 041065 (2016),
doi:10.1103/PhysRevX.6.041065.
[8] B. Bertini, M Collura, J. De Nardis and M Fagotti, Transport in out-of-equilibrium
XXZ chains: exact profiles of charges and currents, Phys. Rev. Lett. 117, 207201
(2016), doi:10.1103/PhysRevLett.117.207201.
[9] B. Doyon and T. Yoshimura, A note on generalized hydrodynamics: in-
homogeneous fields and other concepts, SciPost Phys. 2, 014 (2017),
doi:10.21468/SciPostPhys.2.2.014.
[10] M. Fagotti, Charges and currents in quantum spin chains: late-time dynamics and
spontaneous currents, J. Phys. A: Math. Theor. 50 034005 (2017), doi:10.1088/1751-
8121/50/3/034005.
[11] V. B. Bulchandani, R. Vasseur, C. Karrasch and J. E. Moore, Bethe-Boltzmann
hydrodynamics and spin transport in the XXZ chain, Phys. Rev. B 97, 045407 (2018),
doi:10.1103/PhysRevB.97.045407.
[12] A. De Luca, M. Collura, J. De Nardis, Non-equilibrium spin transport in integrable
spin chains: persistent currents and emergence of magnetic domains, Phys. Rev. B
96, 020403 (2017), doi:10.1103/PhysRevB.96.020403.
[13] B. Doyon and H. Spohn, Dynamics of hard rods with initial domain wall state, J.
Stat. Mech. 073210 (2017), doi:10.1088/1742-5468/aa7abf.
[14] E. Ilievski and J. De Nardis, Microscopic Origin of Ideal Conductiv-
ity in Integrable Quantum Models, Phys. Rev. Lett. 119, 020602 (2017),
doi:10.1103/PhysRevLett.119.020602.
[15] B. Doyon, J. Dubail, R. Konik and T. Yoshimura, Large-Scale Description
of Interacting One-Dimensional Bose Gases: Generalized Hydrodynamics Su-
persedes Conventional Hydrodynamics, Phys. Rev. Lett. 119, 195301 (2017),
doi:10.1103/PhysRevLett.119.195301.
[16] B. Doyon, H. Spohn and T. Yoshimura, A geometric viewpoint on generalized hydro-
dynamics, Nucl. Phys. B 926 , 570 - 583 (2018), doi:10.1016/j.nuclphysb.2017.12.002.
[17] B. Doyon, T. Yoshimura and J.-S. Caux, Soliton gases and generalized hydrodynam-
ics, preprint arXiv:1704.05482 (2017).
42
[18] B. Doyon and H. Spohn, Drude Weight for the Lieb-Liniger Bose Gas, SciPost Phys.
3, 039 (2017), doi:10.21468/SciPostPhys.3.6.039.
[19] L. Piroli, J. De Nardis, M. Collura, B. Bertini, and M. Fagotti, Transport in out-of-
equilibrium XXZ chains: Nonballistic behavior and correlation functions, Phys. Rev.
B 96, 115124 (2017), doi:10.1103/PhysRevB.96.115124
[20] E. Ilievski, J. De Nardis, Ballistic transport in the one-dimensional Hub-
bard model: the hydrodynamic approach, Phys. Rev. B 96, 081118 (2017),
doi:10.1103/PhysRevB.96.081118
[21] M. Fagotti, Higher-order generalized hydrodynamics in one dimension: The nonin-
teracting test, Phys. Rev. B 96, 220302 (2017), doi:10.1103/PhysRevB.96.220302.
[22] V. B. Bulchandani, R. Vasseur, C. Karrasch and J. E. Moore, Solvable hydro-
dynamics of quantum integrable systems, Phys. Rev. Lett. 119, 220604 (2017).
doi:10.1103/PhysRevLett.119.220604.
[23] V. B. Bulchandani, On classical integrability of the hydrodynamics of quantum in-
tegrable systems, J. Phys. A: Math. Theor. 50 435203 (2017), doi:10.1088/1751-
8121/aa8c62.
[24] M. Collura, A. De Luca, J. Viti, Analytic solution of the domain wall non-equilibrium
stationary state, preprint arXiv:1707.06218 (2017).
[25] D. Doyon, Exact large-scale correlations in integrable systems out of equilibrium,
arXiv:1711.04568 (2017).
[26] A. Bastianello, D. De Luca, Non-Equilibrium Steady State generated by a moving
defect: the supersonic threshold, arXiv:1705.09270 (2017).
[27] M. Rigol, V. Dunjko, V. Yurovsky, and M. Olshanii, Relaxation in a Completely
Integrable Many-Body Quantum System: An Ab Initio Study of the Dynamics of the
Highly Excited States of 1D Lattice Hard-Core Bosons, Phys. Rev. Lett. 98, 050405
(2007), doi:10.1103/PhysRevLett.98.050405.
[28] J. Eisert, M. Friesdorf and C. Gogolin, Quantum many-body systems out of equilib-
rium, Nature Phys. 11, 124 (2015), doi:10.1038/nphys3215.
[29] F. Essler and M. Fagotti, Quench dynamics and relaxation in isolated inte-
grable quantum spin chains, J. Stat. Mech. 064002 (2016), doi:10.1088/1742-
5468/2016/06/064002.
[30] L. Vidmar and M. Rigol, Generalized Gibbs ensemble in integrable lattice models, J.
Stat. Mech. 064007 (2016), doi:10.1088/1742-5468/2016/06/064007.
43
[31] H. Spohn and J. L. Lebowitz, Stationary non-equilibrium states of infinite harmonic
systems, Commun. Math. Phys. 54, 97 (1977).
[32] H. Araki and T. G. Ho, Asymptotic time evolution of a partitioned infinite two-sided
isotropic XY- chain, Proc. Steklov Inst. Math. 228, 203 (2000).
[33] Y. Ogata, Non-equilibrium properties in the transverse XX chain, Phys. Rev. E 66,
016135 (2002), doi:10.1103/PhysRevE.66.016135.
[34] W. H. Aschbacher and C-A. Pillet, Non-equilibrium steady states of the XY chain,
J. Stat. Phys 112, 1153 (2003), doi:10.1023/A:1024619726273.
[35] D. Bernard and B. Doyon, Energy flow in non-equilibrium conformal field theory, J.
Phys. A 45, 362001 (2012), doi:10.1088/1751-8113/45/36/362001.
[36] D. Bernard and B. Doyon, Non-equilibrium steady-states in conformal field theory,
Ann. Henri Poincare´ 16, 113-161, (2015), doi:10.1007/s00023-014-0314-8.
[37] D. Bernard and B. Doyon, Conformal field theory out of equilibrium: a review, J.
Stat. Mech. 064005 (2016), doi:10.1088/1742-5468/2016/06/064005/pdf.
[38] M. Ljubotina, M. Znidaric and T. Prosen, Spin diffusion from an inho-
mogeneous quench in an integrable system, Nat. Commun. 8, 16117 (2017),
doi:10.1038/ncomms16117.
[39] C. N. Yang and C. P. Yang. Thermodynamics of a one-dimensional system of bosons
with repulsive delta-function interaction, J. Math. Phys., 10:1115-1122, (1969),
doi:10.1063/1.1664947.
[40] A. Zamolodchikov, Thermodynamic Bethe ansatz in relativistic models: Scal-
ing 3-state Potts and Lee-Yang models, Nucl. Phys. B 342, 695-720 (1990),
doi:10.1016/0550-3213(90)90333-9.
[41] J. Mossel and J.-S. Caux, Generalized TBA and generalized Gibbs, J. Phys. A 45,
255001 (2012), doi:10.1088/1751-8113/45/25/255001/meta.
[42] C. Boldrighini, R. L. Dobrushin and Yu. M. Sukhov, One-dimensional hard rod car-
icature of hydrodynamics, J. Stat. Phys. 31, 577 (1983), doi:10.1007/BF01019499.
[43] C. Boldrighini and Yu. M. Suhov, One-dimensional hard rod caricature of hydro-
dynamics: Navier-Stokes correction for locally-equilibrium initial states, Commun.
Math. Phys. 189, 577 (1997), doi: 10.1007/s002200050218.
[44] V. E. Zakharov, Kinetic equation for solitons, Sov. Phys. JETP 33, 538 (1971).
44
[45] G. A. El, The thermodynamic limit of the Whitham equations, Phys. Lett. A 311,
374 (2003), doi:10.1016/S0375-9601(03)00515-2.
[46] G. A. El and A. M. Kamchatnov, Kinetic equation for a dense soliton gas, Phys.
Rev. Lett. 95, 204101 (2005), doi:10.1103/PhysRevLett.95.204101.
[47] G. A. El, A. M. Kamchatnov, M. V. Pavlov and S. A. Zykov, Kinetic equation for
a soliton gas and its hydrodynamic reductions, J. Nonlin. Science 21, 151 (2011),
doi:10.1007/s00332-010-9080-z.
[48] N. Chen, M. D. Johnson, and M. Fowler, Classical limit of Bethe-ansatz ther-
modynamics for the sine-Gordon system, Phys. Rev. Lett. 56, 1427 (1986),
doi:10.1103/PhysRevLett.56.904.
[49] J. Timonen, M. Stirland, D. J. Pilling, Yi Cheng, and R. K. Bullough, Statis-
tical mechanics of the sine-Gordon equation, Phys. Rev. Lett. 56, 2233 (1986),
doi:10.1103/PhysRevLett.56.2233.
[50] J. Timonen, R. K. Bullough, and D. J. Pilling, Exact Bethe-ansatz thermodynamics
for the sine-Gordon model in the classical limit: Effect of long strings, Phys. Rev. B
34, 6525 (1986),doi:10.1103/PhysRevB.34.6525.
[51] R. K. Bullough, D. J. Pilling, and J Timonen, Quantum and classical statistical
mechanics of the sinh-Gordon equation, J. Phys. A: Math. Gen. 19 L955 (1986),
doi:10.1088/0305-4470/19/16/002.
[52] M. Wadati,Bosonic Formulation of the Bethe Ansatz Method, J. Phys. Soc. Jpn. 54,
pp. 3727-3733 (1985), doi:10.1143/JPSJ.54.3727.
[53] S. Negro and F. Smirnov,On one-point functions for sinh-Gordon model at finite
temperature, Nucl. Phys. B 875, 166 (2013), doi:10.1016/j.nuclphysb.2013.06.023.
[54] S. Negro, On sinh-Gordon Thermodynamic Bethe Ansatz and fermionic basis, Int. J.
Mod. Phys. A29, 1450111 (2014), doi:10.1016/j.nuclphysb.2013.06.023.
[55] B. Bertini, L. Piroli, P. Calabrese, Quantum quenches in the sinh-Gordon model:
steady state and one-point correlation functions, J. Stat. Mech. 063102 (2016),
doi:10.1088/1742-5468/2016/06/063102.
[56] H. Spohn, Nonlinear fluctuating hydrodynamics for anharmonic chains, J. Stat. Phys.
155, 1191 (2014), doi:10.1007/s10955-014-0933-y.
[57] T. Prosen and E. Ilievski, Families of quasilocal conservation laws
and quantum spin transport, Phys. Rev. Lett. 111, 057203 (2013),
doi:10.1103/PhysRevLett.111.057203.
45
[58] E. Ilievski, M. Medenjak, T. Prosen, Quasilocal conserved operators in the
isotropic Heisenberg spin-1/2 chain, Phys. Rev. Lett. 115, 120601 (2015),
doi:10.1103/PhysRevLett.115.120601.
[59] E. Ilievski, M Medenjak, T. Prosen and L. Zadnik, Quasilocal charges in integrable lat-
tice systems, J. Stat. Mech. 064008 (2016), doi:10.1088/1742-5468/2016/06/064008.
[60] B. Doyon, Thermalization and Pseudolocality in Extended Quantum Systems, Com-
mun. Math. Phys. 351, 155-200 (2017), doi:10.1007/s00220-017-2836-7.
[61] D. Bernard and A. LeClair, Residual quantum symmetries of the Restricted sine-
Gordon theories, Nucl. Phys. B 340 721 (1990), doi:10.1016/0550-3213(90)90466-Q.
[62] D. Bernard and A. LeClair, Quantum group symmetries and non-local currents in
2D QFT, Commun. Math. Phys. 142 99 (1991), doi:10.1007/BF02099173.
[63] V. Bazhanov, S. Lukyanov and A. Zamolodchikov, Integrable structure of confor-
mal field theory, quantum KdV theory and Thermodynamic Bethe Ansatz, Commun.
Math. Phys. 177 381 (1996), doi:10.1007/BF02101898.
[64] V. Bazhanov, S. Lukyanov and A. Zamolodchikov, Integrable Structure of Conformal
Field Theory II. Q-operator and DDV equation , Commun. Math. Phys. 190 247
(1996), doi:10.1007/s002200050240.
[65] F. H. L. Essler, G. Mussardo, and M. Panfil Generalized Gibbs ensembles for quantum
field theories, Phys. Rev. A91, 051602(R) (2015), doi: 10.1103/PhysRevA.91.051602.
[66] E. Vernier and A.C. Cubero,Quasilocal charges and progress towards the complete
GGE for field theories with nondiagonal scattering, J. Stat. Mech. 023101 (2017),
doi:10.1088/1742-5468/aa5288.
[67] F. H. L. Essler, G. Mussardo and M. Panfil, On truncated generalized Gibbs ensembles
in the Ising field theory, J. Stat. Mech. 013103 (2017), doi:10.1088/1742-5468/aa53f4.
[68] A. Bastianello and S. Sotiriadis, Quasi locality of the GGE in interacting-to-free
quenches in relativistic field theories, J. Stat. Mech. 023105 (2017), doi:10.1088/1742-
5468/aa5738.
[69] A. De Luca and G. Mussardo, Equilibration properties of classical integrable field
theories, J. Stat. Mech. 064011 (2016), doi:10.1088/1742-5468/2016/06/064011.
[70] L.D. Faddeev, L.A. Takhtajan, Hamiltonian Methods, Springer, Berlin (2000).
[71] S. Novikov, S.V. Manakov, L.P. Pitaevskii, V.E. Zakharov, Theory of Solitons,
Plenum Publ. Corporation, New York (1984).
46
[72] M.J. Ablowitz and H. Segur, Solitons and the Inverse Scattering Transform, SIAM
Philadelphia 1961.
[73] A. G. Izergin, V. E. Korepin, Lattice versions of quantum field theory models in two
dimensions, Nucl. Phys. B 205, 401-413 (1982), doi:10.1016/0550-3213(82)90365-0.
[74] U. Schollwo¨ck, The density-matrix renormalization group in the age of matrix product
states, Annals of Physics, 326, 96-192 (2011), doi: 10.1016/j.aop.2010.09.012.
[75] A.B. Zamolodchikov and Al.B. Zamolodchikov, Factorized S-matrices in two di-
mensions as the exact solutions of certain relativistic quantum field theory models,
Ann.Phys. 120, 253 (1979), doi:10.1016/0003-4916(79)90391-9.
[76] P. Dorey, (1997). Exact S-matrices in Conformal field theories and integrable models
(pp. 85-125), Springer Berlin Heidelberg, doi:10.1007/BFb0105279.
[77] A. LeClair, G. Mussardo, Finite temperature correlation functions in integrable QFT,
Nucl. Phys. B, 552, 624-642 (1999), doi:10.1016/S0550-3213(99)00280-1.
[78] R. K. Bullough in Nonlinear Phenomena in Physics: Proceedings of the 1984 Latin
American School of Physics, Santiago, Chile, July 16 - August 3, 1984. Vol. 3.
Springer Science & Business Media, (2012).
[79] H. Babujian and M. Karowski, Sine-Gordon breather form factors and quantum field
equations, J. Phys. A 35, 9081 (2002), doi:10.1088/0305-4470/35/43/308.
[80] N. Metropolis, A. Rosenbluth, M. Rosenbluth, A. Teller, and E. Teller, Equations
of state calculations by fast computing machines, J. Chem. Phys., 21(6): 1087-
1092(1953), doi:10.1063/1.1699114.
[81] W. Hastings, Monte Carlo sampling methods using Markov chains and their applica-
tion, Biometrika, 57: 97109 (1970), doi:10.1093/biomet/57.1.97.
[82] S.J. Orfanidis, Discrete sine-Gordon equations, Phys. Rev. D 18 (1978) 3822–3827,
doi:10.1103/PhysRevD.18.3822.
[83] V.E. Adler, A.I. Bobenko and Yu.B. Suris, Classification of Integrable Equations
on Quad-Graphs. The Consistency Approach, Commun. Math. Phys. 233 513–543
(2003), doi:10.1007/s00220-002-0762-8.
[84] O.G. Rasin and P.E. Hydon PE, Conservation laws for integrable difference equations,
J. Phys. A: Math. Theor. 40 12763-12773 (2007), doi:10.1088/1751-8113/40/42/S19.
[85] A.G. Rasin, Infinitely many symmetries and conservation laws for quad-graph equa-
tions via the Gardner method, J. Phys. A. 43 (2010) 235201, doi:10.1088/1751-
8113/43/23/235201
47
[86] P. Xenitidis, Symmetries and conservations laws of the ABS equations and corre-
sponding differential-difference equations of Volterra type, J. Phys. A. 44 (2011)
435201, doi:10.1088/1751-8113/44/43/435201
48
